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Abstract
In a number of emerging applications such as wireless sensor networks, system lifetime
depends on the energy efficiency of computation and communication. The key metric in
such applications is the energy dissipated per function rather than traditional ones such as
clock speed or silicon area. Hardware designs are shifting focus toward enabling energy-
awareness, allowing the processor to be energy-efficient for a variety of operating scenar-
ios. This is in contrast to conventional low-power design, which optimizes for the worst-
case scenario. Here, three energy-quality scalable hooks are designed into a real-valued
FFT processor: variable FFT length (N=128 to 1024 points), variable bit precision (8,16
bit), and variable voltage supply with variable clock frequency (VDD= 18OmV to 0.9V, and
f-64Hz to 6MHz).
A variable-bit-precision and variable-FFT-length scalable FFT ASIC using an off-the-
shelf standard-cell logic library and memory only scales down to IV operation. Further
energy savings is achieved through ultra-low voltage-supply operation. As performance
requirements are relaxed, the operating voltage supply is scaled down, possibly even
below the threshold voltage into the subthreshold region. When lower frequencies cause
leakage energy dissipation to exceed the active energy dissipation, there is an optimal
operating point for minimizing energy consumption. Logic and memory design techniques
allowing ultra-low voltage operation are employed to study the optimal frequency/voltage
operating point for the FFT. A full-custom implementation with circuit techniques opti-
mized for deep voltage scaling into the subthreshold regime, is fabricated using a standard
CMOS 0.18gm logic process and functions down to 180mV. At the optimal operating
point where the voltage supply is 350mV, the FFT processor dissipates 155nJ/FFT. The
custom FFT is 8x more energy-efficient than the ASIC implementation and 350x more
energy-efficient than a low-power microprocessor implementation.
Thesis Supervisor: Anantha P. Chandrakasan
Title: Professor of Electrical Engineering and Computer Science
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In emerging applications such as wireless sensor networks, extending the system lifetime
is equivalent to minimizing the energy of communication and computation. A wireless
sensor network contains tens to thousands of microsensor nodes that process information
from the sensing environment and communicate the information back to the end-user. The
microsensor node is required to live up to 5 years while only using the energy from a sin-
gle "AA" battery. This puts a constraint on the average power dissipated by the microsen-
sor to be less than 1 OpW. Therefore, the key metric in this application is energy dissipated
per function rather than clock speed or silicon area. Another important design consider-
ation is energy-awareness. An energy-aware design has energy-quality scalable "hooks"
that allow the processor to be energy-efficient for a variety of operating scenarios. Because
the environment around the sensor node will evolve, the microsensor achieves large
energy savings by dynamically adjusting energy consumption to changing conditions.
In an application with challenging energy constraints, dedicated hardware is able to
achieve high energy-efficiency. Many implementations utilize general purpose hardware
for the ease of programmability and interfacing. However, orders of magnitude of energy
savings can be achieved through a dedicated processor. By using hardware that is tailored
to the application, the overhead of computation is minimized. However, because the appli-
cation requires adaptability to changing conditions, energy-scalable hooks specific to the
application are designed into the architecture of the processor.
Energy savings can also be achieved through supply voltage and clock frequency scal-
ing. For applications without latency constraints, both the supply voltage and clock fre-
quency can be scaled down as low as possible to minimize the switching energy
dissipation. However, in some cases, there is a limit to voltage scaling, because the low
clock frequencies cause large leakage energy dissipation which increases the total energy
dissipated. Exploration into the optimal operating point as a function of parameters of the
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applications, such as activity factor, is necessary to minimize energy dissipation. In many
cases, the optimal supply voltage for the entire system is below the threshold voltage. In
these cases, subthreshold circuit design is needed.
There are very few examples of entire systems designed to operate in the subthreshold
regime. It has been shown that combinatorial logic found in arithmetic units or datapath
circuits, can scale down to hundreds of millivolt supply voltages [8][30]. However, sys-
tems that include large memory structures and complex control logic as well as datapath
circuits has yet to be demonstrated. Also, it is typical for low-voltage implementations to
rely on special low-voltage process technologies or on body-biasing techniques. This the-
sis contains the first application specific fast Fourier Transform (FFT) processor that is
able to operate at supply voltages as low as 180mV using a standard 0.18pm CMOS logic
process. The design of the DSP includes discussion of the implications and issues that
arise with scaling to subthreshold levels as low as 100mV. The DSP contains dedicated
datapath and memory hardware to perform the FFT and is able to scale between 128 to
1024-point FFT lengths and scale between 8 and 16 bit precision FFTs. The FFT imple-
mented in this thesis is designed to be used in a variety of sensor applications for
microsensors.
1.1 Microsensor applications
Advances in CMOS technology, high demand for wireless portable devices, and the
increasing needs of real-world sensing applications, is fueling much interest in the field of
wireless sensor networks. In modem day military and civil applications, large sensor
arrays are used to extend the field of view of the end-user. In military applications, radar,
sonar, and infrared sensor arrays enable surveillance of battlefields. Commercial arrays are
found in traffic and environmental monitoring. Sensing systems usually consist of a few
large, expensive, and highly sensitive macrosensors. A large interconnect infrastructure is
needed to collect sensor data and power-up the sensors. Macrosensor systems are not
robust, as one faulty sensor causes the entire system to fail.
Networks of wireless sensor nodes are replacing macrosensor systems for reasons
such as cost efficiency, ease of deployment and fault tolerance. A wireless sensor network
is a collection of microsensor nodes which together provide a rich view of the sensing
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environment. Microsensor nodes are characterized as being low-cost, compact, and bat-
tery-operated. A microsensor node may contain a variety of sensors, including acoustic,
seismic, temperature, and biological. Also, each microsensor is equipped with processing
power and wireless capabilities. An ad-hoc wireless network relays all useful data about
the environment back to the end-user.
In the military sector, there is a directed effort by the Department of Homeland Secu-
rity to use sensor networks to provide a first-pass alarm to protect against a wide array of
chemical, biological and nuclear threats [38]. Furthermore, it is envisioned that wireless
sensor networks be used to monitor troop formations and for real-time battlefield surveil-
lance. In commercial applications, networked microsensors enable a variety of applica-
tions such as warehouse inventory tracking, location sensing, machine mounted sensing,
patient monitoring, and building climate control [3] [18] [31].
Research into wireless sensor networks yields a wide variety of interesting challenges
in the fields of networking protocols, communication and computation hardware, sensor
applications, architectures, and the physical layer. One key design challenge is building a
multi-domain platform that is programmed for a variety of sensor applications, while still
remaining cost-efficient and maintaining energy-efficiency.
The microsensor application example focused on in this thesis is the use of acoustic
sensors (microphones) for environment monitoring. Acoustic sensors are highly versatile,
passive, and are used in a variety of applications, such as speech recognition, traffic moni-
toring, and medical diagnosis. This work focuses on the application of source tracking and
localization. Since acoustic sensors are passive devices, multiple microphones are needed
to provide a rough line of bearing (LOB) to the sound source. When multiple microphones
are deployed with high densities and overlapping coverage, then beamforming algorithms
are used for detection and tracking of acoustic sources. Multiple beamformers are used to
triangulate the source's sound and to track multiple targets which have different sound sig-
natures [70].
1.2 Microsensor requirements
In this section, some important aspects of wireless microsensor networks are defined.
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- Low data rate: A single microsensor node platform contains a multitude of sen-
sors, all having low data-rates between 10 bps up to 100 kbps. For example, the acoustic
sensor has a 1kHz sampling rate where each sample has 16 bit precision.
- High node density: The field of view of each microsensor is limited, so therefore
a single microsensor yields very little information about the environment. Having high
node densities (up to 10 nodes per m2) is beneficial in many ways. First, multiple sensor
data is aggregated using signal processing to obtain valuable inferences about the environ-
ment. Second, high node densities leads to a more robust sensor system by providing
redundancy in the sensing environment. If the view of one microsensor node is obstructed
or a node fails when the battery is drained, then the network adapts by using other sensors
in the area to maintain system integrity. One disadvantage of high node densities is the
challenge of managing a large network of sensors and processing the tremendous amount
of sensing data in the network.
- Battery-operated environment: As the number of sensor increases or as the sens-
ing environment widens, it becomes highly infeasible to depend on a wired interconnect
infrastructure. By providing each microsensor with wireless capabilities, each microsen-
sor node is autonomous. The lack of a wired infrastructure also implies that the wireless
sensors are battery-operated and energy-constrained. As the wireless sensor size
decreases, the battery capacity also decreases, thus placing a large challenge on the
microsensor designers. The challenge is to operate using the energy from 1 "AA" battery
for up to 5 years. This means that the average power dissipated by the microsensor is con-
strained be lower than 10pW.
Another possibility for microsensors is the use of ambient energy sources, such as
solar, vibration, etc. There also, since the amount of generated power is low, the microsen-
sor node is constrained to only dissipate pW's of energy [37].
- Diverse operating scenarios: One of the ways that the microsensor network
achieves energy-efficiency is to adapt as the sensing environment or network changes. For
example, as the ad-hoc wireless network adapts to changing conditions, the sensor node
may play many different roles within the network. Roles that the microsensor may take on
are a sensing-node that only gathers raw acoustic data, a relay-node that receives neigh-
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boring data and re-transmits it to other sensors across the network, or an aggregation-node
that receives multiple data from neighboring sensors, and performs signal processing on
the data to make inferences about the environment. For each of these roles, the microsen-
sor must adapt computation and communication energy, in order to optimally manage
power dissipation.
Additionally, the system is event-driven. For example, to maximize battery lifetime the
node remains in a deep-sleep, low-power state until an acoustic event is detected. After
deep-sleep, the processor may perform low-energy/low-quality 128-point, 8-bit FFTs to
do simple event detection. Once the node determines that the source is significant, then it
performs high-energy/high-quality, 1024-point, 16-bit FFTs for more sophisticated detec-
tion, classification or tracking. Therefore, depending on the application, the system is
designed to respond to a variety of stimuli and operates over a variety of energy-quality
levels.
Since adaptability is key to achieving high energy-efficiency, we propose energy-
aware design of the microsensor node.
1.3 Energy-aware design
Energy-aware design is the design of systems that are highly energy-efficient over a vari-
ety of operating scenarios. This is in contrast to low-power design which has a design goal
to minimize energy dissipation for the worst-case scenario. Energy-aware design may not
minimize energy dissipation for the worst-case, but in ensuring energy-efficiency for many
scenarios energy-aware design is globally more energy-efficient.
Energy-awareness is achieved by designing energy-quality scalable "hooks" into the
hardware that the end-user or the operating system uses to scale over a wide range of
energy-quality points. For example, in most current microprocessors, the energy hooks
available are algorithmic transformation through software manipulation and clock gating.
The low-power StrongARM SA- 1100 microprocessor improved its energy-awareness by
allowing dynamic voltage scaling, where the supply voltage and the clock frequency of the
processor is dynamically reduced or increased to adapt energy consumption as the work-
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load changes [40]. These hooks are designed into all aspects of the processor beginning
from the algorithms all the way to the circuits.
Because the microsensor system is highly energy-constrained, it becomes evident that
application specific solutions are needed for the microsensor rather than implementations
on general purpose hardware. Application specific solutions dissipate up to 100 times less
energy than the equivalent microprocessor or FPGA based solutions. The main reason is
that application specific energy-quality hardware are tailored for microsensor functions
and application specific hooks are chosen that fit the diverse scenarios that the node
encounters. For example, the FFT processor for sensors requires variable-length FFTs and
variable bit-precision FFT operation.
In order to achieve minimal energy operation, the supply voltage and clock frequency
are scaled down until the optimal operating point is achieved. Subthreshold logic and
memory circuit techniques are needed to achieve operations at ultra-low voltage levels.
1.4 Contributions of this thesis
In this thesis, the FFT processor is a design driver to showcase energy-awareness in DSPs.
Energy-aware techniques for systems, architectures, and circuits, through three separate
FFT implementations are discussed and analyzed.
- Energy-aware Systems: In a microsensor system, signal processing is performed
locally on an array of microsensors. By using distributed network driven voltage and fre-
quency scheduling, large energy savings is achieved. First, the need for local signal pro-
cessing for global energy-efficiency is shown for a cluster of microsensors and a remote
basestation. Then, distribution of computation among neighboring sensors is analyzed. By
optimally scheduling voltage supplies and clock frequencies of different sensor nodes
achieves global energy-efficiency. These system-level partitioning concepts are demon-
strating using an Intel StrongARM sensor node platform developed by the MIT PAMPS
project. The minimal energy dissipated by the StrongARM is 48pJ/FFT for a 512-point
FFT at 0.85V supply voltage and with clock frequency of 74 MHz.
- Energy-aware Architectures: Energy-awareness at the architecture level is
needed to enable energy-aware algorithm implementation. Energy-awareness in a FFT
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implementation includes hooks for variable-length FFTs and for variable bit-precision.
This thesis analyzes and evaluates different energy-aware architectures to enable energy-
awareness and verifies the architectures with a scalable FFT implemented in a 0.18gm
process. The FFT ASIC is able to scale between 128 to 1024-point FFT lengths and 8 and
16 bit precisions with little energy and area overhead. The chip is built using an ASIC flow
which uses a 1.8V standard cell library and memory generators and is able to operate
down to IV.
- Energy-aware Circuits: Research into the latency requirements of the FFT for
sensors shows that the clock frequencies required for the FFT are much lower than the
clock frequencies required by typical wireless applications, such as cellular communica-
tion. Focus of the research now shifts to subthreshold circuit design of the FFT where the
supply voltage is dropped below the threshold voltage of the circuits. Since at low clock
frequencies, leakage energy dissipation exceeds active energy dissipation, there is an opti-
mal operating frequency and supply voltage for minimal energy consumption.
First, simulations of a variable activity factor ring oscillator benchmark circuit are
used to evaluate the optimal supply voltage and threshold voltage operating regime in the
subthreshold region. Second, the FFT is used as a design platform showcasing low power
circuit styles and logic families for memories and combinational logic functional for sub-
threshold power supplies. The fabricated FFT processor operates down to 180mV using a
standard CMOS 0.18pm logic process. At the minimal energy operating point for the
1024-point, 16-bit RVFFT at 350mV supply voltage and 9.62kHz clock frequency, the
FFT processor dissipates 155nJ/FFT. This FFT processor is the first system level demon-
stration of subthreshold circuit operation at supply voltages as low as 180mV.
1.5 Overview
This dissertation is an exploration of system-, architectural- and circuit-level consider-
ations of energy-awareness. Many concepts described here can be applied toward general
systems, where the key metric is energy-efficient computation and other traditional met-
rics such as clock frequency/performance, latency and silicon area are be relaxed. All of
the concepts are demonstrated for a source-tracking application for acoustic sensors with





Signal processing algorithms and energy-efficient digital signal processors (DSPs) are
leveraged to achieve highly energy efficient sensor systems. They allow the sensor net-
work to aggregate data and extend the overall field of view. In a typical sensor system, all
data is transmitted to the end-user, where the signal processing is performed. As the total
number of microsensors in the network increases, it becomes increasingly difficult to store
and transmit all of the data to the end-user. Usually it is not necessary to transmit all of the
raw sensor data in a sensor network. Fortunately, it is not the individual nodes' data that is
important to the end-user, but the combined knowledge that reliably describes the environ-
ment the nodes are sensing. Therefore, by having a DSP on the sensor node, signal pro-
cessing is performed locally to extract important information from the sensor data and to
reduce redundant data in the network. By expending a small amount of energy to do com-
putation locally, a large amount of communication energy is saved [77].
In traditional algorithm design, the design goal is to optimize for the worst case sce-
nario (e.g. minimal power dissipation, minimum latency, maximum accuracy, etc.). In an
energy-aware system, where the system operates in a variety of scenarios, design for only
the worst case may not be globally optimal. Energy-awareness at the algorithm level is
highly desirable because a large range of both energy and quality is achieved by varying
algorithm parameters. In sensor networks, high quality refers to metrics such as high
speed, low latency, or highly accurate results. Scalable-energy algorithms are highly
important for microsensors because the node's resources and environment change dramat-
ically over the system lifetime. For example, when energy is plentiful, the network may be
required to produce high quality results. As the energy gets depleted, the network reduces
the quality of the results and reduce energy dissipation. Being able to adapt to changing
conditions leads to lengthening of the total system lifetime.
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Two algorithms that are used for sensor detection and estimation are Line of Bearing
(LOB) estimation and Harmonic Line Association (HLA). Line of Bearing estimation tri-
angulates the data from an array of multiple microphones to pinpoint a sound source's
location. In HLA, the frequency spectrum of the source is analyzed to determine multiple
sources signatures and to prevent false detections. The two algorithms are used for source
tracking of multiple sources.
The functional unit that is used in both the LOB estimation and HLA is the Fast Fou-
rier Transform (FFT). The FFT is a widely used algorithm used to transform signals from
the time-domain to the frequency-domain. This chapter includes a brief description of the
LOB estimation and HLA algorithms and a detailed explanation of the FFT algorithm.
2.1 Previous work
Previous work in energy-scalable algorithms focuses mainly on the idea of incremental
refinement [45]. Incremental refinement algorithms allow the user to make trade-offs
between computational accuracy and computing resources. The use of incremental refine-
ment is used in the area of approximate signal processing, namely in signal detection
using the fast Fourier transform (FFT) and image decoding using the two-dimensional
inverse discrete cosine transform (2D IDCT). In these cases, the energy-scalable hook is
the processor run-time. Energy is saved by reducing the processor run-time by stopping
the program early and outputting a less accurate result. The algorithm implementation pro-
vides both high-quality results when running at full utilization, and low-quality results
when stopped early.
In literature, there are various implementations of low power and energy-efficient FIR
filters [61]. FIR filtering is a commonly used algorithm in sensor signal processing.
Approximate processing techniques are proposed for the FIR filter to reduce the total
switched capacitance by dynamically varying the filter order based on signal statistics
[45]. In wireless sensor networks, algorithmic transformations in software was used to




Energy-scalability at the algorithm level is highly desirable because a large range of
energy and quality is achieved by varying algorithm parameters and protocol operation.
The Energy-Quality (E-Q) graph of an algorithm is the function Q(E), representing some
quality metric (e.q. mean-square error, peak signal-to-noise ratio etc.) as a function of the
computational energy 0 E Emax Using simple modifications, the E-Q behavior of
the algorithm is engineered such that it has two desirable traits [62].
Consider two implementations of the same algorithm (I and II). From an energy per-
spective, II is a more efficient scalable system compared to I if
Q1 (E)> Q1 (E) VE (2.1)
In most practical cases, Eq. 2.1 does not hold over all energy values. For example,
there might be a preprocessing overhead as a result of which the maximum energy con-
sumptions might be different for the two cases (i.e. Emax, Ii > Emax, 1). Nevertheless, as
long as Eq. 2.1 holds over a significant range of computational energies, overall efficiency
is assured. Assume that there exists a quality distribution pQ(x). pQ(x) is the probability
that the end-user desires quality x and is found from signal statistics. A typical quality dis-
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Figure 2.1: E-Q formal notions. The implementation of Algorithm II is supe-
rior to that of Algorithm I because Algorithm II has a more desirable E-Q
curve.
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E = JpQ(x)E(x)dx (2.2)
where E(Q) is the inverse of Q(E). When the quality distribution is unknown, it is desired
that the E-Q behavior to be maximally concave downwards (with respect to the energy
axis), i.e.
2
a Q(E) 0  (2.3)
aE2
Note that Eq. 2.3 is not always attainable globally across 0 E 5 Emax However, on
an average case, for a given energy availability E, we would like the obtainable quality
Q(E) to be as high as possible. Therefore, energy-aware design focuses on implementing
algorithms that maximize quality for a given energy constraint or minimize energy for a
given quality constraint.
2.3 Line of Bearing application
Suppose a vehicle is moving over a region where a network of acoustic sensing nodes is
deployed (Figure 2.2). The data from a cluster of multiple sensors is used to determine the
Line of Bearing (LOB) of the source. The LOB is calculated to be the direction with max-
imum sound energy detected. In a sensor system with multiple clusters, each cluster calcu-
lates a LOB to the source. The LOB estimates are triangulated so that the intersection
Figure 2.2: LOB estimates from multiple clusters are triangulated to find the
source's location.
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point is the source's location.
There is body of research dedicated to source tracking using multiple sensors.
Researchers are studying source tracking for sonar, radar, acoustic, and seismic sensors.
The most common algorithms for LOB estimation are beamforming algorithms. A beam-
former is a spatial filter which operates on multiple sensor data. By pointing the beam of
the filter in the direction of the sound source, the source signal is coherently amplified
while ambient noise from all other directions are diminished. The source signal detected
has better signal-to-noise ratio (SNR) if the beam is pointed in the direction of the source.
Beamforming is also used to determine the direction of arrival (DOA) of the sound source.
By pointing the beam in multiple directions, the direction with the most energy relative to
the orientation of the sensor array is the DOA of sound. This direction is directly related to
the line of bearing (LOB) of the source signal.
Delay-and-sum beamforming is the simplest and most commonly used beamforming
algorithm. This algorithm applies delays on the sensor data from multiple sensors before
summing over all sensors [42]. Delay-and-sum beamforming is done in the time-domain,
frequency-domain or a hybrid of the two. In the time-domain the beam output in a given
direction is given by
M
b(t, 0) = m(t - Tm()) (2.4)
M = I
where M denotes the number of sensors, Sm(t) is the data from sensor m, A is the constant
gain, and Tm is the time delays for steering the beam in the desired direction, 0. The cor-
rect delays for a given direction of arrival are calculated from the array geometry and by
knowing the speed of the wavefront.
One drawback of implementing the time-domain delay-and-sum beamforming algo-
rithm in the digital domain is that it is necessary to oversample the audio signal before
beamforming. This is needed in order to get the fine-grained delays necessary for good
beamformer performance. An acoustic sensor output which is nominally sampled at a fre-
quency of IkHz only resolves delays greater than 1 millisecond. By oversampling the sig-
nal at 5-10kHz, the beamformer resolves fine-grain delays. This leads to high
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computational demands, depending on desired beamformer performance. Another way to
achieve high accuracy results is to interpolate the sensor data or to convolve the sampled
data with interpolated sinc functions using an FIR filter [42].
Delay-and-sum beamforming is also performed in the frequency-domain. Delays in
the time-domain corresponds to phase shifts in the Fourier or frequency-domain. Due to
the linear properties of the Fourier transform, the beamformer output in the Fourier
domain is given by
M 
-j2tf rM(0)
B(f, 0) = F{b(t, 0)} = A Sm(f)e (2.5)
M = I
where Sm(]) is the Fourier transform of the m-th sensor output [56]. In the digital domain,
the Discrete Fourier Transform or the Fast Fourier Transform (FFT) is used [50]. The
main advantage of the frequency-domain is that there is no need for oversampling the sen-
sor output, as compared to the time-domain approach. Thus, the computational complexity
of the frequency-domain FFT is related to the size of the FFT.
Another advantage of the frequency-domain approach is that the amount of transmit-
ted data is reduced if the signal of interest has a limited bandwidth. For our acoustic sensor
application, the signal of interest has a bandwidth of
20Hz fsource 256Hz. (2.6)
Only those FFT coefficients in the bandwidth of interest are used in the beamformer com-
putation, which is equivalent to applying a bandpass filter to the data. The beamformer
accuracy is improved by reducing the effects of the high and low bandwidth noise.
There are other beamforming algorithms found in literature. The Minimum Variance
Distortionless Response (MVDR) beamformer computes the LOB using the maximum
likelihood spectrum [24]. The MVDR and the delay-and-sum beamformer both assume
that the sensor configuration is known. There are other beamforming algorithms that do
not assume a known sensor configuration. Instead, these algorithms use subspace tracking
concepts and extract the direction of arrival from the signal subspace common to the mul-
tiple sensors. One such algorithm is the Maximum Power Beamforming algorithm [81].
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This algorithm is highly complex because it requires matrix multiplication and eigenvec-
tor decomposition [43]. Other time-domain algorithms are often used which adaptively
update the state of the beamformer, such as the Least Mean Square (LMS) algorithm. The
LMS algorithm requires knowledge of the source's time signature [24].
After processing the sensor data using beamforming algorithms, the beamformer out-
puts are then fed into a LOB estimator. The LOB estimator takes the beamformer output
and calculates the signal energy for each direction. The maximum weighted average of
signal energy over all directions provides a simple LOB estimate for the signal.
2.4 Harmonic Line Association
Harmonic Line Association (HLA) is performed on an acoustic signal to differentiate
between different sources and to classify sources. HLA assumes that the desired signal has
a strong harmonic signature. Therefore, source's frequency content is characterized by its
dominant harmonic and multiples of the harmonic. For example, the harmonics are gener-
ated by a vehicular source's running engine or propulsion gear (tire or tracks). The rotation
of the engine and propulsion creates stationary and periodic signals [66].
The first step in HLA is to transform the acoustic signal from the time-domain to the
frequency-domain through a real-valued Fast Fourier Transform. The algorithm picks out
the maximum peak of the frequency spectrum and assumes it to be the kth harmonic line
of the fundamental frequency. The fundamental frequency is typically bandlimited and in
the source-tracking application is assumed to be between 8-20Hz. The magnitudes of the
other corresponding harmonics are extracted and are used to calculate the strength of the
HLA set [77].
Based on the strengths of multiple HLA sets, the number of sources is estimated. A
threshold for HLA strength is chosen based on the user's tolerance for false detections and
false alarms. Additionally, the HLA set is as a feature set for automatic target classification
or fused with a seismic data for better target classification results [77]. The value and
amplitude of the fundamental frequency is highly dependent on many factors such as
engine design, vehicle speed and the surrounding environment. Therefore, tracking over
several timesteps is needed to differentiate between the invariant characteristics for each
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source and the surrounding noise. Tracking is performed by using intelligent pattern rec-
ognition or neural networks [66].
The HLA is used jointly with the LOB estimation to perform source-localization and
tracking of multiple targets.
2.5 Real-valued Fast Fourier Transform
In both LOB estimation and the HLA application the waveform is transformed from the
time-domain to the frequency-domain. The transform is performed using the Fast Fourier
Transform (FFT).
The FFT is derived from the continuous-time Fourier Transform. The continuous-time
Fourier transform is used in signal processing to transform a continuous-time waveform
from the time-domain to the frequency-domain. The continuous Fourier Transform is
rarely used because it operates on infinitely long waveforms and produces an infinite
length frequency waveform.
For digital systems, often an assumption is made that the waveform has a limited fre-
quency band of interest. The input signal is low-pass filtered and then sampled. In our sen-
sor application, the sensor data is sampled by a 12-bit 1kHz A/D. Since the signal of
interest is below 250 Hz, the 1kHz sampling rate is adequate for our application.
The Discrete Fourier Transform (DFT) is the Fourier Transform applied for discrete
time samples. The DFT's outputs are Fourier coefficients at discrete frequency bands. In
1965, Cooley and Tukey described a fast and efficient way to compute the DFT. By
exploiting the periodicity of the DFT, the "fast Fourier transform" was able to compute
one DFT in N/2*log 2(N) time versus the previous methods which computed in N2 time
[12].
The complex-valued FFT (CVFFT) of a sequence s(n) is defined to be
N-i kn
S(k) = N s(n) WN k=0,l,... N-1 (2.7)
n=0
kn -j27tkn/N
where WN =e . A typical assumption is that s(n) and S(k) are both complex
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Figure 2.3: Energy dissipation of the StrongARM as a function of FFT length
for the CVFFT vs. RVFFT shows the RVFFT is 2.5x more energy-efficient.
real. This means that the imaginary half of the inputs to the CVFFT are zero. Similarly
half of the outputs of the CVFFT are redundant due to the symmetrical properties of S(k).
The symmetrical properties of the FFT is exploited to perform an N-point real-valued FFT
(RVFFT) by only using a N/2-point CVFFT. Profiling on the StrongARM shows a 2-2.5x
improvement in energy-efficiency for the N-point RVFFT over the N-point CVFFT (see
Figure 2.3).
The RVFFT algorithm is derived from the CVFFT algorithm. First, the N-point
CVFFT of the real-valued sequence s(n) is broken up into two N/2-point FFTs
N12- I kn kn knS(k) = 2 s( 2 n) WN/ 2 + WN E s(2n + 1) WN/ 2  k=0,1,...,N-1 (2.8)
n=0 n=0
where now it is represented by the N/2-point FFT of the even indexed inputs and the N/2-
knpoint FFT of the odd indexed inputs multiplied by the factor WN . Next let x(n)=s(2n)
and y(n)=s(2n+ 1) so that S(k) is represented as
S(k) = X(k)+W Y(k) (2.9)
The N/2 CVFFT of the N/2 length signal z(n)=x(n)+j*y(n) for n=O,1,...,N/2-1 is taken. The
N/2-point FFT of z(n) is defined to be:
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Z(k) = X(k) + jY(k) = Xr(k) + Yj(k) + j[Xi(k) + Yr(k)]
To recover X(k) and Y(k) from Z(k), the following symmetrical properties for a real-valued
signal, p(n), is used
p(n) is real if and only if P(k) = P*(N-k) (2.11)
Using this identity, X(k) and Y(k), which are FFTs of real-valued signals are re-written
as
X(k) = {Z (k)+Z (N-k)}+j - {zi(k)- Z(N-k)} (2.12)2 r r2
Y () 2zi()+ Z (N--)I{Zj.2 r(± .(NN- ) (2.13)
Therefore by taking the N/2 CVFFT of z(n), X(k) and Y(k) are calculated and then substi-
tuted into Eq. 2.9 to obtain S(k).
From this analysis, the fundamental building block of both the RVFFT and the CVFFT
is the radix-2 butterfly. The radix-2 butterfly performs one complex multiplication
between the data value and a twiddle factor, and then adds/subtracts the product to another
data value. More details about the radix-2 butterfly is found in Chapter 4. All radix-2 but-
terflies can be displayed in a trellis diagram that describes the flow of computation.
Figure 2.4 shows the butterfly diagram for the 32-point RVFFT based on the equations
previously mentioned. The first 4 stages are the traditional CVFFT butterflies and the last
stage of butterflies performs the backend processing to calculate the complex FFT coeffi-
cients. The number of butterflies performed for an N-point RVFFT is (N/4)*logN. In this



















Figure 2.4: Butterfly diagram of a 32-point RVFFT.
2.6 Summary
As the number of sensors in the network increases, it is more energy-efficient to perform
local signal processing. The end-user does not require the raw sensor data, but a function
of the data which is less bandwidth. By performing local signal processing, the large costs
associated with communication are reduced at the relatively small cost of computational
energy expended by each sensor node.
The concept of energy-awareness in algorithms is proposed. A large range of energy-
quality scalability is achieved at the algorithm level. Algorithms that are focused on in this
thesis are the Line of Bearing estimation algorithm and the Harmonic Line Association
algorithm. Both are used in a source-tracking and localization application.
The LOB and HLA algorithms have a common block which is the FFT. For sensor
algorithms, the real-valued FFT is used and up to 2.5x energy savings achieved over a
complex-valued FFT implementation.
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This chapter looks into the role of signal processing in the sensor system, from the entire
sensor node architecture all the way to network protocols. A node architecture is being
designed as part of the micro-Adaptive Multi-domain Power-aware Sensors project at MIT
( tAMPS) [39]. An energy-model is given for the Intel StrongARM low-power micropro-
cessor which is the computational engine of the node. System level research focuses on
energy-aware system partitioning of computation within the network to improve energy
efficiency.
3.1 The MIT RAMPS microsensor node
An energy-efficient node architecture is being developed as part of the low power wireless
sensor project at MIT (ptAMPS). The first version of the gAMPS node is implemented
with various off-the shelf components to verify the microsensor node platform and to
demonstrate concepts of energy-awareness. Figure 3.1 shows the architectural overview of
the sensor node, which contains four basic modules: sensor, communication, power, and
BatteryDC-DCBateyConversion21
Acosti | RAM ROM
Sensor c,.WDF r
Figure 3.1: Architectural overview of gAMPS sensor node.
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data and control processing.
3.1.1 The sensor module
The sensor module has ports for various sensors including acoustic and seismic sen-
sors and contains an analog-to-digital (A/D) converter. The acoustic sensor is used for the
application of source tracking and classification. The data is continuously sampled, and
stored in on-board RAM to be processed by the data and control processing module.
3.1.2 The communication module
The communication module or radio is used by the sensor node to collaborate with
neighboring sensors and with the end-user. The primary component of the radio is a com-
mercial transceiver optimized for ISM 2.45 GHz wireless systems. The communication
module is capable of transmitting up to 1 Mbps at a range of up to 10 meters [44].
The radio energy dissipation is dominated by two components: the energy dissipated
to run the transmit or receive electronics which is given by Eelec (J/bit) and the energy dis-
sipated by the power amplifier in the transmit path which is given by Eamp (J/bit/m 2). We
also assume an d2 energy loss for transmission between sensors since the distances
between sensors are relatively short [19]. To transmit a k-bit packet a distance, d, the
energy dissipated is
Etx(k, d) = Eelec-k+Eamp kd 2  (3.1)
and to receive the k-bit packet, the radio expends
Erx(k) = Eelec - k (3.2)
For our radio, Eelec = 50 nJ/bit and Eamp= 100 pJ/bit/m2 [26].
3.1.3 The power module
The third module is the power module which supplies the variable power for the node.
The power for the node is supplied by a single 3.6V DC source, which is provided by a
single lithium-ion cell. Regulators are used to generate 5V, 3.3V, and an adjustable 0.9 to
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1.6V supply from the battery. The 5V supply powers the analog sensor circuitry and ana-
log-to-digital (A/D) converter. The 3.3V supply powers all digital components on the sen-
sor node with the exception of the processor core. The StrongARM SA-1100 core is
powered by a digitally adjustable switching regulator that provides 0.9V to 1.6V in twenty
discrete increments. Having a digitally adjustable voltage supply allows the SA- 1100 to
control its own core voltage and enables dynamic voltage scaling (DVS) techniques [23].
3.1.4 The data and control module
The fourth module is the data and control processing module. This module controls
the settings to the other modules and performs all of the signal processing for the sensor
node. Also, this module is responsible for controlling the energy-awareness of the entire
node. For the source tracking application, the sensor node is one of three roles: sensing,
aggregation, and relay. If the node is a sensing-node, then the sensor data is passed to from
the sensor module directly to the communication module and is transmitted. At a aggrega-
tion-node, sensor signal processing is done. The aggregation-node collects sensor data
from neighboring sensors and performs the LOB estimation or HLA algorithm. Then the
aggregation-node will transmit the signal processing results. A relay-node receives data
from neighboring sensors and transmits the raw sensor data to neighboring sensors or the
end-user.
The central component of the data and control processing subsystem is the Stron-
gARM SA- 1100 microprocessor. The SA- 1100 is suitable for use in a sensor node due to
its low power consumption, sufficient performance for signal processing algorithms, and
static CMOS design. In addition, the SA- 1100 can be programmed to run at a range of
clock speeds from 79-206 MHz and at voltage supplies from 0.85-1.5V [1]. On-board
ROM and RAM are included for storage of sampled and processed data, signal processing
tasks, and the operating system.
A simple energy model is needed to model the active energy dissipation of the SA-
1100 as a function of supply voltage.
2
Ecomp = NCVDD (3.3)
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where N is the number of clock cycles per task, C is the average capacitance switched per
cycle, and VDD is the supply voltage [10]. For the StrongARM SA-1 100, experiments
show that C is approximately 0.67 nF [60]. Another component of processor energy dissi-
pated is the leakage energy, which is caused by subthreshold leakage currents between
power and ground.
Vgs -- th - ds-
Ileak = Ke (VVThJ[ - eVT (3.4)
where K is a function of technology, VT is the thermal voltage, Vth is the threshold voltage,
and n is related to the subthreshold slope. Most processor energy models only consider
switching energy, but in low duty cycle systems, leakage energy dissipation is significant
[60].
It is also important to model the clock speed of the SA- I100 as a function of VDD-
f K(VDD-Vth) zK(VDD - C) (3.5)
VDD D
where a, K, c, and Vth, are processor dependent variables. For the SA- I100, the fre-
quency-voltage relation is linearized to simplify the calculations without significant error
being introduced into the model. Measurements show that K = 239.28 MHz/V and c=0.5V.
DVS is one energy-scalable "hook" available on the StrongARM SA- I100. It is used
to create an energy-scalable sensor node that is able to adapt energy dissipation in
response to changing operating conditions or a variable computational load. For example,
assume in a fixed throughput system (), the processor computational energy for task A is
given by Efixed, but is completed in half the allotted time, T/2. This is non-optimal since
after the processor completes the task, it idles for T/2 seconds. By reducing the clock fre-
quency by half, the processor is active for the entire T seconds. A lower frequency implies
that the voltage supply is reduced approximately by half. According to Eq. 3.3, energy is
related to voltage supply squared, so only one-fourth the energy is dissipated.
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Figure 3.2: (a) Measured energy consumption characteristics of SA-1100.
(b) Operating voltage and frequency pairs of the SA-1100.
Figure 3.2a depicts the measured energy consumption of a SA-l 100 processor running
at full utilization [40]. Energy consumed per operation is plotted with respect to the pro-
cessor frequency and voltage. For a fixed clock frequency, the energy per operation has a
quadratic dependence on supply voltage. For a fixed voltage supply, the total energy per
operation increases due to the leakage energy. Leakage energy increases with lower clock
frequencies because operations occur over a longer clock period. This graph shows that
minimum energy dissipation occurs when operating at the lowest possible voltage supply
level for a given frequency. Figure 3.2b shows all eleven frequency-voltage pairs for the
StrongARM SA- I100 for energy-efficient operation.
Analysis of the power dissipation for the entire StrongARM SA- 1110 based sensor
node indicates that the processor board takes 48% of the power, the radio takes up 45% of
the power and the sensor only 6%. Since all computation is expected to be done on the
processor board, it is important that the computation engine be energy-aware.
3.2 Energy-aware system partitioning
There are many energy-aware techniques that are used at the system level to improve
energy efficiency. In this section, two system partitioning techniques are explored. The
first is partitioning computation between the end-user and the sensor cluster. As the dis-
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tance between the end-user and sensing environment increases, it is more energy-efficient
to do the computation locally within the sensor cluster. This takes advantage of communi-
cation vs. computation trade-offs in energy dissipation by reducing the amount of data
transmitted. The second system partitioning technique is distributing the computation
among the sensors in the cluster. Intelligent system partitioning with DVS yields further
energy savings.
3.2.1 Previous Work
Past research has shown that system partitioning across a network is used in many applica-
tions to reduce energy dissipation. In a wireless system, the basestation has essentially
unlimited energy and the mobile is battery-operated. Energy savings is achieved by appro-
priately partitioning the computation. In the Infopad project [10], system partitioning is
considered between portable mobile devices and high powered network servers. The com-
putation (text/graphics functions) is partitioned such that the portable terminal only per-
forms the display updates, and not high-powered (X-server) functions. This did increase
the communication energy, but the compuational energy savings for the portable is signifi-
cantly lowered. Also, partitioning is applied to motion estimation in wireless video termi-
nals. Motion estimation is highly computational and is a large part of the system's
computational energy dissipation. However, it is necessary to perform image encoding for
compression, because compression reduces the large amount of energy expended for com-
munication. An energy-efficient scheme is to reduce the portable's energy dissipation by
performing motion estimation computation on previous frames at the receiving basesta-
tion. Then a low-bandwidth reverse wireless link transmits the results back to the portable
to do the compression on later frames. This system achieves nearly the same compression
rates as the original motion estimation technique, but performs over two orders of magni-
tude less computation at the portable [54]. For sensors, similar communication vs. compu-
tation trade-offs are made between the sensors and the end-user.
System partitioning is also used within the sensor cluster. A sensor cluster is essen-
tially a system of multiple microprocessors linked through a short distance wireless link,
and therefore is considered a parallel architecture. Parallel architectures have the same
performance as a single architecture by reducing clock rates and voltage supplies. Increas-
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ing parallelism is a common technique used in circuit design at the architectural level to
reduce energy dissipation when there is a fixed latency. One example is to use two func-
tional units in the datapath, versus one unit. By adding one more functional unit, each unit
is allowed to run at half the original rate for the same throughput. Since the clock fre-
quency is decreased, the voltage supply is dropped by half, and the energy is reduced by
almost 4 times over the non-parallel case. For a simple adder-comparator 8-bit datapath, it
the power is reduced by approximately 2.5 times [10]. However, this does come at an
increase of area and overhead control hardware.
System level distributed signal processing has been researched and compared for tradi-
tional DSP computation platforms. Distributed computing systems with networks of DSPs
are studied extensively due to their potential for handling a wide range of computational
demands, and for being cost-effective [65]. "Optimal" partitioning of processing tasks into
subtasks and matching of subtasks onto processors has also been done assuming general
purpose processors [7]. For example, algorithm adaptation is proposed to react to changes
in scheduling of computation around a network. Using this method for a Synthetic Aper-
ture Radar technique, processing delay is reduced while increasing system capacity [34].
However, for multiple microprocessor systems, the metric is performance while for sensor
networks, energy is the preferred metric.
3.2.2 Energy-efficient system partitioning between end-users and sensors
Examples of networking protocols are direct communication, multi-hop routing, and clus-
tering. In direct communication, as shown in Figure 3.3(a), all microsensors are sensing-
nodes and transmit the raw sensor data results directly to the basestation. In multi-hop
routing, sensors act as relay-nodes for other sensors' data in addition to sensing the envi-
ronment, as shown in Figure 3.3(b). Multi-hop routing minimizes the distance an individ-
ual sensor must transmit its data, and hence minimizes the dissipated energy for that
sensor. However, this approach is not globally energy-efficient. An energy-efficient net-
working protocol organizes sensors into local clusters, as shown in Figure 3.3(c). Within
each cluster is a clusterhead or aggregation-node. Because the aggregation-node performs




Figure 3.3: Examples of microsensor networks. (a) Direct communication with
end-user. (b) Multi-hop routing communication with end-user (c) Clustering
algorithm. The grey nodes represent clusterheads.
the amount of data that is sent to the end-user and thus achieves energy-efficiency.
In a typical sensor system where there is no energy-constraint, a direct communication
protocol is employed. The data is sent via wires from the sensors to the end-user to be pro-
cessed and the same wires are also used to power the sensors. For a wireless sensor net-
work where energy is highly constrained, direct communication between sensors and the
end-user is both cumbersome and energy-intensive. The end-user is usually far away from
the sensing area causing communication to the end-user to be very costly. This is true
since the energy increases proportionally to the square of distance. Also, as the number of
sensors in a network grows larger, it becomes difficult to manage the large amount of data
collected from the sensors. And with increased node densities in one location, multiple
sensors may view the same event causing a large amount of redundant sensor data. For all
of these reasons, direct communication protocols are not used in wireless sensor networks.
An energy-efficient wireless networking protocol for sensor networks is able to reduce
energy dissipation through sensor collaboration [27]. Sensor collaboration means that the
sensors are able to communicate locally and share information. Since closely located sen-
sors tend to have highly correlated data, sensor collaboration allows for signal processing
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Figure 3.4: Beamforming done locally at the sensor cluster reduces energy
dissipation.
computation energy. Commercial radios typically dissipate ~150 nJ/bit and the Stron-
gARM dissipates 1 nJ/bit. Therefore, communication is more expensive than computation,
allowing one to perform 150 instructions per bit communicated [47]. A custom application
specific hardware implementation achieves up to 3 orders of magnitude lower energy than
a general purpose processor, so millions of operations are performed per bit communi-
cated.
Clustering protocols that utilize sensor collaboration are able to achieve a great deal of
energy savings. Using LEACH (Low Energy Adaptive Clustering Hierarchy), an energy-
efficient clustering protocol, the sensors are organized into local clusters, as shown in
Figure 3.3c [27]. Each cluster has a clusterhead, which is a sensor that receives data from
all other sensors in the cluster. At the clusterhead, data aggregation is performed and the
results are transmitted to the end-user. This greatly reduces the total amount of data that is
sent to the remote end-user and thus achieves energy-efficiency.
Figure 3.4 compares the amount of energy required to communicate information from
an M sensor cluster (M=3,6,9) and to transmit the result to the end-user. The ratio of
energy for direct communication vs. energy for a clustering approach (Edirect/Ecluster) is
plotted as a function of distance from end-user to sensor cluster. When the distance to the
end-user is large (d> 7 in), the communication energy dissipated transmitting data to the
end-user dominates, and there is a large advantage to performing local signal processing
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(e.g., LOB estimation). There is a tremendous amount of communication energy savings
because the only data transmitted to the end-user is the value of the LOB estimate.
3.2.3 Energy-efficient system partitioning between sensors and clusterhead
Another way to reduce energy dissipation is to recognize that a multiple sensor cluster is
equivalent to a multiple microprocessor system. Because all sensors must be energy-aware
and take on multiple roles in the constantly changing network, each microsensor node is
equipped with a microprocessor for computation. A multiple microprocessor sensor sys-
tem allows for distribution of computation among the sensors.
The energy-efficiency of system partitioning is demonstrated by implementing the
LOB estimation on multiple sensors. The LOB estimation algorithm is implemented in
two different ways. In the direct technique, each sensor has a set of acoustic data, si(n).
This data is transmitted to the clusterhead where the LOB estimation algorithm is per-
formed. This includes seven FFTs, frequency-domain beamforming and LOB estimation
from FFT coefficients. The direct technique is demonstrated in Figure 3.5(a). Alterna-
tively, the FFTs are performed at each sensor and then the FFT coefficients are sent to the
clusterhead. At the clusterhead only beamforming is performed. This is the distributed
method and is shown in Figure 3.5(b). If we assume a fixed voltage supply, then perform-
ing the FFTs with the distributed technique has no computational energy savings over the
direct technique, because the same total amount of computation is being done. However,
by having a DVS enabled sensor node, we take advantage of the parallelized computa-
tional load by allowing voltage and frequency to be scaled while still meeting latency con-
straints.
Table 3.1 shows the computation energy for a 7 sensor cluster. In the direct technique,
with a computation latency constraint of 20 msec, all of the computation is performed at
the clusterhead at the fastest clock speed, f=206 MHz at 1.44V. The energy dissipated by
the processor is measured to be 6.0 mJ and the latency is 19.2 msec. In the distributed
technique, the FFT is parallelized to the sensor nodes. In this scheme, the sensor nodes
sense data and perform the 1024-point FFTs on the data before transmitting the FFT data
to the clusterhead. At the clusterhead, the beamforming and LOB estimation is done.
Since the FFTs are parallelized, the clock speed and voltage of both the FFTs and the
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Figure 3.5: (a) Direct technique: All of the computation is done at the clusterhead.
(b) Distributed technique: Distribute the FFT computation among all sensors.
beamforming is lowered. For example, if the FFTs at the sensor nodes are run at 0.85V
voltage supply and 74 MHz clock speed while the beamforming algorithm is run at 1.1 7V
and 162 MHz clock speed with a latency of 18.4 msec, only 3.4 mJ energy is dissipated by
the processor. This is a 43.3% improvement in energy dissipation. Thus energy-efficient
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distributed technique for a 7 sensor cluster.
Figure 3.6 shows the timing diagram for the three cases: Direct technique, Distributed
technique w/o DVS, and Distributed technique w/ DVS. For all three scenarios, at time t,
the sensors begin sensing acoustic data from the microphones. After a block of data is col-
lected, then the nodes begin processing the data. Note, that while the computation is being
done, at the same time, new data is being collected from the microphones. In order to min-
imize buffer size, the LOB estimation computation and inter-sensor communication is




















Figure 3.6: Timing diagrams of three techniques: Direct technique, Dis-














In the direct technique timing diagram, the clusterhead sensor (S7) performs all of the
signal processing for LOB estimation. In the distributed technique w/o DVS, distributing
the FFT to the sensors help improve the throughput of the LOB estimate, but does not
decrease the total computation energy dissipated. However, since this is a fixed latency
system, the processors are idle for a long period until the next block of data is collected.
By using DVS to reduce clock frequency and voltage supply, the processors are active the
entire period and energy dissipation is also reduced.
An additional bonus in distributing the FFT is the reduction of communication energy
between sensors. Due to the nature of the sound source, the signal of interest has a band-
width between 20Hz and 256 Hz. This means that after doing the 1024-point FFT, only
236 complex Fourier coefficients need to be transmitted. This means that the communica-
tion energy for the distributed technique is reduced by 50% over the direct technique,
where all 1024 samples of new sensor data are transmitted.
3.2.4 Optimal voltage supply and clock frequency scheduling
By distributing the computation across sensors and using DVS, overall energy dissipa-
tion is reduced. The next step is to determine the optimal voltage supply and clock fre-
quency for minimal energy dissipation. Quantifying the optimal operating point is
important because the system should adjust operating voltages and frequencies of the sen-
sor nodes to changes in system parameters (e.g. number of sensors, number of samples,
etc.). Also, the operating system has the ability to run different tasks (FFT, beamforming,
etc.) at different VDD and clock frequencies. A closed form solution of the optimal voltage
supply and clock frequency is needed to minimize energy while ensuring the computation
is performed within the latency constraint.
Finding the optimal operating points is non-trivial because the energy curve is a non-
linear function of frequency and voltage. Figure 3.7 shows the computational energy dissi-
pated for the 7 sensor LOB estimation application for a fixed latency requirement of 20
milliseconds. The curve is plotted as a function of all possible <ffmfbf> pairs, which sat-
isfy the latency constraint. As a rule of thumb, it is best to run the parallelized task (FFT)
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Figure 3.7: Energy dissipated by 7 sensor cluster for different <ffftfb> pairs
for a latency constraint of 20 msec.
the timing constraint, beamformer voltage supply and clock frequency is increased. There-
fore, there is an optimal operating voltage and frequency for the source tracking algorithm.
In order to find a closed solution for the optimal operating voltage and frequency, we
minimize the total computation energy for an M sensor cluster
Ecomp - fftCVfft + NbfCVbf (3.6)
with the latency constraint that
T >mp +ff Nbf + N bf (3.7)
mfft fbf
Here, Vff and Vbf are the operating voltages of the two tasks, FFT and beamforming,
and Nfft and Nbf are the cycle counts, respectively, and are benchmarked to be
Nfft = 200.73 kcycles (3.8)
Nbf(M)= 319.3M+ 341.6 kcycles (3.9)
The optimal voltage and frequency operating points gives minimum energy dissipation
while maintaining the latency constraint. In order to find a closed form solution, first, use
the processor frequency equation (Eq. 3.5) to relate the latency constraint, Eq. 3.7, in
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terms of voltage supply. A Lagrangian minimization is performed, where the energy is
minimized with the latency constraint. We are able to solve for the relation between Vbf
and Vff.
(Vbf+ c) = 3 Ji(Vfft + c) (3.10)
In order to calculate the closed form solution for the optimal operating point, Eq. 3.10 is
substituted back into Eq. 3.7 and Vff, Vbffff, andfbf is solved for
V > T I K fft + + C (3.11)
Vf TcompK 3Ij






These equations suggest that it is desirable to run the parallelized task (FFT) at lower volt-
age and frequencies than that of the non-parallelized task (beamforming) by a factor of
Figure 3.8 shows energy dissipated for the direct technique vs. distributed technique
with optimal voltage scheduling as M is increased from 3-10. The top line is the energy
dissipated for the direct technique and the bottom line is the energy dissipated for the dis-
tributed scheme. The discrete measurements (o,*) show the measured energy dissipated by
the StrongARM compared to the solid and dashed lines which give the theoretical results
given by Equations 3.11-3.14. This graph shows that the processor energy models and the-
oretical results match closely with the energy dissipated by the StrongARM. The figure
shows that between 30-50% energy reduction is achieved with the system partitioning
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Figure 3.8: Comparing energy dissipated for the direct technique vs. the
distributed technique with DVS.
In this analysis we assume that the processor is able to operate at continuous voltage
and frequency levels. In reality, our implementation only provides a limited voltage supply
and frequency range and discrete voltage and frequency levels. In order to use the closed
form solutions on our implementation there is a constraint that Tcomp fall between the
range of
Nfft +Nbf Nfft + Nbf (3.15)
max fmin
where fmax andfmin are the maximum and minimum frequencies possible for the proces-
sor. If Tcomp falls below the lower limit, there is not enough time to complete the computa-
tion, and if Tcomp is above the upper limit, minimizing energy dissipation means operating
at the slowest clock frequency and lowest voltage level. If this constraint is fulfilled, then
the optimal operating point is the voltage/frequency given by the theoretical equations.
In wireless sensor networks, the latency requirement is much lower than the 20msec
given in the example. The sensor A/D collects 1024 samples of sensor data in one second.
Therefore, the latency requirement of the FFT itself is very long (> 500msec). The theoret-
ical equations for the StrongARM processor, predict an optimal voltage supply of 520mV
and clock frequency of 3MHz, which is not an operating point available with the current
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StrongARM implementation. 48.9pJ/FFT is the minimum energy dissipated by the Stron-
gARM at 0.85V voltage supply and clock frequency of 74MHz, for a 512-point FFT. At
the lowest power supply, the processor dissipates 39mW. The StrongARM implementation
does not meet the energy constraint, indicating the need for a dedicated FFT processor that
operates at lower voltage supplies.
3.2.5 Generalized Tasks
The system partitioning scheme given in the above example is generalized to any applica-
tion where parallelism is exploited to distribute computation among multiple processors.
Let us assume there are two tasks, A and B, each of which are characterized by their cycle
counts, NA and NB, respectively. A is the task to be parallelized to the M processors and B
is the non-parallelized task. Also assume that the bandwidth between the processor does
not change for the two schemes. In the direct scheme, the frequency of the processor for
each task is set to
MNA + NB
fA = fB = TA B(.6Tcomp (.6
For the distributed scheme, the voltages and frequencies are given in Eq's 3.11-3.14.
The ratio of Edirect, the energy of the direct technique to Edistributed, the energy of the
optimal distributed technique, is calculated to approximately
Edirect (M - NA/NB+ 1) +D(M -NA/NB+ 1)2
Edistributed M(NA/NB + M-1/3)3 + D -M(NA/NB + M-113 (NA/NB + M- 2/ 3  (
where D=2cKT/NB. This ratio shows that as the number of processors (M) increases there
is a large opportunity for energy savings because there is more parallelism. Figure 3.9
shows a plot of the energy ratio, Edirect/Edistfibuted, as a function of cycle ratio, NA/NB, for
M=5,7,9. This shows that when the computation for task A (parallelized task), is relatively
large compared to task B, (e.g., NA/NB=5) then there is a great deal of energy savings.
However, even when the computation in task A is small compared to that for task B (e.g.,
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Figure 3.9: As the cycle ratio increases, energy savings increase for a 7 sensor
cluster.
savings is calculated by taking the limit of the energy ratio as NA goes to infinity. The limit
on energy savings is M 2 . This result assumes the linearized energy and frequency proces-
sor models introduced previously. Therefore, for the general case, there is a potential for a
great deal of energy savings.
3.3 Summary
In this chapter, I first provided background on sensor networks and the MIT gAMPS
sensor node architecture as a system design driver. The frame work of the sensor node is
needed to fully understand the impact of energy-aware algorithms on a system-level.
The concept of system partitioning for system-level energy-awareness is introduced.
System partitioning across the network takes advantage of communication vs. computa-
tion trade-offs to reduce energy dissipation. In general, since computation is less expen-
sive than communication, it is advantageous to do local signal processing at the sensor
cluster. This leads to a new way of thinking for the design of networking protocols for
these data-rich sensor networks.
System partitioning within the network takes advantage of the multiple microproces-
sors within the sensor cluster. Parallelizing and distributing computation to all sensors and
DVS reduces the energy dissipated. A scheme is introduced to find the optimal voltage
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supply and clock frequencies for the FFT and frequency-beamformer tasks. The optimal
voltage supply and clock frequency scheme is generalized for an M sensor cluster to show
that up to M2 energy savings is achieved.
These examples assume a short latency requirement for the LOB estimation computa-
tion in order to see the effect of parallelism on the StrongARM implementation. In reality,
the latency requirement is much longer. 48.9pJ/FFT is the minimum energy dissipated by
the StrongARM at 0.85V voltage supply and clock frequency of 74MHz, for a 512-point
FFT. The StrongARM implementation does not meet the energy constraint, indicating the






The goal of energy-aware architecture design is to allow energy-quality trade-offs in hard-
ware. Hardware knobs in the architecture allow the system to vary the energy consumption
as the environment or user requirements change. By tuning the hardware for the desired
scenarios of interest, energy-efficiency is achieved.
In this thesis, an FFT processor for microsensor applications is used as a design driver.
A dedicated processor allows for FFT specific energy scalability hooks so that both low-
energy/low-quality and high-energy/high-quality FFTs are computed efficiently on the
same hardware. Our design focuses on a real-valued FFT which scales between 128 to
1024-point FFT lengths and can produce both 8- and 16-bit precision FFTs.
4.1 Previous work
Dedicated hardware achieves orders of magnitude energy savings over general purpose
programmable hardware by minimizing the overhead of performing computation. Energy-
scalable hooks provide enough programmability in the dedicated hardware for efficient
scalability. Previous work on dedicated scalable architectures is presented.
Also, previous work on various FFT architectures is discussed. Because the FFT accel-
erates many signal processing tasks, various FFT architecture implementations are found
in literature.
4.1.1 Signal processing hardware
General purpose processors, such as the microprocessor or a programmable digital sig-
nal processor (DSP) facilitate energy-awareness in algorithms. Energy-scalability on tradi-
tional microprocessors is enabled through software transformations of the algorithm. On
the low-power StrongARM microprocessor, supply voltage and clock frequency scaling is
used to scale energy dissipation for a variable workload [40]. Another programmable
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hardware is the Field Programmable Gate Array (FPGA). The FPGA can be configured
for a variety of architectures, and exploit parallelism to achieve energy scalability [51].
Dedicated hardware is preferable to the microprocessor and the FPGA in multiple
ways. Profiling of the instruction set of various microprocessors and programmable DSPs
shows that the average current consumption is fairly uniform across all instructions. The
overhead circuitry that is common to all instructions such as cache, global clock, I/O, etc.,
dominates the power dissipation [60]. Similarly, the FPGA's main downside is the power
overhead associated with the interconnect, which dominates the energy dissipated by the
chip. By tailoring the hardware to specific functions required by the algorithm, dedicated
hardware minimizes switched capacitance and significantly reduces energy dissipation. In
a micropower programmable DSP designed for filtering operations of sensor data, the
energy dissipation of the application specific DSP is six orders of magnitude lower than
the StrongARM [2].
Table 4.1 shows a comparison of the estimated energy dissipation of the FFT imple-
mented on the StrongARM- 1100 microprocessor, on a Xilinx FPGA, and on a dedicated
FFT ASIC, all operating at 1.5V voltage supplies. The StrongARM-1 100 power is esti-
mated using the JouleTrack simulator [59]. JouleTrack compiles the FFT C code to assem-
bly code and estimates the average current dissipated by the StrongARM. The Xilinx
FPGA power is estimated using the Virtex Power Estimate Worksheet [72]. The FFT ver-
ilog block is synthesized and the breakdown of the FFT into the number of CLB slices and
Block RAM are given. These specifications are inputted into the spreadsheet and the
power is estimated for a target Xilinx device. Given the power estimates for both the
StrongARM and the Xilinx, the energy per FFT is estimated. The energy for the custom
FFT are estimated from a nanosim simulation a dedicated FFT architecture.
The table shows the energy for the microprocessor is 7x higher than the energy for the
FPGA for FFT length=128pt. At 1024-point FFT, the FPGA dissipates higher energy dis-
sipation than the microprocessor. However, the energy dissipation of the dedicated FFT is
over two orders of magnitude lower than both the StrongARM and the Xilinx. These
results indicate that application specific hardware is critical for applications that require
extremely low energy dissipation.
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Table 4.1: Comparing simulated energy dissipation of the three FFT
implementations.
128 pt. 256 pt. 512 pt. 1024 pt.
StrongARM 44 p 46pJ 50 J 59 J
Xilinx 5.7pJ 13pJ 29 LJ 65 J
Custom 116 nJ 269 nJ 628 nJ 1.49 pJ
4.1.2 Energy-Scalable Architectures
Traditional low-power design focuses on optimizing for the worst-case operation. In
the case where the application is subject to diverse scenarios, new architectures are
required to achieve energy-efficiency.
A prime example of an innovative energy-scalable architecture is distributed arith-
metic (DA). DA performs a bit-serial multiplication that assumes that one of the vectors in
the inner product is fixed. All possible intermediate computations for the fixed vector are
stored in a Look-up Table (LUT) and bit slices of the variable vector are used as addresses
for the LUT. By accumulating the MSB first, the DA is a variable precision energy-scal-
able architecture with desirable E-Q characteristics. With a small amount of energy, a less
accurate, lower bit-precision result is achieved. Each incremental increase of energy leads
to an incremental improvement of quality of the multiply operation [78]. Many applica-
tions employ a DA architecture for energy-scalability, such as a low power DCT core to do
adaptive bitwidth computation [80].
Another example of a scalable architecture is found in approximate processing tech-
niques used for filtering [35]. The filter uses a feedback loop to dynamically change the
filter order based on signal statistics. Powering down parts of the tapped-delay line of an
FIR filter reduces the filter order and also reduces the switched capacitance and energy
dissipation. This technique is also extendable to infinite impulse response (IIR) filters.
Dynamically reducing switched capacitance for energy-scalability is also explored in
the ensemble of point solutions method [6]. This method consists of multiple point solu-
tions, each optimized to a particular scenario. An ensemble of the optimized solutions is
chosen to cover the entire scenario space. Low-overhead control logic routes the inputs to
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the correct point solution. Clock and data gating of unused point solutions avoids unneces-
sary switched capacitance.
A multiplier in a speech application employs the ensemble of point solutions method
to achieve energy-awareness [6]. First, the probability distribution of the bit-precisions of
multiplicands and multipliers in a speech application is analyzed. The probability distribu-
tion indicates that with highest probability the input bit-precision is 4 or 5 bits. The least
probable bit-precision is the largest possible bit-precision of 16-bits. The ensemble of
point solutions method creates an energy-scalable multiplier from multipliers with differ-
ent input bitwidths: 9-, 11-, 14- and 16-bits. Control logic routes the input data to the cor-
rect multiplier based on the detected input precision. Gating logic suppresses the inputs to
the unused multipliers and prevents unnecessary switched capacitance. The amount of
energy saved by the application is 60% in comparison to a non-scalable solution. The non-
scalable multiplier targets the worst case bit-precision (16-bits).
Other applications that explore scalablility in DSPs include encryption processors for
Public-Key Cryptography [21], image processing [22], coding [69], automatic target rec-
ognition [13], and fuzzy processors [3].
4.1.3 FFT architectures
The FFT processor is typically made up of a datapath, data memory and twiddle factor
generator. This section gives an overview of previous architectures for the FFT.
Previous datapath architectures in dedicated FFT processors range from a single multi-
plier ALU to a higher order radix FFT. The most common FFT datapath architecture is a
radix-2 butterfly, the basic functional block of the FFT. According to the FFT algorithm, if
one butterfly is performed per cycle, then an N-point FFT requires N/2*log 2N clock
cycles. Going to higher order radix FFTs means shorter FFT latencies by using parallel
butterfly modules. A k-radix FFT has k butterfly modules in parallel, and thus only
requires N/k*logkN clock cycles. Higher radix implementations are often used for high
speed applications [16][36][48][57]. Because latency is not a key metric for sensor appli-
cations, the FFT processor in this thesis has a radix-2 datapath architecture.
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A radix-2 datapath requires multiple port memories because two values are read from
memory in one clock cycle. Different techniques are used to avoid hazards when reading
from and writing to data memory. Using a dual read/write-port memory is one solution to
avoids data hazards when accessing multiple locations in memory. However, the overhead
of a dual port memory can be reduced by using specialized FFT specific memory struc-
tures [36]. Analysis of the memory accesses required by the FFT is exploited to simplify
the FFT memory design. FFT processor memories are usually comprised of static RAM
blocks, register files, or shift register banks [57].
Different methods are proposed for twiddle factor generation. One method is to store
the twiddle factor data in read-only memories (ROMs) or in programmable register files
[48][67]. Twiddle values are also generated by using integer logic or cordic arithmetic
[79].
The overall architecture and control logic of the FFT chip depends on the design spec-
ifications, such as latency or energy dissipation. Most FFT architecture designs focus on
high-speed rather than low-power. Multiple datapath chips, external memory, and external
control architectures achieve high throughput FFTs for real-time applications [15][36].
Most implementations have pipelined architectures to improve throughput
[5][25][57][79]. A very deeply pipelined architectures that use bit-serial arithmetic and a
large mesh network is proposed to exploit the FFT parallelism and achieves high perfor-
mance [67].
In one implementation that is designed for low power dissipation, a small cache mem-
ory is used to store a small subset of the larger FFT memory. The data in the cache is pro-
cessed quickly, and stored back into the large data memory before another small subset is
loaded. The cached-memory structure provides increased speed and increased energy-effi-
ciency by lowering the energy per access and overall switched capacitance [4].
Most FFT processors are designed for applications where the input data is complex-
valued. Only in such applications such as video, image, and audio processing where real-
valued data is processed, the FFT processor is optimized for real-valued input data by
including additional pre- and post-processing hardware [48][79].
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Figure 4.1: A block diagram of the FFT architecture.
4.2 FFT architecture overview
Figure 4.1 shows the block diagram of the architecture for the FFT core. The FFT core has
four functional blocks: Control Logic, Butterfly Datapath, Data Memory, and Twiddle
ROMs.
The Control Logic controls the timing of the four functions to perform the N-point
real-valued FFT: (1) reordering inputs from the datain bus and storing them into data
memory, (2) performing the N/2-point CVFFT, (3) performing RVFFT backend process-
ing and (4) outputting the data onto the dataout bus. The control logic sends control sig-
nals necessary for correct functionality, for configuration purposes, and to enable energy-
awareness. Examples of important control functions are configuring the datapath, sending
correct addresses to the memory blocks, ping-pong control between the two memory
banks, interfacing with the input and output bus, and sending energy-scalability informa-
tion to all blocks.
During the CVFFT and RVFFT processing stages, one butterfly computation is per-
formed per clock cycle using the datapath. The datapath of the FFT consists of the butter-
fly and the backend processing circuits. The hardware in the datapath includes complex
multiplications and complex addition. Additional adders and subtractors perform the
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backend RVFFT processing. The E-Q scalable hook enabled in the datapath is bit-preci-
sion scaling.
On the clock edge the FFT processor reads two complex values from the memory and
one complex twiddle factor from the ROM. Then, one butterfly computation is performed
and the two complex outputs are written back into memory on the next clock edge.
Energy-scalable design is applied to the memory to enable variable bit-precision (8-bit and
16-bit) and variable memory size (128-1024 Word) through memory partitioning and data/
clock gating.
Because the FFT performs in-place computation, the FFT processor only requires a
buffer that holds one frame of data (1024-Word x 16bit). In-place computation implies that
the outputs from the datapath are written back into the memory read locations. Also in-
place computation dictates that reordering the inputs is necessary so that at the output, the
FFT coefficients are ordered from the lowest to highest frequency indices in the memory.
There are two possible memory architectures for I/O: a single memory bank structure
or a dual memory bank structure. A single memory bank structure has 1024Wxl6bit
capacity. After one frame is loaded into the memory, processing begins and the memory is
inaccessible by the user until the FFT task is performed. A dual memory bank structure is
needed if data is being streamed to the FFT at a constant data rate and the FFT is per-
formed concurrently. While one memory bank loads in sensor data, the second memory
bank performs the FFT processing. The dual memory structure is also called a ping-pong
memory. The ability to ping-pong between memory banks allows a improved throughput
at the expense of an extra memory bank. In the FFT ASIC design implemented in this
chapter, a ping-pong memory is used and in the subthreshold FFT chip discussed in Chap-
ter 6, the single memory bank is used.
A Read-Only Memory (ROM) provides the Twiddle factors for the CVFFT and the
backend processing. The ROM outputs Twiddle factors with 8- or 16-bit precisions.
The energy consumption breakdown of the 1024-point FFT shows that the datapath
and memory consumes the majority of the energy. Therefore, the largest energy-scalability
range is achieved by focusing on enabling scalability in the datapath and the memory
(RAM and ROM).
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4.2.1 Energy-aware architecture design approach
An area and energy efficient design methodology proposed is the reuse of point solu-
tions method [76]. In most scalable systems, scenarios of interest are similar enough so
that common functional blocks are shared and reused. Therefore, the design of all func-
tional blocks is tightly integrated to avoid the additional area penalty. In this section, the
datapath and the memory design of the FFT provide a platform for further analysis and
comparison between the reuse and the ensemble of point solutions method as well as non-
scalable solutions.
4.3 Energy-aware datapath
Figure 4.2 shows the butterfly datapath of the FFT. The main engine of the datapath is the
CVFFT butterfly, which contains a complex valued multiplication followed by complex
addition/subtraction. The function of interest in an FFT butterfly is
X = A+B*W and Y=A-B*W, (4.1)
where A, B, and W are complex inputs, and X and Y are the complex outputs. This is per-
formed for (log 2N-1) stages of the N-point RVFFT. Complex multiplication consists of
four Baugh-Wooley (BW) multipliers, an adder and a subtractor. A BW multiplier per-
forms two's complement multiplication.
A A
Br + B Ar Xr
Br B- ++
B +Wr BW Wi 4 ) A. X
backend Br Bi A X Y
W W Wr + A'WI~~ ~ BWA-4+xi
complex multiplication
CVFFT butterfly
Figure 4.2: FFT butterfly and backend processing datapath.
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In the last stage of the RVFFT, the inputs are first fed into the backend processing
block which performs,
Abackend = (Ar+Br) + j (Ai-B1) (4.2)
Bbackend =(Ai+Bi) + j (Ar-Br). (4.3)
where Ar and Ai represent the real and imaginary parts of complex value A. The backend
results are fed into the complex butterfly to compute the N-point RVFFT coefficients from
the N/2-point CVFFT coefficients.
By fixing the datapath to be a certain width, the FFT coefficients incurs errors due to
rounding off. The maximum bit-precision of the FFT is 16-bit. The memories store 16-bit
real-valued data (32-bit complex values). The inputs to the datapath are 16 bits and the
outputs from the datapath are rounded off to be 16 bits. Inside of the datapath the bitwidth
grows to 34 bits. An example butterfly computation is,
Xr= Br*Wr-Bi*Wi + Ar (4.4)
This computation calculates the real part of the X output. The twiddle factors (Wr and W)
are 16 bit fractions that are less than 1. The data (Ar B., B1) are 16 bit integers. The output
to the 16x16 bit multiplier (Br *W , Bi*Wi) is 32 bits. Then the two 32-bit products are
added to Ar which increases the bitwidth to 34 bits. In order to write back a 16-bit integer
to memory, the last 15 bits are truncated and the 3 MSB are checked for overflow condi-
tions. Truncation and saturation adds estimation error to the FFT coefficients. This error is
the cost for the large energy savings associated with fixed point.
The critical path of the FFT butterfly determines the maximum clock frequency of the
FFT. The FFT butterfly critical path includes adders in the 16b Baugh Wooley multiplier,
the two's complement subtractors, the backend processing adders, the overhead delay
through gating logic and buffering. The critical path also includes additional crossbar
logic in the memory module which is discussed in Section 4.4.
The energy-scalable hook designed into the datapath is bit-precision scaling. The data-
path performs both 8- and 16-bit precision FFTs. The concept of reuse of point solutions
for energy-efficient scalability is introduced using the BW multiplier as an example.
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4.3.1 Energy-scalable Baugh Wooley (BW) multiplier
The BW multiplier design showcases energy-scalable bit-precision design. Figure 4.3
shows the logic diagram for a 4-bit BW multiplier performing two's complement arith-
metic. Figure 4.4 shows the gate level implementation of the logic diagram in terms of
adders, NAND, and NOR gates.
A non-scalable design optimizes for the worst case scenario by building a single BW
multiplier for the largest bitwidth. In a non-scalable architecture both 8 and 16 bit-preci-
sion multiplications are performed on a single 16-bit multiplier. Due to the switching over-
head of the two's complement sign extension bits when performing an 8-bit multiplication
on a 16-bit multiplier, this solution is non-optimal.
One proposed scalable BW multiplier uses the ensemble of point solutions method.
The ensemble implementation contains multipliers of a variety of bitwidths. Control logic
routes the data to the appropriate multiplier. Figure 4.5 shows a 8- and 16-bit scalable pre-
cision multiplier designed with the ensemble of point solutions method.
A second proposed scalable BW multiplier design recognizes that the blocks for a
lower bit-precision multiplier are contained within a higher bit-precision multiplier. For
example, in a sign-magnitude array multiplier any quadrant of adders can be used for a
lower bit-precision multiplication. For the BW multiplier, the MSB quadrant can be
reused for lower bit-precision multiplication without significant modification. The MSB
quadrant are those gates associated with the MSB of the inputs. For example, in
Figure 4.3, the gates that have lighter shading are reused to create a 2-bit multiplier. These
adders are the MSB quadrant because the inputs to those gates are the MSBs (x2, X1, Y2,
and yj). Any other 2x2 quadrant of the multiplier does not have the correct configuration
of NAND and NOR gates and would require additional logic. For a 2-bit multiplier that
minimizes switching, the inputs to the LSB adders are gated and the LSB inputs are
muxed to the MSB quadrants.
Figure 4.6 demonstrates a BW scalable multiplier for 8- and 16-bits. For 16-bit opera-
tion, the entire multiplier is enabled. During 8-bit operation, the AND gates at the LSB
inputs of the multiplier prevent switching of all of the darkly shaded adders. The LSB
inputs are muxed to the MSB quadrant, and only those adders are used in 8-bit multiplica-
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tion. Also gating logic is added to the outputs of the 8-bit multiplier. Without this logic,
the outputs can cause switching in some of the 16b adders. This is an example of the reuse
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Figure 4.5: 8-bit and ti-bit scalable Baugh Wooley Multiplier using
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Figure 4.6: 8-bit and 16-bit scalable Baugh Wooley Multiplier using the reuse
method. The 8-bit multiplier is reused for the 16-bit multiplication, thereby
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4.3.2 Results
Three butterfly datapaths are created using a 1.8V standard cell library. Table 4.2 com-
pares layout area, transistor count and energy simulations. The first implementation is the
non-scalable datapath that targets the worst-case bit-precision. For the FFT datapath, the
non-scalable datapath is the full 16-bit datapath. The second and third implementations are
the ensemble of point solutions and the reuse of point solutions datapaths, respectively.
The table shows that the scalable designs incur more area and device overhead than a
non-scalable design. The overhead is due to the extra data gating logic needed for scalable
designs. The ensemble of points method is 76% larger than the non-scalable design and
has 16K more transistors. In comparison with the ensemble method, the reuse method is a
more area efficient design. Because the 8-bit datapath reuses hardware in the 16-bit datap-
ath the reuse method is only 7.6% larger than the non-scalable design and has only 3K
more transistors.
Both the ensemble and reuse of point solution design methodologies are globally more
energy-efficient than a non-scalable solution. For the 8-bit butterfly datapath, the ensemble
datapath has 42% less energy dissipation over a non-scalable design, and the reuse datap-
ath has 67% less energy dissipation. However, at the worst case bit-precision of 16-bit, the
energy dissipation of the ensemble and reuse designs increases over the non-scalable
design, due to the energy overhead from the gating logic. Nevertheless, both the ensemble
method and reuse method are more energy-efficient than the non-scalable datapath when
the system requires lower bit-precision results.
Table 4.2: Comparing different FFT datapath implementations
Scalable
Non-scalable Ensemble of Reuse of
Points Points
Area 0.13 mm2  0.23 mm2  0.14 mm2
Transistor Count 47K 63K 50K
Energy/butterfly 16-bit 287pJ 286pJ 295pJ
8-bit 249pJ 142pJ 83pJ
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Figure 4.7: Memory read accesses sequences for each stage of computation
for a 1024-point RVFFT. For the first 9 stages, the addresses differ by parity.
In the last stage the address differ by MSB.
These results indicate that the reuse of point solution gives the desired energy-scalabil-
ity without significant area or device overhead. The ensemble of point solution method
also has reduced energy dissipation at the low quality point, but incurs significant area
overhead.
4.4 Energy-aware memories
For the FFT, the data memory bank is designed to read and write two 32-bit complex val-
ues in one clock cycle. 32-bit complex twiddle factors are stored in scalable ROMs.
An important consideration in the design of the FFT memory banks is to avoid mem-
ory hazards when accessing two complex values from the memory. One possible design is
to use multiple-port (two-read, two-write) data memory that is able to access any two
independent memory locations at the same time. Analysis of the memory accesses for the
CVFFT show that for every butterfly the memory addresses only differ in their parity
[11] [52]. The first few memory accesses for each stage of computation of a 1024-point
RVFFT are shown in Figure 4.7. For the first 9 stages, the address differ by parity. In the
last stage the addresses differ by the MSB, rather than parity.
Therefore, based on these findings, the memory is implemented with four two-port
memories instead of one four-port memory. Each four two-port banks is addressable by
the addresses parity and by the MSB. A MSB/parity crossbar configuration is used to
access the memory while avoiding memory hazards during the CVFFT. This memory
architecture with a MSB/parity crossbar is shown in Figure 4.8 for a 1024-point FFT. Each
partition is 128 Word addressable and stores a 32-bit complex number.
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Figure 4.8: Cross Bar and MSB control to ensure parallel read and write
memory access for a 1024-point Real Valued FFT.
The non-scalable memory designed for the 1024-point FFT is a 512Wx32bit block
configured for 128, 256 and 512 length processing. A non-scalable design incurs the most
power overhead for the 128-point FFT. To reduce this overhead, a variable sized memory
is proposed.
Variable sized memories allow for greater energy-awareness as different FFT lengths
are required. An ensemble of point solutions implementation contains the memory banks
for four point solutions based on FFT lengths. The memory architecture for the 1024-point
FFT is created, then duplicated and scaled for all other scenarios. Muxes are then used to
route the inputs and clocks to the appropriate memory block The inputs and clocks to the
unused memories are gated. This design is shown in Figure 4.9.
Using the reuse of point solutions method, the memory is shared among all point sce-
narios. Figure 4.10 shows a memory block designed with the reuse of point solutions
method for the 128-1024 point FFT application. When the processor is performing a 128-
point FFT, only the four 16Wx32b blocks are used. During a 1024-point FFT all memory
blocks are used. The advantage of the reuse of point solutions method is less area required
and lower transistor count, at the expense of more complex control logic design.
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Figure 4.10: Reuse of point solutions scalable memory.
Compared to a non-scalable implementation the scalable memories have significant
area and device count overhead. The ensemble of point solutions is 4 times larger than the
non-scalable memory and has 272K more devices. The reuse of point solutions method
has less overhead: only 2.1 times larger and 68K more devices. Both the ensemble and
reuse method contain many memory blocks created by the generators. The non-scalable










The energy dissipation per access of the three memory implementations are simulated
at 1.5V using nanosim. When compared to a non-scalable design, the greatest impact on
energy dissipation is seen for smaller FFT lengths. The scalable architecture eliminates the
overhead of accessing large memories during 128-point FFT computation. Both the
ensemble and reuse of point solutions methods achieve approximately 52% energy sav-
ings per memory access over a non-scalable solution.
Table 4.3: Comparing different memory implementations
Non-scalable Ensemble of Reuse of
Points Points
Area 0.45mm2  1.8 mm2  0.95 mm2
Transistor Count 186K 458K 254K
1024pt 252pJ 217pJ 167pJ
Energy/access 512pt 252pJ 159pJ 142pJ
256pt 253pJ 138pJ 128pJ
128pt 252pJ 119pJ 118pJ
Variable bit-precision of 8- and 16-bit precision is also enabled in the memory struc-
tures. Two 16-bit precision memories make up one 32-bit memory block and during 8-bit
operation inputs and clocks to the unused memory blocks are gated. The Twiddle ROMs
are also designed for variable bit-precision operation in a similar manner. Energy simula-
tions show that variable bit-precision leads to a 57% energy savings at 8-bit precision
operation over non-bit-precision scalable designs
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Figure 4.11: 8- and 16-b scalable data memory. 8-bit precision is enabled with
bit-precision = 1.
4.5 Energy-scalable systems
System level scalability incorporates the scalability of the datapath and of the memory
together with the control logic. The reuse of point solutions method is used in the design
of the FFT for reasons of less area overhead, fewer transistors and lower simulated energy
dissipation. In the reuse of point solutions FFT, each functional block is designed using
the reuse method and brought together with appropriate control logic and an energy-scal-
able interface.
Two FFT architectures (non-scalable and reuse of points) are created and simulated
using nanosim at 1.5V supply voltage. The non-scalable FFT length architecture is
designed for the worst-case scenario (1024-point, 16-bit). The reuse of point solutions
method has a variable bit-precision datapath, variable bit-precision and memory size data
memory, and variable bit-precision ROM. The control logic for the both non-scalable and
reuse implementations are designed to scale the number of butterflies with FFT length.
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The energy-quality scalability characteristics of the non-scalable and scalable FFT are
shown in Table 4.4, for 128-1024 point FFT lengths and for 8-bit and 16-bit precision
computation. The energy simulations of a non-scalable FFT show that there is very little
savings when computing an 8-bit FFT. Because the FFT is performed using two's comple-
ment arithmetic, there is switching energy dissipated by the MSB circuitry due to the sign-
extension bits of two's complement arithmetic. If the FFT were implemented using sign-
magnitude arithmetic, there would be additional energy savings for the 8-bit FFT even on
a non-scalable architecture.
Therefore, the simulation results show that there is a definite advantage for an energy-
scalable architecture using a reuse of point solution architecture. The scalable architecture
is more energy-efficient for all but the high-quality point (1024 point, 16-bit). At the high
quality point, there is no energy advantage of the scalable architecture, but rather a disad-
vantage due to the overhead of the scalability logic. However, the trade-off is at the low
quality point (128 point, 8-bit) where the energy of the scalable implementation is 2.7x
lower than the non-scalable implementation
Table 4.4: Comparing a non-scalable RVFFT to the scalable RVFFT using reuse of
point solutions method.
Non-scalable Reuse of Points
FFT Length 8-bit 16-bit 8-bit 16-bit
Energy/FFT 1024-point 1320nJ 1448nJ 575nJ 1491nJ
512-point 607nJ 750nJ 240nJ 629nJ
256-point 269nJ 334nJ 103nJ 269nJ
128-point 118nJ 147nJ 44nJ 116nJ
4.6 Design flow
Besides demonstrating an energy-scalable design methodology, the FFT processor design
also showcases a design flow toolchain incorporating algorithm benchmarking, verilog
architectural design and automatic layout generation using a standard cell library. Simula-
tion and verification are done at multiple points and also across layers of implementation.
4.6.1 Algorithm benchmarking
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Choices made at the algorithm level impacts the energy-efficiency of the entire system.
Therefore, it is important to do preliminary algorithm benchmarking to evaluate and quan-
tify energy dissipation for different algorithms in software. Evaluation of the benchmark
in MATLAB is instrumental in many ways. MATLAB benchmarking facilitates an accurate
transform of the FFT from floating point to a fixed point processor. First, the FFT is
benchmarked using floating point arithmetic for a variety of inputs (sinusoidal wave, DC,
vehicle sounds, etc.). Next, a fixed point methodology for MATLAB is created to emulate a
fixed point processor. The methodology allows for testing different datapath bit-precisions
and is used to design high level architectural blocks. A fixed point FFT is implemented
using this methodology, and the accuracy of the FFT is verified with the floating point
benchmark. Also, the MATLAB benchmark is instrumental in creating test vectors from
the fixed point benchmark for cross layer verification from C code development all the
way to hardware testing.
4.6.2 Verilog design
Structural verilog implementations of the FFT algorithm are created in order to evalu-
ate different architectural choices for the datapath, memories, and control logic. In the
datapath design, bit-precision scalable arithmetic units such as multipliers and adders are
created. For the memory, the design uses variable-sized memories created through mem-
ory generators. All control logic is designed using structural verilog. A testbench is cre-
ated which emulates the data and control inputs and outputs to the hardware. Functional
verification of the verilog is performed by comparing FFT coefficients to the MATLAB
fixed point benchmark. The resulting verilog benchmark creates test vectors for layout and
hardware verification.
4.6.3 Automatic layout generation
A standard ASIC flow creates the layout of the FFT processor. The ASIC flow auto-
matically generates layout using a 1.8V standard cell library and memory generators. The
first step is to compile the structural verilog using Synopsys Design Compiler into RTL
verilog. The RTL verilog describes the FFT using standard cell logic gates. Next, the RTL
verilog is read into Cadence Silicon Ensemble along with layer specifications of the stan-
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dard cells. Silicon Ensemble performs place-and-route of the layout with standard cells.
The layout is then imported to the Cadence layout viewer for simulation and verification.
A bottom up approach is used in the design of the FFT, where several blocks (scalable
datapath, scalable register file memory, control logic, scalable ROMs) are each synthe-
sized independently and verified using test vectors from the verilog benchmark. Top level
routing is performed using Silicon Ensemble, which includes routing all functional blocks
and pad drivers. The top level design includes power and ground routing, clock drivers and
floorplanning.
More details about the design flow are found in [46][75].
4.6.4 Functional and power verification
In order to verify the functional correctness and to do an accurate power analysis of the
FFT ASIC, first, the layout is streamed into the Cadence layout editor. All transistors and
their connectivity are extracted into a netlist. Next, Synopsys nanosim simulator and
power estimator is used. This tool is used to compare the energy-efficiency of different
scalable designs. By incorporating test vectors from the verilog testbench, the functional-
ity of the entire FFT algorithm for different types of input signals is checked.
4.6.5 Hardware testing
A printed circuit board (PCB) tests the functionality of the fabricated FFT chip.
(Figure 4.12). The PCB allows an interface with a pattern generator and a logic analyzer.
The pattern generator is programmed to emulate the original verilog testbench, and the
logic generator captures the output data. The output data is compared to the MATLAB and
verilog benchmark for functionality.
79
Figure 4.12: PCB used for system-level performance and functional verifica-
tion. The PCB interfaces with a pattern generator and a logic analyzer.
4.7 Performance measurements
The energy-aware FFT is implemented in a 0.18 pm process. Figure 4.13 shows a die pho-
tograph of the scalable FFT chip. The chip's functional blocks (data memory, butterfly,
control, and ROMs) are clearly delineated. The FFT system is fully verified up to 512
point, for 8 and 16 bit operation at 1.5V and for clock speed of 4.8 MHz.
Table 4.5 shows the measured energy dissipation of the FFT. The measured energy dis-
sipation verifies the architecture's ability to scale energy and quality. The energy at the low
quality point (128-point, 8b) is 12 times lower than the energy at the high quality point
(512-point, 16b).
Table 4.5: Measured energy dissipation from the FFT ASIC.
8-bit 16-bit
128 pt. 46nJ 81nJ
256 pt. 121nJ 216nJ
512 pt. 304nJ 564nJ
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Figure 4.13: Die photograph of the 128 to 512 point, 8 and 16 bit scalable FFT
chip.
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The FFT ASIC energy measurements are compared to the energy simulated in nano-
sim from Table 4.4. The simulated energy dissipation is lower than the measured energy
for the 8-bit FFT and higher than the measured energy for the 16-bit FFT at 1.5V. In gen-
eral there is less than 30% energy difference between measured and simulated energy.
The FFT ASIC operates down to IV before failing. In order to minimize energy, a new
FFT processor design is needed that operates at supply voltages below IV. Research in the
next two chapters focuses on estimating the optimal supply voltage for minimal energy
dissipation and circuits that allow supply voltage scaling below the threshold voltage of
the devices.
4.8 Conclusions
This chapter introduces the concept of energy-aware architectures to enable Energy-Qual-
ity scalable algorithms and systems. The energy-awareness of a system is improved by
engineering E-Q scalable hooks into the architecture and hardware.
First, the FFT block diagram and high-level architecture are described. System-level
details and control signals for the FFT are given.
In this thesis, two energy-aware architectural approaches are evaluated. In the ensem-
ble of point solutions approach, a highly optimized point solution is designed for each sce-
nario. Then high-level routing and control route the inputs to the appropriate point
solution, while data and input gating prevent switching in the unused blocks.
The second approach is the reuse of point solutions method. In this approach, more
efficient energy-scaling is enabled by recognizing that many of the point solutions share
common hardware and functions. For example, there are four scenarios for FFT length:
128, 256, 512, and 1024-point FFTs. Since the underlying hardware is the same as FFT
length is varied, the hardware is reused for all scenarios and thus is energy-aware with
very little area and transistor count overhead.
The two architectural approaches are evaluated for the FFT datapath and memory.
These implementations are compared to a non-scalable approach which only operates for
the worst-case. The reuse of point solutions method proves to have the smaller amount of
area and transistor count overhead, while still providing energy-scalability.
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The FFT is implemented using the reuse of point solutions method and is fabricated in
a 0.1 8 tm process. An ASIC design flow is used and the architecture is verified through a
fabricated chip. The FFT processor functions for 128, 256, and 512 points and for 8- and





Supply and threshold voltage scaling in the strong inversion region is extensively stud-
ied, and this work extends the analysis into the subthreshold region. In literature, different
metrics are used to study supply and threshold voltage scaling such as energy, delay,
power, energy-delay product (EDP), and power-delay product (PDP) [10][20]. In this
work, the two metrics of energy and performance are focused on for submicron circuits
using a 0.18[tm process. A simple characterization circuit is introduced and energy and
performance simulations of the circuit operating in the region of VDD=O.-lV and Vth=O-
0.8V provide many insights. This circuit also enables analysis of energy dissipation for
variable activity factor. One conclusion from these simulations suggests that that perfor-
mance in the subthreshold region is adequate for microsensor applications. Also, these
results give intuition about trade-offs between energy and performance, and the optimal
(VDD, Vth) operating point that minimizes energy dissipation.
5.1 Active and leakage energy models
The active energy model is given by
E=NCavg DD (5.1)
where N is the number of clock cycles, Cavg is the average switched capacitance of the cir-
cuit, and VDD is the supply voltage. Reducing the supply voltage gives quadratic energy
savings but leads to a reduction in clock frequency unless the threshold voltage is reduced
as well. However, lower threshold voltage devices have higher static power dissipation due
to large leakage currents.
A simplified subthreshold transistor model for an NMOS transistor is given by
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ids 10- T (5.2)
where Vgs, Vds and Vsb are the gate-to-source, drain-to-source and source-to-bulk voltages
applied to the transistor, Vtho is the zero-body bias threshold voltage, and VT is the thermal
voltage. The body effect due to source to bulk voltage is modelled by the term y'Vsb and
DIBL is modelled by the term rlVds- I0 is a scaling factor which is defined as
W 2 1.8I = -C O- VT-e (5.3)
where po, and Co0 , are technology dependent parameters and W and L, represent the width
and length of the device respectively [14][58].
In the subthreshold region, process variations play a huge part in affecting the func-
tionality and operating point for a circuit. The process comers are specified by the foundry
to give a 3cy spread of the variations. These include variations due to oxide thickness,
threshold voltage variations, and various junction capacitance levels which affect the drain
current model, performance, and yield. Particularly in the subthreshold region, these vari-
ations cause changes in drain current by orders of magnitude.
Much research is dedicated to alleviate the effects of process variations. One method is
to use adaptive body biasing, where the backgates of the PMOS and NMOS are controlled
independently to counterbalance any die-to-die process variations. Adaptive body biasing
allows the processor to adapt for delay variations [41][68].
5.2 Energy-performance contours for optimal VDD-Vth operation
Exploring the energy and performance for a wide range of voltage supply (VDD) and for
threshold voltage (Vth) provides understanding into trade-offs between low power and
high performance. In previous research, contours of energy-delay product (EDP) are plot-
ted to give the optimal operating point where EDP is minimized in the strong inversion
region [20]. In this work, we explicitly evaluate the two metrics, energy and performance,
where the amount of "work" is kept constant. These are important metrics for energy-con-
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strained systems such as wireless microsensors, where each task must be run as energy-
efficiently as possible for a desired performance. The supply voltage, threshold voltage,
and clock frequency are set to minimize energy dissipation.
Energy and performance simulations of a variable activity factor ring oscillator charac-
terization circuit for a 0.1 8-ptm process help to build intuition about optimal VDD and Vth
scaling. This circuit shows the limits of supply voltage scaling and the benefits of thresh-
old voltage scaling. The simulation results are extrapolated to model the energy-perfor-
mance of larger systems.
Figure 5.1 shows a schematic of the variable activity factor circuit. The circuit consists
of an 11-stage 2-input nand ring oscillator (RO). The ring oscillator's performance is the
frequency of the oscillator. The stage depth of the RO is chosen to emulate the delay
through a microprocessor pipeline with logic depth of 11. Variable activity factor is
enabled by having 9 additional delay chains which are driven by the ring oscillator at the
same frequency. The delay chains are enabled/disabled using Selector inputs to vary
activity factor. When all of the chains are activated the activity factor is 1, since all nodes
in the ring oscillator switch once during the clock period. Activity factor is defined as
n(N) (5.4)0 -+- I N
where n(N) is the total number of nodes switching from low to high, and N is the total
number of nodes. A variable activity factor circuit is highly convenient since in typical
logic gates the activity factor is rarely equal to 1. As activity factor decreases, the switch-
ing energy also decreases, and the ratio of leakage to switching energy increases. For







Figure 5.1: Circuit to characterize energy and performance in subthreshold
region for variable activity factor. The results from this circuit are extrapo-
lated for larger circuits.
is 0.5, because only half of the levels are switching.
Simulations of the energy-performance variable activity factor ring oscillator circuit
are done using BSIM3 models of the TSMC 0.18pm process [33]. In these simulations,
the voltage supply is varied from 0.1 to IV and the threshold voltage for both NMOS and
PMOS is varied from 0 to 0.8V. Threshold voltage is varied by changing the BSIM param-
eter VTHO. Minimum widths are used for all devices.
Figure 5.2 shows constant normalized energy curves for c=1. The minimum energy
point, given by the circle is at (VDD, Vth) = (130,370) mV. At the minimum energy point,
the energy per clock cycle dissipated by the circuit is 0.19 fl/gate, and the ring oscillator
clock frequency is 75 kHz. Each energy curve encircling the minimum point is a contour
indicating higher energy dissipation. The contour labels show the increase in energy dissi-
pation over the energy at the minimum point.
These energy contours show the relationship between leakage energy and active
energy. For a fixed threshold voltage, as the supply voltage drops from IV to IOOmV, both
the energy and the clock frequency decrease. The switching energy decreases quadrati-
cally until the lowering clock frequencies cause leakage energy to accumulate and
increase over the switching energy. The increase in leakage energy causes the total energy
to rise in the subthreshold region. For a fixed supply voltage, as the threshold voltage
decreases, both energy and clock frequency of the benchmark circuit increase. This
increase is due to the exponential dependence of subthreshold leakage current on the
threshold voltage. However, for high threshold voltage, the reduced clock frequencies also
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Figure 5.2: Constant energy-performance contours for ring oscil-
lator circuit with activity factor, a = 1.
cause the leakage energy to increase. At deep subthreshold where Vth"VDD, the large
amount of leakage energy causes an increase in total energy, thus for a fixed supply volt-
age there is an optimal threshold voltage that minimizes energy dissipation. The combina-
tion of these two effects leads to the energy contour shown in Figure 5.2.
Superimposed on the energy contours are contours of constant performance, given by
the diagonal straight lines. The performance of the RO ranges from lOkHz-500MHz.
These graphs show insight into performance limits of the devices and their relation to
(VDD,Vth). Applications requiring performance less than 10MHz would operate in the
subthreshold region for minimal energy dissipation. Those requiring more than 10MHz
should operate with VDD>Vth-
Next, by using the selector inputs, the activity factor is decreased. Figure 5.3 show the
effect of the activity factor (a=O.5 and a=0. 1) on the constant energy curves. These curves
show that both supply voltage and threshold voltage for the minimum energy point
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increase for lower activity factors. Decreased activity factor leads to an increase in the pro-
portion of energy attributed to leakage currents. Therefore, it becomes necessary to oper-
ate at a higher threshold voltage to reduce the effect of leakage and at a higher supply
voltage to obtain improved performance for higher Vth.
The optimal (VDD,Vth) of these curves the point where a performance contour is tan-
gent to an energy contour. This is the (VDD,Vth) which gives the minimum energy dissi-
pated for a given clock frequency. The optimal point of operation for this circuit is given
by the dotted line in Figure 5.3b.
The optimal operating points (VDD, Vth) for a given performance curve is needed to
understand the limits and advantages of scaling supply voltage and threshold voltage scal-
ing. For example, in the case with no latency requirement, there is a limit to the lowest fre-
quency given by the curves. Scaling the clock frequency below 110 kHz is not advisable
because the energy dissipation due to leakage increases as clock frequencies decrease.
Therefore the best strategy for a long latency requirement is to operate at 110kHz and then
gate the power supply of the circuit.
These results are used to extrapolate the results to larger systems, such as the FFT. The
activity factor of the system determines the ratio of the active energy to the leakage energy.
If the activity factor of a larger system is estimated, then these simple benchmark results
are extrapolate to approximate energy-performance contours for that system. To investi-
gate these claims, the energy-performance contours of an adder is examined, and then the
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Figure 5.3: Constant energy-performance contours for decreasing activity fac-
tor a=o0.5 and cc=0.1.
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5.3 System-level energy-performance contours
The results and conclusions from the benchmark circuit leads us to believe that larger sys-
tems will have similar energy-performance contours. We will look at the simulated
energy-performance contours of larger circuits, such as a 16-bit ripple carry adder.
In a system-level analysis that contains > 100k devices, it is not possible to extract the
energy-performance curves from a single hspice simulation. However, it is possible to esti-
mate the hspice energy-performance curves, if the following parameters about the circuit
are known for the nominal voltage supply: average switched capacitance, latency of the
critical path, and simulated leakage current. These parameters coupled with the results of
the simulations of the benchmark circuits can be used to estimate the energy-performance
contours of the adder. This estimate is compared to the hspice simulated results. The same
estimation technique is then used to estimate the energy-performance contours of the
RVFFT.
First, the energy-performance curves for a 16-bit ripple-carry adder are simulated in
hspice for VDD=0- 6 00 mV and for Vth=0-600mV. The performance is the worst case delay
through the adder. The adder is simulated for a variety of input vectors to find the average
energy dissipation over the entire region. The fully simulated energy-performance curves
from the hspice simulation are shown in Figure 5.4.
The same energy-performance contours for the adder are estimated by using hspice
simulations for VDD=lV and the hspice simulations of the benchmark circuit:
Given:
adder : Eavg (VDD= V), Ileak (VDD=l V), Tlat (VDD=1 V)
benchmark : Ileak(0 < VDD < IV , 0 < Vth < lV)
Tlat(O < VDD < IV, O < Vth < IV)
Find: adder: Eavg (0 < VDD < lV , 0 < Vth < IV) and
Tlat (0 < VDD < V , 0 < Vth < IV)
Where the Eavg is the average energy, Tlat is the critical path latency, and Ileak is the
simulated leakage current. The total energy is calculated to be
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Figure 5.5: Estimated energy-performance curves for the adder by extrapolat-
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Figure 5.6: The energy curve for Vth fixed at 450mV shows the difference
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Figure 5.7: The performance curve of the adder for Vth fixed at 450mV shows







The average switched capacitance (Cavg) is calculated from the average switching
energy, Eavg. The average switching energy is found by using a nanosim simulation of the
adder for a long sequence of input vectors. Nanosim is a circuit simulator that provides
power estimation and timing verification of large scale circuits. At VDD=lV, the leakage
energy is small compared to the switching energy at 1V, total energy has very little contri-
bution from the leakage current. The nanosim simulation gives the average switched
capactiance to be 91.5 fF.
An hspice simulation of the adder is used to estimate the standby leakage current for
VDD=l V. This value is compared to the leakage current of the benchmark circuit to give a
scaling factor. The leakage energy of the benchmark circuit is extrapolated to estimate the
adder's standby leakage for all (VDD, Vth). The performance or the worst case latency
through the adder is also simulated in hspice at 1V, and compared to the latency of the
benchmark circuit at IV. The latency of the adder for all (VDD, Vth) is estimated by uni-
formly scaling up the latency of the benchmark circuit. Figure 5.5 shows the energy-per-
formance contours extrapolated from the benchmark circuit results.
Figure 5.6 shows the energy both simulated and estimated when we fix the threshold
voltage to be 450mV, the nominal voltage of a 0.18pm process given by the ITRS road-
map [28]. Comparing the estimate curve versus the simulated curve, there is up to 76 fJ or
30% estimation error for large VDD. At high voltages, the estimation error is due to incor-
rectly estimating the switched capacitance of the adder using nanosim. At low voltages,
the estimation error comes from incorrectly estimating the delay. Figure 5.8 compares the
simulated and estimated performance or clock speed of the adder.
Next, these same estimation techniques are used to generate the energy-performance
curves for large systems, such as the 1024-point FFT. Figure 5.8 shows the estimated
energy-performance curves for the FFT. Also plotted is the curve for optimal (VDD,Vth)
for the FFT. In general, these curves indicate that to minimize energy dissipation of the
FFT, for a given VDD it is best to operate at voltages lower than Vth for minimal energy
dissipation. For wireless sensor networks, whose performance requirements are relaxed,
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Figure 5.8: The estimated energy-performance curve for the FFT.
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Figure 5.9: The estimated energy dissipation of the FFT as a function of VDD for



















Figure 5.9 shows the energy curve for a fixed threshold voltage of 450mV. This curve
indicates that the voltage supply that minimizes energy dissipation is 400 mV, and the
energy dissipated by the FFT is approximately 142 nJ. However, since our goal is to study
the optimal voltage-frequency operating point, our design will try to achieve minimal volt-
age supply operation using circuits to function in simulation at 1 OOmV.
These estimates are highly variable depending on the estimated leakage current, aver-
age switch capacitance and clock frequencies. However, they do provide motivation
towards using subthreshold circuit design to minimize energy dissipation even in large
systems.
5.4 Summary
Because the performance requirements of wireless sensor networks is around the kHz
range, we explore using subthreshold circuits to operate the microsensor node hardware.
In this chapter, a simplified model of the subthreshold leakage current is introduced.
The main contribution of this chapter is the study of energy-performance curves for a
benchmark circuit operating at VDD=.1- lV and Vth=0-0.8V. This circuit has variable
activity factor which is useful to see the effects of leakage currents on energy and perfor-
mance in the subthreshold region. This circuit provided valuable insights into subthresh-
old circuit operation and is used to estimate the optimal VDD-Vth operating point for
minimal energy dissipation at a given clock frequency.
The energy and performance results from the benchmark is extrapolated to estimate
the energy-performance curves for much larger circuit blocks. This is demonstrated for a
16-bit adder, and the FFT. The results show that the optimal VDD of the FFT is around 400
mV given a 0.18pm process with nominal threshold voltage around 450mV. This moti-





The energy-scalable FFT ASIC implementation that uses an off-the-shelf standard-cell
logic library and memory, only operates down to IV. The simulated energy-performance
contours of the variable activity factor benchmark circuit indicate that operation far below
IV is necessary to minimize energy dissipation. For the FFT, the estimated optimal point
is below the threshold voltage, thus motivating the need for subthreshold circuit design
methodologies. Although, the optimal voltage supply for a 0.1 8tm process is estimated to
be near 400 mV, the circuits in the custom FFT processor target functionality at a supply
voltages as low as 1OOmV in simulation. The fabricated FFT processor uses a standard
CMOS 0.1 8ptm process and operates down to 180mV. The nominal threshold voltage of a
0.18ptm process is around 450mV [28].
6.1 Previous work
Subthreshold circuit design involves scaling the supply voltage below the threshold
voltage where load capacitances are charged/discharged by subthreshold leakage currents.
Leakage currents are orders of magnitude lower than drain currents in the strong inversion
region, so there is a significant limit on the maximum performance of subthreshold cir-
cuits. Traditionally, subthreshold circuits are used for applications which require ultra-low
power dissipation and relaxed circuit performance. For example, subthreshold logic cir-
cuits have long been used in watch technology since the 1970's, where the watch micro-
processor dissipated microwatts of power at IV operation by relaxing the clock frequency
[71][73]. Due to the low performance of subthreshold circuits, their use in applications
were limited to timepieces or hearing aid technology [9][32]. Today, the growth in porta-
ble device technology and improvements in process technology is spawning new research
initiatives into ultra-low voltage operation.
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Minimum-voltage supply operation mainly depends on relative strengths of the
NMOS and PMOS transistors. For a simple inverter, if the NMOS leakage and process
variations cause uncertainty in minimum-voltage operation [49]. Therefore, most research
efforts are focusing on low-voltage operation of logic circuits by using either process tech-
nologies that are optimized for low-voltage operation or n-well and p-well biasing. An
encoder/decoder is designed that is able to operate at 200mV power supplies for a process
specially designed with OV threshold devices [8]. Applying voltages to the n-well or p-
well allows for fine-grain threshold voltage control. By using p-well and n-well biasing
techniques a multiply-accumulate (MAC) implementation is able to operate as low as
175mV [30]. Also, a low-power FFT processor fabricated with a 0.7gm process, uses
0.5V forward biasing on the n-well to demonstrate 1.lV operation [4]. However, very little
previous work addresses minimum-voltage supply operation for a standard-logic process
without threshold voltage manipulation. In this work, we recognize that the minimum-
voltage supply operation also largely depends on transistor sizing, subthreshold slope,
temperature, and process variation effects. This work emphasizes using standard CMOS
technology to achieve subthreshold operation.
Some previous work examines different logic families for operation at ultra-low volt-
ages. It has been suggested that psuedo-NMOS (PNMOS) circuits demonstrate better
power-delay product in simulation [32]. This leads to overall faster clock speeds for
PNMOS circuits. However, because the clock frequencies decrease exponentially with
supply voltage, the total accumulated static leakage energy of idle PNMOS circuits is
higher than their CMOS counterparts for deep subthreshold operation. Therefore when
energy is a metric, not power-delay product, PNMOS circuits are not desirable to mini-
mize energy. Similarly, subthreshold Dynamic logic is suggested for subthreshold opera-
tion. For strong inversion circuits, dynamic logic provides high-speed operation [63].
However, in subthreshold, there are many disadvantages of using dynamic logic. At a low
supply voltage, there is only a small amount of charge stored on the dynamic node. The
dynamic node becomes highly susceptible to noise and idle leakage currents. Other circuit
families such as variable-threshold voltage subthreshold CMOS and dynamic threshold
voltage CMOS are proposed, where the threshold voltage is changed through p-substrate
and n-well control to combat temperature and process variation effects on subthreshold
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circuits [64]. This work looks at conventional CMOS circuits and the effects of subthresh-
old operation on functionality of logic circuits.
Ultra-low voltage memory design is a fairly unexplored topic. As memories begin to
dominate the die area of the microprocessor, they contribute to most of the performance
limitations and power dissipation of the entire chip. Memory designers are area-con-
strained to small memory-bit cells with fast read and write accesses. Sub-lV memory
designers face problems such as bitline leakage, cell stability and low-voltage sense-
amplifier design. As voltages scale down to subthreshold operation, all of these issues are
magnified. This thesis looks at these effects on various memory designs and proposes sub-
threshold memory design techniques for minimum-voltage operation.
6.2 Low-voltage metrics
In this section, a new design methodology for subthreshold logic circuits is introduced.
New low-voltage metrics are necessary to understand how circuits operate in deep sub-
threshold. These metrics are used to characterize logic circuits and memories for low sup-
ply voltage operation.
In the subthreshold region an important metric of operation is the Ion/Iof ratio. The Ion/
Ioff metric is used to indicate if a logic gate will function properly. Ion is defined to be the
drive current of the devices and decreases exponentially as supply voltage is lowered. Iog,
which is defined as the idle current of the device. For example, if a node is driven high,
then the Ion is the current from VDD to the node, and Iof is the leakage current from the
node to ground. As supply voltage decreases, the Ion approaches Ioff .
In strong inversion, for a minimum sized NMOS device, usually the PMOS device is
sized 3 times larger for equal rise/fall times and for a switching threshold at VDD/2 .
Figure 6. la shows the Voltage-Transfer-Curve (VTC) for a lV inverter sized where I=Wp/
Wn=3. Dropping to 1 OOmV voltage supply, in order that the switching threshold be at
5OmV, f increases to 10 as seen in Figure 6.1 b, because at lower voltages the NMOS has a
faster subthreshold slope than the PMOS. At low voltages, the NMOS is more leaky than
the PMOS. This curve also shows that going to IOOmV supplies leads to lower gain in the
101
1000 . . . . -
800 80




0 200 400 600 800 1000 0 20 40 60 80 100
VIN (mV) VIN (mV)
(a) (b)
Figure 6.1: The Voltage Transfer Curves (VTC) for an inverter at (a) 1V and
at (b)100mV. The P at lV operation is 3 and the f at 1OOmV is 10 for opera-
tion at VDD/ 2 switching threshold.
VTC. Therefore, because the devices act as a resistive divider, the output swing is not fully
rail-to-rail.
The new sizing methodology introduced in this work focuses on sizing for minimum-
voltage supply while factoring in the effects of process variations. Analysis the PMOS
width of a CMOS inverter with a minimum-sized NMOS device is shown. Conventionally,
the PMOS width is sized approximately 3x that of the NMOS device, for VDD/ 2 switching
threshold and for balanced rise and fall times. In general, the PMOS is sized so that the
drive strength is large enough to pull-up the output node to a desired output-high voltage
level. As the supply voltage decrease, the PMOS size is analyzed for two cases and simu-
lations assuming a 10-90% inverter output-swing.
Case 1: For the case when '0' is applied to the input, then the PMOS is sized to pull-up
the output node to '1'. However, as the voltage supply of the inverter decreases, the leak-
age current through the inverter begins to approach the drive current. This results in a
decreasing Iono/Iff, and a resistive divider that causes the output node to drop below VDD-
Therefore, in order to drive the output to '1', the PMOS size is increased. Figure 6.2 shows
Wp(min) as a function of supply voltage (VDD) which is the minimum allowable PMOS
width that still drives the output to 90% of VDD. The figure shows that for VDD<l50mV,
the PMOS width increases with lowering VDD-
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Case 2: For the case when '1' is applied to the input, there is a maximum allowable
PMOS size. A large W, cause large PMOS leakage currents which can approach the drive
current of the NMOS. Therefore there is a maximum bound on W,, that still allows the
output to be driven low. Figure 6.2 also shows Wp(max) where the output is 10% of VDD-
The intersection of these two curves shows the minimum voltage supply to be 55mV
when WP=5.2pm and the shaded region shows the PMOS width that ensure functionality.
The simulations in Figure 6.2 assume a typical transistor corner.
The effects of process variations provide uncertaintly about device leakage currents
and drive currents. Therefore, process variations can greatly affect the minimum voltage
supply operation, and the worst case process corners should be accounted for in minimum
voltage analysis. For the inverter, the worst case corners for sizing are for the fast NMOS/
slow PMOS (FS) and the slow NMOS/fast PMOS (SF), as they affect the appropriate Ion/
Ioff ratios. At the FS corner, the fast NMOS is more leaky than the slow PMOS. Therefore,
as supply voltages drop, the minimum PMOS width size should be much greater than for
the typical transistor case to balance the large NMOS leakage current and the reduced
drive strength of the PMOS. The effect is a shift of Wp(min) towards higher supply volt-
ages as seen in Figure 6.3. Similarly, the SF corner sets Wp(max), which is also shifted
towards higher supply voltages. The intersection of the curves at these two process corners
in Figure 6.3 show that the inverter is only guaranteed to operate down to 195 mV by siz-
ing the PMOS to be 5.4pm.
The Ion/Ioff metric and the min-max sizing curves are tools that are used to character-
ize and analyze datapath logic circuits for ultra low voltage operation. In the subthreshold
implementation, designs will target 1 OOmV operation for a typical transistor and <250mV
operation at worst case process corners. These new tools will be used to analyze the effect
of parallel leakage, cell interfacing and stacked devices which do not typically create















Figure 6.2: The min-max sizing curves for an inverter at the TT corner. The
intersection of Wp(max) and Wp(min) indicate that the lowest VDD of opera-
tion is 55mV. The shaded region gives W, that ensure functionality.
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Figure 6.3: The minimum-voltage operation of the inverter is affected by pro-
cess variations. Given the worst case corners (FS and SF), we are only able to
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Figure 6.4: The standard cell tiny XOR gate.
6.3 Subthreshold logic
Logic circuits are known to scale down to the subthreshold region. The previous analysis
shows the inverter can function down to 55mV for the typical transistor and down to
195mV for worst case process variations. This chapter includes analysis of other logic cir-
cuits commonly found in a standard cell library targetted for 1.8V operation and exposes
effects of low-voltage operation. Parallel leakage, stacked transistors, and sneak leakage
effects appear at low-voltage operation and require new subthreshold cells for minimum
voltage operation.
Parallel leakage is the leakage in multiple devices that are placed in parallel. Too many
devices in parallel increases the static leakage current and affects functionality. An exam-
ple of parallel leakage is illustrated in the XOR gate. Figure 6.4 shows the schematic of
the tiny XOR gate commonly used in traditional circuit design. In strong inversion, for the
input vectors A=1 and B=0 the output node, the PMOS device M2 pulls up the output
node, Z, high. However, once the voltage is scaled down to 100 mV, the leakage of parallel
devices M1, M3, and M4 from Z to ground dominates the drive current of M2. The drive
current and leakage current flow for this input vector is shown in Figure 6.5. Because there
are three "off' devices and on "on" devices, Ion/Ioff is degraded.
The tiny XOR is simulated for all vectors for a supply voltage of 1 OOmV and at the
typical transistor corner. All inputs to the XOR are buffered. The simulation shows that for
A=l, B=0, the P output is driven to 55mV. This effect is further compounded if process
variations are considered in the analysis.
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Figure 6.5: The effects of parallel leakage is compounded at ultra-low volt-
ages. The standard-cell XOR gate illustrates the effect of parallel leakage. For
the input vectors A=1 and B=O at VDD=100mV, the output node (Z) is only
driven to 55mV.
The subthreshold XOR using transmission gates (Figure 6.6) is a circuit where parallel
devices are minimized (or balanced) for minimum-voltage operation. The transmission
gate XOR is simulated for all possible input vectors at 1 OOmV supply voltage and for the
typical transistor process corner. All inputs to the XOR are buffered, thereby causing real-
istic delays at the input transitions. The simulation in Figure 6.7 shows that the transmis-
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Figure 6.7: A subthreshold XOR gate has balanced leakage for the same
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Figure 6.8: The min-max curves for the subthreshold XOR cell at worst-case
corners.
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The drive and leakage current flow schematic shows that there are two devices pulling
the output node to high and two devices pulling down. Therefore Ion/loff is not degraded,
and the XOR is fully functional. Also, because the transmission gate XOR contains both
NMOS and PMOS in both pullup and pulldown configuration, it is more immune to pro-
cess variations. Figure 6.8 shows the min-max curves for the transmission gate XOR at the
worst case process corners. The minimum operating voltage is at 190 mV, which is a lower
minimum operating voltage than the inverter because the leakage is balanced.
Stacked devices have two effects on the functionality circuits in subthreshold opera-
tion. First, when stacked devices are conducting, the effective drive of the two devices is
diminished, (e.g. the drive current of two stacked devices is approximately halved). Sec-
ond, the threshold voltage in a stacked device increases when the source-to-body voltage
increases. This leads to a decrease in the leakage current through the stacked device [55].
The effect of both parallel leakage and the stack effect are seen in a 3-input NAND.
Figure 6.9a is the min-max sizing curve for a 2-input NAND and Figure 6.9b is the min-
max sizing curve for a 3-input NAND. The minimum-voltage operation of the 3-input
NAND is 15mV higher than that of the 2-input NAND. For the output-low case all NMOS
devices are "on", but because the are stacked NMOS devices, the drive current is reduced.
Additionally there are three "off' PMOS devices, there is more leakage from VDD to the
output. Therefore, Ion/Iof decreases at low supply voltages. The worst case output-high
that gives the lowest Ion/loff is when one PMOS is "on" and one NMOS is "off'. Because
there are two other "off' PMOS devices, the Ion/lof for the output-high is better. The result
is that the minimum voltage operation occurs at higher supply voltages, but the Wp sizes
decrease.
Table 6.1 has the minimum-voltage supply and the optimal Wp/W1 sizing for the mul-
tiple input cells. These results indicate that three and four input NANDs and NORs should
be avoided, and for minimum voltage design, stacks should be limited to 2 in minimum-
voltage design.
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Figure 6.9: The min-max sizing curves for (a) the 2-input NAND and (b) three-
input NAND. The minimum-voltage operation of the 3-input nand is higher than
the 2-input NAND due to parallel leakage.
Table 6.1: Simulation results from multiple input NANDs and NORs.
Standard-Cell name WP/Wn minimum VDD
2-input NAND 6.3 215 mV_
3-input NAND 4.5 230 mV
4-input NAND 2.8 235 mV
2-input NOR 23.5 215mV
3-input NOR 32.0 230mV
4-input NOR 40.0 240mV
Since the implementation of the logic blocks of the subthreshold chip is standard-cell
based, we need to be careful about the interfaces between different cells. If all of the stan-
dard cells are designed in static CMOS, there will not be any sneak leakage paths because
the inputs to static CMOS gates are the NMOS or PMOS gates. However, when transmis-
sion or pass gates are introduced as in the tiny XOR gate, sneak leakage paths occur and
require new buffering considerations.
The sneak leakage effect is seen in the bit adder cell. The tiny XOR cell described pre-
viously and its complement (tiny XNOR) are connected using a transmission gate to form
an adder cell as seen in Figure 6.10. When the input vectors is (A,B,Cin) = (0,0,0) there is
a sneak leakage path that affects the Z, Z, and Sum nodes. The cascaded devices between





in -,80 Z ----
P B EZu >;_ -------------





Figure 6.10: An adder cell from the 1.5V standard-cell library is created by con-
necting the XOR and XNOR to the transmission gate causes sneak leakage paths
to degrade the Z, Z and Sum nodes.
designing for subthreshold operation, it is important that the cell interfaces be studied
carefully.
Introducing inverters and buffers between cascaded devices is one way to eliminate the
sneak leakage path. Inverters at Z and Z can ensure clean inputs to the transmission gate.
Another way is to reconfigure the adder so that the outputs to the pass gate is the input to
the device gates to the transmission gate. This is demonstrated in an adder cell designed
for subthreshold. First, the subthreshold adder uses the subthreshold XOR described pre-
viously (Figure 6.11). Second, the XOR output, P, drives the selectors of the transmission
gates which eliminates cascading devices and the sneak leakage path. The simulated
waveform shows the improved Sum signal (Figure 6.11). In the subthreshold standard cell
library, both the full-adder and half-adder block are designed, and all inputs and outputs
are fully buffered. This is to prevent further sneak leakage paths between standard cells.
The full-adder block shown in Figure 6.11 and a similar half-adder block are used to
create a custom scalable bit-precision Baugh-Wooley (BW) multiplier. In a full-custom
multiplier, the redundant inverters that were included in the standard cell adder are
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Figure 6.11: Subthreshold Full-adder Cell design. This cell is used for in the
Baugh-Wooley Multiplier.
The output buffers for Sum and COut and their complements depend on their configura-
tion within the Baugh-Wooley multiplier as shown in a 4-input BW multiplier example
(Figure 6.12). The Sum and Sum are minimum sized (Wp/Wn=4/1) while the Cout and
Cout are larger (Wp/Wn=8/2). Sum and Sum are minimum sized because they drive the B
and B inputs which are the device gates. However, the Cout signal is always connected to
the Cin inputs to transmission gates. The Ion/Ioff Of Cin decreases due to leakage through
the parallel devices, and larger buffers are needed.
The full-custom BW multiplier is assembled using a Skill script to place and route the
adders for a compact layout. The BW multiplier is also designed to operate at 8-bit and
16-bit precision. The BW multiplier layout is shown in Figure 6.13.
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Figure 6.12: A 4-input Baugh Wooley multiplier schematic used to illustrate
input and output connections and buffering.
Figure 6.13: Layout of the Baugh-Wooley multiplier. The multiplier consists of
custom subthreshold full adder and half adder cells and are place-and-routed







The other datapath logic is designed using the subthreshold standard cell library and a
modified synthesis flow. The subthreshold standard cell library is further described in
Section 6.6 and the design flow is described in [46][75].
6.4 Subthreshold memory
In this section, I discuss subthreshold memory design considerations. I analyze functional-
ity of typical memory designs used in conventional memories such as the 6T SRAM, pre-
charge and psuedo-NMOS bitlines. Next I propose new memory write and read schemes
that improve the Ion/Iof of the memory bitlines, such as negative gate-to-source read
devices, tristate-based read and write circuits and a hierarchical read-bitline. The hierar-
chical read-bitline is used in the design of data memory and ROM's and achieves accept-
able Ion/loff
In standard memory generators, a 6T SRAM is used (Figure 6.14). The 6T SRAM bit
cell achieves small area, and the feedback through the cross-coupled inverters holds the
state. NMOS pass transistors are used to write and read from the memory, and sense











Figure 6.14: 6T SRAM write and read.
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lenges, such as bitline capacitance, bitline leakage, speed, and sense-amplifiers design,
worsen as voltage supplies scale down and when accounting for process variations.
6.4.1 Subthreshold write access
For the 6T SRAM bit cell, the NMOS pass transistors are used to transfer the data
from the BL and BL to the memory cell. As the supply voltage scales down into sub-
threshold, it is possible for the 6T SRAM to operate for the typical transistor corner.
At high voltages, the bit cell has minimum size cells to ensure minimum sized caches
and memories. Also, the sizing of the devices in the bit cell must be analyzed to ensure
that during a read access, the voltage on BL and BL does not flip the value stored in M and
M. During a write access, the pass transistors should be large enough to write into the cell.
This type of analysis is usually done at high voltages, but is necessary in subthreshold for
memories that operate with extremely low supply voltages [53].
For example, in Figure 6.15, initially Vhigh=VDD and V10w=O. When VBL= VT--VDD,
it is necessary to size the transistors such that Vo, is not pulled up through the voltage
divider created by N2 and N4 . A large V1o0 can cause N1 to conduct and thus changing the
state of the memory bit. Figure 6.15 shows the voltage Vl0 w as a function of the cell ratio
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Figure 6.16: 6T SRAM write access condition.
(WN2/WN4). This plot shows that for VDD of 1 OOmV, a cell ratio between 1.5 and 3 is ade-
quate to prevent read hazards. Because for this process, the NMOS is much leakier than
the PMOS, the leakage through a minimum sized P2 does not affect the cell ratio. How-
ever, if P2 does get appreciably large, then the leakage through P2 will shift the curve
towards larger N2 -
For the write access as shown in Figure 6.16, initially Vhigh=VDD and VijO=. Then
when VBL=VDD, VBL=O, and Vrow=VDD the pass transistor, N3, is sized to pass the values
from BL into the memory. However, because initially P1 is conducting, there is a voltage
divider for Vhigh. Figure 6.15 shows the voltage Vhigh as a function of the pullup ratio
(WpI/WN3) for VDD=1OOmV. Vhigh must be a value low enough to switch the inverter and
thus write to memory. The figure shows that even for Wpl=3WN3 there is no problem for
the pulldown NMOS to switch the cross coupled inverter. At 1OOmV, for this technology
process, the PMOS has lower leakage than the NMOS at lOOmV supply voltage.
By sizing WPI=WN3 and WN1=1.5*WN3 and all other transistors in the 6T SRAM
respectively, the 6T SRAM is able to function at lOOmV. This is shown in Figure 6.17.
Between 0-2msec, BL is high, indicating that when WWL goes high, a "1" should be writ-
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Figure 6.17: 6T SRAM memory write simulation for VDD=100mV for a typi-
cal transistor process corner.
The effect of process variations must be included in the SRAM analysis. At the SF
process corner, the PMOS leakage current is larger than for the nominal TT case, and
therefore must be considered in the read access analysis. The cell ratio for the SF case at
VDD= 2 5 0mV is shown in Figure 6.18(a). The cell ratio for the SF case shows that increas-
ing WN2/WN4 to 4 is enough to ensure that V10o be 20% of VDD-
To satisfy the write access requirement at the SF corner Wpl/WN3 should be decreased
so that N3 strength is enough to pull Vhigh down. Figure 6.18(b) shows the pullup ratio for
the SF corner. Assuming that we want to maintain Vhigh at 20% of VDD, the pullup ratio is
plotted as VDD is increased from 0 to 1V. At low VDD, the pullup ratio is extremely small,
because P1 is much stronger than N3, and WN3 is much greater than Wp1 . Also, the body
effect on N3 further reduces the drive strength of the pass transistor. At large VDD, when
N3 is in strong inversion, its drive current is larger and therefore does not require large
widths. P1 can be larger than N3 for VDD>70 0 mV. Additionally, the body effect is not as
pronounced in strong inversion as in subthreshold. For the SF corner at 250mV, N3 has to
be more than 10 times larger than P1.
However, the FS corner must also be considered. At the FS corner, the drive current
through P1 must be large enough to switch the bitcell. If WN3=10*Wpl, and from the read
access condition, WN1= 4 *WN3, then WpI/WNI is set to be 0.025. This condition may be
adequate to write for the SF condition, but at the FS corner, the PMOS is much too weak
and the inverters do not pass input of zero. Additionally, at the FS corner, for large N3
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with respect to NI and P1, large leakage currents through N3 can also affect the function-
ality of this circuit.
The switching ratio (WpI/WN) for the FS corner is shown in Figure 6.18(c). This is a
minimum bound on Wpj needed for Vhigh to be 80% of VDD given that V1o0 is 0. This is
similar to the min-max curves of Figure 6.3, except now allowing the PMOS width to be
less than the NMOS width. Therefore, there is a trade-off when sizing the NMOS devices.
The conditions for read and write access at low voltage and for the SF process corner
requires large pass transistors (N3) and pull down transistors (N 1) and requires small pul-
lup devices (P1). At the FS process corner, a large pullup device (P1) is needed for the
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Figure 6.18: (a) 6T SRAM cell ratio condition for the SF corner. (b) SRAM
pullup ratio as a function of VDD in order for Vhigh=0. 2 *VDD.(c) Switching
ratio for the worst case process corner (FS).
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Figure 6.19: The min-max curves for sizing N1 for the worst case process cor-
ners. The minimum supply voltage operation happens at 360mV.
can be found from the write access condition as seen in Figure 6.19. The minimum supply
voltage given worst case process variations is at 360mV when WNl/Wpl=25 which means
that NI is 25 times the size of P1. Even at 500mV, NI is 10 times P1 in order to be func-
tional.
A latch based write scheme with C2MOS tristate inverters (Figure 6.20) is more suit-
able for subthreshold operation. The disadvantage of this approach is more transistors and
for the memory bit cell. The main advantage is that static logic is a more reliable solution
for the write access at the worst case process corners. Figure 6.20(b) shows the min-max
curves for the memory write access and memory cells showing functionality at process






















6.4.2 Subthreshold read access
The read operation of the memory in subthreshold is a very challenging design prob-
lem. In the 6T SRAM shown in Figure 6.14, after the PMOS precharge phase, the memory
value is read out through the pass transistors onto the bitline. A small differential is
detected between BL and BL by a sense amplifier which restores the output to rail-to-rail.
There are many issues that the SRAM designer has to face as voltage supplies scale. One
challenge is the sense amplifier design. As the voltage supply drops to 1 OOmV, the voltage
differentials are 10's of millivolts. The tiny differential and the effect of noise on dynamic
nodes makes the 6T SRAM read access highly unreliable.
Another challenge is bitline leakage, where the leakage through the pass transistors
causes the dynamic BL to drop. This effect is especially felt as the clock frequencies are
reduced. Bitline leakage also causes a differential between BL and BL simply due to pro-
cess variations. If the differential due to unmatched devices is large enough, it is amplified
by the sense amplifiers. Therefore, it is imperative that transistors in memory be well
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Figure 6.21: Single-ended read access with a precharge bitline scheme. The read
bitline is susceptible to leakage through the idle devices. The simulation shows
RBL when M1-127=1 and M0=1 and MO=O. Because the drive current is very low
compared to the parallel leakage current, the leakage dominates the functional-
ity of the bitline, and ARBL is only 2 mV.
Clock speed is not the key metric in this application, but functionality at the minimum
voltage supply. Therefore, the FFT memory does not require sense-amplifier based read-
bitlines for fast read accesses. Also, because a latch based scheme is used for the write
access, only single-ended read access schemes are considered. Figure 6.21 shows a com-
mon single-ended scheme using dynamic logic. The dynamic bitline scheme has minimum
width NMOS devices and one PMOS precharge transistor.
In order to size the precharge transistor, the output-high case is analyzed at 1 OOmV
voltage supply during the evaluation stage (Ppre=l)- The precharge transistor is sized
(Wpre) for the input vector MO=0 , MI-M 127=1, and RWLO=1. For this input vector, the
precharge device's leakage is pulling-up RBL, but the leakage through the 127 NMOS
devices are pulling the output node down. Simulations show that for the output to be held
at 90% of VDD, Wpre=11p OOm is needed. The simulation of the bitline at 1 OOmV shows
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Figure 6.22: The figure shows the min-max curves for the precharge read
bitline for a typical transistor process corner.
The worst case for output-low is for the input vectors: M0=1, M1=M127=0, and
RWLO=1. For this input vector, RBL is only at 88mV and the bitline is not driven down to
10% of VDD. For the output-low case, the Ion/Ioff is very small. The Ion of the single "on"
NMOS device is much smaller than the high leakage through the precharge transistor.
Also the leakage current of the 127 "off" devices is lower since the devices are stacked.
Figure 6.22 shows the min-max curves for the precharge scheme for the typical tran-
sistor process corner. Wpre(min) is the minimum allowable PMOS that is able to pull-up
the output to 90% of VDD. The PMOS size goes up with decreasing VDD, as the 128 leak-
ing NMOS devices have larger subthreshold slope than the PMOS. Therefore
Ileak(NMOS)/Ileak(PMOS) will increase as the supply voltage decreases, but stays fairly
constant for larger VDD. However, the figure shows a huge range of Wpre(max).
Wpre(max) is the maximum allowable PMOS width for the worst-case input vector so that
the output is 10% of VDD. The reason is that at low supply voltages, the width of the pre-
charge should be small so that the leakage through the PMOS does not dominate the drive
current of the NMOS pull-down. However, as the supply voltage increases, the drive cur-
rent of the NMOS increases exponentially, and quickly dominates over the precharge leak-
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Figure 6.23: P-NMOS pull-up transistor read-access. The figure shows the
min-max curves for a typical transistor.
igh)
worst case corners, the minimum voltage supply is 380mV for a typical transistor proces-
sor corner. However, note that the precharge scheme requires extremely large PMOS
devices.
A similar design commonly used involves using a psuedo-NMOS (PNMOS) pull-up
device instead of the precharge transistor as shown in Figure 6.23. The gate to the PMOS
is tied to ground and is "on". The PNMOS scheme is almost identical to the precharge
scheme during the evaluate phase. The only difference is substituting a smaller PMOS
device that is "on" versus a larger PMOS device that is leaking. The two scheme have the
same Ion/loff- The pull-up current through the PMOS devices is the same if we size for the
worst-case pull-up input vector to achieve 90% of VDD. The main advantage is that the
PNMOS device is much smaller, thus saving silicon area. The worst-case input vector
gives Wpn of 55gm which is 20 times smaller than for a precharge scheme. However,
again for the output-low transition, the bitline is not driven down to zero for the worst-case
input vector. The simulation in Figure 6.23, shows that the ARBL is only 2mV, the same as
the precharge scheme.
Figure 6.24 shows the min-max curve for the PNMOS transistor for a typical transistor
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Figure 6.24: The figure shows the min-max curves for the PNMOS read bit-
line for a typical transistor process corner.
for low-voltages. This is in contrast to the precharge scheme which is shown in Figure
6.22. Wpn(min) is the minimum allowable PNMOS width where the output is 90% of VDD
for the worst case input vector. For VDD>2 60mV, a minimum PNMOS width provides
enough drive current to pull the output high. However, as VDD decreases, the PMOS drive
current also decreases exponentially and a larger PNMOS devices is needed. Wpn(max) is
the maximum allowable PNMOS device where the output is driven to 10% of VDD. As the
voltage supply increases, the gate-to-source voltage of the PNMOS device also increases,
therefore reducing Wpa(max). The lowest operating voltage is VDD= 2 30mV. However, at
the worst case process corners, there are no widths for Wpn that satisfy the 10-90% output
voltage level constraint. At the SF corner, the minimum width PMOS is too strong for the
minimum width NMOS to pull down. At the FS corner, all of the leaking NMOS devices
require a larger precharge device.
One way to improve the Ion/ioff at lower voltage is to use dynamic boosting of the
wordlines [29]. Increasing the gate voltage of the wordlines, leads to higher drive currents
in the pull-down path. In SRAMs, one way to improve read access speed is to use a charge
pump to increase the voltage applied to the wordlines. Figure 6.25 shows how a charge
pump can be used to increase the voltage applied to the readwordline from VDD1 to VDD2-
123



















Figure 6.25: Increasing the voltage on the gate from VDD1 to VDD2 increases
drive currents of the pull-down devices. Case #1 boosts the readwordline, and







Figure 6.26: Simulation of the readbitline with higher voltages are applied to the
readbitline. Case #1 is when only RWLO is boosted to 250mV. Case #2 is when
both MBO and RWLO are boosed to 250mV.
In case #1, only the read wordlines are boosted and in case #2 both read wordlines and
memory bit inputs are boosted.
Figure 6.26 shows a simulation for the two cases when boosting from lOOmV to
250mV. As in the nominal precharge design, Wpre of 11 Ojpm maintains an output-high of
90mV for the worst case input vector. In case #1, when only the read wordline (RWLO) is
boosed to 250mV, then the wordline is pulls down further than in the nominal precharge
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Figure 6.27: Applying negative voltages on the gate reduces leakage currents
through the NMOS pull-down devices.
is not decreased significantly unless the input voltages to both devices are boosted as in
case #2. When applying both wordline and memory input boosting, the wordline is pulled
down to 9mV. Wordline and memory input boosting achieves functionality at the expense
of an additional supply voltage.
An even better way to improve the Ion/Ioff at lower voltage is to use a concept similar
to dynamic boosting of the wordlines.The reverse of the charge pump concept is to apply
negative voltages to the wordlines when not being accessed. A negative voltage applied to
the gate reduces the leakage current through a NMOS devices. Reduction of leakage cur-
rent through the idle pull-down devices improves Ion/loff. Figure 6.27 shows the schematic
using level converters and a third power supply (Vss) to apply a negative voltage to the
read access NMOS transistors. For Vgs=- 2 5 0mV, the idle current is 44 times lower, which
helps to mitigate bitline leakage effects.
For the worst case input vector, Wpre of 50prm maintains an output-high of 90mV (Fig-
ure 6.28). For the worst case output-low, RBL is driven down to 61mV, a vast improve-
ment over the original precharge scheme without negative wordlines. However, the Ion/off
of the bitline is still not large enough for output-low to be 10% of VDD. Also, this design









Figure 6.28: Simulation of the bitline when negative voltages are applied to
the read access NMOS transistors when they are not selected.
Figure 6.29: Tristate-read access and Latch-based write access memory.
In reality, if the gate-to-source voltage decreases to below -200mV, then Gate-Induced
Drain Leakage (GIDL) effects appear [14]. GIDL results when a negative voltage on the
gate causes high tranverse and lateral electric fields that cause the drain current to increase,
thereby cancelling out any benefit of lowering the gate voltage.
A tristate-read scheme using static CMOS tristate cells is proposed (Figure 6.29).
When the wordline is high, the tristate passes the data onto the bitline. Otherwise when the
wordline is low, the tristate output is high impedance.
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Figure 6.30: Tristate-based read access also suffers from bitline leakage
effects. The worst case input vector for output-high is M0 =1 and M1 -M127=0.
Even though the tristate gate itself works at 100mV, when connected together as in
Figure 6.29, the readbitline suffers from a low Ion/off ratio. The worst bitline leakage for
output-high occurs when M0=1 and M1=M127=0. The Ion/off ratio at RBL is extremely
low due to all of the leakage current through the 127 idle tristate buffers. Figure 6.30
shows a simulation of RBL for the worst-case input vector for a typical transistor process
corner.
A read bitline scheme that scales to low voltages and works at process corners is the





Figure 6.31: Hierarchical-read access and Latch based write design allows for
subthreshold operation.
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1 mux-based approach. The selectors to the muxes are the read-address inputs and the data
from the memories is hierarchically passed down through the muxes to the output. In order
to avoid stack effect and sneak leakage paths, inverters are inserted between each level of
hierarchy. Figure 6.32 shows a waveform of RBL for the worst case leakage. By creating a
hierarchical bitline, the effect of parallel leakage for each level of hierarchy is reduced and
the design is less affected by process variations.
One 128W memory bitline has 128 memory bit cells and 127 muxes. To save area, the
muxes are daisy-chained and arrayed as seen in Figure 6.33. A decoder generates the write
wordlines (WWL) which are routed to the bitline horizontally. The Read Addresses (A0 -
Hierarchical-Read Bitline
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Figure 6.33: A schematic showing how the muxes are daisy-chained and







Figure 6.34: A text file with ROM values is inputted to a Skill code ROM gen-
erator to create a hierarchical mux-based ROM.
A6) are routed vertically up to the selectors of the muxes. Custom Skill scripts array the
memory bit cells, the muxes, the decoder logic and buffers for each data memory block.
Eight custom 128Wxl6b blocks make up the scalable data memory in the FFT processor.
More details about Skill coding are found in [74].
6.5 Subthreshold read-only memories (ROMs)
Two 256Wx32b ROMs store twiddle factors in the FFT processor. The ROMs utilize the
same hierarchical bitline design as the data memory. Instead, the inputs to the muxes are
either tied to VDD or ground depending on the value stored in the ROM. The two twiddle
ROMs are created using a custom Skill script that reads in a text file for ROM values
(Figure 6.34).
6.6 Subthreshold control logic
The rest of the circuitry for the FFT processor is created using a subthreshold standard cell
library. The subthreshold standard cell library is a combination of static CMOS 1.8V stan-
dard cells and subthreshold custom cells that are designed for subthreshold operation.
Table 6.2 is a description of modifications made to al.8V standard cell library.
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Table 6.2: Changes to allow for subthreshold operation
Logic-Cell Function
Name
Full Adder This cell takes in three inputs (A,B,CI) and has two outputs (SUM, CO).
This cell is re-designed with transmission gates.
Half Adder This cell takes in two inputs (A,B) and outputs the SUM. This cell is re-
designed with transmission gates.
2-input NOR, These cells perform the NOR and OR of two inputs (A,B). The PMOS
2-input OR devices are re-sized for minimum-voltage operation and because they
are susceptible to parallel leakage and stack effect.
Positive and The registers take in a clock and D input and output is Q and Q. They
Negative Edge are resized to be functional at ultra-low voltages and at process corners.
Registers These proved to be more reliable at low voltages.






The design flow for the energy-scalable FFT is modified to use the subthreshold standard
cell library and to include custom Baugh-Wooley multipliers and custom memory banks
(128WxI6b) and ROMs (256Wx16b). The main architectural difference between the sub-
threshold FFT and the scalable FFT is that the subthreshold FFT has one data memory,
while the scalable ASIC has two. When the FFT block is used as an accelerator in a
microsensor node subsystem, only one dedicated memory buffer is necessary. Addition-
ally, the subthreshold FFT does not employ the variable memory-size energy-scalable
hook.
The MATLAB benchmarking done for the scalable FFT is re-used for the subthreshold
FFT. The verilog is modified for one data memory and Synopsys Design Compiler is used
to create the RTL verilog. Cadence Silicon Ensemble is used to place and route small
blocks, such as the system control logic (counters, FSMs), datapath (two's complement
adders and subtractors), and memory control blocks (parity bit address selectors). Custom
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skill scripts create the layout for the memory, ROM and Baugh-Wooley multipliers. Each
small block as well as the custom memory and BW multipliers is verified using hspice at
IOOmV for the TT process corner and at 250mV for the FS and SF process corners.
6.7.1 Skill code place-and-route and functional verification
Skill scripts perform place-and-route of the synthesized and custom blocks to create
the layout of the four modules: datapath, data memory, twiddle ROMs and system-level
control logic. Skill is a LISP based programming language which Cadence developed to
perform any commands through the command interpreter window (CIW). A Skill tutorial
is found in [74].
The hspice simulator is not used for functional verification of each of the four mod-
ules. Because functionality of synthesized and custom blocks are verified at 1 OOmV oper-
ation using hspice, only verification the connectivity and functionality of the four modules
is necessary. Epic's nanosim at lV operation performs high-level verification.
Using skill, the four modules are assembled with pads to create the entire FFT layout.
The subthreshold FFT is verified at IV using Epic's nanosim simulator. The pads are cus-
tom designed for operation at low-voltages.
6.7.2 Hardware Testing
A PCB tests the functionality of the subthreshold FFT chip (Figure 6.35). The Tex-
tronix pattern generator has 2-5V output which is level converted down to 500mV to inter-
face with the subthreshold FFT chip. The outputs of the subthreshold FFT chip are level
converted up to 5V using LM311 comparators. The Textronix Logic Analyzer is able to
detect voltages down to 80mV, but the probes have an input pull-up resistance of 20KQ
which is not overcome by the subthreshold currents. The level converting schematics are
seen in Figure 6.36.
131
Figure 6.35: This PCB allows for current measurements and functional verifi-
cation of the Subthreshold FFT. Additional voltage level converters for the





















Figure 6.37: Die Photograph of the subthreshold FFT chip.
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6.8 Performance measurements
The energy-aware FFT containing 627,000 transistors is fabricated in a standard 6-metal
0.18gm process. The FFT processor occupies 2.6 x 2.1 mm2 . It is fully functional at 128,
256, 512, and 1024 FFT lengths, 8 and 16 bit precision, for voltage supplies 180mV to
0.9V and for clock frequencies of 164Hz to 6MHz.
Figure 6.37 shows the die photograph of the subthreshold FFT chip. The chip's func-
tional blocks (memory, butterfly datapath, twiddle ROMs and control logic) are clearly
delineated.
The lowest voltage supply for correct operation is 180mV with a clock speed of
164Hz. The power dissipated at 180mV is 90nW for 1024-point, 16-bit operation. Figure
6.38 shows an oscilloscope plot of various outputs, (the clock, 2 output bits and the data-
ready signal) from the FFT chip operating at 180mV. However, the minimum supply volt-
age does not correspond to the optimal operating point which minimizes energy dissipa-
tion.
Tak Rwn: tO.OI6Sii $amp~e
ftl 64HZ
Output clock 180 mV
Output[1-0]
data-ready
Figure 6.38: Scope Plot showing outputs from the FFT chip at 180 mV opera-
tion.
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Figure 6.40: Energy dissipation as a function Of VDD for N=1024-point and
16-bit processing. The optimal operating point for minimal energy dissipation
is at VDD=350 mV.
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Figure 6.39 shows the clock frequency of the FFT as a function of VDD. This plot
shows the exponential relationship between clock frequency and voltage supply. Figure
6.40 shows the measured and estimated energy dissipated as a function of VDD. The
energy is measured for the 16-bit, 1024-point FFT over VDD= 2 0 0 -9 0 0 mV for the clock
frequencies specified in Figure 6.39.
The optimal operating point for minimal energy dissipation is at VDD=0. 3 5 0V. The
power dissipated at 350mV is 590nW at a clock frequency of 9.62kHz. The energy dissi-
pated at the optimal operating point is 155nJ/FFT. The two curves show that there the esti-
mation predicts leakage energy well, but not switching energy. Switching energy was
estimated from nanosim.
This subthreshold FFT architecture allows for energy-scalable hooks. The chip per-
forms 128 to 1024 point FFTs with 8- and 16-bit precision. Figure 6.41 shows the energy
dissipated as supply voltage is scaled for all operating points. The minimum voltage sup-
ply for the 16-bit processor is at 350mV which is lower than the minimum voltage of the
8-bit processor (400mV). A decrease in the activity factor of the 8-bit processor causes a
higher minimum supply operation. As the activity factor decreases, there is an increase in
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Figure 6.42: Energy breakdown of total energy dissipation of the FFT
between idle and active energy.
Figure 6.42 shows the total measured energy dissipated for both 8- and 16-bit process-
ing at N=1024-pt and the measured leakage energy. This graph shows that for
VDD<4 0 0mV, the leakage energy begins to dominate the total energy. Because at 8-bit
precision the activity factor is lower, the optimal operating point is at a higher VDD. At the
optimal operating points for both 8-bit and 16-bit processing, the idle leakage energy is
approximately 45% of the total energy dissipated.
When comparing this design to other FFT implementations, it is important to normal-
ize over different technologies. Table 6.3 shows a list of parameters from other FFT imple-
mentations. The energy is normalized for a common workload which is a 512-point
CVFFT. This workload is equivalent to a 1024-point FFT on the subthreshold chip. The
energy is normalized for technology and datapath by the following normalization proce-
dure
Normalized Energy = Power x Time x 0.18ptm (6.1)
Tech
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Table 6.3: Specifications from other FFT processors normalized for a 512-point
CVFFT.
CMOS Datapath Power Clock Freq Execution Energy/
Processor Tech width Time FFT
( tm) (bits)
Wosnitza [79] 0.5 32 6W 66 MHz 36 gs 77.5gJ
DoubleBW [17] 0.35 24 8W 128 MHz 4.5 gs 18.5gJ
DSP-24 [15][16] 0.5 24 3.5W 100 MHz 9.5 gs 11.9pJ
Spiffee [4] 0.7 20 9.5mW 16 MHz 149 gs 362nJ
Subthreshold custom 0.18 16 576nW 9.62 kHz 266 ms 158nJ
Subthreshold custom 0.18 8 792nW 27.8 kHz 92 ms 68nJ
The energy scalability of all implementations from this thesis is demonstrated in Fig-
ure 6.43. The measured energy of the StrongARM, the Energy-Scalable ASIC and the cus-
tom subthreshold chip are shown for FFT length between 128 to 1024-point and for both
8- and 16-bit precision. These results show that our implementation has better energy scal-
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Figure 6.43: Energy comparison of all FFT implementations.
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designs. However, the voltage scalability of the subthreshold FFT makes it the most
energy-efficient FFT processor, due to the ability to operate at subthreshold voltage sup-
plies.
Comparing the three implementations in this thesis (low-power microprocessor,
Energy-Scalable ASIC and custom subthreshold IC), the subthreshold IC is 350 times
more energy efficient than the low-power microprocessor implementation and 8 times
more energy efficient than the ASIC.
6.9 Summary
Voltage scaling achieves a large amount of energy savings. Because the microsensor appli-
cation does not require high speed clocking, by relaxing the clock frequency and scaling
down the supply voltage leads to reducing energy dissipation. However, there is a limit to
voltage scaling, because lower clock frequencies allow leakage energy to exceed switch-
ing energy.
The energy-performance contours show that the estimate of the optimal supply voltage
for the FFT is 400mV, which is below the threshold voltage. This motivates the need for a
subthreshold implementation of the FFT. We propose logic and memory design techniques
that allow circuits to operate as low as 1OOmV in simulation for a typical transistor. All
circuits also function as low as 250mV at the worst case process corners.
For logic design, effects such as parallel leakage, stacking, sneak leakage, and the
effects of process variations at cell interfaces appear. New subthreshold cells are designed
that are able to function at low voltages, and custom design is done for the Baugh-Wooley
multiplier.
Ultra low-voltage memory design is fairly unexplored. Typical memory design uses a
6T SRAM design, with sense amplifier read-access and dynamic precharge lines. For low
voltage operation and with process variations, new designs are needed to circumvent bit-
line leakage and data dependent bitline effects. Various read and write access designs are
analyzed, and a hierarchical-read bitline is chosen.
The subthreshold FFT is implemented using subthreshold techniques and is fabricated
in a standard 0.1 8pm process. A modified synthesis toolchain is used to design the FFT
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processor. The FFT processor functions for 128, 256, 512 and 1024 points and for 8- and
16-bit processing. The FFT operates at voltage supplies between 180mV and 0.9V and for
clock frequencies of 164Hz to 6MHz. The FFT processor functions down at 180 mV with
a clock frequency of 164Hz. The optimal operating point for N= 1024 point and 16-bit is at
350mV at a frequency of 9.62 kHz and dissipates 590nW power. At the optimal operating
point the energy dissipation is 155 nJ/FFT.
When comparing all implementations of the FFT in this thesis, the subthreshold FFT
achieves over 350x energy savings over the StrongARM implementation and 8x energy





Energy-aware design is proposed in this thesis to provide energy-scalable hardware
hooks that allow the node to be energy-efficient for a variety of operating scenarios. By
enabling hooks such as bit-precision scaling and FFT length scaling, energy and quality
can be scaled efficiently on the same hardware. Deep voltage scaling is enabled by design-
ing new circuits that operate in deep subthreshold. Our processor is able to scale down to
180mV, using a standard CMOS process technology. Deep voltage scaling allows the pro-
cessor to operate at the optimal operating point for minimal energy dissipation.
7.1 Summary of contributions
In sensor applications, the real-valued Fast Fourier Transform (FFT) is a design driver for
energy-aware digital signal processor (DSP) design. Three implementations of the FFT
are created and their energy and performance are compared and contrasted: The Stron-
gARM low-power microprocessor, the Energy-Scalable ASIC and the custom subthresh-
old IC. The main results of these implementations are described and future work and
research proposed.
The FFT is benchmarked on the Intel StrongARM processor as part of system-level
energy-aware analysis of the Line of Bearing (LOB) estimation application for source-
tracking. In general, because communication is more expensive than computation, energy
is saved by performing local signal processing at the sensor node. Therefore, by perform-
ing the LOB locally at the sensor node, the node needs only send the LOB estimate, rather
than transmitting the raw data to the basestation. Also, since all sensors are homogeneous,
the sensor cluster operates as a multiple microprocessor system. DVS is used with intelli-
gent system partitioning of the FFT task to all of the StrongARM processors in the sensor
cluster. This leads to a 40% energy savings. A tremendous amount of energy savings is
achieved by using a dedicated FFT processor to reduce switched capacitance and to oper-
ate at lower voltage supplies.
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In an FFT processor, FFT specific energy-aware hooks are designed into the architec-
ture to provide energy-efficiency over a variety of scenarios. The hooks designed into the
FFT are variable FFT length (128, 256, 512 and 1024 points) and variable bit-precision (8
and 16-bit). Ensemble of point solutions method proposes that multiple optimized point
solutions be designed and low-overhead routing be used to route the data to the appropri-
ate point solution. A better approach is the reuse of point solutions method, where com-
mon hardware is shared and reused for multiple point solutions. The control logic in the
reuse method is more complex, but there is less area and transistor overhead.
The Baugh Wooley multiplier example showed that bit-precision scaling is enabled by
recognizing that the MSB quadrant can be reused for a reduced bit-precision multiplica-
tion without significant additional circuitry. The LSB inputs of the multiplier and the mul-
tiplicand are routed to the MSB quadrant. Additional gating logic such as LSB input
gating was needed to prevent any undesired switching in the unused portions of the multi-
plier. This thesis showed that in combinational logic and in memories it is feasible to intro-
duce bit-precision scaling by using the reuse of point solutions method.
Variable memory-size was another energy-scalable architecture introduced in this the-
sis. To perform a small FFT length FFT, only a small memory is needed. Simulations
show that performing a 128-point FFT on the architecture designed for 1024-point FFTs is
not energy-efficient and the overhead of the 1024-point FFT memory leads to higher
energy dissipation. By providing different size memories, the 128-point FFT can be per-
formed on the small memories, without significant overhead in area or energy.
Energy simulations of the FFT show that the reuse of point solutions method achieves
2.7 times energy savings through a variable FFT length and variable bit-precision imple-
mentation.
The Energy-Scalable FFT is implemented using an ASIC flow that incorporates a 1.8V
standard cell library and memory generators. The Energy-Scalable ASIC is fabricated in a
0.18- tm process and operates at 128, 256, and 512 points and 8- and 16-bit precision. At a
1.5V voltage supply the FFT clock frequency is 4.8MHz. The ASIC is able to operate
down to IV, and because the ASIC does not scale down further, a custom implementation
is needed to scale voltage supply for further energy-savings.
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Other important energy-scalable hooks in this thesis are the supply voltage and clock
frequency. Scaling into deep subthreshold enables circuits to operate at the optimal operat-
ing point that minimizes energy. A variable activity factor benchmark circuit is used to
explore the optimal operating point. The voltage supply and threshold voltage of the cir-
cuit is changed for the range of VDD=lOOmV-lV and Vth=0-800mV, and the energy and
performance of the circuit is observed. The results from the variable activity factor bench-
mark circuit show that operation in the subthreshold regime minimizes energy. Also the
trends in the simple benchmark circuit can easily be extended to large systems. Because
the activity factor of a circuit is directly related to the ratio of leakage and active energy
dissipation, the energy-performance contours of any system is estimated through the activ-
ity factor. These results are extrapolated for the FFT system, where the that the optimal
voltage supply is estimated to be around 38OmV, which is below the threshold voltage of
the nominal 0.1 8pm device.
For a standard logic process, dynamic threshold voltage scaling is not possible. This
thesis explores optimum supply voltage for a fixed threshold voltage process. The results
from the variable activity factor circuit show that for high activity factors, e.g. cX>0. 1, the
optimum point is below the threshold voltage. Implicit in the discussion is minimum sup-
ply voltage operation. For certain activity factors (e.g. a=1), the optimal supply voltage is
the minimum supply voltage. Therefore, it is important to be able to demonstrate circuits
that operate as low as 200mV.
In order to operate at such low voltage supplies new circuit design and analysis are
needed. In this thesis, traditional circuits that operate at nominal supply voltages (> lV),
do not function well at ultra-low voltage supplies. In this thesis new ways to evaluate cir-
cuits operating at low voltage are introduced. The min-max sizing curves show a new way
to understand optimum sizing of circuits, and the concept of Ion/Ioff for CMOS circuits
give intuition into the functionality of circuits in subthreshold. This thesis also exposed
problems such as parallel leakage, sneak leakage paths, and stacked devices that effect
functionality at 1 00mV.
Ultra-low voltage memories is a fairly unexplored field. Many memory configurations,
such as the 6T SRAM, that are commonly used for nominal IV operation were evaluated
in subthreshold and shown not to function in subthreshold due to reduced Ion/Ioff. The
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hierarchical mux-based memory is proposed for subthreshold operation of both RAM's
and ROM's and is shown to operate in simulation as low as 1 OOmV.
The custom Subthreshold FFT is designed for minimum voltage operation to study the
optimal operating point. The subthreshold FFT is implemented using subthreshold tech-
niques and using a modified synthesis toolchain. The IC is fabricated in a 0.18gm process
and functions for 128, 256, 512, and 1024 points and for 8- and 16-bit precision. The Sub-
threshold FFT processor functions down to 180 mV with a clock frequency of 164Hz. The
optimal operating point for N=1024 point and 16-bit is at 350mV at a frequency of 9.62
kHz and dissipated 155 nJ/FFT.
7.2 Future work
Because there is little work in energy-awareness this concept can be applied to many exist-
ing applications to achieve further energy-efficiency. This is particularily applicable in
applications where performance specifications can be traded-off for additional battery life-
time. Only through energy-awareness can global energy-efficiency be achieved.
For the microsensor application, not only the signal processing functions such as
beamforming and the FFT should be energy-aware, but the entire system. The system
blocks from the A/D, to the radio module, and all DSP functions, require architectures that
contain new energy-scalable knobs to provide scalability. For example, a bit-precision
scalable A/D that can provide low-precision/low-energy samples all the way to high-preci-
sion/high-energy samples is needed.
Energy savings is also achieved by identifying functions that are application specific
hardwired for large energy savings. Comparing the performance of the ASIC to the Stron-
gARM microprocessor, the ASIC is able to achieve orders of magnitude energy-efficiency
by minimizing the overhead of computation. Algorithmic profiling of sensor applications
can be done to identify other functions that are commonly used such as beamformers and
filters. In addition, a low-power DSP is needed that is able to perform those signal process-
ing tasks that are not performed by the accelerators. Besides software transformations, the
DSP requires a new energy-aware instruction set and scalable hardware that can perform
scalable computation such as variable bit-precision scaling.
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Additionally, dynamic voltage scaling and clock frequency scaling of the StrongARM
microprocessor leads to dramatic energy savings, even though the StrongARM was only
able to scale down to 0.85V operation. With the subthreshold FFT results, it is clear that
all aspects of the system be designed with deep dynamic voltage scaling considerations
down into the subthrehsold region. New designs for subthreshold radio module, DSP, and
A/D are needed.
Analysis into the optimal operating point for each module is needed. It is very likely
that the different system level blocks will have different optimal supply voltages and clock
frequencies, therefore complicating the interfaces between the blocks. New bus interfac-
ing techniques and system-level architectures involving asyncronous concepts are needed
for multiple clock frequency domains to avoid timing conflicts between blocks. Level-
converting circuits are needed to interface between two modules that operate at different
supply voltages. In order to have a completely optimal system for minimal energy dissipa-
tion, multiple clock and power supply management is needed. The power management
block will need to monitor the environment or user requirements, in order to optimally
control the clock frequencies and supply voltages of all blocks.
Further work is needed to verify the energy-performance contours by fabricating the
benchmark circuit that allows for variable supply voltage and variable threshold voltage
and variable activity factor. Our circuit already allows for variable activity factor through
the selector inputs. Variable threshold voltage is achieved by applying forward and reverse
bias voltages to the back gates of the devices. Simulations show that back-biasing only
provides up to 300mV threshold voltage swing. In order to achieve threshold voltages
across a wide range, multiple threshold CMOS is also needed. Multiple instances of the
benchmark circuit, which varying threshold voltages with back-biasing achieves a large
threshold voltage range. Also, to fabricate this circuit, a triple well process is needed.
Further analysis should also look into the effects of process variations and environ-
mental conditions on the optimal supply and threshold voltage operation. Especially in the
subthreshold region, the effects of lithography, device mismatch, temperature, and thresh-
old voltage variation will have a huge impact on the energy dissipated and the perfor-
mance. The optimal operating point may vary a lot, and therefore in practice feedback
control circuitry should be relied on to set the operating point. Therefore, in order to oper-
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ate at the optimal supply and threshold voltage levels, new control circuits are needed. The
critical path for a circuit can be replicated to monitor the circuit delays as they change for
different supply and threshold voltages. However, research is needed to find new methods
to monitor the energy dissipated and to dynamically adjust supply voltages and threshold
voltages to find the minimum energy dissipation.
There is much future work opportunities in the area of architectures for subthreshold
circuits. One interesting research direction is the use of pipelining and massively parallel
architectures that increases the activity factor of a circuit, and requires minimum supply
voltage operation.
The results from the subthreshold chip open the door to many new research opportuni-
ties in minimum supply voltage design and subthreshold circuit considerations. In this the-
sis, a subthreshold library and methodology is described for minimum supply voltage
operation, that used a small subset of circuits. This small subset only includes two-input
logic gates, positive and negative registers and adders. Although, this small set of cells was
adequate for creating an FFT that functions at ultra-low voltages, a more expansive stan-
dard cell library may provide further opportunites to optimize for minimal energy dissipa-
tion. Therefore, future work in a complete subthreshold standard cell library is needed.
Also important is the coupling of optimal device sizing to attain minimum energy dis-
sipation. In this thesis, the device sizing is one way to attain minimum voltage operation.
However, large sizing may also contribute additional power dissipation. Further energy
savings can be achieved by tailoring the device sizing through a parameterized standard
cell library.
Because low-voltage memories is fairly unexplored, there is much opportunity for fur-
ther research in memory designs that operate at low-voltages and across process corners.
Also, subthreshold memory layout generators are needed for subthreshold SRAM and
ROMs.
Also important is the need for a subthreshold circuit simulator that can verify the func-
tionality of large systems in subthreshold. hspice is too slow to run larger circuits. nanosim
can simulate large netlists in a reasonable time, but will not correctly model the devices
for supply voltages below lV. Either modification of current simulators or a new circuit
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simulator is needed to verify large systems running at ultra low-voltages below lV opera-
tion and to estimate the power dissipation of the circuits.
Finally, simulation shows that there is no reason why circuits cannot operate at voltage
supplies even lower than 180mV. As technology scales, the devices should be able to oper-
ate at lower voltages and have better performance. However, lower threshold voltages also
imply higher leakage currents. Looking into future trends and the impact on optimal volt-
age scaling will expose the trade-offs of energy and performance for future technologies.
Comparing the three implementations in this thesis (low-power microprocessor,
Energy-Scalable ASIC and custom subthreshold IC), the Subthreshold FFT is 700 times
more energy efficient than the low-power microprocessor implementation and 8 more
energy efficient than the ASIC. The Subthreshold FFT is able to achieve minimum energy
dissipation operation for a variety of operating points.
The Subthreshold FFT chip's ability to operate as low as 180mV opens up exciting
new fields of research. New research initiatives are starting to bring low-voltage operation
into existing applications. Besides the many research ideas described here, there are many
new opportunities for innovation in subthreshold systems, scalable architectures, and min-




Interfacing to the FFT ASIC
This document contains specifications for using the real-valued FFT ASIC (RVFFT).
This ASIC was designed as part of the micro-Adaptive Multi-domain Power-aware Sen-
sors (pAMPS) project at MIT. The RVFFT can perform 128, 256, or 512-point RVFFT's,
64, 128, or 256-point complex-valued FFT's, and 8- or 16-bit precisions.
A.1 RVFFT overview
The real-valued FFT transforms data from the time-domain to the frequency-domain.
The RVFFT is preferred over the complex-valued FFT because the data source is real-val-
ued. The ASIC has special hardware that allows us to perform one N-point RVFFT from
one N/2-point CVFFT. For example, a 512-point RVFFT is done with a 256-point CVFFT,
then performing backend calculations to calculate the 512-point RVFFT from the CVFFT
coefficients.
A block diagram of the interface to the RVFFT ASIC is shown in Figure A. 1 In this
section, I elaborate on the input/output pins and their functions. Als included are the phys-
ical description of the chip, timing diagrams and a short description about using the FFT







Figure A.1: Block diagram of the RVFFT ASIC.
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The data is clocked in at the dataclk rate, and the FFT is performed at the clk rate.
There is a ping-pong memory in the FFT ASIC. Data is clocked into one buffer via the
dataIPort until enough samples are collected to perform the RVFFT. For example, if we
want to perform a 128-point RVFFT, then when 128 samples are collected in buffer #1, the
FFT starts processing that data and the next sample is stored in buffer #2. This is the func-
tion of the ping-pong memory.
The registers fftlength and eightbitprecision are loaded at the positive edge of the
dataclk. Therefore these values cannot be changed until after the data is finished being
loaded into the data buffer. When the onlycvfft input is high the N/2-point CVFFT is per-
formed instead of the N-point RVFFT. This assumes that the input has complex-valued
data, rather than real-valued data. For the RVFFT, for each dataclk cycle a new real-valued
sample is clocked into memory. The values are clocked in on the negative edge of the
clock cycle. For the CVFFT, first the real-valued part of the sample is clocked in, and then
the imaginary-valued part of the sample.
In one clock cycle, one RVFFT butterfly calculation is performed. The number of
cycles to perform an N-point RVFFT is N/4*log 2N. The number of cycles to perform a N-
point CVFFT is N/2*log 2N. Therefore, after one N-point block is loaded into memory, it
takes N/4*log 2N cycles before the rvfftdone flag is high and the RVFFT coefficients are
pushed onto the dataOPort.
Table A.1: Number of cycles




The dataOPort clocks out the complex-valued coefficients. The coefficients are
clocked out on the positive edge of the clk signal. They are outputted according increasing
frequency bins. The first value is always the real-value of the complex coefficient and the
second value is the imaginary-value.
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There is an additional debugging signal readoutflag. This helps to debug the memory.
If readoutfiag is high, then the data stored in memory is automatically read-out onto
dataOPort.
The following table has the list of inputs and outputs and their descriptions.
Table A.2: Input/Output descriptions
dataclk input The data I/O clock. At the negative clock edge of dataclk, the
value of datalPort is clocked into memory
clk input The FFT processor clock. One RVFFT butterfly is performed
per clock cycles.
reset input The reset signal resets the control logic when high.
fftlength[1:0] input Determines the length of the RVFFT to be performed. If only-
cvfft is 0 and fftjlength is
01 - 512-point RVFFT
10 - 256-point RVFFT
11 - 128-point RVFFT
If onlycvfft is 1 and fftlength is
01 - 256-point CVFFT
10 - 128-point CVFFT
11 - 64-point CVFFT
eightbitprecision input Determines the bit-precision of the RVFFT. If eightbitprecision
is
0 - 16-bit datapath
1 - 8-bit datapath
onlycvfft input When onlycvfft is high, then the N/2-point CVFFT is per-
formed. When onlycvfft is low, then the N-point RVFFT is per-
formed.
datalPort[ 11:0] input 12-bit data input port. The data from this port is clocked into
memory at the negative edge of the dataclk signal.
dataOPort[11:0] output 12-bit data output port. Once the FFT is done, the rvfftdone flag
goes high, and the FFT coefficients are placed on this port at the
positive edge of the clk signal.
datastart input When the datastart input is high, the FFT ASIC will clock in
data on the negative edge of the dataclk. Otherwise the FFT
ASIC will idle
rvfftdone output rvfftdone=1 will indicate that the FFT is done and that the coef-
ficients are on the dataOPort bus
readoutflag input Debugging pin. When it is high, then the contents of memory
are automatically read-out onto the dataOPort bus. When it is
low, then the CVFFT and RVFFT are performed.
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There are multiple supply voltages to the chip. Each module of the chip has its own
power supply to facilitate measuring the current drawn by the module. The entire chip
shares one ground (VSS). A list of supply names is given in Table A.3.
Table A.3: Supply voltage names
VSS ground signal
VDD pad ring power supply
VDD33 pad ring power supply
VDDrfpl data memory buffer #1 power supply
VDDrfp2 data memory buffer #2 power supply
VDDdatapath datapath power supply
VDDcontrol control logic power supply
VDDrom rom power supply
A.2 Chip Specifications
1.2.1 Chip Pin-out
This section will describe the pin-outs. The RVFFT ASIC has a LCC52 package and
the pinouts are shown in Table A.4.
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Table A.4: FFT ASIC Chip Pinout


























































































































































































Figure A.3: Die photograph of the 128 to 512 point, 8 and 16 bit scalable FFT
chip.
The energy-aware FFT is implemented in a 0.18 ptm process (MOSIS T28M-AE). Fig-
ure A.3 shows a die photograph of the scalable FFT chip. The chip's functional blocks
(data memory, butterfly, control, and ROMs) are clearly delineated. The FFT system is
fully verified up to 512 point, for 8 and 16 bit operation at 1.5V and for clock speed of 4.8
MHz.
Table A.5 shows the measured energy dissipation of the FFT at 1.5V operation. The
measured energy dissipation verifies the architecture's ability to scale energy and quality.
The energy at the low quality point (128-point, 8b) is 12 times lower than the energy at the
high quality point (512-point, 16b).
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Table A.5: Measured energy dissipation from the FFT ASIC.
8-bit 16-bit
128 point 46nJ 81nJ
256 point 12InJ 216nJ
512 point 304nJ 564nJ
The FFT ASIC operates down to IV before failing. In order to minimize energy, a new
FFT processor design is needed that operates at supply voltages below IV. Research in the
next two chapters focuses on estimating the optimal supply voltage for minimal energy
dissipation and circuits that allow supply voltage scaling below the threshold voltage of
the devices.
1. Timing Diagrams
The input is placed on the datalPort[ 11:0] bus. When datastart is 1 at the positive clock
edge, the value on datalPort is clocked into memory on the next negative edge of dataclk.
If onlycvfft=0, then a RVFFT is performed, meaning that the inputs s[n], are real-valued.
This means that for each clock cycle of dataclk, there is a new real-value sample.
RVFFT: onlycvfft=0, readoutflag=0
datalPort[l1:0] s[O] s[l] s[2]
dataclk
datastart
Figure A.4: Timing diagram of datalPort for RVFFT.
If onlycvfft=l, then a CVFFT is performed meaning that the inputs s[n] are complex-
valued. This means that two clock cycles of dataclk are needed to store one complex-
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value. The real-value of the sample is clocked in the first clock cycle, and the imaginary-
value is clocked in the second clock cycle.
RVFFT: onlycvfft=1, readoutflag=O
datalPort[11:0] sR[0 ] s1[0] SR[ 1]
dataclk
datastart
Figure A.5: Timing diagram of datalPort for RVFFT.
The timing of the signals dataclk and clk are important. It is important that elk be con-
strained so that the FFT is completed before the next block of data is finished. The reason
for this constraint is practical. If the time to complete the FFT (tFFT) is greater than the
time to input one block of data (tinputdata) then when the next sample of data is ready to be
inputted, then there will not be any data memory available for storage. This means an extra
external buffer is needed. This means that a constraint is placed on the dataclk and clk so
that:
tffC<tinputdata
we can define tfft and tinputdata as
tfft = (# of butterflies+# of samples)/f lk and tinputdata = # of samples/fdataclk
tffi is the number of butterflies and the number of samples, which are the number of
cycles to perform one FFT and then the number of cycles to output all of the FFT coeffi-
cients onto the bus. tinputdata is just the number of samples. These two relations leads to the
constraint that
(# of butterflies+# of samples)ft finputdata # of samples
For the RVFFT, the number of samples is N and the number of butterflies is N/
4*log 2N, so that means the constraint for the RVFFT function is
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clk > fdataclk * (10g 2N/4+1)
Since we showed that for a supply voltage of 1.5V, the FFT processor clock frequency
fclk-4-8MHz, then fdatack<l.37MHz for 1024-point RVFFT.
The reset signal goes high to reset the FFT ASIC. It must be high for at least one clock
cycle of the dataclk to ensure that all of the FSMs are reset.
dataclk
reset
Figure A.6: Timing diagram of datalPort for RVFFT.
After one block of data is loaded into memory, the next sample is stored in the other
memory bank. Immediately, the FFT is started and after performing all of the butterflies,
the signal rvfftdone goes high, and the data is outputted on the positive edge of the clk sig-
nal. Note that there is a one cycle delay before the output is valid. Each complex FFT coef-
ficient is represented by two 12-bit values. The first value is the real-value and the second
is the imaginary-value. In Figure A.7 the FFT coefficients are given by S(f)=SR(f)+jSI(f).
clk
rvfftdone
dataOPort SR[] Si[] SR[ 1] ISl[]
Figure A.7: Timing diagram of dataOPort and rvfftdone for RVFFT.
2. Testing Schematics
The schematics for the PCB is given by Figure A.8. The inputs to the chip are gener-
ated by the Textronix pattern generator (PG). The PG interfaces directly to the chip
through the headers. Each signal is paired with the ground references. The output the chip
are captured by the Textronix Logic Analyzer (LA). The logic analyzer interfaces directly
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to the chip through the headers. Again, each output signal is paired with the ground refer-
ence.
The supply voltages are connected directly to a power supply. There are jumpers for
each power supply and for current measurements. Also the power supplies have large














FFT ASIC rvfftdone 00
dataclk_output /





t-0 00 0 jumpers
0 CU )
o) > > >
Figure A.8: PCB schematic to interface to the Textronix Pattern Genera-
tor and Logic Analyzer.
3. Tripwire usage
The RVFFT ASIC can be used with a DSP or Proc for a tripwire application. The
tripwire application is described by the block diagram in Figure A.9. First a RVFFT is
performed on the incoming 512-point block of sensor data using the dedicated ASIC.
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Then the data is streamed to a DSP that performs the power spectrum and peak-picking
algorithm.
FFT Power Peak
----- >Spectral Pickingsensor ASIC FFT Density Power Algorithm Feature
data coefficients Spectrum Set




This appendix is a list of acronyms found in this thesis.
- A/D: Analog to Digital.
- ASIC: Application Specific Integrated Circuit
- BF: Beamforming
- BW: Baugh Wooley
- CIW: Command Interpreter Window
- CMOS : Complementary MOSfet
- CVFFT: Complex-valued Fast Fourier Transform (see FFT)
- DA: Distributed Arithmetic
- DFT: Discrete Fourier Transform
- DSP: Digital Signal Processor
- DVS: Dynamic Voltage Scaling
- FPGA: Field Programmable Gate Array
- FFT: Fast Fourier Transform. The FFT can be either complex-valued or real-val-
ued. In this thesis, assume that N-point FFT refers to an N-point real-valued FFT
- HLA: Harmonic Line Association
- ISM: Industrial, Scientific and Medical (refers to unlicensed radio bands for Blue-
tooth or Wireless LAN's. Communicating at the ISM bands does not interfere with indus-
trial, scientific or medical devices)
- LOB: Line of Bearing
- LMS: Least Mean Squares
- LUT: Look-up table
- MSB: Most Significant Bit
- MVDR: Minimum Variance Distortionless Response
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- StrongARM or SA-1 100: Intel low-power StrongARM microprocessor, the SA-
1100 model.
- pAMPS: micro-Adaptive Multi-domain Power-aware Sensors project at MIT.
- VDD: voltage supply of the circuit
- Vth: threshold voltage of the devices
- VTC: Voltage-Transfer Curve
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