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Abstract
We consider here a number of topics concerning the theory of division algebras over the function field of
a surface. One result relates the obstruction for ramification data to be from a division algebra and third etale
cohomology. Another result shows this obstruction is always zero when the surface is Spec of a regular local
ring (with some mild assumptions). At the same time we study the Brauer group of this function field as it
relates to the Brauer group of the function field of the henselization. Finally we prove a result which says
that Brauer group elements which “look like” they are of prime index q (unequal to any characteristic) must
have all their ramification split by a cyclic Galois extension of the same degree. This last result requires a
primitive q root of one.
© 2008 Elsevier Inc. All rights reserved.
Keywords: Division algebra; Cyclic algebra; Ramification; Etale cohomology
Introduction
Let S be a nonsingular surface with field of fractions K = F(S). By this we mean a two
dimensional separated excellent integral Noetherian scheme quasi-projective over some affine
scheme. Our goal in this paper is to prove several results about division algebras over K , or
equivalently, about the Brauer group of K . One result is about algebras D/K of prime degree.
We show that they are, in a weak sense, cyclic “up to ramification.” That is, we show that there
is a cyclic Galois extension of the same degree which splits all the ramification of D (7.13).
Here we must assume K contains a needed root of unity and D has degree prime to any residue
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group element must have. We review and spell out the well known fact that the ramification
of a Brauer group element must itself have ramification that sums to 0 at any point. But this
obstruction is insufficient to completely describe the ramification of Brauer group elements. In
Section 6 (6.12) we show that there is a further obstruction, which takes values in the kernel of
H 3(S,Gm) → H 3(F (S),Gm) where the cohomology is etale and F(S) is the field of fractions.
This result can be, in the case of a nonsingular surface over a field, deduced from the result in
e.g. [CHK]. Besides applying to more surfaces, the merit of Section 6 is the concrete way the
material is developed. Note that in this section we make no assumptions about roots of unity, but
do assume our Brauer group elements have order prime to any characteristic.
We would like to further understand this obstruction in third cohomology, and we prove
one result about it here. Taking up much of this paper, is a proof of the following. Sup-
pose S = Spec(R) for R a regular local two dimensional ring with field of fractions K . Then
H 3(S,Gm) → H 3(K,Gm) in injective (5.2). That is, the obstruction above is always trivial for
these S. As part of proving this last result, we realized the following surprising fact. Let Rh be
the henselization of R with field of fractions Kh. Assume K has characteristic 2 or K(ρ)/K is a
cyclic Galois extension for ρ any 2n root of one. Then Br(K) → Br(Kh) is surjective (5.1).
Let us review some notation and definitions. A curve on S will mean a codimension 1 integral
subscheme and a point on S will be a codimension 2 integral subscheme. For a curve C or
a point P , F(C) or F(P ) will denote the corresponding residue field. For any torsion abelian
group A, A′ will refer to the prime to p part of the group, where p runs over the characteristics of
all points. If R is a domain, then q(R) is its field of fractions. If L ⊃ K are fields, then [L : K] is
the degree of the extension. Suppose K is a field with characteristic prime to n which contains a
primitive n root of one ρ. The symbol algebra (x, y)n is the central simple K algebra of degree n
generated by ζ , γ , subject to the relations ζ n = x, γ n = y, and ζγ = ργ ζ . We also use (x, y)n
to denote the corresponding class in the Brauer group Br(K).
For every curve C ⊂ S, the stalk RC = OS,C defines a discrete valuation domain and
hence a ramification map ramC : Br(K)′ → H 1(F (C),Q/Z)′ that fits into the exact sequence:
0 → Br(RC)′ → Br(K)′ → H 1(F (C),Q/Z)′ → 0 where H 1(F (C),Q/Z) = H 1(GF(C),Q/Z)
and GF(C) is the absolute Galois group of the residue field F(C) (e.g. [LN, p. 68]). It
will be convenient to write elements χ ∈ H 1(F (C),Q/Z) in the following way. Note that
H 1(F (C),Q/Z) = Homc(GF(C),Q/Z), the subscript referring to continuous homomorphisms.
Then χ has a kernel GL where L/F(C) is cyclic Galois of degree, say, n. χ is then determined
by naming σ ∈ Gal(L/F(C)) such that χ(σ) = 1/n+Z. For this reason we will identify χ with
the pair L/F(C),σ .
We require two well known results about this ramification map, both of which involve its func-
toriality. To preserve generality, let R′ be a discrete valuation domain with maximal ideal P ′ and
with field of fractions K ′. Let L′/K ′ be a finite field extension. Denote by S′ the integral closure
of R′ in S′ and P ′i the set of maximal ideals of S′ which necessarily lie over P ′. Set k = R′/P ′
and ki = S′/P ′i . The results we need detail how the ramification maps, ram, associated to R and
rami , associated to S′P ′i behave with respect to the restriction map Res : Br(K
′) → Br(L′) and
corestriction map Cor : Br(L′) → Br(K ′). We also have restriction maps Resi : H 1(k,Q/Z) →
H 1(ki,Q/Z) and corestriction maps Cori : H 1(ki,Q/Z) → H 1(k,Q/Z).
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(a) The following diagram commutes:
Br(L′)′
ramS′−→ ⊕i H 1(ki,Q/Z)
Res ↑ ↑∑i ei Resi
Br(K ′)′ ramR−→ H 1(k,Q/Z)
where ei is the ramification index of P ′i over P and ramS′ is the direct sum of the ramification
maps rami .
(b) The following diagram also commutes:
Br(L′)′
ramS′−→ ⊕i H 1(ki,Q/Z)
Cor ↓ ↓∑i δi Cori
Br(K ′)′ ramR−→ H 1(k,Q/Z)
where δi is the so-called defect of P ′i /P ′ defined as follows. Let L′′ be such that L′′/K ′
is separable and L′/L′′ is purely inseparable. Let L′i ⊃ L′′i be the completions of L′ ⊃ L′′
at P ′i . Then the defect δi = [L′ : L′′]/[L′i : L′′i ].
Proof. Part (a) is in, for example, [LN, p. 69] and (b) is in [FSS, p. 921]. 
We return to talking about the Brauer groups of surfaces and their fields of fractions. By [S1]
we have that Br(S) =⋂C⊂S Br(OS,C); the intersection being over all curves on S. Thus there is
an exact sequence
0 → Br(S)′ → Br(K)′ →
⊕
C⊂S
H 1
(
F(C),Q/Z
)′
and one goal of this paper is to study the cokernel.
Before we get to this, there are more facts we need to recall.
Lemma 0.2. Suppose R is a ring and I, J are ideals of R. Then the following is exact:
R → R/I ⊕R/J → R/(I + J )
where the second map is the difference of the canonical projections.
Proof. This is obviously a complex. Suppose a, b ∈ R are such that a + (I + J ) = b + (I + J ).
Then a − b = i + j where i ∈ I and j ∈ J . Then a − i = b + j is the preimage of
(a + I, b + J ). 
Next we need a few facts about regular rings.
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(a) R is a UFD.
(b) Suppose P1, . . . ,Pr are height one prime ideals such that R/Pi is regular and the
Pi + Pj/Pj are distinct prime ideals in R/Pj for all i < j . Then the sequence
R →
⊕
i
R/Pi →
⊕
i 
=j
R/(Pi + Pj )
is exact.
Now suppose R is an excellent regular local ring of dimension 2 with residue field k. Sup-
pose π , δ ∈ R are distinct primes and R¯π is the integral closure of R/πR. Let δ˜ be the image of
δ in R/πR ⊂ R¯π .
(c) R¯π is semilocal and finite as a module over R.
Let vi be the discrete valuations associated to the maximal ideals of R¯π and ki the residue
field associated to vi . Let n be the length of R/(π, δ).
(d) n is finite and equals∑i vi(δ˜)[ki : k].
Proof. Of course in the local case (a) is the famous result of Auslander–Buchsbaum (e.g. [Ma,
p. 163]). If P ⊂ R is a height one prime ideal, and M ⊂ R is a maximal ideal, then PRM is
a principal ideal and hence free. It follows that P is projective, and hence principal since R is
semilocal.
Turning to (b), we induct on r . If r = 2 then we are done by 0.2. If we assume the result
for r − 1, then the proof for r follows from the claim that P1 ∩ · · · ∩ Pr−1 + Pr = (P1 + Pr) ∩
· · · ∩ (Pr−1 +Pr). The inclusion left to right is clear. For the other direction, note that both sides
contain Pr , so it suffices to prove these ideals have equal images in R¯ = R/Pr . For a ∈ R let a¯
be the image in R¯. If πi is the generator or Pi , then P1 ∩ · · · ∩ Pr−1 is Rπ1, . . . , πr−1. Thus the
left side maps to R¯π¯1, . . . , π¯r−1 which is equal to R¯π¯1 ∩ · · · ∩ R¯π¯r−1 because R¯ is a UFD. But
this later expression is the image of the right side, proving (b).
Part (c) follows because of e.g. [Ma, p. 257]. Since (π, δ) must have height 2, n is finite and
the equality can be quoted from [F, p. 412]. 
We need two (closely related) very special cases of a result about henselian local rings
from [EGA].
Proposition 0.4.
(a) Suppose R is a henselian two dimensional regular local ring and X → Spec(R) is the result
of a sequence of point blow-ups with exceptional fiber E =⋃i Ei . Assume C ⊂ Spec(R) is
an irreducible curve with strict transform C′ ⊂ X. Then C′ intersects E in only one point.
(b) Suppose R is a henselian excellent local domain with integral closure R¯. Then R¯ is local.
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the pullback. The composition f : C′ → X¯ → C is proper and C′ is connected. Thus by [EGA,
p. 135] (18.5.19) the closed fiber of f has one point and this is the intersection of C′ and E.
As for (b), we use the same result applied to Spec(R¯) → Spec(R) which is finite and hence
proper. 
1. Ramification of cyclic covers
In this section will describe and prove the basic result that the ramification of a Brauer group
element must itself have trivial ramification when summed at any point. We begin by giving as
concrete as possible description of the map which defines the ramification of a cyclic cover. This
material is essentially standard [AM], but the published versions are less general, though not for
any real reason.
In pursuit of the above goal, we develop machinery about the behavior of regular local rings
under finite extensions. This is machinery we will use throughout this paper, and in this sense 1.2
is the most important result of this section.
Assume R is a regular excellent Noetherian local domain of dimension 2 with residue field k
and maximal ideal M = (x, y). Since M is the only maximal ideal, when we say P ⊂ R is
a prime ideal we will always mean height one prime. Suppose P ⊂ R is a prime ideal and
q(R/P ) is the field of fractions. Suppose χ ∈ H 1(q(R/P ),Q/Z)′ is of order n and corresponds
to L/q(R/P ),σ . We assume n is prime to the characteristic of k. Let R¯P be the integral closure
of R/P in q(R/P ). Then R¯P is semilocal with maximal ideals M1, . . . ,Mr . Set R¯Mi to be the
localization of R¯P at Mi , which is therefore a discrete valuation domain with valuation vi and
residue field ki finite over k.
With respect to each vi we have integers ei , fi , and gi associated to L/q(R/P ) as follows.
ei is the ramification index and fi is the residue degree of L/q(R/P ) with respect to vi . The
integer gi is the number of valuations into which vi splits in L. Thus eifigi = n. The ramifi-
cation (or inertial) subgroup of Gal(L/q(R/P )) at vi is generated by τ = σfigi . Let Kˆi be the
completion of q(R/P ) with respect to vi . We can choose an extension of vi and use it to form
the completed extension Lˆi . Let Lˆi ⊃ Kˆ ′i ⊃ Kˆi be such that Kˆ ′i/Kˆi is the maximum unramified
subextension. We know Lˆi has the form Kˆ ′i (π ′1/ei ) for a prime π ′ of Kˆ ′i and that the extension
of τ generates the Galois group Gal(Lˆi/Kˆ ′i ). Thus τ(π ′1/ei )/π ′1/ei is a root of unity ρi of order
ei . To describe ρi without resorting to completions, let πi be a prime of L defining our chosen
extension of vi . In Lˆi , πi = π ′1/ei u for u a unit. It follows that τ(πi)/πi maps to the root of unity
ρi in the residue field of L with respect to πi . But since n is prime to the characteristic, we can
identify ρi with its image in the residue field. Also, σ must fix ρi . Since the extensions of vi are
conjugate, ρi is independent of the choice of extension. Finally, we can define our ramification
map on H 1(q(R/P ),Q/Z) by setting
rP
(
L/q(R/P ),σ
)=∏
i
(ρi)
[ki :k].
Note that we write the operation in μ multiplicatively here while in all other abelian groups the
operation is additive.
Having defined rP for each P , we can define r :⊕P H 1(q(R/P ),Q/Z) → μ as the product
of the rP . One can compute that r preserves the Galois actions, if we give μ the dual Galois
action. That is, if the range is given as μ−1.
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Theorem 1.1. Let R be as above and K = q(R). The composition Br(K) →⊕P⊂R H 1(q(R/P ),
Q/Z) → μ−1 is the constant 1 map.
Remark. Of course if S is a surface, 1.1 gives a restriction on the image of Br(F (S)) in⊕
C H
1(F (C),Q/Z) for every closed point of S.
Proof. There is a proof in [S1] that avoids the Merkurjev–Suslin Theorem, but here we do not
bother. However, we do need roots of one for this, so we delay the proof of 1.1 until we have
studied the following kinds of extensions and their relation to the rP maps.
Let f (t) ∈ R[t] be a monic irreducible polynomial, and P a prime ideal of R. Let f˜ (t) be
the image in R/P [t], and f¯ (t) the image in k[t]. As before, let R¯P be the integral closure of
R/P and let R¯P have residue fields k1, . . . , kr , corresponding to maximal ideals M1, . . . ,Mr .
All the ki contain k = R/M naturally. The degrees [ki : k] will be important to us. Finally, set
R′ = R[t]/(f (t)).
Proposition 1.2.
(a) R′ is semilocal. If f¯ (t) is either separable or irreducible, R′ is regular. If f¯ (t) is irreducible,
MR′ is the unique maximal ideal of R′.
(b) The maximal ideals of R′ all lie over M and are in one to one correspondence with the
irreducible factors of f¯ (t).
(c) The prime ideals P ′ of R′ lying over P are in one to one correspondence with the irreducible
factors of f˜ (t) as an element of q(R/P )[t].
(d) Suppose the prime ideal P ′ over P corresponds to the factor h˜(t) of f˜ (t) and the maxi-
mal ideal M ′ corresponds to the factor g¯(t) of f¯ (t). Let h¯i[t] ∈ ki[t] be the image of h˜(t).
Then P ′ ⊂ M ′ if and only if the following condition holds. For some i, g¯(t) and h¯i (t) have
a common factor.
Proof. If f¯ (t) is separable, R′/R is etale and so R′ is regular. If f¯ (t) is irreducible, R′/MR′ =
k[t]/(f¯ (t)) is a field and so R′ is local with a 2 generator maximal ideal. This proves (a).
As for (b), consider R′/MR′ = R[t]/(M,f (t)) = k[t]/(f¯ (t)). Since R′/R is integral, the
maximal ideals of R′ all lie over M and so correspond to maximal ideals of R′/MR′ =
k[t]/(f¯ (t)). Thus (b) is clear. Part (c) is similar, as follows. Let T be the localization
of R′ at R − P . Then the primes of R′ over P correspond to the prime ideals of T/PT =
F(P )[t]/(f˜ (t)) and we proceed as in (b).
Turning to (d), note that R¯P is a UFD and so h˜(t) can be assumed to be monic with coefficients
in R¯P . Thus the definition of h¯i (t) makes sense. Let
X = k[t]/(g¯(t))⊗(R/P )[t] R¯P [t]/(h˜(t))
where we recall that k[t]/(g¯(t)) = R′/M ′. Let P ′′,M ′′ ⊂ (R/P )[t] be induced by P ′ and M ′
respectively, so P ′′ = (h˜(t)) ∩ (R/P )[t]. Then R′/P ′ = (R/P )[t]/P ′′ injects into R¯P [t]/(h˜(t))
and the extension is integral. Clearly M ′X = 0 = P ′X and P ′ ⊂ M ′ if and only if P ′ +M ′ 
= R′.
Thus if P ′ is not contained in M ′, X = 0. If P ′ ⊂ M ′, then P ′′ ⊂ M ′′ and under the identification
R′/P ′ = R/P [t]/P ′′, M ′ corresponds to M ′′. Thus X can be written,
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(
h˜(t)
)
= (R¯P [t]/h˜(t))/M ′(R¯P [t]/h˜(t˜))
and X is nonzero. Thus there is an induced surjection R¯P[t]/(h˜(t)) → X which factors through
(R¯P /MR¯P )[t]/(h¯(t)) where h¯(t) is the image of h˜(t). Finally,
R¯P /MR¯P =⊕i Si where each Si is local with nilpotent maximal ideal and Si has residue
field ki . Thus if X is nonzero, for some i, Bi = k[t]/(g¯(t)) ⊗k[t] ki[t]/(h¯i(t)) is nonzero which
is equivalent to g¯(t) and h¯i (t) having a common factor. On the other hand, if Bi is nonzero
the universal property of X shows there is a surjection X → Bi and so X is nonzero. Part (d)
follows. 
An extension of the form above, with f¯ (t) either separable or irreducible, we call a monic
extension. Of course if f¯ (t) is separable respectively irreducible, respectively both, we call it a
separable, irreducible, or separable irreducible monic extension.
We next consider separable monic extensions where f¯ (t) has a divisor t − a¯. Let M ′ ⊂ R′ be
the maximal ideal associated to t − a¯, and P a prime of R. Let Mi , i = 1, . . . , r , be the maximal
ideals of R¯P with residue fields ki . Suppose P ′j is a prime ideal of R′ corresponding to h˜j , an
irreducible factor of f˜ (t) over R¯P . Set R¯′j = R¯P [t]/(h˜j (t)). Let h¯j i (t) be the image of h˜j (t) in
ki[t]. Since all the h¯j i (t) are separable, R¯′j is etale over R¯P and so integrally closed in its field
of fractions. It follows that R¯′j is the integral closure of R¯P . Arguing as in the proof of 1.2, the
prime ideals of R¯′j over Mi correspond to the irreducible factors of h¯j i (t).
We next form R′′ = R′
M ′ , the localization at M
′
, and assume P ′j ⊂ M ′. We can form R′′/P ′jR′′
which is the localization of R′/P ′j . Let R¯′′j be the integral closure of R′′/P ′jR′′. We have the
diagram:
(R′/P ′j )M ′ = R′′/P ′jR′′ ⊆ R¯′′j⋃ | ⋃ |
R′/P ′j ⊆ R¯′j = R¯P [t]/(h˜j (t)).⋃ | ⋃ |
R/P ⊆ R¯P
Since any localization of R¯′j is integrally closed, it follows that in the above diagram R¯′′j is a
localization of R¯′j . Since P ′j ⊂ M ′, a¯ is a root of h¯j i (t) for some i. Since t − a¯ has multiplicity
one, for each i there is at most one j such that a¯ is a root of h¯j i (t). In terms of ideals, this says
that for each Mi there is at most one prime P ′j over P and contained in M ′ such that Mi and
M ′/P ′j ⊂ R′/P ′j are contained in a common maximal ideal Mji of R¯′j .
Now fix an arbitrary Mi and let P ′j , for various j , be the full set of prime ideals over P where
P ′j corresponds to h˜j (t). Since f˜j (t) =
∏
j h˜j (t), f¯ (t) =
∏
j h¯j i(t). Thus there is some j with
a¯ a root of h¯j i (t). Translating again into ideals, this says that for each Mi there is one and only
one prime ideal P ′ over P that is contained in M ′ and such that R¯′′ above has a maximal idealj j
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is unique. Furthermore, RP /Mi = R¯′′j /Mji .
Of course, R′/R is finite etale, and so is R′/PR′ as an extension of R/P . If we form R¯′P =
R′/PR′ ⊗R/P R¯P , then R¯′P /R¯P is finite etale. In particular, R¯′P is integrally closed, implying
that it is the direct sum of the R¯′j indexed over the P ′j extending P in R′. Furthermore, R′′/PR′′
is a localization of R′/PR′ and so R¯′′P = R′′/PR′′ ⊗R/P R¯P is a localization of R¯′P implying it
is a direct sum of R¯′′j , indexed over the P ′j in M ′.
All together we have:
Corollary 1.3. Suppose R′ is a separable monic extension where the polynomial f¯ (t) has factor
t − a¯ over k. Let R′′, P , etc. be as above.
(a) For each maximal ideal Mi of R¯P , there is a unique height one prime ideal P ′′j of R′′, lying
over P , such that there is some prime ideal Mji of R¯′′j lying over Mi .
(b) The prime ideal Mji above is unique, and is unramified over Mi with residue degree 1. These
Mji are all the prime ideals of R¯′′j .
Let Rh be the henselization of R. By e.g. [M, p. 36] we have that Rh is a direct limit of exten-
sions of the form R′′ above. Suppose P is generated by η and η factors into primes η1, . . . , ηs in
Rh, so the ηi exactly generate the prime ideals Pi of Rh over P . Let R¯hPi be the integral closure
of Rh/Pi which we know is local with maximal ideal we write as Mhi . Since Rh is the direct
limit of the R′′ above, we can use the above to show:
Corollary 1.4.
(a) R¯P ⊂ R¯hPi and we can set Mi = Mhi ∩ R¯P . Then Mi is a maximal ideal and Mi 
= Mj if
i 
= j . The Mi are all the maximal ideals of R¯P . Furthermore, R¯P /Mi = R¯hPi /Mhi .
(b) Suppose R ⊃ P , f (t), and R′′ are as in 1.3. Let χ ∈ H 1(q(R/P ),Q/Z) have image χj ∈
H 1(q(R′′/P ′′j ),Q/Z) for each prime ideal P ′′j of R′′ over P . Then:
rP (χ) =
∏
j
rP ′′j (χj ).
(c) If, instead, R′′ = Rh is the henselization of R and Pj are the prime ideals of Rh over P ,
rP (χ) =
∏
j
rPj (χj ).
Proof. Part (a) is easy using 1.3 and taking direct limits. To finish (b) note that R′′ has the same
residue field k as R and so the degrees of R¯P /Mi over k and R¯′′/Mji over k are the same. As
for (c), note that the henselization is a direct limit of extensions of the form treated in (a). 
Given 1.4, it is convenient to now assume R is henselian. Thus R/P is henselian for any prime
ideal P , and R¯P has a unique maximal ideal we denote by M = (π) with residue field kP . We
next consider separable irreducible monic extensions. That is, we set R′ = R[t]/(f (t)) where
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ideals of R′ over P . Set k′ to be the residue field of R′. Since R′/R is finite etale, PR′ is the
intersection of the P ′j . Now the P ′j correspond to irreducible factors of f˜ (t) ∈ R¯P [t] and if h˜j (t)
is one such factor, define R¯′j = R¯P [t]/(h˜j (t)). It follows that R¯′j is integrally closed and is the
integral closure of R′/P ′j . By the henselian assumption R¯′j has a unique prime ideal M ′j over M
and the residue degree is nj , the degree of h˜j (t) which is also the degree of R¯′j over R¯P . If k′j
is the residue field of M ′j , then [k′j : k] = nj [kP : k] = [k′j : k′]n. Thus
∑
j [k′j : k′] = [kP : k] and
we have:
Corollary 1.5.
(a) Suppose R is henselian and R′ is a separable irreducible monic extension. If α ∈
H 1(q(R/P ),Q/Z) and P ′j ⊂ R′ are the extensions of P , then
rP (α) =
∏
j
rP ′j (αj )
where αj is the image of α in H 1(q(R′/P ′j ),Q/Z).
(b) If R is a local regular 2 dimensional excellent ring and R′ is the strict henselization of R,
then the same formula holds.
Proof. As before, part (a) is clear. As for (b), by 1.4 we can assume R is henselian. The strict
henselization is the direct limit of extensions as in (a). 
We are ready to prove 1.1. By 1.4 and 1.5 it suffices to prove this when R is strictly henselian.
In this case R has all needed roots of one and we can apply the Merkurjev–Suslin Theorem. That
is, it suffices to prove 1.1 for any Brauer group element which is the class of a symbol algebra
(a, b)n where a, b are prime elements of R. The result 1.1 now follows from 0.3(d).
In arguments to come we will want kP /k to be purely inseparable and we use separable irre-
ducible monic extensions to achieve this. To this end, suppose a¯ ∈ kP but a¯ /∈ k. Let f¯ (t) ∈ k[t]
be the minimal polynomial of a which we assume is separable of degree n. Let f (t) ∈ R[t] be
a monic preimage as in 1.5 and f˜ its image in R/P [t] ⊂ R¯P [t]. Then by the henselian property,
f˜ (t) has a linear factor t − a˜ ∈ R¯P [t] and we can let P ′ ⊂ R′ = R[t]/(f (t)) be the corre-
sponding prime ideal. It follows that q(R/P ) = q(R′/P ′) and R¯P is also the integral closure
of R′/P ′. If α ∈ H 1(q(R/P ),Q/Z) = H 1(q(R′/P ′),Q/Z) then the formula makes clear that
nrP ′(α) = rP (α).
We are ready to state the following result, whose proof is clear.
Theorem 1.6. Let R be as above, including that R is henselian (but not necessarily strictly
henselian). Then there is a separable irreducible monic extension R′/R such that the follow-
ing holds. First, P has an extension P ′ in R′ such that q(R/P ) = q(R′/P ′). Second, if k′
is the residue field of R′ and k′
P ′ is the residue field of the integral closure of R′/P ′, then
k′
P ′/k
′ is purely inseparable. Finally, if α ∈ H 1(q(R/P ),Q/Z) = H 1(q(R′/P ′),Q/Z) then
rP ′(α)[k
′:k] = rP (α).
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We want to prove a result on the Brauer group of q(R) where R is a regular local ring of
dimension two. To this end, we will have to blow-up to resolve the singularities of curves on
Spec(R). The first step is the observation of this section, which concerns the class group of these
blow-ups. This material is well known, and we include it for the ease of the reader.
Let R be a two dimensional Noetherian excellent regular local ring with maximal ideal M
and residue field k = R/M . Let π ∈ R be a prime element. We say π is nonsingular if the curve
π = 0 goes through the point nonsingularly, that is, if π ∈ M −M2. If δ is a singular prime of R,
we know by [L] (see also [A]) that we can resolve this singularity.
Before stating the result of this section precisely, let us recall some elementary facts to fix
notation. If S is a regular surface and P ∈ S a (closed) point, we can define the blow-up f :
S′ → S such that f is proper, the fiber of P is the exceptional line E and this map induces an
isomorphism S′ − E ∼= S − P . If C ⊂ S is an irreducible curve containing P , then the closure
of f−1(C − P) is an irreducible curve C′ ⊂ S′ called the strict transform of C. If C contains P
nonsingularly, note that C′ ∼= C. If C does not contain P , we also call C′ ∼= f−1(C) the strict
transform. On the level of divisors, f ∗(C) = C′ + nE where n is the multiplicity of P on C.
Then it is easy to see that the induced map Pic(S) → Pic(S′) is injective and has cokernel freely
generated by the divisor class of E.
The singularity of δ will be resolved by a sequence of point blow-ups Xn → ·· · → X0 =
Spec(R). If Ei is the exceptional divisor of Xi → Xi−1, we identify Ei with its strict transform
in any Xj for j > i. It is then clear that the fiber of Xn → Spec(R) over the unique point P is a
tree of Ei ’s. Since R is a UFD, Pic(Xn) ∼= Zn has as basis the divisor classes of the Ei . Finally,
Xn resolves the singularity of δ if the strict transform, Cn, of δ = 0 is nonsingular and the inverse
image of the reduced subscheme δ = 0 has normal crossings. In our situation, this means that
the finitely many intersection points of Cn on
⋃
Ei are all nonsingular points, and are each on a
single Ei . Furthermore, if Cn and Ei meet at P , they do so with distinct tangents.
Now consider R/δ. This is a one dimensional domain. Let R¯δ be the integral closure of R/δ
in its field of fractions F(δ). By our assumptions on R, R¯δ is finite over R/δ and hence is a
semilocal PID with maximal ideals we label as M1, . . . ,Mr . Let R¯i be the localization of R¯δ
at Mi , which is therefore a discrete valuation domain.
Theorem 2.1. Suppose X → Spec(R) resolves the curve defined by δ = 0. Let C ⊂ X be the
strict transform of δ = 0 which is nonsingular. Let Pj be the closed points of C which are the
intersection points of C and the exceptional divisor. Let Rj =OX,Pj be the stalk of X at Pj and
δj ∈ Rj a prime locally defining C at Pj . Then C = Spec(R¯δ). There is a one to one correspon-
dence between the Mi and the Pj such that R¯i is Rj .
Proof. The induced f : C → {δ = 0} is projective, quasifinite and therefore finite [H, p. 280].
Thus C = Spec(T ) is affine and finite over R/δ. Since C is nonsingular, T is integrally closed.
Since f is birational, T = R¯δ . Any closed point of C must lie over P and hence is on the
intersection of C and the exceptional divisor. 
We next want a theorem making very concrete the Picard group of a sequence of blow-ups
of X → Spec(R). If X → X′ is the last blow-up in the sequence, at a point P ′ ∈ X′, let E be
the exceptional line. If E′ ⊂ X′ is the exceptional line of a previous blow-up in the sequence, we
identify E′ with its strict transform in X. The E1, . . . ,En ⊂ X can be defined as the exceptional
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If C is the sum (including difference) of strict transforms of curves on Spec(R), we call C an
ordinary divisor. Of course, every element in the group of divisors of X is the sum of Ei and
an ordinary divisor, as the next theorem makes explicit. However, before we state this result we
need to explain a bit about intersection multiplicity which we use in the result.
Let S be a regular surface, and C,D distinct irreducible reduced curves on S containing the
closed point P . In the stalk R =OS,P these curves are principal defined by π = 0 and δ = 0 and
(π), (δ) ⊂ R are distinct prime ideals. Then (π, δ) is a height 2 ideal and of course the intersec-
tion multiplicity of C and D at P , written (C ·D)P , is the length of R/(π, δ). Suppose k is a field
with k(P )/k finite for all closed points P . Then we define (C ·D)k =∑P∈D(C ·D)P [k′ : k]. In
every case, the D (and sometimes C) will be P1k . Note that as long as we avoid self intersections,
this definition can be extended to divisors. Of course we have:
Lemma 2.2. Suppose S′ is a regular surface and C′ ⊂ S′ is a curve containing a closed point P .
Let φ : S → S′ be the blow-up at P and E ⊂ S the exceptional line P1k where k = k(P ). Let C ⊂ S
be the strict transform of C′. Then (C · E)k is the multiplicity of C′ through P . In particular,
φ∗(C′) = C + (C ·E)kE as divisors.
Proof. Since this question is local at P we can assume S′ = Spec(R) where R is a regular
local two dimensional ring. Then C′ is defined by π ∈ R. If M is the maximal ideal of R,
then π ∈ Mm − Mm+1 where m is the multiplicity. If M = (x, y), then Mm/Mm+1 can be
identified with homogeneous polynomials of degree m in the images x¯, y¯ over k = R/M . If
π¯ ∈ Mm/Mm+1 is the image of π , then the zeroes of π¯ on E = P1k are the intersection points of
C ∩E and the result is clear. 
Theorem 2.3. Let X be as in 2.1 and k = R/M . There are positive integers aij ∈ Z such that if
C ⊂ X is an ordinary divisor, then
C +
∑
ij
aij (C ·Ei)kEj = 0
in Pic(X).
Proof. We proceed by induction on n, i.e., by induction on the number of blow-ups. If X =
Spec(R), the result is trivial. Suppose π : X → X′ is the blow-up of P ′ ∈ X′ creating En ⊂ X as
the exceptional line, and E′1, . . . ,E′n−1 are the exceptional lines in X′. Set k′ = F(P ′). Assume
the result for X′ and let C ⊂ X be an ordinary divisor with image C′ ⊂ X′. Then there are positive
integers a′ij such that C′ +
∑n−1
i,j=1 a′ij (C′ ·E′i )kE′j = 0. Let Ei ⊂ X be the strict transforms of E′i .
Then π∗(C′) = C + (C · En)k′En and π∗(E′i ) = Ei + (Ei · En)k′En. As mentioned, we know
(Ei ·En)k′ = 0 except it equals 1 for either one or two i, which we can assume are i = 1 (case 1)
or i = 1,2 (case 2). We have:
0 = C + (C ·En)k[k′ : k]En +
n−1∑
a′ij
(
C′ ·E′i
)
k
Ej +
(
n−1∑
a′ij
(
C′ ·E′i
)
k
(Ej ·En)k[k′ : k]
)
En.i,j=1 i,j=1
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(C ·En)k[k′ : k] if not. In other words, (C′ ·E′i )k = (C ·Ei)k + (C ·En)k(Ei ·En)k . Substituting
and rearranging we have:
0 = C +
[
(C ·En)k[k′ : k] +
n−1∑
i,j=1
a′ij
(
(C ·Ei)k + (C ·En)k(Ei ·En)k
)
(Ej ·En)k[k′ : k]
]
En
+
n−1∑
i,j=1
a′ij
(
(C ·Ei)k + (C ·En)k
)
Ej
= C +
[
(C ·En)k[k′ : k] +
n−1∑
i,j=1
a′ij (C ·En)k(Ei ·En)k(Ej ·En)k[k′ : k]
]
En
n−1∑
i,j=1
a′ij (C ·Ei)k(Ej ·En)k[k′ : k]En +
n−1∑
i,j=1
a′ij (C ·Ei)kEj
+
n−1∑
i,j=1
a′ij (C ·En)k(Ei ·En)kEj .
In case 2, if we set
ann = [k′ : k] +
(
a′11 + a′12 + a′21 + a′22
)[k′ : k]3,
ain =
(
a′i1 + a′i2
)[k′ : k], anj = (a′1j + a′2j )[k′ : k]
and in all other cases
aij = a′ij
then the theorem holds. Similarly, in case 1 we set
ann = [k′ : k] + a′11[k′ : k]3,
ain = a′i1[k′ : k], anj = a′1j [k′ : k]
and in all other cases
aij = a′ij
and the theorem also holds. 
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Let R be as usual, a regular local ring of dimension 2. In Section 6 we will prove a result about
the relationship between the Brauer group of q(R) and q(Rh) where Rh is the henselization. To
accomplish this we will need to show there are plenty of prime ideals in R which are well behaved
(do not split) when we go to Rh. This is the goal of this section.
Let X → Spec(R) be a sequence of point blow-ups at points and k the residue field of R. Let
E =⋃Ei ⊂ X be the union of all the exceptional lines. Any other curve is the strict transform of
a curve on Spec(R), and are called ordinary curves. We say an ordinary irreducible curve C ⊂ X
is unipoint with respect to X if C ∩ E is a single point, necessarily the only point on C, and C
is nonsingular at that point. We say C′ ⊂ Spec(R) is unipoint if its strict transform is unipoint.
It will be necessary to talk about unipoint curves without reference to X. To this end we claim:
Theorem 3.1. Suppose X → Spec(R) and X′ → Spec(R) are sequences of point blow-ups.
Assume C ⊂ Spec(R) is unipoint with respect to X. Then the strict transform of C in X′ intersects
the exceptional divisor in one point.
Proof. In order to accomplish this we observe:
Lemma 3.2.
(a) Suppose X′1 → X1 is a sequence of point blow-ups and P1 ∈ X1 is a point whose inverse
image is a point P ′1 in X′1. Let X′2 → X′1 be the blow-up at P ′1. Then X′2 → X1 factors as
X′2 → X2 → X1 where X2 → X1 is the blow-up at P1 and X′2 → X2 is a sequence of point
blow-ups.
(b) In the situation of 3.1, there is a sequence of point blow-ups X′′ → X such that X′′ →
Spec(R) factors through X′ and X′′ → X′ is also a sequence of point blow-ups.
Proof. To begin with (a), we are claiming that there is the following diagram:
X′2 = BlP′1(X′1) −→ X′1 −→ X1
|| ||
X′2 −→ X2 = BlP1(X1) −→ X1
where the bottom row needs to be proven and BlP(X) is the blow-up at P . There is an open
U1 ⊂ X1 such that P1 ∈ U1 and X′1 → X1 is an isomorphism on U1. There is an open U2 ⊂ X1
such that U1 ∪ U2 = X1, and P1 /∈ U2. Let U ′2 ⊂ X′1 be the inverse image. Then X′1 is the union
of U1 and U ′2 patched along U ′2 ∩U1 ∼= U2 ∩U1.
If X2 → X1 is the blow-up at P1, then this is an isomorphism on U2 and we can let U ′1 ⊂ X2
be the inverse image of U1. X2 is the union of U ′1 and U2 patched along U ′1 ∩ U2 ∼= U1 ∩ U2.
Thus X′2 can be defined by patching U ′2 and U ′1 along U ′2 ∩U ′1 ∼= U1 ∩U2 and (a) is clear.
We turn to proving (b). We accomplish this by inducting on the number of blow-ups in X′.
Using induction, we assume the following. There is a sequence of point blow-ups X1 → Spec(R)
such that X′ → X′ is the blow-up at P ′ ∈ X′ . Furthermore, there is a sequence of point blow-1 1 1
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X′1 → X is a sequence of point blow-ups. The picture is:
X′
↓
X′1 ← X1
↓ ↓
Spec(R) ← X.
There are two cases. If P ′1 has inverse image a point P1 ∈ X1, then we let X′′ → X1 be the
blow-up at P1 are we are done by (a). If the inverse image of P ′1 is not a point, then X1 → X′1
factors into X1 → X2 → X′2 → X′1 where the following holds. First, that P ′1 has inverse image a
point P ′2 ∈ X′2 and X2 → X′2 is the blow-up at P ′2. By (a), X2 → X′1 factors as X2 → X′ → X′1
where X2 → X′ is a sequence of point blow-ups. We now set X′′ = X1 and the map X′′ → X′ is
the composition X1 → X2 → X′. 
We now turn to the proof of 3.1. Let C1 ⊂ X be the strict transform of C, which by definition
intersects the exceptional divisor nonsingularly in one point. Let X′′ → X be as in 3.2(b). Then
the strict transform, C2 ⊂ X′′, of C1, intersects the exceptional divisor in one point. In particular,
C2 has a unique closed point. If C′ ⊂ X′ is the strict transform of C, then C2 → C′ is surjective
and we are done. 
By combining 3.1, 2.1, and 1.4(a) we have:
Corollary 3.3. Suppose R is a regular local two dimensional domain with henselization Rh. If
π ∈ R is a unipoint prime, then π is prime in Rh.
If C ⊂ Spec(R) corresponds to a unipoint prime π , we say C is a unipoint curve. We next
prove the existence of many unipoint curves. As above, let X → Spec(R) be a succession of
blow-ups. Let E1, . . . ,En represent the exceptional lines.
Theorem 3.4. For every point P ∈ X there is a unipoint curve C containing P and nonsingular
at P .
Proof. First we consider the trivial case R is henselian. Let R′ be the stalk of X at P . Choose
π ′ ∈ R′ a prime nonsingular at P such that (π ′) ⊂ Spec(R′) is not an exceptional divisor. Let
C ⊂ Spec(R) be the image of (π ′). Said differently, we know from 2.3 that there is a π ′ such that
its only ordinary component C′ is the closure of the curve of π ′ in Spec(R′). Let C ⊂ Spec(R)
be the image of C′. By 0.4, C is unipoint.
Of course we now have to handle the general case. As a first step, notice that two principal
divisors have the same intersections with the Ei if they are “close.”
Theorem 3.5. Suppose R is a 2 dimensional regular local ring with maximal ideal M and X →
Spec(R) is a sequence of blow-ups as above. Let π ∈ R. There is an N such that if π ′ −π ∈ MN ,
then (π) and (π ′) intersect the exceptional lines in the same points with the same multiplicities.
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Proposition 3.6. Suppose X → X′ is the blow-up of P ′ and R′ =OX′,P ′ with maximal ideal M ′.
Let n be an integer and π as above. Then there is an integer n′ such that the following holds.
Let P ∈ X be a point on the preimage E of P ′ and RP =OX,P with maximal ideal MP . Then
if π ′ ∈ R′ satisfies π − π ′ ∈ M ′n′ , π and π ′ have the same multiplicity m at P ′. Furthermore,
the strict transform of (π) and (π ′) intersect E at the same points with the same multiplicities.
Finally, if P is one of those points, and s(π) ∈ RP , s(π ′) ∈ RP are elements defining these strict
transforms at P , we also have that s(π)− s(π ′) ∈ MnP .
Proof. We assume π − π ′ ∈ M ′n′ with the n′ to be chosen as we proceed. Let m be the multi-
plicity of π at P ′. Then if n′ > m, it is clear that π ′ has the same multiplicity m. By repeating
the argument once, it suffices to prove the rest of this proposition for the affine blow-up S ⊃ R′
where P ∈ Spec(S). There are x, y ∈ R′ generating M ′ such that S = R′[x/y]. Furthermore, on
Spec(S) the strict transform of (π) and (π ′) are defined by s(π) = y−mπ and s(π ′) = y−mπ ′.
Write π =∑i aixiym−i where some ai ∈ R′∗. Since Mm/Mm+1 has basis the images of
xiym−i , it follows that the i where ai ∈ R′∗ and the image of such ai in R′/M ′ are uniquely
determined by knowing π modulo Mm+1. In other words, π ′ =∑i a′ixiym−i where ai −a′i ∈ M ′.
S/M ′S = R′/M ′[z¯] where z¯ is the image of x/y. In other words, the intersection points of s(π)
on Spec(S) ∩ E correspond to the factors of ∑i a¯izi =∑i a¯′izi and so s(π) and s(π ′) have the
same such points with the same multiplicities.
Finally suppose n′ = m + n. Write π − π ′ = ∑bjxj ym+n−j . Then s(π) − s(π ′) =
y−m
∑
j bj x
j ym+n−j =∑j bj (x/y)j yn ∈ M ′nS. Since MnP ⊃ M ′nS, we are done. 
Now we can finish the proof of 3.4 in the general case. Let R be as in 3.4 with completion Rˆ.
Of course, Rˆ is henselian. Let X → Spec(R) be a sequence of blow-ups at rational points with
exceptional locus E =⋃i Ei . Set Xˆ = X ×R Spec(Rˆ). Clearly Xˆ → Spec(Rˆ) is an induced
sequence of blow-ups with exceptional locus isomorphic to E. Let P ∈ E define Pˆ ∈ Xˆ. By
the henselian case of 3.4, there is a unipoint curve Cˆ ⊂ Spec(Rˆ) such that its strict transform
Cˆ1 ⊂ Xˆ contains Pˆ and is nonsingular at Pˆ . Let the prime πˆ ∈ Rˆ define Cˆ. Let N be the integer
whose existence is guaranteed by 3.5. There is a π ∈ R such that πˆ − π ∈ MˆN . Consider the
curve C2 ⊂ Spec(R) defined by π and Cˆ2 = C2 ×Spec(R) Spec(Rˆ) the curve on Spec(Rˆ) defined
by π . Finally, let C3 ⊂ X be the strict transform of C2 and Cˆ3 = C3 ×X Xˆ the strict transform of
Cˆ2. By 3.5 Cˆ3 and Cˆ intersect E in the same points implying that Cˆ3 is a unipoint curve. But it
follows that C3 is a unipoint curve as needed to prove 3.4. 
Next we use these unipoint curves to find elements. The situation is that we have X →
Spec(R) which is a sequence of blow-ups. If E ⊂ X is an exceptional line, we call E a limb
if E intersects the rest of the exceptional lines in only one point. Before we state the result we
require an easy observation about P1.
Lemma 3.7. Let P ′, Q′ be distinct k′′ rational points on P1
k′′ , and assume k
′′ has more than three
elements. Let c ∈ k′′∗. Then there is a rational function α ∈ k′′(P1) such that α has exactly one
simple zero and one simple pole, both rational points, and α has value 1 at Q′ and value c at P ′.
Any other rational function with the same simple zero and pole is a k′′∗ multiple of α.
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has the form d(t − u)/(t − v) for d ∈ k′′∗ and u,v ∈ k′′. Let P ′, Q′ correspond to t = x and
t = y. Since we can use d to adjust the value of α at Q′, it suffices to show that we can choose
u, v such that [(x − u)/(x − v)]/[(y − u)/(y − v)] = c. But the left-hand side equals [(x − u)/
(y − u)][(y − v)/(x − v)] and (x − u)/(y − u) = 1 + (x − y)/(y − u) which as we vary u is an
arbitrary k′′ element not including 1. Arguing similarly for the denominator, we are done. 
We are ready for the promised result
Proposition 3.8.
(a) Suppose P = Spec(k′′) is a closed point in the exceptional divisor of X → Spec(R). Then
there is a unipoint prime δ ∈ R such that if D is the strict transform of δ, then D is nonsin-
gular at P and has arbitrary k′′ rational slope.
(b) Suppose E ⊂ X is an exceptional line and a limb. Let P as above be a point on E and not on
any other exceptional line. Assume k′′ has more than three elements. Let c ∈ k′′∗. Then there
is a β ∈ q(R) such that the following holds. First, β is defined and has value c at P , and is
defined and has constant value 1 on every other exceptional line in X. Second, the support
of (β) consists of unipoint prime ideals whose strict transforms are nonsingular in X and
intersect only E.
Proof. If we blow-up the point P then part (a) is obvious from 3.4. As for (b), let Q be the closed
point on E which intersects the rest of the exceptional lines. Choose α as in 3.7 with value 1 at Q
and value c at P . Let P1,Q1 be the zero and pole of α on E. Let C1 and D1 be ordinary unipoint
curves which contain P1 and Q1 respectively, are nonsingular there, and have tangents distinct
from E. By 2.3 there is a β ∈ q(R) with divisor C1 − D1 on X. It follows that β has no zeroes
and poles on any other exceptional line of X other than E, and so β is constant on those lines.
Since one of those lines is defined over k, it follows that this constant is in k. By adjusting β
by a unit of R, we can assume β has constant value 1 on all the other exceptional lines of X.
The restriction of β to E has the same zero and pole as α, and the same value at Q, and so must
equal α. 
4. General results
In this section we prove some general results about ramification as well as results about lifting
cyclic extensions and Brauer group elements. We begin with the ramification result. For any
ring S, let J (S) be its Jacobson radical.
Theorem 4.1. Suppose R is an excellent local integrally closed two dimensional domain with
K = q(R). Let R′/R be finite etale. Let π ′ be a prime ideal of R′, R˜′ = R′/π ′, and R¯′π the in-
tegral closure of R˜′ in q(R˜′). Let T¯ /R¯′
π ′ be a cyclic Galois extension of prime power degree n.
Then there is an α ∈ Br(q(R′)) which ramifies at no prime of R′ except π ′ and at π ′ has ramifi-
cation q(T¯ )/q(R˜′), σ for some generator σ .
Proof. Let k be the residue field of R. There are technical difficulties when k is a finite field, so
to address these first we assume k finite. Let k′′/k be a finite extension of fields of degree prime
to n such that k′′ = k[t]/h(t) and let f (t) be a monic lift of h(t). Set R′′ = R[t]/(f (t)). Note that
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and so we can choose one, R3, such that q(R3)/q(R′) has degree prime to n. If π3 is a prime of
R3 over π ′, let R¯3 be the integral closure of R3/π3 in q(R3/π3). If f˜ (t) ∈ R˜ is the image of f (t),
then f˜ (t) is separable. It follows that R¯3 is an image of R¯′π [t]/(f˜ (t)). If R¯′π ′/J (R¯′π ′) ∼=
⊕r
i=1 ki ,
then R¯3[t]/J (R¯3[t]) is an image of⊕ki[t]/h(t). Note that ki[t]/(h(t)) is a direct sum of fields
and the number of fields in this direct sum is bounded by the degree of ki/k. Furthermore, using
corestriction, to prove the result for R′ it suffices to prove it for R3 viewed as an extension of R′′.
Thus, by making the degree of k′′/k large enough, we may assume:
(I) The cardinality of k is greater than nr , where r is the number of maximal ideals of R¯′
π ′ .
Now we return to the case of general k and prove the theorem in the following special case:
Lemma 4.2. Theorem 4.1 is true when T¯ has the form T ⊗
R˜′ R¯
′
π for T/R˜′ cyclic Galois of
degree n.
Proof. Let J be the Jacobson radical of R˜′ and TJ = T ⊗R˜′ R˜′/J . By (I), we have that TJ =
(R˜′/J [t])/(g¯(t)) for a monic separable polynomial g¯(t) of degree, say, s. Let α¯ ∈ TJ be the
image of t and α ∈ T a preimage of α¯. By Nakayama’s Lemma, T = R˜′ + R˜′α + · · · + R˜′αs−1,
so T = R˜′[t]/(g˜(t)) where g˜(t) is a monic preimage of g¯(t).
Let M1, . . . ,Ms be the maximal ideals of R′ not containing π ′ and I = M1 ∩ · · · ∩Ms . Then
(π ′)+ I = R′. It follows that there is a lift g(t) ∈ R′[t] which is a preimage of g˜(t) and maps to
a separable polynomial in R′/I . Thus the discriminant of g(t) is a unit and S = R′[t]/(g(t)) is
etale over R′.
Let L¯/q(R′) be the Galois closure of q(S)/q(R′) with Galois group G and S¯ the integral
closure of R′ in L¯. Note that S¯/R′ is etale and G Galois because L¯ is formed by adjoining roots
of factors of g(t), which must have unit discriminants. Alternatively, one can form the Galois
closure S¯′ as in [LN, p. 42], which has Sn Galois group, and note that being etale over R′, S¯′
must be the direct sum of domains, any of which we can take for S¯ with Galois group G ⊂ Sn.
Let π¯ be a prime of S¯ over π ′. Then the stabilizer of π¯ is Cn ⊂ G, the cyclic group of order n
and can be identified with the Galois group of q(T )/q(R˜′). Let S′′ = S¯Cn , L′′ = q(S′′), and let
π ′′ ∈ S′′ be the prime defined by π¯ . Then q(S′′/π ′′) = q(R˜′) and q(S¯/π¯) = q(T ). Form the
cyclic algebra Δ(L¯/L′′, σ,π ′′) with Brauer class β . Since this algebra is Azumaya at all primes
except π ′′, β is only ramified at π ′′ with ramification q(T )/q(R˜′). Let α be the corestriction of β
to q(R′). By e.g. 0.1, α is the Brauer class we need. 
For the rest of the proof of 4.1, we try and reduce the general case to that of 4.2. To this end, we
need to understand when an extension T¯ /R¯′
π ′ comes from R˜
′ = R′/π ′, meaning T¯ = T ⊗
R˜′ R¯
′
π ′
for some etale T/R˜′. Let I be the conductor of R˜′ ⊂ R¯′
π ′ . We have the pullback square:
R˜′ ⊂ R¯′
π ′
↓ ↓
R˜′/I ⊂ R¯′
π ′/I.
Let J˜ ⊂ R˜′ and J¯ ⊂ R¯′
π ′ be the respective Jacobson radicals and set T¯I = T¯ /I T¯ . We have the
well known:
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(a) T¯ comes from R˜′ if and only if T¯ /J¯ T¯ comes from R˜′/J˜ .
(b) If T¯ /R¯′
π ′ is a G Galois extension, and T¯ /J¯ T¯ comes from a G Galois extension of R˜′/J˜ ,
then T¯ comes from a G Galois extension of R˜′.
Proof. Of course the condition in (a) is necessary, so assume T¯ /J¯ T¯ comes from R˜′/J˜ and prove
(a) and (b) simultaneously. Then J˜ /(I ∩ J˜ ) and J¯ /(I ∩ J¯ ) are both nilpotent, so T¯ /(I ∩ J¯ )(T¯ )
comes from R˜′/(I ∩ J˜ ). Going modulo I , we have that there is a finite etale extension TI of
R˜′/I and an R¯′
π ′ isomorphism φ : TI ⊗R˜′/I R¯′π ′/I ∼= T¯I . It is clear that in case (b) we can assume
TI /(R˜
′/I) is a G Galois extension and φ preserves the G action.
Set T ⊂ (TI × T¯ ) to be the subring of pairs (aI , a¯) such that φ(aI ⊗ 1) = a¯ + I T¯ . In (b), T
has inherited a G action. Since T¯ and TI are free modules of the same rank, it is clear that T is a
free module over R˜. Thus using φ there is a pullback square:
T ⊗
R˜′ T ⊂ T¯ ⊗R¯′
π ′
T¯
↓ ↓
TI ⊗R˜′/I TI ⊂ T¯I ⊗R¯′
π ′/I
T¯I .
Since the separating idempotents e ∈ T¯ ⊗R¯′
π ′
T¯ and eI ∈ TI ⊗R˜/I TI are unique, they define one
in T ⊗
R˜
T and T/R˜′ is etale. In a similar way, in (b), T/R˜′ is G Galois. 
The strategy is now to enlarge R˜′/J˜ in order to apply 4.3 and 4.2. We use a trick we will have
future need for, so we separate out the argument as a distinct result.
Proposition 4.4. Let R′, R˜′ = R′/π ′, and R˜/J˜ ⊂ R¯′
π ′/J¯ =
⊕
i ki be as above. Suppose
k ⊂ k′i ⊂ ki are such that k′i/k are separable and that, as a subring of R¯′π/J¯ =
⊕
i ki ,⊕
i k
′
i = k[θ¯ ]. Let g¯(t) be the minimum polynomial of θ¯ over R˜/J˜ .
(a) Let θ ∈ R¯′π be a preimage of θ¯ . Then there is monic preimage g˜(t) ∈ R˜′[t] such that g˜(θ) = 0.
(b) If g(t) ∈ R[t] is a monic lift of g˜(t), S = R[t]/(g(t)) is etale over R. Furthermore, S ⊗R R′
has a direct summand of the form R′′ = R′[t]/(g1(t)) such that R′′ is regular, etale over R′,
and the following holds. R′′ has a prime π ′′ over π ′ such that π ′′ has the following proper-
ties:
(i) R˜′ ⊂ R′′/π ′′ ⊂ R¯′
π ′ and θ ∈ R′′/π ′′.
(ii) k ⊂ R˜′/J˜ ⊂⊕i k′i ⊂ R′′/J ′′ ⊂ R¯′π ′/J¯ =⊕i ki .
Furthermore, we have:
(c) Let L/q(R′/π ′), σ be a cyclic Galois extension, and δ′1, . . . , δ′r ∈ R′ be a set of primes
( perhaps empty) which extend to primes δ′′1 , . . . , δ′′r ∈ R′′. Let g1(t), π ′′ and R′′ be as
in (a) and (b). Suppose there is an α′′ ∈ Br(q(R′′)) which ramifies at π ′′ with ramifica-
tion L/q(R′′/π ′′), σ and whose other ramification is only among the δ′′j . Then there is an
α′ ∈ Br(q(R′)) whose ramification at π ′ is L/q(R′′/π ′′), σ and all of whose other ramifica-
tion is at the δ′j .
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over R/π by 1, θ, . . . , θs−1 where s is the degree of g¯(t). Then the existence of g˜(t) is clear,
proving (a).
As for (b), since g¯(t) is separable, S/R is etale and S ⊗R R′ =⊕j R′[t]/(gj (t)) where
the gj (t) are irreducible and
∏
j gj (t) = g(t). It follows that g˜(t) =
∏
j g˜j (t) and θ is a root
of one of them, say g˜1(t). We let R′′ = R′′1 and let π ′′ be the prime of R′′ corresponding to t − θ
as a root of g˜1(t). The rest of (b) is now clear. Let α′′ be as in (c) and set α′ = Corq(R′′)/q(R′)(α′′) ∈
Br(q(R′)). Then by 0.1, (c) follows. 
Returning to the proof of 4.1, R¯′
π ′/J¯ =
⊕
i ki is a direct sum of fields and T¯ /J¯ T¯ is a direct
sum of cyclic Galois extensions of these ki . It follows that there are subfields k′i ⊂ ki such that
the k′i are separable over k and T¯ /J¯ T¯ comes from
⊕
i k
′
i . Using (I) there is a θ¯ ∈
⊕
i k
′
i such that⊕
k′i = k[θ¯ ]. We can apply 4.3 and 4.2 to the R′′ in 4.4, and 4.1 is proven.
In the next section we prove a result about the surjectivity of Br(q(R)) → Br(q(Rh)),
where Rh is the henselization. It turns out that a key aspect of this result is the need to lift cyclic
extensions and Brauer group elements over local rings. The lifting results we need are known
in the characteristic equal case, but not in general—largely as an oversight. The next theorem
covers that case also.
Theorem 4.5. Suppose R is a semilocal integrally closed domain with Jacobson radical J and
R/J = l =⊕i ki for fields ki . Let q be a prime power which is prime to the characteristic of
all ki . If q is odd, then:
(a) If α ∈ Br(l) has order dividing q , then α has a preimage in Br(R) of order dividing q .
(b) If L/l is a cyclic Galois extension of degree q , there is a cyclic Galois T/R such that
T ⊗R l ∼= L, the isomorphism preserving the Galois group actions.
If q = 2n, and ki(ρ)/ki is cyclic for all i where ρ is a primitive q root of one, then (a) and (b)
still hold.
Proof. For all prime power q , if ρ is a primitive q root of one, then ki(ρ)/ki is cyclic. To
prove 4.5 we begin with a special case:
Lemma 4.6. If ρ ∈ R, 4.5 holds.
Proof. In (a), α is a product of symbol algebras (a¯, b¯)n,k and if we choose a, b ∈ R preimages
of a¯, b¯, then the Azumaya symbol algebra (a, b)n,R is a lift for (a¯, b¯)n,k and (a) is clear. Part (b)
is the same using Kummer theory. 
We return to prove the general case of 4.5. Let f (t) be the minimum monic polynomial
of ρ over q(R), which must have coefficients in R since R is integrally closed. Form R′ =
R[t]/(f (t)). Then R′ is a semilocal domain which is again integrally closed since it is etale
over R. If J ′ is the Jacobson radical of R′, then R′/J ′ =⊕i ki[t]/(fi(t)) where fi(t) is the
image of f (t) in ki[t]. Thus R′/J ′ is a direct sum of fields kij where kij = ki(ρ) is a cyclic
extension of ki . The key observations are:
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a cyclic Galois extension. Suppose τ(ρ) = ρr generates the Galois group of F(ρ)/F .
(a) If q is odd, or r is not congruent to −1 modulo q , then every element of Br(F ) of order di-
viding q is the corestriction of an element of Br(F (ρ)). In the same way, every cyclic Galois
L/F,σ of degree q is the corestriction of a cyclic Galois L′/F (ρ), σ ′ also of degree q .
(b) If q is even and r is congruent to −1 modulo q , then every element of Br(F ) is a corestriction
from Br(F (ρ)) times a product of quaternion algebras. Every degree q cyclic Galois exten-
sion L/F,σ is a product of a corestriction of a degree q cyclic over F(ρ) and a quadratic
extension.
Proof. The Brauer group cases of (a) and (b) are in [Me]. The corresponding result [S0] for
cyclic Galois extensions is in a different language, so we need to make a few comments.
Set F ′ = F(ρ). Let τ have order m, so rm − 1 is divisible by q . In (a), we can assume (e.g.
[S0, p. 257]) that (rm − 1)/q is prime to q . In (b), we can assume r = −1.
If L′/F (ρ), σ ′ is a cyclic Galois extension of degree q , then L′ = F ′(a1/q) where σ ′(a1/q) =
ρa1/q . Thus writing L′ as F(a1/q) specifies both the extension and the generator of the Galois
group. The τ conjugate of L′/F ′ then has the form F ′(τ (a)s/q), where rs − 1 is divisible by q .
We begin with (a). Up to q powers, we can write a = brm−1 and so τ(a)s as τ(b)rm−2 . It follows
that the corestriction, L/F,σ , of L′/F ′, σ ′ can be described as follows. Consider L′′ = F ′(M1/q)
where M = brm−1τ(b)rm−2 , . . . , τm−1(b). Then τ extends to L′′ by setting τ(M1/q) to have the
form Mr/q/b(rm−1)/q . There is a choice here so that the extension of τ has order m and L is the
τ fixed field of L′′. But this is just the description of all cyclic Galois extensions in [S0, p. 258].
and so (a) is done.
In (b), the τ conjugate of L′/F ′ is F ′(τ (a)−1/q) and so the corestriction is defined as fol-
lows. Let L′′ = F ′(M1/q) where M = a/τ(a) and extend τ by setting τ(M1/q) = 1/M1/q . The
corestriction L/F is the τ fixed field. In [S0, p. 258] it is shown that all L/F have the following
form. Let b ∈ F and a ∈ F ′, and form L′′ = F ′(M1/q) where M = bn/2τ(a)/a. Then τ extends
to L′′ by setting τ(M1/q) = (M1/q)−1b, and L is the τ fixed field. Then (b) follows. 
We can now prove 4.5 in general. We will do the cyclic Galois case, as the Brauer group
case is exactly the same. Let J ′ ⊂ R′ be the Jacobson radical and l′ = R′/J ′ =⊕ij kij . If L/l
is cyclic Galois of degree n, then L =⊕Li where Li/ki is cyclic Galois of degree n. Since
quadratic extensions lift (4.6), we may assume each Li is the corestriction of an Li1/ki1. Let
L′i =
⊕
j Lij where Li1/ki1 is as given and Lij /kij is split for j > 1. Set L′ =
⊕
i L
′
i , a cyclic
degree n Galois extension of l′. Then the corestriction of L′/l′ is L/l. By 4.6 L′/l′ lifts to a
cyclic Galois T ′/R′ and taking corestriction we are done. 
5. A surjectivity result
This section is the core of the paper. As always, let R be a regular local ring of dimension
two. In 1.1 we proved that the composition Br(q(R)) →⊕P⊂R H 1(q(R/P ),Q/Z) → μ−1 is
the zero map. In this section we show this is exact. A key part of the argument involves the
relationship between Br(q(R)) and Br(q(Rh)), and in the process we noticed the surprising fact
that Br(q(R)) → Br(q(Rh)) is surjective most of the time. Of the two results, we feel the second
is more fundamental. These two results are the focus of this section, and intersection of the two
proofs is quite large.
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Let Rh be the henselization and p the characteristic ( perhaps 0) of the residue field of R. When
the characteristic of q(R) is not 2, assume that, for all n, adjoining a 2n root of one to q(R) is
a cyclic extension of q(R). Then the natural restriction map Br(q(R)) → Br(q(Rh)) of Brauer
groups is surjective on elements of prime to p order.
Remark. Looking at the proof to come, we note that the hypothesis of 5.1 about 2n roots of one
can be dropped if we restrict ourselves to odd order elements.
Theorem 5.2. Let R be a regular excellent 2 dimensional local ring with field of fractions q(R).
Then the sequence
Br
(
q(R)
)′ → ⊕
P⊂R
H 1
(
q(R/P ),Q/Z
)′ → μ−1
is exact.
The proof of these results will take most of this section. In both cases, the main work will be in
analyzing which elements of
⊕
P⊂Rh H 1(q(Rh/P ),Q/Z) come from Br(q(Rh)) and Br(q(R)).
Often, we will be able to reduce to elements of
⊕
P⊂Rh H 1(q(Rh/P ),Q/Z) which either are
nonzero at one prime, or at one prime and at one fixed nonsingular prime.
We begin with a definition. Let R be as above, and π a prime of R. We say L/q(R/π),σ is
unramified if this extension is unramified with respect to the integral closure R¯π . Note that this
means L = T¯ ⊗R¯π q(R¯π ) where T¯ /R¯π , σ is cyclic Galois. Note also that this is stronger than
saying the ramification map rπ sends this extension to 1, both because R¯π can have multiple
primes whose effects cancel, and because the residue fields of R¯π are larger than k. In 5.5 we
note that for so-called purely inseparable primes of Rh (including nonsingular primes), mapping
to 1 ∈ μ−1 is equivalent to being unramified.
If δ is a nonsingular prime of R, then δ is also a nonsingular prime of Rh and they all arise in
this way (up to units). Some of the detailed results we need are:
Proposition 5.3.
(a) Suppose πh ∈ Rh is a prime and δ ∈ R is a prime nonsingular at the closed point. Let
L/q(R¯h
πh
), σ be a cyclic extension of degree qr where q is a prime unequal to the charac-
teristic of k. Then there is an αh ∈ Br(q(Rh)) such that αh only ramifies at πh and δ, and
the ramification of αh at πh is L/q(Rh/πh), σ .
(b) Suppose πh lies over the prime π of R. In (a), there is an α ∈ Br(q(R)) with image α′h ∈
Br(q(Rh)) such that α only ramifies at π and δ and the ramification of αh − α′h is itself
unramified.
To prove 5.3, let k = R/M = Rh/Mh be the residue field of R and Rh. As usual for any
prime π , let R¯π be the integral closure of R/π in q(R/π). Let πh be a prime of Rh. Let R¯hπh
be the integral closure of Rh/(πh). By 0.4 R¯h
πh
is a local ring with residue field we write as kπ .
Since in (a) we may take R = Rh, we can assume πh lies over a prime π of R. By 1.3 and direct
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residue field kπ . It follows that R¯hπh is the henselization of R¯π localized at P .
First we observe we can enlarge k if needed. Suppose k′ = k(θ¯) is a finite separable extension
of k of degree prime to q and g¯(t) is the minimal monic polynomial of θ¯ over k. Let g(t) ∈
R[t] be a monic preimage and R′ = R[t]/(g(t)). Of course, R′ is a regular local 2 dimensional
excellent domain. Choose π ′ a prime of R′ over π such that [q(R′/π ′) : q(R/π)] is prime to q .
Lemma 5.4. Proving 5.3 for R′ and π ′ implies it for R and π .
Proof. Clearly R′h = Rh[t]/(g(t)) and π ′ extends to a prime π ′h of R′h such that π ′h lies
over πh and [q(R′h/π ′h) : q(Rh/πh)] is prime to q . Using corestriction parts (a) and (b) are
clear. 
Because of 5.4 we can assume k has cardinality larger than any fixed number and we do so
without further comment. Returning to the main line of our argument, of course kπ/k is a finite
extension. If kπ/k is purely inseparable, we say πh is purely inseparable. If π is unipoint and πh
is purely inseparable, we say π is purely inseparable. Let us note some easy properties of purely
inseparable unipoint primes.
Lemma 5.5. Suppose π is a unipoint purely inseparable prime with extension πh.
(a) Let ρ be a root of unity of order prime to p. Then ρ ∈ kπ implies ρ ∈ k which implies ρ ∈ Rh.
(b) Let L/q(R/π),σ have degree q prime to p and ramification ρ ∈ μ−1. Then the order of ρ
is the ramification index of L/q(R/π) with respect to the discrete valuation domain R¯π .
(c) In (b), if ρ = 1 then L/q(R/π) is unramified and comes from a cyclic extension of R/π .
Proof. Part (a) is obvious, and (b) is not much harder since kπ/k has degree prime to q . As
for (c), we know L/q(R/π) comes from a cyclic extension T¯ /R¯π . Since every degree q cyclic
extension of kπ comes from k, we are done by 4.3. 
Using corestriction we can reduce 5.3 to the case πh is purely inseparable.
Proposition 5.6. In order to prove 5.3, it suffices to consider the case πh is purely inseparable.
Proof. Let θ¯ ∈ kπ be such that k(θ¯) is the maximal separable extension in kπ/k. If g¯(t) is the
minimum polynomial of θ¯ let g(t) ∈ R[t] be a monic preimage. Set R′ = R[t]/(g(t)) which
has henselization R′h = Rh[t]/(g(t)) since g(t) is necessarily irreducible over Rh. But R¯h
πh
is
henselian so if g˜(t) ∈ (R/π)[t] is the image of g(t), there is a θ˜ ∈ R¯h
πh
which is a root of g˜(t) and
maps to θ¯ . Let π ′h ∈ R′h be the prime associated to the factor t− θ˜ of g˜(t) and π ′ the restriction of
π ′h to R′. Then q(R′h/π ′h) = q(Rh/πh) so R¯h
πh
is the integral closure of R′h/π ′h. In particular,
π ′h is purely inseparable. The nonsingular prime δ extends uniquely to a primes of Rh, R′, and
R′h and we call all these primes δ. By assumption, there is an αh′ ∈ Br(q(R′h)) with ramification
only at π ′h and δ and ramification L/q(R¯h
πh
), σ at π ′h. In particular, αh′ does not ramify at any
other extensions of πh. Taking corestrictions and using 0.1, we have shown (a). In (b), suppose
α′ ∈ Br(q(R′)) is such that its image and αh′ only differ by unramified ramification. Since this
property is preserved by corestriction, (b) is clear. 
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Lemma 5.7. Assume πh ∈ Rh is a purely inseparable prime and Lh/q(R¯h
πh
), σ is a cyclic Galois
extension of degree, n, prime to p. Let ρ be the ramification of this cyclic extension as defined
in Section 1. Suppose π is a prime of R lying under πh. Set P ⊂ R¯π to be the maximal ideal
induced by R¯h
πh
and RP the localization of R¯π at P .
(a) There is a cyclic extension L2/q(R¯π ), σ2 with ramification ρ at RP and which is unramified
at all the other maximal ideals of R¯π .
(b) Let Lh2/q(R¯hπh), σ2 be the element of H 1(q(R¯hπh),Q/Z) which is the image of the ex-
tension in (a). Then Lh2/q(R¯hπh), σ2 has ramification ρ at the closed point. Furthermore,
Lh/q(R¯h
πh
), σ is the product of a cyclic extension Lh1/q(R¯hπh), σ1 and Lh2/q(R¯hπh), σ2 where
Lh1/q(R¯
h
πh
) is unramified.
Proof. Let n2 be the order of ρ which by 5.5 is the ramification index of Lh/q(R¯πh). It follows
that ρ ∈ k. Then part (a) follows from the following result 5.8. To state this result, suppose T
is a semilocal Dedekind domain with field of fractions K and let P be a maximal ideal of T .
Suppose ρ is a root of unity of order n in T/P (implying that n is prime to the characteristic of
this field and K). Assume all the residue fields of T have the same characteristic. Let T ′ = T [ρ]
and let P ′ ⊂ T ′ be a prime ideal over P . Since T ′/T is etale, T ′ is a semilocal Dedekind domain
and hence is a UFD. In particular, there is a δ′ ∈ T ′ which has valuation one with respect to P ′
and is a unit at all the other prime ideals of T ′.
Lemma 5.8. For any such δ′, let L′ = q(T ′)(δ′1/n) with the canonical generator σ ′ of its Galois
group over q(T ′). Let L/q(T ), σ be the corestriction of L′/q(T ′), σ ′. Then this extension has
ramification ρ at P and is unramified at all the other prime ideals of T .
Proof. We may assume n is a prime power. Let K ′ = K(ρ). T ′ is the integral closure of T in K ′.
The prime ideal P of T splits completely in T ′. If G is the Galois extension of K ′/K , then G is
generated either by τ such that τ(ρ) = ρm and ρm 
= ρ−1, or by σ such that σ(ρ) = ρ−1, or by
both such a τ and such a σ . Call these cases 1, 2, or 3. In cases 1 and 3 we can let s be the order
of m modulo q and choose the integer m such that (ms − 1)/q is prime to q (e.g. [S0, p. 257]).
In these cases define Mτ(x) = xms−1τ(x)ms−2 , . . . , τ s−1(x). Set b = Mτ(δ′), or b = σ(δ′)/δ′, or
b = Mτ(σ(δ′)/δ′) in cases 1, 2, 3, respectively. Let L′ = K ′(b1/n). By [S0, pp. 258–260], in all
cases L′ = L ⊗K K ′ where L/K is cyclic Galois. It is clear that L/K is ramified as described.
By the argument in 4.7 L/K is the corestriction of L′/K ′ as required. 
We return to the proof of 5.7, specifically part (b). Let δ be a prime element of R¯π defined
by the maximal ideal of R¯h
πh
. Then δ is prime in R¯h
πh
and the first statement of (b) is clear.
Lh1/q(R¯
h
πh
), σ1 can be defined as the product of L/q(R¯hπh), σ and the inverse of L
h
2/q(R¯
h
πh
), σ2.
It is unramified by 5.5. 
Thus to prove 5.3(a) in the case πh is purely inseparable we can consider two distinct cases.
One case will be when L/q(R¯h
πh
) is unramified and the other is 5.10 to follow. Let us settle the
easy unramified case first, but state the result more generally.
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there is an α ∈ Br(q(R)) which ramifies only at π with ramification L/q(R/π),σ .
Proof. By 5.5 L/q(R/π) is unramified at R¯π and we are done by 4.1. 
Since all primes of Rh are unipoint, 5.9 plus 5.10 finishes 5.3(a). In addition, 5.3(b) is also
immediate from 5.10, to which we turn. Let π ∈ R be a prime which lies under the prime πh
of Rh. Let δ be a nonsingular prime of R. Set R¯π to be the integral closure of R/π and P ⊂ R¯π
the maximal ideal associated to πh as in 1.4.
Proposition 5.10. Let n be a prime power not divisible by the characteristic of k and ρ a prim-
itive n root of one in R¯π/P . Let π , πh, etc. be as above. In particular, we assume πh is purely
inseparable.
(a) There is an α ∈ Br(q(R)) with the following properties. α only ramifies at π and δ. The
ramification of α at π is itself unramified at all the prime ideals of R¯π except P , and at P
this ramification itself has ramification ρ.
(b) Let αh ∈ Br(q(Rh)) be the image of α. Then αh has the following properties. αh is only
ramified at the extensions of π and at δ. At all the extensions of π except πh the ramification
of αh is itself unramified, and at πh this ramification itself has ramification ρ.
Proof. Part (b) follows from (a). Also, since πh is purely inseparable, ρ ∈ k so ρ ∈ Rh. It will
take some time to prove 5.10(a). At this point it is convenient to observe:
Lemma 5.11. Suppose 5.10(a) holds for a unipoint purely inseparable prime π . Let L/q(R/π),
σ be any cyclic extension of degree n prime to p. Then there is an α ∈ Br(q(R)) which ramifies
only at π and δ and whose ramification at π is L/q(R/π),σ .
Proof. Suppose α′ ∈ Br(q(R)) ramifies only at π and δ and its ramification at π itself has ram-
ification of order n at R¯π . Then after modifying by a power of α′, we can assume L/q(R/π),
σ is unramified and we are done by 5.9. 
Before we can say more we need to consider what happens when we add a root of one, ρ,
to R. For the moment we do not assume ρ ∈ k.
Let ρ be a primitive n root of one over R, where n is a prime power not divisible by the
characteristic of k. Suppose f (t) ∈ R[t] is the minimum monic polynomial of ρ over R. Set
R′ = R[t]/(f (t)) which is Galois over R with abelian group H . We also write R′ = R(ρ). If H¯
is the Galois group of k(ρ)/k, then we can identify H¯ with a subgroup of H . R′ is semilocal and
modulo its Jacobson radical it is the direct sum of [H : H¯ ] copies of k(ρ). We set R∗ = R′ ⊗R Rh
and note by the henselian property that R∗ can be written as a direct sum of [H : H¯ ] copies of
R′h = Rh(ρ).
If π is a prime of R let Hπ ⊂ H be the stabilizer of some and hence all extensions of π
to R′. If π extends to a purely inseparable prime πh, it is easy to see that H¯ ⊆ Hπ ⊆ H , but
otherwise there is no obvious connection between H¯ and Hπ . Let π ′ ∈ R′ generate a prime
over π . Consider a sequence of blow-ups X → Spec(R) such that the strict transform, C, of
π = 0 is nonsingular, meets each exceptional line of X → Spec(R) in at most one point, and
each point of C is on only one exceptional line. Form X′ = X ×Spec(R) Spec(R′). Set X¯ ⊂ X to
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the maximal ideal M of R. Then H¯ is the stabilizer of any of the Mi . Choose coset representatives
of H¯ in H , 1 = h1, h2, . . . , hs , numbered so that Mi = hi(M1). Choose f ∈ M2 ∩ · · · ∩Ms with
f /∈ M1. Set U1 = Spec(R′(1/f )) and Ui = hi(U1). Then it is clear that the Ui form an affine
open cover of Spec(R′) and that Ui contains Mi and none of the other Mj ’s. It is also clear that X′
can be obtained by patching sequences of point blow-ups Xi → Ui where Xi is the hi conjugate
of X1 → U1. If X¯1 is the closed fiber of X1 → U1, then X¯1 = X¯ ×k k(ρ). It is immediate from
the above discussion that if Ei ⊂ X is a limb, then its preimage in X′ is a disjoint union of limbs.
We can number things so that the unique maximal of R′h lies over M1.
In the special case ρ ∈ k or H¯ = 1, then Rh = R′h. The maximal ideals of R′ form a single
free orbit under the H action. Furthermore, X¯1 ∼= X¯. If πh ∈ Rh is a purely inseparable prime,
then the degree of ρ over Rh/πh is the same as the degree of ρ over kπ which is the degree of ρ
over k and hence R′ = R(ρ) over R. It follows that πh has a unique extension to a prime π ′h
of R′h.
We are ready to state some properties of this set-up. With π as above, let π1, . . . , πs be the
extensions of π to R′. Let C ⊂ X be the strict transform of {π = 0} and C1, . . . ,Cs ⊂ X′ the
strict transforms of {πi = 0}. Note that Ci may map to more than one closed point of Spec(R′).
Lemma 5.12. Assume C is nonsingular, meets each exceptional line of X → Spec(R) in at most
one point, and each point of C is only on one exceptional line.
(a) The Ci are nonsingular and disjoint and meet each exceptional line of X′ → Spec(R′) in at
most one point, and each point of Ci is on only one exceptional line.
(b) Let P ′ ∈ X′ be a point on C1. There is a unipoint prime η′1 of R′ such that if D′1 ⊂ X′ is the
strict transform of η′1 = 0 then D′1 contains and is nonsingular at P ′ with tangent distinct
from that of C1 and D′1 contains no other point of X′.
(c) Let E′1 ⊂ X′ be an exceptional line containing P ′, and suppose E′1 is unique. Let Q′ be
another point of E′1, not on C1, on no other exceptional line, and with the same residue field
as P ′. There is a unipoint prime η′2 ∈ R′ whose strict transform D′2 ⊂ X′ contains and is
nonsingular at Q′ with tangent distinct from E′1. D′1 −D′2 is the divisor of η′1/η′2 in X′.
(d) Let E′1, E′2 ⊂ X′ be two exceptional lines containing P ′. Let Q′1 ∈ E′1 and Q′2 ∈ E′2 be other
points, with the same residue field as P ′, not on C1, and on no other exceptional line. There
are unipoint primes η′2, η′3 ∈ R′ with strict transforms D′2,D′3 such that the D′i contains and
is nonsingular at Q′i , have tangent distinct from the E′i , and D′1 −D′2 −D′3 is the divisor in
X′ of η′1/(η′2η′3).
Proof. Part (a) follows because X′ ×X C is etale over C. We turn to (b), (c) and (d). Note that if
the unique point in Spec(R) does not split in Spec(R′), then (b), (c) and (d) follow from 3.8(a)
and 2.3. The main issue is to find the η′1 in (b), the η′2 in (c), and the η′i in (d) which are as needed
on X1 → U1 and trivial on the others. We show how to do this in (b) as the other case are exactly
parallel. In (c) and (d), note that 2.3 as applied to U1 shows the that η′1/η′2 or η′1/(η′2η′3) define
the divisors we claim.
Since R′/R is etale, MR′ = J ′ = M1 ∩ · · · ∩ Ms is the Jacobson radical of R′. More so, if
N > 0, R′/JN ∼=⊕i R′/M ′Ni . If Spec(R′i ) = Ui as above, then R′/MNi ∼= R′i/MNi . By 3.8 we
can find an η1 as needed with respect to X1 → Spec(R′1). By 3.5 there is an integer N such that
if η′ is congruent to η1 modulo MN , then η′ is also as needed with respect to X1 → Spec(R′ ).1 1 1 1
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Then η′1 is as needed. 
Let us use 5.12(b) to reduce 5.10 to a simpler case.
Lemma 5.13. In order to prove 5.10, we may assume π is a unipoint prime of R which splits
completely in R(ρ).
Proof. Since ρ ∈ Rh, we can assume R ⊂ R′ ⊂ Rh. Let π ′ = π1 ∈ R′ be the prime over π de-
fined by πh. R¯′
π ′ is the integral closure of R
′/π ′, so R¯π ⊂ R¯′π ′ ⊂ R¯hπh . Let P ′ ⊂ R¯′π ′ be the
maximal over P defined by R¯h
πh
. In the notation of 5.12, π ′ corresponds to C1 and P ′ to a point
on C1 as in 5.12(b). Let γ ′ = η′1/η′2 or γ ′ = η′1/(η′2η′3) be as in 5.12(c) or (d) respectively, de-
pending on whether P ′ is on one or two exceptional lines. Let γ˜ ′ be the image of γ ′ in q(R′/π ′).
Then γ˜ ′ has valuation 1 with respect to P ′ and is a unit with respect to all the other prime ideals
of R¯′
π ′ . Consider L
′ = q(R′/π ′)(γ˜ ′1/n). By 5.8 the corestriction of L′/q(R′/π ′) has the ramifi-
cation required at π . Form the symbol algebra class α′ = (γ ′,π ′)n,q(R′). Then α′ ramifies only
at π ′ and the unipoint primes η′i . Let ηi be the restrictions of the η′i to R. Clearly the ηi are
unipoint, and since H has no stabilizer on P ′, the ηi split completely in R′. Since R¯π/P is kπ ,
all the primes ηi are purely inseparable.
Let α∗ ∈ Br(q(R)) be the corestriction of α′. Then α∗ ramifies only at π and the ηi . By our
assumption and 5.11, there are αi which ramify only at ηi and δ, and whose ramification at ηi is
the inverse of that of α∗. Then setting α = α∗α1α2 or α = α∗α1α2α3, 5.13 is proven. 
We are ready to prove 5.10. Of course, we have that πh is purely inseparable and lies over a
unipoint prime π ∈ R, meaning we can identify π = πh. Furthermore, we can assume π splits
completely in R′ and that n is a prime power. Let X → Spec(R) be a sequence of blow-ups of
minimal length such that the strict transform, C, of π = 0 is nonsingular. By assumption C has a
unique point P and C splits completely in X′ = X×R R′. Let φ : X → X1 be the last blow-up in
the sequence with exceptional line E. By minimality P ∈ E. For the same reason, if P1 ∈ X1 and
C1 ⊂ X1 are the images of P , C, then the multiplicity of C1 through P1 must be larger than 1.
Since this is the multiplicity of E in φ∗(C1), it follows from e.g. 2.2 that C and E intersect with
multiplicity bigger than 1. That is, they have the same tangent at P . As in the proof of 5.13, there
are two cases, depending on whether P is on one or two exceptional lines. We do the first case,
as the second is similar.
As before we can assume R′ ⊂ Rh, and take δ to be a nonsingular prime of R and hence R′
and Rh. We take π ′ to be the prime of R′ induced by π as a prime of Rh. Let P ′ be the point
induced by R¯hπ on the exceptional line E′1. By 5.12 there is a unipoint D′ ⊂ X′ defining η′ ∈ R′
such that D′ contains and is nonsingular at P ′ and has tangent different from E′1. Again, there
is a point Q′ 
= P ′, Q′ ∈ E′1, with the same residue field and not on any other exceptional line.
Further, there is a unipoint D∗′ ⊂ X′ containing and nonsingular at Q′, with tangent different
from E′1, and such that D′ − D∗′ is the divisor of γ ′ = η′/η∗′. Just as in the proof of 5.13,
we can let α′ be the Brauer class of (γ ′,π ′)n in Br(q(R′)). Then α′ ramifies only at π , η′, η′′,
and the ramification of α′ at π itself has ramification ρ. Set α = Corq(R′)
q(R)
(α′) and let η, η∗, be
the restrictions of η′ and η∗′ respectively to R. The same computation as in 5.13 shows that
proving 5.10 for π reduces to proving it for η′ and η∗′.
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of D′ and D∗′, then D′1 and D′′1 are already nonsingular, as are their images D1,D∗1 ⊂ X1, so the
strict transform of η = 0 and η∗ = 0 is already nonsingular in X1.
By induction on the number of blow-ups in X → Spec(R), we have reduced to the case that π
itself is nonsingular. If π and δ have distinct tangents then the corestriction of the symbol algebra
(π ′, δ)n yields the needed Brauer class. If not, we introduce a third nonsingular prime ζ , with
distinct tangent, and consider the Brauer class induced by the corestriction of (π/δ, ζ )n. 
To sum up, we have proven 5.10 which yields 5.3. It is time to tackle 5.1 and 5.2. We have the
diagram:
Br(q(R)) −→ ⊕π H 1(q(R/π),Q/Z) → μ−1
↓ ↓ ↓
Br(q(Rh)) −→ ⊕πh H 1(q(Rh/πh),Q/Z) → μ−1.
The next key result is:
Proposition 5.14. Suppose γ h ∈⊕πh H 1(q(Rh/πh),Q/Z) maps to 1 in μ−1 and is the image
of γ ∈⊕π H 1(q(R/π),Q/Z). Then there is an α ∈ Br(q(R)) whose image αh ∈ Br(q(Rh)) has
ramification γ h.
Proof. By 5.3 we can assume all the components of γ h are unramified. Let π ∈ R be a prime and
L/q(R/π),σ the component of γ at π . Then the prime ideals of R¯π correspond to the factors of
π = π1, . . . , πs of π in Rh and each R¯hπi is the henselization of R¯π localized at the corresponding
prime ideal. Thus L/q(R/π) is unramified at each of the prime ideals of R¯π , implying it comes
from an extension of R¯π . Thus 5.14 follows from 4.1. 
We are ready to prove 5.1 and 5.2. We begin with the later. Suppose γ ∈⊕π H 1(q(R/π),
Q/Z) maps to 1 in μ−1. Then the image
γ h ∈
⊕
πh
H 1
(
q
(
Rh/πh
)
,Q/Z
)
is the image of some α ∈ Br(q(R)). That is, we may assume γ h = 0. But then all the components
of γ are unramified and we are done by 4.1.
Turning to 5.1, let αh ∈ Br(q(Rh)) map to γ h ∈⊕πh H 1(q(Rh/πh),Q/Z). As a first step,
we show that γ h is the image of some γ ∈⊕π H 1(q(R/π),Q/Z). By 5.3 we may assume all
the nonzero components of γ h are unramified, or occur at a single nonsingular prime—which
also implies that component is unramified.
Lemma 5.15. Let n be prime to the characteristic of k and let π ∈ R be a prime which factors
into primes π1, . . . , πs of Rh. Let Li/q(Rh/πi), σi be degree n unramified cyclic extensions.
Then under the hypotheses of 5.1 there is a degree n L/q(R/π),σ which maps to all of them.
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Thus 5.15 is equivalent to finding L/q(R/π) with these residue extensions, and this is 4.5. 
Now 5.1 is immediate from 5.14.
6. Genuine surfaces
We can view Section 1 as the study of the Brauer group of q(R) where R is a henselian regular
local surface. Section 5 studies the Brauer group of q(R) for R regular local dimension 2 but not
necessarily henselian. In this section we want to describe the Brauer group of K where K is the
field of fractions of a general surface. Some of this material is known but hard to find in print.
Much of it can be thought to be an extension of the discussion in [M, pp. 106–110]. We attempt,
for the sake of the reader, to stick to etale cohomology as developed in that book.
To proceed, let S be a nonsingular surface with field of fractions K = F(S). By this we mean
a two dimensional excellent separated nonsingular integral Noetherian scheme projective over
some affine scheme. A curve on S will mean a codimension 1 subscheme and a point on S
will be a codimension 2 subscheme. However, “generic point” will have its usual meaning. If F
is a torsion etale sheaf of X then F ′ will be the subsheaf of elements of order prime to all
characteristics. Note that H 0(X,F ′) = H 0(X,F)′.
For every curve C ⊂ S, the stalk RC =OS,C defines a discrete valuation domain and hence a
ramification map 0 → Br(RC)′ → Br(K)′ → H 1(F (C),Q/Z)′ → 0 where H 1(F (C),Q/Z) =
H 1(GF(C),Q/Z) and GF(C) is the absolute Galois group of the residue field F(C). By e.g.
[S1, p. 30] we have that Br(S) =⋂C⊂S Br(RC) the intersection being over all curves on S. Thus
there is an exact sequence
0 → Br(S)′ → Br(K)′ →
⊕
C⊂S
H 1
(
F(C),Q/Z
)′
and our goal is to study the cokernel of the rightmost map.
In Section 1 we saw that when S = Spec(R) for R regular local, there is a map r:⊕
C H
1(F (C),Q/Z)′ → μ−1 and in Section 5 we showed that Br(K)′ →⊕C⊂S H 1(F (C),
Q/Z)′ → μ−1 is exact in this case. On this slim ground we consider the local case as “known”
and try and use it to get at the general case. To some extent all we will need is the henselian case.
We proceed by applying etale cohomology and the following exact sequence.
Let S be as above, and Gm the sheaf of units. Let g : Spec(K) → S the generic point
and g∗Gm,K the push forward of the units sheaf on Spec(K). For each curve C ⊂ S, let
ιC : Spec(F (C)) → S be the generic point of C and ιC∗Z the pushforward of the constant
sheaf Z. There is an exact sequence 0 → Gm → g∗Gm,K →⊕C⊂S iC∗Z → 0 of etale sheaves
(e.g. [M, p. 72]). This yields the exact sequence
H 2(S,Gm) → H 2(S, g∗Gm,K) →
⊕
C⊂S
H 2(S, ιC∗Z)
→ H 3(S,Gm) → H 3(S, g∗Gm,K)
which we investigate.
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f : X → S and F is an etale sheaf on X. To study these we use the Leray spectral sequence
Hp
(
S,Rqf∗F
) ⇒ Hp+q(X,F)
in the case p + q = 2 and f is either g : Spec(K) → S or ιC : Spec(F (C)) → S. Since R0f∗ =
f∗ one term of the spectral sequence appears in the sequence above. To understand the higher
derived sheaves we recall the following. Suppose p is a geometric point of S corresponding to a
separable closure. Let i : Spec(Rp) → S be a stalk in the etale topology, meaning that Rp is the
strict henselization of OS,q for q the image of p. For easy reference we quote the standard result
(e.g. [M, p. 88]).
Lemma 6.1. The stalk of Rif∗F at p is Hi(X×S Spec(Rp),π∗F) where π : X×S Spec(Rp) →
X is the projection.
With the above lemma in mind let us describe X ×S Spec(Rp) in all of our cases.
Lemma 6.2. Suppose Spec(Rp) → S is as above.
(a) Let g : Spec(K) → S be as above. Then Spec(K) ×S Spec(Rp) = Spec(Kp), where Kp =
q(Rp) is the field of fractions of Rp . In the notation of the above lemma, π∗(Gm,K) =
Gm,Kp .
Suppose C ⊂ S is a curve and ιC : Spec(F (C)) → S is as above.
(b) If q is not on C, Spec(F (C))×S Spec(Rp) is the empty set.
(c) If q is the generic point on C, Spec(F (C)) ×S Spec(Rp) = Spec(F (p)) where F(p) is the
residue field of Rp and hence separably closed.
(d) If q is a closed point on C, Spec(F (C)) ×S Spec(Rp) = Spec(F (p,C)) where F(p,C) is
as follows. Let P ⊂OS,q correspond to C and let P1, . . . ,Pk be the prime ideals of Rp lying
over P . Then F(p,C) =⊕i q(Rp/Pi). In this case π∗Z is the constant sheaf Z.
Proof. (a) Rp is the direct limit of etale neighborhoods T and Spec(K) ×S Spec(T ) =
Spec(K ⊗OS,q T ) = Spec(q(T )). The first statement follows by taking direct limits. The open
subsets of Spec(K) are the set of Spec(L) for L/K finite separable and so the second sentence
follows from the description of π∗.
Part (b) is clear, and (c) follows because if R =OS,C has maximal ideal P , F(C) = R/P and
R/P ⊗ T = T/PT for T/R etale. But etale implies unramified.
As for (d), let T be an etale neighborhood ofOS,q . Then F(C)⊗T is the total ring of fractions
of R/P ⊗ T = T/PT . The only thing left to observe is that there are only finitely many prime
ideals of Rp lying over P , which follows because Rp is Noetherian. 
One use of the above lemma is to show the standard results:
Lemma 6.3.
(a) R1g∗Gm,K = R1ιC∗Z = 0.
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0 → H 2(S, g∗Gm,K) → H 2(K,Gm) → H 0
(
R2g∗Gm,K
)
and
0 → H 2
(
S,
⊕
C
ιC∗Z
)
→
⊕
C
H 2
(
F(C),Z
)→⊕
C
H 0
(
S,R2ιC∗Z
)
.
(c) H 3(S, g∗Gm,K) and H 3(S,Gm) are torsion groups.
Proof. In (a), the first is an etale sheaf whose stalk at any geometric point p is H 1(q(Rp),Gm)
which is 0 by Hilbert 90. For the second sheaf, the cohomology at the empty set or at a sepa-
rable closed field must be 0, so the only real case is where p lies over a closed point q on the
curve C. By (d), the stalk of R1ιC∗Z is H 1(F (p,C),Z) = 0 since F(p,C) is a finite direct
sum of fields, and for a field F ′, H 1(F ′,Z) = Hom(GF ′ ,Z) = 0 since Z has no torsion. Part (b)
follows from (a) and the spectral sequence.
As for (c), we begin with the first fact. We use the spectral sequence
Hp
(
S,Rpg∗Gm,K
)⇒ Hp+q(K,Gm).
Since H 3(K,Gm) is torsion, we need only look at the kernel of H 3(S, g∗Gm,K) → H 3(K,Gm).
But this kernel is the image of H 0(S,R2g∗Gm,K) so it suffices to show that R2g∗Gm,K is torsion.
But this is the sheafification of a presheaf of the form U → Br(F (U)) making this clear. The
kernel of H 3(S,Gm) → H 3(S, g∗Gm,K) is the image of ⊕C H 2(S, ιC∗Z). This later group
embeds in
⊕
C H
2(K,Z) ∼=⊕C H 1(K,Q/Z) and so it is clearly torsion. 
We can further describe some of the cohomology groups in (b) above, once we restrict to
prime to the characteristic parts. From the sheaf property and 6.2 and 6.3 there is an injection
H 0(S, g∗Gm,K)′ →∏p H 2(Rp ×K,Gm)′ where the product is over all the stalks. Note that the
stalk at the codimension 0 point is a separably closed field, and if p lies over a codimension one
point then Kp is the field of fractions of a strictly henselian discrete valuation domain and in both
cases the cohomology (Brauer) group is 0. Thus the product above can be taken over all strict
henselizations at closed points. This is part (a) of:
Lemma 6.4.
(a) The maps to stalks defines an injection
H 0
(
S,R2g∗Gm,K
)′ →∏
p
H 2(Kp,Gm)
′
the product being over all strict henselizations Rp at closed points and Kp being the field of
fractions of Rp .
(b) The map to stalks defines an injection
H 0
(
S,R2ιC∗Z
)′ → ∏
p→C
H 2
(
F(p,C),Z
)′
where the product is over all stalks over closed points of C and F(p,C) is as in 6.2(d).
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We need to link the derived functors R2g∗Gm,K and the R2ιC∗Z. To state the result,
let Rp be a stalk at a closed point q on C. Recall that F(p,C) =⊕i F (Ci) where Ci corre-
spond to the prime ideals Pi ⊂ Rp over P defining C. There is a map r ′p,C : H 2(Kp,Gm) →
H 2(F (p,C),Z) =⊕i H 2(F (Ci),Z) defined as the sum of the maps induced by the valua-
tion associated to each Ci . If C does not contain the image of p we define r ′p,C = 0. Fixing C
but varying p, we have r ′C :
∏
p H
2(Kp,Gm) →∏p∈C H 2(F (p,C),Z) whose p component
is r ′p,C .
Proposition 6.5. There is a natural sheaf morphism ψ : (R2g∗Gm,K)′ →⊕C R2ιC∗Z such that
the induced diagram below commutes.
H 2(K,Gm)′ −→ H 0(S,R2g∗Gm,K)′ −→ ∏p H 2(Kp,Gm)′
↓ ↓ ↓⊕
C H
2(F (C),Z)′ −→ ⊕C H 0(S,R2ιC∗Z)′ −→ ⊕C(∏p→C H 2(F (p,C),Z)′).
Furthermore, the left vertical map is sum of the maps induced by the valuation associated to
each C and the right vertical map is the sum of r ′C ’s.
Proof. It is enough to prove this for a single C. Note that g : Spec(K) → S and ιC :
Spec(F (C)) → S factor through h : Spec(OS,C) → S. Write g = h ◦ g′, ιC = h ◦ ι′ and
R = OS,C a discrete valuation ring. Let Rˆ be the strict henselization of R, which is one
stalk of Spec(R) while the separable closure Ks ⊃ K is the other. Note that for i > 0,
Riι′∗Z = 0 because the cohomology at both stalks is clearly 0. Furthermore, R1g′∗Gm,K = 0
as before while R2g′∗Gm,K embeds in H 2(q(Rˆ),Gm) and H 2(q(Rˆ),Gm)′ = 0. This im-
plies R2g′∗G′m = 0. Using the spectral sequence we have that R2ιC∗Z = R2h∗(ι′C∗Z) and
R2g∗G′m,K = R2h∗(g′∗Gm,K). Thus to define ψ it is enough to define ψ ′ : g′∗Gm,K →
ι′C∗Z which is just the valuation. That the vertical maps are as claimed is an easy exer-
cise. 
Since 0 → Z → Q → Q/Z → 0 is exact, and Hi(F,Q) = 0 for i > 0 and any field F , we
have H 2(F (C),Z) = H 1(F (C),Q/Z) = Homc(GF(C),Q/Z) and similarly for H 2(F (Ci),Z).
We frequently identify H 2(F,Z) and H 1(F,Q/Z).
It is well known that Br(S) embeds in Br(K) (e.g. [M, p. 145]). Furthermore, Br(S)′ =⋂
C Br(OS,C)′ by e.g. [S1, p. 30]. Since 0 → Br(OS,C)′ → Br(K)′ → H 1(F (C),Q/Z)′ → 0
is exact (e.g., [AB, p. 289]) we have:
Lemma 6.6.
(a) The sequence 0 → Br(S)′ → Br(K)′ →⊕C H 1(F (C),Q/Z)′ is exact.
(b) The sheaf map (R2g∗Gm,K)′ →⊕C R2ιC∗Z is injective.
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H 2(Kp,Gm)
′ →
⊕
C
H 2
(
F(p,C),Z
)
.
Since every height one prime ideal of Rp lies over some C, the kernel of this map is Br(Rp)′
which is 0 (e.g. [Se, p. 194]). 
Just to recall what it means we write F(p,C) =⊕Ci/C F (Ci). Further recall that Kp =
q(Rp) is the field of fractions of the strict henselization. Let
∏
p represent the product over
all points of S, and let
∏
p→C represent the product over all points of S on the curve C.
Define Γ to be the cokernel of H 2(K,Gm) → ⊕C H 1(F (C),Q/Z) and Δ the cokernel
of
ψ :
∏
p
Br
(
q(Rp)
)→⊕
C
( ∏
p→C
⊕
Ci |C
H 1
(
F(Ci),Q/Z
))
.
Finally, for any field F we write H 2(F,Gm) = Br(F ). Altogether we have the diagram:
0 0
↓ ↓
H 2(S, g∗Gm,K)′
f1−→ ⊕C H 2(S, ιC∗Z)′  KH 3(S,Gm)′
↓ ↓ ↓
Br(K)′ f2−→ ⊕C H 1(F (C),Q/Z)′  Γ
↓ ↓
H 0(S,R2g∗Gm,K)′ ↪→ ⊕C H 0(S,R2ιC∗Z)′ ↓
∩| ∩|∏
p Br(Kp)′ ↪→
⊕
C(
∏
p→C
⊕
Ci/C
H 1(F (Ci),Q/Z))′  Δ
where KH 3(S,Gm) is the kernel of H 3(S,Gm) → H 3(S, g∗Gm,K) and f1, f2 have kernel
Br(S)′. Our goal is to study Γ , but first we make some easy observations from this diagram.
To state (b) below, let q be a closed point of a curve C ⊂ S and R =OS,q the Zariski stalk. Let
rC,q : H 1(F (C),Q/Z)′ → μ−1 be the map rP defined in Section 1, where P ⊂ R is the prime
ideal associated to C.
Lemma 6.7.
(a) H 2(S, g∗Gm,K)′ can be identified with the subgroup of Br(K)′ which maps to 0 in all
Br(Kp)′.
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rC,q(χC) = 0 for all C and all closed points q on C. Then H 2(S,⊕C ιC∗Z)′ can be identi-
fied with a subgroup of A.
Proof. Part (a) is obvious. As for (b), let Rp be a stalk with residue field kp and let Pi ⊂ Rp
correspond to Ci which lies over C, so F(Ci) = q(Rp/Pi). Set R¯i to be the integral closure
of Rp/Pi with residue field ki . Then kp is separably closed so ki/kp is purely inseparable and
hence has degree a power of the characteristic. In addition, R¯i is strictly henselian and so all
extensions are totally ramified. It follows that rPi : H 1(F (Ci),Q/Z)′ → μ−1 is an isomorphism.
Thus if χC ∈ H 1(F (C),Q/Z) maps to 0 in H 1(F (Ci),Q/Z) for all Pi ⊂ Rp and Rp lies over
OS,q it follows that rq,C(χC) = 0 by 1.5.
Remark. It is clear from the proof of 6.7(b) that H 2(S,⊕C ιC∗Z)′ can somehow be thought of
as the χC which have rq,C(χC) = 0 on all of the branches of C through all q .
We turn to our main goal of studying Γ .
Lemma 6.8. The induced map KH 3(S,Gm)′ → Γ is injective.
Proof. Suppose x ∈ KH 3(S,Gm)′ maps to 0 in Γ . The element x is the image of x′ ∈⊕
C H
2(S, ιC∗Z). Let x′ map to y ∈
⊕
C H
1(F (C),Q/Z). By assumption, y is the image
of some y′ ∈ Br(K)′. Since y maps to 0 in ⊕C H 2(S,R2ιC∗Z)′, we have that y′ → 0 ∈
H 0(R2g∗Gm,K), implying that y′ is the image of y′′ ∈ H 2(S, g∗Gm,K)′. Since y′′ → x′, we
have x = 0. 
The next issue is the kernel of Γ → Δ which we write as Θ . So suppose x ∈ Γ maps to 0
in Δ. If x′ ∈⊕C H 1(F (C),Q/Z)′ is a preimage of x, and x′ → y′ ∈⊕C H 0(S,R2ιC∗Z)′, we
claim y′ is the image of y ∈ H 0(S,R2g∗Gm,K)′. Since x maps to 0 in Δ, it is clear that the
images of y′ in the stalks all come from the stalks of R2g∗Gm,K . Let F be the sheaf quotient of⊕
C R
2ιC∗Z by the subsheaf R2g∗Gm,K . Then if y′ maps to y′′ ∈ F(S), it is clear y′′ has all 0
stalks and thus is 0, implying y exists as needed. The spectral sequence implies the exactness of
H 2(K,Gm) → H 0(S,R2g∗Gm,K) → H 3(S, g∗Gm,K) and we set φ(x) to be the image of y in
H 3(S, g∗Gm,K).
Theorem 6.9. φ is a well defined homomorphism from Θ to H 3(S, g∗Gm,K)′ with kernel the
image of KH 3(S,Gm)′.
Proof. The ambiguity in the definition of φ comes in the choice of preimage x′ of x. But any
two such differ by the image of x′′ ∈ H 2(K,Gm)′. Since x′′ maps to 0 in H 3(S, g∗Gm,K)′, this
does not change φ(x). On the other hand, suppose φ(x) = 0, implying that y is the image of
x′′ ∈ H 2(K,Gm)′. Then the image of x′′ and x′ both map to y′, and so x′ − x′′ is the image of
z ∈⊕C H 2(S, ιC∗Z)′, and z maps to some z′ ∈ KH 3(S,Gm)′. Since x′′ maps to 0 in L, x is the
image of z′. 
We consider φ a bit more.
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(a) The image of φ is the intersection of the kernels of
H 3(S, g∗Gm,K)′ → H 3(K,Gm)′
and
H 3(S, g∗Gm,K)′ →
⊕
C
H 3(S, ιC∗Z)′
which is the same as the intersection of the kernel of
H 3(S, g∗Gm,K)′ → H 3(K,Gm)
and the image of H 3(S,Gm)′.
(b) Let U ⊂ S be open. The composition Θ → H 3(S, g∗Gm,K)′ → H 3(U,g∗Gm,K)′ is just the
map φU defined using the surface U instead of S.
Proof. We do the harder direction of (a), the other one being similar but easier. Suppose
γ ∈ H 3(S, g∗Gm,K)′ is in the intersection of these kernels. From the spectral sequence γ is
the image of some γ ′ ∈ H 0(S,R2g∗Gm,K)′ and if γ ′ maps to γ ′′ ∈⊕C H 0(S,R2ιC∗Z)′, then
γ ′′ maps to 0 in
⊕
C H
3(S, ιC∗Z)′. From the spectral sequence γ ′′ is the image of γ ′′′ ∈⊕
C H
1(F (C),Q/Z)′, and the image of γ ′′′ in Γ is the preimage of γ . Note that, from the long
exact sequence, the image of H 3(S,Gm)′ is the kernel of H 3(S, g∗Gm,K)′ → H 3(S,⊕C ιC∗Z)′
Part (b) is immediate from naturality. 
Thus to full study Γ we need to describe the map Γ → Δ. To make sense of this map we first
study Δ. To begin with, we can rewrite⊕
C
∏
p→C
⊕
Ci/C
H 1
(
F(Ci),Q/Z
)′
more simply as
∏
p(
⊕
Cp
H 1(F (Cp),Q/Z)′) where the Cp run over all the curves of Spec(Rp).
The induced map ψ :∏p Br(Kp)′ →∏p(⊕Cp H 1(F (Cp),Q/Z))′ is by 6.5 the product of the
maps ramp : Br(q(Rp))′ →⊕Cp H 1(F (Cp),Q/Z)′. By 1.7 the cokernel of ramp is (μ−1)′.
Thus Δ is the product of (μ−1)′ over all Rp .
To understand the map Γ → Δ we proceed as follows. Suppose an element of Γ has preim-
age (χC)C ∈⊕C H 1(F (C),Q/Z)′. Let q be a closed point on C1, . . . ,Cr and Rp the strict
henselization of OS,q . Let Cij be the curves of Spec(Rp) lying over Ci . By 1.5 the composition
H 1
(
F(C),Q/Z
)′ −→⊕
Cij
H 1
(
F(Cij ),Q/Z
)′ ramp−→ μ−1
is just the map rq,C defined in Section 1. We form the direct sum over all closed points q ∈ S so
we have a map r :⊕C H 1(F (C),Q/Z)′ →⊕q μ−1 and we know by 1.1 that the composition
r ◦ ram : Br(K)′ →⊕ H 1(F (C),Q/Z)′ →⊕ μ−1 is the trivial map. The following is clear.C q
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(a) The map Γ → Δ =∏p μ−1 is induced by (χC)C → (rq) ∈∏q μ−1 where the product is
over all closed points of S and rq =∑Ci rq,Ci (χCi ), the sum being over all curves Ci of S
containing q .
(b) Θ is the homology of
Br(K)′ ram−→
⊕
C
H 1
(
F(C),Q/Z
)′ r−→⊕
q
μ−1.
By 6.9 we have an exact sequence 0 → KH 3(S,Gm)′ → Θ → H 3(S, g∗Gm,K)′ and of
course, by the definition, we have an exact sequence 0 → KH 3(S,Gm)′ → H 3(S,Gm)′ →
H 3(S, g∗(Gm,K))′. This suggests Θ is closely related to H 3(S,Gm)′.
Theorem 6.12. We can identify Θ with the kernel of H 3(S,Gm)′ → H 3(K,Gm)′. That is, if S
is an excellent regular Noetherian surface of dimension 2 there is a sequence:
0 → Br(S)′ → Br(K)′ →
⊕
C
H 1
(
F(C),Q/Z
)′ →⊕
q
μ−1
which is exact at all places except
⊕
C H
1(F (C),Q/Z) and there the homology is isomorphic
to the kernel of H 3(S,Gm)′ → H 3(K,Gm)′.
Proof. We begin this proof with:
Lemma 6.13. Suppose U ⊂ S is open such that Z = S −U is a finite union of closed points.
(a) H 2(S,Gm)′ ∼= H 2(U,Gm)′.
(b) H 3(S,Gm)′ → H 3(U,Gm)′ is injective.
Proof. Starting with (a), both these groups are Brauer groups. Since S is regular, the restriction
map is injective. By [S1, p. 30], an element of Br(U) has to ramify along codimension one
curves, implying it is in the image of Br(S).
Turning to (b), suppose γ ∈ H 3(S,Gm)′ maps to 0 in H 3(U,Gm). Let nγ = 0 for n prime to
any characteristic. There is an exact sequence of etale sheaves
0 → μn → Gm n−→ Gm → 0
where n induces the same map on all cohomology. Thus γ is the image γ ′ ∈ H 3(S,μn). For
any n′, the kernel of H 3(S,μn′) → H 3(U,μn′) is the image of H 3Z(S,μn′) [M, p. 92]. But
by [M, p. 241] this group is 0, so H 3(S,μn′) → H 3(U,μn′) is injective. Let γ ′U ∈ H 3(U,μn)
be the image of γ ′, which must map to 0 in H 3(U,Gm). That is, γ ′U is the image of some
γ ′′ ∈ H 2(U,Gm) = H 2(S,Gm). But γ ′′ must map to γ ′ showing that γ = 0. 
Let us return to 6.12. We are going to perform this proof by restricting to open sets as in 6.13.
Let us first note that if gU : Spec(K) → U is the generic point, and ιC,U : Spec(F (C)) → U is
1578 D.J. Saltman / Journal of Algebra 320 (2008) 1543–1585the generic point of U ∩C, then (gU )∗Gm,K is the restriction of g∗Gm,K to U and ιC,U ∗Z is the
restriction of ιC∗Z to U . It thus makes sense to write these restrictions as g∗Gm,K and ιC∗Z.
We define Φ : Θ → H 3(S,Gm)′ as follows. Suppose γ ∈ Θ is the image of γ ′ = (χC)C ∈⊕
C H
1(F (C),Q/Z)′. Let C1, . . . ,Cr be the curves where χCi 
= 0. By 6.11 the only points q
where rq,C(χC) 
= 0 must be intersection points of the Ci and hence must be finite in number. If Z
is that finite set of points, let U = S −Z. By 6.7 γ ′ is the image of some γ ′′ ∈ H 2(U,⊕C ιC∗Z)′
which maps to γ ′′′ ∈ KH 3(U,Gm)′.
Proposition 6.14. γ ′′′ is in the image of H 3(S,Gm)′.
Proof. By induction we can assume S − U is exactly one point z. There is an exact sequence
H 3(S,Gm) → H 3(U,Gm) → H 4z (S,Gm) by [M, p. 92] and by [M, p. 93] H 4z (S,Gm) ∼=
H 4z (Spec(Rz),Gm) where Rz is the henselization of OS,z. Thus to prove this we may assume
S = Spec(Rz). But for this S we know by 1.7 that Θ = 0, implying the result. 
Using 6.14 we define Φ(γ ) to be the unique element of H 3(S,Gm)′ mapping to γ ′′′. Since Φ
is the inverse of the injective map KH 3(U,Gm)′ → Γ of 6.8 it is well defined and injective.
For the rest, we would like to directly compare Φ and the map φ of 6.10. This is technically too
difficult, but we can draw a small fact from 6.10 which turns out to be enough.
Lemma 6.15. Suppose η ∈ H 3(S, g∗Gm,K)′ is in the image of φ from 6.10. Then there is a finite
set of points Z ⊂ S such that if U = S −Z, η maps to 0 in H 3(U,g∗Gm,K).
Proof. Suppose η = φ(γ ) and γ is the image of (χC)C ∈⊕C H 1(F (C),Q/Z). As above, if Ci
are the curves with χCi 
= 0 and Z is the intersection points of this curves, then (χC)C is in the
image of H 2(U,
⊕
C ιC∗Z)′ and hence, in the notation of 6.10, φU(γ ) = 0 implying our result
by naturality. 
Now we can prove the surjectivity of 6.12. Suppose β ∈ H 3(S,Gm)′ maps to 0 in
H 3(K,Gm)′. Let β ′ ∈ H 3(S, g∗Gm,K)′ be its image. By 6.10 β ′ is in the image of φ. By 6.15
there is a U = S−Z as in 6.15 such that β ′ maps to 0 in H 3(U,g∗Gm,K). If β ′′ is the image of β
in H 3(U,Gm)′, then β ′′ is the image of some element γ ′ ∈ H 2(U,⊕C ιC∗Z)′ we can regard as
an element of
⊕
C H
1(F (C),Q/Z)′. The image of γ ′ in Θ is our preimage and this proves 6.12.
Theorem 6.12 has a consequence whose significance is not yet clear. Note that here, and only
here, we assume S is projective over a separably closed field.
Theorem 6.16. Let S be a surface projective over a separably closed field. Let π : S′ → S be the
result of a sequence of blow-ups. Then the map H 3(S,Gm) → H 3(S′,Gm) is an isomorphism
when restricted to the elements going to 0 in H 3(F (S),Gm).
Proof. Let U ⊂ S be the set such that π : π−1(U) → U is an isomorphism, so S − U is a finite
set of points. Set E = π−1(S −U). We have the commutative diagram:
H 3(S,Gm) −→ H 3(S′,Gm)
↓ ↓
3 ∼ 3 ′H (U,Gm) = H (S −E,Gm)
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phism. It follows that H 3(S,Gm) → H 3(S′,Gm) is injective.
For the surjectivity, we may assume S′ → S is one blow-up and so E ∼= P1k , k being the
residue field at the unique point S − U . Let α ∈ H 3(S′,Gm) be represented by (χC)C ∈⊕
C⊂S′ H 1(F (C),Q/Z). If χE 
= 0, we can modify by a Brauer F(S′) element and assume
χE = 0. Thus we can view (χC)C as in ⊕C⊂S H 1(F (C),Q/Z). If this element over S has the
sum of all ramifications at all points equal to 0, we are done. Of course, by assumption, this is
true for S′. Thus to finish this result we prove:
Proposition 6.17. Suppose R is a regular local ring of dimension 2 and residue field k. Let P ⊂ R
be a prime ideal corresponding to the curve C ⊂ Spec(R). Let α ∈ H 1(F (C),Q/Z). Suppose
X → Spec(R) is the blow-up of R at the point and Q1, . . . ,Qr are the intersection points of the
strict transform of C and the exceptional divisor, and ki is the residue field of X at Qi . Then
rP (α) =∑i[ki : k]rQi (α).
Proof. Let R¯P be the integral closure of R/P in q(R/P ). Suppose R(u) represents an affine
open subset U ⊂ X, where uy = x and (x, y) is the maximal ideal of R. Another affine piece,
which together cover, is Spec(R(v)) where vx = y. The Qi above correspond to maximal ideals
of the semilocal local rings (R/P )(u˜) or R/P (v˜) or both. If Ri is the stalk of X at Qi , and
Pi ⊂ Ri corresponds to the strict transform, then Ri/Pi is the localization of (R/P )(u˜) or
(R/P )(v˜) at the corresponding maximal ideal. Looking at one affine piece, (R/P )(u˜) ⊂ R¯P (u˜)
and the later is the localization of R¯P at all the primes Q where vQ(x) vQ(y), and each of these
Q lies over a unique maximal ideal of (R/P )(u˜). The remaining prime ideals lie over maximals
of (R/P )(v˜). All together the prime ideals of R¯P are partitioned among the Qi , and the integral
closure of Ri/Qi is the localization of R¯P at those prime ideals corresponding to Qi . The result
is now clear from the formula for rP . 
7. Splitting ramification
Now we change direction a bit and consider the splitting of ramification for α ∈ Br(K),
where K is the fraction field of a surface S. In [S2] we showed that every prime degree q 
= p,
a degree q division algebra D/K was cyclic, but only in the case S was proper over Spec(Zp)
for the p-adic integers Zp .
The method used in [S2] involved showing that there was a degree q Kummer extension that
split all the ramification. In this section we show just this fact, for very general S, but assuming S
contains a primitive q root of one. We will make considerable use of the results and terminology
of [S2], some of which we briefly review.
So let S be an excellent Noetherian regular surface of dimension 2 which is quasi-projective
over an affine scheme. The key consequence of this assumption is that every finite set of points
is contained in a single affine open subset. We further assume OS contains a primitive q root of
one, for q a prime unequal to any residue characteristic. Suppose α ∈ Br(K) is of order q . If Ci is
the full set of curves on S where α ramifies, and Li/F (Ci), σi is the ramification of α at Ci , we
call the set of Li/F (Ci), σi the ramification data and the union of the Ci as the ramification
locus of α. After blowing up we may assume that the Ci are nonsingular curves and intersect in
normal crossings. Intersection points among the Ci are called nodal points. By assumption they
lie on exactly two curves with distinct tangents. Points on exactly one curve are called curve
points. By assumption they are nonsingular points on those curves.
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the ramification locus into four categories—hot, cool, chilly, and cold. Let P be a nodal point at
the intersection of C1 and C2. Recall that P is a cold point if one, and hence both, of the covers
Li/F (Ci) are ramified at P . In the other three cases there are residue extensions L¯i/F (P ), σ¯i
defined. P is a cool point if both covers split at P . P is a hot point if as extensions L¯1/F (P )
and L¯2/F (P ) are distinct. Finally P is a chilly point if L¯1/F (P ) = L¯2/F (P ) and σ¯1sP = σ¯2. sP
is called the coefficient of P with respect to C1. We showed that if α has a hot point, it cannot
have index q and so we assume there are no hot points. We showed that after a blow up, we could
eliminate cool points and loops of curves all nodes of which were chilly—so-called chilly loops.
We assume this has been done.
The goal of this section is to find a π ∈ K such that K(π1/q) splits all the ramification of α. As
we proceed, we will successively refine our choice of π until we are done. To begin with, let si
be the order of π at Ci . If all the si are prime to q , then K ′ = K(π1/q) kills all the ramification
of α at all the Ci . From now on we assume this about π . As observed in [S2], this implies that
we can define βCi ∈ Br(F (Ci)), called a residual class, as follows. If RC =OS,C is the stalk at
a curve C among the Ci , and since π has order prime to q at C, then K ′ = K(π1/q) is totally
ramified at C and it follows that R′C , the integral closure of RC in K ′, is a discrete valuation ring
with residue field F(C). Moreover, since the ramification of α at C has been split, α maps to an
element of Br(R′C) which maps to βC ∈ Br(F (C)). Finally we note [S2] that if L/F(Ci) does
not split βCi , then α does not have index q and we therefore assume Li/F (Ci) does split βCi
whenever defined, saying thereby that α is residually split.
We quote from [S2]:
Theorem 7.1. Suppose α is as above and the divisor (π) is equal to
∑
i siCi +E where all the si
are prime to q , and the support of E does not contain any Ci or any nodal points. Let P be an
intersection point of Ci and Cj with coefficient sP with respect to Ci . Set K ′ = K(π1/q).
(a) Suppose P is a chilly point. Then K ′ splits all the ramification of α over P if and only if
sP = sj (si)−1 in (Z/qZ)∗.
(b) Suppose P is a cold point. Then K ′ splits all the ramification of α at P if and only if βCi is
unramified at P .
In fact we can show the following, which we quote from [S2].
Theorem 7.2. Let α, Ci be as above. Elements si ∈ (Z/qZ)∗ can be chosen such that for any
chilly point P on the intersection of Ci and Cj , sP = sj (si)−1 where sP is the coefficient with re-
spect to Ci . Furthermore, there is a π ∈ K , such that π has valuation si at the Ci , (π)−∑i siCi
does not contain any nodal points or Ci in its support, and with respect to K ′ = K(π1/q), all
of the residual Brauer classes βCi are trivial. In particular, K ′ splits all the ramification of α at
the Ci and at all the nodal points.
Henceforth (until we change it) we will assume (π) =∑i siCi + E has the properties speci-
fied in 7.2.
This as far as we got in [S2] in splitting all ramification for general S. The remaining difficulty
involves points on the intersection of E and the Ci . One can think of this as (π) “biting back.”
To continue, let R be a regular local two dimensional domain with maximal ideal M and δ ∈ R
a prime element. Then R/δR is a one dimensional domain with integral closure we denote R¯δ .
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all containing R/M = k. If k′ ⊃ k is an extension field, we say F(δ¯) contains k′ if all the direct
summands contain k′. Let C be a curve along which α ramifies with ramification L˜/F (C), σ˜ .
A lift of this ramification is a q cyclic Galois extension L/K,σ which is unramified at C and
has residue extension L˜/F (C), σ˜ . Let P be a curve point on C, and πC ∈ RP =OS,P a prime
defining C at P . Note that the ramification data L˜/F (C), σ˜ can only ramify at nodes, and so
is not ramified at P . Thus we can define L¯/F (P ) to be the residue field extension, which has
degree either q or 1. If δ is a prime of RP , we say δ is a split prime at P if F(δ¯) contains L¯.
Proposition 7.3. Suppose δ is a split prime of RP . If L¯ 
= F(P ), then δ has multiplicity of the
form mq at P . Assume v is a valuation of K over P . Then either v(δ) is a multiple of q or the
residue field of v contains L¯.
Proof. For the first part, let η ∈ RP be a prime nonsingular at P and assume L¯ 
= F(P ). By
0.3(d), the intersection multiplicity of δ = 0 and η = 0 at P is a multiple of q . In particular, if η
has tangent distinct from any tangent of δ = 0, then δ has multiplicity a multiple of q . When the
residue field F(P ) is finite, note that multiplicities are unchanged after etale extensions. Thus
we can extend F(P ), with L¯ 
= F(P ) preserved, and be assured such an η exists.
As for the second part, we are done if L¯ = F(P ). If not, we can form the blow-up X →
Spec(RP ) with exceptional line E. Then v lies over E or a point of E. Let D be the curve in
Spec(RP ) defined by δ. As a divisor on X, (δ) = mqE+D′ where D′ is the strict transform of D.
If v lies over E, or a point on E not on D′, it is clear that v(δ) is a multiple of q . Assume then
that v lies over P ′ on E and D′. Set R′ =OX,P ′ with residue field F(P ′). If F(P ′) contains L¯,
then so does the residue field of v. If not, in R′ we can write δ = ymqδ′ where δ′ defines D′.
The integral closure of R′/δ′ is a localization of R¯δ and so F(δ¯′) contains L¯. We are done by
induction on the blow-ups resolving δ = 0. 
It turns out that we can use norms to create split primes. The following shows why we used
the term “split.”
Lemma 7.4. Suppose L/K is a lift of L˜/F (C) and P is a curve point of C. Assume L/K is not
ramified at P . Let RP =OS,P and let T be the integral closure of RP in L. Suppose δ ∈ RP is a
prime that splits in T . Then δ is a split prime.
Proof. Since T/RP is etale, T is regular. If L¯ = F(P ), there is nothing to prove, so we suppose
otherwise. Since RP is a UFD, L = K(u1/q) where u ∈ R∗P . Thus L˜ = F(C)(u˜1/q) where u
maps to u˜. Let u˜′ ∈ RP /δRP be this other image of u. Since δ splits in L, u˜′ is a q power in
q(RP /δRP ). It follows that u˜′ is a q power in R¯δ and hence in F(δ¯), as needed. 
We will use 7.4 to identify split primes. Note that δ splitting in L depends on our choice of
lift L but our definition of split prime does not. Let P ∈ C be a curve point and πC ∈ RP =OS,P
the prime defining C. We find split primes useful because:
Proposition 7.5. Suppose π ′ = πsCΔ ∈ RP where all the primes dividing Δ are split primes and s
is prime to q . Then K ′ = K(π ′1/q) splits all the ramification of α over P .
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Thus, for some σ , L = K(u1/q), σ is a lift of the ramification data of α at C. Suppose v lies
over P . Then α′ is unramified with respect to v, v(u) = 0 and v(πC) > 0. Thus the ramification of
α with respect to v has the form k(u¯1/q), σ ′ where k ⊃ F(P ) is the residue field of v. If k contains
L¯ = F(P )(u¯1/q) or v(πC) is a multiple of q , then α is unramified at v. Otherwise, by 7.3, v(Δ)
is divisible by q so v(π ′) is prime to q and K ′/K ramifies at v splitting the ramification of α
by 0.1. 
We return to refining our choice of π , which so far has been chosen as in 7.2. The issue is to
arrange to counteract the currently uncontrolled part of (π). Write (π) =∑i siCi +∑j tjEj +
qE where all the tj are prime to q and none of the Ej goes through a nodal point.
Proposition 7.6.
(a) Let P be a curve point on Ci and L/F(Ci), σi the ramification of α at Ci . If L/F(Ci) is
split at P , then α is itself unramified at all DVRs lying over P .
(b) Let P be as above where L˜/F (Ci) is not split. Then the intersection multiplicity of
∑
j tjEj
and Ci at P is a multiple of q .
Proof. If RP is the stalk of S at P , there is a δ ∈ RP with divisor ∑j tjEj where we have
dropped terms not going through P . We can write α = α′ + (u,πi)q where α′ ∈ Br(Rp), πi
defines Ci at P , and u is a unit at P with image u¯ in F(P ).
In (a), u¯ is a q power. If v is a discrete valuation lying over P , then α′ is unramified with
respect to v and the residue field of v contains F(P ). Thus the ramification of α with respect to v
is defined by some power of u¯1/q and thus is trivial.
Turning to (b), since the residual class βCi is split it is certainly unramified at P . We are done
after we prove:
Lemma 7.7. Suppose P , Ci , L/F(Ci), RP , and πi are as above and L˜/F (C) is not split at P .
In RP suppose π ′ = vπsCδ′ηq where s is prime to q , v ∈ R∗P and δ′, η are not divisible by πC .
Suppose β ′ ∈ Br(F (C)) is the residual class of α with respect to K ′ = K(π ′1/q). Then β ′ is
unramified at P if and only if the intersection multiplicity of δ′ = 0 and C at P is a multiple of q .
Proof. It is important to recall we have assumed P is a nonsingular point on C. We can write
α = α′ + (u,πC)q as above where now the image u¯ ∈ F(P )∗ is a non q power. Let s′s be
congruent to 1 modulo q . Then, in Br(K ′), α has the same image as α′ + (us′ , v−1δ′−1)q and β ′
is the image of this class in Br(F (C)). The image of α′ is unramified at P . If vP is the valuation
on F(C) corresponding to P , the ramification of β ′ at P is given by an extension k(u−s′vP (δ˜′)/q)
where δ˜′ is the image of δ′ in F(C). This shows β ′ is unramified if and only if vP (δ˜′) is a q
multiple. But by 0.3(c) this is the intersection multiplicity. 
By 7.6(a) we can ignore points P on the ramification locus where the ramification itself splits.
In particular, it suffices to prove our result on a new S where any of these points are removed.
Thus:
Corollary 7.8. We can assume
∑
j tjEj intersects all points of all the Ci with multiplicity a mul-
tiple of q .
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and Ej , and at least one point on each Ci and Ej . If any of these curves has no codimension 2
points the argument below extends easily.
Proposition 7.9. There is a z ∈ K defined at all Ci such that z maps to q powers in F(Ci) and
(z) =∑j tjEj +E′ where the prime to q components of E′ miss all the marked points.
Proof. Let R be the localization (stalk) at all the marked points. Then R is a UFD by 0.3(a).∑
j tjEj is principal in R and so has the form (z). Let I (Ci) ⊂ R be the ideal associated to
the curve Ci . R/I (Ci) is the stalk of the curve Ci at all the marked points on Ci . In particular,
since Ci is nonsingular, R/I (Ci) is a semilocal Dedekind domain (and hence a PID). It follows
from 7.8 that if z˜i is the image of z in R/I (Ci), then the divisor (z˜i ) = (f qi ) for some fi ∈
R/I (Ci). Thus z˜i = v˜if qi for v˜i a unit in R/I (Ci). Note that fi is a unit at all relevant nodal
points since its divisor misses these.
Now (I (Ci)+ I (Cj )) is the intersection of the maximal ideals corresponding to nodal points
on both Ci and Cj . Since z has a unique image in each nodal point, the image of v˜i and v˜j must
differ by a q power. Since R/I (Ci) is semilocal, we can adjust the fi by a unit and assume the v˜i
have equal images at all nodal points. Thus by 0.3(b) there is a v ∈ R∗ a preimage of all the v˜i .
Adjusting z by v−1, we are done. 
Next we consider creating lifted extensions L/K over a series of curves, and with further good
properties. The first step is the following result. Recall we have assumed K has a primitive q root
of one ρ and that we have blown up to eliminate chilly loops. Write Li = F(Ci)(u1/qi ).
Proposition 7.10.
(a) There is a choice of ui such that the following holds. Let P be a nodal point at the inter-
section of Ci and Cj . If P is a chilly point, then ui and uj have the same nonzero image in
F(P ). If P is a cold point, then ui and uj are defined and hence 0 at P .
(b) There is a u ∈ K defined on all Ci such that u maps to the ui in (a) and the divisor (u) misses
all marked points except cold nodal points.
Proof. We begin with (a). Suppose P is a chilly nodal point. Then Li/F (Ci) are unramified at all
such P . Choose the ui ∈ F(Ci)∗ such that σi(u1/qi )/u1/qi = ρ. Thus ui has valuation a multiple
of q at such P . At the cold points, the ui have prime to q valuation. By weak approximation
we can modify ui by a q power, constrained at each nodal point, such that all the ui are units
at all the chilly points and have positive valuation at any cold points. Note that for any finite
set of additional predesignated non-nodal points, we can also assume the ui are units at those
additional points (since Li/F (Ci) is unramified there also).
If s is the coefficient at P with respect to Ci , then usj /ui maps to a q power in F(P ). By 7.2
we can choose si ∈ (Z/qZ)∗ for each Ci such that if vi = usii , then vi/vj maps to a q power in
each F(P ). Again by weak approximation we can assume the vi and vj map to the same element
in each F(P ), proving (a). As for (b), we proceed exactly as in 7.9. 
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a lifting of all the Li/F (Ci) and (δ) =∑j tjEj + E′ where E′ contains none of the Ci or Ej
and E′ misses all the non-cold marked points.
Proof. Set δ = zu, where z is from 7.9 and u is from 7.10. 
Lemma 7.12. There is an x ∈ K such that (x) =∑j tjEj +E′′ where the support of E′′ does not
contain any Ci , or any of the components of E′, any of the intersection points of E′ components
and Ci ’s, or any intersection points of the Ci ’s. Furthermore, all the curves in E′′ with prime
to q coefficients in (x) are split at any intersection point with a Ci .
Proof. Enlarge the set of marked points to include points on all components of E′ and all in-
tersection points of E′ components and Ci ’s. Let R be the stalk of S at all these marked points
and T the integral closure of R in K(δ1/q). Note that T is a normal semilocal ring, but need
not be regular. Let P be the set of all the prime ideals of T extending prime ideals correspond-
ing to Ci , Ej , and the components of E′. Note that the Ej extend uniquely because K(δ1/q) is
ramified at those prime ideals.
We claim we can choose w ∈ T which, for all j , has value tj at the prime ideal extending Ej ,
is a unit at all other prime ideals in P , and is a unit at all points over intersection points of among
the Ci and between Ci ’s and E′ components. To see this, let Pj ⊂ T correspond to the extension
of the Ej , {Mk} be all the points in Spec(T ) over nodal points, Ci and E′ component intersection
points, and intersection points among the E′ components not on any Ej . Finally, let Ql be all the
primes over Ci and E′ components which do not contain any of the Mk points. Since T is normal,
its localization at a finite set of height one prime ideals is a UFD. Thus there is a w′ ∈ T with
value tj with respect to all the Pj and value 0 with respect to all the Ql . Let I be the intersection
of all P tj+1j and all Ql . By construction, I ∩M1 ∩· · ·∩Mk−1 +Mk = T , so by 0.2 and induction
there is a w which maps to a nonzero element modulo any Mk and is congruent to w′ modulo I .
This w is as claimed.
Now let N : K(δ1/q) → K be the norm map and x = N(w). Then x has valuation tj with
respect to Ej since K(δ1/q) is ramified there. If RP is the stalk at any point the image of an Mk
point, then the localization, T ′, of T at the points over P is the integral closure of RP , and so
N(T ′∗) ⊂ R∗P . In particular, x is a unit at all such P . Finally, let D be a curve in E′′. Then E′′
does not contain such P and is not among the Ci and components of E′. If D ∩ Ci does not
contain any intersection point of a component of E′ and Ci , or any nodal point. In particular,
if P ′ is a point on D ∩ Ci , then P ′ is a curve point where K(δ1/q) is unramified. Let R′ be the
stalk at P ′, and T ′ its integral closure in K(δ1/q). If D is unsplit in T , then the valuation of x
at D must be a multiple of q . If D splits in T , then D is a split prime at P by 7.4.
Theorem 7.13. π ′ = x−1π has the property that K(π ′1/q) splits all the ramification of α.
Proof. We can write (π ′) =∑i siCi + E where any prime ideal in E either has coefficient a
multiple of q , or is a split prime at any intersection point with a Ci . Furthermore, note from the
proof of 7.12 that x = N(w) where w is a unit at all extensions of the Ci in K(δ1/q). In particular,
the image x˜i ∈ F(Ci)∗ is a norm from Li .
D.J. Saltman / Journal of Algebra 320 (2008) 1543–1585 1585Let β ′Ci be the residual classes of α with respect to K(π
′1/q). By [S2] 1.8 the β ′Ci satisfy
βCi = β ′CiΔ(Li/F (Ci), σi, x˜i ), so β ′Ci = βCi . This K(π ′1/q) split all the ramification of α at
the Ci and over all nodal points.
It suffices then to consider curve points. If P is such a point on Ci , not in the support of E, we
are done. If P only appears in components of E with q multiple coefficient, we are also done.
Suppose then that
∑
j tjE
′
j is the sum of components of (π
′) not among the Ci which contain P
and with tj prime to q . We are done by 7.5. 
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