For k ≥ 2, we determine the connected k-uniform hypergraphs with least distance eigenvalues in
Introduction
Let V be a nonempty finite set, and E a family of nonempty subsets of V . The pair G = (V, E) is called a hypergraph with vertex set V (G) = V , and with edge set E(G) = E, see [2, 3] . The order of G is the cardinality of V (G). If all edges of G have cardinality k, then G is k-uniform. A 2-uniform hypergraph is an ordinary graph. For u, v ∈ V (G), if they are contained in some edge of G, then we say that they are adjacent, or v is a neighbor of u. Let N G (u) be the set of neighbors of u in G.
For u, v ∈ V (G), a walk from u to v in G is defined to be an alternating sequence of vertices and edges (v 0 , e 1 , v 1 , . . . , v p−1 , e p , v p ) with v 0 = u and v p = v such that edge e i contains vertices v i−1 and v i , and v i−1 = v i for i = 1, . . . , p. The value p is the length of this walk. A path is a walk with all v i distinct and all e i distinct. A cycle is a walk containing at least two edges, all e i are distinct and all v i are distinct except v 0 = v p . A vertex u ∈ V (G) is viewed as a path (from u to u) of length 0. If there is a path from u to v for any u, v ∈ V (G), then we say that G is connected.
A hypertree is a connected hypergraph with no cycles. Note that a k-uniform hypertree with m edges always has order 1 + (k − 1)m, see [3, p. 392] . A unicyclic hypergraph , 0 , the k-uniform hypertrees with least distance eigenvalues in [−2k, 0) , and the k-uniform unicyclic hypergraphs with least distance eigenvalues in −k + 1 − (k − 1)(k − 2), 0 respectively. Moreover, we determine the k-uniform hypergraphs and hypertrees respectively with minimum distance spread.
Preliminaries
For 2 ≤ k ≤ n, the complete k-uniform hypergraph, denoted by K k n , is a hypergraph G of order n such that E(G) consists of all k-subsets of V (G).
A set S of vertices of a hypergraph G is a (strongly) independent set of G if any two vertices in S are not adjacent. An independent set S of G is maximal if S ∪ {u} for any u ∈ V (G) \ S is not an independent set. A hypergraph is s-partite if its vertex set can be partitioned into s parts (called partite sets), each of which is an independent set. A k-uniform hypergraph G is a complete s-partite hypergraph if each choice of k vertices from distinct partite sets forms an edge. Let K k n 1 ,...,ns be the complete s-partite k-uniform hypergraph with partite sets V 1 , . . . , V s such that |V i | = n i for i = 1, . . . , s. A k-uniform loose path of order n is a hypertree with vertex set {v 1 , . . . , v n } and with the set of m edges e i = {v i(k−1)+1 , . . . , v i(k−1)+k } for i = 0, . . . , m − 1, denoted by P n,k , where m = n−1 k−1 . For a k-uniform hypertree G of order n, if V (G) can be partitioned into m+1 subsets {u}, V 1 , . . . , V m such that |V 1 | = · · · = |V m | = k − 1, and E(G) = {{u} ∪ V i : 1 ≤ i ≤ m}, then we call G is a hyperstar (with center u), denoted by S n,k .
A k-uniform loose cycle of order n is a unicyclic hypergraph with vertex set {v 1 , . . . , v n } and with the set of m edges e i = {v
, and
n can be considered as a function defined on V (G) which maps vertex v i to x v i , i.e., x(v i ) = x v i for i = 1, . . . , n. Then λ is a distance eigenvalue with corresponding eigenvector x if and only if x = 0 and for each u ∈ V (G),
Obviously, the distance eigenvalues of G are the roots of det(λI n − D(G)) = 0, where I n is the identity matrix of order n.
For a connected k-uniform hypergraph G, if H is a connected k-uniform subhypergraph, and
For an n × n real symmetric matrix M , let λ(M ) be the least eigenvalue of M . From the interlacing theorem [13, pp. 185 -186], we have Lemma 3.2. For 2 ≤ k ≤ s ≤ n − 1, let G be a spanning distance-preserving subhypergraph of a complete s-partite k-uniform hypergraph H of order n. Then λ(G) = −2.
Proof. Obviously, D(G) = D(H). Assume that H = K k n 1 ,...,ns . Then H has partite sets V 1 , . . . , V s such that |V i | = n i for i = 1, . . . , s. Note that there is no edge of H containing at least two vertices of V i for i = 1, . . . , s, and E(H) contains all k-subsets that have their vertices in some k different partite sets. With respect to the partition
Observe that the eigenvalues of D(H) + 2I n are n 1 , . . . , n s , and 0 (with multiplicity n − s), and thus λ(D(H)) = −2.
Since D(H) is just the distance matrix of the complete s-partite graph with partite sizes n 1 , . . . , n s , the previous lemma follows also from [10, Lemma 2.5] or [17, Lemma 3.1] .
Note that K k n is a complete n-partite k-uniform hypergraph. For an ordinary complete multipartite graph G (k = 2), its spanning distancepreserving subgraph must be itself. But this is not true for k-uniform hypergraphs with k ≥ 3. Consider a 5-uniform hypergraph G with V (G) = {1, . . . , 9} and E(G) = {e 1 , . . . , e 6 }, where e 1 = {1, 3, 6, 7, 8}, e 2 = {1, 4, 7, 8, 9}, e 3 = {1, 5, 6, 7, 8}, e 4 = {2, 3, 7, 8, 9}, e 5 = {2, 4, 6, 7, 8}, e 6 = {2, 5, 6, 7, 9}. We partition Theorem 3.1. Let G be a connected k-uniform hypergraph of order n, where 2 ≤ k ≤ n. Then (i) λ(G) ≤ −1 with equality if and only if G is a spanning distance-preserving subhypergraph of K k n ; (ii) if G is not a spanning distance-preserving subhypergraph of K k n , then λ(G) ≤ −2 with equality if and only if G is a spanning distance-preserving subhypergraph of some complete s-partite k-uniform hypergraph of order n with k ≤ s ≤ n − 1;
(iii) if G is not a spanning distance-preserving subhypergraph of any complete s-
Proof. Let d be the diameter of G.
Obviously, if G is a spanning distance-preserving subhypergraph of K k n , then λ(G) = λ(J n − I n ) = −1. If G is not a spanning distance-preserving subhypergraph of K k n , then d ≥ 2, and thus by Lemma 3.1, we have λ(G) ≤ −2. Therefore λ(G) = −1 or λ(G) ≤ −2. Now (i) follows.
Suppose that G is not a spanning distance-preserving subhypergraph of
If G is a spanning distance-preserving subhypergraph of a complete s-partite kuniform hypergraph with k ≤ s ≤ n − 1, then by Lemma 3.2, we have λ(G) = −2.
Suppose that λ(G) = −2. By Lemma 3.1, d ≤ 2, and then d = 2. Thus any two nonadjacent vertices in G have at least one neighbor in common. Let 
Thus any two nonadjacent vertices in G have the same neighbors. Since d = 2, there are nonadjacent vertices in G. Thus we may choose a maximal independent set V 1 with
It is easily seen that this process can be continued until we reach a maximal independent set V r such that
may be partitioned in to p parts each containing a single vertex, and thus G is a (r + p)-partite k-uniform hypergraph with k ≤ r + p ≤ n − 1. In either case, there is an integer s with k ≤ s ≤ n − 1 such that V (G) may be partitioned into s partite sets V 1 , . . . , V s , each partite set is a maximal independent set, and any two vertices in different parts are adjacent. Let n i = |V i | for i = 1, . . . , s. Then G is a subhypergraph of K 
. This proves (iii).
Note that the above result may be stated using the language of ordinary graphs, see [17] .
By Theorem 3.1, we have
, 0 if and only if G is a spanning distance-preserving subhypergraph of some complete s-partite k-uniform hypergraph of order n with k ≤ s ≤ n.
Proof. For k = 2, the result in (i) follows from direct calculation, and the result in (ii) follows from Lemma 3.2.
Suppose that k ≥ 3.
First we prove (i). Let E(P 3k−2,k ) = {e 1 , e 2 , e 3 } with e 1 ∩ e 2 = {u} and e 2 ∩ e 3 = {v}. Let λ = λ(P 3k−2,k ). Let x be an eigenvector of D(P 3k−2,k ) corresponding to λ. For w ∈ e 1 \ {u}, we have
Thus for w, w ∈ e 1 \ {u} with w = w , we have (λ + 1)(x w − x w ) = 0. By Lemma 3.1, we have λ ≤ −3, and thus x w = x w . Therefore, the entry of x at each vertex of e 1 \ {u} is the same, which is denoted by a. Similarly, the entry of x at each vertex of e 2 \ {u, v} is the same, which is denoted by b, and the entry of x at each vertex of e 3 \ {v} is the same, which is denoted by c. Then
We view these equations as a homogeneous linear system in the five variables a, x u , b, x v , and c. Thus λ is the least root of g 1 (t) = 0, where
2 + 3k. Let t 1 and t 2 be the roots of
where
Then with respect to this partition, we have
To calculate det(tI n − D(S n,k )), first we subtract the b i -th row with 1 ≤ i ≤ m from the (b i + 1)-th, . . . , (b i + k − 2)-th rows, respectively, to obtain
Next for 1 ≤ i ≤ m, we add the (b i + 1)-th, . . . , (b i + k − 2)-th columns to the b i -th column, to obtain
To calculate det(M ), by subtracting the 2nd row from the 3th, . . . , (m + 1)-th rows of M , respectively, we have
and then by adding each of last m−1 columns to the 2nd column for above determinant, we have
Then the distance eigenvalues of S n,k are −1 (with multiplicity (k − 2)m), −k (with multiplicity m − 1), and
For
Proof. For k = 2, the results in (i) and (iii) follow from direct calculation. Suppose that k ≥ 3. First we prove (i). Let G 1 = P 4k−3,k , and E(G 1 ) = {e 1 , e 2 , e 3 , e 4 } with e 1 ∩ e 2 = {u}, e 2 ∩ e 3 = {v} and e 3 ∩ e 4 = {w}. Let λ = λ(G 1 ). Let x be an eigenvector of D(G 1 ) corresponding to λ. As in the proof of Lemma 3.3 (i), the entry of x at each vertex of e 1 \ {u} is the same, which is denoted by x 1 , the entry of x at each vertex of e 2 \ {u, v} is the same, which is denoted by x 2 , the entry of x at each vertex of e 3 \ {v, w} is the same, which is denoted by x 3 , and the entry of x at each vertex of e 4 \ {w} is the same, which is denoted by x 4 . Then
We view these equations as a homogeneous linear system in the seven variables x 1 , x u , x 2 , x v , x 3 , x w and x 4 . Thus λ is the least root of g 2 (t) = 0, where
Note that g 2 (−2k) = 2k 4 (4k − 5)(20k 2 − 25k + 6) > 0. Therefore the least root of g 2 (t) = 0 is less than −2k, i.e., λ < −2k. Now we prove (ii). Let G 2 = D 4k−3,k,1 , and E(G 2 ) = {e 1 , e 2 , e 3 , e 4 } with e 1 ∩ e 2 ∩ e 4 = {u} and e 2 ∩ e 3 = {v}. Let λ = λ(G 2 ). Let x be an eigenvector of D(G 2 ) corresponding to λ . As in the proof of Lemma 3.3 (i), the entry of x at each vertex of e 1 \ {u} is the same, which is denoted by x 1 , the entry of x at each vertex of e 2 \ {u, v} is the same, which is denoted by x 2 , the entry of x at each vertex of e 3 \ {v} is the same, which is denoted by x 3 , and the entry of x at each vertex of e 4 \ {u} is the same, which is denoted by x 4 . Then
and thus (λ + k)(x 1 − x 4 ) = 0. Since P 3k−2,k is a distance-preserving k-uniform subhypergraph of G 2 , we have by Lemma 2.1 and Lemma 3.
We view these equations as a homogeneous linear system in the five variables x 1 , x u , x 2 , x v and x 3 . Thus λ is the least root of g 3 (t) = 0, where
Note that g 3 (−2k) = 2k 2 (10k 3 −35k 2 +30k−6) > 0. Therefore the least root of g 3 (t) = 0 is less than −2k, i.e., λ < −2k.
Finally we prove (iii). Let
, and E(G 3 ) = {e 1 , . . . , e k , e} with e = {v 1 , . . . , v k } and e i ∩ e = {v i } for 1
where, for 1 ≤ i ≤ k, A i is the matrix obtained from 2J (k−1)×k by subtracting 1 from each entry of i-th column.
To calculate det(tI n − D(G 3 )), first we subtract the s i -th row with 1 ≤ i ≤ k from the (s i + 1)-th, . . . , (s i + k − 2)-th rows, respectively, to obtain
and B j is the matrix obtained from −2×1 k by adding 1 from the j-th entry for 1 ≤ j ≤ k. Next for 1 ≤ i ≤ k, we add the (s i + 1)-th, . . . , (s i + k − 2)-th columns to the s i -th column, to obtain
and P j is the matrix obtained from −A j by adding 2nd, . . . , (k − 1)-th columns to the first column for 1 ≤ j ≤ k.
To calculate det(M ), by subtracting the first row from the 2nd, . . . , k-th rows, respectively, and subtracting the (k + 1)-th row from the (k + 2)-th, . . . , 2k-th rows, respectively, to obtain
and then by adding the 2nd, . . . , k-th rows from the first row, and adding the (k + 2)-th, . . . , (2k)-th rows to the (k + 1)-th row, we have
Now we add

−k+1 t+1
times of the (k + i)-th column with 2 ≤ i ≤ k to the i-th column, to obtain det(M ) = (t + 1)
Then distance eigenvalues of G 3 are −1 (with multiplicity k(k − 2)), −k ± √ k 2 − k (with multiplicity k − 1), and
Proof. By Lemma 3.
, 0, . . . , 0), and D k (n; 1, . . . , 1
Lemma 3.4 (iii) and Lemma 2.1, we have
Suppose that λ(G) ≥ −2k. If the diameter of G is at least four, then since P 4k−3,k is a distance-preserving k-uniform subhypergraph of G, we have by Lemma 2.1 and Lemma 3.4 (i) that λ(G) ≤ λ(P 3k−2,k ) < −2k, a contradiction. Thus the diameter of G is at most three.
If the diameter is at most two, then it is obvious that G ∼ = S n,k . Suppose that the diameter of G is three. Suppose that k = 2. Then G ∼ = D n,2,a for some 1 ≤ a ≤ n−2 2
. By direct calculation, λ(D 6,2,1 ) ≈ −4.1409 < −4 and λ(D 6,2,2 ) ≈ −4.5616 < −4. By Lemma 2.1, G can contain neither D 6,2,1 nor D 6,2,2 as a subgraph.
. Suppose that a 1 ≥ 2. Then D 4k−3,k,1 is a distance-preserving k-uniform subhypergraph of G. By Lemma 2.1 and
, 0, . . . , 0) with
Proof. The case k = 2 is trivial. Suppose that k ≥ 3. Let E(C 3k−3,k ) = {e 1 , e 2 , e 3 } with e 1 ∩ e 2 = {u}, e 2 ∩ e 3 = {v}, and e 1 ∩ e 3 = {w}. Let x be an eigenvector of D(C 3k−3,k ) corresponding to λ(C 3k−3,k ). As in the proof of Lemma 3.3 (i), the entry of x at each vertex of e 1 \ {u, w} is the same, which is denoted by x 1 , the entry of x at each vertex of e 2 \ {u, v} is the same, which is denoted by x 2 , the entry of x at each vertex of e 3 \ {v, w} is the same, which is denoted by x 3 . Then
We view these equations as a homogeneous linear system in the six variables x u , x v , x w , x 1 , x 2 and x 3 . Thus λ(C 3k−3,k ) is the least root of g(t) = 0, where
Note that the roots of g(t) = 0 are
(with multiplicity 2). It follows that λ(C 3k−3,k ) =
For k ≥ 3 and a = n k−1 −2, let E(C 2k−2,k ) = {e 1 , e 2 } with e 1 ∩e 2 = {u, v}, and let F n,k,a be the hypergraph obtained from C 2k−2,k by adding ak −a new vertices u 1 , . . . , u ak−a and a new edges {u, u i(k−1)+1 , . . . , u i(k−1)+k−1 }, where i = 0, . . . , a − 1. Obviously, if a = 0, then F n,k,a ∼ = C 2k−2,k . Lemma 3.6. For integers n, k, a with 3 ≤ k ≤ n and a = n k−1
Proof. Let E(F n,k,a ) = {e 1 , . . . , e a+2 } with e 1 ∩ e 2 = {u, v}. We partition V (F n,k,a ) into {u} ∪ {v} ∪ (e 1 \ {u, v}) ∪ (e 2 \ {u, v}) ∪ (e 3 \ {u}) ∪ · · · ∪ (e a+2 \ {u}). With respect to this partition, we have
If a = 0, then as in the proof of Lemma 3.3 (ii), we have
and thus the distance eigenvalues of F n,k,a are −1 (with multiplicity 2(k − 3) + 1), −k + 1 and
. Thus λ(F n,k,a ) = −k + 1. This is (i). Suppose that a ≥ 1. As in the proof of Lemma 3.3, we have det(tI n − D(F n,k,a )) = (t + 1)
Thus the distance eigenvalues of F n,k,a are −1 (with multiplicity 2(k − 3) + a(k − 2)), −k+1, −k (with multiplicity a−1 for a ≥ 2), and the roots of h(t) = 0. Let λ = λ(F n,k,a ). Since h(−k) = −a(k − 1)(k − 2)(2k − 1) < 0, we have λ < −k, and thus λ is the least root of h(t) = 0. Note also that ρ(D(F n,k,a ) is the largest root of h(t) = 0. Let t 1 ≤ t 2 ≤ t 3 ≤ t 4 be the roots of h(t) = 0, where t 1 = λ and t 4 = ρ(F n,k,a ). Then
Note that t 4 ≤ 2ak + 3k − 2a − 5 (which is the maximum row sum of D(F n,k,a )).
Let
, and thus
It follows that h(λ * ) > 0 for k ≥ 3. Thus either λ * < t 1 or t 2 < λ * < t 3 . Suppose that t 2 < λ * < t 3 . Since λ * < −k and h(−k) < 0, we have t 1 ≤ t 2 < λ * < t 3 < −k < t 4 . Thus
This proves (ii).
If G is an ordinary unicyclic graph of order n ≥ 3, then by Theorem 3.1, λ(G) ≤ −1 with equality if and only if G ∼ = C 3,2 , see [11] . By Corollary 3.1, there is no k-uniform hypergraph G with λ(G) ∈ (−1, 0) for k ≥ 2. Theorem 3.3. Let G be a k-uniform unicyclic hypergraph of order n, where
. Suppose that the diameter of G is at least three. Then D(P 3k−5,k−1 ) is a principal matrix of D(G). By Lemma 2.1, λ(G) ≤ λ(D(P 3k−5,k−1 )), a contradiction. Thus the diameter of G is two, which implies that the cycle length of G is at most three.
If the length of the cycle in G is three, then since the diameter of G is two, there is no vertex lying outside the unique cycle, and thus G ∼ = C 3k−3,k . Suppose that the cycle length of G is two. If there is no vertex lying outside the unique cycle, then G ∼ = F n,k,a with a = n k−1 − 2 = 0. Otherwise, since the diameter of G is two, all those vertices lying outside the unique cycle are adjacent to a common vertex of degree two of the unique cycle, and thus G ∼ = F n,k,a with a = n k−1 − 2 ≥ 1. If G ∼ = C 3k−3,k or F n,k,a with a = n k−1 − 2 ≥ 0, then by Lemmas 3.5 and 3.6, we have λ(G) > −k + 1 − (k − 1)(k − 2).
By the proof of Theorem 3.3 and Lemmas 3.5 and 3.6, we have 
Distance spread
The following lemma is an immediate consequence of Perron-Frobenius Theorem.
Lemma 4.1. Let G be a connected k-uniform hypergraph with u, v ∈ V (G), and u is not adjacent with v. Let e ⊆ V (G) with u, v ∈ e and |e| = k. Then ρ(G) > ρ(G + e).
Lemma 4.2. Let G be a connected k-uniform hypergraph of order n, where 2 ≤ k ≤ n. Then ρ(G) ≥ n − 1 with equality if and only if G is a spanning distance-preserving subhypergraph of K k n .
Proof. Let G be a k-uniform hypergraph with minimum distance spectral radius among connected hypergraphs of order n. Suppose that the diameter of G is at least 2. Then there are u, v ∈ V (G) such that u is not adjacent to v. Let e be a k-subset of V (G) containing u and v. Obviously, e ∈ E(G). By Lemma 4.1, we have ρ(G) > ρ(G + e), a contradiction. Thus the diameter of G is one. Therefore, D(G) = J n − I n , implying that G is a spanning distance-preserving subhypergraph of K k n with distance spectral radius n − 1 (the greatest eigenvalue of J n − I n ). Recall that we prove the following result in [12] . Lemma 4.3. Let T be a k-uniform hypertree on n vertices, where 2 ≤ k ≤ n. Then ρ(T ) ≥ ρ(S n,k ) with equality if and only if T ∼ = S n,k . Theorem 4.2. Let T be a k-uniform hypertree on n vertices, where 2 ≤ k ≤ n. Then s(T ) ≥ s(S n,k ) with equality if and only if T ∼ = S n,k .
Proof. Suppose that T ∼ = S n,k . Then n−1 k−1 ≥ 2. By Lemma 4.2, ρ(T ) > ρ(S n,k ). By Lemma 2.1 and Lemma 3.3, λ(T ) ≤ λ(P 3k−2,k ) = −k − √ k 2 − k < −k = λ(S n,k ). Thus s(T ) = ρ(T ) − λ(T ) > ρ(S n,k ) − λ(S n,k ).
