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Naslov: Vizualno regresijsko testiranje v DevOps okolju
Avtor: Tilen Kopacˇ
Cilj diplomske naloge je bil ustvariti orodje, ki v veliki meri pripomore k
vzdrzˇevanju vnaprej dolocˇenega videza aplikacije zˇe v fazi razvoja, s tem
pa tudi k krajˇsemu ciklu testiranja. Uporabljena je bila metoda vizualnega
testiranja, saj to opozarja na morebitno nezazˇelene spremembe videza. Iz-
vedena je bila vecˇnivojska analiza orodij, ki podpirajo tovrstno testiranje.
Najprej je bilo pregledanih veliko sˇtevilo resˇitev in narejen ozˇji izbor. Nato
so bile izbrane resˇitve ocenjene na podlagi dolocˇenih kriterijev. Izbrana je
bila najbolje ocenjena. Ta je bila nato umesˇcˇena v cevovod opravil, ki se
samodejno izvedejo ob spremembi kode. S tem je bila zagotovljena nepo-
sredna povratna informacija razvijalcu, ki lahko takoj popravi napake, ki so
povzrocˇile nezazˇelene spremembe videza. To znatno skrajˇsa cˇas, potreben za
njihovo zaznavo in odpravo.
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The goal of the thesis was to create a tool which helps maintain the defined
appearance of an application in the development phase and, as a result, short-
ens the testing cycle. For this, visual regression testing was used, as it alerts
its user of potentially unwanted changes in appearance of the application
under test. A multilevel analysis of the tools, supporting such testing, was
performed. First, a high number of solutions were taken into consideration.
Tools, forming a selection of the best of them, were then individually rated
on the basis of predefined criteria. The solution with the highest rating was
chosen. It was then used in a pipeline, which is triggered whenever changes
are made to the code of the application. Results of the testing are sent di-
rectly to the developer. This allows them to correct the code immediately if
necessary. As a result, the time needed to spot and fix unwanted changes is
greatly shortened.





Veliko podjetij se zaveda pomembnosti ucˇinkovitega procesa testiranja pro-
gramske opreme, ki jo razvijajo. V ta namen njihovi razvijalci piˇsejo funk-
cijske teste, ki zagotavljajo, da se koda obnasˇa po pricˇakovanjih. Manj pa je
takih podjetij, ki se na podobno strukturiran nacˇin lotevajo tudi testiranja
videza aplikacij. Na ta nacˇin je zagotovljeno, da ne pride do nepricˇakovanih
sprememb videza.
Navadno so za to zadolzˇeni cˇlani ekipe za nadzor kakovosti (angl. quality
control), ki redno testirajo vse aplikacije podjetja. To pa je cˇasovno potraten
proces tudi v primeru brezhibnega delovanja izdelka, sˇe posebej, cˇe je njegova
vsebina zelo obsezˇna.
Zˇal pa se pri spletnih aplikacijah napake pojavljajo precej pogosto, saj se
njihov videz lahko spremeni zˇe po zelo majhnih posegih v kodo. Poleg tega
obstaja vecˇja verjetnost, da bo kaksˇna izmed neustreznosti zaradi cˇlovesˇke
napake zgresˇena in ne bo odpravljena pred izrocˇitvijo izdelka v uporabo, kar
lahko sˇkodi ugledu podjetja.
Vizualno regresijsko testiranje predstavlja mehanizem, ki resˇuje omenjeni
problem [7] [32] . Ideja za tem je, da ustvarimo mnozˇico referencˇnih posnet-
kov aplikacije, ki predstavljajo pricˇakovan videz, nato pa ob vsaki spremembi
naredimo nove posnetke in jih primerjamo, da odkrijemo morebitne napake.
Poleg tega lahko rezultate posredujemo neposredno razvijalcu, ki je spremi-
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njal kodo. Ta bo najbolje vedel, zakaj je priˇslo do sprememb videza. Na ta
nacˇin se resˇimo tudi problema, kjer razvijalec dobi nalogo popraviti neustre-
znost v videzu aplikacije, ki je ni povzrocˇil on. V tem primeru bi za popravek
potreboval veliko vecˇ cˇasa kot njen povzrocˇitelj, saj bi slednji tocˇno vedel,
kateri del kode je potrebno popraviti. Posledicˇno bi prihranjeni cˇas razvijalec
lahko namenil drugim nalogam.
Slika 1.1: Shema korakov naloge
Nalogo smo razdelili na vecˇ korakov (slika 1.1). Najprej smo naredili sˇirok
pregled obstojecˇih orodij za vizualno testiranje. Zacˇetni nabor resˇitev smo
po obcˇutku zozˇili na tiste, ki so se nam zdele najbolj ustrezne. Nato smo
uvedli nekaj utezˇenih kriterijev, ki so se nam pri odlocˇanju zdeli pomembni.
Na podlagi teh smo resˇitve ocenili, kar nam je pomagalo pri izbiri tiste, ki je
za nasˇo uporabo najbolj primerna.
Nadaljevali smo z z vzpostavitvijo okolja, znotraj katerega nasˇa resˇitev
deluje. Pripravili smo vsa potrebna orodja. Nato smo se lotili ustvarjanja
cevovoda Jenkins. Ta predstavlja glavni izdelek nasˇe naloge, saj je izdelan po
meri za natancˇno dolocˇen namen. Izvede se ob vsakem odprtju ali posodobi-
tvi prosˇnje za zdruzˇitev (angl. merge request) trenutne veje (angl. branch) v
glavno. S tem smo zagotovili preverjanje videza izdelka ob vsaki spremembi
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kode in neposredno povratno informacijo o rezultatih razvijalcu. Na koncu
smo tudi prikazali delovanje resˇitve.
Izdelek smo naredili do te mere, da je zˇe uporaben za poslovna okolja.
Njegova uporaba prinasˇa znatne prihranke cˇasa ekipe za zagotavljanje kako-
vosti in razvijalcev.
Nalogo smo razdelili na vecˇ poglavij. V drugem smo opisali metode
in orodja, ki so pomembna za dosego nasˇega cilja. V tretjem smo izvedli
vecˇnivojsko analizo orodij za vizualno testiranje. Rezultat je bil izbor za nas
najbolj ustrezne resˇitve. To smo uporabili v procesu vzpostavljanja orodja
za samodejno vizualno regresijsko testiranje, ki je opisan v cˇetrtem poglavju.





V nalogi veliko poudarka dajemo na metodo vizualnega testiranja. Gre za vr-
sto testiranja, katerega cilj je najti morebitne nepravilnosti v videzu spletnih
aplikacij. Orodja za tovrstno testiranje delujejo tako, da zajamejo posnetke
aplikacije v trenutnem stanju in jih primerjajo z referencˇnimi slikami [32]. V
kolikor med njimi najdejo razlike, to oznacˇijo in ustvarijo porocˇilo.
V nalogi smo analizirali vecˇ takih orodij, ki omogocˇajo tovrstno testiranje.
Podrobneje smo si ogledali orodja PhantomCSS [11], BackstopJS [35], Wra-
ith [28], Kontrast [33] in Percy [29]. Pri podrobnejˇsi analizi smo si zastavili
kriterije, ki so za nas pomembni in ocenili doseganje le-teh na Likertovi le-
stvici [5]. Vsak kriterij smo utezˇili in na koncu za vsakega izracˇunali utezˇeno
povprecˇje [8].
Pri izdelavi nasˇega ogrodja smo se ravnali po naboru praks DevOps. Te
opisujejo avtomatizacijo procesov razvoja in posledicˇno skrajˇsanje cikla, skozi
katerega mora izdelek oziroma dodelava izdelka iti od zacˇetka do izrocˇitve [13]
[1].
Za avtomatizacijo ciljnega delovnega toka smo izbrali avtomatizacijski
strezˇnik Jenkins [4]. Namenjen je samodejnemu izvajanju nalog, katerih
namen in funkcije so lahko zelo razlicˇne. Za nasˇo nalogo je predvsem po-




Sistem, ki tecˇe na nasˇem strezˇniku, je Ubuntu Server distribucija opera-
cijskega sistema Linux [26]. Na njem poleg strezˇnika Jenkins stoji sˇe HTTP
strezˇnik Apache [15], ki gosti dokumente, predvsem formata HTML, in apli-
kacijski strezˇnik WildFly [38], ki gosti razvite aplikacije.
Za razvoj uporabljamo ogrodje Java Enterprise Edition [10], ki obsega
nabor razlicˇnih specifikacij. Od slednjih se posluzˇujemo predvsem specifika-
cije JavaServer Faces [9], saj ta podpira razvoj pogledov (angl. view). Za
nas je to najpomembnejˇsi del, saj se nasˇa naloga ukvarja s testiranjem videza
strani. Za upravljanje z odvisnostmi (angl. dependencies), gradnjo, pakira-
nje in nalaganje aplikacije na strezˇnik WildFly uporabljamo orodje Maven
[27] in njegov vticˇnik WildFly.
Na lokalnem okolju za razvoj uporabljamo integrirano razvojno okolje
(angl. integrated development environment, IDE) JetBrains IntelliJ Idea
[36], ki vsebuje veliko sˇtevilo orodij, ki jih razvijalec redno potrebuje.
Za shranjevanje kode in sledenje sprememb uporabljamo protokol git [6]
in ponudnika repozitorijev GitLab [18].
Poglavje 3
Izbira orodja za vizualno
testiranje
Vizualno testiranje je sˇirsˇe uporabljano sˇele nekaj let, a vseeno za ljudi, ki
ga izvajajo, velja za zelo uporabno metodo. Iz tega razloga obstaja veliko
sˇtevilo resˇitev, ki omogocˇajo njegovo izvajanje [39]. Ker izdelava tovrstnega
orodja ni cilj nasˇe diplomske naloge, bomo namesto tega iz nabora obstojecˇih
orodij poskusili najti takega, ki bo najbolje ustrezal nasˇem namenu.
Ker obstaja veliko sˇtevilo orodij za vizualno testiranje, si jih bomo naj-
prej pogledali samo povrsˇinsko. Iz mnozˇice resˇitev bomo nato izbrali nekaj
zanimivejˇsih. Zastavili si bomo nekaj kriterijev, ki se nam bodo zdela po-
membna pri odlocˇanju. Glede na njih bomo izbrana orodja ocenili. Na koncu
bomo na podlagi ocene resˇitve lahko razvrstili in se bomo tako lazˇje odlocˇili
za najbolj ustrezno.
3.1 Hiter pregled orodij
Orodij za vizualno testiranje je zelo veliko [39]. Najprej bomo pregledali kar
velik nabor le-teh. S tem bomo dobili obcˇutek za to, kaj posamezne resˇitve




• AyeSpy daje poudarek hitrosti izvajanja testov. Njihova ekipa trdi,
da zmore narediti 40 primerjav v manj kot minuti. [2]
• BackstopJS je zelo nastavljivo in daje poudarek umestitvi v DevOps
okolje, kot je cevovod Jenkins. [35]
• Happo omogocˇa izvajanje testov na razlicˇnih brskalnikih. Prilagojen
je tudi za uporabo v dolocˇenih DevOps okoljih. [16]
• Huxley temelji na programskem jeziku Python. Uporabniku omogocˇa,
da posname zaporedje akcij na dolocˇeni spletni strani, nato pa jih pri
izvajanju testov ponovi. [17]
• Kontrast je zasnovan za uporabo v procesu zvezne integracije (angl.
continuous integration) [4]. Temelji na programskem jeziku Ruby. [33]
• Percy ponuja vizualno testiranje kot placˇljivo storitev. Njegova upo-
raba je zelo preprosta in ne potrebuje veliko cˇasa za vzpostavitev. [29]
• PhantomCSS je bilo eno prvih orodij za vizualno testiranje in je bilo
zelo priljubljeno. Od decembra leta 2017 uradno ni vecˇ vzdrzˇevano.
[11]
• VisualReview ponuja uporabniku prijazen delovni tok za vizualno
testiranje aplikacij. [40]
• Wraith obstaja zˇe od leta 2013 in je s tem eno starejˇsih orodij. Med
uporabniki je sˇe vedno priljubljeno, kar nakazuje na njegovo uporab-
nost. Razvija in uporablja ga ekipa, zaposlena v medijski hiˇsi BBC
News, torej zˇe obstaja primer implementacije v poslovnem okolju. [28]
Kot za nas potencialno uporabna orodja izberemo BackstopJS, ker je pri-
lagojen za uporabo z orodjem Jenkins, Kontrast, ker prav tako daje poudarek
na umestitev v DevOps okolje in Wraith, ker ga zˇe uporabljajo v poslovnem
okolju, kar nakazuje na njegovo uporabnost. Vsa omenjena orodja so tudi
odprtokodna, kar je za nas pomembno. Poleg teh si bomo pogledali sˇe dve
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orodji, za kateri pravzaprav zˇe vemo, da jih ne bomo uporabili. Prvo je Phan-
tomCSS kot zgled dobrega orodja, ki je bilo v svojem cˇasu zelo priljubljeno.
Drugo pa je Percy, ki si ga bomo pogledali kot placˇljivo alternativo ostalim
orodjem.
3.2 Analiza in vrednotenje izbora orodij
Izbranih pet orodij si bomo pogledali natancˇneje. Vsakega bomo opisali, da
dobimo obcˇutek, kaj omogocˇa in kako se uporablja. Nato jih bomo ocenili na
podlagi vecˇ kriterijev, ki so za nas pomembni. Intuitivno jih bomo predsta-
vili z Likertovo lestvico. Na tej bodo stopnje doseganja kriterija oznacˇene s
sˇtevkami od 1 do 5. Vsakemu kriteriju bomo dodelili utezˇ, ki bo predstavljala
njegovo pomembnost. Na ta nacˇin bomo za vsako orodje izracˇunali oceno,
na podlagi katere se bomo lazˇje odlocˇili za najbolj ustrezno resˇitev.
kriterij utezˇ
Orodje je odprtokodno in brezplacˇno. 0.3
Orodje je mogocˇe nastavljati v veliki meri. 0.2
Orodje sˇe vedno vzdrzˇujejo njegovi razvijalci. 0.2
Orodje je prilagojeno za umestitev v cevovod Jenkins. 0.2
Orodje je preprosto za uporabo. 0.1
Za nas je najbolj pomembno, da izberemo orodje, ki je odprtokodno in
brezplacˇno, zato temu kriteriju dodelimo najvecˇjo tezˇo. Hoteli bomo tudi,
da je zelo nastavljivo, vzdrzˇevano in da ni prevecˇ tezˇavno za umestitev v
cevovod Jenkins. Poleg tega si zˇelimo tudi, da bi bilo preprosto za uporabo,
vendar temu kriteriju dajemo manjˇso tezˇo kot ostalim.
3.2.1 PhantomCSS
PhantomCSS je bil ena prvih resˇitev za vizualno testiranje. Imel je aktivno
bazo uporabnikov [3], a od 22. decembra 2017 projekt ni vecˇ vzdrzˇevan
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[11]. Ker je bilo v preteklosti zelo priljubljeno orodje, si ga bomo podrobneje
pogledali, kljub temu da ni najboljˇsa izbira. Ker ni vecˇ vzdrzˇevano ne sledi
sodobnim trendom na tem podrocˇju.
V resnici je PhantomCSS le modul za orodje CasperJS [31], s katerim
je mogocˇe ustvarjati skripte za samodejno navigacijo po spletnih straneh in
testiranje le-teh [11]. Njegova namestitev ni zahtevna. Cˇe imamo upravitelja
paketov (angl. package manager) npm [37], lahko to storimo kar iz ukazne
vrstice. V nasprotnem primeru ga lahko prenesemo iz GitHub repozitorija.
Ko je orodje pripravljeno napiˇsemo skripto v jeziku JavaScript. Ta bo
ob zagonu narekovala akcije, ki se bodo zgodile na spletni strani. Po izvedbi
akcij bo CasperJS zajel slike koncˇnega stanja strani. Te bo nato knjizˇnica
za primerjavo slik Resemble.js primerjala z referencˇnimi slikami. Na podlagi
te primerjave bo PhantomCSS naredil sliko, na kateri bodo vidne razlike, v
kolikor bodo te prisotne (slika 3.1).
Slika 3.1: Slika z razlikami med posnetkom spletne strani in referencˇno sliko
Dobra lastnost te resˇitve je visoka nastavljivost, ki definira njeno delova-
nje. Primeri uporabnih nastavitev so skrivanje dolocˇenih komponent strani,
preden je zajeta slika le-te, poimenovanje datotek, ki predstavljajo posnetke
strani in dolocˇanje datotek, ki bodo vkljucˇene v primerjavo.
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Doseganje kriterijev in izracˇun ocene




prilagojenost na cevovod Jenkins X
preprostost uporabe X
Ocena = 5 ∗ 0.3 + 5 ∗ 0.2 + 1 ∗ 0.2 + 4 ∗ 0.2 + 3 ∗ 0.1 = 3.8
3.2.2 BackstopJS
BackstopJS je orodje, ki je nastalo leta 2014 [35]. Tako kot PhantomCSS
je odprtokodna resˇitev, vendar je sˇe vedno redno vzdrzˇevano, kar za nas
predstavlja veliko prednost. Registrirano je pod licenco MIT License, ki
dopusˇcˇa tako osebno kot tudi komercialno uporabo brezplacˇno.
Namestitev je preprosta, saj poteka preko upravitelja paketov npm. Ne-
zahtevno je tudi razumevanje njegovega delovnega toka (angl. workflow):
1. ustvarjanje privzetih nastavitvenih datotek z ukazom backstop init
in konfiguracija le-teh,
2. izvajanje testnih scenarijev, ustvarjanje posnetkov aplikacije, primer-
java referencˇnih in novih slik ter sestavljanje porocˇila z ukazom backstop
test,
3. izbirna menjava referencˇnih slik z novimi z ukazom backstop approve.
Privzeto so porocˇila v obliki HTML datoteke. V njej so za vse testne
scenarije prikazani referencˇne in nove slike. Zˇe na prvi pogled lahko upo-
rabnik vidi, kateri scenariji so bili uspesˇni in kateri ne. Pri tistih, ki niso
bili, je dodatno prikazana sˇe slika z razlikami, ki so nastale zaradi sprememb
kode. Te si lahko pogleda tudi s prikazom ene slike nad drugo (slika 3.2). Pri
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tem lahko premika razdelilnik, s cˇimer razkriva dele posamezne slike, kar za
cˇloveka predstavlja zelo intuitiven nacˇin prikaza.
Slika 3.2: Prikaz reference in slike razlik z razdelilnikom
Porocˇila lahko BackstopJS sestavi tudi v nekaterih drugih formatih, re-
cimo JSON. Poleg tega je proces porocˇanja prilagojen tudi za uporabo v
sistemih za gradnjo kot je Jenkins, kar je za namene nasˇe diplomske naloge
zelo zazˇelena lastnost.
Testni scenariji, ki se izvedejo ob klicu ukaza backstop test, so lahko
tako preprosti kot tudi zahtevni. Mogocˇe je nastaviti sˇirok nabor nasta-
vitev, s katerimi lahko natancˇneje definiramo izvajanje testov in iznicˇimo
nepricˇakovane dogodke. Primeri takih nastavitev so funkcija, ki pred izvaja-
njem testa pripravi stanje brskalnika, seznam izbirnikov, ki jih ob ustvarjanju
posnetkov hocˇemo skriti in odstotek neujemanja referencˇne in nove slike, pri
Diplomska naloga 13
katerem je test sˇe uspesˇen.
BackstopJS omogocˇa tudi primerjavo spletne aplikacije na razlicˇnih oko-
ljih. To nam lahko pride prav takrat, kadar zˇelimo primerjati videz nasˇe
resˇitve na uprizoritvenim (angl. staging) in produkcijskem (angl. produc-
tion) okolju, da zagotovimo, da sta si identicˇna.
Sˇe ena potencialno uporabna funkcionalnost orodja BackstopJS je izva-
janje njegovih testnih scenarijev v vsebovalniku (angl. container) s pomocˇjo
namiznega programa Docker [14], kar odpravi problem razlicˇnega izrisovanja
elementov strani na razlicˇnih sistemih kot sta MacOS in Linux.
Doseganje kriterijev in izracˇun ocene




prilagojenost na cevovod Jenkins X
preprostost uporabe X
Ocena = 5 ∗ 0.3 + 5 ∗ 0.2 + 5 ∗ 0.2 + 5 ∗ 0.2 + 3 ∗ 0.1 = 4.8
3.2.3 Kontrast
Kontrast je orodje, katerega razvijalci trdijo, da je zasnovan za uporabo v
procesu zvezne integracije [33]. Napisan je v programskem jeziku Ruby. Za
zajemanje slik spletne aplikacije uporablja Selenium [34], za primerjanje le-
teh pa orodje ImageMagick [25].
Namestimo ga lahko z uporabo upravitelja paketov RubyGems. Ta pod-
pira pakete, napisane v programskem jeziku Ruby. Proces namestitve je rahlo
bolj zapleten kot pri ostalih orodjih, saj moramo posebej namestiti sˇe jezik
Ruby in programski paket ImageMagick.
Konfiguracija in uporaba orodja sta preprosta. Da ustvarimo nov projekt,
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naredimo datoteko s konfiguracijo. V njej nastavimo naslov testne in pro-
dukcijske domene ter seznam podstrani, ki jih hocˇemo vizualno testirati. Ko
se testi izvedejo, se sestavi porocˇilo v HTML formatu. Poleg tega omogocˇa
nekaj podobnih naprednih nastavitev kot ostala orodja, recimo izvajanje me-
tod med posameznimi koraki testiranja in definiranje vsebine piˇskotkov pred
izvajanjem. Dodatna funkcionalnost je mozˇnost vzporednega izvajanja, kar
bi pri obsezˇnih testnih scenarijih lahko prihranilo veliko cˇasa.
Vendar pa ima Kontrast kar nekaj pomanjkljivosti. Testni scenariji niso
nastavljivi tako podrobno kot pri ostalih resˇitvah. Sˇe bolj ga bremeni dej-
stvo, da je njegova prihodnost negotova. Sicer ne obstaja uradna izjava o
prenehanju razvoja orodja, vendar je bila zadnja sprememba v njegovem re-
pozitoriju narejena leta 2017. Take negotovosti pri realni uporabi resˇitve
verjetno ne bi bili pripravljeni sprejeti. Prav tako je problem pomanjkljivost
kvalitetne dokumentacije oziroma vprasˇanj in odgovorov na spletu. To je
posledica dejstva, da tega orodja ne uporablja veliko sˇtevilo ljudi. Poleg tega
ne ponuja bistvenih prednosti za nasˇ namen uporabe, kljub temu, da naj bi
bil sˇe posebej prilagojen za proces zvezne integracije.
Doseganje kriterijev in izracˇun ocene




prilagojenost na cevovod Jenkins X
preprostost uporabe X
Ocena = 5 ∗ 0.3 + 3 ∗ 0.2 + 2 ∗ 0.2 + 4 ∗ 0.2 + 2 ∗ 0.1 = 3.5
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3.2.4 Wraith
Orodje Wraith so ustvarili razvijalci, ki delajo v oddelku BBC News korpo-
racije BBC [28], kjer ga tudi aktivno uporabljajo. To je dober pokazatelj, da
je koristno in da bo v prihodnosti sˇe naprej vzdrzˇevano. Delijo ga pod licenco
Apache License 2.0, kar pomeni, da je odprtokodno in ga lahko brezplacˇno
uporabimo tako za osebne kot tudi za komercialne namene.
Uporablja tehnologije, s katerimi smo se srecˇali zˇe pri ostalih orodjih. To
so programski jezik Ruby, orodje za primerjavo slik ImageMagick in izbira
orodja za poganjanje skript, ki vkljucˇuje tudi CasperJS.
Podpira dva nacˇina delovanja. Prvi je nacˇin zajemanja, pri katerem pri-
merja dve domeni, drugi pa nacˇin zgodovine, kjer primerja razlicˇne verzije
iste domene. Nastavitve za teste so podobne, kot pri ostalih orodjih. Taksˇno
je tudi porocˇilo, ki je sestavljeno v HTML formatu.
Njegova posebna funkcionalnost je samodejno ustvarjanje datoteke, v ka-
teri so zapisane poti strani, ki jih hocˇemo testirati. Ta proces se zgodi re-
kurzivno od glavne strani, pri cˇemer so vkljucˇene vse podstrani. Ostale
nastavitve testov so podobne tistim pri drugih resˇitvah.
Wraith je torej solidno orodje, vendar za nas morda ni najboljˇsa resˇitev,
saj na prvi pogled ne daje toliko poudarka na umestitvi v okolje zvezne
integracije kot ga recimo BackstopJS.
Doseganje kriterijev in izracˇun ocene




prilagojenost na cevovod Jenkins X
preprostost uporabe X
Ocena = 5 ∗ 0.3 + 5 ∗ 0.2 + 5 ∗ 0.2 + 4 ∗ 0.2 + 3 ∗ 0.1 = 4.6
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3.2.5 Percy
Izmed vseh opisanih orodij je Percy edino, ki ni odprtokodno in je placˇljivo
[30]. Uporabniˇska izkusˇnja je skladno s tem na precej viˇsjem nivoju.
Najprej prenesemo ustrezen komplet za razvoj programske opreme (angl.
software development kit, SDK) [29]. Ti obstajajo za veliko sˇtevilo knjizˇnic
kot so React, Vue.js in Ember.js. Podpira tudi aplikacije, napisane v Pythonu
in Javi, za kar uporablja Selenium. V kolikor ustrezen komplet za upora-
bljano tehnologijo ne obstaja, ga imamo mozˇnost razviti sami.
Ko imamo ustrezen SDK, ga umestimo v okolje zvezne integracije. Percy
podpira vsa vecˇja orodja, kot so CircleCI, GitLab CI in, kar je za nas najbolj
pomembno, Jenkins. Postopek je zelo preprost. Vse kar mora uporabnik
storiti, je nastavitev okoljske spremenljivke PERCY TOKEN, za ostalo pa Percy
poskrbi sam.
Poleg tega je Percy mogocˇe povezati z razlicˇnimi sistemi za upravljanje
izvorne kode (angl. source control management, SCM) kot je npr. GitHub
(slika 3.3). Uporabna funkcionalnost je samodejno poganjanje testov, kadar
se izvede izrocˇitev (angl. commit) sprememb. Na ta nacˇin te teoreticˇno nikoli
ne povzrocˇijo nepredvidljivih vizualnih posledic. Tudi postopek uvedbe tega
procesa je izjemno preprost. Potrebno je le dodati navideznega uporabnika
v aplikaciji ponudnika SCM, ga dodeliti na izbrane projekte in mu nastaviti
zˇeton za dostop (angl. access token).
Ko je Percy dokoncˇno umesˇcˇen v cevovod gradnje, se njegovi testi pozˇenejo
ob vsaki izrocˇitvi sprememb. Naredijo se primerjave referencˇnega in trenu-
tnega okolja, pri cˇemer sta trenutno podprta brskalnika Chrome in Firefox.
Vse kar mora narediti koncˇni uporabnik, je pregled porocˇil in potrditev spre-
memb, v kolikor ni priˇslo do nepricˇakovanih odstopanj.
V splosˇnem je Percy torej zelo uporabno orodje, ki ga je preprosto ume-
stiti v zˇe obstojecˇe okolje zvezne integracije. Slaba stran v primerjavi z
ostalimi orodji je dejstvo, da ni odprtokodno. To pomeni, da ne moremo
pogledati v njegovo drobovje in tega spreminjati, da bi ga prilagodili nasˇim
namenom. Poleg tega pri uporabi v poslovnem okolju lahko veliko stane.
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Slika 3.3: Integracija Percy-ja z GitHub SCM-jem
Njegova cena je namrecˇ izracˇunan glede na sˇtevilo uporabnikov in posnetih
slik na mesec. Vseeno pa nam bo sluzˇil kot dober zgled uporabniˇske izkusˇnje,
k kateri bomo stremeli pri integraciji izbranega orodja v cevovod Jenkins.
Doseganje kriterijev in izracˇun ocene




prilagojenost na cevovod Jenkins X
preprostost uporabe X
Ocena = 1 ∗ 0.3 + 5 ∗ 0.2 + 5 ∗ 0.2 + 5 ∗ 0.2 + 5 ∗ 0.1 = 3.8
3.3 Izbira najbolj ustreznega orodja
Ker smo na zacˇetku definirali nekaj kriterijev, smo lahko vsaki resˇitvi dali








Najprej izlocˇimo orodje Kontrast, saj ima najnizˇjo oceno. To najbolj
znizˇa dejstvo, da projekt ni aktivno vzdrzˇevan, kljub temu da to nikoli ni
bilo uradno zapisano. Poleg tega ni tako zelo nastavljivo in preprosto za
uporabo kot nekatera ostala orodja. Nekaj tocˇk pridobi pri prilagojenosti
za umestitev v cevovod Jenkins, saj ga je mogocˇe uporabiti v okolju zvezne
integracije, vendar to ni dovolj, da bi ga uposˇtevali kot mozˇnost.
PhantomCSS in Percy sta po nasˇem nacˇinu ocenjevanja dobila enako
oceno. Slednjega takoj izlocˇimo, saj ni odprtokoden in brezplacˇen tako kot
ostala orodja, kar je za nas pogoj. Vseeno nam je dal dober vpogled v to,
kako dodelana in preprosta za uporabo so komercialna orodja. PhantomCSS
prav tako ni primeren za nas, saj uradno ni vecˇ vzdrzˇevan. To za nas ni
sprejemljivo, saj hocˇemo biti v koraku s cˇasom in drugimi tehnologijami.
Tako nam iz nasˇega nabora orodij ostaneta le sˇe Wraith in BackstopJS.
Obe sta na prvi pogled zelo dobri in dodelani resˇitvi z visoko oceno, vendar
nas v primerjavi z BackstopJS -om pri Wraith-u zmoti to, da daje zelo malo
poudarka na umestitev v okolje zvezne integracije. To je namrecˇ temelj-
nega pomena za nasˇo diplomsko nalogo. Nasˇa koncˇna izbira je torej orodje
BackstopJS, ki ga bomo sedaj poskusili konkretno umestiti v nasˇe DevOps
okolje.
Poglavje 4
Umestitev izbranega orodja v
DevOps okolje
Orodja sedaj dobro poznamo in smo prepricˇani, da smo se odlocˇili za najbolj
ustreznega. Tega bomo sedaj umestili v DevOps okolje in bomo s tem podprli
ciljni delovni tok. Najprej bo potrebno vzpostaviti okolje, kar pomeni, da
pripravimo vsa potrebna orodja. Ko bomo s tem zakljucˇili, bomo ustvarili
cevovod Jenkins, ki bo z njihovo pomocˇjo samodejno izvedel celoten proces
vizualnega testiranja in porocˇanja o rezultatih. Stremeli bomo k temu, da
bo njegova uporaba za razvijalca cˇim bolj preprosta.
4.1 Vzpostavitev okolja
Pri vzpostavitvi okolja bomo poskusˇali oponasˇati arhitekture, ki se upora-
bljajo v poslovnih okoljih. Pripraviti moramo vsa potrebna orodja, ki jih
bomo kasneje uporabili pri razvoju Jenkins cevovoda, ki bo osrednjega po-




4.1.1 Lokalno okolje razvijalca
Prvo okolje je lokalno. Znotraj njega bo delal razvijalec. Ker smo se odlocˇili,
da bomo za razvoj uporabljali ogrodje Java Enterprise Edition, bo potreboval
komplet za razvoj z Javo (angl. Java Development Kit, JDK), prav pa mu bo
priˇsel tudi IDE, recimo JetBrains IntelliJ Idea. Kljucˇnega pomena za njegov
proces razvoja bo orodje git, preko katerega bo lahko pridobival najnovejˇso
kodo in izrocˇal svoje spremembe. Seveda pa bo potreboval tudi brskalnik za
dostop do GitLab repozitorija (slika 4.1), kjer bo lahko po spreminjanju kode
odprl prosˇnjo za zdruzˇitev svoje veje z glavno. Takrat se bo moral sprozˇiti
nasˇ proces.
Na lokalnem okolju bi potrebovali tudi Maven, lasten WildFly strezˇnik in
verjetno sˇe kaksˇno drugo orodje, cˇe bi hoteli pokriti celoten proces razvoja.
Z njimi bi razvijalec lahko zˇe lokalno preverjal svoje spremembe. Ta del
procesa smo izpustili, saj za nas ni pomemben.
4.1.2 Strezˇniˇsko okolje
Drugo okolje je za nas pomembnejˇse in tudi bolj zapleteno. To je strezˇnik,
na katerem se bo izvajal cevovod Jenkins. Zato bo moral imeti vsa potrebna
orodja, ki bodo temu omogocˇala delovanje.
Operacijski sistem
Najprej moramo izbrati in pripraviti operacijski sistem, na katerem se bodo
izvajale definirane naloge. Izberemo sistem Linux, natancˇneje Ubuntu Server
18.04. Ta je zelo priljubljen za uporabo na strezˇnikih in zato hitro najdemo
obilico dokumentacije in virov, s katerimi si lahko pomagamo pri njegovi upo-
rabi. Cˇez postopek namestitve gremo brez kakrsˇnihkoli posebnosti za nasˇo
nalogo.
Ko je operacijski sistem namesˇcˇen, moramo za uporabo v cevovodu Jen-
kins pripraviti naslednja orodja:
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Strezˇnik bomo postavili za domeno, da bomo imeli dostop do virov, ki
tecˇejo na njemu. V ta namen rezerviramo domeno tilenkopac.tk in jo
usmerimo na njegov javni IP naslov.
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Jenkins
Jenkins bo kljucˇni povezovalni cˇlen in gonilnik v procesu samodejnega vi-
zualnega regresijskega testiranja. Njegova namestitev ni zahtevna. Najprej
moramo upravitelja paketov apt usmeriti do repozitorija, v katerem se na-
haja, saj ga privzeto sˇe ne pozna. Ko to storimo, ga preprosto namestimo
z ukazom apt get install jenkins. Pred tem moramo preveriti, da je
namesˇcˇen tudi JDK, saj ga potrebuje za delovanje.
Po namestitvi najprej nastavimo vrata (angl. port), na katerih bo do-
segljiv, na 7070. To moramo storiti zato, ker so privzeta vrata 8080, ta pa
zˇe zaseda nasˇ strezˇnik WildFly. Nato ga zazˇenemo kot storitev ter se nanj
povezˇemo preko brskalnika na naslovu tilenkopac.tk:7070. Pricˇaka nas
zacˇetna stran, kjer vnesemo administratorsko geslo nato pa zacˇnemo z izbi-
ranjem vticˇnikov. Lahko izberemo le privzete in pozneje dodamo tiste, ki jih
potrebujemo. Ker zˇe sedaj vemo, da bomo potrebovali vticˇnik GitLab, ga kar
izberemo. Jenkins nato pricˇne z nalaganjem nasˇega izbora (slika 4.2). Ko
koncˇa, se prikazˇe obrazec, v katerega vnesemo podatke prvega uporabnika.
Z njim se bomo lahko kasneje vpisovali.
Jenkins ob vzpostavitvi na sistemu ustvari uporabnika z imenom jenkins.
Dodeliti mu moramo pravico do uporabe ukaza sudo, da bomo tega lahko
uporabljali v cevovodu. Pri tem sistem ne sme zahtevati gesla, saj bi se v tem
primeru cevovod ustavil. Iz tega razloga dodamo ustrezen zapis v datoteko
sudoers.
Ker bo nasˇ sistem posˇiljal elektronska sporocˇila, moramo nastaviti sˇe
SMTP strezˇnik, ki ga bo Jenkins uporabljal. Za to nalogo izberemo strezˇnik
podjetja Google, katerega naslov poleg svojih vpisnih podatkov vnesemo v
obrazec v nastavitvah. V poslovnem okolju bi uporabljali svoj lastni SMTP
strezˇnik in uporabnika, narejenega posebej za Jenkins.
WildFly
Potrebujemo tudi aplikacijski strezˇnik, ki bo gostil nasˇo aplikacijo, ki jo bomo
hoteli testirati. V ta namen izberemo WildFly podjetja Red Hat, saj tega
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Slika 4.2: Nalaganje privzetih vticˇnikov ob prvi postavitvi strezˇnika Jenkins
zelo pogosto najdemo v profesionalnih okoljih. Vse potrebne datoteke za
izbrano verzijo, v nasˇem primeru 16.0.0.Final, najdemo na njihovi uradni
strani. Prenesemo jih na nasˇ strezˇnik in nastavimo ustrezne nastavitve v
datoteki standalone.xml. Naslov, na katerem bo WildFly poslusˇal za po-
vezave, spremenimo na 0.0.0.0. Tako se bomo nanj lahko povezali preko
kateregakoli naslova. Za vrata pustimo privzeto vrednost 8080. V sistemu
ga registriramo kot storitev, da nam bo upravljanje z njim lazˇje. Tako bomo
lahko njegovo stanje spreminjali s komponento systemctl. Ko smo vse to sto-
rili, ga zazˇenemo z ukazom systemctl start wildfly in preverimo, da je
res dosegljiv na naslovu tilenkopac.tk:8080.
Maven
Za gradnjo aplikacije in upravljanje s knjizˇnicami, od katerih je ta odvisna,
bomo uporabljali orodje Maven druzˇbe Apache. To vkljucˇuje tudi vticˇnik
WildFly, s pomocˇjo katerega lahko zapakirano aplikacijo nalozˇimo na nasˇ
aplikacijski strezˇnik. Da to lahko storimo, moramo le nastaviti njegov naslov
in uporabniˇsko ime ter geslo registriranega uporabnika v konfiguracijski dato-
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teki projekta pom.xml (koda 4.1). Vrata nastavimo na vrednost 9990, saj se
ta uporabljajo za upravljanje strezˇnika, pod kar sodi tudi nalaganje aplikacij.
1 <c o n f i g u r a t i o n>
2 <hostname>t i l e n k o p a c . tk</hostname>
3 <port >9990</port>
4 <username>t i l e n k op a c </username>
5 <password>d ip lomskana loga</password>
6 </c o n f i g u r a t i o n>
Koda 4.1: Nastavitve WildFly vticˇnika
Apache HTTP strezˇnik
Poleg orodja Maven bomo uporabljali tudi HTTP strezˇnik iste druzˇbe, na
katerem bomo gostili porocˇila BackstopJS v formatu HTML. Tudi tega lahko
pridobimo z uporabo upravitelja paketov apt. Za delovanje ni potrebno veliko
konfiguracije. Najprej ustvarimo mapo /var/www/backstop, v kateri se bodo
nahajala porocˇila. Nato jo pricˇnemo gostiti tako, da v mapi s konfiguracijami
sites-available ustvarimo novo datoteko backstop.conf in v njej defini-
ramo novega navideznega gostitelja (angl. virtual host) (koda 4.2). Po po-
novnem zagonu HTTP strezˇnika lahko na naslovu tilenkopac.tk/backstop
dostopamo do ustvarjene mape.
1 <V i r t u a lHo s t ∗:80>
2 ServerAdmin kopac . t i l e n@gma i l . com
3 ServerName t i l e n k o p a c . tk
4 A l i a s / backs top / va r /www/backstop−r e p o r t s
5 Er ro rLog ${APACHE LOG DIR}/ e r r o r . l o g
6 CustomLog ${APACHE LOG DIR}/ a c c e s s . l o g combined
7 </V i r t u a lHo s t>
Koda 4.2: Apache navidezni gostitelj
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BackstopJS in jq
Seveda moramo namestiti tudi orodje BackstopJS, ki smo ga izbrali za izva-
janje vizualnega testiranja. Tako kot strezˇnik Jenkins tudi njega ne najdemo
neposredno v vgrajenih repozitorijih upravljalnika paketov apt. Iz tega ra-
zloga moramo tega najprej usmeriti do repozitorija, kjer najdemo platformo
Node.js. Ta namrecˇ vkljucˇuje drug upravljalnik, imenovan npm. S pomocˇjo
tega lahko ustvarimo globalno namestitev orodja BackstopJS z ukazom npm
install -g backstopjs. V tej tocˇki dodatna konfiguracija ni potrebna,
saj bomo datoteko backstop.json spreminjali dinamicˇno ob izvajanju cevo-
voda. Pri tem si bomo pomagali z orodjem jq, ki ga pridobimo neposredno od
upravitelja paketov apt. To se namrecˇ uporablja za spreminjanje vrednosti
v datotekah formata JSON.
GitLab
Sedaj ima nasˇe okolje na strezˇniku vsa orodja, ki jih bo cevovod Jenkins
potreboval za svoje delovanje. Manjka nam sˇe strezˇnik GitLab. V poslovnem
okolju bi gostili svojega. Mi pa bomo zaradi preprostosti uporabljali kar nji-
hov uradni strezˇnik, dostopen na spletni strani www.gitlab.com. Prijavimo
se v svoj racˇun in ustvarimo nov repozitorij, ki ga poimenujemo Diploma.
4.2 Povezava GitLaba-a in Jenkins-a
Do sedaj smo vsa orodja obravnavali le posamicˇno, brez da bi razmiˇsljali o
dejstvu, da bodo na koncu sodelovala drugo z drugim. S tem ni nicˇ narobe,
saj bo za vecˇino interakcij na koncu poskrbel cevovod Jenkins. Edina izjema
je povezava Jenkins-a z GitLab-om, saj se brez te cevovod ne bo zacˇeti izvajati
ob spremembah kode na repozitoriju.
Nasˇ cilj je sprozˇiti izvajanje cevovoda Jenkins ob vsakem odprtju nove
prosˇnje za zdruzˇitev kode ali ob vsakem potisku nove kode v obstojecˇo
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prosˇnjo. Tako razvijalec dobi povratno informacijo o pravilnosti videza apli-
kacije po njegovih spremembah. V ta namen bomo uporabili vticˇnik GitLab
na strezˇniku Jenkins in tehnologijo prestrezalnikov povezav (angl. webho-
oks), ki jih za svoje repozitorije ponuja GitLab.
V poslovnem okolju bi sami gostili strezˇnik GitLab, zato bi kreirali novega
uporabnika, ki bi sluzˇil za dostop sistema Jenkins do repozitorija. Ker mi
uporabljamo uradni strezˇnik podjetja GitLab, se bomo v ta namen posluzˇili
kar nasˇega uporabniˇskega racˇuna, cˇigar podatke bomo vnesli v Jenkins.
Odpremo meni s podatki za potrjevanje verodostojnosti (angl. credenti-
als). Najprej dodamo svoj zasebni kljucˇ za povezavo preko protokola SSH,
ki ga navadno uporabljamo za kloniranje repozitorijev in podobna opravila.
Nato na strani GitLab odpremo uporabniˇske nastavitve, gremo v podmeni z
zˇetoni za dostop in ustvarimo novega. Njegovo vrednost prekopiramo in jo
prav tako dodamo med podatke za potrjevanje verodostojnosti na strezˇniku
Jenkins. Sedaj lahko v nastavitvah sistema dodamo novo povezavo z repozi-
torijem, kamor vnesemo naslov strezˇnika GitLab. Kot podatek za potrjevanje
verodostojnosti izberemo zˇeton za dostop. Ko smo to storili, lahko z gum-
bom sˇe testiramo ustvarjeno povezavo, da se prepricˇamo, da res deluje (slika
4.3).
Slika 4.3: Povezava z GitLab-om v nastavitvah strezˇnika Jenkins
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Povezavo moramo narediti sˇe s strani repozitorija s prestrezalnikom po-
vezav. Da se bomo lahko sklicevali na nalogo Jenkins, mora ta zˇe obstajati,
zato pricˇnemo z ustvarjanjem nove. Damo ji ime, ki je v nasˇem primeru
preprosto Diploma. Za tip naloge izberemo cevovod. Za povezavo GitLab
je zˇe privzeto nastavljena tista, ki smo jo ustvarili prej. Pod sprozˇilci gra-
dnje (angl. build triggers) izberemo mozˇnost sprozˇitve izvajanja cevovoda
ob potisku sprememb na repozitorij. Natancˇneje je to tedaj, ko je odprta
nova prosˇnja za zdruzˇitev kode. Ta mozˇnost vkljucˇuje tudi naknadne poti-
ske kode v okviru originalne prosˇnje, cˇetudi ne ustvarimo nove. Odpremo sˇe
napredne nastavitve, v katerih dolocˇimo ime vej repozitorija, ki bodo lahko
prozˇile gradnjo. V nasˇem primeru bomo izbrali le master vejo (slika 4.4), ki
nacˇeloma vsebuje cˇim bolj pravilno kodo. Lahko bi izbrali poljubno mnogo
vej, cˇe bi potrebovali tovrstno funkcionalnost.
Slika 4.4: Sprozˇilec gradnje
28 Tilen Kopacˇ
Sedaj, ko smo ustvarili nalogo Jenkins, na katero se bomo sklicevali, lahko
na repozitoriju naredimo prestrezalnik povezav. To storimo v meniju inte-
gracij. Za naslov uporabimo povezavo, ki nam jo je Jenkins izpisal pri nasta-
vljanju sprozˇilca gradnje. V nasˇem primeru je ta http://tilenkopac.tk:
7070/project/Diploma. V kolikor hocˇemo potrjevati pristnost zahtev s
strani repozitorija, v naprednih nastavitvah sprozˇilca gradnje generiramo
skrivni zˇeton in ga prekopiramo v ustrezno polje prestrezalnika. Preden shra-
nimo spremembe, lahko tega sˇe testiramo s klikom na gumb. Na ta nacˇin se
prepricˇamo, da je bila povezava uspesˇno vzpostavljena.
Sedaj smo pripravljeni na izdelavo logike cevovoda, ki se bo kot posledica
nastavitev pripravljenega okolja izvedla ob vsaki odprti prosˇnji za zdruzˇitev
kode.
4.3 Cevovod Jenkins
Ker je nasˇe okolje pripravljeno, se lahko lotimo pisanja kode. Ta bo z uporabo
orodij pridobila najnovejˇso kodo aplikacije, jo zgradila, nalozˇila na strezˇnik,
pognala vizualne teste in porocˇala o njihovih rezultatih (slika 4.5). To bomo
dosegli z implementacijo cevovodne skripte znotraj zˇe ustvarjene naloge Jen-
kins. Za vecˇjo preglednost bomo uporabili funkcijo pisanja kode po fazah. Na
ta nacˇin kodo razbijemo na logicˇne enote, zaradi tega pa bo bolj informativen
tudi graficˇni prikaz izvajanja cevovoda.
Jenkins za svoje cevovode uporablja svojo lastno sintakso [23]. Zacˇnemo
z inicializacijo okolja pipeline, v katerega bomo zavili svojo logiko (koda 4.3).
Preden nadaljujemo, moramo dolocˇiti sˇe agenta oziroma napravo, na kateri
se bo cevovod izvedel [20]. Ker nimamo podrejenih naprav, bomo vse izvajali
kar na glavni. Zato ga nastavimo na vrednost any (koda 4.3).
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Slika 4.5: Diagram poteka cevovoda
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1 p i p e l i n e {
2 agent any
3 }
Koda 4.3: Okolje pipeline z definiranim agentom
Nato inicializiramo okolje stages, ki bo vsebovalo prej omenjene faze.
Posamezno fazo zavijemo v okolje stage, to pa se sˇe naprej deli na korake
(angl. steps).
Prva faza bo zajemala pridobitev spremenjene kode iz repozitorija GitLab,
da jo bomo kasneje lahko uporabili. Fazi dodelimo ime git checkout, saj se
bo znotraj nje uporabil istoimenski ukaz. Ker je to zelo splosˇna in pogosta
operacija, si pri pisanju pomagamo kar z Jenkins-ovim generatorjem kode.
Vpisati moramo naslov SSH nasˇega repozitorija in za vpisni podatek izbrati
zasebni kljucˇ SSH, ki smo ga predhodno dodali v sistem. S klikom na gumb
se v oknu pojavi koda, ki naredi tocˇno to, kar smo zˇeleli. Prekopiramo jo v
nasˇ cevovod in s tem je prva faza zakljucˇena (koda 4.4).
1 s t ag e (” g i t checkout ”) {
2 s t e p s {
3 checkout ( [
4 $ c l a s s : ’GitSCM ’ ,
5 b ranche s : [ [ name : ’∗/ master ’ ] ] ,
6 doGene ra t eSubmodu l eCon f i gu ra t i on s : f a l s e ,
7 e x t e n s i o n s : [ ] , submoduleCfg : [ ] ,
8 use rRemoteCon f i g s : [ [
9 c r e d e n t i a l s I d : ’ t i l e n k op a c−g i t l a b−key ’ ,





Koda 4.4: Faza pridobivanja kode iz repozitorija
Sedaj lahko napisano fazo zˇe testiramo. Na lokalnem okolju poljubno
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spremenimo kodo in naredimo novo prosˇnjo za zdruzˇitev z glavno vejo, ozi-
roma jo potisnemo v okviru zˇe obstojecˇe prosˇnje. Jenkins pricˇne z izvajanjem
naloge. Iz konzole lahko vidimo, da je bil postopek prenosa nove kode iz repo-
zitorija GitLab uspesˇen in da jo lahko najdemo na lokaciji /var/lib/jenkins/
workspace/Diploma. Da se o tem prepricˇamo, se povezˇemo na strezˇnik in se
premaknemo v omenjeno mapo. Koda se res nahaja tam in vsebuje zadnje
spremembe, ki smo jih pravkar potisnili v repozitorij.
V naslednji fazi pridobljeno kodo uporabimo. Aplikacijo zgradimo z orod-
jem Maven in jo nalozˇimo na strezˇnik WildFly. To moramo storiti, ker nas
za testiranje ne zanima sama koda, temvecˇ videz aplikacije. Zato jo moramo
gostiti na naslovu, do katerega lahko dostopa BackstopJS. To ni tezˇko, saj
smo vse potrebne nastavitve nastavili zˇe prej, v datoteki pom.xml (koda 4.1).
V tej fazi moramo torej le pognati ukaz mvn clean wildfly:deploy,
ki aplikacijo zgradi in jo nalozˇi na strezˇnik, katerega naslov je definiran v
datoteki pom.xml. Pozˇenemo ga znotraj lupine (angl. shell). S tem je faza
gradnje in nalozˇitve aplikacije zakljucˇena (koda 4.5). To lahko preverimo
tako, da pozˇenemo cevovod, nato pa se povezˇemo na naslov, na katerem je
sedaj nasˇa aplikacija dosegljiva. Vidimo, da so vidne tudi zadnje narejene
spremembe.
1 s t ag e (”mvn c l e a n i n s t a l l w i l d f l y : d ep l oy ”) {
2 s t e p s {
3 sh ” sudo mvn c l e a n i n s t a l l w i l d f l y : d ep l oy ”
4 }
5 }
Koda 4.5: Faza gradnje in nalozˇitve aplikacije na WildFly strezˇnik
Naslednji korak je osrednjega pomena za nasˇo nalogo, saj v njem izve-
demo vizualno testiranje. Preden bomo pognali teste, moramo pripraviti vse
potrebno, da se bodo ti izvedli pravilno. Vse nastavitve, ki so za to po-
membne, se nahajajo v datoteki backstop.json. Ta se ustvari ob izvajanju
ukaza backstop init znotraj mape projekta. Mi nocˇemo ustvarjati nove
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datoteke ob vsakem izvajanju cevovoda, saj se tako zˇe nastavljene nastavitve
ne bi ohranjale in bi jih morali urejati vedno znova. Iz tega razloga ustva-
rimo novo mapo staticˇnih virov na lokaciji /etc/visual-testing in v njej
naredimo sˇe eno mapo, specificˇno za nasˇ cevovod, z imenom Diploma. Vanjo
prekopiramo privzeto datoteko backstop.json in jo spremenimo za potrebe
nasˇega projekta. Iz razdelka scenarijev (angl. scenarios), ki se bodo izve-
dli, pobriˇsemo privzete in za zacˇetek dodamo enega svojega. Temu zaenkrat
nastavimo le ime in naslov strani, ki jo vkljucˇuje (koda 4.6).
1 ” s c e n a r i o s ” : [
2 {
3 ” l a b e l ” : ” Zacetna s t r a n ” ,
4 ” u r l ” : ” t i l e n k o p a c . tk :8080/ d ip loma /welcome . xhtml ” ,
5 ” r e f e r e n c eU r l ” : ”” ,
6 ” readyEvent ” : ”” ,
7 ” r e a d y S e l e c t o r ” : ”” ,
8 ” d e l a y ” : 0 ,
9 ” h i d e S e l e c t o r s ” : [ ] ,
10 ” r emov eSe l e c t o r s ” : [ ] ,
11 ” h o v e r S e l e c t o r ” : ”” ,
12 ” c l i c k S e l e c t o r ” : ”” ,
13 ” p o s t I n t e r a c t i o nWa i t ” : 0 ,
14 ” s e l e c t o r s ” : [ ] ,
15 ” s e l e c t o r E x p a n s i o n ” : t rue ,
16 ” expec t ” : 0 ,
17 ”misMatchThresho ld ” : 0 . 1 ,
18 ” requ i r eSameDimens ions ” : t r u e
19 }
20 ]
Koda 4.6: Scenarij, ki se bo izvedel v okviru vizualnega testiranja
Pri nastavljanju poti referencˇnih slik in razlicˇnih tipov porocˇil moramo
biti bolj iznajdljivi. Referencˇne slike predstavljajo vir, ki ni odvisen od nasˇih
sprememb kode, zato jih hocˇemo hraniti na enotni lokaciji. Poleg tega morajo
biti dostopne znotraj strezˇnika HTTP, da bodo vidne v porocˇilih. Iz tega
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razloga njihovo pot definiramo kot /var/www/backstop/diploma/
bitmaps reference.
Take enotnosti pa nocˇemo pri porocˇilih, ki jih bo ustvaril BackstopJS,
saj bi se v tem primeru ob novem zagonu cevovoda stara prepisala. To je
neugodno, saj bi s tem bilo vzporedno delo vecˇ razvijalcev ovirano. Poti
porocˇil moramo zato nastavljati dinamicˇno, ob vsakem izvajanju cevovoda.
Da se bodo lokacije porocˇil razlikovale druga od druge, jih bomo shranjevali v
mape, katerih imena bodo enaka sˇtevilkam gradnje (angl. build number). V
ta namen med staticˇne vire v mapi /etc/visual-testing/Diploma dodamo
sˇe skripto, ki nastavi poti porocˇil (koda 4.7). To bomo pred vsakim poga-
njanjem testov prekopirali v trenutno mapo. V skripti uporabimo orodje jq,
ki omogocˇa enostavno spreminjanje vrednosti v datotekah formata JSON.
Kot vhodni parameter skripte bo Jenkins vsakicˇ poslal sˇtevilko trenutne
gradnje, ta pa bo sestavila enolicˇno celotno pot in jo zapisala v datoteko
backstop.json.
1 #!/ b in / bash
2 b i tmaps pa th=”/va r /www/backstop−r e p o r t s / d ip loma /$1/ b i tmap s t e s t ”
3 html pa th=”/va r /www/backstop−r e p o r t s / d ip loma /$1/ h tm l r e p o r t s ”
4 c i p a t h=”/va r /www/backstop−r e p o r t s / d ip loma /$1/ c i r e p o r t s ”
5
6 tmp=$ (mktemp)
7 j q ” . pa ths . b i tmap s t e s t = \” $b i tmaps path \”” backs top . j s o n > ”
$tmp” && mv ”$tmp” backs top . j s o n
8 j q ” . pa ths . h tm l r e p o r t = \” $html path \”” backs top . j s o n > ”$tmp”
&& mv ”$tmp” backs top . j s o n
9 j q ” . pa ths . c i r e p o r t = \” $ c i p a t h \”” backs top . j s o n > ”$tmp” &&
mv ”$tmp” backs top . j s o n
Koda 4.7: Skripta za nastavljanje poti porocˇil
Ko so nastavitve pravilno nastavljene, poklicˇemo ukaz backstop test,
ki pozˇene scenarije in ustvari porocˇila. S tem je faza vizualnega testiranja
zakljucˇena (koda 4.8). Pomena okolja script in spremenljivke tests passed
sta razlozˇena v nadaljevanju.
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1 s t ag e (” backs top t e s t ”) {
2 s t e p s {
3 s c r i p t {
4 t r y {
5 sh ” sudo cp / e t c / v i s u a l−t e s t i n g / d ip loma / backs top . j s o n . ”
6 sh ” sudo cp / e t c / v i s u a l−t e s t i n g / d ip loma / se t−backstop−
r e p o r t s− l o c a t i o n . sh . ”
7 sh ” sudo sh se t−backstop−r e p o r t s− l o c a t i o n . sh ${ env .
BUILD NUMBER}”
8 sh ” sudo backs top t e s t ”
9 } ca tch ( e ) {
10 t e s t s p a s s e d = f a l s e ;





Koda 4.8: Faza vizualnega testiranja
Ko sedaj ustvarimo novo prosˇnjo za zdruzˇitev kode, se iz mape staticˇnih
virov najprej kopirata datoteka backstop.json in nasˇa skripta. Nato slednja
nastavi vse potrebne poti. Naposled se izvedejo testi. Opazimo, da se znotraj
mape, ki jo gosti strezˇnik HTTP, res ustvari nova mapa, v njej pa najdemo
porocˇila (slika 4.6). Ob prvem izvajanju referencˇne slike sˇe ne obstajajo, zato
v mapi s kodo pozˇenemo sˇe ukaz backstop approve, ki te ustvari na podlagi
trenutnega videza aplikacije.
Ko se testi izvedejo, mora biti nasˇ cevovod sposoben ravnati skladno z
njihovim izidom. Za to poskrbimo v fazi obravnave rezultatov testov (koda
4.9), s katero ga bomo zakljucˇili. V primeru, da testi ne bodo uspesˇni, bomo
ustrezne delezˇnike obvestili preko elektronske posˇte. Iz tega razloga zˇe pred
inicializacijo okolja pipeline ustvarimo novo spremenljivko tests passed. Ta
nam bo v zadnji fazi povedala, ali so bili testi uspesˇni ali ne. Njena privzeta
vrednost je true, kar pomeni, da so testi bili uspesˇni, cˇe pa ne bodo, se bo
nastavila na vrednost false. To logiko dodamo v fazo testiranja (koda 4.8).
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Slika 4.6: Vsebina mape s porocˇili
Dele kode, kjer delamo s spremenljivkami, moramo dodatno zaviti sˇe v okolje
script.
1 s t ag e (” hand l e t e s t r e s u l t s ”) {
2 s t e p s {
3 s c r i p t {
4 i f ( ! t e s t s p a s s e d ) {
5 ema i l e x t to : em a i l e x t r e c i p i e n t s ( [
6 [ $ c l a s s : ” C u l p r i t s R e c i p i e n t P r o v i d e r ” ] ,
7 [ $ c l a s s : ” R e q u e s t e r R e c i p i e n tP r o v i d e r ” ]
8 ] ) ,
9 s u b j e c t : ” J enk i n s b u i l d ${ env . JOB NAME} f a i l e d ” ,
10 body : ”A Jenk i n s b u i l d f a i l e d : ${ env . BUILD URL } . See
r e p o r t s at h t tp : // t i l e n k o p a c . tk / backs top / d ip loma /${
env .BUILD NUMBER}”
11 t imeout ( t ime : 10 , u n i t : ’MINUTES ’ ) {
12 i npu t message : ”Approve changes ?” , ok : ”Approve ”







Koda 4.9: Faza obravnave rezultatov testov
Za posˇiljanje elektronske posˇte uporabimo Jenkins-ov vticˇnik Email-ext
[19]. Posˇljemo jo razvijalcu, ki je ustvaril prosˇnjo za zdruzˇitev kode in vsem,
ki so v veji, ki jo poskusˇamo zdruzˇiti, naredili kakrsˇnokoli spremembo kode.
Prvega najdemo preko reference [$class: "CulpritsRecipientProvider"],
slednje pa preko reference [$class: "RequesterRecipientProvider"]. V
zadevi sporocˇila uporabimo okoljsko spremenljivko JOB NAME, da razvijalec
brzˇ vidi, za kateri projekt gre. V telesu sporocˇila pa se posluzˇimo spremen-
ljivk BUILD NUMBER, s katero sestavimo povezavo do porocˇil in BUILD URL,
preko vrednosti katere bo razvijalec lahko priˇsel do konzole gradnje.
Nocˇemo, da bi se razvijalec moral povezati na strezˇnik in pognati ukaz
backstop approve, da bi njegove spremembe videza aplikacije postale refe-
renca za naslednje gradnje. Zato mu to mozˇnost ponudimo kar preko cevo-
voda. Ko posˇljemo obvestilo o neuspesˇnih testih, se z uporabo ukaza input
cevovod ustavi in pocˇaka na odziv razvijalca. Ta odpre konzolo gradnje
preko povezave, ki jo je dobil v sporocˇilu. Tu ga pricˇaka izbira med potrdi-
tvijo sprememb in prekinitvijo gradnje. Cˇe klikne na prvo mozˇnost, se nove
slike aplikacije samodejno kopirajo cˇez referencˇne, cˇe pa klikne na drugo, se
gradnja zakljucˇi in referencˇne slike ostanejo enake. Na koncu sˇe poskrbimo,
da sistem na vnos ne bo cˇakal v nedogled, temvecˇ bo zakljucˇil gradnjo, cˇe
se razvijalec ne bo odzval v dolocˇenem cˇasu. To dosezˇemo z uporabo ukaza
timeout. S tem je nasˇ cevovod zakljucˇen.
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4.4 Prikaz delovanja
Da si bomo bolje predstavljali, kako deluje nasˇa integracija in ali je res upo-
rabna, bomo pokazali dva primera uporabe. V obeh bodo vizualni testi
namenoma neuspesˇni in bo razvijalec o tem obvesˇcˇen. V prvem bodo spre-
membe sprejemljive, v drugem pa ne. V ta namen razvijemo zelo preprosto
spletno stran (slika 4.7).
Slika 4.7: Demonstracijska spletna stran
V prvem scenariju je razvijalec zadolzˇen za spremembo naslova na strani
v nekaj bolj smiselnega. Kot vedno poskrbi, da je koda v njegovi lokalni
instanci glavne veje posodobljena. Preden zacˇne delati spremembe, iz nje
naredi svojo vejo. Ko najde ustrezno datoteko, ugotovi, da je vrednost na-
slova zapisana neposredno v njej in ne v razredu Java ali datoteki z vsebino.
Zato jo preprosto spremeni. Svojo spremembo izrocˇi s smiselnim sporocˇilom
in jo potisne v repozitori. Nato ga odpre in ustvari novo prosˇnjo za zdruzˇitev
njegove kode z glavno vejo.
V tem trenutku se sprozˇi cevovod Jenkins. Testi se izvedejo in padejo, saj
novi videz strani ne ustreza referencˇnemu. Razvijalec zato dobi elektronsko
posˇto s povezavo do gradnje in porocˇil o rezultatih testov (slika 4.8). Po
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ogledu teh sklene, da so spremembe sprejemljive. Klikne na povezavo, ki ga
pelje do trenutne gradnje, odpre konzolo in klikne na gumb, ki nove slike
nastavi za referencˇne.
Slika 4.8: Porocˇilo BackstopJS po spremembi naslova strani
V drugem scenariju mora razvijalec dodati vsebino na konec besedila na
levi strani spletne strani. Tako kot prej naredi novo vejo in pod obstojecˇa
odstavka besedila doda sˇe dva. Tako kot prej izrocˇi in potisne kodo ter
ustvari prosˇnjo za zdruzˇitev kode. Tudi tokrat testi v cevovodu Jenkins
padejo in sistem razvijalcu posˇlje elektronsko posˇto. Ko odpre porocˇilo (slika
4.9) ugotovi, da nov videz ni sprejemljiv. Besedilo je predolgo, zaradi cˇesar
je celotna spletna stran viˇsja, kot je bila prej.
Prekine gradnjo in se pogovori s strokovnjakom za uporabniˇsko izkusˇnjo.
Ta mu svetuje, da spremeni datoteko CSS z definicijo stilov elementov tako,
da bo besedilo imelo svoj drsnik. Razvijalec se vrne na svojo vejo in to res
stori, nato pa spet izrocˇi in potisne kodo v obstojecˇo prosˇnjo za zdruzˇitev.
Cevovod Jenkins se spet zazˇene in posˇlje povezavo do novega porocˇila (slika
4.10). Tokrat je novi videz aplikacije sprejemljiv, zato ga razvijalec potrdi.
Ta tako postane referenca za vsa nadaljnja testiranja.
Diplomska naloga 39
Slika 4.9: Porocˇilo BackstopJS po spremembi besedila




Na zacˇetku smo si zadali cilj izbrati ustrezno odprtokodno orodje za vizu-
alno testiranje in ga umestiti v proces zvezne integracije. Pri izbiranju smo
opravili analizo vecˇ mozˇnosti. Lastnosti, ki so se nam zdele pomembne, smo
izrazili kot kriterije in orodja ocenili na Likertovi lestvici glede na doseganje
le-teh. S tem je bil nasˇ proces odlocˇanja lazˇji in bolje definiran.
Pri orodju BackstopJS nam je najvecˇjo vrednost predstavljal podatek, da
je prilagojen prav za uporabo v sistemih gradnje kot je Jenkins in da zato
na spletu zˇe najdemo nekaj virov na to temo. Nasˇa izbira se je na koncu
izkazala za ustrezno, saj smo lahko ustvarili natancˇno tak delovni tok, kot
smo si ga na zacˇetku zamislili.
Prav omenjeni delovni tok in koristi, ki jih prinasˇa, so glavna dodana
vrednost diplomske naloge. Vizualno testiranje podobno kot funkcionalno
testiranje otezˇuje nastanek nepricˇakovanih nepravilnosti oziroma omogocˇa
hitro zaznavanje le-teh. V procesu razvoja sta ti dve lastnosti zelo zazˇeleni,
saj sta poznejˇse zaznavanje in odpravljanje tezˇja in drazˇja mozˇnost.
Cˇasovna investicija za vpeljavo vizualnega testiranja v proces razvoja ni
zelo velika, ampak ni zanemarljiva. Najprej je potrebno ustvariti cevovod
Jenkins, za kar s pomocˇjo opisanega postopka ne potrebujemo veliko cˇasa,
tudi cˇe okolje zvezne integracije sˇe ni pripravljeno. Ta del je neodvisen od
velikosti projektov, ki jih bo podprl. Cˇe v oceno porabljenega cˇasa vsˇtejemo
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sˇe rezervo za odpravljanje morebitnih tezˇav, lahko brezskrbno recˇemo, da
postavitev sistema ne bi smela vzeti vecˇ kot nekaj cˇlovek-dni. Poleg tega
aktivnost pisanja testnih scenarijev ni odvisna od postavitve okolja in s tem
aktivnost vzpostavitve sistema ni na kriticˇni poti (slika 5.1).
Vecˇ cˇasa potrebujemo, da pripravimo testne scenarije, ki se bodo testirali
ob vsakem izvajanju cevovoda. Za razliko od prvega je ta del odvisen od
velikosti projekta, ki ga z nasˇo resˇitvijo hocˇemo podpreti. Recimo da za
pisanje enega testnega scenarija njegov avtor potrebuje povprecˇno 10 minut,
saj ti niso zelo zahtevni. Na eno cˇlovek-uro torej napiˇse 6 scenarijev. Resne
poslovne aplikacije so navadno sestavljene iz velike mnozˇice podstrani.
Da si bolje predstavljamo obseg testiranja, za primer vzamemo aplikacijo
Patient Portal [12] podjetja Parsek. V povprecˇju rabimo okrog 50 testnih
scenarijev na stran, da bo ta dobro pokrita s testi. Toliko jih potrebujemo,
saj hocˇemo testirati tudi videz po klikih na gumbe, odpiranju kontekstnih
menijev, lebdenju nad elementi z miˇsko in podobne spremembe. To pomeni,
da za pokritje ene strani s testnimi scenariji potrebujemo 8.33 cˇlovek-ur ozi-
roma priblizˇno en cˇlovek-dan. Ker ima nasˇa aplikacija okoli 70 strani, bi za
pisanje scenarijev potrebovali okrog 70 cˇlovek-dni (enacˇba 5.1). To ni malo,
vendar je delo zelo preprosto izvajati vzporedno. Cˇe bi za to delo zadolzˇili
5 ljudi in bi predpostavljali, da so vse strani priblizˇno enako obsezˇne, bi jih
vsak cˇlovek pokril sˇtirinajst in tako bi celotna aplikacije bila pokrita s testi
zˇe v priblizˇno 14 dneh (slika 5.1).




Dodatno se je potrebno zavedati tudi, da z vidika dolgorocˇne uporabe
sistema velik cˇasovni vlozˇek ne predstavlja problema, saj bo ta velik le na
zacˇetku, nato pa bo dodajanje novih scenarijev socˇasno z rastjo produkta
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hitro.
Slika 5.1: Gantogram uvajanja sistema testiranja
Ocenimo sˇe cˇas, ki ga prihranimo z uporabo nasˇe resˇitve. Spet predpo-
stavimo, da ima nasˇa aplikacija okoli 70 strani in s tem priblizˇno 3500 testnih
scenarijev. Tezˇko natancˇno ocenimo, koliko cˇasa bi cevovod potreboval, da
bi izvedel toliko scenarijev. Vemo pa, da bi bilo to vseeno precej hitro, saj
BackstopJS omogocˇa vzporedno izvajanje vecˇ scenarijev. Pri tem porabi 100
MB osnove plus 5 MB delovnega delovnega pomnilnik za vsak dodaten sce-
narij [35]. To pomeni, da bi zˇe z 4 GB delovnega spomina lahko izvajali nekaj
manj kot 800 scenarijev naenkrat (enacˇba 5.2). Torej bi za 3500 scenarijev
potrebovali 5 iteracij izvajanja koraka testiranja (enacˇba 5.3). Cˇe predpo-
stavimo, da ena iteracija traja dve minuti, bi celoten cevovod za izvajanje v
tem primeru potreboval 10 minut (enacˇba 5.4).
sˇt. scen. na iter. =
4000 MB − 100 MB
5 MB/scenarij






= 5 iteracij (5.3)
ttestiranja sistem = 5 iteracij ∗ 2 min = 10 min (5.4)
Za primerjavo ocenimo, koliko isti proces traja, cˇe ni podprt z nasˇo
resˇitvijo. Za vsak testni scenarij cˇlan ekipe za nadzor kakovosti potrebuje
vsaj eno minuto, saj mora najprej pogledati, kako je ta definiran, nato pa
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ga izvesti. Nekateri zahtevnejˇsi scenariji mu vzamejo tudi vecˇ cˇasa. Zˇe cˇe
predpostavimo, da res za vsakega potrebuje le eno minuto, hitro vidimo, da
je mnogo pocˇasnejˇsi kot nasˇa resˇitev (enacˇba 5.6). Za izvedbo 3500 scenari-
jev bi namrecˇ potreboval 3500 minut oziroma priblizˇno 58 cˇlovek-ur (enacˇba
5.5), nasˇa resˇitev pa bi isto kolicˇino dela naredila v priblizˇno desetih minutah.




prihranek = ttestiranja clovek − ttestiranje sistem
= 3500 min− 10 min
= 3490 min
= 58, 17 cˇlovek-ur
(5.6)
Cˇas pa ne bi bil prihranjen le cˇlanom ekipe za nadzor kakovosti, temvecˇ
tudi razvijalcem. V procesu razvoja brez regresijskega vizualnega testiranja
namrecˇ pogosto prihaja do situacij, kjer mora razvijalec odpraviti napako
videza, ki ni posledica njegovih sprememb. Ker ne ve, kaj se je v kodi spre-
menilo, da je do te napake priˇslo, mora to najprej ugotoviti. To mu lahko
vzame precej cˇasa. Z uporabo nasˇe resˇitve pa bo napaka odkrita takoj in
bo sistem to sporocˇil razvijalcu, katerega spremembe so jo povzrocˇile. Ta
bo po pregledu porocˇil z veliko verjetnostjo takoj vedel, katera od njegovih
sprememb je za to odgovorna. in jo bo lahko takoj popravil.
Nasˇa resˇitev je bila predstavljena nekaterim kljucˇnim akterjem v podjetju
Parsek. Ti se zavedajo pomembnosti regresijskega testiranja svojih izdelkov.
Na velik potencial nasˇega orodja nakazuje dejstvo, da so bili navdusˇeni nad
njim in da zˇelijo z njim podpreti svoj proces razvoja.
Poglavje 6
Sklepne ugotovitve
V okviru naloge smo se osredotocˇili na problem zagotavljanja pravilnega
videza aplikacije. Nasˇ cilj je bil ustvariti sistem, ki bi tega redno preverjal in
opozarjal na morebitne napake.
Ugotovili smo, da je prispevkov nasˇe naloge vecˇ. V prvem delu smo
naredili obsezˇen pregled obstojecˇih orodij za vizualno testiranje in preprost
odlocˇitveni model na podlagi utezˇenih kriterijev. To je lahko v pomocˇ pri
odlocˇanju vsakomur, ki se soocˇa s podobnim problemom izbire.
V drugem delu smo natancˇno opisali postopek implementacije nasˇega sis-
tema. Ta vkljucˇuje vzpostavitev DevOps okolja z vsemi potrebnimi orodji
in tehnologijami in definicijo ter realizacijo postopka testiranja znotraj cevo-
voda. Ta opis lahko znatno skrajˇsa zacˇetno cˇasovno investicijo za vpeljavo
vizualnega testiranja v proces razvoja pri predpostavki, da DevOps okolje
bralca sˇe ne obstaja ali pa da uporablja podoben nabor orodij oziroma vsaj
orodje Jenkins.
Rezultat nasˇega dela je resˇitev, ki bi zˇe brez dodatnih izboljˇsav lahko bila
uporabljena v poslovnih okoljih. Najbolj edinstven del, ki je terjal najvecˇ
dela in inovativnosti, je skripta cevovoda Jenkins. Prav taksˇna ne obstaja
oziroma ni dokumentirana nikjer, saj je prilagojena za zelo natancˇno dolocˇen
namen in uporablja svojevrsten nabor orodij. Najbolj zazˇelen ucˇinek nasˇe
aplikacije je znaten prihranek cˇasa ekipe za nadzor kakovosti in razvijalcev.
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Cˇeprav je nasˇa resˇitev zˇe uporabna, bi ji koristilo nekaj izboljˇsav, ki so
navedene v nadaljevanju.
1. Problem se pojavi pri virih, skupnih za vecˇ gradenj. Paziti moramo, da
ena gradnja ne spremeni kateregakoli od teh virov, saj bi to lahko vpli-
valo na izvajanje ali rezultate druge gradnje, ki tecˇe vzporedno s prvo.
Tovrstni viri so referencˇne slike in aplikacijski strezˇnik WildFly. Tega
bi se lahko lotili na dva nacˇina. Pri prvem bi kombinirali vzporedno
in zaporedno izvajanje delov cevovoda. Ustvarili bi vecˇ instanc aplika-
cijskega strezˇnika in implementirali sistem zaklepanja virov z ustvarja-
njem zapisov v datoteki. Ko bi se pognala prva gradnja, bi v datoteki
preverila, katere instance strezˇnika so proste. Izbrala bi prvo prosto in
dodala zapis, ki bi ostalim gradnjam povedal, da je ta instanca sedaj
zaklenjena. Nato bi preverila, cˇe so na voljo referencˇne slike. Cˇe bi
bile, bi tudi te na enak nacˇin zaklenila do konca svojega izvajanja. Po
koncu bi zaklenjene vire sprostila. Naslednja gradnja bi tako svojo ver-
zijo aplikacije nalozˇila na drugo instanco strezˇnika, nato pa bi cˇakala in
periodicˇno preverjala, cˇe so referencˇne slike zˇe odklenjene. Na ta nacˇin
bi vzporedno izvajali nalaganje aplikacije na aplikacijski strezˇnik.
Tako pa zˇal ne moremo izvajati tudi testiranja, saj se mora to vedno
sklicevati na najnovejˇse referencˇne slike. Cˇe bi vzporedno izvajali dve
instanci testiranja to ne bi bilo zagotovljeno, saj drugo testiranje ne bi
uposˇtevalo sprememb, ki so sprozˇile prvega.
Druga resˇitev tega problema je zaporedno izvajanje gradenj. To je
precej preprostejˇse in ne traja veliko vecˇ cˇasa, saj je ravno cˇasovno
najbolj zahteven del tisti, ki ga moramo tudi v prvi resˇitvi izvajati
zaporedno.
2. Kadar se testi ne izvedejo uspesˇno, bi sistem na nek nacˇin moral oznacˇiti
tisto prosˇnjo za zdruzˇitev kode na repozitoriju, ki bi na to opozarjala.
S tem bi razvijalec, ki mu je dodeljena, vedel, da je sˇe ne sme sprejeti.
To bi lahko storili z avtomatskim komentiranjem prosˇnje.
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3. Datoteko backstop.json z nastavitvami vizualnega testiranja bi lahko
vkljucˇili kar v projekt. Na ta nacˇin bi bila dostopna na repozitoriju in
na lokalnih instancah le-tega. S tem bi bilo njeno spreminjanje lazˇje,
saj se za to ne bi bilo treba povezovati na strezˇnik. Poleg tega ob
izvajanju cevovoda te datoteke ne bi bilo potrebno kopirati iz mape s
staticˇnimi viri.
Cˇeprav je predlaganih izboljˇsav kar nekaj, je nasˇa resˇitev zˇe uporabna za
poslovna okolja. Njena uporaba prinasˇa znatne prihranke cˇasa ekipe za zago-
tavljanje kakovosti in razvijalcev. S tem smo uspeli tudi pokazati uporabnost
metode vizualnega testiranja kot takega.
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