This paper is an essentially self-contained and rigorous description of the fundamental principles of quantum computing from a mathematical perspective. It is intended to help mathematicians who want to get a grasp of this quickly growing discipline and find themselves taken aback by the language gap between mathematics and the pioneering fields on the matter: computer science and quantum physics.
Historical precedents of Quantum Computation
The origins of quantum computation date back to 1980, when American physicist Paul Benioff (b. 1930 ) described a computing model defined by quantum mechanical Hamiltonians [5] . Later that year, Russian mathematician Yuri Manin gave a first idea on how to simulate a quantum system with a computer governed by quantum mechanics [37] . Both of them laid the groundwork for two of the basic components of quantum computing: quantum Turing machines and quantum computers [39] .
Two years later, American theoretical physicist Richard Feynman (1918 -1988 talked in one of his most seminal papers about the problems of simulating physics with a classical computer [22] , and introduced independently a quantum model of computation. He stated that, being the world quantum mechanical, the inherent difficulty within the possibility of exactly replicating the behavior of nature is related to the problem of simulating quantum physics. This way, the most important rule defined by Feynman deals with the computational complexity at the time of efficiently simulating a quantum system. If one doubles the dimensions of the system, it would be ideal that the size of the computational resources needed for this task also double in the worst case, instead of experimenting an exponential growth.
Feynman also stated the underlying limitations that appear when it comes to simulate the probabilities of a physical system. Instead of calculating the probabilities of such a system, which he proved to be impossible, he proposed that the computer itself should have a probabilistic nature. To this new kind of machine he gave the name of quantum computer, and stated that it had a distinct essence than the well-known Turing machines. He also noted that with one of them it should be possible to simulate correctly any quantum system, and the physical world itself. Feynman asked himself if it would be possible to define a universal quantum computer, capable of modeling all possible quantum systems and detached from the possible problems that originate from its physical implementation, in the same way that a classical one is.
Quantum Turing Machines
Although the credit for introducing the concept of a universal quantum computer goes to Richard Feynman, it was British physicist David Deutsch (b. 1953 ) the first to properly describe, generalize and formalize it [13] . Supported in the works by Feynman, Manin and Benioff, he also introduced the concept of quantum Turing machine (QTM), which we proceed to introduce.
A quantum Turing machine M, or QTM, is defined (as are classical Turing machines) by a triple M = (S, Σ, δ), but the usual set of states S of a Turing machine is replaced by (some) vectors of a Hilbert space, the alphabet Σ is finite, and the transition function δ is substituted for a set of unitary transformations which are automorphisms of the Hilbert space.
This definition is rather informal and leaves out many important details. In fact, the study of quantum Turing machines is quite intricate. Fortunately, an equivalent and much more friendly model of computation called the quantum circuit model exists, and will be explained later on in this paper along with many of its details. Nevertheless, the reader interested in the complete and original definition of quantum Turing machines and all of its characteristics, can refer to the seminal papers where it was first outlined and formalized: [13] , [14] and [8] . A quantum Turing machine can also be seen as a probabilistic Turing machine that obeys the rules of quantum probability instead of classical probability [46] .
The counterpart of the P class is given in the QTM context by the complexity class BQP, which stands for Bounded-error Quantum Polynomial-time. It contains all decision problems that can be solved in polynomial time by a quantum Turing machine with error probability bounded by 1/3 for all inputs.
The latter class is usually taken as a reference for representing the power of quantum computers. Thanks to [8] and [13] , we already know that BQP ⊆ PSPACE and it is trivial to see that P ⊆ BQP. However, at the present time there is no known relationship between NP and BQP, except that P is inside their intersection. There is a strong belief that N P BQP ; consequently, a polynomial-time quantum algorithm for a NP-complete problem would be surprising, as it would violate this conjecture. A problem that is not known to be in P is the factoring problem, but we already know thanks to Peter W. Shor a polynomial-time algorithm for this problem that runs on a quantum computer [45] . This algorithm, among many others, will be thoroughly explained in the next chapter.
It can be deduced from the definition of the complexity class BQP that the inner nature of quantum computation is probabilistic. In order to measure the performance of a quantum algorithm that solves a certain problem, we do not usually take into account the time needed for obtaining the solution to that problem. What we do is to study the relationship between the probability of obtaining a correct solution and the computation time. In order for an quantum algorithm to be considered efficient, it must return a correct solution in polynomial time with a probability of at least 2/3. For a groundbreaking study on the algorithmic limitations of quantum computing, we refer to [6] .
We must mention here that the quantum circuit model is not the only quantum computation paradigm that is currently being developed. There exists a completely different approach to exploiting the possibilities of quantum physics in computation, called the adiabatic model, which is equivalent also to a QTM [2]. We will not treat this matter here, as it needs a substantially diverse approach (and this paper is already long enough as it is).
Quantum Bits and Quantum Entanglement
In classical computation, the basic unit of information is the bit (a portmanteau of binary digit). A bit can only be in one of its two possible states, and may therefore be physically implemented with a two-state device. This pair of values is commonly represented with 0 and 1. On the other hand, we have an analogous concept in quantum computation: the qubit (short for quantum bit) which is a mathematical representation of a two-state quantum-mechanical system.
We will work in the Hilbert space C 2 , with the usual scalar product. In the quantum parlance, vectors are, however, written in a different way. So far we have only two states and it does not seem to far apart from the bit situation (funny notations aside). However, there is a difference between bits and qubits: a qubit can also be in a state other than |0 and |1 . Its generic state is, in fact, a linear combination over the complex numbers of both basis states.
Definition 3.2.
A pure qubit state |ψ is a unit vector which is a linear combination of the basis states,
where the coefficients α, β ∈ C are called the amplitudes of the state.
The fact that |ψ is a unit vector means of course that the constraint |α| 2 + |β| 2 = 1 holds.
Remark: The notation we have just introduced, |ψ , termed ket, for describing a quantum state. This notation is part of the bra-ket notation, also named Dirac notation in honor of English theoretical physicist Paul Dirac (1902 Dirac ( -1984 , who first introduced it in 1939 [17] . Alternatively, we will also use ψ|, called bra, to describe the Hermitian conjugate of |ψ .
Thus, |0 and |1 form an orthonormal C-basis of C 2 . From now on, the basis formed by |0 and |1 will be called the computational basis of a qubit. Nevertheless, there are other commonly used basis for the states of a quantum bit. An example that will come in handy later, known as the Hadamard basis in honor of French mathematician Jacques Hadamard (1865 -1963) , is defined by
and
It is easy to see that |+ and |− also form an orthonormal C-basis of C 2 , and that our generic qubit |ψ = α |0 + β |1 can be seen as
We know that qubits exist in nature thanks to the Stern-Gerlacht experiment, first conducted by German physicists Otto Stern (1888 -1969) and Walther Gerlach (1889 Gerlach ( -1979 in 1922 [23] . Remark: One of the key features that makes a quantum computer differ dramatically from its classical counterpart is the process of measuring the state of a quantum bit. A measurement, also called observation, of a generic single-qubit state |ψ = α |0 + β |1 is a physical procedure that yields a result from the orthonormal basis, depending on the values of α and β. This dependence is modelled as a Bernoulli distribution: the probability that the measurement gives |0 as a result is |α| 2 and, obviously, the probability that the measurement yields |1 is |β| 2 . However, unlike the classical case, the measurement process inevitably disturbs the qubit |ψ , forcing it to collapse to either |0 or |1 and thus generally making impossible the task of finding out the actual values of α and β. This collapse to either |0 or |1 is then non-deterministic and nonreversible, and this is a fundamental feature of quantum computation. It will be shown in Section 4 how to change these probabilities without violating the unitary constraint.
Therefore, in short one might think of a qubit as a non-deterministic bit. It can all take two possible values, all the same, but which of them does one actually get depends on a probability distribution. And, most importantly, the data given by these probabilities vanish once the qubit is observed.
Remark: A possible geometrical representation of the states of a single-qubit system, known as the Bloch sphere [9, 39] (see Figure 3) , leans on the following interpretation. The amplitudes α and β are not interesting by themselves: it is their moduli who characterize the probability distribution that actually matters. Therefore, two qubits which feature the same distribution are, in fact, computationally indistinguishable.
Therefore we may choose a representative for all such qubits: for instance we may force α to be a real number, and it is straightforward that, given a qubit |ψ there is only one qubit
with θ ∈ [0, π] and ϕ ∈ [0, 2π).
Choosing such a representation, we have that a generic qubit can be represented uniquely as a point (θ, ϕ) of the unit 2-sphere, with the north and south poles typically chosen to correspond to the standard basis vectors |0 and |1 as indicated in the figure.
The Bloch sphere is useful as a way of depicting transformations of a single qubit. As we will see later on, the most important transformations can be broken down to (essentially) rotations in the Bloch sphere. We will look at this matter in the next section. But first, let us explain some concepts needed to understand how multiple-qubit systems behave.
Going from a single qubit to a multiple-qubit system should obviously involve considering a Hilbert vector space which stems from combining multiple copies of C 2 . The chosen way for doing that is using the tensor product. Definition 3.3. Let V and W be vector spaces of dimensions n and m respectively. The tensor product of V and W , denoted by V ⊗ W , is an nm-dimensional vector space whose elements are linear combinations of the symbols v ⊗ w satisfying the subsequent properties:
where α ∈ C, v, v 1 , v 2 ∈ V and w, w 1 , w 2 ∈ W .
A related definition that will come to use in Section 4 is the concept of tensor product between linear operators. Definition 3.4. Let A and B be linear operators defined on V and W respectively, then the linear operator A ⊗ B operating on V ⊗ W is defined as
with v ∈ V and w ∈ W .
If A and B are n×n and m×m matrices respectively that correspond to the matrix representations of the linear operators A and B with respect to the canonical base, the linear operator A ⊗ B (called the tensor product, or the Kronecker product of A and B) has the following matrix representation with respect to the canonical base:
As expected the matrix representation of A ⊗ B has dimension nm × nm. As it happens with the usual product, this operation is not commutative. A common notation for the Kronecker product of l copies of a matrix A is A ⊗l .
Example: By means of showing how the matrix representations of the Kronecker products of linear operators are calculated, let
be two linear operations defined on R 2 and R 3 respectively. Then, their tensor product is calculated as follows:
where A ⊗ B is a linear operator defined on R 6 .
Of course, the previous definitions are extended in the direct way to finite tensor products of spaces and operators. In particular, note that the tensor product of unit vectors is again a unit vector.
Also, the tensor product we have thus defined can also be extended to vectors and non-square matrices, and will be useful at the time of calculating the basis states of a quantum system with more than one qubit and representing it as a vector in C l , for some l ∈ N.
Example: For instance, if |0 and |1 are the basis states of a quantum bit, the tensor product |1 ⊗ |0 will be given by:
Before continuing with the possible states of a multiple qubit system, let us introduce some notation.
Remark: As it is well-known, given two bases for V and W , say
is a basis of V ⊗ W . In our set-up, the corresponding bases will be of use for representing integers. In a classical computer, we represent an integer a ∈ Z ≥0 such that a < 2 n (i.e., such that it can be described with n bits) with the base-2 numeral system:
where a l ∈ {0, 1} are the binary digits of a. In a quantum computer, we can also represent an integer a < 2 n with n qubits as follows:
Thus, for example, number 29 can be represented with 5 qubits (as 29 < 2 5 ) like this:
In this way, integers are always represented by elements of the basis which is obtained from tensor products of the single-qubit computational bases. This basis will be subsequently called the computational basis itself.
Notation: From now on, the notation |ψ n will imply that we are describing a n-qubit system (with n ≥ 2) instead of a single-qubit one, which will remain to be indicated with the absence of a subindex. We will also make use sometimes of the notation |uv to describe the tensor product |u ⊗ |v of two basis states. Now that we know what |ψ n and |a n really mean, we are finally in the position to begin studying the possible states of a multiple qubit system which is, once again essentially, a unitary vector in the corresponding Hilbert space.
Definition 3.5. The state |ψ n of a generic n-qubit system is a superposition (that is, a linear combination) of the 2 n states of the computational basis |0 n , |1 n , . . . , |2 n − 1 n with modulus 1. In particular,
with amplitudes α j ∈ C constrained to
This can be seen as an obvious advantage with respect to classical computation. In a conventional computer we can store one but only one integer between 0 and 2 n − 1 inside a n-bit register, which can be seen as a discrete probability distribution between all possible integers where the integer we have stored has probability 1 and the rest have 0. In a quantum register, the probability can be distributed between all integers from 0 to 2 n − 1, instead of having just one possibility when it comes to read the register. Even more, if we are to simulate this quantum behavior with a classical computer, we would need 2 n registers of n bits, instead of a single n-qubit register as in the quantum case. This is precisely one of the benefits of quantum computing that Richard Feynman foretold in his paper [22] .
Example: Let us have a look at the simplest case. The basis states of a two-qubit system are the tensor products of the basis states of a single-qubit system:
And the generic state of two different single-qubit systems, described independently, can be represented as
where |α| 2 + |β| 2 = 1 and |γ| 2 + |δ| 2 = 1. This means that the state of this 2-qubit system which arise from them should be described as the tensor product of both:
On the other hand, if we want to describe a generic 2-qubit system |ψ 2 with the basis states defined in ??, we would have
must hold (remember that any quantum system must be described as a unit vector).
Note that if our generic two-qubit system described by |ψ 2 is to be decomposed in two single-qubit states (i.e., |ψ 2 = |ψ 0 ⊗ |ψ 1 ), then α 0 = αγ, α 1 = αδ, α 2 = βγ and α 3 = βδ.
It is easy to see that the equality α 0 α 3 = α 1 α 2 is imposed; however, it is clear that this condition does not necessarily holds in a two-qubit generic state. This is the mathematical counterpart of a well-known physical phenomenon called quantum entanglement which implies that the quantum state of each one of the particles of a two-qubit system may not be described independently. This leads us to the subsequent definition: Definition 3.6. An n-qubit general state |ψ n is called mixed or entangled if there does not exist n one-qubit states |ψ 0 , ..., |ψ n such that
Remark: Quantum entanglement was first observed in nature in 1935, and in early days it was known as the Einstein-Podolsky-Rosen paradox. It was first studied by German-born theoretical physicist Albert Einstein (1879 Einstein ( -1955 and his colleagues Boris Podolsky (1896 -1966) and Nathan Rosen (1909 -1995) [19] , and later by Austrian physicist Erwin Schrödinger (1887 Schrödinger ( -1961 [44] . The role and importance of quantum entanglement in quantum algorithms operating on pure states and in quantum computational speed-up was extensively discussed by Richard Jozsa and Noah Linden in [28] .
In particular, it is shown in the above reference that a quantum computer which does not take advantage of the quantum entanglement is not too far apart from a classical computer. In fact, the most interesting result that links quantum entanglement and quantum computing performance over classical computation is the following: Therefore, it is precisely quantum entanglement what might give quantum computing a head start, compared to classical computing. One of the many challenges on the hardware side is precisely to create a stable enough environment for entanglement, which is a very delicate and fragile phenomenon.
Remark: Analogously to the single-qubit case, observing an n-qubit system unavoidably interferes with |ψ n and impels it to collapse in one of the vectors of the computational basis (i.e., in |j n with 0 ≤ j < 2 n ). This collapse is again non-deterministic and is governed by the discrete probability distribution given by |α j | 2 . Thus, all the information that may have been stored in the amplitudes α j is inevitably lost after the measurement process.
Example: By way of illustration, let us suppose that we have the following 3-qubit quantum system:
Then, if we measure this system, we will obtain with identical probability one of these possible outcomes: 1, 3, 5 or 7. Additionally, it is interesting to see the behavior of a quantum system if, rather than measuring all qubits at once, we measure them one by one. Our previous quantum system can be seen as
But also as
or as
If we measure the first qubit, we have the same probability of obtaining 0 or 1. However, as the measurement collapses the state of the qubit, the two remaining qubits will be forced to be in a state that is somewhat linked to the one we have obtained for the first qubit (i.e., the part that is tensored with the result we obtain for the first qubit). Let us suppose that by measuring the first qubit, we have obtained a 1. Then, our 3-qubit system has collapsed to
which can also be seen as
Note that the third qubit is already in one of the states of the computational basis, which means that, if we measure it right now, we will certainly obtain the value 1. The only remaining qubit that is not in the computational basis is the second one. Looking at the current state of our system, it is easy to see that we have the same probability of obtaining 0 or 1 by measuring it, which means that we will obtain 5 or 7.
Remark: It is of interest to see if the result we obtain from one of the qubits will condition the possible values for the remaining qubits. Let
be one of the four possible so-called Bell states [4, 39] , named after Northern Irish physicist John Stewart Bell (1928 Bell ( -1990 ). This state is composed of two entangled qubits (they cannot be described as two single-qubit states). If we measure the second qubit, we have the same probability of obtaining 0 or 1. However, if we first measure the first qubit, and obtain 1, then the state of the second qubit will collapse (without having observed it) to 1, as the value 1 for the second qubit is only tensored with the value 1 of the first qubit. Thus, the result we obtain from a qubit or a set of qubits can be conditioned by the order in which we proceed to measure the rest of qubits. As will be seen later, the order in which we choose to read the members of a quantum register is one of the most important aspects of a quantum algorithm.
Another set of operations between qubits that are of great value are the inner and outer products, which we proceed to define. Definition 3.8. Let |ψ 0 n and |ψ 1 n be two n-qubit systems, the inner product of |ψ 0 n and |ψ 1 n is the usual scalar product, defined by
The inner product has the following well-known properties:
Definition 3.9. Let |ψ 0 n and |ψ 1 n be two n-qubit systems, the outer product of |ψ 0 n and |ψ 1 n is defined by |ψ 0 ψ 1 | n = |ψ 0 n |ψ 1 * n For example, let
be two generic single-qubit systems, then the matrix representations of the inner and outer product between |ψ 0 and |ψ 1 are calculated as follows:
Remark: As we are only considering unit vectors, ψ|ψ = 1 for any quantum state |ψ .
Quantum Circuits
The language of quantum circuits is a model of computation which is equivalent to quantum Turing machines or to universal quantum computers [49] . Currently, it is the more extensively used when it comes to describe an algorithm that runs on a quantum machine, and draws upon a sequence of register measurements (as described in Section 3) and discrete transformations (which will be explained in this section, as promised). This is mainly due because all its elements can be treated as classical, with the sole exception of the information that is going through the wires.
First, we shall see what kind of transformations can be applied to the state of an n-qubit system. As a quantum state is always represented by a unitary vector, we need the most general operator that preserves this property and the dimension of the vector.
where I is the identity matrix and A * is the Hermitian adjoint of A.
Definition 4.2. The unitary group of degree n, denoted by U C (n), is the group of n × n unitary matrices, with matrix multiplication as the group operation.
Proposition 4.3. Let A ∈ U C (n) be a unitary matrix and let x ∈ C n be a unitary vector, then Ax ∈ C n is also a unitary vector.
In this context, a unitary transformation acting on n-qubits is called an n-qubit quantum gate, and can be represented by a unitary matrix. Let us expand this concept and its physical implications (beyond the fact that quantum gate is probably cooler as a name than unitary matrix).
Definition 4.4.
A quantum gate that operates on a space of one qubit is represented by a unitary matrix A ∈ U C (2). More generally, a quantum gate acting on an n-qubit system is represented by a unitary matrix A ∈ U C (2 n ).
Please note that quantum gates necessarily have the same number of inputs and outputs, as opposed to classical logic gates. From now on, all quantum gates will be represented with a bold symbol, in order to distinguish them from mere matrices. We will show the most frequently used quantum gates as examples, and various results that simplify in a dramatic way the difficulty of implementing physically any quantum gate.
Definition 4.5. The Hadamard gate is a single-qubit gate with the following matrix representation:
which is unitary.
Remark: The Hadamard gate, applied to each of the basis states, it has the following effect:
Remark: The classical flowchart for algorithms is replaced in quantum computing by the circuit representation, which allows one to get a glimpse of the procedure rather quickly. For instance, the circuit representation of the Hadamard gate is
which is shorthand for |ψ 1 ← H |ψ 0 . The measurement step is written as
Remark: As will be seen when describing the most relevant quantum algorithms, the Hadamard transformation is one of the most important quantum gates. Its importance settles in the role it has at the time of generating all possible basis states, all of them with the same amplitude, inside a quantum register.
Let us suppose that we have a qubit whose quantum state is |ψ 0 = α |0 +β |1 , where |α| 2 +|β| 2 = 1. Then, the state of this single-qubit system after applying the Hadamard gate to it is:
Let us suppose now that, rather than having a generic state, we have the basis state |ψ 0 = |0 in our one-qubit system. In that case, the result of applying the Hadamard gate will be as follows:
As can be appreciated, we have transformed a basis state, |0 , into a linear combination of the two basis states, |0 y |1 , with identical amplitudes. If we measure the qubit at this moment, then we will obtain with equal probability one of the two possible basis states. That said, what will happen if, rather than having a single quantum state, we have a n-qubit quantum system, all of them also in their basis state |0 ?
What we have obtained is, thanks to quantum entanglement, a superposition of all basis states of the system with identical probability. In other words, if we measure our n-qubit register right now, we will obtain a certain integer j ∈ {0, . . . , 2 n − 1} with probability 1/2 n .
Definition 4.6. The Pauli gates are single-qubit gates with the following matrices:
which are unitary, but also Hermitian.
The Pauli matrices have the following effect on the basis states:
The three previous quantum gates are named after Austrian-born Swiss and American theoretical physicist Wolfgang Pauli (1900 -1958) . The three of them, along with the identity matrix I, form a basis for the vector space of 2 × 2 Hermitian matrices (multiplied by real coefficients).
Single-qubit gates (that is, unitary 2 × 2 matrices) can be in fact, fully described by means of the following result, which is essentially straightforward: Proposition 4.7. Let A ∈ U C (2). Then, there exist real numbers α, β, γ and δ such that 
However, all previously defined quantum gates have their limitations. In fact, quantum gates that are the direct product of single-qubit gates cannot produce entanglement, which is reasonable, as entaglement needs at the very least two qubits in order to happen.
Definition 4.8. The C N OT gate, which stands for controlled-not, is a two-qubit quantum gate with the following matrix representation:
Applied to a two-qubit basis state, the C N OT gate has the next effect:
The C N OT gate is another one of the key quantum gates, as it can be used to entangle and disentangle Bell states. In fact, it is the most simple gate that produces quantum entanglement. For example, let
be an unmixed quantum state (as it can be written |ψ 2 = |+ ⊗ |0 ). If we apply the C N OT gate to it, we obtain
which is one of the entangled Bell states.
be an n-qubit gate, then it can be expressed as a finite number of tensor products of single-bit gates M i ∈ M C (2) and the two-qubit C N OT gate.
The previous result imply that every unitary transformation on an n-qubit system can be implemented physically using only single-qubit gates and the C N OT gate. In other words, single-qubit gates and the C N OT gates form a set of universal gates.
Thus, we have explained the main notions needed for the correct comprehension of the rest of this paper: a quantum circuit algorithm will consist in a set of transformations of two different types, observations and unitary transformations, to an n-qubit register. It is time to describe some of the milestones of quantum computing.
Introduction to Quantum Algorithms
We present a chronological summary of the first quantum algorithms that were shown to be more efficient than their best known classical counterparts. Our objective is to define them in the context of the previous sections, while showcasing their main properties and proving their correctness. We also give worked-out examples for some of them.
But first, let us explain two concepts that will be common to many of the algorithms here presented. The first one is the hidden subgroup problem, which we proceed to define: Definition 5.1. Let G be a group, let K ⊆ G be a subgroup of G and let g ∈ G. The cosets of K in G with respect to g are the orbits gK and Kg, called respectively the left coset and the right coset.
Let G be a finitely generated group, let X be a finite set, and let f : G → X be a function that is constant on the (say) left cosets of a certain subgroup K ⊆ G and distinct for each one of the cosets. The hidden subgroup problem, or HSP, is the problem of determining a generating set for K, using f as a black box.
Obviously there is no difference if the map f is constant on the right cosets, it is an HSP likewise.
As will be shown, the superior performance of those algorithms relies on the ability of quantum computers to solve the hidden subgroup problem for finite Abelian groups. All those HSP-related algorithms were developed independently by different people, but the first to notice a common factor between them and to find a generalization was Richard Jozsa [27] .
The other common factor, closely related to the HSP, is the possibility of building a quantum gate that can code a certain function f that is given as a black box (i.e., as a digital circuit). A proof of this fact that uses the properties of reversible computation can be found in [39] , and gives us another important quantum gate.
n → {0, 1} m be a function, the oracle gate O f is the unitary transformation that has the following effect on the basis states of a quantum system:
where ⊕ is the bitwise exclusive disjunction operation.
The first algorithms that shared those elements eventually evolved into Shor's factoring algorithm, probably the most celebrated of all quantum algorithms and the one that gave birth to another of the greatest achievements in quantum computation: the quantum Fourier transform. All those algorithms are capable of solving their respective problems in polynomial time. However, for some of them the inexistence of polynomial-time classical algorithms for those same problems has yet to be proven.
Another class of algorithms, which will be shown at the end of the chapter and that also uses the oracle gate, are based on Grover's quantum search, whose objective is to speed up the finding of a solution for a problem whose candidate solutions can be verified in polynomial time (i.e., all problems in NP).
Finally, we explain the algorithm of quantum counting, which makes use of both worlds.
Deutsch's Algorithm
Let f : {0, 1} → {0, 1} be a function, it is clear that either f (0) = f (1) or f (0) = f (1). Let us suppose that we are given f as a black box, and that we want to know if f is constant. From a classical perspective, it is completely neccesary to evaluate the function both in f (0) and f (1) if we are to know this property with accuracy. Deutsch's algorithm [13] shows us that, with the help of a quantum computer, it is possible to achieve this with only a single evaluation of f .
We can see the previous question as an instance of the hidden subgroup problem, where G = ({0, 1}, ⊕), X = {0, 1}, and K is either {0} or {0, 1} depending on the nature of f . Note that in this case the cosets of {0} are {0} and {1} and that the only coset of {0, 1} is precisely {0, 1}.
Deutsch's algorithm needs only two one-qubit registers. The first one is initialized at |0 , and the second one at |1 . As will be seen, this is due to the properties of the Hadamard gate when applied to the canonical basis states, and it is a frequent way of initializing a quantum algorithm.
On the first step of Deutsch's algorithm we apply the Hadamard gate to both quantum registers, thus transforming the values of the canonical basis into the respective ones of the Hadamard basis.
The second step needs the oracle gate, defined at the beginning of this chapter for a generic function and for n and m qubits. Note that, in this case, the function f associated to the oracle gate as a black box is the one given for this instance of the hidden subgroup problem: f : {0, 1} → {0, 1}. In fact, the oracle gate is not a constant transformation as are the Hadamard or the Pauli gates, but it rather depends on the problem. It is thus constructed ad hoc subject to the question we want to answer, provided that we have a logic circuit that implements f . The effect the oracle gate has on our quantum register can be seen as follows:
Please notice that all operations are just algebraic manipulations which allow us to see more clearly the information we have inside our quantum computer. We are not modifying anything, we are just reshaping the equation in order to have a better picture of what is happening.
The third and final step before measuring our quantum register involves again the Hadamard gate H, but this time it is only applied to the first register. The second register is left alone, which is represented with an identity gate I. In fact, the information inside the second register is no longer relevant, as it was only used as the auxiliary register needed for the oracle gate.
In order to understand the last part of the equation, one must take into account that, if
A similar reasoning goes for f (0) = f (1), which leads us to the last expression for |ψ 3 1,1 . Note also that f (0) ⊕ f (1) = 0 if and only if f (0) = f (1), and that f (0) ⊕ f (1) = 1 if and only if f (0) = f (1).
STEP 4
δ ← measure the first register of |ψ 3 1,1
As the reader has surely noted, the information we wanted to obtain from the function f is already in the first register. We measure it now, thus destroying all the information related to the amplitudes of the basis states, and obtain a certainδ ∈ {0, 1}. Ifδ = 0, then K = {0, 1} and f (0) = f (1). Ifδ = 1, then K = {0} and f (0) = f (1). A circuit representation of Deutsch's algorithm can be found below. At this moment, the inherent capabilities of quantum computing begin to surface. A problem which needs two evaluations of a function f in its classical version, can be reduced to just one evaluation of the same function in its quantum counterpart thanks to quantum parallelism. One may wonder if this property could be scaled to a function acting on {0, 1} n rather than just {0, 1}. That is the objective of the next algorithm.
Deutsch-Jozsa Algorithm
The following algorithm is a generalization of the previous one. Its original version appeared in [15] , and is due again to David Deutsch and also to Australian mathematician Richard Jozsa (b. 1953). Let f : {0, 1}
n → {0, 1} be a function that is either constant for all values in {0, 1} n , or is else balanced (i.e., equal to 0 for exactly half of all possible values in {0, 1}
n , and to 1 for the other half). The problem of determining if the function f is constant or balanced, using it as a black box, is called Deutsch's problem. In the classical version, a solution for this problem requires 2 n−1 + 1 evaluations of f in the worst case. Let us see if we can improve that bound with the help of a quantum computer.
We need a quantum computer with n + 1 qubits, where the first n qubits will be initialized at |0 and the remaining one at |1 . Again, the single-qubit register is only used as the auxiliary qubit required for the oracle gate.
The first transformation we apply to our system is again the Hadamard gate. As explained in 4, when applied to the basis state |0 n the Hadamard transformation gives us a superposition of all basis states with identical probability, thus obtaining the following quantum state:
Now, we apply the oracle gate, which in this case is constructed for n + 1 qubits and for the specific function f that we want to know if it is constant or balanced.
The last step is better understood if we apply it separately to a generic basis state |j n with j ∈ {0, . . . , 2 n − 1}, tensored with the Hadamard basis state |− .
Thus, we end up again with a superposition of all basis states in the first register, all of them with identical probability. The only difference with the previous state is that the amplitude of the states |j n remains identical if f (j) = 0, and is negated when f (j) = 1. Taking into account that either f is constant or balanced (i.e., all amplitudes are the same now, or half the amplitudes are positive and the other ones negative), is there any way to obtain this information from our quantum register? Note that, until now, although we have applied f to every possible j ∈ {0, . . . , 2 n − 1}, we have used the gate that implements it only once.
The last step involves again the Hadamard transform. We apply it to the first n qubits of our quantum system, and obtain the following:
In order to understand the last equation, we must first fathom the effects of the Hadamard gate on an n-qubit basis state. Let j ∈ {0, . . . , 2 n − 1}, a closer inspection leads us to the following identity:
where j · k is the bitwise inner product of j and k, modulo 2, i.e.,
with j l and k l being the binary digits of j and k respectively. Likewise, the last identity is a generalization of the effect of the one-qubit Hadamard gate, which can be seen as: 
k ← measure the first register of |ψ 3 n,1
Finally, we are able to measure the qubits, thus destroying the information inside the register and obtaining a numberk ∈ {0, . . . , 2 n − 1} according to the probability distribution given by the amplitudes
Let us have a closer look to the probability of obtainingk = 0. It is given by:
It is easy to see that |α 0 | 2 = 1 if and only if the function f is constant for all j ∈ {0, . . . , 2 n − 1}, and that |α 0 | 2 = 0 if and only if the function f is balanced (recall that we are promised that f is of one of those two natures). Having said that, if we measure now the first register and obtain somẽ k, we can conclude that f is constant ifk = 0, and that f is balanced otherwise. With just a single evaluation of f we have answered the question, as opposed to the 2 n−1 + 1 evaluations needed in the classical version. A circuit representation of Deutsch-Jozsa algorithm is displayed in Figure 4 .
The previous algorithm has much more profound implications than the possibility of solving Deutsch's problem exponentially faster with the help of a quantum computer. It also tells us that, relative to an oracle (i.e., a black box that solves a certain problem or function, namely f ) we can establish a difference between the classes P and EQP (Exact Quantum Polynomial, that is, quantum algorithms that run in polynomial time and give the solution with probability 1). Note that this does not imply that P = EQP, it just tells us that there exists an oracle separation between P and EQP. We shall come back to these concepts later on.
Simon's Algorithm
Let f : {0, 1} n → {0, 1} n be a function such that, for some s ∈ {0, 1} n with s = 0, f (j) = f (k) if and only if either j = k or j ⊕ k = s for all j, k ∈ {0, 1} n (where ⊕ is again the bitwise exclusive disjunction operation, also called bitwise xor). Simon's problem is defined as: given such an f as a black box, figure out the value of s, which is usually called the xor-mask of f . Both the problem and the quantum algorithm we proceed to explain were both first presented in [46] by Daniel R. Simon, hence their names.
Simon's problem can also be seen as an instance of the hidden subgroup problem, where G = ({0, 1} n , ⊕), X ⊆ {0, 1} n is any finite set, and K = {0, s} for some s ∈ {0, 1} n . In the classical version, a solution for this problem requires that we find a pair of values x, y ∈ {0, 1} n such that f (x) = f (y), and then compute x ⊕ y. This solution requires O(2 n/2 ) evaluations of f in the worst case whereas, as will be proved later, Simon's algorithm only needs O(n) evaluations of f .
In this algorithm, we need 2n qubits, all of them initialized at |0 .
We first apply the Hadamard transformation to the first half of our qubit set, thus obtaining the following quantum state.
Next, we use the oracle gate, built particularly for the function f . Note that, thanks to quantum parallelism, we apply here the function f to all possible values in {0, 1} n with just a single iteration of O f . Thus, all possible values of f are now present in the second register.
δ ← measure the second register of |ψ 2 n,n |ψ 3 n ← |ψ 2 n,n after measuring the second register In this step we see for the first time the true effects of measuring part of our quantum system before completing the execution of an algorithm. If we measure now the second register, we shall end up with a valueδ = f (j) for a certainj ∈ {0, 1} n . Thus, only the values in f −1 (δ) will remain in the first register (before measuring, they were the only ones tensored with |δ ). In any case, as f −1 (δ) = {j,j ⊕ s} (we remark that j ⊕ k = s if and only if j ⊕ s = k), we end up with the following quantum state:
The last transformation we apply to our quantum system is, again, the Hadamard gate. Before that, we could have measured the first register and obtain a certain value in f −1 (δ) = {j,j ⊕ s}. However, in that case we would have ended with the same information as if we would have just made 
a single classical evaluation of f . The Hadamard gate, on the other hand, will let us obtain much more information than from a single evaluation of f : it will give us some precious information about s. Following a similar reasoning as with Deutsch-Jozsa algorithm, we end up with:
Let us suppose that we measure our quantum system right now. It is clear that the current amplitudes of the basis states are
However, it can be noted that α k = 0 if and only if s · k ≡ 0 mod 2, which happens for half the values of k necessarily. Even more, in those cases the amplitude is equal to 1/2 n−1 . Analyzing the outcome, we have ended up with someω such thatω · s ≡ 0 mod 2. If we are able to find n − 1 linearly independent values ofω, namelyω 1 , . . . ,ω n−1 , we will arrive at a system of equations whose solutions are 0 and s. Before proving this, let us explain the performance of Simon's algorithm with a worked-out example.
Example with n = 4
Let us suppose that we are given as a black box a function that fulfills the requirements of Simon's problem. This function, namely f : {0, 1} 4 → {0, 1} 4 , has the following outcome:
Of course, as the function is given as a black box, this information is only available to us if we evaluate f (j) for all j ∈ {0, . . . , 15}. A closer inspection of these values tells us that this function has in fact a xor-mask and that its value is s = 5. Our objective is to arrive at this knowledge without evaluating f classically for all values in {0, 1}
4 . If we make use of the information we know (but we should not!) about f , we could see the previous equation as:
Please note again that the previous state is actually happening inside our quantum computer whether or not we know the values for f (j). As we have constructed our oracle gate using f as a black box, it necessarily has the previous effect on the Hadamard state.
Up until now all steps were deterministic. However, the next step, the measurement of the second register, will have a non-deterministic outcome. Let us suppose that we measure it and obtain, for example, the valueδ = 6. Necessarily, our quantum system is now in the state
and, if we apply now the Hadamard transform, we end up with
(−1)j ·k 1 + (−1) s·k |k n , wherej ∈ f −1 (6) = {10, 15} and s is the (yet unknown!) xor-mask of f .
As can be seen, the values we get ofj andδ are unimportant. What we need is the outcome of the measurement of our quantum system at this moment. As previously said, we will end up with a numberω such that s ·ω = 0 mod 2. In this case,ω ∈ {0, 2, 5, 7, 8, 10, 13} for s = 5, where all of them have the same probability of coming up.
Let us suppose that we have run three complete iterations of Simon's algorithm, and obtainω 1 = 2, ω 2 = 7 andω 3 = 10. Thus, draining from the fact thatω i · s = 0 mod 2 for all of them, if we define s = s 3 s 2 s 1 s 0 as the bitwise representation of s (with s i ∈ {0, 1}), we can consider the system of equations Clearly, as our xor-mask s must satisfy all previous equations, we can deduce that
and, as s = 0 by definition, we can conclude that our xor-mask is, in fact, s = 5. Note that as the process of obtaining the different values forω is non-deterministic, the remaining question is this: how many times do I have to execute Simon's algorithm in order to obtain such a system with enough probability?
Theorem 8.1. Simon's algorithm finds the correct solution for Simon's problem in O(n) steps with probability greater than 1/3.
Proof. Let us suppose that we have obtained m linearly independent equations, namely withω 1 , . . . ,ω m . Then, the probability of obtaining another linearly independent equation in the next interation of Simon's algorithm is 2 n − 2 m 2 n . Thus, assuming n ≥ 3, the probability of obtaining n − 1 linearly independent equations after n − 1 iterations of Simon's algorithm is
Even though Simon's algorithm is of little practical use in precisely the same way as Deutsch's and Deutsch-Jozsa's are, it shows once more that there exist problems such that a quantum computer is capable of solving them efficiently while a classical one is not. In fact, Simon's algorithm shows that there exist problems such that a quantum Turing machine is exponentially faster than a probabilistic Turing machine (PTM) [39] . The difference between Simon's and Deutsch-Jozsa is that the latter can be solved by a PTM with an arbitrarily small error, while the former would take an exponential time to solve with such a machine.
Finally, although Simon's algorithm stablishes an oracle separation between BPP (Bounded-Error Probabilistic Polynomial time classical algorithms) and BQP, we still do not know if BPP = BQP, as Simon's problem depends on a black box.
Shor's Factoring Algorithm
Let us begin with a problem in number theory that depends on one of the most well known theorems of all time:
Definition 9.1. Let N ∈ Z ≥0 , the fundamental theorem of arithmetic tells us that there exists a unique factorization of N as a product of prime powers:
The prime factorization problem, or PFP, is the problem of finding such a factorization for a given number N ∈ Z ≥0 .
Many mathematicians have worked on algorithms that calculate the prime factorization of an integer. To understand the ideas behind the most recent solutions to this problem, we must go back to the 17th Century, when a French lawyer called Pierre de Fermat (1607 -1665) invented an elegant factorization method that today bears his name. Fermat's method consists in representing an odd number N as a difference of squares, which is easily proven to exist. Then, as N = n 2 − m 2 = (n + m)(n − m), we have that gcd(n + m, N ) and gcd(n − m, N ) are non-trivial factors of N .
But it was not until the beginning of the 20th Century that some improvements were made, as mathematicians like Maurice Kraitchik in 1922 [30] , Derrick Henry Lehmer and Ralph Ernest Powers in 1931 [33] , Michael A. Morrison and John Brillhart in 1975 [38] and Richard Schroeppel at the end of the 1970s (unpublished, but described in [40] ) developed factorization methods whose ideas were around the original Fermat's method. These upgrades eventually arrived at its maximum expression with the Quadratic Sieve developed by Carl Pomerance in 1984 [41] and the General Number Field Sieve due to John Pollard in 1989 [34, 7] . For more information about the story behind the evolution of Fermat's idea, see [42] .
The two previous methods are currently the most efficient classical algorithms for factoring an integer. However, they still have a problem: their computational complexity is super-polynomial in the number log N of digits in N . In fact, the GNFS, which has proven to be the most efficient known classical algorithm for factoring integers larger than 10 100 , has the following computational order:
Unfortunately, Pollard's method has the constraints of any super-polynomial algorithm and, at the present time, no known ponynomial-time classical algorithm exists for the factoring problem (i.e., PFP is not known to be in P). Nevertheless, verifying that a candidate solution for this problem is in fact the actual solution is computationally easy; thus, PFP is in NP.
There is a very well known result in computational complexity theory, due to American computer scientist Richard E. Ladner (b. 1943) [31] , that tells us the following: if P = NP, then there exists a non-empty class, called NP-intermediate, that contains all problems in NP which are neither in the class P nor in NP-complete. It is widely believed that PFP is inside this class.
What we surely know, thanks to American mathematician Peter W. Shor (b. 1959 ) and its acclaimed polynomial-time quantum algorithm for prime factorization [45] , is that the PFP is in BQP. The objective of this subsection is to describe such result. For that, we shall first define Shor's algorithm as a classical one that relies on a black box that finds the multiplicative order of a modulo n. Next, we will provide a quantum algorithm that substitutes that black box. Finally, we will describe its performance via a worked-out example.
The classical part
Let N ∈ Z ≥0 , we proceed to define Shor's algorithm for factoring N .
It is clear that, if d > 1, we have already found a factor of N . However, the probability of such an unlikely event is small, and in this case we proceed to next step. Note that the computational complexity of this step (i.e., of calculating the greatest common divisor of x and N ) has order O(log 2 N ) [29] .
This is the step that we shall resolve with the aid of a quantum computer, as will be explained later. For now, let us recall that the multiplicative order of x modulo N , provided that gcd(x, N ) = 1, is defined as
Calculating the multiplicative order is a hard problem in the general case, and the best known classical algorithm that solves it has a super-polynomial computational complexity [12] .
Right now, we have obtained a certain r such that r = O N (x). However, not any value of r serves our purposes. At the end of this step, we shall check if r is an even number and, if that holds, we have to also check if x r/2 + 1 ≡ 0 mod N . If any of those two conditions fail, we shall go back to the beginning of the algorithm, and repeat it again with a different random value for x. The unavoidable question is: what is the probability of not making it? Theorem 9.2. Let N ∈ Z ≥0 such that 2 N and whose prime factorization is
Suppose x is chosen at random, with 1 < x < N and gcd(x, N ) = 1, and let r = O N (x). Then:
In other words, the probability of obtaining a number x that fulfills all the conditions of the algorithm is greater than 1/2 in the worst case (i.e., when N has only two different prime factors).
As 2 | r and x r/2 + 1 ≡ 0 mod N , it is easy to see that
We can conclude that d 1 and d 2 are non-trivial factors of N , thus accomplishing the main purpose of the algorithm. As promised, what remains to be seen is the calculus of the multiplicative order of x modulo N with the help of a quantum computer. We proceed to describe this process.
The quantum part
We are given two non-negative integers N and x, with 1 < x < N . Our aim is finding the order of x in the congruence ring Z/nZ. SETUP |ψ 0 t,n ← |0 t ⊗ |0 n First, we need a quantum computer with two registers of sizes t and n respectively, where n = log 2 N and t = 2n (the reason behind this will be clear later). All qubits are initialized at 0.
This transformation is now a common factor of our quantum algorithms and there is no need of explaining it furthermore. The crucial point is that after its application the first register is in a superposition of all states of the computational basis with equal amplitudes given by 1/ √ 2 t . More precisely:
Let n, t, x and N defined as in the context of this algorithm, the modular exponentiation gate is the unitary operator that has the following effect on the basis states of a quantum system:
This transformation is unitary, and its construction takes O(log 3 N ) steps [45] . Thus, as will be clear at the end of this subsection, it represents the bottleneck of Shor's algorithm.
Thanks again to quantum parallelism, we have now generated all powers of x modulo N simultaneously. From now on, in order to make the tracking of the algorithm cleaner, we shall suppose that r is a power of 2. In this case, our current quantum state can be expressed as follows:
The general case where r may not be a power of 2 is more difficult to express, and is better to explain it in the part devoted to the example.
STEP 2.3
δ ← measure the second register |ψ 3 t ← |ψ 2 t,n after measuring the second register Let us suppose that, for a certain b 0 ∈ {0, . . . , r − 1}, we obtain the valueδ = x b0 mod N . Thus, the computer is now in the following quantum state:
Note that now we only have 2 t /r terms in the sum, instead of the previous 2 t ones, and that the value we are looking for (i.e., r) is beginning to surface inside our quantum system in the form of a period. The next step will provide us with a tool capable of extracting this period from a quantum state.
This step requires that we define a new quantum gate: the quantum discrete Fourier transform, or QFT, whose effect on the quantum basis states is:
After applying the QFT to the first register, we can express the obtained state as follows:
Please note that, in order to arrive at the last version of the state, we have just rearranged the summation order while also using the following property of the exponential sums:
then we can rewrite the state as:
Now, at last, it is time to measure the first register.
We obtain, for some unknown k 0 ∈ {0, . . . , r − 1} (the probability of obtaining each of them is the same, but this changes in the general case where r may not be a power of 2):
, we obtain no information and we must come back to the beginning. If, otherwise,ω = 0, we can obtain some information about r (or the actual value of r indeed), just by puttingω/2 t as a fraction in lowest terms and taking the denominator. If we call c that denominator and x c ≡ 1 mod N , then c is a factor of r. If, on the other hand x c ≡ 1 mod N , then r = c and we have obtained the multiplicative order of x modulo N . In the former case, we should rerun the quantum part of Shor's algorithm with x c instead of with x, and by repeating this process a finite number of times we shall end up with the correct value of r. Now let us show with an example how Shor's algorithm works for a particular input.
Example: Factoring 217
We want to find the prime factors of 217 using Shor's Factoring Algorithm. First, the algorithm chooses a random integer x such that 1 < x < 217. Let us suppose that we obtain x = 5, which fulfills the first condition: gcd(5, 217) = 1. Now is the time of finding the multiplicative order of 5 modulo 217, which is achieved with the help of a quantum computer.
We calculate t and n and initialize the quantum system. In this case, n = log 2 217 = 8 and consequently t = 2n = 16. Thus, our quantum registers have the following initial states:
Next, we apply the Hadamard transformation, hence obtaining a superposition of all basis states in the first register, all with identical amplitudes. This way, all integers between 0 and 2 16 − 1 are now somewhere in the first register.
Afterwards, we apply the quantum gate that calculates the powers of 5 modulo 217, which has the following effect. If we expand the sum, we can alternatively express the result as follows (please note that, for the sake of simplicity, we have omitted the subindices and the tensor product operators):
After a close inspection, we can observe that the values on the second register are periodic. If we make common factor, we end up with the state:
Thanks to this representation, it is easier to understand what will happen if we measure the second register.
δ ← measure the second register |ψ 3 16 ← |ψ 2 16,8 after measuring the second register It is clear that we shall obtain a valueδ such thatδ = 5j mod 217 for a certainj ∈ {0, . . . , 2 16 − 1}. Thus,δ ∈ {1, 5, 25, 125, 191, 87} (which are the powers of 5 modulo 217). Let us suppose that we get δ = 25. The register will collapse into |25 and all other possible values will be destroyed and gone forever, the information about the rest of possible powers of 5 modulo 217 lost. However, the first register will also collapse into the values that were tensored with |25 , thus discarding the remaining ones. What interests us is that all the basis states tensored with |25 correspond with the exponents j such thatδ = 5j mod 217. More specifically:
A pattern has arisen, as the basis states on the first register display some periodic behavior. This period naturally corresponds with the multiplicative order of 5 modulo 217, which happens to be equal to 6. Of course, this information is yet hidden to us, we are just using some knowledge of the problem for providing a mathematical explanation of the performance of the algorithm in this particular case. On the other hand, the constant 10923 is just a normalization of the amplitudes after the collapse of the register, corresponding to the total number of exponents that return 25 modulo 217 between 0 and 2 16 − 1.
As explained previously, if we want to obtain the period from within the bowels of our quantum system, we should use the quantum Fourier transform: Thus, we end up again with a distribution of the amplitudes defined by which gives us the following probability distribution: 16 − 1. If we represent this distribution in a graph, it is easier to understand the final steps of the algorithm (please note that each of peaks is composed of many numbers with probability greater than 0, not just of a single integer). We then measure the first register, and obtain non-deterministically a value from one of the seven peaks. The first peak yields a 0, thus forcing us to start again the quantum part of the algorithm. If, otherwise, we obtain a value from the other six peaks, we can retrieve (using continued fractions) the order r from it.
Let us explain this last step more formally (we took details for this from [35] ). We recall that a continued fraction is represented as
Provided a certain q ∈ Q >0 , we can compute the members of its corresponding continued fraction as follows:
Even more, each of the convergents q k can be expressed as
It can be proven [35] that we can obtain the period r fromw with the following algorithm: starting at k = 1, we compute b k and c k as previously explained from the continued fraction of q =w/2 n . Then, we check if
If the answer is affirmative, we have obtained the order r; if not, we do it again for k + 1.
For example, a possible value from the second peak is 10915, and if we divide it by 2 16 we obtain the continued fraction 10915 65536 = [0; 6, 237, 3, 1, 1, 6], whose first convergent is 1 6 . Thus, as 5 6 ≡ 1 mod 217 we have that the order is 6. There is a probability of not obtaining r in this step (not all peaks will lead to a successful result), thus having to restart the algorithm again to obtain the correct order. As shown in [35] , the probability of success has a lower bound of 0.232
Remains to be seen if x = 5 and r = 6 fulfill the final conditions of the algorithm. As 6 is an even number, and 5 6/2 + 1 = 126 = 0 mod 217, we can finally proceed to the last step. As explained, we can calculate now two non-trivial factors of 217: 
= 7 × 31
The first experimental demonstration of Shor's factoring algorithm came in 2001, [47] when a group at IBM factored 15 into 3 and 5 using a nuclear magnetic resonance (NMR) quantum computer with seven spin-1/2 nuclei in a molecule as qubits. In 2007, Shor's algorithm was implemented with photonic qubits by two different groups [32, 36] , with both of them observing quantum entanglement in the process. In 2012, number 143 was factored with the help of an adiabatic quantum computer [48] .
Grover's Search Algorithm
Grover's search algorithm was first described by Indian-American computer scientist Lov K. Grover (b. 1961) in [24, 25, 26] , hence its name. The original aim of Grover's algorithm is the following: we have an unstructured and disorganized database with 2 n elements, identified from now on with the indices 0, . . . , 2 n − 1, and we want to find one that satisfies a certain property. The algorithm leans on two hypotheses: first, that such an element exists inside the database; and second, that this element is unique.
If we are to search for this mentioned element with a classical computer, in the worst case we will have to check all members of the database, which tells us that this problem has a classical computational complexity of O(2 n ). As will be shown, Grover's quantum search algorithm will make only O( √ 2 n ) queries to the database, thus strictly improving the performance of its classical counterpart.
We need a quantum computer with n + 1 qubits, where the first n qubits will be initialized at |0 and the remaining one at |1 .
In the first proper step of the algorithm, we apply the Hadamard quantum gate to all the qubits in our system. This way, the obtained result is a combination of all basis states inside our first n qubits, and the |− state in the remaining one.
For the sake of simplicity, we reintroduce a useful quantum state that will appear many times throughout the rest of the algorithm. It will also be needed in order to define one of the key quantum gates of Grover's Search method, as will be shown in the next step.
This definition helps us to express our quantum state as |ψ 1 n,1 = |γ n ⊗ |− .
The next step of the algorithm leans on the following assumption: we can build a quantum gate, called O f , that makes use of a function capable of recognizing the element of the database we are searching for. This function f can be defined as follows (note that the desired element is identified by the unknown index j 0 ∈ {0, . . . , 2 n − 1}).
The O f quantum gate is in fact the oracle gate described in previous algorithms, which has the following effect on the basis states of a n + 1-qubit system O f : |j n ⊗ |k −→ |j n ⊗ |k ⊕ f (j) .
We recall from Deutsch-Jozsa algorithm that the oracle gate has the following effect on the state |j n ⊗ |− :
It can be seen that, in those cases, O f inverts the sign of the amplitude corresponding to the basis state that codifies the searched element in the first n qubits, while keeping intact the rest of the amplitudes.
In order to make the explanation and understanding of the algorithm easier and simpler, we introduce another n-qubit quantum state,
whose relationship with the aforedescribed state |γ n is
Please note that |ρ depends on the value of j 0 , but we shall write |ρ instead of |ρ (j 0 ) for the sake of simplicity. The introduction of the notation |ρ n helps in noticing the separation of the searched elemenet |j 0 from the rest of the quantum basis states.
Thus, after applying O f to our quantum system it will look like this:
The motivation behind the last interpretation of |ψ 2 n,1 will become clear in the next step.
STEP 2.2
For this step, we must construct a new quantum gate, denoted by Γ n , that will affect only the first n qubits. The remaining qubit will remain intact (this is represented with the single-qubit identity gate I). The definition of Γ n is:
Let us see what happens when we apply this new quantum gate to the first n qubits of our quantum state |ψ 2 n,1 defined in the previous step.
Mind that, from the properties of the inner product γ|γ n = 1 and γ|i 0 n = 1/ √ 2 n .
The Γ n gate is also called Grover diffusion operator, and can also be seen as
which is a much more painless way of implementing it in practice. Steps 2.1 and 2.2 are usually treated as a single step, represented by the Grover gate In order to achieve the objective of Grover's algorithm, one must apply the G gate repeatedly until the probability of obtaining the index j 0 is maximal (a general overview of the algorithm can be seen in Figure 6 ). After the desired probability has been reached, we measure the first n-qubit register, and obtain the index j 0 . The optimal number of times G is applied has order O( √ 2 n ), which will be proved later. But first, let us explain the behavior of the algorithm with an example.
An example with n = 4 qubits Let us illustrate how Grover's Search works with this exemplifying case: suppose we have an unstructured database with its elements listed as 0, 1, . . . , 15 indexed via 4 qubits, and that we want to find a certain item that is indexed with the number 7 (note that we do not know this yet, but it can be supposed in order to explain the algorithm straightforwardly).
As previously explained, we need a quantum computer with n + 1 qubits, where n is the number of bits needed for codifying the indices of the members of the database (in this case, n = 4). In order to correctly setup our quantum system, the first 4 qubits must be in the state |0 and the remaining one must be in the state |1 . Thus, our quantum system begins as follows:
The first transformation we apply to the quantum system is the Hadamard gate, or H, which converts it to the following state:
We remind the reader that from now on we will make use of the states |γ 4 and |ρ 4 in the interest of simplifying the writing of the whole process:
The introduction of these states allows us to write |ψ 1 4,1 as:
On STEP 2.1 we make use of the transformation O f , which applies to all possible states inside the first 4 qubits an oracle f that identifies 7 as the correct index for the element we are looking for.
On STEP 2.2, we apply the quantum gate Γ 4 to the first 4 qubits of the computer. We use |ρ 4 to make more clear which part of the state has the index 7 in it and which one does not have it. of obtaining any other index. As can be seen, the probability of finding the searched element is greater than of finding any other element, but is still not big enough, which tells us that at least another round of the algorithm is needed.
We repeat again the application of G. First, we apply O f and end up with the following quantum state, defined again as a combination of |γ 4 and |7 4 . Thus, after two iterations of G we end up with a state whose possibility of returning the index i 0 is p = 61 64
Proof of correctness
In this section we sketch a proof of the correctness of Grover's algorithm. The main ideas behind this proof are taken from [10] , and will come in handy in the next subsection, where different and more general versions of the database search algorithm are discussed.
Theorem 10.1. Grover's Search algorithm for a unique solution needs m ∼ O(2 n ) iterations of G for maximizing the probability of obtaining the desired element with unknown index j 0 .
Proof. First, we are interested in redefining all the possible states that occur during the execution of the algorithm as a function of the different amplitudes involved. As was shown earlier, the only amplitude that will differ from the rest after every Grover's iteration is the one associated with the basis state that identifies the searched element. Thus, suffices to define the generic state in the following way:
with α and β constrained to α 2 + (2 n − 1)β 2 = 1. Note that we are only having into account the first register, the one with n qubits. The remaining qubit will behave as explained before, starting at |1 and remaining as |− throughout the rest of the algorithm, but for the sake of simplicity will be omitted during the proof.
Let us see what happens when we apply all quantum gates that make up the Grover transform G n to a generic state |ψ(α, β) n . First, we employ O f , which recognizes the searched element and flips its amplitude. Thus, after O f we obtain
In order to apply the Γ n quantum gate, it is interesting to previously see our current state as a function of |γ n , as was done before:
We are finally in condition of applying Γ n :
Now that we know the effect G n makes to a generic state, we are in condition of predicting in which iteration of the algorithm we have more possibilities of obtaining the desired element i 0 . If we define
where α 1 = β 1 = 1/ √ 2 n , and
2 n−1 β k for j ≥ 1, then we can try to find a more tractable closed-form formula for the amplitude of i 0 . Note that, for j = 0, it is not possible to define |ψ 0 as a function of α 0 and β 0 , thus only the cases where j ≥ 1 will be defined as such.
If we designate θ such that sin 2 θ = 1/2 n , we can easily prove by mathematical induction that α j = sin((2j − 1)θ) and that
Let us suppose now that, for an unknown step j = m + 1 (note that m is equivalent to the number of times we have applied G), we want to assure that α m = 1. This occurs when (2m + 1)θ = π/2, and expressly, when m = (π − 2θ)/(4θ).
Obviously, we can not perform a non-integer number of iterations of G. If we take m = π/(4θ) , we can conclude that the number of iterations of G needed for achieving the maximum probability of success is close (π/4) √ 2 n (note that θ ≈ sin θ = 1/ √ 2 n when 2 n is large enough). Thus, we can conclude that the number m of iterations of G has order m ∼ O( √ 2 n ).
Multiple solutions
The main limitation of Grover's Search algorithm deals with the number of solutions: it assumes that there is one and only one element in the database that matches our search. There are many cases in which Grover's Search may prove useful, but in which the number of solutions is unknown, or maybe we do not even know if there is indeed a solution. In this subsection we proceed to explain an alternate version of Grover's algorithm that originally appeared in [10] which takes care of this drawback.
Let us suppose that we have an unstructured database, indexed by 0, 1, . . . , 2 n − 1. We are interested in finding an element inside the database that fulfills a certain property, but we do not know if such an element exists, or if there are more than one. We name A ⊆ {0, 1, . . . , 2 n − 1} the set of possible solutions, with |A| = t and t ∈ {0, 1, . . . , 2 n − 1}. At first sight, one can only hope to just obtain the same performance results as in the original Grover's algorithm just by applying G the same number of steps. However, it is easy to find a counterexample showing that the probability of success after (π/4) √ 2 n iterations changes dramatically when t = 1.
In order to show how this variation of the algorithm works, we define B = A, with |B| = 2 n − t. Following a similar approach, we can assume that every quantum state of our system after first applying globally the Hadamard transform can be expressed as
where tα 2 + (2 n − t)β 2 = 1. We only take into account the first n qubits, as previously done. We would like to clarify that the algorithm is essentially the same, so there is no need for explaining it again. The only substantial change is the expected number of iterations of G needed for maximizing the probability of success. Thus, if we apply U f to a certain state, we end up with the following configuration:
|ψ (α, β) n = −α i∈A |i n + β i∈B |i n Just like before, after a complete iteration of G the quantum system is in the state:
Γ n |ψ (α, β) n = 2 n−1 − t 2 n−1 α + 2 n − t 2 n−1 β i∈A |i n + − t 2 n−1 α j + 2 n−1 − t 2 n−1 β j i∈B |i n As done previously, if we define G n (|ψ j (α j , β j ) n ) = |ψ j+1 (α j+1 , β j+1 ) n , we can induce a recursive formula for the general state of the system, where α 1 = β 1 = 1/ √ 2 n and α j+1 = 2 n−1 − t 2 n−1 α j + 2 n − t 2 n−1 β j , β j+1 = − t 2 n−1 α j + 2 n−1 − t 2 n−1 β j If we define θ such that sin 2 θ = t/2 n ,then we can arrive at the following closed-up formula, just by using induction and some trigonometric identities:
Theorem 10.2. Let t be the unknown number of solutions, and θ be as previously defined. Let m be an arbitrary positive integer and j be an integer chosen at random following the discrete uniform distribution U{1, m}. Then, if j − 1 corresponds to the number of times we have applied G to the state |γ n and we observe the state, the probability of obtaining one of the t solutions in A is P m = 1 2 − sin(4mθ) 4m sin(2θ) .
Proof. After j − 1 iterations of G, the probability of obtaining one of the possible solutions is tα 2 j = sin 2 ((2j − 1)θ).
If 1 ≤ j ≤ m is chosen randomly, then the average probability of success is given by In the last step, we have used the following trigonometric identity:
cos((2j − 1)α) = sin(2mα) 2 sin α .
Thus, Grover's Search algorithm for multiple solutions follows the next scheme:
3 ) j ← U{1, m} |ψ ← (G j−1 )(|γ n ) Apply the G quantum gate j − 1 times to |γ n i ← Value of the first register if i ∈ A then return i else m ← min(λm, √ 2 n ) go to 3 end if
The average number of iterations of Grover's algorithm is given via the following result: Thus, the expected number of Grover iterations is upper bounded by 9m 0 /2 ∼ O( 2 n /t).
Grover's algorithm, which is also known as quantum amplitude amplification, is specially useful in problems where the best known classical solution is to iterate over all possible candidates in the worst case. Although the acceleration is not exponential, but quadratic, we do know that it is a strict improvement with respect to the classical approach, provided that we are able to identify a solution in polynomial time. The superiority of Shor's algorithm, on the other hand, relies on the unproven conjecture that factoring is not in P. An adiabatic version of Grover's algorithm can be found in [21] and [43] .
Quantum Counting
A product of the work of Gilles Brassard, Peter Høyer and Alain Tapp, the Quantum Counting algorithm is a variation of the Grover's search in which we use the quantum Fourier transform for counting the solutions to the database search problem, in case that this number is unknown to us. It was first sketched in [10] and thoroughly described in [11] . Additionaly, some details of the proof of its correctness that we present here are taken from [16] .
The counting problem can be seen as the following: let us suppose that we have an unstructured database, whose elements are indexed by {0, 1, . . . , 2 n − 1}, and that we want to know how many elements fulfill a certain property. Note that we are interested in the number of solutions, not in returning any of them. If A ⊆ {0, . . . , 2 n − 1} is the set of indices that fulfill our query, the quantum counting problem can be seen as the problem of calculating t = |A|. We shall also define B = {0, . . . , 2 n − 1} \ A as the set of indices that do not fulfill the property. Therefore, |B| = 2 n − t.
The quantum counting algorithm starts with p + n qubits initialized at 0, where p depends on n as will be shown later.
STEP 1 |ψ 1 p,n ← H ⊗p+n |ψ 0 p,n As usual, the first step of the algorithm involves the Hadamard gate, which gives us the state |ψ 1 p,n = H ⊗p+n |ψ 0 p,n = |γ p ⊗ |γ n , where we recall that
If we use the notations |a n = 1 √ t k∈A |k n , |b n = 1 √ 2 n − t k∈B |k n ,
and define ω such that sin 2 (πω) = t/2 n , we can express |γ n as: For the next step, we need a new unitary transformation called the counting gate, which is represented by C p,n . This quantum gate has the following effect on a quantum state of the form |m p ⊗|ψ n , where |m p is a basis state on p qubits, |ψ n is any quantum state on n qubits and G n is the Grover gate described in the previous algorithm:
Let us see what happens when we apply this new quantum gate to our previous quantum system. G n (|a n ) = (2 |γ γ| n ) − I) − |a n = −2 |γ γ|a n + |a n = −2 sin(πω) |γ n + |a n = −2 sin(πω) cos(πω) |b n + sin(πω) |a n + |a n = −2 sin(πω) cos(πω) |b n + (1 − 2 sin 2 (πω)) |a n = − sin(2πω) |b n + cos(2πω) |a n G n (|b n ) = (2 |γ γ| n ) − I) |b n = 2 |γ γ|b n − |b n = 2 cos(πω) |γ n − |b n = 2 cos(πω) cos(πω) |b n + sin(πω) |a n − |b n = (2 cos 2 (πω) − 1) |b n + 2 sin(πω) cos(πω) |a n = cos(2πω) |b n + sin(2πω) |a n which leads us to G n |µ + n = 1 √ 2 cos(2πω) |b n + sin(2πω) |a n + i sin(2πω) |b n − i cos(2πω) |a n = e 2iπω √ 2 (|b n − i |a n ) = e 2iπω |µ + n G n |µ − n = 1 √ 2 cos(2πω) |b n + sin(2πω) |a n − i sin(2πω) |b n + i cos(2πω) |a n = e 2iπω √ 2 (|b n + i |a n ) = e −2iπω |µ − n STEP 3 |ψ 3 p,n ← (F −1 p ⊗ I ⊗n )(|ψ 2 p,n )
The next step involves F −1 n , the inverse of the quantum Fourier transform, already explained in Section 9, which has the following effect on an n-qubit basis state. We recall that, applied to a certain type of quantum state, the inverse quantum Fourier transform can give us certain information about the distribution of its amplitudes. 
