Abstract. This note contributes to the understanding of generalized entropy power inequalities. Our main goal is to construct a counter-example regarding monotonicity and entropy comparison of weighted sums of independent identically distributed logconcave random variables. We also present a complex analogue of a recent dependent entropy power inequality of Hao and Jog, and give a very simple proof.
Introduction
The differential entropy (or simply entropy, henceforth, since we have no need to deal with discrete entropy in this note) of a random vector X with density f is defined as
provided that this integral exists. When the variance of a real-valued random variable X is kept fixed, it is a long known fact [11] that the differential entropy is maximized by taking X to be Gaussian. A related functional is the entropy power of X, defined by N (X) = e 2h(X) d
. As is usual, we abuse notation and write h(X) and N (X), even though these are functionals depending only on the density of X and not on its random realization.
The entropy power inequality is a fundamental inequality in both Information Theory and Probability, stated first by Shannon [34] and proved by Stam [36] . It states that for any two independent random vectors X and Y in R d such that the entropies of X, Y and X + Y exist,
In fact, it holds without even assuming the existence of entropies as long as we set an entropy power to 0 whenever the corresponding entropy does not exist, as noted by [8] . One reason for the importance of this inequality in Probability Theory comes from its close connection to the Central Limit Theorem (see, e.g., [21, 25] ). It is also closely related to the Brunn-Minkowski inequality, and thereby to results in Convex Geometry and Geometric Functional Analysis (see, e.g., [7, 31] ).
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. Suppose the random vectors X i are not merely independent but also identically distributed, and that S n = 1 √ n n i=1 X i ; these are the normalized partial sums that appear in the vanilla version of the Central Limit Theorem. Then one concludes from the entropy power inequality together with the scaling property N (aX) = a 2 N (X) that N (S n ) ≥ N (S 1 ), or equivalently that
There are several refinements or generalizations of the inequality (1) that one may consider. In 2004, Artstein, Ball, Barthe and Naor [2] proved (see [26, 38, 35, 13] for simpler proofs and [27, 28] for extensions) that in fact, one has monotonicity of entropy along the Central Limit Theorem, i.e., h(S n ) is a monotonically increasing sequence. If N (0, 1) is the standard normal distribution, Barron [4] had proved much earlier that h(S n ) → h(N (0, 1)) as long as X 1 has mean 0, variance 1, and h(X 1 ) > −∞. Thus one has the monotone convergence of h(S n ) to the Gaussian entropy, which is the maximum entropy possible under the moment constraints. By standard arguments, the convergence of entropies is equivalent to the relative entropy between the distribution of S n and the standard Gaussian distribution converging to 0, and this in turn implies not just convergence in distribution but also convergence in total variation. This is the way in which entropy illuminates the Central Limit Theorem.
A different variant of the inequality (1) was recently given by Hao and Jog [20] , whose paper may be consulted for motivation and proper discussion. A random vector X = (X 1 , . . . , X n ) in R n is called unconditional if for every choice of signs η 1 , . . . , η n ∈ {−1, +1}, the vector (η 1 X 1 , . . . , η n X n ) has the same distribution as X. Hao and Jog [20] proved that if X is an unconditional random vector in R n , then
. If X has independent and identically distributed components instead of being unconditional, this is precisely h(S n ) ≥ h(S 1 ) for real-valued random variables X i (i.e., in dimension d = 1).
The goal of this note is to shed further light on both of these generalized entropy power inequalities. We now explain precisely how we do so.
To motivate our first result, we first recall the notion of Schur-concavity. One vector a = (a 1 , . . . , a n ) in [0, ∞) n is majorised by another one
For instance, any vector a with nonnegative coordinates adding up to 1 is majorised by the vector (1, 0, . . . , 0) and majorises the vector (
. . , X n are i.i.d. copies of a random variable X with finite entropy, and we define
for a ∈ ∆ n . Then the inequality (1) simply says that Φ(
, while the monotonicity of entropy in the Central Limit Theorem says that Φ(
. Both these properties would be implied by (but in themselves are strictly weaker than) Schur-concavity. Thus one is led to the natural question: Is the function Φ defined in (2) a Schur-concave function? For n = 2, this would imply in particular that h(
The question on the Schur-concavity of Φ had been floating around for at least a decade, until [3] constructed a counterexample showing that Φ cannot be Schur-concave even for n = 2. It was conjectured in [3] , however, that for n = 2, the Schur-concavity should hold if the random variable X has a log-concave distribution, i.e., if X 1 and X 2 are independent, identically distributed, log-concave random variables, the function
. More generally, one may ask: if X 1 , . . . , X n are n i.i.d. copies of a log-concave random variable X, is is true that h (
Equivalently, is Φ Schur-concave when X is log-concave?
Our first result implies that the answer to this question is negative. The way we show this is the following: since (1,
would be nondecreasing and as it converges to h (X 1 + G), where G is an independent Gaussian random variable with the same variance as X 1 , we would have in particular that h X 1 +
We construct examples where the opposite holds. Theorem 1. There exists a symmetric log-concave random variable X with variance 1 such that if X 0 , X 1 , . . . are its independent copies and n is large enough, we have
where Z is a standard Gaussian random variable, independent of the X i . Consequently, even if X is drawn from a symmetric, log-concave distribution, the function Φ defined in (2) is not Schur-concave.
Here by a symmetric distribution, we mean one whose density f satisfies f (−x) = f (x) for each x ∈ R.
In contrast to Theorem 1, Φ does turn out to be Schur-concave if the distribution of X is a symmetric Gaussian mixture, as recently shown in [15] . We suspect that Schur-concavity also holds for uniform distributions on intervals (cf. [1] ).
Theorem 1 can be compared with the afore-mentioned monotonicity of entropy property of the Central Limit Theorem. It also provides an example of two independent symmetric log-concave random variables X and Y with the same variance such that h (X + Y ) > h (X + Z), where Z is a Gaussian random variable with the same variance as X and Y , independent of them, which is again in contrast to symmetric Gaussian mixtures (see [15] ). The interesting question posed in [15] of whether, for two i.i.d. summands, swapping one for a Gaussian with the same variance increases entropy, remains open.
Our proof of Theorem 1 is based on sophisticated and remarkable Edgeworth type expansions recently developed by Bobkov, Chistyakov and Götze [9] en route to obtaining precise rates of convergence in the entropic central limit theorem, and is detailed in Section 2.
The second contribution of this note is an exploration of a technique to prove inequalities akin to the entropy power inequality by using symmetries and invariance properties of entropy. It is folklore that when X 1 and X 2 are i.i.d. from a symmetric distribution, one can deduce the inequality h(S 2 ) ≥ h(S 1 ) in an extremely simple fashion (in contrast to any full proof of the entropy power inequality, which tends to require relatively sophisticated machinery-either going through Fisher information or optimal transport or rearrangement theory or functional inequalities). In Section 3, we will recall this simple proof, and also deduce some variants of the inequality h(S 2 ) ≥ h(S 1 ) by playing with this basic idea of using invariance, including a complex analogue of a recent entropy power inequality for dependent random variables obtained by Hao and Jog [20] . Theorem 2. Let X = (X 1 , . . . , X n ) be a random vector in C n which is complexunconditional, that is for every complex numbers z 1 , . . . , z n such that |z j | = 1 for every j, the vector (z 1 X 1 , . . . , z n X n ) has the same distribution as X. Then
Our proof of Theorem 2, which is essentially trivial thanks to the existence of complex Hadamard matrices, is in contrast to the proof given by [20] for the real case that proves a Fisher information inequality as an intermediary step.
We make some remarks on complementary results in the literature. Firstly, in contrast to the failure of Schur-concavity of Φ implied by Theorem 1, the function Ξ : ∆ n → R defined by Ξ(a) = h ( a i X i ) for i.i.d. copies X i of a random variable X, is actually Schur-convex when X is log-concave [41] . This is an instance of a reverse entropy power inequality, many more of which are discussed in [31] . Note that the weighted sums that appear in the definition of Φ are relevant to the Central Limit Theorem because they have fixed variance, unlike the weighted sums that appear in the definition of Ξ.
Secondly, motivated by the analogies with Convex Geometry mentioned earlier, one may ask if the function Ψ :
, is Schurconcave for any Borel set B ⊂ R d , where vol d denotes the Lebesgue measure on R d and the notation for summation is overloaded as usual to also denote Minkowski summation of sets. (Note that unless B is convex, (a 1 + a 2 )B is a subset of, but generally not equal to, a 1 B + a 2 B.) The Brunn-Minkowski inequality implies that Ψ(
, which is the geometric analogue of the monotonicity of entropy in the Central Limit Theorem, was conjectured to hold in [10] . However, it was shown in [16] (cf. [17] ) that this inequality fails to hold, and therefore Ψ cannot be Schur-concave, for arbitrary Borel sets B. Note that if B is convex, Ψ is trivially Schur-concave, since it is a constant function equal to vol d (B).
Finally, it has recently been observed in [40, 33, 32] that majorization ideas are very useful in understanding entropy power inequalities in discrete settings, such as on the integers or on cyclic groups of prime order.
Failure of Schur-concavity
Recall that a probability density f on R is said to be log-concave if it is of the form f = e −V for a convex function V : R → R ∪ {∞}. Log-concave distributions emerge naturally from the interplay between information theory and convex geometry, and have recently been a very fruitful and active topic of research (see the recent survey [31] ).
This section is devoted to a proof of Theorem 1, which in particular falsifies the Schur-concavity of Φ defined by (2) even when the distribution under consideration is log-concave.
Let us denote
and let p n be the density of Z n and let ϕ be the density of Z. Since X 0 is assumed to be log-concave, it satisfies E|X 0 | s < ∞ for all s > 0. According to the Edgeworth-type expansion described in [9] (Theorem 3.2 in Chapter 3), we have (with any m ≤ s < m + 1)
Here the functions q k are given by
where H n are Hermite polynomials,
and the summation runs over all nonnegative integer solutions (r 1 , . . . , r k ) to the equation r 1 + 2r 2 + . . . + kr k = k, and one uses the notation j = r 1 + . . . + r k . The numbers γ k are the cumulants of X 0 , namely
Let us calculate ϕ 4 . Under our assumption (symmetry of X 0 and EX 2 0 = 1), we have γ 3 = 0 and γ 4 = EX 4 0 − 3. Therefore q 1 = 0 and
We get that for any ε ∈ (0, 1)
Let f be the density of X 0 . Let us assume that it is of the form f = ϕ + δ, where δ is even, smooth and compactly supported (say, supported in [−2, −1] ∪ [1, 2] ) with bounded derivatives. Moreover, we assume that 1 2 ϕ ≤ f ≤ 2ϕ and that |δ| ≤ 1/4. Multiplying δ by a very small constant we can ensure that f is log-concave.
We are going to use Theorem 1.3 from [6] . To check the assumptions of this theorem, we first observe that for any α > 1 we have
since δ has bounded support. We have to show that for sufficiently big
Since X 0 is symmetric, we can assume that t > 0. Then
where we have used the fact that δ(x)dx = 0, δ has a bounded support contained in [−2, 2] and |δ| ≤ 1/4. We conclude that
and thus
(In this proof C and c denote sufficiently large and sufficiently small universal constants that may change from one line to another. On the other hand, C 0 , c 0 and c 1 denote constants that may depend on the distribution of X 0 .) Moreover, for |x| ≤ c 0 √ log n we have
Let us define h n = p n − ϕ 4 . Note that ϕ 4 = ϕ + c 1 n ϕ (4) , where
We first bound I 3 . Note that
Assuming without loss of generality that x > 0, we have
We also have
Moreover, assuming without loss of generality that x > 0, (f * p n )(x) ≥ 1 2 (ϕ * p n )(x) ≥ c 0 n C 0 0≤y≤c 0 √ log n e −(x−y) 2 /2 ≥ c 0 n C 0 0≤y≤c 0 √ log n e −x 2 /2 e −y 2 /2 ≥ c 0 n C 0 e −x 2 /2 .
Thus
| log f * p n (x)| ≤ log(C 0 n C 0 e x 2 /2 ).
As a consequence I 3 ≤ o(n −5/4 ) 1 1 + x 4 |log f * p n (x)| dx ≤ o(n −5/4 ) 1 1 + x 4 log(C 0 n C 0 e x 2 /2 )dx = o(n −5/4 log n).
6
For I 2 fix β > 0 and observe that |x|≥β √ log n f * ϕ (4) log(f * p n ) ≤ 2 |x|≥β √ log n ϕ * |ϕ (4) | log(f * p n ) ≤ C 0 |x|≥β √ log n (1 + x 4 )e −x 2 /4 log(C 0 n C 0 e x 2 /2 ) = o(n −c ).
Hence, f * ϕ (4) log f * p n = |x|≤β √ log n + |x|>β √ log n = |x|≤β √ log n f * ϕ (4) log f * p n + o(1).
Writing p n = ϕ + r n we get |x|≤β √ log n f * ϕ (4) log f * p n = |x|≤β √ log n (f * ϕ) (4) log(f * ϕ) + log 1 + f * r n f * ϕ .
Here |x|≤β √ log n (f * ϕ) (4) log(f * ϕ) = (f * ϕ) (4) log(f * ϕ) + o (1) and |x|≤β √ log n (f * ϕ) (4) log 1 + f * r n f * ϕ = o(1), since for |x| ≤ β √ log n with β sufficiently small we have f * r n f * ϕ ≤ 4 n ϕ * (C 0 e −x 2 /C 0 ) ϕ * ϕ ≤ C 0 n e C 0 x 2 ≤ C √ n .
By Jensen's inequality, I 1 = f * ϕ log f * p n ≤ f * ϕ log f * ϕ.
Putting these things together we get f * p n log f * p n ≤ f * ϕ log f * ϕ + c 1 n (f * ϕ) (4) log(f * ϕ) + o(n −1 ).
