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1. ¿DE QU8 TRATA ESTE LIBRO? 
Este libro nace como consecuencia del convencimiento de su autor de que los or-
denadores personales marcan un punto de inflexión histórica en la actividad y técni-
ca informáticas. Los ordenadores personales constituyen un fenómeno social, pero 
no es en modo alguno un fenómeno que pueda ser considerado aisladamente de la 
informática ni de las tecnologías de la información en He creído que mere-
cía un examen detenido. 
El ordenador personal irrumpe como un elemento impulsor de la expansión del 
universo computacional, del universo tecnológico de la información y de la electro-
tecnología, por este orden. La dificultad reside en que estamos en presencia de un 
fenómeno turbulento y cambiante en el tiempo en que intentamos observarlo para 
descubrir las líneas maestras de su proceso, anticipar de sus evoluciones y 
tal vez poner de manifiesto ciertas variables para su control. El presente libro des-
cribe los resultados de un esfuerzo personal de observación y reflexión. 
Si se me pidiera resumir drásticamente de qué trata el libro que tenemos entre 
las manos, diría que versa sobre ordenadores personales, informática, integración 
de de la información y sobre seres humanos y complejidad. En muchos 
de sus estará presente la complejidad, que, en opinión de este autor, es el 
marco conceptual recomendable para encuadrar el conjunto de la actual tecnología. 
Lo paradójico es cómo, a medida que nos encaminamos hacia una sociedad crecien-
temente compleja basada en el conocimiento y la información, algún extraño pudor 
parece impeler a muchos a presentar su discurso embozando vergonzantemente su 
natural complejidad. Sí. definitivamente, la complejidad y los conceptos con ella re-
lacionados son el hilo conductor, el esqueleto sutil que sostiene la encarnadura de 
este libro y donde se engarzan la mayoría de las aportaciones del autor. 
Por varias razones, es éste un libro difícil de catalogar. Soslayemos esta cuestión 
para no entrar en disquisiciones que alargarían este prólogo de forma innecesaria. 
Baste decir que aunque contiene muchos aspectos técnicos, lo considero más bien 
un ensayo escrito, en discrepancia con el que acontece ser el enfoque 
usual, desde la perspectiva de un técnico experimentado; esto es, arrancando desde 
dentro de la tecnología. 
2. ¿QUÉ CUESTIONES ABORDA? 
Sí a enunciar un detalle de las cuestiones concretas abordadas en el 
libro, su mera relación le causaría al lector cierta sorpresa, seguramente no inferior 
a la que uno mismo ha experimentado al terminar de escribirlo. Me limitaré a esco-
ger una muestra reducida y arbritaria. 
Entre otras cuestiones, nos ocuparemos de estándares, de '~~,H,","".""¡H" 
des locales, de iconos, de biocircuitos, de arquitecturas Risc, de de má-
quinas virtuales, de computogramas, de inteligencia artificial. de programas coope-
rativos como ESPRIT y Alvey, de procesadores K. de microprocesadores, de trans-
putadores, de lenguajes, de procesadores de texto, de hojas de convi-
vencíalidad, de conectabilidad, de placas de expansión, de compatibilidades, de su-
permícros, de estaciones de trabajo, de m.í.p.s., de micro-clonízación, de variedad 
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referencial, de estudios de mercado, del sector doméstico, de instituciones normali-
de niveles de integración, de teclados, de infocentros, de costes de desa-
rrollo de software, de conexión de computadores personales y grandes, de presu-
puestos de los departamentos de proceso de datos, de computadores 
MMC, de software-soporte, de calidad de software, de integridad conceptual, de 
software-producto, de productividad, de paquetes de software horizontales o vertí-
de aplicaciones lúdicas, de software integrado, de sistemas operativos multita-
rea-monousuario, de CP/M. de MS-DOS, de UNIX, etc. 
Una idea un poco más completa acerca del espectro de cuestiones consideradas 
mencionar: por un lado, las culturas, las subculturas informáticas, las revis-
tas informáticas, el computador subjetivo, los héroes y fanáticos, los exformátícos y 
auto informáticos, la psicología cognitiva, el ordenador enseñante, la alfabetización in-
formática, las industrias del las simulaciones y juegos, el software educativo, 
la sociedad de la información, la puerinformática, el aprendizaje de innovación, las 
insuficiencias de la informática, la crisis de la informática, la vulnerabilidad de los 
sistemas informáticos, la dialéctica orden/desorden, etc. Por otro lado, este libro está 
1-'lCl,=!OlUV de leyes: leyes de la informática personal, cibernéticas, leyes econó-
micas, leyes de la evolución de los programas, leyes de la naturaleza humana, 
de la evolución tecnológica, etc. 
La muestra anterior pretende expresar algo de la variedad de contenidos del li-
bro, que no es solamente un ensayo en el fondo, sino en la forma, rompiendo decidi-
damente con la escueta (yen ocasiones iletrada) tradición formal de todos los libros 
de contenidos técnicos de o sobre informática y tecnología. Así pues, el lector no 
debe extrañarse si se encuentra con menciones, paradojas, metáforas o 
analogías (la analogía es elemento consustancial a la cibernética) que se sirven de 
patos, estrellas, pintura de esquimales, infoecología, espíritu del garaje, biomasa, era 
de la incertidumbre, piratería, hombre simbólico, parasitismo, mariposas, doctor 
Guillotin, empresas grandes pequeñas, indios oreja a música de las esferas, 
guerra de las ideogramas kanji, quarks, cometa Halley, civiliza-
ción del conductor, olimpiadas, efecto Qwerty y tantos otros aditamentos, que aquí 
se ha intentado no sean superfluos. En realidad, el autor los ha incorporado forman-
do unidad (al menos estética) con los contenidos. Contenido y forma han sido trata-
dos aquí como elementos mutuamente expresivos de un abigarrado paisaje de ideas 
dentro y en torno de la tecnología informática. 
Por lo demás, el libro contiene una gran cantidad de datos sobre productos, mar-
cas, mercados, costes, clasificaciones, terminología, historia, tendencias, opiniones, 
resultados, evolución y empresas, si bien, corno se comentará dentro de un momen-
to, no es exhaustiva ni ha pretendido serlo. Su misión no es otra que subrayar las 
ideas, sostener las conclusiones del análisis. En la bibliografía pueden encontrarse 
por separado informaciones más completas sobre algunos o todos estos aspectos. 
3. ¿QUÉ TIPO DE LIBRO ES ÉSTE? 
aclarar ahora algo que me parece importante, especialmente porque el 
apartado que acabarnos de leer puede transmitir una sensación engañosa acerca 
del tipo de libro en el que nos encontrarnos. 
18 
Prólogo 
Se ha dicho que existen dos tipos de libros. Los unos acentúan los hechos y procu-
ran comunicar un saber particular. Los otros buscan descubrir y poner de manifiesto 
estructuras, el modo de organización de los hechos. 
Este libro pretende romper esa dicotomía, Siendo, pese a las apariencias, más de 
lo segundo que de lo primero, intenta cubrir la necesidad de integrar una masa des-
bordante, dispersa, especializada y creciente de informaciones. Sin embargo, no ha 
renunciado a la primera de las intenciones, a la riqueza de contenidos e incluso al 
matiz y a veces hasta a la minucia. Los matices son muchas veces la expresión de la 
complejidad. Me he servido tanto del microscopio como del macroscopio. Por ello, 
creo que el libro ha de resultar muy denso y contiene además varios niveles de lec-
tura, que serán apreciados por los lectores según el tenor de su grado y campo de 
especialización relativo a cada capítulo o tema concretos, En opinión de algún ami-
go, éste es un libro que esconde varios líbros, lo que, si bien desde un punto de 
vista económico podría desembocar en beneficio de lo adquiriesen, arrastra 
el editorial de desdibujar por multiplicación el perfil del lector destinatario. 
No olvidemos lo que se dice en El Quijote: "y así digo que es grandísimo el a 
que se pone el que imprime un libro, siendo de toda imposibilidad imposible com-
ponerle tal, que satisfaga y contente a todos los que lo leyeren". 
En otro orden de cosas, me gustaría señalar que éste es un libro de investigación, 
escrito con voluntad vulgarizadora, pero sin renunciar a los postulados mínimos del 
más acrisolado estilo universitario. Quizá la mejor prueba de ello sea el uso que de 
la bibliografía utilizada se hace y que para un lector no habituado puede dificultar el 
texto, sobre todo al principio. Cualquier idea o dato, cuya paternidad no resulte des-
conocida, tiene su referencia en medio del propio texto. Las referencias bibliográfi-
cas del final del libro no contienen una sola cita que no haya sido empleada una o 
más veces. Dicho como inciso, no quisiera que el hecho de que el libro sea un libro 
serio y con todas las cartas boca arriba provocase el acto reflejo de tomarlo por un 
libro absolutamente objetivo, No hay libros objetivos, y éste es subjetivo en varios 
aspectos. Los anexos, escritos con la sana intención de complementar con un conte-
nido más técnico los capítulos 2, 3 y 8 del libro, llevan su bibliografía independiente 
Tal es la única forma conocida de que un lector que desease profundizar o con 
trastar alguno de los aspectos tratados podría hacerlo. La bibliografía empleada se 
extiende a libros, revistas, manuales técnicos, actas de congresos, artículos de pren-
sa, apuntes de universidad, textos de cursos, folletos de seminarios, informes y hasta 
anuncios de productos. Han sido aproximadamente dos años los que me ocupó pre-
parar el libro, documentarlo y escribirlo, ininterrumpidamente, aunque con los natu-
rales altibajos de dedicación mi trabajo y con intensidad en los días 
de asueto. Por lo menos, este esfuerzo debe percibirse precisamente en la biblio-
grafía. 
Para la redacción he elegido, no sin ciertas vacilaciones, la primera persona del 
singular. Después de todo es un ensayo muy personal, y de nada valía disimularlo. 
Hay bastantes ideas propias, algunas publicadas, inéditas en todo caso las que se 
refieren a los ordenadores personales. También es muy personal el estilo, unas ve-
ces erudito y profesoral, otras socarrón, más allá dogmático, en ciertos momentos 
dubitativo, aquí farragoso o retórico, un poco más vulgar, en ocasiones distendi-
do, y espero que siempre respetuoso. Ya no me planteo si ha sido una buena elec-
ción, Para mí no había otra, una vez decidido el carácter del ensayo-libro. 
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4. ¿A QUIÉN VA DIRIGIDO? 
En principio, a toda persona que, interesada en los ordenadores (muy especial-
mente en los ordenadores personales), en su utilización (especialmente en activida-
des educativas y empresariales) y en su impacto (especialmente psicológico), reúna 
las condiciones volitivas de querer profundizar un poco más y a la vez de querer 
acercarse a una visión sociotécnica. La imagino perteneciente a una de las siguien-
tes categorías: informático/a profesional, aficionado/a a la informática personal, edu-
cador/a preocupado/a por la introducción del computador en la escuela o ciudada-
no/a reflexivo/a acerca de las tecnologías de la información. Sin embargo, al juntar 
las palabras que componen este libro he descartado mentalmente a ese colectivo 
humano que, animado de un pragmatismo compulsivo, acostumbra a cabalgar ner-
viosamente por encima de la totalidad de los textos, sin leerlos, a la busca de no sé 
qué importantes datos o hechos concretos. 
Por el orden en que acabo de enunciarlas, hay que convenir en que la primera y 
la última categoría despliegan mayor dispersión de centros de interés en relación 
con esta tecnología concreta, Para servir a estos diversos centros, los respectivos 
lectores tienen la posibilidad de actuar muy selectivamente sobre el texto. Añadir 
unas palabras acerca de la organización de éste, les ayudará. 
5, ¿CÓMO ESTA ORGANIZADO? 
El libro está organizado en cuatro partes bien diferenciadas y tres anexos. Cada 
parte consta de uno o varios capítulos, Sus títulos son éstos: 
SOCialización de la informátJca. 
Los computadores personales y sus claves, 
Microsocioeconomía informática. 
Áreas de aplicación crítica, 
Estos nombres son indicativos de la orientación de los contenidos. El prefijo "mi-
cro" se utiliza como un guiño a lo largo del texto (microínforme, microdosier, micro-
mundo, .. ,), no para denotar pequeñez o desprecio, sino para recordarnos que en 
este libro nos hemos instalado básicamente en el mundo de la mícroinformática, 
Cada parte que no consta de un solo capítulo se abre con un micro texto ambienta-
dor. Todo capítulo se inicia con una introducción y termina con un resumen de las 
principales ideas. Leyendo estos tres elementos y echando una ojeada por lectura 
rápida al texto del capítulo, el lector descubrirá fácilmente si le conviene meterse 
con él a fondo, sobrevolarlo o simplemente puentearlo. 
En mi opinión, sólo el segundo capítulo es, desde un punto de vista conceptual, 
muy técnico, Creo que interesará a los estratos más tecnificados entre los informáti-
cos profesionales, mientras que los demás pueden pasarlo por alto sin mayor proble-
ma, con tal de que no dejen sin leer su introducción y su resumen. 
Por último, los anexos recogen algunas cuestiones técnicas importantes, separadas 
del texto principal para no entorpecer su lectura. Tienen un carácter sintético y des-
criptivo. 
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6. AGRADECIMIENTOS 
A Juan Barreiro de las Llanderas, quien, siendo todavía presidente de ENTEL, 
aceptó sin reparos mi propuesta de realizar un estudio sobre la informática per-
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preparando los anexos sobre Microprocesadores, el primero, y sobre Sistemas Ope-
rativos, los tres últimos. Aunque el autor les haya diseñado las grandes líneas y revi-
sado el contenido de su trabajo, la autonomía, sentido de la organización y mvel for-
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agradecimiento sino satisfacción personal y profesional por su contribución. 
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por unas cuantas temporadas y siempre amigo, quienes, tras haberse leído al-
gunos capítulos de una primera versión del libro, me han suministrado por separado 
sus valiosos críticas y comentarios, colaborando inintencionadamente también a su-
mirme en varios pozos de perplejidad e indecisión. Sus opiniones encontradas en 
determinados capítulos, enfoques o pasajes han terminado por parecerme premoni-
torias de la diversa reacción que cabe esperar de los lectores. 
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l. El alba de la informática personal 
"Informállca personal es la parte de la informá-
tica que convierte a ésta definitivamente en un 
fenómeno social" 
1. INTRODUCCIÓN 
Parece apropiado ver el computador personal como el último eslabón de una ca-
dena evolutlva en el reino de los materiales informáticos y el primero de otra cade-
na que abre la informática y los usuarios a una perspectiva nueva de cambios cua]¡-
tativos. 
El cambio más importante es la posibilidad de que muchos míllones de personas 
en el mundo incorporen a su vida casi súbitamente el uso de una herramienta técni-
ca sofisticada, hasta el momento reservada sólo a élites muy preparadas. Es un mo-
mento mágico, y, en una primera ojeada, las razones son económicas. 
1.1. Factores económicos 
En los Estados Unidos de América, un ordenador personal medio venía costando 
en 1978 en torno al 15% del salario anual de un trabajador medío, pero se estima 
que, hacia finales de los ochenta, un computador bastante más potente vendrá a cos-
tar menos del 1 % del salario del mismo trabajador. 
De forma aún más concreta, Nilles nos ofrece el siguiente cálculo: en EE. UD., un 
buen computador personal con impresora de calidad costaba en 1980 alrededor de 
IOOO dólares, que, amortizados en tres años, supondría unos $ 2.500 anuales inclu-
yendo mantenimiento y alguna forma de desgravación por inversiones, o $ 1.000, SI 
se amortizaba en siete años. Al mismo tiempo, una mecanógrafa percibía entre 
$ 12.000 Y $ 17.000 al año (Nilles, 1982), 
En 1983, alguien calculó que durante 1982 y 1983 se había fabricado el 80% de 
todos los computadores de la historia. 
Se podrían multiplicar los ejemplos, Acabaremos con uno, que conjuga factores de 
economía y de potencia como atributos de los materiales informáticos (Toong, GuP-' 
ta, 1984), (Branscomb, 1982): a mediados de los ochenta, el coste del alquiler men-
sual de una potencia de cálculo equivalente a un millón de instrucciones por segun-
do será inferior al sueldo mensual de un buen programador, lo que significa, de una 
parte, que los propios informáticos de los departamentos de proceso de datos ten-
drán inevitablemente que adaptarse a la invasÍón de computadores personales en 
sus empresas, y de otra y como corolario, que convendrá ir reflexionando sobre el 
diseño de nuevos modelos de organización informática integradores de este fenóme-
no. 
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L2. Pruebas directas e indirectas de la existencia 
del fenómeno 
De todas formas, el fenómeno que vamos a estudiar no es exclusivamente econó-
mico. Tampoco los computadores personales vienen a en el material infor-
mático por antonomasia ni a sustituir o contribuir a la extinción de los "dinosuarios". 
No. Primariamente son consecuencia de los adelantos técnicos y tecnológicos de la 
informática, que continúa sus progresos por otros caminos, pero ya forma parte indu-
dable de ésta, aunque no se sepa muy bien cómo. 
A decir verdad, ni siquiera hay acuerdo general, en el momento de escribir este 
libro, sobre qué es exactamente un computador personal. 
Pese al confusionismo propio de los fenómenos que florecen abruptamente, algu-
nas manifestaciones sociales de este fenómeno muestran bien a las claras su presen-
cia. Libros, revistas y fascículos divulgativos, la prensa periódica y la televisión nos 
hacen guiños en los quioscos, en las librerías o en el salón para comuni-
carnos o aleccionarnos al respecto. En 1982, la revista "Time" al computador 
personal "hombre del afio". 
A un nivel más técnico y académico, hay pruebas irrefutables de que que no 
tiene el aspecto de ser una nube de verano, ha comenzado o está comenzando. Muy 
brevemente, he aquí algunas. 
En diciembre de 1982, la revista "Scientific American" publíca un artículo que, con 
el título de Ordenadores personales, ha sido traducido en "Investigación y Ciencia" 
en febrero de 1983 (Toong, Gupta, 1983). 
Una asociación de indiscutible prestigio científico y profesional, el Institute of 
Electrical and Electronics Engineers (LE.E.E.), dedica un número (1) de su 
revista general "Proceedings of the LE.E.E." (marzo, 1984) a los computadores perso-
nales. No se detiene aquÍ, yen diciembre de 1985 dedica una sección de la 
misma revista al software de ordenadores personales para aplicaciones C;"'I.JC;\~la.1C;'" 
de 80 densas páginas destinadas a presentar no tanto ordenadores y pro-
ductos como algunas herramientas eficaces para potenciar el trabajo de los 
ros 1985). 
Otra revista de la misma Asociación, "Spectrum", dedica el número de enero de 
cada afio a una panorámica tecnológica. El cuadro l. l. exhibe la secuencia de 
dedicados al tema de computadores en los últimos afias, con la elocuente 
pI()gl~eSlon del epígrafe destinado a los computadores personales. 
Pero la demostración más elocuente de que nos encontramos en de un 
asunto verdaderamente serio es que dos grandes gigantes de la industria de la tec-
nología de la información se han lanzado sobre esta tecnología de lo Pri-
mero IBM, en 1981, anunció su computador personal y en 1983 y sucesivos ha conti-
(1) Número no sólo espeCIal smo extraordmano. porque. como se lee en su presentacIón, 
espeCIilles que descrIben un tema espeCIa;lzado en benefICIO de aquellos que al 
trata de un tema de ImportanCIa dlrecta para todos, sean mformálJcos o espeCIa-
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CUADRO 1.1. SECUENCIA DE íNDICES DE LOS NÚMEROS DE ENERO 
DE LA REVISTA "SPECTRUM", ENTRE 1980 y 1984 
1980 Computers 
1981 Computers: 
Micros and software 
Mims and mainframes 
Small-business machines 
1982 Computers 
Microprocessors 
Minis and mainframes 
Small-business machine 
1983 Computers: 
Minis and mainframes 
Microprocessors 
Personal computers 
1984 Personal computers 
Software 
Microprocessors 
nuado anunciando equipos que muestran de forma inequívoca los raíles por donde 
se moverá una parte de instrumental informático de los próximos años (Kozma, 1984). 
AT&T, gigante de las comunicaciones, anuncia su primer computador personal en 
junio de 1984 (Guterl, 1984). Adicionalmente, estos movimientos industriales y comer-
ciales suponen una nueva señal de la cantada convergencia de las tecnologías de la 
informática y de las comunicaciones. Y el computador personal, con todo y no saber-
se muy bien qué es, parece que, entre otras cosas, puede significar una etapa im-
portante en ese proceso de convergencia. 
1.3. Teorema de Higgs 
Consciente de que enfrentamos el alba de un fenómeno social, y el ánimo sosega-
do (al abrigo de las citas que se acaban de hacer) por la consistencia técnica del 
tema, me apresto a añadir mi granito de arena a la reflexión sobre dicho fenómeno. 
Pretendo destacar ciertos rasgos, unos ya muy claros, otros tal vez aún borrosos, 
acerca de los computadores personales en los planos tecnológico, técnico, económi-
co y social. En este sentido, y parodiando la terminología de la narrativa literaria, 
este estudio, por su enfoque, intenta ser un estudio "total" y, por su contenido, un 
estudio diferencial. Esto último quiere decir más analítico que descriptivo, y decidi-
damente orientado hacia la síntesis en un segundo nivel. Algo que parece difícil de 
conseguir. 
Pondré a prueba el teorema de Higgs, que dice: "Si parece fácil, es difícil. Si pa-
rece difícil, es condenadamente imposible" (Peter, 1981). 
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2. INFORMATICA PERSONAL y COMPUTADORES 
PERSONALES 
Informática personal no equivale a informática instrumentada sólo por medio de 
computadores personales. "Informática personal -dice Nílles- es el proceso por el 
cual Vd., personalmente, usa y controla los servicios de un ordenador de propósito 
general, por las razones que sean" (Nilles, 1982). 
En puridad, habría, pues, informática personal con cualquiera de los siguientes su-
puestos instrumentales: 
1. Sistemas autónomos, incluyendo desde calculadoras avanzadas de bolsillo hasta 
computadores de oficina, siempre que la única conexión necesaria sea un en-
chufe a la red eléctrica (o una batería). 
2. Terminales conectados a una red de tiempo compartido, una base de datos o 
cualquier otro sistema de información (por ejemplo, mensajería electrónica). 
3. Computadores personales conectados en red. 
En este estudio voy a considerar, sin embargo, los computadores personales como 
causa inmediata del alba de la informática personal, porque, aun cuando no se pue-
da desconocer que desde hace tiempo ha habido sistemas de tiempo compartido 
con terminales de sencillo uso personal (2) ni que ahora empiezan a extenderse 
grandes servicios de información conectables desde el hogar, ha sido el adveni-
miento de los computadores personales lo que ha desencadenado este proceso de 
socialización de la informática. 
Así pues, para enmarcar el contenido de este libro, entenderé por informática 
personal (3) todos aquellos conceptos, técnicas y actividades que tienen que ver con 
los computadores personales aquí estudiados. 
Wirth resume perfectamente muchas de las cualidades de la informática personal: 
"El computador personal conduce a un entorno enteramente nuevo de computación. 
Gracias al amplio ancho de banda de información entre el usuario y su herramienta, 
se posíbilíta una fuerte interacción que una instalación central remota no puede faci-
litar. El computador personal es mucho más que un "terminal inteligente", porque 
aproxima poder de computación al usuario. Una propiedad especialmente atractiva 
es su disponibilidad constante y, por consiguiente, la independencia del usuario en 
relación con los horarios de un centro de cálculo" (Wirth, 1982). 
Tienen mucho peso las opiniones de Wirth, después de haber diseñado los len-
guajes Euler, Algol W, Pascal y Modula y el computador personal Lilith. Veamos 
cómo insiste aún más rotundamente sobre lo anterior en el texto de su conferencia 
cuando se le entregó el Premio Turing (Wirth, 1985): "En lugar de compartir con 
otros un ordenador grande y monolítico, pugnando por utilizarlo vía un cable de 3 
En último extremo. Sl con un termmal conectado un sIstema de tIempo compartido es mfar-
personal, habría que en que hay grados de mformátIca personal y hacerlo con un computa-
personal adecuado sería entonces mformática muy personal. 
(3) Un buen am1go del autor le mSlste una otra vez en deberían ser los fmes del uso de las máqm-
nas 'os que deftmeran la m!ormállca y según su ésta eXlsnrá cuando opere en beneflclo de la 
propIa persona y su entorno de elecclón (familLa. hogar. comumdad. d~verslón, estudIOS, trabaJO,. ) y no en 
benefIcio Impuesto de enl1dades con las que mantenga una dependenCIa no elegIda (empresa, corpora-
ClOnes_ estado ... ) 
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KHz de ancho de banda, estaba usando mi propio computador (4), situado debajo de 
mi mesa por un canal de 15 MHz. No es posible prever lo que sucede cuando algo 
se multiplica por un factor de 5.000, es una cosa arrolladora. La sensación más jubilo-
sa fue que, tras dieciséis años de trabajar para computadores, el computador pare-
cía ahora trabajar para mí. Por primera vez, confeccionaba mi correspondencia y es-
cribía mis informes con de un ordenador, en de planear nuevos lengua-
compiladores y programas para que otros los usaran". 
Hipotéticamente, todas las propiedades deseables en cualquier tecnología se reú-
nen en un ordenador personal: Empieza, potencia, costo, dimensiones, consumo, ver-
satilidad para el ocio y el trabajo, estética, etc. Un computador personal te 
hacer la declaración de la renta, llevar las cuentas caseras, planificar tus m"·o..-<",,,_ 
nes: realizar los cálculos matemáticos del colegio o de la universidad, escribir infor-
mes de cuidada presentación, aprender un curso de química, recordar fechas im-
portantes, almacenar resúmenes y jugar a los marcia nitos. Cuando quieras, en tu 
casa o en la oficina, vestido con un traje de etiqueta, un mono de trabajo, un chándal 
o como viniste al mundo. Sin depender de nadie ni de nada que se parezca a satu-
ración de líneas, caídas del sistema u otra suerte de eventos ajenos e incomprensi-
bles. Incluso despreocupándote olímpicamente del hecho histórico de que la memo-
ria de tu computador esté a lo mejor confeccionada con pastillas M.o.S. o con cual-
quier otra tecnología esotérica. 
En fin, esto es lo que se ha llamado la ¡tecnología convivencial! Y con esta lrn"rf~''''' 
ideal, es decir, no correspondiente del todo a la realidad de hoy, es como se acos-
tumbra a vender el computador personal, por lo menos al principio. 
3. SIN DENOMINACION DE ORIGEN 
Cuando hablamos de computadores personales, podemos estar dando la 
sión de que nos referimos a objetos cuyo perfil y denominación están perfectamente 
establecidos. Nada más lejos de la verdad, como se va a demostrar en seguida. 
El confusionismo denominador acusa los niveles propios de todo proceso en sus 
inicios, razón por la que aquí se ha decidido utilizar exclusivamente el nombre más 
significativo de "computadores (ordenadores, computadoras) personales" para nom-
brar una clase muy amplia de máquinas, situados, como en política, a la izquierda o 
a la derecha de un perfil básico de computador, que dentro de unos mo-
mentos con el propósito de hacerlo servir como mínima referencia técnica para este 
estudio. 
3.1. Folclores idiomáticos y semánticos 
A cualquier persona sensata y sin tiempo sobrado para cotejar, seleccionar y es-
clarecer denominaciones, le produciría (o le ha producido ya) desconcierto enfren-
tarse con el barullo de nombres y categorías de computadores a que parecemos ser 
tan propensos cuantos nos dedicamos al mundo de la informática. Esta actividad se 
presta también (y sufre), con desmesura, a dejarse bautizar con apelativos que, 
como veremos más adelante, han de mover a los observadores imparciales a una 
actitud de indisimulable sorna. 
(4) Se refería al computador Alto. véase más adelante 
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CUADRO 1.2. CLASIFICACIÓN DEBIDA A W AKERL y 
En ella el propio autor previene sobre la inconsistencia de las 
clasificaciones en general y de ésta en particular, por efecto de la 
evolución tecnológica (Wakerly, 1981, p. 15). 
Supercomputador 
Computador de muy alta performancia para grandes cálculos científicos y un pre-
cio de millones de dólares, Ejemplos: Cray-l, Illíac IV. 
Maxicomputador 
Computador de propósito general grande y de alta performancia, con un precio 
de alrededor de un millón de dólares, Ejemplos: Cyber 76, IBM 3033. 
Midicomputador 
Computador de propósito general situado en precio y performancia entre minis y 
maxis. Ejemplo: V AX -llnSO, 
Minicomputador 
Computador de propósito general, configurado a menudo para una aplicación es-
pecífica, de precio entre $ 20.000 Y $ 200.000. Eíemplos: HP-300, PDP-IlnO. 
Microcomputador 
Computador cuya unidad central de proceso es un microprocesador, configurado 
habitualmente para una I aplicación específica y de un precio inferior a los $ 20.000. 
Ejemplos: Apple n, TSR-SO, PDP-ll/23. 
A continuación se clarifican los significados de otros cuatro términos que emplean 
el prefijo "micro": 
Microprocesador 
Un procesador completo (UCP) (5) integrado en una o dos pastillas LSI, que se 
usa para construir un microcomputador según definición expresada más arriba. 
Ejemplos: MC6S000, ZBOOO, M6S09. 
Microcomputador 
En otro contexto, procesador, memoria y sistema de entradas/salidas contenidos 
en un circuito LSI, al que, a veces, por clarificar, se le llama microcomputador en 
un chip. Ejemplos: ZS, MCS4S, M6S0 1. 
Microcontrolador 
Procesador, memoria y sistema de E/S en uno o varios circuitos LSI, a la medida 
de una aplicación, que oculta a los usuarios su naturaleza de computador de pro-
pósito general. Ejemplos: procesadores utilizados en hornos de microondas, auto-
móviles, juegos electrónicos. 
Procesador microprogramado 
Tipo particular de hardware de procesador que ejecuta cada instrucción de má-
quina como una secuencia de microinstrucciones primitivas. "Microprogramación" 
se refiere a escribir secuencias de microinstrucciones, no a programar micropro-
cesadores. Ejemplos: MC6S000, LSI-Ill', ZB. 
(5) UCP Umdad Central Proceso o nTn,'p""rlnr central. tambIén conOCIdo por las SIglas mglesas CPU. 
Central Process;ng Umt Large Scale mtegraclón de CIrCUitos a gran escala 
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Es creencia general que los ordenadores personales contribuirán a desmitificar la 
informática, Justo es, por lo tanto, que, para empezar con la tarea, el lector de este 
libro tome contacto, para conjurarla, con una muestra de los susodichos apelativos, 
Dicen que las cosas para poseerlas hay que nombrarlas. Mirando los cuadros con 
los que ilustraré esta disquisición, podrá adquirirse una idea bastante aproximada 
de la diversidad aparatosa de formas posesivas. Sin profundizar en el terreno de la 
lingüística, está claro que la informática es un campo abonado para polisemias, sino-
nimias y otros artefactos de la lengua. 
Extraigamos algunos ejemplos a modo de metáforas. 
El popular ZX Spectrum aparece indistintamente como NANOcomputador (Pérez 
Gómez, 1984), como ordenador personal MINlcasero (Ríos, 1984) y como MICRO-
computador del afio (revista "Microsistemas", n. 11. junio 1984), todo en el mismo 
año y en el mismo país, 
CUADRO 1.3. CLASIFICACIÓN DE PEQUEÑOS SISTEMAS INFORMA TICOS 
Según Blomeyer (1982), originariamente en alemán, 1980 
Ordenadores lúdicos 
- Ordenadores domésticos 
- Ordenadores personales (sistemas informátlcos compactos (6) 
- Microordenadores 
- Ordenadores de sobremesa 
Miniordenadores 
- Sistemas de talla media 
CUADRO 1.4. CLASIFICACIÓN DE PEQUEÑOS SISTEMAS INFORMA TICOS 
según Metcalfe (1983) 
- Computadores domésticos 
Terminales inteligentes 
Calculadoras 
Consolas de 
Computadores portátiles 
- Computadores personales 
- Puesto de trabajo multifuncionales de oficina 
- Microcomputadores 
Pequeños computadores de oficina 
CUADRO 1.6. CLASIFICACIÓN DE PEQUEÑOS SISTEMAS INFORMATICOS 
según Pérez Gómez (1984) 
Calculadoras 
- Nanocomputadores (entre otros, Commodore 64, HP 7S-C, ZX-8I, ZX Spectrum, 
VIC-20) 
- Ordenadores personales (Apple He, Bull QuestarlM, Rainbow lOO, Digital serie 
300, IBM PC, NCR DM V, North Star Advantage, Televideo TS-1603, Toshiba T-
lOO, Xerox 16/8,,,,) 
Pequeños sistemas de gestión 
(6) "Compacto' slgmfIca que todas las funClones (entradaslsahdas. procesador y memonas) van mtegradas 
en una mlsma caja). 
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CUADRO 1.6. CLASIFICACIÓN DE COMPUTADORES PERSONALES 
según Ríos (1984) 
- Ordenador personal minicasero (entre otros, ZX Spectrum) 
Ordenador personal casero (VIC-20, Commodore 64, Acom, TI 99-4, Atari 400 .. 
Ordenador personal (TSR-80, Toshiba T-100, Apple n ... ) 
Ordenador profesional (lBM PC, Toshiba T-300, HP 86, Rainbow 100, Xerox 820, 
Bull Questar/M ... ) 
Pequeño sistema de gestión (Digital 350 .. .) 
- Ordenador personal portátll 
CUADRO 1.7. CLASIFICACIÓN DE LOS MICROORDENADORES 
por la casa Hewlett Packard ("El Ordenador Personal", n.O 13, marzo 
1983, pp. 33-35) 
- Calculadoras profesionales 
- Ordenadores de bolsillo 
- Ordenadores portátiles 
-Ordenadores personales 
Ordenadores personales de oflcma 
Ordenadores personales técnicos y científicos 
CUADRO 1.8. CLASIFICACIÓN DE LOS COMPUTADORES PERSONALES 
por la casa .Digital Equipment Corporation (Digital, 1982) 
- "Popular" (Rambow) 
Sistema de gestión de oficinas o negocios 
ProfeslOnal (modelos 325 y 350) (7) 
El Digital 350 se llama unas veces ordenador personal (Pérez Gómez, 1984); otras, 
pequeño sistema de gestión (Ríos, 1984), y otras, computador personal profesional 
(Digital. 1982). Todo lo antenor no impide que K.H. Olsen, fundador y presidente de 
Digital Equipment Co., lo califique también como minicomputador personal (Olsen, 
1984). 
De cualquier fonna, todas estas veleidades no son más que una parte mínima del 
espectáculo de la informática, en donde se ha llegado a malabarismos singulares en 
el manejo de los prefijos y los adjetivos, sujetos, claro a apreciaciones diferen-
tes según la fuente y el receptor. 
Así, la denominación de microcomputadores, microordenadores o microcomputa-
doras, más que la de computadores personales, a los que habitualmente in-
cluye, no se sabe si emplea el prefijo "micro" porque significa muy pequeño o por-
que el computador integra un microprocesador Más bien debe seguir el rumbo de 
la primera significación. Si no, sería inconsistente con estos otros nombres ya utiliza-
dos o propuestos: 
- minis 
superminis 
maximinis 
midlmínís 
- supermícros 
- minisuper, etc. 
(7) A esta clase se añadIÓ postenormente el modelo 380, que, con los modelos 325 y 350, constlluye la 
sene 300. 
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Para terminar este apartado, daré un repertorio incompleto y a vuelapluma -que 
se comenta por sí solo- de nombres de la informática y de actividades, ciencias o 
técnicas conexas, avisando de que, para seguir la tradición, en este mismo libro se 
introducirá alguno nuevo más. 
(TM) 
(TM) 
(TM) 
(TM) 
(TM) 
(TM) 
(TM) 
(TM) 
Periinformática 
Miniinformática 
Burótica 
Ordenática 
Desordenática 
Compútica 
Informática industrial 
Informática jurídica 
Informática médica 
Informática cerebral 
Telegestión 
Teleinformática 
Telebernética (8) 
Infomicrográfica 
Informática repartida 
Informática desconcentrada 
Informática descentralizada 
Informática mecanocéntrica 
Informática problemocéntrica 
Informática-ciencia 
Informática-industria 
Informática-negocio 
Informática-uso 
Informática-mito 
Informática entró pica 
Informática marxista 
Informática regionalista 
Informática nacionalista 
Informática de rostro humano 
Informática no alineada 
Informática cooperativista 
Psicoinformática 
Neoinformática 
Microinformática 
Informática personal 
Ofimática 
Informática de gestión 
Conéctica 
Compubiótica 
Informática policial 
Informática científica 
Informática convivencial 
Informática teórica 
Teleproceso 
Telemática 
Infográfica 
Informática distribuida 
Informática concentrada 
Informática centralizada 
Multímicroinformática 
Multiminimicroinformática 
Opto informát ica 
Bioinformática 
Criptoinformática 
Pico informática 
Nano informática 
Informática de bolsillo 
Informática neguentrópica 
Informática capitalista 
Informática autonomista 
Informática del tercer mundo 
Transinformática norte-sur 
Informática ecologista 
Informática lúdica 
Informática criminal 
3.2. ¿Qué es un computador personal? 
A la vista de lo que se ha venido diciendo, ésta no parece una cuestión sencilla de 
responder. No hay consenso en las denominaciones ni tampoco en las definiciones, 
como sus propios autores tienden a reconocer. Podría incluso decirse con palabras 
muy redichas que un ordenador personal tiene todo el aspecto de ser una 
(8) TM señala nombres registrados por el autor. 
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evanescente y fenomenológica, definición que no parece la más apropiada para este 
libro. Así está el asunto, 
La causa principal de este estado de cosas se debe sin duda a la impresionante 
evolución tecnológica, que ocasiona una inestabilidad crónica del objeto definido: 
cuando se acaba de definir, ya no es el mismo, como ya anticipó Heráclito, Opinión 
con la que sin duda estaría de acuerdo el señor Hanson, periodista especializado en 
temas de alta tecnología, puesto que de otro modo no escribiría lo siguiente: "Ni si-
quiera el término ordenador personal es tan preciso como podría parecer. Un teléfo-
no de teclado controlado por un microprocesador se puede programar para que 
funcione como una especie de terminal de ordenador sencílla, y el usuario no tiene 
más que enviar instrucciones al ordenador central marcando diversas secuencias 
numéricas, Si el teléfono inteligente está a su vez conectado a una pantalla de televi-
SIón, una Impresora o una máquina de escribir electrónica, el usuario puede teórica-
mente pedirle diversos servicios informatizados, como el estado de las acciones en 
la bolsa, horarios de aviones, etc," (Hanson, 1984, p, 187). 
CUADRO 1.9. DEFIN1CIÓN DE COMPUTADOR PERSONAL (TOONG, 1983) 
ligeramente modificada por los mismos autores (Gupta, 1984) .. 
- Costo del sistema completo. inferior, a $ 6.000 (9) 
- El sistema incorpora (o se conecta con) memoria de cinta o discos fleXIbles 
El mIcroprocesador soporta memona primana de por lo menos 64 KB 
Puede manejar al menos un lenguaje de alto nivel: Basic, Fortran, Cobol... 
El sistema operativo facilita diálogo mteractlvo 
Se distribuye por canales de comerCIalización en masa, con sistemas de venta 
dirigidos a personas que no han trabajado nunca antes con ordenadores 
- Su flexibilidad le permite aceptar una gama amplia de programas capaces de 
atender aplicaCIones muy variadas. No está concebIdo para una categoría ex-
clusiva de compradores 
CUADRO 1.10. DEFINICIÓN EXTRACTADA DE LA INTRODUCCIÓN AL 
CATALOGO DE ORDENADORES PERSONALES. Guía del Comprador de 
Informática 1984, pp. 48-49 (Pérez Gómez, 1984) 
- Microprocesador de 8 y 16 bits 
- Sistema de almacenamiento en disco flexible o cinta audio 
Memoria primaria entre 32 KB y 128 KB 
Costo del sistema entre 260,000 y 1.000,000 de pts. 
Orientado a uso individual no especializado, no para gestión de empresa 
Incorpora generalmente lenguajes estándar alto nivel, habitualmente Basic 
CUADRO l.11. DEFINICIÓN DE ORDENADOR PERSONAL, por Isaacson 
en 1979, citada en Blomeyer-Bartenstein (1982, p. 4) 
(9) da en dólares pcr razcnes cbvlas de rea]¡smo 
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Los grandes ínter eses económicos implicados en el asunto incitan a los fabricantes 
a sobreponderar su oferta con relación a la de su intentando acentuar 
con mayor o menor elegancia y verdad las virtudes, naturalmente siempre mejores, 
de su producto, En cierta forma, no se les reprochar, porque históricamente 
todas las clasificaciones y denominaciones se han visto pulverizadas 
por la realidad inmediata y, para colmo de han jugado un papel entorpe-
cedor en la comunicación con los colectivos destinatarios, 
CUADRO 1.12. DEFINICIÓN DE COMPUTADOR PERSONAL, extraída del 
glosario de un libro de gran difusión (Willis, 1984, pp. 333-347) 
~ Computador personal: microcomputador 
- Microcomputador: Computador completamente que usa un micropro-
cesador, Los microcomputadores son una nueva de computadores: mien-
tras que los mmicomputadores son versiones a pequeña escala de los grandes 
computadores, los microcomputadores son un producto de la tecnología de se-
miconductores, Por consiguiente, algunos microcomputadores poseen caracte-
rísticas no se encuentran m en los mUllcomputadores ni en los computado-
res 
CUADRO 1.13. EXTRACTO DE UNA DEFINICIÓN DE COMPUTADOR 
PERSONAL (Datapro, 1982, p. M09-050-401) 
Una de las preguntas más frecuentes 
los computadores personales es qué clase 
más difíciles de responder- sobre 
computador se qUIere se-
ñalar con los términos de "computador nAl'Qnr1::> 
DATAPRO, para los fines de este directorio, establece que un computador per-
sonal tiene un precio básico de $ 3000 o menos, e incluye software sufiCiente como 
para un profano consiga del sistema uso productivo y disfrute en un entorno 
típico hogar, educación o pequeña empresa, 
Un señalamiento típico de los computadores personales es que pueden conec-
tarse y a trabajar inmediatamente, contrariamente a otros computado-
res que previamente necesitan ser programados profesionalmente, Los 
personales son muy flexibles, Pueden emplearse en una vanedad 
de de proceso local, y pueden servir como terminales de proceso compar-
tido o como un medlO para acceder a bases de datos comercialmente 
disponibles, 
El corazón de un computador personal es un microprocesador. 
(", ) 
CUADRO 1.14. RELACIÓN DE UNIDADES CONSTITUYENTES DE UN 
ORDENADOR PERSONAL, según R.E. Dolan, citada en la revista 
"Microsistemas", n.O 2, 1983 
~ Tedado de máquina de escnblr 
~ Memoria primaria de por lo menos 64 KB 
2 unidades de disco flexible 
Una impresora 
Una boca de comunicaciones 
Una pantalla de 24 x 80 
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3.3. Nuestro perfil de referencia 
A los fines de este libro, quiero sugerir que consideremos que un computador 
personal. más que un tipo, es una variedad amplia de tipos de máquinas para una 
variedad de usuarios. Un computador personal es un computador autónomo de so-
bremesa, basado en un microprocesador, de uso individual, interactivo y de precio 
inferior al de un automóví! medio, 
Convencionalmente, nuestro perfil básico de referencia técnica de computador 
personal para este estudio constará de los siguientes elementos: 
Microprocesador (es), 
Memoria principal de capacidad igualo superior a 128 KBytes (10), 
Almacenamiento de masa sobre disco flexible (disquete). 
Teclado de máquina de escribir, pantalla e impresora, 
Sistema operativo interactivo. 
Lenguaje de alto nivel, 
Preparado para aceptar extensa gama de programas-producto (que, en una mayo-
ría de ocasiones, son causa y justificación de la compra de un computador perso-
nal), 
Estas características recogen lo esencial y, al tiempo, son lo suficientemente am-
plias como para abarcar la práctica totalidad de los computadores personales deli-
mitados por el cuadro de los segmentos principales de mercado (Gupta, 1984), Así, 
parecen caer fuera de este estudio computadores personales caseros, que se redu-
cen a una caja de teclado con microprocesador, 48 KB de memoria y conexiones al 
televisor y a una reproductora/grabadora de cintas casetes, o estaciones avanzadas 
de trabajo personal en ingeniería con memorias de disco duro, trazadores gráficos 
de precisión y precios muy superiores a los 10,000 dólares, Ya verá el lector que 
esto no tiene la menor importancia, por lo que no me privaré de referirme, aunque 
sea de forma contextual, a estos productos, 
4, MAQUINAS PIONERAS 
Aunque pocas, todavía algunas personas se mantienen en la creencia de que el 
primer computador personal fue el Apple, hacia el año 1977, Gente más avisada tal 
vez haya leído que ese honor le corresponde al ordenador Altaír. La cuestión de la 
real primogenitura se presta de cualquier modo a toda clase de consideraciones, en 
virtud de los argumentos esgrimidos en el apartado anterior (JI). 
Se presta incluso a que se escriba que, en cierto sentido, el primer computador 
personal fue el Whirlwind, de los años cincuenta, que ocupaba una superficie de 
2,500 pies cuadrados (Olsen, 1984). Todo, porque tenía pantalla, teclado, lápiz elec-
trónico, salida de audio y un ingeniero podía sentarse delante a hacer computación 
(lC) En adelante, se abreVIará generalmente en KB KBy o sólo K 
(ll) Adentrándose en la Iustona, habría anceslros de la computacIón personal tan antIguos como la máqUl' 
na de Antlkythera (lsla Citera), constrUIda los gnegos para cálculos de los mOVImIentos del 
Sol y de la Luna alrededor del ano 80 Sus dimenSIones, 16 x 32 x 9 cm, haeen comparable a un 
eomputador portátIl actual, como el TRS-80 modelo 100, aunque, naturalmente. sus caraclerístlcas (funclOna-
mIento analógICO, programa filO) y tecnología (ruedas de engranaje) en nada la asemejan (Monis, 1984). 
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CUADRO l.15. CARACTERíSTICAS GENERALES DE LOS 
COMPUTADORES PERSONALES para los cuatro segmentos principales 
de mercado (Gupta, 1984) 
CARACTERíSTIC HOGAR EMPRESA CIENCIA EDUCACIÓN 
Precio sistema completo 
($) infer, o igual a 1.000 5,000 10,000 1.000 
Necesidad global de 
memoria (Bytes) 
a) Promedio memona 
principal 64 K 256 K 256-512 K 64 K 
b) Promedio memoria 
auxiliar 100-500 K M 5-10 M 500 K 
Intensidad de cálculo baja moderada grande 
Salída copia permanente Impresora Impresora Gráficos 
puntos puntos/calidad puntos 
Precio software 
aplicaciones ($) infer, o 
100 100-700 1.000-2,000 200 Igual a 
Aplicaciones principales (1) (2) (3) (4) 
control domésl1co, proceso de texto 
datos cornumcaClOnes 
cada rarea 
Instrucc[ón en aula 
interactiva, Estamos hablando del computador que servía de base para el sistema 
SAGE de defensa aérea en sistema que estuvo operativo en 1958, acarrean-
do un esfuerzo de desarrollo de software equivalente a 1.800 años x hombre, Este 
computador, para el que se inventó la memoria de núcleos de ferrita, constaba de 
una memoria principal de 1 Kpalabras de 16 bits, o 2 KBytes si se midiera en térmi-
nos propios a los computadores personales de hoy 1973). Como punto de 
rel erl:m (:aa, el primer microprocesador de 4 bits se desarrolló en 1971. Verdaderos 
precursores de los que estamos calificando como computadores personales son Alto 
y Altaír, cuyos nomores curiosamente por la primera letra del alfabeto, 
como queriendo subrayar su vocación iniciadora, 
4.1. La sombra del PARe es alargada 
Alto fue un experimento importantísimo de computación personal acometido por 
el Centro de Investigaciones de Xerox en Palo Alto en California (PARG), desde 
1973 a 1979, para estudiar cómo podía usarse una máquina pequeña y barata por un 
solo usuario para sustituir funciones de ordenadores compartidos, El diseño 
se hizo en 1973 y la construcción del primer prototipo se terminó en poco más de 
tres meses, estando disponible el primero de abril de ese año (Perry, Wallích, 1985, 
p, 66), 
El sistema completo ocupaba el espacio habitual de un bloque típico de ",aJUll<~;:' 
de una mesa de oficina, con los siguientes elementos de sobremesa: pantalla, tecla-
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do y ratón. Sus principales aplicaciones eran edición y preparación de textos, sopor-
te de desarrollo de programas, animación en tiempo real y generación de música, y 
automatización de ofIcinas, Se han construido varios centenares de estas máquinas, 
que no llevaban microprocesador. Por el año 1979, el censo de máquinas Alto en uso 
en la empresa Xerox ascendía aproximadamente a 1.500, 
Hacia 1978, se inició un diseño de ordenador personal unas diez veces más poten-
te que Alto al que se dio en llamar Dorado (Teitelman, 1984), de la saga de las má-
qumas-D: Dolphin, Dorado, Dandelíon, Dragon y Dandetiger (Perry, Wallich, 1985, 
p, 70), 
La escuela Alto motivó otros diseños fuera del P,ARG, entre los que cabe citar, 
por su interés para el programador profesional, el computador personal Lilíth, cuya 
decisión de construcción y primeras especificaciones (computador basado en el len-
guaje Modula-2) datan de 1977 (Wirth, 1982), Posteriormente, la estación Lisa y el 
ordenador personal Macintosh, de Apple, basaron buena parte de sus característi-
cas de diseño en los conceptos aportados por Alto y sus sucesores. 
CUADRO 1.16. CARACTERíSTICAS DEL HARDWARE DEL 
COMPUTADOR PERSONAL PIONERO "ALTO» (Thacker, 1982) 
- Pantalla de barrido de 875 líneas 
- Teclado y "ratón" 
DISCO de 2,5 MB 
Interfaz con red Ethernet de 3 MblVs 
Procesador microprogramado que controla dlSPOSltlvos de entrada/salida y so-
porta emuladores para varios repertorios de instrucciones 
Memona de semiconductores entre 64 K Y 256 Kpalabras de 16 bits 
La importancia de Alto radica en algo más que en el propio hecho de constituir un 
hito técnico en el campo de las computadoras personales, que ya es mucho, Alto fue 
una pieza integrada en una concepción de conjunto de informática dístriblllda com-
puesto por ordenadores personales, redes e impresoras electrónicas, concepción 
precursora de la tendencia hacia la integración de tecnologías típicas de la década 
de los ochenta, El P,ARG funcionó en la década de los setenta como un poderoso 
útero capaz de atraer aportaciones germinales con una densidad tal que hoy se nos 
antoja casi milagrosa, Aquel laboratorio experimental de ideas se fijó como meta 
gestar la "oficina electrónica del futuro", 
Por lo que respecta al campo de los ordenadores personales, en el P,ARG se 
crearon o perfeccionaron conceptos, técnicas y productos como la red local Ether-
net, el ordenador portátil, la estación de trabajo, la pantalla con mapa de memoria al 
bit (12), la manipulación digital de imágenes, el ratón, las "ventanas" SOlapadas, los 
ICOnoS y la tableta sensible al tacto. Que con este potencial la empresa Xerox no 
haya sabido labrarse un puesto de privilegio (ni siquiera un puesto visible) en la in-
dustria de los computadores personales es otra historia, 
El final de los setenta y los primeros años ochenta marcan la diáspora de los cien-
tíficos del P,ARG y el principio de una nueva etapa para este centro de investíga-
(12) Método para crea! lmágenes aSlgnando una poslclón de rnemona a cada punto de la pantalla 
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ciÓn. Pero también sígnifícó la dispersión y multiplicación por una buena parte de la 
industria informática de un acrisolado ideario técnico concreto, (Véase Pake. 1985. 
Perry, Wallich, 1985, y la síntesis de estos dos artículos en el adjunto mícro-dosier, 
que, por su trascendencia histórica, bien se merece este centro). 
a 
de los setenta. Sintetizado de (Pake, 1986) y (Perry, Wallich, 1986) 
Espíritu del p.A..R.e. en la década de los setenta 
En Jumo de 1970 mlcla el P,A.Re. sus actIvIdades con un tema central de 
tudlar la arqUItectura de la mformaclón y crear la of¡cma del futuro, estaciones de 
ractrvas, servIdores de ficheros e Impresoras conectados por un medlo de comUl1lc:aClón 
Alglllen escnb¡ó que "el peso general de la mvesngaclón en el P,A.RC se concentraba en lo 
n=,1"rmr. y lo personal. en poner la máxIma p01enCla mformátlca en manos de todo mdlvlduo 
que lo deseara' 
Alto 
Su procesador constaba de 160 pastIllas de la pnmll1va tecnología electrómca de 1973 mspI-
rándose su en el TX-2 constrUIdo en el Inslltuto TecnológIco de Massachusetts 
fmales de los 
HaCIa 1975, una potente red dlstnbUlda operaba en el r,A. RC con esta ClOnes Alto, serVido· 
res de fIcheros e Impresoras prototíplcas de l¡';ser 
En 1976 había unos 200 ordenadores en uso. que pasaron a ser alrededor de I 500 para 1979 
distribUIdos por las dlStmtas ofIcmas de la empresa Xerox 
Ethernet 
La Idea de una red local mformátJca había SIdo dIscutIda ya haCIa 1966 en la Ul1lversldad de 
StanfOld, fue en el PA,Re.. al nempo construía Alto, donde se concIbIó la Idea 
Ethernet como un cable coaxIal que de fOlma muy sImple 
La red expenmental de 1975 manejaba un caudal de datos 3 mIllones de bIts por segundo 
y se anuncJa como producto Xerox en 1979. En 1981. DIgItal Eqmpment. Intel y Xerox 
prometían con una norma común Ethernet de 10 ml!tones de bIts por segundo, 
Impresora de láser 
EARS, la pnmera lmpresora de láser comenzó en 1973 a Impnmlr documentos generados 
por Alto y reclbldos vía red local Ethernet, En 1977, Xerox hIZO su pnmera demostracIón públI· 
ca y comenzó el mercadeo del SIstema 9700 de impreSIón electrónica, capaz de lmpnmlr dos 
págmas segundo con 300 puntos por pulgada. 
Ratones, iconos y ventanas 
El un penfénco de mterfaz humana con ordenador conslstente en una cajita des-
plazable con cuyo concurso se señalan de manera natural mformaclones en la pantalla. La ldea 
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se había presentado en el Instltuto de lnvestlgaclOnes de Stanford antes de la fundacIón del 
P.A.Re., pero fue aquí donde se mvestlgó, desarrolló y utl]¡ZÓ plenamente. 
Los Iconos y las ventanas, como selectores rápIdos de funcIones. Juegan un papel destacado 
en las estacIones de trabajo dIseñadas en el PA.Re. entre 1973 y 1980 Y alcanzan su culrmna-
clón con el anunclO en abril de 1981 de la estacIón Xerox Star, que causó un profundo lmpacto 
en la mdustrla. 
Realmente. el concepto de "ventana' tuvo su ongen en el programa mteraclIvo de gráficos 
Sketchpad, desarrollado en el lnstltuto TecnológIco de Massachusetts en los pnmeros 60. Sin 
embargo, las pnmeras ventanas como ficheros múltlples superpuestos en pantalla se Implanta-
ron en 1973 en Alto. 
Otras aportaciones 
La relaCIón de aportaclOnes del P.A.Re. es larga. Otemos, entre otras. 
a) Smalltalk, pnmero. lenguaje orientado a objetos y dlseñado para niños; después de una 
evolucIón ha devemdo en lenguaje y entorno de programaclón compleJO. (Los conceptos 
origmales de 'Smalltalk son deudores del lenguaje SImula 67, debido a los científicos no-
ruegos Dahl y Nygaard, a su vez denvado de Algol 60. Véase (Tesler, 1984, p. 45). 
b) Notetaker, primer ordenador portátil a batería, hacia 1978. 
c) lnter[¡sp, lenguaje y entorno de programaclón onentados a mtellgencla artIfiCIal; Mesa. 
lenguaje modular (13); Cedar, entorno de programaclón, que se ongmó con la Idea de 
combmar lo mejor de Mesa. Llsp y Smalltalk 
d) Diseño estructurado de CirCUItos VLSI (14): método de diseño de CirCUItos integrados de 
muy alta densldad, elaborado entre 1975 y 1977 usando Alto, redes e Impresoras láser 
Hoyes universalmente aclamado y enseñado en la mayoría de las umversldades. 
e) Superpamt, 1971 software pIonero de generacIón de vídeos artístIcos. 
4.2. Un ordenador por piezas 
Altair 8800 se diseñó en 1974 y se anunció en 1975 por la empresa MITS Inc., con 
la indiscutible novedad de que también se vendía en forma de kit para los "aficiona-
dos a los locos cacharros" al precio asombroso de $ 395 la configuración básica (Gup-
ta, 1984). Fue un pájaro (15) de vuelo alto aunque corto, una estrella (15) que se ex-
tinguió rápidamente. 
Estos dos modernos precursores del computador personal, Alto y Altair, son, como 
se deduce fácilmente, objetos orientados a usuarios distintos. En el primer caso, a 
profesionales informáticos y, en el segundo, a aficionados o neófitos. Ambos compu-
tadores son casi olvidados fantasmas sumergidos por los movimientos acelerados de 
la vertiginosa historia de los computadores y de la electrónica. Queda su rastro y nos 
lanza un mensaje claro: desde el punto de vista de las aplicaciones a ejecutar, no 
existe el computador personal universal, si se introduce un criterio de rendimiento. 
Lo que es universal es el modelo general de arquitectura, cuyas características con-
cretas adecuan cada computador personal a una clase concreta, más o menos am-
plia, de aplicaciones. Como siempre. 
Mesa msp:raron el trabajo de Wlrth. que pasó un período sabátICO en P ARG. para su dIse-
no y LIllth 
(14) VLSI Ver y Large Scale Inregra~lOr. m:egracló:l de ClrCUltos a gran escala 
(15) Altalr es el nombre con el que se conoce a la estrella más bnlíante de la constelaCIón del AgUlla Su 
ongen eamológlco está en el árabe. en el que denota "el páJaro" 
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6. COMPUTADORES PERSONALES, 
ESPACIO y TIEMPO 
Al hablar del alba de la informática estoy de nuevo utilizando una metáfora -y 
abundarán las metáforas en este libro- para referirme a una circunstancia histórica. 
Con todos los matices geográficos y económicos que se quiera, una perspectiva 
globalizadora nos señala que el mundo está entrando en una fase que no ha hecho 
sino empezar. La integración y abaratamiento de las tecnologías de la información y 
los esperados progresos en las interfaces hombre-máquina apuntan a un crecimiento 
espectacular en el número de computadores. Con una imagen más afortunada que 
exacta, Fertig establece un paralelismo entre el teléfono y el computador. Conside-
rados ambos como artefactos de proceso de información, han recorrido un ciclo se-
mejante entre su invención, su introducción en el mercado y la aceptación popular. 
La década de los ochenta significa el inicio de una aceptación amplia de los ordena-
dores, gracias a los ordenadores personales (Fertig, 1985, p. 2). 
TELEFONOS 10 
6 
INVENCIÓN 
1 
ENTRADA ¡_CAOO 
COMPUTADORES 
INVENCIÓN 
\ ENTRADA 
~ \_CAOO 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 
AÑos AÑos 
Figura !.l. ParalelJsmo entre las curvas de demanda del teléfono y del ordenador 
(Fertig, 1985, p. 3) , 
6.1. No amanece al mismo tiempo ni de la misma 
forma en todos los lugares 
La figura 1.1 nos transmite una visión general aproximada de la evolución cuantita-
tiva de los computadores y de los teléfonos en el planeta Tierra. Pero hasta los m-
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ños, salvo que sean muy pequeños, saben que la Tierra es una bola redonda que 
gira sobre sí misma y alrededor del Sol, razón por la que cuando en unos ijltiOS es 
de noche en otros es de día. Lo que no conocen es que en informática sucede algo 
parecido. 
Efectivamente, en la informática, o, mejor aún, en el conjunto de las tecnologías de 
la información, hay países en los que ya se está a media mañana, en otros está apun-
tando el día y en otros es noche cerrada. Más concretamente, donde más avanzado 
anda el día en este tema es -curiosa paradoja- en ambas riberas del Pacífico, dos 
extremos que se tocan: por occidente, EE.UU., y por el oriente, Japón. 
La informática personal no sólo no es excepción a este fenómeno astronómico, 
smo que más bien magnifica las diferencias preexistentes. La penetración de los 
computadores personales en las distintas sociedades es aparatosamente diversa, 
desde un país como los EE.UU., destacado en la cabeza, hasta los países en que el 
hambre se enseñorea y ni se conoce ni importa conocer qué es ni para qué rayos 
sirve un ordenador personal, pasando por países como España, en donde se escribe 
este libro y en el que aquél está adquiriendo una incipiente relevancia social. 
Si hubiera que elegir un solo factor sintetizador de la penetración de la informáti-
ca personal en una sociedad, sería sin duda el volumen y variedad de la oferta de 
eqUipos, materiales y software, tema al que dedicaré casI un capítulo. 
5.2. Posición temporal de este estudio 
Sm embargo, lo que yo he temdo que elegir han sido las características de los 
lectores para quienes supuestamente estoy escribiendo este libro, aunque casI todos 
los autores acaban confesando hacerlo para ellos mismos. Me ha ocurndo algo simi-
lar a la cuestión del perfil de referencia de computador personal, porque el mvel de 
conOCImIento, de senSibilización y por tanto de mterés varía enormemente. 
Finalmente, he optado por dirigirme a una clase de lectores que, cualesquiera 
que fueran su ongen o lugar de residencia, compartieran el común denominador de 
estar micJados en ese mundo de los computadores personales o de la informática en 
general. Voy a tratar de situarlo, en la gran mayoría de las ocaSiones, lo más cerca 
pOSible de aquellos lugares donde más temprano sale el Sol. Así, cada lector podrá 
adaptar lo que lea a sus propias clYcunstancias, debiendo prepararse a aceptar que 
por su índole tan diversa las distintas partes del libro lo atraerán de manera desI-
gual. 
6. RESUMEN 
Momento histórico 
Estamos en un momento histónco en que la informática está pasando de ser un 
asunto técnico y económico a convertirse en un fenómeno social. Gracias al compu-
tador personal. 
Los adelantos técnicos y tecnológicos de la informática de tal modo han abaratado 
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el precio de los computadores y simplificado su uso que han hecho posible y venta-
josa su adquisición y por individuos poco o nada especializados, 
Indicios inequívocos señalan que estamos en los albores de una nueva e 
irreversible de de los computadores, llena de promesas, aunque no exen-
ta de dificultades, problemas y altibajos: la era de la "informática Entre 
algunos países avanzados reúnen ya varios millones de computadores perscma.les 
dedicados al trabajo o al juego en hogares, universidades, pro-
fesionales Y empresas, la mayor parte adquiridos entre 1982 y 1986, Al mismo tiem-
po, en otros países del mundo empiezan ahora a tomar contacto con el computador 
personal. por lo que conocer los desarrollos iniciales y ciertas tendencias del fenó-
meno en los primeros les ha de resultar aleccionador. 
Informática personal 
Se ha distinguido la informática personal como una actividad que también es 
ble por otros medios distintos al computador por ejemplo, un terminal co-
nectado a una red de computación de tiempo compartido. Ahora bien, reconociendo 
técnicamente estas diversas formas de informática personal, se concluye sin error 
que la informática personal, en tanto que fenómeno colectivo, se inicia ahora con el 
ordenador personal. 
Computador personal 
Pero, ¿qué es un computador personal? Como se ha dicho, hay algunos mIllones 
de computadores en uso, se han escrito varios centenares de libros so-
bre computadores se publIcan decenas de revistas especializadas en el 
tema y, sin embargo, no existe una definición clara sino varias defmiclones, en oca-
siones contradictorias, 
Para información y solaz del lector se ha explorado este terreno y recopilado un 
conjunto amplio, aunque no exhaustivo, de definiclOnes, denominaclOnes y claSifica-
ciones, extraídas de una gama documental que se extiende desde el libro de divul-
gación hasta los folletos pasando por los artículos científiCOS y las 
populares. 
También he creído interesante hacerle ver una parte del folclore verbalizador ~más 
frecuente en los latmos de Europa que en otras latltudes~, que rodea, 
acompaña, empaña y acaso matiza culturalmente el fenómeno general de la informá-
tica, Es justo resaltar que, al lado de las fantasías y racionalizaCiones latinas como 
del folclore, se alinean razones tan pragmáticas como la impreSIonante evolu-
ción tecnológica y los importantes intereses económicos industriales y comerCIales 
en torno al computador. 
Perfil de computador personal en este 
A los efectos de este libro, se ha optado por centrarse en el Siguiente y ancho 
de computador un sistema que consta de: 
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! microprocesador! memoria principal no inferior a 128 KB ! memoria secundaria 
sobre disco flexible! teclado de máquina de escribir, pantalla e impresora I siste-
ma operativo interactivo / lenguaje de alto nivel/preparado para aceptar extensa 
gama de programas-producto / 
Computadores personales históricos 
Termina el capítulo con un apunte histórico sobre computadores personales pio-
neros, con el propósito, sobre todo, de resaltar que, aunque se desconozca, la histo-
na puede casi siempre mostrarnos un evento en el que hunde sus raíces lo que se 
cree original y primero. Así, los computadores personales no se inician en 1977 con 
Apple o en 1975 con Altair, acaso tampoéo en 1973 con el proyecto Alto, sino que 
estos computadores son deudores de ideas y desarrollos previos. Ello no impide si-
tuar convencionalmente el principio de la informática personal popular (léase subra-
yado lo de popular) en 1975, con la aparición de Altair. Alto ha sido destacado como 
una aportación técnica de la máxima importancia. 
Areas de aplicación 
Los computadores personales no constituyen ni mucho menos un conjunto homo-
géneo y compacto, sino una oferta actual de posibilidades diversificadas en cuatro 
áreas de aplicacIOnes: domésticas, empresariales, educativas y cientificotécnicas, 
bajo un modelo universal de arquitectura. Dicen que la historia es maestra, por eso 
sabemos que Alto (y su entorno), si no fue el origen de la informática personal popu-
lar, fue laboratono y escuela donde se forjó una porción de las herramientas de los 
computadores personales de hoy, especialmente en el área empresanal y en el área 
profesional de informática. 
En el futuro, cuando las aplIcaciones se ordenen por áreas distmtas a las actuales, 
seguramente habrá que trazar una nueva semblanza histórica. La de hoyes precaria 
y poco analítIca, con la falta de perspectiva típica de todo fenómeno que se está 
produciendo. 
Propósito de este libro 
Es el de contnbuir al diseño de una perspectiva para la comprensión de los com-
putadores personales en los planos tecnológico, técnico, económico y social. Una 
mezcla descarada de simpleza y ambición. 
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Si hemos de vivir rodeados de computadores personales, habrá que empezar a 
conocerlos y a distinguirlos, por mucho que tal propósito se vea seriamente obstacu-
lizado por la incómoda cIrcunstancia de su acelerada evolución. 
Se dice que los esquimales manejan veinte denominaciones diferentes para desig-
nar la nieve, esto es, para referirse a sus diversos estados, formas, modalidades, 
apariencias y utilidades. Para muchos de nosotros, habitantes tal vez de don-
de la nieve sólo se ve en los libros y en las tarjetas postales, resulta sorprendente 
una cosa así. Habida cuenta de que la nieve no constituye parte de nuestro 
una palabra nos basta para nombrar aquello que sólo es "agua helada que descien-
de de las nubes sobre la tierra en pequeñas masas esponjosas o copos, formados 
por cristales microscópicos" 
No menos sorprendente nos resulta oír decir que los gauchos utIlizan treinta nom-
bres distmtos para defmir la variedad del pellejo del ganado (Fox, 1982) Nos suena 
a broma. 
Los ejemplos anteriores pueden parecernos cunosidades de las que, por lo gene-
ral, somos desconocedores. En cambio, cualquier persona medianamente observa-
dora es conscIente de la existencia de situaciones habituales donde se hace mam· 
fiesta una falta de conocimiento y de contacto con un determinado mundo, entorno o 
universo del discurso (que dirían los filósofos). VerbIgraCIa, un europeo mediO -a 
no ser que sea antropólogo-, puesto delante de un CIUdadano naCIdo en América 
del Sur, en el AsIa Oriental o en el Afnca negra (y viceversa), es incapaz de dlstm-
guir etnias, o algo que se le parezca, por países, y mucho menos por ?..onas geográfI-
cas concretas, tribus o familIas. Y a menudo, a lo más que alcanza es a ubIcaCiones 
continentales. 
Los computadores personales han naCido hace unos diez años, aunque verdadera-
mente empiezan ahora a hacerse tangibles entre nosotros. Nuestra familiaridad con 
ellos es bien corta. No se puede pretender que se nos aparezcan con la misma tras-
cendencia que la nieve para los esquimales o el pellejo bovino y ovino para los gau· 
pero lo cierto es que hay que empezar a sentar las bases para evitar esas si-
tuaciones precarias de unos conocimentos circunscritos a grandes masas continenta-
les. 
Es verdad que por el momento sólo tenemos un nombre razonable muy rtO"OY",' 
para este tipo de máquinas: computadores personales. Hasta tanto se puedan acuñar 
otras denominaciones desprovistas de ambigüedad. es necesario en sus ca-
racterísticas discriminatonas, analizarlas y divulgarlas, con el objetivo de ir favore-
ciendo su cotidianeidad. Intentando ponerle apellidos al nombre, como si dijéramos. 
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La operación en sí tiene un poco de transcripción y adaptación del mundo de los 
gauchos y de los esquimales (aquí, ciencia e ingeniería de los computadores) al 
nuevo entorno social de la informática personal. 
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(Tautología: Acumulación innecesana e mútll, al 
menos lógICamente, de una palabra o expre-
Sión a otra rMoliner, 1982].) 
1. INTRODUCCIÓN 
En este capítulo intentaré repasar algunos conceptos que, pese a ser clásicos, se 
manejan de manera infrecuente o poco sistemática en la bibliografía sobre computa-
dores personales. 
Si no fuera por esa infrecuencia, este capítulo resultaría tautológico. Por el contra-
rio, pienso que, además de no serlo, es necesario para situar objetivamente los com-
putadores personales como una clase particular de computadores. 
Avanzo la conclusión de que los factores físicos y estructurales más importantes 
de los computadores personales son, por este orden, el microprocesador, la tecnolo-
gía del resto del sistema (el computador personal está compuesto además por me-
morias, buses, controladores, teclados, pantallas) y la estructura del sistema. 
A lo necesario hay que añadir lo conveniente. Los computadores han evoluciona-
do mucho y seguirán evolucionando, de manera que también he optado por resumir 
un grupo de conceptos e informaciones apropiados para que los lectores contextua-
!icen los computadores personales en el marco de la evolución de las características 
de los computadores, de la gama de categorías aplicativas de los computadores y 
de las investigaciones y desarrollos de los futuros computadores. 
Antes de acceder al punto siguiente, quiero recomendarle honestamente al lector 
carente de una mediana formación técnica en informática la eventual opción de to-
marse este capítulo como la letra pequena de los libros de texto, leyendo superfi-
cialmente su contenido, con lo que no se verá en el desagradable trance de tener 
que aplicarme el juicio que pretendía Don Quijote al autor de su historia, ¡y que los 
cielos me perdonen la comparación! (1). 
2. DIMENSIONES EN LA ESTRUCTURA 
DE UN COMPUTADOR 
Primero Bell y Newell (1971) y, más Siewiorek et al. (1982), estos últimos 
con algunos cambios, han propugnado un conjunto determinado de características o 
(1) "Ahora -dilO Don QUljote~· que no ha Sido sabiO el autor de mi hlStona, smo algún Ignorante 
hablador, que a y sm algún dlScurso se puso a escnblrla, salga lo que como hacía Orbaneja, el 
pmtor de Ubeda, al cual, preguntándole qué pmtaba, respondiÓ: "Lo que salIere", vez un gallo, 
de tal suerte tan mal parecido, que era que con letras góticas escnblese a "Éste es 
gallo". Y así ser mi hlStona, que neceSidad de comento para entenderla. no -respondIÓ 
Sansón-, porque es tan clara, que no hay cosa que diftcultar a ella: los mños la manosean, los mozos la leen. 
los hombres la enttenden y los vieJos la celebran" (Don QUIlote, 2.' parte, capítulo I1I). 
49 
Computadores personales 
dimensiones, que a un computador dentro de un hipotético es-
tructural (véase cuadro 2. L, que se irá comentando en sucesivas 
Según el planteamiento de dichos autores, los valores dimensionales de un com-
putador concreto no sólo lo de otros computadores por el que ocu-
pa en ese espacio, sino que dan un señalamiento inicial de las características de su 
funcIón global y del orden de de su performancia. 
CUADRO 2.1. DIMENSIONES DEL ESPACIO ESTRUCTURAL DE LOS 
COMPUT ADORES (Siewiorek et al., 1982) 
TECNOLOGíA GENERACIÓN COMPLEJIDAD FECHA VELOCIDAD COSTElOPERAC. DE LA LÓGICA CIRCUITAL HISTORICA Pe (seg) ($lb/s) 
Espacio direcc virtual (2) 'T'amaño palabra Base Tipos de datos 
Direcciones/instrucción Estado del procesador 
Estructura PMS ConmutacIón Función del procesador 
Algontmo (;, -l. -lMp Capacidad Ms Veloc. Mp Veloc. Ms 
"r 
de acceso (bis) (bis) 
Entorno multIproceso Comunicación interprocesos JE ,rquÍ¡ de memoria 
Paralelismo Solapamlerllo (2) 
En pnmera aproximación, a un computador personal se le aplicar esta reji-
lla descnptíva, compuesta por 25 coordenadas. La rejilla se lee y de arriba 
abajo y de izqUIerda a derecha, lo que significa que las coordenadas (o dimensio-
nes) no son que son dommantes las dimenSIones supenores en la 
vertlcal y que existe correlación fuerte entre dimensiones situadas en la misma hon-
zontaL 
Según todo esto, la de la lógica util1zada en el computador se erige 
como la característica más slgmf¡callva desde el punto de vIsta estructural y de ella 
lrradian y denvan todas las demás. 
Tecnología ---__+'" 1;,m~Jl'-'lQU ---__+~ VelOCIdad Pc ---__+ etc. 
1 
EspacIo dIrecciones VIrtuales 
1 
etc. 
(2) Nuevas dlmenslones a la pnmera ediCión del líbro (Bell 1971) 
PMS Processor Memory SWitch Memona Conmutador) 
bís' bIts por segundo 
Pe, Mp, Ms Procesador Memona prillCIpaL Memona secundana 
proceso programa en 
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La tabla en cuestión nos suministra además una valiosa guía para seleccionar los 
parámetros a los que habría que prestar mayor atención práctica, en el caso muy 
frecuente de que no fuera posible o no conviniera estudiar detalladamente todo el 
cuadro en relación con unos computadores concretos. 
Suscitada esta vía de análisis, que era de lo que se trataba aquí, haré dos cosas 
más en este capítulo en lo que concierne al espacio estructural de referencia. Una 
primera, extraer de la mencionada obra algunas reflexiones que, sobre servir -es-
perémoslo~ para estimular su lectura, nos permitirán realizar la segunda, a 
plantear la modalidad de aplicación de las dimensiones de estructura a los computa-
dores personales entendidos como caso particular. 
2.1. Tecnología de la lógica: progresos de la física 
y de la ingeniería 
Todas las dimensiones del espacio, excepto la longitud de la palabra y el número 
de direcciones por instrucción, dependen de la tecnología de los circuitos lógicos. 
Algunas, como la capacidad y velocidad de las memorias, son directamente de-
pendientes. como la estructura PMS y el paralelismo, sólo admiten valores 
complejos operativamente eficaces cuando la tecnología ha progresado sufiCIente-
mente. 
La tecnología tiene un efecto directo sobre la velocidad de operación del proce-
sador y también un efecto secundario: el aumento de fiabilidad y la reducción del 
tamaño de los circuitos permiten la construcción de computadores más potentes, con 
menores retardos de transmisión y con mayor densidad de interconexión. 
En el tiempo se han ido desarrollando circuitos cada vez a mayor escala de mte-
gración (3), con la secuencia siguiente: 
TECNOLOGíA COMPLEJIDAD FECHA VELOCIDAD Pe COSTElOPERAC, 
transistor 1 puerta lógica 1958 !O exp-5 1 
SS1, MSI(3) 1 a !O puertas 1966 !O exp-7 0.1 
LS1 (3) !O a 10.000 p. 1972 la exp-8 0.01 
VLSI (3) 10.000-100.000 1978 10 exp-9 0.0001 
Hasta aquí, el computador personal es un computador más, cuya estructura, por 
una tnple razón, gravita sobre su tecnología. La pnmera es que, por ser un computa-
dor, su dimensión más influyente genéricamente es la tecnología incorporada. La se-
gunda, que su componente principal, el microprocesador, es un circuito integrado, 
pura tecnología (del que casi siempre se cita como característica de velocidad la 
frecuencia de su interno). Y la tercera, de carácter exclUSIvamente físico, que 
el tamaño de los circuitos ha posibilitado el empaquetamiento de un computador en 
un de reducidas dimensiones, a menudo portátiL 
(3) IntegracIón a pequeña. medIa, grande y muy grande escala, respectIvamente. 
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Por eso, se ha dicho tantas veces y con bastante razón que el computador perso-
nal es hijo de la tecnología de los circuitos integrados. 
Adelanto que en el próximo capítulo añadiré a estos factores distintivos de los 
computadores personales con respecto a los otros computadores otros dos argumen-
tos específicos relacionados con la tecnología; uno, la superior velocidad de incorpo-
ración de nuevas tecnología al diseño y construcción de los computadores persona-
les, y dos, la influencia del progreso de otras tecnologías definitorias del con-
cepto de computador personal, como pueden ser los discos flexibles, 
2.2. Espacio virtual de direcciones y estructura interna 
de la información: una cuestión de bits 
El espacio virtual representa la capacidad del computador en términos de poten-
cial de resolución de gamas de problemas, La relación del procesador con la me-
moria se establece, entre otros parámetros, por la magnitud del espacio de almace-
namiento que el procesador es capaz de generar (o controlar). A eso se le llama 
espacio de direcciones virtuales, siendo el resultado del proceso de un 
conjunto de bits (la dirección virtual), con el que el procesador se dirige al subsiste-
ma de memoria para localizar las operaciones de lectura o escritura, 
CUADRO 2.2. EL PAR CAPACIDAD-VELOCIDAD DE UNA MEMORIA 
Y su relación con la complejidad de los problemas y su eficacia 
resolutiva potencial 
capacIdad determina, por el volumen de datos o de instrucciones de 
grama almacenables, el grado de complejidad o volumen 
los problemas abordables con un computador concreto 
velocIdad determina, por la velOCIdad de abastecimiento de datos e ins-
trucciones al procesador, la efIcacia o rendimiento en la resolu-
ción de los problemas 
El procesador y el subsistema de memoria funcionan como una pareja de elemen-
tos mutuamente condicionados, en la que el primero ostenta una posición dominante, 
Define, por un lado, la capacidad máxima de memoria que puede controlar (el espa-
cio de direccionamiento) y, por otro, la cantidad máxima de operaciones de memo-
ria que puede atender por unidad de tiempo, 
En la realidad concreta se tiene que producir un aJuste entre el espacio de direc-
cionamiento y la capacidad de la memoria (capacidad igual o inferior a espacio) y 
las velocidades respectivas de procesador y memoria, 
Mientras que el segundo aspecto del ajuste es puramente tecnológico y se ha tra-
tado en el apartado anterior, el primero tiene mucho que ver con la longitud de la 
La longitud o tamaño de la palabra es un parámetro fundamental de la estructura 
de la información que maneja el computador. Es la unidad básica operativa de infor-
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mación en el computador y se mide por el número de sus bits. En principio, en ese 
número de bits se alberga una instrucción o un dato. Por consiguiente, a mayor lon-
gitud es mayor la variedad posible de instrucciones de máquina (teóricamente, un 
repertorio más amplio significa mayor versatilidad y potencia lógica, al crecer el nú-
mero de operadores) y de tipos de datos (eventualmente, también es mayor la pre-
cisión, que se mide directamente por el número de bits). Como corolario, es mayor 
el número de circuitos necesarios y más compleja su organización, aunque dicho sea 
como inciso, se han estudiado soluciones para no aumentar de una forma funcional-
mente innecesaria la complejidad de los circuitos (al respecto, véase más adelante 
microinforme sobre arquitecturas RISC, que, por su novedad y eventual impacto en 
el diseño de estaciones personales, tendrá una amplitud inusual). 
Si miramos más de cerca este asunto, descubrimos que las longitudes de las ins-
trucciones Y de los datos, las longitudes de las palabras almacenadas en la memoria 
principal, las longitudes de los registros del procesador o de la memoria y la anchu-
ra de los distintos buses coinciden unas veces con la longitud de la palabra;y otras 
son múltiplos o submúltiplos de ésta. Lo cual quiere decir que, una vez fijada la lon-
gitud de la palabra, es en ese juego de relaciones de longitudes y de distribución 
de sus contenidos donde se plantean de manera muy sofisticada las diferencias ope-
rativas y funcionales entre computadores (en su caso, entre microprocesadores). 
CUADRO 2.3. EVOLUCIÓN DE ALGUNAS DE LAS PRINCIPALES 
DIMENSIONES DE ESTRUCTURA DE LOS MICROPROCESADORES 
Tecnología (los primeros trece años): 
El primer microprocesador contenía 2.300 transistores; en este plazo, el número 
de dispositivos por pastilla se ha multiplicado por 200 y la frecuencia del reloj in-
terno, por 50. (Grupta, 1983.) 
Longitudes de palabra y fecha aproximada de primer lanzamiento: 4 (1971), 8 
(1972), 16 (1978), 32 bits (1981). 
Algunos ejemplos: 
18008: n.O transistores, 2.000; palabra, 8 b; año, 1972; memoria direccionable, 16 
KBytes; n.O instrucciones, 66. 
18086: n.O transistores, 20.000; frecuencia básica reloj, 5 MHz; palabra, 16 
año, 1978; memoria direccionable, 1MB; n. instrucciones, 133. 
HP32: n.O transistores, 450.000; frec. reloj, 18 MHz; palabra, 32 b.; año, 1982; me-
moria direccionable, real 2 exp 29, virtual 2 exp 41; n.O instrucciones, 230. 
(Grupta, 1983), (Toong, 1981), (Morse, 1980), (Valero, 1984). 
En resumidas cuentas, lo que he intentado ha sido demostrar la fuerte dependen-
cia y jerarquía de varios de los más importantes factores de estructura de los com-
putadores entre sí y en relación con la tecnología de la lógica. A tecnología más 
avanzada corresponde mayor potencia bruta de procesamiento y capacidad fíSica 
de memoria, también mayor longitud de palabra y sus correlatos: mayor espacio de 
direccionamiento, más riqueza de tipos de datos y de operadores. 
El cuadro 2.3 ilustra parte de lo dicho, aplicado como caso particular a los micro-
procesadores, estructuras que aquí nos interesan de forma especial. 
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2.3. Estructura PMS: también, progresos en organización 
En la terminología de Bell y Newell, las siglas P, M Y S, que significan Procesador, 
Memoria e Intercomunicador o Conmutador (Switch), constituyen las primeras inicia-
les de un conjunto que comprende también las de otros componentes básicos de un 
computador visto a su más alto nivel de agregación: enlace, controlador, operador 
de datos y transductor (Bell, 1971), 
Estos componentes, cada uno con su estructura y su función, combinados e inter-
conectados, forman un sistema que es el computador, De todo lo cual se desprende 
la enorme variedad de diferentes computadores que la combinatoria de aquellos 
componentes hace posible, 
Por la polifacética naturaleza de este libro no me es posible entrar en más porme-
nores y extenderme sobre el tema, por lo demás muy documentado en la bibliogra-
fía. Solamente quisiera resaltar unas breves cuestiones, que someto a un proceso de 
asimilación intuitiva por del lector. 
Con el tiempo, la tecnología ha ido aumentando la riqueza estructural, la potencia 
y, por tanto, la funcionalidad de todos y cada uno de los componentes mencionados. 
Como consecuencia, ha aumentado la nqueza estructural del conjunto, dando lugar a 
orgamzacIOnes complejas de componentes jerarquizados o distribuidos, en los que 
tienen asiento la multiplicidad simultánea de procesos y el paralelismo físico (véase 
[lgura 2.1.). Esto quiere declI que las técnicas organizativas, a su vez, permiten obte-
ner mayor partido de las posibilidades tecnológicas. Como quiera que dedicaré un 
apartado a los próxlmos desarrollos de equipo informático, en los que se insistirá 
nuevamente sobre los aspectos organizativos (estructura y arquitectura), me limitaré 
a señalar que un resultado global de todos estos progresos ha sido la proliferación 
de parejas de procesadores y memoria, o en su defecto, de controladores y memo-
ria (es declr, de "inteligencJa"), dIstribuidas por la estructura de los computadores, 
Por todo ello, esta dimensión -la llamemos estructura PMS o de otra forma- ha 
Ido cobrando importancia tipificadora y sus vanantes y matices dotando de conteni-
do a una disciplina profesional muy difícil, precisamente orientada al diseño de com-
putadores y de microprocesadores, 
Los computadores personales, como otros computadores, pueden, a igualdad de 
tecnología y de longitud de palabra, diferenciarse mucho por su estructura PMS, 
Hay un aspecto estructural general en el que, no obstante, prácticamente todos coin-
ciden: la intercomunicación de los distintos componentes del sistema se realiza por 
medio de buses de diferentes anchuras para instrucciones, datos, dlrecciones u ór-
denes. Más o menos normalizados, ésa es otra cuestión, pero, al fin, buses. 
3, LA COMPLEJIDAD SE MANEJA POR CAPAS 
La mente humana, incapaz de manejar rápidamente objetos o conceptos de gran 
complejidad, los construye, describe u organiza mediante mecanismos simplificado-
res, entre los cuales se encuentran los niveles, las capas o las jerarquías, con los que 
selecciona conjuntos de información pertinente, Por ejemplo, una empresa se orga-
niza por departamentos, divisiones y secciones, de forma que cualquiera puede co-
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PROCESADOR CENTEAL (Pe) 
COMPONENTES Y SISTEMAS 
MAS COMPLEJOS. 
ESTRUCTURAS 
MAS RICAS 
Figura 2. l. Esquema de las formas de influenCIa directa e mduecta (orgamzatlva 
arquitectómca) de la tecnología sobre la performancla de los computadores, en 
caso focalizada en el prc)CE)Sa,jOl 
nacer el detalle de personas, funciones y operaciones de una sección sm necesidad 
de estudiar toda la empresa. 
Con los computadores se hace igual, aunque no es nada fácil. Pero es una neceSI' 
dad para facihtar su diseño, construcción, comprensIón y uso, ya que nadIe que no 
sea un ignorante en la materia pOdrá negar que los computadores son máquinas 
complejas. Ha sido Herbert A. Simon quien el primero ha inicIado una SistematIza' 
ción general del concepto de compleJidad, con un profundo y al tIempo hermoso 
ensayo tItulado La Arquitectura de la Complej1dad, publicado hacia 1962, y reimpre-
so con otros trabajos (Simon, 1970). Muchos autores, después, han ampltado, formal!, 
zado o, sobre todo, aplicado el concepto en distintos campos disciplinares, En infor-
mática también se ha hecho, y concretamente en el campo de la estructura y arqUl' 
tectura de los computadores, 
3.1. de niveles 
Para Dasgupta, un computador es complejo en estas dIVersas formas: a) está com' 
puesto de un elevado número de partes que interactúan de modo no triVIal; b) es 
rico por la vanedad de mveles a los cuales puede ser descrito; c) es pOSible que 
esté constrUldo como un sistema de varias capas (Dasgupta, 1984). 
Se ha hecho clásica ya la jerarquía de niveles de sistemas dIgitales 
de Bell y Newell (Newell ha cooperado con Simon en vanas investigaciones sobre 
Inteligencia Artífícial, dicho sea como incIso), jerarquía que es una combinación de 
las dos formas arriba citadas: 
., Nivel PMS 
- Nivel de programa: 
Lenguaje alto nivel; 
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Instruction-Set Processor o ISP; 
- Nivel de diseño lógico: 
Transferencia entre registros: 
Control: 
Microprogramado; 
Cableado; 
Ruta de datos; 
Circuito conmutación: 
Secuencial; 
Combinacional; 
- Nivel circuito. 
SISTEMA 
MEMORIA PROCESADOR U.CONTROL 
//\\ / \ MEMORIA SECUENCIADOR DE CONTROL 
REGISTROS U.A.L. BUSES MULTIPLE- REGISTROS 
LOCALES XORES 
A) JERARQUlA EN UN SISTEMA HARDWARE DE COMPUTADOR 
NIVEL i I 
ABSTRACCIÓN REFINAMIENTO 
NIVEL i-l I 
B) JERARQUlA DE VARIOS NIVELES DESCRIPTIVOS 
NIVEL (1' 1) DEL SISTEMA 
IMPLEMENT ADO SOBRE 
~J"1 NIVEL 1 DEL SISTEMA I 
IMPLEMENTADO SOBRE T 
O.r~ NIVEL (1 lJ DEL SISTEMA I 
Cl jERARQUIA DE V ARIOS NIVELES CONSTRUCTIVOS 
Figura 2.2. Tres clases de complejidad en los computadores, según Dasgupta, 1984. 
En cada mvel o subnivel el computador es caractenzable por un conjunto de com-
ponentes y por un conjunto de maneras de mterconectar esos componentes en es-
tructuras. Estas estructuras, a su vez, pueden considerarse como componentes en un 
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nivel de superior abstracción. Y viceversa, por refinamiento. Sería absurdo describir 
todo un computador al subnivel de circuito de conmutación, detallando los compor-
tamientos de todos sus componentes secuenciales y combinacionales (puertas lógi-
cas, flip-flops, etc.) y los efectos de todas las interconexiones. 
Precisamente porque es absurdo no se hace. Por el contrario, se tiende a organi-
zar el objeto por unidades relativamente separab1es, por ejemplo, el procesador, la 
memoria, la unidad aritmética-lógica, el bus, estudiándose después dichas unidades 
o sus interacciones al máximo nivel de abstracción que a cada uno le sea posible. 
Quiero decir que alguien, por su profesÍón (puesto que, en definitiva, la separa-
ción por niveles está íntimamente relacionada con las especialidades laborales y la 
divÍsión del trabajo), puede tener que habérselas con un computador al subnivel de 
transferencia entre registros. No descenderá, salvo que no haya más remedio, al ni-
vel del circuito y tampoco estudiará todo el computador a la vez, sino que lo hará 
por partes: la unidad arítmética, el secuenciador.." y manejará como componentes. 
registros, operadores elementales de datos, flip-flops, etc. Otro profesional, cuya ta-
rea se desenvuelva más cómodamente al nivel PMS, manejará la unidad aritmética 
como un componente cuyo comportamiento se expresa mejor en términos de reper-
torio de operaciones, estructuras de datos y performancia, y no en términos de flip-
flops u otros circuitos. 
3.2. Enfoque funcional por niveles de lenguaje 
Ver el computador como si estuviera compuesto por N niveles, N máquinas virtua-
les diferentes, cada una con su propio lenguaje, es otra aproximación que se ha he-
cho muy popular, debida al libro de Tanenbaum (Tanenbaum. 1976, 1984). 
Sólo programas escritos en lenguaje de nivel L 1 pueden ser ejecutados directa-
te sin necesidad de intervención alguna de procesos de traducción o interpr~ta­
Por el contrarío, programas escritos en L2, L3 .. , tienen que ser interpretados 
un intérprete, ejecutándose en un nivel inferior o traducidos a otro lenguaje infe-
Este modelo da cuenta de una situación que se aproxima bastante a una realidad 
uso más que de diseño: cada nivel de máquina genera su nivel específico de 
quien sólo conoce (o sólo conoce pormenorizadamente) el lenguaje de su 
:) ••.••• It:náquma virtual. Para él, el computador se reduce a su máquina virtual, siéndole to-
los demás detalles irrelevantes en la práctica. 
Naturalmente, las cosas suceden así cuando los niveles descriptivos coinciden con 
niveles constructivos; en caso contrario este enfoque multinivel tendría meramen-
un interés didáctico. Los modelos que acabamos de resumir -el modelo descrip-
de Bell/Newell y el modelo de máquinas virtuales- tienen un objetivo común, 
a afrontar la complejidad de los computadores, y el mismo método general, 
niveles, pero difieren en los enfoques. El primero arranca de una aproximación 
ruc:tural del computador y el segundo se fundamenta en una visión lingüística, 
, funcional. Por eso, ambos son incompletos y al mismo tiempo en parte 
"~v' .. ~,,,ute complementarios. Por eso, ambos son necesarios mientras no se en-
algo mejor. Una interesante discusión de este problema, con una revisión 
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LENGUAJE 
NIVEL L5 ORIENTADO 
AL PROBLEMA 
LENGUAJE 
ENSAMBLADOR NIVEL L4 
LENGUAJE MAQUINA 
NIVEL L3 DE 
SISTEMA OPERATIVO 
NIVEL L2 LENGUAJE MAQUINA 
CONVENCIONAL 
LENGUAJE DE 
MICROPROGRAMACION NIVEL Ll 
T RADUCCIÓN (COMPILADOR) 
TR ADUCCION (ENSAMBLADOR) 
IN TERPRETAClON PARCIAL (SISTEMA 
OPERATIVO) 
IN TERPRETACION (MICROPROGRAMA) 
LOS MICROPROGRAMAS S E [JECUT AN 
DIRECTAMENTE POR EL I-lARDW ARE 
Figura 2.3. Los cinco nIveles de máquina vlrtual presentes hoy en la gran mayoría de 
los computadores (Tanenbaum, 1976, 1984). 
profunda de los diferentes enfoques propuestos (algunos ni siquiera citados aquí) y 
un esbozo de formalización mediante e11enguaje de autómatas finitos, puede encon-
trarse en Fernández (1981, pp. 158-161). 
> 
Macro-microinforme sobre arquitectura RISC; o el intento de eliminar 
complejidad inútil 
1. Primera aproximación a la idea RISC 
Para reducir la complejldad organizativa se inició hace muy pocos años un movlmiento arqUl-
tectónico consistente en defimr un repertono útIl de instrucciones de máquina, en vez de un 
repertono ampho. A un ordenador basado en ese repertorio se le ha denominado RISC (Redu-
ced lnstruction Set Computer) y, ya desde 1981, existen versiones en microprocesador de unos 
41.000 transistores (Patterson, 1982). 
La idea motriz se fundamenta en el conocido hecho de que la potencia práctica de un com-
putador reside en un conjunto sorprendentemente pequeño de las instrucciones de su reperto-
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río. Los programadores y, por consiguiente, los compiladores tienden a utilizar muy preferente-
mente determinados grupos de instrucciones (p. ej., de movimiento de datos y de modificacÍón 
del programa, que, en estudios de frecuencia estática, suponen conjuntamente alrededor de un 
86% (MC 6800) o de un 77% (IBM 360/370) y desdeñan o no necesitan otros grupos (véase, en-
tre otras referenCias, Faírclough, 1982). 
Partiendo de dicha constatación, perfectamente documentada, se proponen repertorios ge-
nerales optimizados o casi optlmizados de instrucciones (NOIS: Near-Optimal Instruction Set, en 
Fairclough (1982), y, lo que es más frecuente, diseños de repertorios OrIentados a la optimiza-
ción de algún lenguaje de alto nivel, como Pascal (Schu1thess, 1984). El resultado es una arqui-
tectura de la máquina menos compleja. Hay un anuncio comercial muy simpático de un super-
mini Risc orientado a UNIX que viene a decir algo así como: "escoja un computador por su 
coco, no por sus músculos". 
Hasta la aparición de los Risc, los ordenadores en su conjunto se han ido haciendo sistemáti-
camente más "cultos" en general, pasando en treinta años de un vocabu1ano inicial de siete 
instrucciones de máquina (ordenador MARK-l, año 1948) a más de 300 (p. ej., VAX 11-780, año 
1978, 303 instrucciones), y también se han hecho más "cultos" en cualquiera de sus clases, des-
de los ordenadores personales a los potentes supercomputadores. 
La aparición de la tendencia Risc ha proporcionado un nombre, por contraste y a posteríon, 
a las máquinas de la filo genia normal, que no lo tenían, y a las que ahora se llama CISC: Com-
plex Instruction Set Computer. El microprocesador del tipo Risc RISC 1 (1982) tiene 39 instruc-
ciones de 32 bits de longitud (Patterson, 1985, p. 16), mientras que el microprocesador del tipo 
Cisc íAPX-432 (1982) posee un vocabulario de 222 mstrucciones con entre 6 y 321 bits de longi-
md (Patterson, 1988, p. 10). 
El concepto de Risc, si se entiende únicamente como manifestación del hecho de redUCIr 
lectivamente el repertorio de las instrucciones de máquina, suscita un curioso paralelismo 
la dimensión de los vocabularios y el uso de las lenguas naturales, conduciendo a la pre-
siguiente: ¿representa la arquitectura Risc un paso atrás en la evolucíón de los ordenado-
Es comúnmente admitido que la evolución dellenguaíe natural se corresponde con la evolu-
intelectual y cultural de las tribus, etnias o pueblos. Los zulús, por ejemplo, han llegado a 
des<:lmJllélr un vocabulario de unas 12.500 palabras (con un 45% de verbos) y ahí se han estan-
hace muchos siglos. La moderna lengua inglesa cuenta con un vocabulario de 150.000 pa-
aproximadamente (con un 10% de verbos), habiendo evolucionado hasta este estadio 
lo que pudiéramos considerar como inglés antiguo (14,800 palabras, con 30% de verbos) 
el año 1000 de nuestra era. 
el conjunto de una cultura disponga de un vocabulario muy extenso sólo expresa una 
distributiva: el vocabulario vive, fragmentado en muchos vocabularios parciales, 
de distintas achvidades humanas especializadas. La extensión del vocabulario repre-
una medida de la complejidad y diversidad de una cultura. Algo semejante ocurre con la 
personal. Se dice que un bachiller posee y utiliza un vocabulario de entre 3.000 y 5.000 
Una persona adulta, cultivada y cuidadosa y de formación universitaria superior llega 
unas 10.000, mientras que parece que un mandarín refinadamente letrado de la épo-
de la China milenaria era capaz de usar 20.000, 40.000 Y hasta 80,000 ideogramas. 
siguiéramos ciegamente el paralelismo descrito llegaríamos a la conclusión de que los or-
Risc son regresivos. Sería una idea errónea, porque tal analogía funciona hasta un 
umbral: nadie pondrá en duda que en líneas generales es preferible un computador do-
cincuenta instrucciones de máquina, por ejemplo, que otro de siete. Pero alrededor 
encima de esa complejidad juegan diversos otros factores, que convierten el diseño Risc 
sofisticado problema de arquitectura de ordenadores. Alrededor y por encima de esa 
nplejlda1d, la "cultura" de un ordenador no consiste en que sus circuitos centrales sean capa-
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ces de entender unas instrucciones de máquina, sino de que el sistema (subráyese "sistema") 
sea capaz de entender y ejecutar eficientemente más y mejores lenguajes de alto nivel. Son 
estos últimos los vocabularios que realmente miden el progreso "cultural" de los ordenadores. 
Así pues, si se cumple esta última condición, las máquinas Risc no sólo no serían ínvolutivas, 
sino que podrían representar una nueva y adaptativa rama de evolución, como alternativa al 
barroquismo frecuentemente estéril de muchos diseños de ordenadores de la línea von Neu-
mann (arquitectura convencional). 
2. RISC Y CISC t dos tendencias arquitectónicas 
Los niveles de máquina virtual han surgido y se han potenciado como consecuencia de la 
evolución de la arquitectura Cisc. 
Algunos de los resultados de ampliar el repertorio de instrucciones a base de Incorporar ins-
trucciones funcionalmente más complejas eran: 
a. Aproximar los niveles semánticos entre varios lenguajes de alto nivel y una parte de los 
niveles de lenguaje ensamblador y de máquina. Consecuencia: en lo que corresponda a 
este acercamiento "vertícal" entre capas se potencia la construcción de compiladores. 
b. Mejorar la relaCión operativa procesador-memoria, al reducirse el número de accesos a 
memoria. 
c, Hacer más complejos (complejidad horizontal) los niveles L4, L3, L2 Y el conjunto de cir-
cuitos de la máquina, y consecuentemente los procesos de transformación entre niveles. 
Este efecto descompensa la ventaja obtenida en el apartado a). 
d. Hacer emerger (hacia los pnmeros años de la década de los sesenta) un nuevo nivel: el 
nivel de microprogramación. A costa de una mayor lentitud en la ejecución, el nivel de 
microprograma proporciona un método de diseño más sencillo (más económico) y flexible 
y una independencia entre el lenguaje de máquina (que puede mantenerse común a toda 
una serie) y las diversas variantes físicas de la máquina reaL 
Las soluciones de la línea Risc pueden ser muy variadas: empiezan por un diseño básico se-
leccionando un conjunto más reducido de instrucciones, en donde al buen criterio de selección 
de las instrucciones habrá que añadir el que éstas sean más simples y regulares (por ejemplo, 
instrucciones de longitud suficiente y formato fijo, ejecutables en un solo ciclo). 
En teoría, esto significa devolver los problemas apuntados en c) a una dimensión manejable, 
abriéndose con ello la puerta, entre otras cosas, a compiladores optlmizados, circuitos mtegra-
dos más simples y de un ciclo de diseño más corto, mayor espacio clrcuítal para incluir otras 
funciones y posíble ehminación del nivel de microprogramas, 
Las soluciones de la tendencia RISC pueden continuar añadiendo al diseño básico comple-
mentos destinados a conservar las ventajas propias de los Cisc. Citemos el entubamiento (pipe-
lining) comparativamente muy simplificado de instrucciones, las memonas {(cache», el aumento 
del número de registros de procesamiento central, la conexión de procesadores especializa-
dos. los expansores de direccionamiento, etc,; resumiendo: un abanico amplio de posibilidades 
y soluciones que van de 10 muy partícular a lo muy generaL Predominan las máquinas Risc 
orientadas a un lenguaje o a un sistema operativo concretos. 
Así pues, es conveniente ver la redUCCIón del Juego de mstrucclones nada más que como un 
concepto de partida, un núcleo mspírador de una ideología técmca, bajo cuyo amparo caben 
diversas opCIOnes arqwtectómcas y desafíos técmcos. El nombre Risc, sm más ínformacJón, ex-
presa sólo una tendencia muy ínteresante, propIciatoria tanto de productos con llamatívas rela-
ciones performancla-coste como de productos con un péSimo diseño. 
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3. Las productos y la moda 
El enfoque Risc ha entrado ya en el mercado de la mano de díversos productos, desde orde-
nadores de mediano tamaño y supermmis hasta microprocesadores. ComerCialmente, se está 
poniendo de moda la etIqueta Risc. Entre otros, se han desarrollado o se anunCIan, reclamán-
dose de la etlqueta Risc, productos y marcas como los siguientes: 
Las firmas Ridge Computers (con licenCIa en Europa para Bull) , Pyramid Technolagy (con 
llcencia en Europa para Nixdorf) y Harns henen superminis (Walhs, 1986), (Chip, 1985). 
En microprocesadores, se citan el Clipper, de FalIchJld, anunCiado para últJmas de 1986, con 
10 1 instrucciones cableadas orientadas a UNIX V Y performancia estimada equivalente al quín-
tuplo del supermim VAX 11/780; los transputadores de INMOS T212 y T414; MIpS Camputers y 
Acorn Computers han anunctado dIferentes circmtos RISC, y Hewlett-Packard e IBM producen 
sus propios mlcroprocesadores para su programa Spectrum (Voelcker, 1986) y estacIón RT, 
respectJVamente. 
IBM ha puesto recientemente (1986) a la venta su estación personal IBM RT PC (RT por 
Risc Technology) baJO la forma de los modelos 6150 y 6151. Digital EqUlpment Ca. trabaja tam-
bién en este tipo de diseño. 
El caso más notono de compromiso con la línea RISC es el de la empresa Hewletl-Packard, 
que el 25 de febrero de 1986 hiZO su anunCiO mundial de lanzamiento al mercado de la que 
hasta ese momento constItuyó el programa Spectrum: una línea completa de ordenadores Risc 
de "arqUltectura de alta preCiSIón". En palabras de Hewlett-Packard, se trata de una arqUltectu-
ra común más simple, con los atributos slgUlentes: no mlcroprogramada, modular, mdependlen-
te de la tecnología, con una Jerarquía de memoria explíCIta y muy receptiva a la migraCIón de 
software de máquinas antlguas (Blrnbaum, 1985), (Hewlett-Packard, 1986). 
4. Investigación y debate 
La aparíclón de productos comerCIales no debe engaflarnos acerca de la estabIhdad de la 
RISC. Esta constItuye un asunto cuya fase de investigación aún no se ha cerrado. 
A la motivación básica de simplificar el hardware se ha unido la de buscar un punto de opti-
mización común a la arquitectura y los compiladores, como puede dedUCIrse de la expreSIón 
de motivos en boca de dos mvestIgadores notonos en este campo, Patterson y I"Iennessy (Pat-
tersan, 1985. p. 20). 
Patterson, de la Universidad de Berkeley (California), comenzó su proyecto Risc en 1980, mo-
vido por una particular averSIón a la complejidad del VAX y del lntel 432, por la falta de eVl-
experimental en la inveshgación sobre arqUItecturas, por rumores de la existenCia del 
IBM 801 (4) (impubhcado hasta 1982) y por el deseo de constrmr una máquma VLSI que 
)JrnnimizaEie el esfuerzo de diseño, al tiempo que maximIzase el factor coste/performancia, 
Por su parte, Hennessy, de la Universidad de Stanford (Califorma), mició en 1981 el proyecto 
con la mtenclón de extender el estado de las técnicas de optimizaCión de complladores, 
explorar técnicas de entubamiento (pipe-hne) y de usar la VLSI para constrmr un micro-
tador rápido. 
Colwell y otros investigadores de la Universidad Carnegie Mellan han propuesto que una 
~qllltE~ctl.lra Risc, para merecer ser tomada por tal, debe constar como mímmo de los mgUlen-
elementos (Colwell, 1986a, p. 10): 
arC{UItectura del 801 ha servido posteriormente de base para el llamado ROMP (propiedad de IBM), 
~lcl'oplroCl~sador central de 32 bits de las estaciones personales IBM RT pe (Waters, 1986). 
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a) Operación de un solo CIclo, 
b) Diseño con accesos a memona sólo para mstrucClones de carga y almacenamiento. 
c) Relativamente pocas mstrucclOnes y modos de direCC1onamlento, 
d) InstruCCIOnes de formato fIJO. 
e) ConcentracIón de esfuerzo en tIempo de compilaCión. 
Aceptar este perfil báSICO Risc supondría descalificar automátIcamente vanos de los produc-
tos censados en el apartado antenor. Además, un debate acerca de los RISC y los CIsc se ha 
imciado en el ámbílo clentÍflco unlversltano a golpe de artículos de revIsta (véase "Colwell el 
aL, 1985", "Patterson y Hennessy, 1985" y "Colwell et aL, 1985"). El debate contmúa en congreso, 
como lo demuestra una seSlón explícita sobre este asunto programada en la ConferenCIa Inter-
nacional de Primavera Compcon'86 (San Francisco, California, marzo 1986), 
S. Conclusión 
El RISC es una denvac¡ón experta y astuta (basada en el "dIvIde y vencerás") de la arqUltec 
tma convencIOnal. 
Al buscarse smlomzar su dotaCIón de recursos Internos de hardware y software con su uso 
real. se dísmmuye potenclalmente el despilfarro (o por el mIsmo coste puede aumentarse su 
dotaCIón), al tIempo que se reduce su complejIdad de dlseflo. Para no perder las ventajas del 
enfoque Cisc tradICIonal es mdlspensable añadIr cIertos complementos. 
4. EVOLUCIÓN DE LOS COMPUTADORES 
En términos técnicos, la evolución de los computadores ha venido señalada por la 
aparición de un número creciente de valores en las dimensiones del espacio aboce-
tado en el cuadro 2.1., por una variedad progresiva en sus funciones (5) y pOI mejo-
ras espectaculares de performancia (6). 
Contemplando las cosas a través del modelo de Tanenbaum. la evolución histórica 
se mide por la sucesíva aparíción, consolidación y complejización de los cinco nive-
les; desde los años 40, cuando los computadores sólo poseían el nivel 12 (ahora lla-
mado lenguaje de máquina convencional). 
CUADRO 2.4. SíMIL PARA EXPLICAR INTUITIVAMENTE EL GRADO Y 
LA VELOCIDAD DE EVOLUCIÓN DE LA PERFORMANCIA DE LOS 
COMPUT ADORES (Toong, 1983, artículo traducido del Scientific 
American, dic. 1982) 
"Sl la mdustria aeronáutIca hubiera evolucionado tan espectacularmente como 
la de la informática en los pasados 25 años, un Boeing 767 costaría hoy $ 500 Y ro-
dearía la 'ríerra en 20 minutos consumIendo 5 galones de combustible, 
Esta performancla representa una analogía burda de la reduccíón en coste, del 
incremento en velocidad operativa y del decremento en consumo energético de 
los computadores", 
(6) En (SieW10Iek, ]982) se dLStmguen SIete valores o usos: CIentífico, comercial. para fabncacíón, para co-
municaciones, para transporte, para educación, para hogar, 
(6) Habrá observado el lector, tal vez con preocupación, que se usa aquí el térmmo "performancia". E¡:¡te 
autor ha deCidido hacerlo así, pese a que muchas veces, aunque por desgracia no siempre, "performance" 
sería tradllclble por "prestaciones", 
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CUADRO 2.6. COMPARACIÓN DE LO QUE ES PAACTICAMENTE UN 
CIRCUITO INTEGRADO CON EL PRIMER Y GIGANTESCO 
COMPUTADOR ELECTRÓNICO DE 30 AÑOS ANTES (Noyce, 1977) 
EL microordenador actual, a un precio de unos $ 300, tiene más capacidad de 
cálculo que el primer ordenador electrónico, el ENIAC, es veinte veces más rápi-
do, está dotado de una mayor memoria, consume menos que una bombilla (y no 
lo que una locomotora), ocupa 1/30.000 de su volumen y cuesta diez mil veces me-
nos. Puede adquinrse por correo o en tienda del ramo. 
4. L Medidas de performancia 
Se trae a colación este tema a manera de brevísimo informe con el que poder 
subrayar la heterogeneidad y falta de consistencia de los datos sobre 
performancias de computadores, que acostumbran a circularse por ahí, a veces ex-
presadas en términos comparativos. 
Una forma de medir la performancia de un computador es por la velocidad de su 
procesador, dada en operaciones por segundo, La medida anterior tiene el inconve-
niente de que hace caso omiso de todos los demás como por ejemplo, la 
velocidad y capacidad de la memoria, los que, como bien sabemos, condicionan la 
operatividad del conjunto, Debido a estas deficiencias, se han preparado otros pro-
cedimientos más amplios, como el computograma de Kiviat (Kíviat graph), cuyo es-
quema añade además una imagen gráfica de la potencia y equilibrio del sistema, en 
lo que se refiere a básicas del hardware: procesador, memorias principal y 
auxiliar y capacidad de comunicación. 
El computo grama de Kiviat adolece de lo siguiente: a) se sitúa al nivel PMS en 
sistemas cuya estructura es clásica y no distribuida, b) ignora cualquiera de los nive-
les lingüísticos de un computador, incluso el de lenguaje de máquina, de tal manera 
que el funcionamiento que mide es el de una máquina recorrida por flujos físicos de 
bíts, y no por instrucciones y datos, 
Introducir el nivel de máquina ha conducido a otro tipo de medidas 
confeccionadas sobre el de instrucciones de convencionaL ¿En 
qué consisten? "Grosso modo'\ se agrupan las instrucciones por clases de equivalen-
cia, se mide el tiempo medio de ejecución de las instrucciones de todas y cada una 
de las clases, y se hace una composición ponderada por la frecuencia de utilización 
de dichas clases. 
Es evidente que la última medida guarda relación con los programas que normal-
mente se ejecutan -pues es de éstos de donde se obtienen las frecuencias- y con 
la capacidad de hardware del sistema; pero, aparte lo discutible de la elección de 
las clases de equivalencia y la evolución drástIca que han experimentado los reper-
de instrucciones con el tiempo, persiste sobre todo el hecho de que es una 
>lne~didla insensible a las performancias del software del sistema: compiladores, en-
sambladores y sistema operativo, Es decir, insensible a los niveles lungüísticos por 
encima del nivel de máquina, según el esquema de Tanenbaum, 
Por eso, se han inventado las medidas de conjuntos reales de programas sobre 
COnll,gulrac:lOI18S reales de computador, Se elige un conjunto de adecuado de progra-
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MP (BYTE) 
SEIS EJES PRlNCIP ALES, 3 SECUNDARlOS. 
ESCALA LOGARíTMICA HASTA 1 MILLÓN, SALVO QUE SE EXPRESE OTRA ES-
CALA MULTIPLrCATIVAMENTE EN EL ÁNGULO SUPERIOR DCHA . .EN ESTE 
CASO, EL EJE QUE LO NECESITA NIEGA ESTE FACTOR GLOBAL DE ESCALA 
MEDIANTE (1). 
T. HUMANO, T. COMUNICACIONES, T. EXTERNO EXPRESAN EL CAUDAL DE 
BITS CON PERSONAS, OTROS COMPUTADORES Y OTROS PROCESOS ELECTRÓ-
NICOS. 
TODOS LOS EJES xl03 TODOS LOS EJES X 101 
MP(BYTE) MP (BYTE) 
T. COMUNICACIÓN 
(BYTE/S) 
T. COMUNICACIÓN 
(BYTE/S) 
T. COMUNICACIÓN 
(BYTEIS) 
IMPRESORA CONTROL DE· PROCESOS PDP-IInO 
Figura 2,4, Computogramas de Kiviat de algunas máquinas (Siewíorek et at, 1982). 
mas, y se ejecuta con el reloj en la mano. El primero en terminar la prueba es el 
mejor. Como en las Olimpiadas. De este modo, triunfa el mejor saltador, que no será 
nunca el mejor corredor de media distancia. Y viceversa, ya que todo depende de 
las condiciones de la prueba, aunque muy a menudo se tiende a que ésta se parez-
ca al decathlon. Esta medida es muy cara, porque, igual que en las Olimpiadas, tie-
nen que acudir todos los equipos con entrenadores, masajistas, etc. y organizarse 
todo el ceremonial correspondiente. 
En resumen, que, con carácter general. la medida fina, sencilla y práctica de la 
performancia de los computadores brilla por su ausencia. Lo contrario habría sido un 
contrasentido, después de lo que se ha dicho acerca de su complejidad. Pero hubíe-
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ra resultado agradable contar con aglún procedimiento tipo Kiviat para catalogar y 
comparar los computadores personales. Tenemos que descartarlo. 
A pesar de los pesares, los procedimientos mencionados y otros que no lo han 
sido constituyen un instrumental lo suficíentemente válido (con utilidades parciales y 
concretas) en número y calidad para la misión de medir la evolución histórica de la 
performancia de los computadores, siempre con reservas en cuanto a los datos 
cuantitativos. Desde luego, se puede afirmar, sin temor, que se ha invertido el cono-
cido proverbio "el pez grande se come al chico". 
4.2. El pez chico se come al grande 
Entre las muchas representaciones gráficas que resumen medidas globales relati-
vas de evolución de performancias, hemos seleccionado una, debida a Matsumura 
(Matsumura, 1983), en la que, entre otras cosas, se visualiza que la performancia de 
un microprocesador actual de 32 bíts es equivalente a la de los grandes computado-
res ("mainframes") de 1970. 
10 
0.1 I"'--------.+--~L----_;¡i'<_t_.........., 
.1970 1975 1980 1985 
AÑo 
2.5. E:rolución relativa de performancias de distintas categorías de computa-
(los mlcroprocesadores se representan por círculos) (Matsumura, 1983). 
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La figura anterior hay que verla como la imagen envolvente de un proceso que 
tíene lugar día a día, en mil diversas manifestaciones concretas, de las que, para 
ílustracíón del lector, aportaré unas muestras a renglón seguido. 
En 1982, se anunciaba el usupermini más potente jamás construido", la máquina 
Concept 32/87, capaz de ejecutar 3,6 míllones de instrucciones por segundo, y porta-
dora de "características hasta entonces sólo implementadas en computadores gran-
des": instrucciones entubadas (pipe hne), memoria cache, procesador de coma flo-
tante, procesadores independientes para entradas/salidas y para diagnósticos, y un 
bus de 26 MB/s. Por la misma época, un poco antes o un poco después, se anuncia-
ban o vendían superminicomputadores de parecidas performancias, todos ellos inva-
diendo el terreno de los computadores grandes (Bernhard, 1982). 
Sólo dos años más tarde, no restaba duda de que los superminis han invadido de-
finitivamente una parte importante del espacio de los computadores grandes, de 
que éstos se mueven hacia arriba y de que los llamados hasta entonces minis em-
piezan a transmutarse en computadores personales de sobremesa. O, dicho de otra 
manerd, los computadores personales inician la fagotización de las aplicaciones re-
servadas a los minis. Para mayor detalle, un fabricante compara un superminí de 32 
bits, el Perkín E1mer 3205 con un mini de 32 bits de la misma marca y 10 años más 
viejo, con el siguiente resultado: el modelo actual se vende por menos de $10.000, 
una sexta parte del precio del modelo antiguo, y opera con una performancia siete 
veces superior. La misma persona predíce que los minis de 1984 operarán con una 
performancia cinco veces mayor que los mínis de 1983, para un precio equivalente 
(GuterI, 1984). 
Siempre con el confusionismo de las denominaciones a cuestas, iniciarnos la era 
de los supermicros, cuya más notable característica es el empleo de mIcroprocesa-
dores más potentes, con soporte para memoria virtual, registros cache para las ins-
trucciones más frecuentes y arquitectura de localización, decodificación y ejecución 
entubada de instrucciones. Microprocesadores con un incremento colosal del espa-
cio virtual de direcciones: Intel 80286, 1 Gigapalabra; NS 32032 y MC 68020, 4 Giga-
palabras; Intel 80386, 64 Terapalabras. (Nota: Giga equivale a 2exp.30; Tera, a 
2exp.40). 
Además, los supermicros se benefician del conjunto de los progresos de la tecno-
logía electrónica en materia de memorias (capacidad de una pastilla RA.M.: 1978, 16 
kb; 1982, 64 kb; 1984, 266 kb; ¿1990?, 1 Mb), de buses y controladores, distribuyén-
dose con ello más lIinteligencia" y potencia por toda la estructura del sistema: tecla-
do, pantalla, discos y toda clase de periféricos. También se sirven de los progresos 
algo menos espectaculares y sobre todo menos publícitados de los propios periféri-
cos y de las memorias de masa. Por encima de los Winchester de 10 y 20 MB, se 
trabaja ya en Winchester de 5,25 pulgadas de unos 100 MB. Las unidades de discos 
flexibles se sitúan en laboratorio sobre los 3 MB y con tecnología Bernouilli parece 
que se ha llegado a los 5 MB de datos formatados, con un tamaño de 5,25 pulgadas 
en ambos casos (Ohr, 1984). 
En resumen, y terminando por ahora con el tema de los supermicros, es evidente 
que éstos entran en el terreno anteriormente ocupado por los minis. Todos los ele-
mentos que hemos citado y alguno más les dotan de las propiedades necesarias 
para ser configurados corno máquinas orientadas a múltiples tareas y a múltiples 
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usuarios. Como es natural, requieren un sistema operativo a la medida de las cir-
cunstancias. 
y esto nos lleva a mencionar otro aspecto complementario, como es el de la mi-
gración de funciones complejas de software, que son absorbidas por má-
quinas posteriores más pequeñas. La historia de la técnica informática está llena de 
ejemplos. Nos bastará con uno, probablemente muy significativo, si se confirma el 
papel que parece estar llamado a jugar en los próximos computadores personales: 
el sistema operativo Unix. 
Entre los años 1966 y 1970 se desarrolló el mítico sistema Multics, que operaba 
como una central de cálculo y corría sobre ordenadores especialmente grandes y 
complejos (GE 646). Muchas de las ideas de Multics se emplearon durante los años 
70 en los laboratorios Bell para el diseño de Unix, que corría sobre un mini PDP-ll. 
Hacia 1980, las funciones de Unix se convirtieron en la base para los sistemas opera-
tivos Unix y tipo Unix para micras. Así es como lo cuenta Peterson (Peterson, 1983) y 
es así como el pez chico una vez más se come al grande. Antes eran los programa-
dores profesionales de sIstemas de minis quienes manejaban los manuales y textos 
sobre Unix, ahora son los usuarios avanzados de computadores personales quienes 
tienen que hacerlo. Pero donde se pone de manifiesto de forma más a mI 
entender, la metáfora del pez es en la microclonización de computadores. Estoy ha-
blando de los computadores que contienen uno o varios microprocesadores actuan-
do funcionalmente idénticamente a un computador anterior mucho mayor. El compu-
tador de Data General Desktop 10 dice llevar en su interior, además de un 18086, un 
microprocesador Microechpse de 16 bits, que instrumenta el juego de instrucciones 
del sistema Eclipse, de la misma firma constructora. El computador personal 350 de 
Digital Equipment (alrededor de $ 6.000) la misma técnica, en su caso con 
un micro F -1. cuya misión es ejecutar todo el software escrito para el PDP-ll (que 
costaba alrededor de $ 60.000). Un ejemplo final es el XT/370, de mM, cuya caracte-
rística más notoria es la de instrumentar, con la inestimable ayuda de tres buenos 
tnicroprocesadores, la archiconocida arquitectura 370 de los grandes ordenadores 
de la década de los setenta. 
Una forma más sofisticada, en la que la competencia de las pequeñas máquinas 
frente a las grandes se basa tanto en avances puramente tecnológicos como en astu-
cias e innovaciones organizativas, se encuentra en el diseño del transputador (por 
TRANSistor y comPUTADOR) del grupo INMOS. Un transputador es un nuevo tipo 
de computador integrado en una pastilla. Consta de un procesador capaz de ejecu-
tar un promedio de 5 a 10 millones de instrucciones por segundo (entre un reducido 
grupo de 64 instrucciones), de una memoria RAM local, de interfaces de enlace con 
otros transputadores y memorias y de todos los servicios necesarios. Los primeros 
productos de este diseño han sido anunciados en 1984, con los nombres de IMS 
}222 y T424 (7). Están preparados como bloques constructivos para redes de proce-
samiento paralelo con la colaboración práctica de un lenguaje de progra-
!riación concurrente al que han llamado Occam. Occam es el lenguaje de nivel en-
$amblador del transputador y se inspira en la idea de que los procesos reales po-
seen una estructura mixta entre secuencial y concurrente. Cada transputador ejecuta 
A finales de 1985 se y anuncian los transputadores IMS T414 (32 bits) y T212 (16 blts), 
con otra sene de productos, como tarjetas de evaluación para conectar los transputadores a cier-
ordenadores y sistemas de desarrollo de programas en Occam sobre VAX-VMS e IBM pe (Computer, 
18 n." l2, dic. 1985. pp, 8-9 Y 89), (MartínezJ 1986). 
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un proceso Occam. Sus fabricantes sostienen que con ellos es fácil ensamblar redes 
y que competírán con los diseños mucho más complejos de supercomputa-
dores: un "array" de 100 transputadores de la millones de instrucciones por segundo 
procesaría mil millones de instrucciones por segundo (Bevan, Murray, 1985, p, 171), 
(Pountain, 1984), (Walker, 1985), Lógicamente, está en período de prueba para ir 
comprobando sus prometidas maravillas algo más de información, véase Ane-
xo sobre Microprocesadores). 
Aunque para situar las cosas en sus justos términos resten Vds. a casi todo lo di-
cho en este apartado la correspondiente capa de maquillaje comercial. acabarán 
conviniendo que la imagen del pez chico es muy pertinente. 
5. LOS DOS EXTREMOS DEL ARCO INSTRUMENTAL 
INFORMATICO, HOY 
Por lo visto hasta aquí, los computadores personales no parecen poseer caracte-
rística general alguna que no pueda ser explicada como natural consecuencia de los 
progresos de la tecnología electrónica y de la ciencia informática. Poseen, no obs-
tante, peculiaridades y propiedades que se destacarán más adelante, pero su tama-
ño, su potencia, su consumo, su preCIO, constituyen, técnicamente hablando, paráme-
tros consecuentes. 
No ocurre lo mismo con el otro extremo de la gama del instrumental informático, 
porque se adentra más en un terreno desconocido, allí donde se generan los avan-
ces que en el futuro (8) llegarán al público. 
5.1. Líneas de investigación 
Vaya por delante que resulta arduo -yen cierta manera sintetizar 
en pocas palabras las principales líneas de investigación actuaL A grandes trazos, se 
clasifican en dos apartados: a) las estructuras y arquitecturas de computadores, en-
tre los que cabe mencionar los computadores de la quinta generación, los super-
computadores y la VLSI ultraconcurrente, (Mead, 1983); b) las tecnologías básicas 
de componentes: microelectrónica (arseniuro de galio, obleas, materiales biológi-
cos), supraconductividad con células Josephson, circuitos ópticos. 
5.2. Estructuras y arquitecturas: 5.a generación, 
supercomputadores 
Quizá el esfuerzo más publicitado y controvertido sea el proyecto S-O (quinta ge-
neración) o FOeS, del Japón. Desde un esquemático punto de vista su obje-
tivo es desarrollar arquitecturas paralelas, capaces de soportar sistemas expertos. 
Un sistema experto consta de un conjunto de programas heurísticos de in-
teligencia artificial), que se nutre de una base almacenada de co:no(::::muentc)s, 
vés de procedimientos de para resolver problemas. El se-
(8) En térmmos téCniCOS, los computadores personales representan el pasado que se difunde entre el 
gran público. 
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leccionado es Prolog, cuya armazón constructiva es la lógica de predicados (Stone, 
1984). Es obvio que esta línea de trabajo supone un impulso considerable para algu-
nas parcelas de los campos de la ingeniería del software y de la inteligencia artifi-
cial. 
Pero, en un plano general, la quinta generación (ahora los japoneses preferirian 
denominarla "nueva generación") es mucho más: es un movimiento tecnoideológico 
que pretende sentar las bases de la tecnología de la sociedad informatizada del si-
glo XXI 
De acuerdo con estos propósitos, los instrumentos que intenta desarrollar Henen 
como meta la cooperación de la máquina con el hombre, la convívencialidad (a la 
que me referiré extensamente en el próximo capitulo) sustentada sobre tres pilotes 
integradores: 
a) Interfaces máquina-hombre (lenguaje natural, habla, imágenes). 
b) Mecanismos de proceso similares al razonamiento humano (lógica de predica-
dos y lenguajes de representación, manejo y procesamiento del conocimien-
to). 
c) Fácil conexión con las redes de telecomunicaciones. 
Resumiendo, la quinta generación es un frente mundial destinado teóricamente a 
construir la informática de todos. En tal sentido, es el embrión de la futura prima 
hermana de nuestros ordenadores personales de hoy. 
CUADRO 2.6. AREAS RELEV ANTES DE INVESTIGACIÓN EN 
INFORMATICA (Treleaven, 1984) 
INTELIGENCIA ARTIFICIAL: metodologías para expresar "conocimiento" y 
pata practicar inferencias a partir del conocimiento, y entradas/salidas orientadas 
las capacidades humanas, como lenguajes naturales, voz y gráficos. 
INGENIERíA DEL SOFTWARE: nuevos lenguajes de programación de alto ni-
vel y modelos de computación, entornos de programación sobre sistemas del tIpO 
Unix. 
ARQUITECTURA DE COMPUTADORES: arquitecturas distnbuidas que sopor-
tan redes de computadores, arquitecturas paralelas en computadores de alta ve-
locidad para cálculos numéricos y arquitectura VLSI para extraer provecho pleno 
del potencial de la tecnología VLSL 
TECNOLOGíA VLSI: sistemas VLSI diseñados por computador y nuevos dispo-
sítívos con arseniuro de galio y uniones Josephson. 
En un orden más especializado! hay una cuestión que puede inicialmente parecer-
increíble a cualquier ciudadano, simple usuario de ordenadores personales, y es 
los mayores "dinosaurios" informáticos actuales resulten insuficientes para deter-
'lLU'~Ul:lu aplicaciones. Grandes laboratorios o centros de investigación e institucio-
estatales o supranacionales de Meteorología, Aeronáutica y Defensa Militar re-
insistentemente mayores y mejores supercomputadores. áreas más ávi-
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das de esta clase de computadores son la dinámica de fluidos, la física nuclear, la 
geofísica y la meteorología, donde se presentan básicamente problemas de campos 
contínuos, en los que se requiere aproximación por un conjunto discreto y finito de 
puntos nodales. También son importantes problemas no lineales con constricciones 
geométricas o materiales y problemas con dependencia temporal. Un número espe-
cial de los Proceedings of the LE.E.E. describe algunos de estos problemas y sus 
soluciones o requerimientos informáticos (Paul, 1984). 
Operar eficientemente con matrices de datos de gran precisión es exigencia co-
mún de estos supercomputadores. Un supercomputador es una máquina capaz de 
ejecutar cientos de millones de operaciones de punto flotante por segundo (flops), 
estando dotada de palabras de alrededor de 64 bits de longitud y con capacidad de 
memoria central de varios millones de palabras (Norríe, 1984), Las arquitecturas ha-
bituales de supercomputadores se configuran en torno a procesadores en "array" o a 
procesadores vectoriales, tanto para aplicaciones especiales como generales, Com-
putadores como el Cray 1 se ciernen operativamente en performancias punta del 
orden de los 100 Mflops, Hítachi y Fujitsu anuncian supercomputadores entre 400 y 
500 Mflops. Cray Research lnc ha anunciado el Cray-XMP, equivalente a dos Cray 1 
y prepara para dentro de unos años el Cray 2. 
Otro proyecto japonés, dentro del avanzado frente de desafío arriba mencionado, 
se propone construir computadores de unos 10 Gflops (1 G 1000 M = 10 exp.9) 
(Stone, 1984). 
Estos proyectos japoneses, cuyo horizonte es la década de los noventa, y que han 
suscitado enorme interés y preocupación (véase en este último sentido la llamada 
de atención a las instituciones estadounidenses del premio Nobel de Física Kenneth 
Wilson [Wilson, 1984]), se orientan tanto específicamente a la informática numérica 
(supercomputadores) como a la numérica y no numérica (quinta generación). La res-
puesta del resto del mundo se ha desglosado en varios proyectos cooperativos, en 
los que la preocupación filantrópica por el ser humano del siglo XXI y finales del XX 
se inspira, como no podía ser menos, en las mismas razones humanístico-económicas 
de los samurais electrónicos. 
CUADRO 2.7. PROYECTOS COOPERATIVOS, EN RESPUESTA A LOS 
PLANES JAPONESES (Barberá, 1985) 
EST AnOS UNIDOS DE AMÉRICA: 
- Strategic Computer Program de la Agencia DARPA, para el desarrollo de una 
nueva generación de supercomputadores para usos militares. $ 600 M entre 1984 
y 1988. Cooperación entre el Gobierno, la industria, las universidades y centros 
de investigación. 
Microelectronics and Computer Technology Ca. Formada por las siguientes 
empresas: Advanced Micro Devices, Allied Co., Control Data Co., D.E.C., Harris 
Co., Honeywell, Martín Marietta, Mostek, Motorola¡ N.GR, National Semiconduc-
tors, RGA., Sperry Computer Systems. Cooperacion por diez años para: a) empa-
quetamiento de circuitos integrados (6 años), b) tecnología del software (7 años), 
e) diseño y fabricación asistidos por computador (8 años) y d) arquitecturas avan-
zadas de computadores (lO años). 
Semiconductor Research Co., basado en contratos de la industria con las uni-
versidades más prestigiosas, con la intención de crear centros de excelencia. 
70 
Los computadores personales y sus claves 
CUADRO 2.7. PROYECTOS COOPERATIVOS, EN RESPUESTA A LOS 
PLANES JAPONESES (Barberá, 1985) (Continuación) 
GRAN BRETAÑA: 
Programa Alvey. Circuitos integrados VLSI, íngeniería del software, sistemas in-
teligentes basados en el conocimiento e interfaces hombre-máquina. 350 millones 
de libras para cÍnco años (50 para la universidad, 300 para la industria). 
REPÚBLICA FEDERAL DE ALEMANIA: 
- Fondos públicos destinados a las tecnologías de la información por valor de 
2640M marcos entre 1984 y 1988. Proyectos cooperativos entre empresas, umver-
sidades y centros de ínvestlgación. 
(Nota: en adelante no se rnenClOnan los temas, porque con dIstmtos epígrafes y partidas 
econórnlcas se repiten como en los casos arnba citados). 
FRANCIA: 
_ PIUyt::l,;~U;:" na~iona}es, P~oyectos de investigacl~n conjunta entre instítutos nac~o­
nales mvestlgaclon, unIversIdades] laboratonos de grandes empresas con In-
vestigación básica, y programas (~l-{l::X ~u del Centre Natlonal de la Recherche 
Scientifique. 
COMUNIDADES ECONÓMICAS EUROPEAS: 
- Programa ESPRIT (Europea n Strateglc Programme for Research and Develop-
ment in Information Technology). 
Todos los proyectos en curso, analízados en su conjunto, coinciden en mostrar in-
certidumbre acerca de cuáles serán las arquitecturas de los futuros computadores 
(véase cuadro de categorías de arquitecturas y lenguajes correspondientes). 
CUADRO 2.8. CATEGORíAS DE ARQUITECTURAS / LENGUAJES DE 
COMPUTADOR (TreleavenJ 1984) 
Arquitectura de flujo de control/lenguaje de procedimientos 
Arquitectura de flujo de datos / lenguaje de asignación simple 
Arquitectura de reducción / lenguaje aplicativo 
Arquitectura de actor / lenguaje orientado a objeto 
Arquitectura lógica / lenguaje de lógica de predicados 
5.3. Tecnologías físicas: microelectrónica, 
superconductividad, biocircuitos 
Si damos un vistazo a la tecnología de componentes, se observa, en primer lugar, 
que el elemento silicio dará paso dentro de no muchos años a otro elemento, proba-
blemente el arseniuro de galio. Pero, en todo caso, limitaciones físicas impondrán 
nuevas tecnologías para las aplicaciones de mayor velocidad, 
Se prevé que hasta la década de los noventa se sostenga el ritmo de progresión 
de la microelectrónica, llegándose a geometrías submicrónicas con silicio y con ar-
seniuro de galio. Perfeccionados los procesos de fabricación de tan alta densidad de 
circuito, no será estrictamente necesario dividir la oblea de silicio (o de arseniuro 
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de galio) en pastillas ('Ichips"), por lo que será el propio formato de oblea, albergan-
do miles de millones de circuitos, el que podrá constituir la pieza de construcción 
de nuevas máquinas. 
CUADRO 2.9. ESCALAS DE INTEGRACIÓN EN MICROELECTRÓNICA 
(Clerman. 1984) 
ESCALA DE INTEGRACIÓN MICRAS (x 10 exp. -6) 
SSI (pequeña escala) 
MSI (mediana escala) 
Primera LSI (gran escala) 
Actual LSI 
Próxlmp futura VLSI 
BlOelectróníca propuesta a escala molecular 
25 
10 
5 
2 
1 
0,01 
Pero,. como se ha dicho, las muy altas velocidades entran en conflicto con las posi-
bilidades de densidad de integración y empaquetamiento. Un computador como el 
Cray 1 ya emplea puertas lógicas de menos de un nanosegundo, que es aproxima-
damente el tiempo de ciclo de trabajo requerido para los procesadores de los su-
percomputadores antes señalados. En otras palabras, los circuitos elementales nece-
sarios deben conmutar en un lapso bastante inferior a un nanosegundo y la transmi-
sión de la señal de uno a otro extremo del procesador debe producirse también en 
menos de un nanosegundo. 
Echando cuentas, semejantes requerimientos conducen a la conclusión de que la 
unídad central de uno de estos futuros supercomputadores de un nanosegundo ha 
de limitarse a ocupar un volumen de alrededor del decímetro cúbico. En principio, 
sólo circuitos integrados basados en el efecto Josephson parecían poder hacer fren-
te a este reto en la década de los noventa: tiempos de conmutación de 10 picose-
gundos (l ps = 10 nanosegundos = 10 exp. -9 segundos) y consumos del 
orden de la millonésima de vatio (estados de superconductividad cercanos al cero 
absoluto). Al lector curioso, interesado en conocer en un resumen rápido y completo 
los principios y los hitos de esta tecnología, mucho más avanzada de lo que podría 
suponerse, le recomendamos (Anacker, 1979) y (Adde, 1983). Si tiene preocupacio-
nes eruditas podrá comprobar que el tema se está trabajando desde 1966 por lBM, 
con publicaciones normales desde antes de 1973 (Miller, 1973). Pese a todo, razones 
diversas podrían hacer que esta tecnología no viera nunca la luz comerciaL De he-
cho, y como resultado de aplicar un determinado método de evaluación tecnológica, 
IBM, que en 1980 aún apostaba fuertemente por los circuitos Josephson, detuvo en 
1983 su esfuerzo de apoyo a esta linea de trabajo en favor de los dispositivos de ar-
seniuro de galio y de silicio. Uno de los evaluadores escribe que todavía es pronto 
para saber si tal decisión fue acertada (Pugh, 1985, p. 1. 761). 
Para la primera década del siglo XXI, las esperanzas están depositadas en la bio-
lectrónica (9), lugar de encuentro de la bíotecnología y de la microelectrónica, don-
(9) Carver A. uno de los mejores en microelectr6mca de muy alta íntegraclón, prediío, en 
la fiesta del del J.E.E.E. (lnstítute and Electronics Engmeers) en octubre de 1984, que 
para 1996-7 podrían haberse construido ya computadores basados en modelos biológicos. Durante la mlSIlla 
reunión y en otra conferencia, Roberl W. Lucky, de los laboratorios Bell, afirmaba que los tecnólogos son 
especialmente nf?gados para hacer predicciones. 
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de biólogos moleculares, químicos teóricos, informáticos, físicos e ingenieros se dan 
cita para inventar y desarrollar bíocrrcuitos lógicos, que superen en varios órdenes 
de magnitud los circuitos en VLSI actuales y previstos. 
5.4. Perspectivas y controversias 
Resumiendo, las investigaciones se mueven a tres niveles: a) las tecnologías físi-
cas, b) las tecnologías organizativas del hardware y del software, y c) las tecnologías 
de los modelos de computación y de información, en las que incluimos las bases de 
datos y la inteligencia artificial. 
Muchos caminos iniciados y muchas promesas, pero también muchas dudas y con-
troversias. A título de ejemplo, reseñamos aquí alguna de las dificultades que inves-
tlqaalDrE~S tan notorios como Zadeh oponen a determinadas orientaciones de la inves-
tigación. "Hay muchos problemas en Inteligencia Arbficial a los que no puede ayu-
dar demasiado la disponibilidad de supercomputadores, cualquiera que sea su es-
tructura, ya que la limitación no es física en el sentido de carecer de suficiente po-
tencia de cálculo, sino metodológica, en cuanto que nos falta conocimiento acerca 
de nuestros propios procesos cognitivos. La clase de lógica que necesitamos en los 
computadores no es lógica de primer orden, sino lógica borrosa, ya que la mayor 
del razonamiento humano es imprecisa" (Zadeh, 1984) (lO). 
Así se va avanzando, en medio de 10gIos, errores, contradicciones y polémicas, 
Perspectivas claras sólo se obtienen a posteriori, aunque cada uno se construya la 
suya desde distintas claves interpretativas. Y no digamos sobre el futuro. Feigen-
baum interpreta que la década de los setenta fue la década de las ideas en 
equipos, es decir, en circuitos y componentes. Los años 80 serían los años de transi-
ción y los noventa serán presumiblemente los años de las grandes innovaciones en 
programación, que transformarán completamente el concepto de Ucomputador" 
genbaum, 1984, p. 39). 
Los cambios instrumentales y conceptuales en la informática pulverizan como ya 
se ha dicho anteriormente, la terminología habitual, llegando a hacer prácticamente 
insostenible el mismo vocablo de "computador" (ordenador o computadora, que al-
ternativamente utilizo en este libro). Esta palabra transmite conceptos de cálculo, or-
denación y contaje, y nos informa sobre la utilización histórica de la máquina, no so-
bre su realidad de y menos sobre su potencial. 
5.5. Procesadores N, D, T, S, Sy, 1, K 
10s japoneses han llamado a sus máquinas de la quinta generación "máquinas de 
tratamiento informático del saber''. lo que sugiere a su vez que el saber, en su acep-
(lO) Desde otros campos no se ahorran tampoco las opiniones con respecto a la Intelígencia Artifi-
ciaL El científico de la programación. D.1. Parnas, no ve en el heurístico de la ventaja sobre el 
enfoque algorítmiCo caracterÍstlco campo del software. e defiende que los trabajos en 
I.A. no han empleado métodos (basados en reglas). Para ciertos proyectos de software, Famas 
descarta totalmente la utilidad IntelIgencia Artificial (Parnas. 1985. p. 438). 
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cíón de conocimiento C'knowledgeH), y la información son dos entidades distintas 
(Feigenbaum, 1984, p. 82). 
Ya hace tiempo que, por combinación de arquitectura y programación, se han di-
señado, construido y usado máquinas que procesan específicamente (o preferente-
mente u óptimamente) tipos de información realmente distintos, con la intención de 
integrarlos progresivamente. A todas estas máquinas las estamos llamando impropia-
mente computadores. Hubiera sido más adecuado dlstinguir1as con el nombre de 
procesadores y un prefijo. 
N- procesador 
D- procesador 
T- procesador 
S- procesador 
Sy-procesador 
M- procesador 
1 - procesador 
K-procesador 
procesador numérico 
procesador de datos 
procesador de textos 
procesador de señal 
procesador de símbolos (incluye procesadores 
de lenguaje 
procesador de memorias 
procesador de información 
procesador de saber 
Los últimos procesadores de la relación anterior procesan una clase de informa-
ción que se llama conOCImiento o saber y que consiste en informaciones ya orgam-
zadas para resolver ciertos problemas. A tenor de su función, su performancia no se 
mide en Lp.s. sino en lj.p.s., es decir, no en instrucciones o en operaciones por se-
gundo, sino en inferencias lógicas por segundo ("logical inferences per second"). 
La idea de distinguir entre procesadores aparece, aunque tímidamente, en docu-
mentos técnicos acerca del modelo de máquina de la quinta generación, cuya es-
tructura interna se materialíza en un procesamiento distribuido sobre diferentes má-
quinas especializadas, por ejemplo, "numerícal computation machine", "symbol mani-
pulation machme", "database machine", "knowledge-base machine" (Stewart, 1985, 
p. 13). 
5.6. Regresando al computador personal 
Y ya, después de este paseo brevísimo por el espacio de las investigaciones de 
que espero haya contribuido un poco a ubicar el computador personal en un 
marco general tecnológico, volvamos a nuestros computadores personales, con su 
arquitectura basada en flujo de control, lenguajes de procedimiento, lógica binaria y 
microelectrónica en VLSI y LS1. 
Antes de resumir sus rasgos, anotaré que si bien son convencionales en su estruc-
tura, tienden a no serlo en lo relativo a su interfaz con el ser humano, resultando esta 
última su principal aportación a la informática (véase capítulo 3). A cambio y por lo 
visto hasta aquí, no será exclusivamente su potencia sino su misma arquitectura la 
que se verá a su vez influenciada en el futuro próximo por los progresos que acaban 
de describirse. 
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6. RASGOS 
Un rasgo es una peculiaridad, propiedad o nota distintiva, según los diccionaríos. 
De los rasgos de los computadores personales se hablará más en el próximo capítu-
lo, pero ya en éste hemos reunido suficientes conceptos, dentro de una perspectiva 
técnica clásica de computadores, como para poder segregar un primer boceto, 
6.1. Un computador compuesto por un computador 
Como nota importante es de resaItar que un computador personal es ante todo y 
sobre todo un computador compuesto por un computador (el mIcroprocesador) y 
otros elementos. Esta especie de recurrencia, que singulariza a los computadores 
personales en un papel doblemente deudor de la tecnología, tiene, además de ésta, 
otras consecuencias. Las analizaré más adelante. 
pues, el microprocesador la propiedad primordial de un computador personal. 
Las características del microprocesador (1) le dan al computador personal sus pri-
meros apellidos: a) tecnología electrónica (generalmente no se menciona explícita-
mente, sino en todo caso a través de la complejidad circuital -número de compo-
nentes del circuito íntegrado- y de la frecuencia del reloj interno; b) espacio vir-
tual; c) tamaño de la palabra interna; d) estructura PMS, Nota: a medida que evolu-
cionan los microprocesadores se va haciendo patente el resto de las dimensiones 
estructurales (12): típos de datos, estado del procesador, entorno multiproceso, ... sal-
vo que estén fijadas o se refieran a memorias y periféricos. 
6.2. Tecnología y estructura del sistema 
Aunque el microprocesador es el corazón y el cerebro de un computador perso-
nal, éste es un sistema formado también por otros importantes elementos, como me-
morias RAM y ROM (13), buses, controladores, unidades de disco, impresora, tecla-
do, interfaces varias, etc... La tecnología y estructura de todos y cada uno de ellos 
constituyen factores que tipifican y distinguen un computador personal de otro, lo 
especializan y lo humanizan (en ocasiones). 
La feroz competencia del mercado hace que este grupo de factores tenga una co-
rrespondencia casi directa con el precio del sistema, así que, cuanto más "inteligen-
te", potente y variada es su estructura, mayor es su precio porque puede ofrecer 
mayor número de funciones. Un ejemplo sencillo permitirá comprender rápidamen-
te esta idea. Este estudio se está escribiendo desde un teclado muy cómodo y muy 
funcional, no sólo diseñado ergonómicamente con sus 103 teclas agrupadas en cua-
tro sectores, sino dotado de lógica interna y memona, gracias a un microprocesador 
de 8 bits, 4 KB de ROM y 0,25 KB de RAM. El microprocesador central de nuestro 
computador (en realidad, dos microprocesadores) se ve muy aliviado por este tecla-
(11) Puede ser que el ordenador personal conste de vanos mlCroprocesadores, hecho cada día más fre-
cuente. Si así es. habrá que especificar además la función de cada uno de ellos. 
(12) Que vIenen a matizar. por 10 demás, su díverso grado de potenCIal adaptaCIón a distmtas clases de 
apllcaciones. 
(13) Memonas de acceso aleatono y, generalmente, de lectura/escntura (R.A.M); de sólo lectura (ROM). 
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do en lo referente a atender la operación de entrada de datos y el usuario igualmen-
te descargado de los errores y complicaciones de la misma tarea sobre un teclado 
inferior en tecnología y estructura. Dotar al teclado (o a cualquier otra unidad) del 
pertinente binomio procesador/memoria trae estas ventajas. 
6.3. Una verdad técnica emboscada en una paradoja 
económica 
Si se analiza el perfil de costes de un computador personal, de pronto nos parece 
insostenible que el microprocesador pueda ser calificado como su factor primordial, 
habida cuenta de que el resto de la estructura hardware del sistema representa algo 
mucho más cercano al coste final de todo el hardware. Sin demasiado temor a exa-
gerar, el coste del microprocesador se sitúa entre el 2 y el 4% del coste total de 
hardware y entre un 0,3 y un 1% del precio de venta del equipo. Estos porcentajes 
descienden considerablemente al contabilizar el equipo adicional, ampliaciones y 
software. De todos los elementos que componen un computador personal funcionan-
do realmente sobre una mesa, sólo los circuitos lógicos se comportan económica-
mente con arreglo a una dinámica sorprendente. Los progresos tecnológicos en uni-
dades periféricas y memorias de masa son muy serios y notable su abaratamiento 
relativo, pero el circuito integrado es el único que tiende a lo que se ha denominado 
la "lógica gratuita". 
"Lógica gratuita" es una expresión construida para designar de manera fulgurante 
un estadio de producción y dlstribución al que se arriba cuando la cantidad manu-
facturada de un tipo de circuito es suficientemente elevada y la experiencia de la 
industria con este circuito suficientemente amplia como para que sus costes caigan 
en picado hasta una cifra irrisoria comparada con el coste de cualquier sistema que 
lo integre. Dicho en otros términos, la evolución tecnológica en este campo es causa 
y efecto de un proceso industrial en el que se ponen en circulación generaciones de 
circuitos por oleadas, cuyo desarrollo sigue una curva de aprendizaje con asíntota 
de coste nulo (14). Un fenómeno mucho más reciente dentro de la industria microe-
lectrónica es el que sucede cuando la experiencia acumulada ha derivado en la po-
sibilidad de diseñar, fabricar y probar un circuito integrado en un plazo tan breve 
de tiempo como un mes, en aquellas circunstancias donde lo interesante no es aho-
rrar dinero en el circuito sino tiempo en el diseño, construcción y puesta en servicio 
de un sistema que lo integre. Este es un proceso muy diferente al de "lógica gratui-
tal), en el que juega, no la curva de aprendizaje en relación con un producto, sino la 
curva general de aprendizaje de toda una industria, que ha sido capaz de generar 
suficientes herramientas de software, equipo automatizado para diseño y pruebas, y 
técnicas de fabricación, para, en convergencia con el abaratamiento de la potencia 
de cálculo, reducir drásticamente el ciclo de producción de circuitos especializados 
(Guterl, 1984), (Fischettí, 1984). 
La dinámica característica de la industria de los semiconductores (nos referimos al 
fenómeno descrito en primer lugar) explica así lo que únicamente es una paradoja 
económica. Técnicamente, el microprocesador -máquina lógica por excelencia-
sigue siendo, con' independencia de su coste, el primero y principal rasgo defínito-
(14) Hanson clla la ley de Gelbach. que dice más o menos lo sIgUiente todo "chIp" acaba costando 5 dóla-
res o menos (Hanson, 1984). 
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rio. Con las actuales arquitecturas de computadores personales! resulta impensable 
soportar una estructura rica y potente de funciones sin que lo alto de la jerarquía se 
vea coronada por un microprocesador central potente. 
Microdosier sobre el computador 
HISTORIA 
El microprocesador se inventa en 1971 por un equipo (lS) de Intel dirigido por Rofr. Era un 
microprocesador de 4 bits, al que se denominó 4004, y se diseñó como solución a un encargo 
de una empresa japonesa que pedía un conjunto de CIrcuitos integrados para construír una cal-
culadora electrónica de bolsillo. En el equipo de diseño figuraba destacada mente Faggin, más 
tarde cofundador de la empresa Zilog. 
Texas Instrurnents sostiene haber inventado el microprocesador (Ranson, 1984, p. 105). 
ECONOMIA 
Ley de Moore: 
"El número de elementos en un circuito integrado se duplica cada año". Esta ley fue observa-
da por Gordon E. Moore) de la empresa Fairchild, en 1964 (Noyce, 1977). 
- Curva de aprendizaje de la mdustria de semiconductores: 
La curva de aprendizaje representa en cualquier industria una medida de la evolución de los 
costes de producción al aumentar el volumen de ésta y su experiencia. 
Los costes de producción del circuito integrado descienden en un 30% cada vez que la pro-
ducción acumulativa se duplica, a 10 largo del ciclo de vida típico del circuito, que es de seis o 
siete años (Ranson, 1984, p. 118). 
- La rotura del mlcroprocesador: 
Los volúmenes de producción están en relación directa con la frecuenCIa de aplicación del 
circuito, como ocurre con las memorias. por ejemplo. 
Generalmente, a mayor densidad de integración o complejidad circuital menar frecuencia 
de y mayor precio. El microprocesador rompe esta relación típica. a partir de la 
del1siciad LSI, por su gran versatílídad aplicativa (Mackintosh, 1981, pp. 91-92). 
- Costes de diseño de un microprocesador: 
El esfuerzo de diseño sobrepasa actualmente las lOO años x hambre (Gupta. 1983, p. 1.237). 
Motorola ha declarado haber mvertido 20 millones de dólares en crear su mIcroprocesador 
e lntel, 30 en su 8086 (Lilen, 1984, p. 57). 
- Lógica "gratuita": 
Ley de Gelbach: todo "chip" acaba costando cinco dólares o menos (Hanson, 1984, p. 122). 
Precio medio de los microprocesadores en 1984: de 4 bits, $ 1; de 8 bits. $ 5; de 16 bíts, $ 50; 
de 32 bits. $ 250. 
El microprocesador 18080 se vendía por unos $ 360 en 1975. a principios de 1980 existían 
yersiones muy mejoradas por menos de $ 8. 
CLASIFICACIÓN DE LOS MICROPROCESADORES 
Nota: establecida por la empresa Intel para la década de los ochenta, (Lílen, 
Microprocesador 
Microcomputador 
Micromini 
Micromaxi 
Micromaínframe 
N.O de bits 
H 
8/16 
16 
16/32 
32 
1984, p, 56) 
PrecIo ($) 
2 a 2Ó 
10 a 50 
20 a 150 
600 a 1.000 
400 a 3.600 
Un ensayo breve sobre las épocas de los inventores mdividuales y colectivos en mformática puede 
en (Sáez Vacas, 1980). 
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6.4. Estructura y función 
Es imposible, o al menos poco convincente, hablar de "estructura" sin hablar de 
"función", y viceversa. Así lo he señalado al hablar de los modelos de Bell/Newell y 
de Tanenbaum y forzoso es volver ahora sobre esta cuestión, porque para 
anotando rasgos esenciales del computador personal se precisa analizar niveles lin-
güísticos. 
Bell y Newell destacan un nível descriptivo, que engarza relativamente bien con 
el modelo de Tanenbaum a la altura de su máquina virtual de lenguaje convencional 
de máquina, si nos permitimos ser más intuitivos que rigurosos. Es el nivel ISP (Ins-
tructíon-Set Processor, nivel que define las operaciones, instrucciones, de datos 
y de interpretación usados en el procesador (Barbacci, 1982). 
Una reflexión somera acerca del contenido de este nivel nos convence de que no 
conocerlo significa desconocer cómo funciona el microprocesador y por consiguien-
te no conocer de verdad el computador personal Forma parte de su conjunto básico 
de rasgos descriptivos. 
Observando el cuadro 2.10, en el que resumo los rasgos seleccionados, compro-
bamos que cualquiera de ellos, aunque en la práctica sea sintetizable en un solo nú-
mero o palabra, contiene tal carga de concepto técnico que su evaluación mÍnima-
mente profunda presupone una preparación previa que la inmensa mayoría de los 
usuarios de computadores personales no posee. 
CUADRO 2.10. RASGOS ESENCIALES DE UN COMPUTADOR PERSONAL 
MICROPROCESADOR 
Tecnología 
,--~~,~~,.~ de direccionamlento 
Longitud de palabra 
Estructura 
ISP (mstrucclOnes, tIpOS de datos y reglas 
de mterpretación) 
Tecnología del resto del sistema: memorias, controladores ... 
Estructura PMS del slstema 
Una consecuencia pragmátíca es que los rasgos propios del microprocesador 
pueden sustituirse, a efectos de una informaCIón rápida, por el nombre y versión 
concretos de dICho microprocesador, aunque es evidente que ello presupone un co-
nocímiento del mismo, y antes, de la estructura y funcionamiento general de los mi-
croprocesadores. 
6.5. Su Majestad el Microprocesador 
Quienqmera que haya tenido la santa paciencía de leer sin desfallecer las líneas 
de razonamiento de todo este apartado puede haber experimentado la sensación de 
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encontrarse en presencia de un agudo caso de microlatría. Si tal fuera la sensación 
-lo que por mi parte consideraría injusto- tengo el deber de advertirle que, de 
continuar leyendo, aquélla se reforzará ineludiblemente. Tal como lo hemos visto, el 
microprocesador, con su ISP a cuestas, representa o define el corazón del hardware 
y los niveles L 1 (microprogramación) -sí exíste-, L2 (máquina convencional) y L4 
(ensamblador) del modelo Tanenbaum. Por consiguiente, los niveles L3 (sistema 
operativo) y L5 (lenguaje orientado al problema) quedan atrapados, condicionados 
o, si se quíere mejor, en un estado de extrema dependencia en relación con las ca-
racterísticas del microprocesador. Esto explíca, por ejemplo, cómo los núcleos de 
los sistemas operativos no sólo están escritos para microprocesadores de 8, de 16 o 
de 32 bits, sino precisamente para este o aquel microprocesador concreto (16). En 
este sentido, el modelo de capas de Tanenbaum resulta muy didáctico en orden a 
fijar nuestra atención sobre estos fenómenos de dependencia. 
Asimismo nos ayuda a comprender algo más sobre la complejidad. Decíamos en 
el apartado sobre evolución de los computadores que ésta había traído histórica-
mente la "aparición, consolidación y complejización de cinco niveles" en el computa-
dor, lo que significa que la complejidad se desplíega en dos direcciones: una, verti-
cal. la emergencia o necesidad de los niveles, y otra, horizontal, la complejización 
del propio nivel (enriquecimiento del repertorio de instrucciones de máquina o so-
fisticación del sistema operativo, valgan como ejemplos). 
El corolario se desgaja casi por su peso, igual que se desprenden del árbol las 
manzanas al madurar. La complejidad real de los computadores personales está en 
relación directa con la complejidad de su microprocesador. Por eso, aun cuando el 
pez chico que se come al grande pueda ser muy pequeño, incluso diminuto, y muy 
barato, Slgue siendo realmente tan complejo como lo era el grande. He aquí un pun-
to clave de la informática personal sobre el que volveré en el próximo capítulo. 
Ahora bien, podría hablarse de una complejidad íntercomputadores, consistente 
en las diferencias de complejidad horizontal entre computadores. En esta cuestión 
los mícroprocesapores introducen un factor de normalización (17) no desdeñable, 
que hace que dos computadores personales diferentes (de entre los cientos en el 
mercado) basados en el mismo microprocesador estén obligados, ¡por suerte!, a ser 
bastante parecidos. 
RESUMEN 
Este capítulo ha abordado la delimitación y justificación de unos rasgos esenciales 
computador personal desde una perspectiva clásica descriptiva de los computa-
Para ello se ha recurrido al bien conocido cuadro de dimensiones del espa-
de los computadores de Bell y Newell y al enfoque funcional en cinco niveles de 
Sistema Basic para el micro 6502; CP/M·80 para 2-80 y Similares: MS-DOS para el 8088; Urux-Xemx 
el 69000 o el 80286, etc. SituaCión en la medida de lo pOSible, se está corngiendo en recientes 
buscando mejor portabilidad software. 
opina que, debido a esto, los computadores personales pueden hoy clasificarse en cuatro 
pm1CII)alEls: a) computadores caseros; b) computadores caseros/profesionales con micros de 8 bits; c) 
.;~;mlpultadc)res monopuesto con micras de 16 bits y MS-DOS O CPIM-86 en cuanto a SIstema operativo; d) 
it;;prnputad()res multlpuesto con sistema operativo tipo MP/M o UNIX. (Lamond, 1984). 
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PRECIO 
(SEGUN CURVA APRENDIZAJE) 
'NORMALIZACION" 
COMPLEJIDAD 
DEL SISTEMA 
VERSA TILIDAD 
¡ 
POTENCIA 
ENSAMBLADORES 
COMPILADORES 
S.O, 
Figura 2,6. Representación símbólica del microprocesador, del que depende la ma-
yor parte de las propiedades del computador personal 
Resulta así que esos rasgos se síntetízan en un cuadro de factores, en el que el 
microprocesador ostenta una posición preeminente y casi excepcional, complemen-
tada por la estructura PMS y la tecnología del resto del sistema computador. 
El microprocesador, con su tecnología, su espacio de dIreccionamiento, su longi-
tud de palabra, su estructura y su funcionamiento ISP (Instruction-Set Processor, se-
gún el modelo descriptivo por niveles de BelVNewell) -magnitudes y procesos to-
dos íntimamente relacionados-, genera, condiciona o implica las propiedades de 
potencia, versatihdad, complejidad y relativa normalÍzación de los computadores 
personales, marcando, en particular, la pauta a los desarrollos del software básico 
del sístema. En relación con el microprocesador bien puede parafrasearse un eslo-
gan comercial: "la grandeza de las cosas no se mide por su tamaño ni por su precio". 
En conclusión, el computador personal es un producto de la ciencia de los compu-
tadores y de la tecnología de los circuitos integrados, del cual se han señalado algu-
nos acentos específicos, exploración que continuará en el próximo capítulo. En él se 
adoptará un punto de vista ya más centrado en el computador personaL 
Muchos ven el ordenador personal como lo único o lo más importante que sucede 
en la informática, y esto no es así, desde luego. Por esa razón, se ha incluido en el 
mismo capítulo un brevísimo informe sobre algunas de las perspectivas tecnológicas 
y arquitectónicas hoy abiertas en la investigación industrial informátíca: arquitecturas 
RISC, transputadores, quinta generación, supercomputadores, superconductívidad, 
biocircuitos y otras variantes microelectrónicas hoy en el laboratorio. Por su alcance, 
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paralelo a lo que socialmente significan los computadores personales, se ha resalta-
do de manera especial parte del idea.rio técnico de la quinta (nueva) generación de 
ordenadores. Plenso haber encuadrado con ello mínimamente el computador perso-
nal en el vasto concierto de la tecnología informática. 
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"Vierto la red, esparzo la semilla 
entre ovas, aguas, surcos y amapolas, 
sembrando a secas y pescando a solas 
de corazón ansioso y de mejilla", 
(Miguel Hernández, El rayo que no cesa) 
1. INTRODUCCIÓN 
Adoptaré en este capítulo un punto de vista focalizado en las peculiaridades de 
los computadores personales y de su entorno inmediato, dejando en un segundo pla-
no el conjunto de los medios técnicos de la informática 
En el capítulo anterior he sostenido que el computador personal llega como una 
consecuencia del proceso evolutivo del instrumental informático, en el que se singu-
lariza mediante ciertos rasgos muy característicos, A su vez, según creo, el computa-
dor personal empieza a influir sobre dicho proceso, trasladándole la exigencia de un 
espectro de cualidades que anteriormente se había manifestado sólo tímidamente: la 
convivencialidad, El término de convivencialidad traduce y amplía el concepto de la 
"user friendliness" sajóna, entendida como el resultado de aplicar en el diseño de la 
herramienta informática técnicas adecuadas de interfaz humana ("user interface 
technology"). En resumidas cuentas, quizá sea la convivencialidad la mayor aporta-
ción técnica de la industria del computador personal, junto con su vigorosa tenden-
cia a integrar funciones de software, Estos son terrenos aún en agraz, en donde se 
espera buena cosecha, porque la siembra ha sido clara y oportuna, 
Con su aparición, el computador personal establece una situación original en el 
mundo de la informática, Justo es anotarles su buena porción de mérito a quienes la 
intuyeron y contribuyeron a crearla, Desde una perspectiva histórica, sus primeros 
pasos significaron un paso gigantesco hacia un punto de equilibrio entre las dosis de 
técnica, economía e interfaz hombre-máquina, Discutiré estas cuestiones pormenori-
zadamente, 
Son numerosas y variadas las características de los computadores personales y los 
modelos distintos se cuentan por centenares, pero nos falta aún una manera de dis-
tinguirlos por un conjunto adecuado de parámetros, Propongo agrupar esos paráme-
tros, cualesquiera que acaben siendo, sobre cuatro capacidad, conectabilidad, 
compatiblidad y convivencialidad, 
En cierta forma, me entrego a un ejercicio de ingeniería verbal con el que, par-
tiendo del análisis de los datos actuales, trato de pergeñar un modelo del futuro ex-
presado en palabras, Aun cuando mi pretensión acabase siendo errática o redun-
dante, lo cierto es que me habré esforzado en aportar un número suficiente de 
ejemplos concretos para evitarlo y evitar de paso ser acusado de practicar las artes 
de la logomaquia, Presumiblemente, el lector obtendrá de ese esfuerzo más un mar-
co conceptual que un esquema metodológico práctico, pero así están las cosas, por 
ahora. 
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Al tiempo que trazo una panorámica de tendencias, termino preguntándome si, 
dado el impulso que están tomando los computadores personales, sobre todo en las 
vertientes de capacidad y conectabilidad, será apropiado llamar con este nombre a 
las máquinas de sobremesa que tanto comienzan a apartarse ya del perfil de refe-
rencia adoptado en este estudio. 
2. CLAVES DE DISEÑO Y USO 
2.1. El arte de las proporciones 
Resulta apasionante escudriñar los senderos ocultos de las relaciones entre los 
eventos. En cada momento histórico se produce un tejido más o menos sutil con las 
ideas sociales, económicas, industriales, artísticas, científicas, etc. Por la época en 
que se inventa el microprocesador, Schumacher da forma y difunde en un libro de 
éxito una colección de conceptos y sensaciones que flotaban en el ambiente, centra-
dos en la idea de connotar positivamente una técnica a la medida de las necesida-
des humanas, una técnica convivencial (este último término ha sido acunado por Illí-
ch) (Schumacher, 1973), (Illich, 1973). El análisis de las sociedades muy industrializa-
das, muy tecnificadas, provocaba planteamientos muy contrapuestos de cara a esa 
etapa posterior que el sociólogo de Harvard, Daniel Bell, había denominado "socie-
dad postindustrial" (O. Bell, 1973). 
"Small is beautiful" -lo pequeno es herrnoso- representa algo más que el título 
de un libro. Es un grito de guerra a favor de las cosas manejables, de los artefactos 
poco complejos, de las instalaciones no contaminantes, de las organizaciones des-
centralizadas, de la desconcentración de poder, de los alimentos naturales, que re-
cogía entonces y recoge hoy, si cabe con mayor fuerza, las aspiraciones de muchos 
seres humanos. La tecnología informática no es ajena a este programa, como causa y 
como efecto. Refuerza el programa -aparición del microprocesador- y se refuerza 
con él -aparición del ordenador personal-o Por analogía, se ha construido la frase 
"micro is beautiful" (Oarrett, 1978). 
Microdosier: Algunos conceptos de la teoría de la convivencialidad, 
cuya formulación se inició en un documento elaborado en Cuernavaca 
(México) hacia 1971 y, después de sucesivas discusiones y seminarios, 
tomó forma de libro en 1973 
Sociedad convivencial es aquella en que la herramienta moderna está al serviclO de la per-
sona integrada a la colectividad y no al servIcio de un cuerpo de especialistas (1). 
Se entiende por convivencialidad lo inverso de la productividad industrial ( ... ). 1'rasladarse 
de la productividad a la convivencialidad es sustituir un vú.lor técnico por uno étICO. un valor 
material por un valor logrado. La convlvencialidad es la libertad mdividual. realizada dentro 
del proceso de producción. en el seno de una sociedad equipada con herramientas eficaces 
(2). 
La herramienta justa responde a tres exigencias: es generadora de eficiencia sin degradar la 
autonomía personal; no suscita ni esclavos ni amos; expande el radio de acción personal (3). 
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Dentro del herramental, hay que ordenar también las instituciones productoras de servicios, 
como son la escuela, la institución médica, la investigación, los medios de comunicación o los 
centros de planificación (4). 
La herramienta es convivencial en la medida en que cada uno puede utilizarla sin dificultad, 
tan frecuente o raramente como él lo desee, para los fines que él mismo determine (5), 
(1), (2), (3), (4), (5), pp, 13, 27 26, 41 Y 42 de la vers¡ór. española (lll!ch, 1974), 
Parece justo mencionar a quienes, incluso antes de que el computador 
peJeso:nal estuviera disponible, han trasladado las ideas anteriores al terreno de la 
informática, En una tesis escrita en Francia por France-Lanord se preguntaba 
si la microinformática (que entonces nada tenía que ver con los que aquí llamamos 
ordenadores personales) representaba evolución o mutación, Al año siguiente se pu-
blicaba el primer libro sobre informática repartida, coescrito por France-Lanord y B. 
Lussato, y dirigido por este último, Una obra pionera, y agresiva, que aún 
hoy puede leerse con provecho, incluso sin necesidad de estar de acuerdo con to-
dos sus planteamientos (Lussato et al., 1974), A tenor de lo visto en el primer capítu-
lo, los investigadores del P,A.RG realizaban sus diseños por la misma época en 
cierta manera imbuidos de semejante espíritu, 
Mi opinión es que pusieron en los primeros ordenadores personales, 
tal como los venimos considerando en este análisis, fueron --haciendo acopio de to-
dos los elementos materiales y conceptuales que había a su alcance- los 
artífices de una respuesta tecnológica a un difuso sentimiento colectivo. 
Es algo parecido a lo que ocurrió con la concepción de la percepción de los obje-
tos en el Bronowski nos muestra que, mientras que los griegos habían creí-
do que la luz parte de los ojos hacia el objeto, un matemático árabe fue el primero 
en reconocer, allá por el año 1000 d. G, que vemos un objeto porque cada uno de 
sus puntos dirige y un rayo hacia el ojo (Bronowski, 1979, p. Esta con-
cepcllón fue aprovechada, entre otros, por los pintores perspectivistas, quienes, cin-
co siglos después, encontraron en la traducción al italiano de la Optica, del árabe 
Alhazén, un fundamento científico para introducir en sus cuadros el movimiento, pro-
porcionando con ello una tercera dimensión al espacio visual. 
Los equipos que lideraron la creación de los computadores personales tuvieron el 
arte de manejar conceptos y materiales técnicos en proporciones muy adecuadas 
para construir un conformado en todos sus parámetros para proyectar un dé-
bil rayo de luz que lo haría visible por primera vez a los ojos de un público no profe-
sional. Hasta entonces, el computador podía considerarse un objeto iluminado por la 
luz de los informáticos e invisible (incomprensible) a los demás mortales. Así se 
inaugura la dimensión social de la informática. La sociedad, como hemos dicho an-
tes, a estar sensibilizada para percibirla. 
tres aspectos que conviene la mejora de la relación performancia!cos-
te de los computadores personales respecto de otros tipos de computadores, la 
emergencia de nuevas capas en el esquema de Tanenbaum y el progresivo multipli-
carse del instrumental informático a través de una práctica de módulos conectables. 
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2.2. Performancia contra (o versus) coste 
A los argumentos esgrimidos en el capítulo anterior acerca de la tendencia a la 
"lógica gratuita", a una cierta normalización de las arquitecturas de los computadores 
¡JCl.O>L'UU1Ci> por integración de microprocesadores y a la extraordinaria potenciación 
de hay que añadir ahora el factor específico "tiempo", que un papel de-
terminante en favor del cociente perforrnancialcoste de los computadores persona-
les. 
La velocidad con que se integra una tecnología física en un producto del 
lapso necesario para el diseño y desarrollo del producto en cuestión. Tal 
de ser de alrededor de un año para un microprocesador de una 
más años para un minicomputador y de cuatro a cinco para un gran en-
tubado ("pipelineH) (Lamond, 1983). En cierta manera, este lapso es a la 
complejidad del diseño. 
La consecuencia es que los productos de menor complejidad se encuentran con 
una clara ventaja y es que pueden beneficiarse rápidamente de la corriente evoluti-
va de la tecnología, aumentando su performancia y disminuyendo su coste en un pla-
zo muy inferior a otros productos. Se dice que los computadores en lo 
referente a la tecnología de sus circuitos, le sacan una ventaja de entre media y una 
generación a los minicomputadores y de una a dos generaciones a los 
res grandes de su misma época en el mercado (Lamond, 1983). El lector ima-
la suerte de malabarismos que esta dinámica impone a los fabricantes de or-
dena,do]res para proteger sus propios productos. Damos un ejemplo, 
aunque muy parcial: un ordenador grande IBM 3081K de 4 M $, un VAX-
111780 de $ 200.000 Y un ordenador personal IBM pe de $6.000 dotado con coma 
respectivamente, 0.6, 1.65 Y 6,7 operaciones en coma flotante por se-
gundo y dólar (Dongarra, citado en Bell, 1 984b, p. 21). 
Muchos piensan que la ley de Moore (1) ha derrotado o invertido la de 
Grosch. La de Grosch estuvo de moda en la década de los sesenta y a 
decir que la performancia de un ordenador era proporcional al cuadrado de su cos-
te, esto es, que un equipo doble de caro que otro es cuatro veces más potente, En 
mi opinión, la cosa no es tan drástica, No se puede extrapolar un hecho tan cierto 
como que el cociente performancialcoste de un computador personal sea al 
de un computador grande hasta la conclusión de que estos últimos sean inútiles, No 
se olvide que también juegan los valores absolutos de las performancias y de los 
costes, y no sólo su cociente, Intuyo, incluso, que la ley de Grosch podría 
siendo aproximadamente válida si la aplicamos en el interior de un grupo o clase de 
computadores (2), En todo caso, no es aventurado pensar que las virtudes induda-
bles asociadas a este ventajoso cociente actuarán de impulso a la de 
los ordenadores personales dentro de la actividad informática de las empresas, 
Sin temor a errar demasiado, puede decirse que en este terreno, como en cual-
otro, la reflexión se ve contaminada por factores emocionales, IJa de 
Grosch representaba un reforzamiento de la economía de escala y de la centraliza-
2, Microdosíer sobre el microprocesador, 
redactado estas líneas, leo, sin demasiada sorpresa, 
ha demostrado que si se agrupan 108 ordenadoras en 
(mainframes), "pequeños' computadores grandes, mirlicomp,utadores y mícro-
Grosch sigue siendo válida, aplicada clase por clase 
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ción computacional, mientras que la ley de Moore expresaba una realidad técnica 
coherente con el movimiento de la convivencialidad y el ecologismo. Son dos leyes 
técnicas, que circunstancialmente refuerzan dos concepciones sociales en conflicto. 
¡Qué difícil resulta a veces deslindar los aspectos técnicos de los humanos! 
2.3. Vuelven los mecanos (y proliferan las interfaces) 
Se dice que la disminución radical del coste de la tecnología ha alterado de forma 
notable la perspectiva de usuarios y diseñadores en lo concerniente a la realización 
de aplicaciones. Desde el punto de vista de los diseñadores, "el microcomputador 
representa una disciplina integrada de ingeniería de computadores que hace inter-
venir las siguientes áreas: tecnología, diseño ayudado por computador (CAD.), ar~ 
quitectura de computadores, sistemas operativos, lenguaje y entorno/función" (Flynn, 
1982). 
Sin llegar tan lejos, es evidente que para varios tipos de usuarios se ha hecho ne-
cesario un conocimiento en mayor o menor detalle de determinadas características 
físicas de las piezas hardware que constituyen un computador. Un computador per-
sonal consta de un microprocesador, algunos de memoria y otros cuantos 
"chips" para funciones de entrada/salida y otras funciones complementarias, conecta-
dos en la forma adecuada para constituir un sistema. Se hace patente una cierta me-
todología de mecano (3), que ha llevado a Tanenbaum a reconocer la emergencia 
práctica de una nueva capa en su modelo multinivel: la capa de Lógica Digital. 
En un aspecto mucho más práctico, la adquisición y posterior ampliación de un 
ordenador personal te obliga literalmente a construirte (recuperar o pedir prestada 
a un amigo) una mentalidad de montador de mecanos. Las del mecano se 
compran en un mercado cada día más abastecido, y tan laberíntico, que, por lo ge-
se necesita un guía para transÍtarlo sin caer en alguna de las numerosas tram-
pas existentes, tanto de carácter técnico como económico. 
Pantallas; teclados; sintetizadores; palancas; extensiones de memoria; unidades de 
disco; modems; "buffers" adicionales; "chips" para de gráficos, color o sonido; 
de comunicaciones; tabletas; etc., crean un mundo de módulos donde se 
hace preciso decidir de qué manera acoplarlos. Es indispensable estar seguro de 
cuál es la opción adecuada entre las casi múltiples posibilidades de cada 
tipo de módulo, problema de decisión que nos sumerge facto en un complicado 
recuento, elección o casamiento de las características de puertos de entra-
da/salida, controladores, interfaces, fuentes de alimentación, conectores, cables, ra-
nuras de extensión, compatibilidades y otros conjuros técnicos. Lógica-
mente, estamos refiriéndonos a un problema de elaboración de configuraciones a 
partir de productos de diversos proveedores. 
Alguien tiene que realizar esta tarea, emergente como una de las especificidades 
del fenómeno de la informática personal: la targa de y montar el mecano. 
La modesta tarea del autor, aquí, ha consistido en tipificar, intentando elevarlo a la 
condición de categoría, este factor asociado al computador personal. No pa-
y 
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con los que se podían formar qrúas. 
de plez.as metáhcas de dlVersas formas, de tormllos 
camlcmes y muy diversas construcciones. 
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rece que haga falta subrayarlo aportando una casuística de ejemplos diversos. Es 
algo que está en el aire y que todo lector -si no lo percibe a través de lo que aca-
ba de' leer o no lo ha experimentado personalmente~ puede comprobar revisando 
las secciones "cómo comprar un ordenador" o "equipo periférico" de cualquier buen 
libro introductorio (p. ej" Willis, 1984). Para el caso de que aún se sintiera animado a 
reforzar su percepción, lo conseguirá sin lugar a dudas hojeando y ojeando con cui-
dado las páginas de anuncios de alguna revista técnica de gran difusión sobre orde-
nadores person>a1es, 
L 6 ¿LENGUAJE CONVIVENCIAL? 
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3, 1. Surgimiento reconocido de una sexta capa en el modelo multinivel, corno 
consecuencia del uso extensivo de los microprocesadores (Tanenbaum, 1984). 
Proposición de una nueva máquina virtual, o capa de lenguaje convivencial, corres-
pondiente al conjunto de interfaces "usuario no informático/máquina". 
2.4. ¿Ilusión de usuario o lenguaje convivencial? 
La gran mayoría de los usuarios típicos de los computadores personales suelen 
estar muy lejos de comprender o estar interesados en comprender la máquina física. 
Para ellos ha sido preciso crear la ilusión de que el ordenador es muy sencíllo, es 
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decir, que siempre que ha sido posible se han instrumentado mecanismos de diálo-
go, operación o ejecución, con el fin de hacerles transparentes todos los niveles de 
máquinas lógicas. A esto le llamaban "ilusión de usuario" en los primeros de 
la informática personal en el Centro de Investigación Xerox de Palo Alto (Kay, 1984). 
Es una buena metáfora. Ilusión de usuario es a máquina aunque 
algo mucho más intuitivo. 
Realmente, esta metáfora permite desmontar con elegancia verbal la pa-
de que los siendo cada día más complejos, tienden a ser cada 
día más simples: es una ilusión producida porque al usuario sólo se le "ver" 
una máquina virtual hecha a la medida de la complejidad que aquél es capaz de 
manejar. 
Cuando el usuario no es informático, la "ilusión" se consigue por un convi-
vencial, que toma la forma de un programa empaquetado, con sus comandos de uso 
o menús, actualmente combinados con iconos en un "ratón" de ,",Ul.llHJl, 
fotosensible, "ventanas", imaginarias teclas sensibles al tacto, la palabra o la frase de-
finidas en un vocabulario o gramática restringidos, un de consulta con sinta-
xis cercana al lenguaje etc. 
2.6. Las claves, resumidas 
En resumen, el mérito de los pioneros de la informática personal consistió en dise-
ñar una nueva situación y preparar unos instrumentos para un nuevo usuario y un 
nuevo mercado, en el que lo más importante no era la performancia como sino la 
posibilidad abierta de aplicaciones por un coste razonablemente y 
controlables por el usuario desde un razonablemente convivencial 
y ejecutables con una eficacia para él desconocida. 
CUADRO 3.1. RESUMEN DE ALGUNAS CLAVES DIFERENCIADORAS DE 
LOS ORDENADORES PERSONALES: A y Bl se deben a su inferior 
complejidad horizontal respecto de mini s y ordenadores grandes; B2 se 
fundamenta en la necesidad de ocultar el máximo posible de la 
complejidad total a los ojos del máximo posible de usuarios 
A. Ciclo muy rápido para la integración de nuevas tecnologías físicas en los com-
putadores personales. 
1. Adelanto en 0,5 a 1 generación sobre minis. 
2 .. Adelanto ep~ 1 a 2 generaciones sobre ordenadores grandes. 
B. Aparición de nuevos niveles en la descripción o diseño de los ordenadores. 
1. Nivel de lógica para diseñadores, constructores y programado-
res de sistemas en microprocesadores. 
2. Nivel de máquina convivencial, para usuarios no profesionales de orde-
nadores personajes. 
C. Evolución del instrumental informático hacia una ny"",tit'" de módulos conectables. 
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3. UN COMPUTADOR PERSONAL SE DEFINE 
CON CUATRO CES 
Esas ces son las iniciales de cuatro grupo de características, que propongo llamar 
Capacidad, Conectabilidad, Compatibilidad y Convivencialidad. También podrían 
utilizarse los términos de comunicabilidad y con genialidad en vez de conectabilidad 
y convivencialídad, respectivamente. 
Como veremos, la capacidad se refiere al grupo de atributos del ordenador per-
sonal que soporta y hace posibles todos los demás. Ninguno de los grupos posee 
una definición precisa, por el momento, por lo que en algún caso se producirá ambi-
güedad en la clasificación de determinados atributos. Toda idea nueva ha de pagar 
un pero el tiempo irá puliendo y decantando esta clasificación. 
3.1. Capacidad, en sentido amplio 
El término "capacidad" se suele aplicar a una memoria, a un canal, a una vasija o a 
un a un condensador eléctrico. En el campo de la informática se usa 
rentemente como atributo principal de las memorias. Es la costumbre. Sin embargo, 
aquí y ahora le vamos a dar un alcance mucho mayor. Lo utilizaremos como una ma-
croetiqueta. 
Con esta macroetiqueta se aglutinar el conjunto de características físicas y 
estructurales analizadas en el capítulo anterior y fotografiadas allí como 
esenciales de un computador . Ya en un nivel más pragmático, es el con-
junto de una parte sustancial los atributos de los módulos del mecano al que me 
acabo de referir. El precio total de un ordenador personal guarda una relación muy 
directa con la capacidad. En eso hay pocos milagros. 
Una vez más, es importante que estamos hablando de un sistema y no de 
un elemento. Por 8Onsiguiente, la capacidad a la que nos referimos es el ,",Vlll¡JJet:IV 
de propiedades del sistema, que emergen desde las propiedades de todos y cada 
uno de sus componentes y de todas sus interacciones. que, según sus va-
lores, abordar la resolución de problemas muy para un juego de 
marcianitos basta un ordenador con un microprocesador de 8 bits, una me-
moria de 16 KB y un televisor casero; para crear un entorno de diseño de circuitos 
integrados se cuantifica la necesidad en estaciones de trabajo de un millón de ins-
trucciones por segundo, 2 MB de RAM., 80 MB en disco y pantalla de 1000 X 1000 
pixels (Burger et al., 1984). Los computo gramas de Kiviat del capítulo anterior, apli-
cados a los distintos ordenadores personales y configuraciones, darían una cuantifi-
cación muy precisa, no sólo de la capacidad que ahora estamos definiendo, sino del 
tipo de problemas a los que en cada caso ésta se orienta (configuración o perfil de 
la capacidad). 
Como este punto ha sido tratado pormenorizadamente, lo aquí, no sin aña-
dir un par de ejemplos complementarios sobre aspectos que integran la 
capacidad. Más adelante, me ocuparé con otros ejemplos de reforzar la idea de que 
la capacidad se configura por conectabilidad. 
Así, la resolución pantalla-ordenador es un atributo dentro del conjunto "capaci-
dad", que depende de la capacidad del monitor de pantalla para discriminar "pixels" 
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y de la del par memoria/procesador. Una en blanco y negro de 
280x 192 ocupa más de 50 KB de memoria R.A.M., mientras que una 
de 128 X 48 ocupa unos 6 KB, esto es, aproximadamente ocho veces menos. Por el 
contrario, si fuera en color necesitaría una capacidad de memoria cuatro veces 
mayor. 
El número de procesadores es otro parámetro de ese mismo conjunto, con inde-
pendencia de que su función sea aumentar la potencia de cálculo, mejorar la facili-
dad de manejo de un teclado o de un monitor de vídeo, asegurar una compatibilidad 
de programas o procesar un mecanismo de convivencialidad. Son muy numerosos 
los ordenadores personales que integran de forma u optativa más de un micro-
prClcesaclor. A aquellos que se citan en otro lugar de este estudio se pueden añadir 
varios casos muy conocidos: el Data General Desktop Modelo 10 lleva los procesa-
dores 18086 y Microeclipse, este último por razones de compatibilidad; el ordenador 
profesional de Texas Instruments, el TIPC, esconde hasta tres procesadores, los dos 
últimos un 18088, un 18087 (coprocesador, por motivos de potencia) y un 
TMS320 (por r,azones convivenciales, para procesar señales en forma de comandos y 
datos verbales) (Bucy et aL, 1984). El modelo AT de la familia de personales de IBM 
contiene un microprocesador central 180286, un coprocesador optativo 180287, un 
18042 para control del teclado, dos 18237A-5 controladores del dispositivo de acceso 
directo a memoria y otro adaptador para el disco fijo 1985, 
p. 
3.2. Relaciones cualitativas entre capacidad, conectabilidad, 
compatibilidad y convivencialidad 
'Capacidad", "compatibilidad", "conectabilidad" y "convivencialídad" son grupos de 
factores y propiedades interrelacionados. A continuación, resumo de manera global 
y cualitativa sus relaciones, esquematizadas también gráficamente en la 3.2. La 
capacidad de un computador que es el grupo básico y al que ya nos he-
mos referido en el apartado anterior y en otros no es ni una magnitud cons-
tante ni simple, Tanto como funcionalmente depende de las unidades que 
se le o con las que se pueda conectar, y de él se desgranan y alimentan la 
convivencialidad y aplícabílidad del ordenador. 
Si al término "unidad" le damos un sentido amplio, que incluya tanto componentes 
y sistemas físicos ~omo programas, la capacidad de un computador se nos 
aparece no sólo como un grupo de cualidades autónomas sino también como una 
función de sus parámetros de conectabilidad y compatibilidad con respecto al resto 
del universo computacional. 
Por virtudes de diseño de ingeniería humana, una porción de la capacidad puede 
desviarse para dotar al computador de cualidades de convivencialidad, grupo de 
atributos integrador de sus propiedades de facilidad de uso, "inteligencia", ergono-
mía fiabilidad, tolerancia frente a fallos robustez, funcionalidad, etc., 
todo él orientado a proporcionar a los usuarios una máquina cada día más potente 
provista de una interfaz humana más sencilla. 
El rango de aplicación del ordenador personal es una consecuencia de su perfil 
de (por configuración) en un momento dado. Esta característica podría 
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considerarse una medida de las posibilidades objetivas de un computador personal 
para ejecutar eficazmente una o varias clases de tareas. A dicha característica cabe 
calificarla de virtual, entendiéndose este calificativo en el sentido popular aplicable 
a algo que para convertirse en real tiene que utilizarse en su plenitud. 
Así pues, la aplicación real está supeditada a los conocimientos y preparación de 
los usuarios de la máquina (4). Por eso, su aplicabilidad resultará de la confluencia 
del rango de aplicación con la convivencialidad. Dicho con otras palabras, en la 
aplicabilidad se realiza (en el sentido de hacerse real), vía el factor humano, la ca-
pacidad propia y prestada del computador personal. 
PROPIAS 
CAPACIDADES 
\ 
COMPATIBILIDAD 
/ 
CAPACIDAD DEL 
COMPUTADOR PERSONAL 
/ 
RANGO DE 
APLICACIÓN 
APLICABILIDAD 
\ 
CONVIVENCIALIDAD 
Figura 3.2. Gráfico de relación cualitativa entre cuatro grupos de factores: capaci-
dad, conectabilidad, compatibilidad, convivencialidad, 
El gráfico de la figura 3.2. tiene varias lecturas. Por ahora, el lector debe fijar su 
atención especialmente en el concepto de que la potencialidad de un computador 
personal es una cadena con cuatro eslabones que irrvolucran teóricamente el propio 
computador en su esencia inmediata, el universo computacional y el factor humano. 
Así, al pronto, parece una concepción demasiado grandilocuente. No lo es. El uni-
verso computacional ya existía y se expandía de manera regular. A partir del orde-
nador personal, su expansión adquiere un movimiento acelerado. 
(4) Se entiende que razonamos sobre un objeto "máquina" sumergido en un umverso computaclOnal. 
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mos crear" (Conway, 1981, citada en Feigenbaum, 1984, p. 68). Una persona del 
prestigio técnico de Conway no construye frases así por capricho; más de un 
plo podría aducirse en apoyo de su aserto. Tal vez uno de los más ilustrativos lo en-
contramos en un dominio tan fronterizo como es el de la industria de semiconducto-
res, en la que la disponibilidad de estaciones de trabajo (ordenadores personales 
profesionales potentes) especializadas en diseño de circuitos integrados, la red pú-
blica de ordenadores ARPA de los EE. UD. y las "fundiciones" de silicio han causado 
prácticamente una revolución metodológica en los procesos de fabricación y 
prueba de circuitos integrados (Fischetti, 1984, p. 47). 
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Figura 3.3. Los ordenadores personales se configuran a través de un juego de meca-
no, como puede dar idea este diagrama de bloques del ordenador con el que se ha 
escrito este libro: Rainbow+, de D.E.G. (Digital Equipment Carp.). 
Hablando de conectar cosas a un ordenador, uno puede imaginarse una gran can-
tidad de posibilidades adicionables a una configuración mínima de ordenador, que 
dotan a éste de una capacidad potencial en autonomía, en comunicación, o en am-
bas dimensiones. Tomemos algunos casos concretos de productos comerciales. 
93 
Computadores personales 
El ordenador personal BBC-B está preparado para conectarle unidades de disco, 
impresora, sintetizadores de voz, teletexto, red local, cartuchos RO.M Otro caso: el 
ordenador portátil HP 110 se anuncia con funciones de comunicación/emulación de 
terminales incorporadas en su memoria ROM Opcionalmente, acepta una de 
enlace con ordenadores personales como el HP 150 yel IBM PC y sus compatibles. 
De esta manera, puede transferirse una hoja electrónica del personal de la oficina al 
portátil, revisarla en casa por la noche y devolverla revisada a la mañana siguiente 
al ordenador personal de la oficina. 
El personal DEC 350 (calificado como ordenador profesional) lleva dispositivos de 
transferencia con las máquinas de la misma marca PDP-ll y VAX, emulación de los 
terminales VT102, VTl25 e IBM 3270 Y comunicaciones de alta velocidad vía DEC-
NET (redes remotas) y ETHERNET (local), esta última con una tarjeta optativa de 
bus CTI de 128 KB de memoria RAM 
Como se ve, las conexiones, que, en algún caso, podrían referirse a brazos robóti-
cos, instrumentos de laboratorio, líneas de sensores, mandos de juego o cosas pare-
cidas, corresponden a distintos tipos de máquinas y a distintos tipos de enlaces o 
comunicaciones. En último extremo, a través de una cadena de conexiones, el usua-
rio de un computador personal podría invocar cualquier capacidad computacionaL 
De modo más preciso, conviniera distinguir dos grandes de conectabi-
lidad por relación al computador personal: una endo-conectabilidad y una exo-co-
nectabilidad, comprendiendo la primera el conjunto de posibilidades y módulos so-
metidos a la referencia de los procesadores del propio ordenador. La exo-conecta-
bilidad correspondería a las posibilidades de integrar el computador en 
campos de referencias externas: básicamente, otros procesadores. 
En teoría, es evidente que la exo-conectabilidad plantea, salvo casos triviales, re-
tos técnicos muy superiores, puesto que armonizar, a través de uno o varios 
procesos de comunicación, múltiples de procesadores diferentes: el proce-
sador A con el B, con el C, con el D, etc, 
4.2. "Interfacing", palabra de moda 
La terminología confusa, cuando no contradictoria, no ayuda precisamente a ma-
nejarse sin dificultad con estos juegos de mecano. Así, en una documentación técni-
ca, libro o revista pueden encontrarse indistintamente, y a veces alternativamente, 
los términos "interfaz" y "controlador" aplicados a un mismo objeto; "puerto de entra-
da/salida", empleado como circuito interfaz o conector o lugar físico (7), de tal mane-
ra que uno no acaba a lo mejor de saber muy bien si lo que se tiene es el controla-
dor y le falta una interfaz, o tiene la interfaz y le falta el conector, si un dispositivo es 
compatible con la o hay que añadir un controlador o un conversor de proto-
colos, etc. 
que se 
con un 
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Figura 3.4. Diagrama de bloques del computador personal portátil TRS-80 modelo 
100 de Radio Shack (Roach et al" 1984, p, 344), 
Microinfonne sobre significado e importancia de las interfaces 
Uno de los términos actualmente más socorridos y de más amplia significación en mformática 
es el de "interfaz" 
Dada la propensión a interconectar (o comunicar) el mayor número y la mayor diversidad 
posibles de entídades físicas y lógicas informáticas, empiezan a multiplicarse sin remedio las 
interfaces, consideradas de modo genérico como dispositivos de adaptación de dos entidades 
distintas. Una interfaz tiene por misión conciliar las características funcionales de dos entidades 
que han de entenderse, Cabe decir, sin exageración, que diseñar, construir e instalar interfa-
ces será una actividad técnica cada día más común en un futuro próximo, Dentro del sentido un 
poco metafórico que se está empleando las interfaces son las piezas necesarias para ha-
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cer que 
y más 
de formas dispares disponibles en el mecano, o para montar nuevas 
lljJJilC,C1UCI'" construcciones. 
En su grado más alto, no resulta un despropósito -y por ello se hace frecuentemente- ha-
blar de interfaz hombre/máquina, refiriéndose al conjunto de dispositivos (o caras) que la má-
quina en acción debe presentar al ser humano para proporcionarle la mejor adaptación posible 
ante sus mecanismos (humanos) de entrada y salida. 
Yendo de lo más general a lo particular, en un ordenador una interfaz es tanto un grupo de 
eSI)e(;ifil~ac;i0l1es como una entidad lógica o física, y habitualmente estas dos últimas cosas a la 
vez. "Una interfaz es un conjunto de convenios (8) que permiten el intercambio de información 
entre dos entidades. Se trata, pues, de un concepto abstracto. Las entidades pueden ser físicas 
(un y un controlador de periférico, p. ej.) o no (dos programas, p. ej.). Pero también 
se interfaz al sistema hardware que permite tal intercambio entre dos entidades físicas,.,," 
Fernández, 1984, p. 463) 
De lo anterior se desprende que, para ciertos tipos de entidades, los convenios, si son pro-
puestos por nacionales o internacionales de prestigio o se corresponden con espe-
cificaciones por constructores importantes, tIenden a convertirse respectivamente en 
normas (estándares) normas "de facto", lo que tiene un fuerte poder orientador sobre la in-
dustria. en otros muchos casos, no ocurre así; pueden diseñarse tantas interfaces 
como la necesidad vaya planteando. 
Además de la interfaz existe el protocolo, que, en palabras simplificadas, es un conjunto de 
reglas operativas, que regulan, entre otros, "el secuenciamiento en el tiempo de las señales de 
entrada y sailda de la interfaz para que una determinada operación se ejecute correctamente" 
(Fernández, 1984, p, 463), En resumen, para que haya adaptación entre dos entidades, es pre-
ciso intercalar la (o las) interfaz adecuada y ejecutar un protocolo correcto. 
En el dominio de los ordenadores personales, observamos que junto a la palabra "interfuz" se 
emplean "puerto", "extensión de comunicaciones" y alguna más. Si se acepta el significado glo-
bal que le hemos dado aquí, todas estas entidades serían interfaces de una u otra clase. Por 
ejemplo, la mterfaz llamada SCSI (Small Computer System Interface), con la que viene dotado 
el computador personal Macintosh Plus de la casa Apple, comprendería en sentido 
de especificaciones, una configuración física (conectores) y los protocolos de 
de señales. 
Pero hay algo más. [Ja práctica conduce a un uso realmente más estrecho del término "inter-
faz", viniendo a aplicarse en la literatura técnica comúnmente sólo por referencia al lado con el 
que se pretende facilitar la adaptación. 
a) Decir "interfaz PC de una red local de AT&T" significa que la empresa AT&S ha creado 
un circuito para adaptar su red al ordenador personal IBM Pe. 
b) Decir que un ordenador dispone de una interfaz serie RS-232C o paralelo Centronics sig~ 
nifica ese ordenador ofrece un lado con unas determinadas características (en el primer 
caso una norma emitida por la Electronic Industries Association; en el segundo, las 
especificaciones de una marca dominante) sobre el cual puede adaptarse cualquier dispositlvo, 
normalmente una que posea la cara simétrica. 
c) Cuando se define una norma para el bus S-100, para el Multibus o para cualquier otro bus, 
lo que se está haciendo en buena medida es establecer las características de una de las caras 
(8) Convemos que en muchas ocaSIones abarcan incluso aspectos mecámcos. 
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de las interfaces de todílS las entidades que se quiera conectar con "Y.''''''''VU, el lado externo, Sl 
puede decirse así. 
d) Con el mismo sentido 
S,o. talo cual". 
en los anteriores ejemplos viene a utilizarse "interfaz del 
e) El famoso código P es un que ha tenido una repercusión notable en lo 
tocante a difundir el lenguaje Lo que se hizo fue definir una máquina virtual intermedia, 
para la cual se optimizó el compilador Pascal que generaba código para esa máquina, A partir 
de ahí se realizaba la compilación particular para cada máquina concreta o microprocesador. 
CUADRO 3.2. PANORAMICA DE PLACAS DE EXPANSIÓN DISPONmLES 
EN EL MERCADO DE EE.UU. para un ordenador personal muy popular, 
el mM PC (We1ch, 1983) 
- Coprocesadores 
- Memorias 
- Controladores de disco 
- lnterfaces con puertos serie y paralelo 
- Gráficos para alta resolución o color 
- Puertos compatibles con Centronics 
- Relojes 
"Buffers" de imPIE,so:ra 
- Prototipos 
- Sintetizadores de 
- Programadores de memorias ROM 
- Extensores de 
- Comunicaciones serie 
- Multifuncionales Con memoria 
- Multifuncionales sin memoria 
- Modems 
- Interfaces analógico-digitales 
- Interfaces con controlador de aparatos hogareüos BSRx 10 
- Analizadores de bus 
- Controlador/sensor 
- Controladores 
- Interfaces 
- Emuladores de terminales o de otros ordenadores 
- Interfaces red 
- Controladores de motor 
- Controladores de videocasete 
- Digitalizadores de voz, de imagen 
Etc. 
Lógicamente, la cuestión de la conectabílidad debería extenderse al ámbito del 
software para que ésta sea completa. La interconexión dinámica y concurrente (en 
el mejor de los casos) de procesos, entendidos como programas en ejecución, con 
transferencia mutua de informaciones (sean datos numéricos, textos, fiche-
ros en general) para constituir procesos cooperativos de orden superior, es una 
cuestión de conectabilidad de productos software, que entre otros proble-
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mas básicos, problemas específicos de compatibilidades e interfaces. Dicho sea 
como inciso, tal es el camino hacia el software integrado (véase Anexo sobre Softwa-
re, capítulo 
4.3. Compatibilidad. Un primer vistazo 
Los técnicos en seguridad insisten siempre en que el concepto de seguridad ab-
soluta no tiene sentido: sólo es consistente hablar de niveles de seguridad. Con la 
compatibilidad en el campo de los ordenadores personales sucede algo semejante, 
salvo que hay que añadir la fangosa sensación de que además un cúmulo de intoxi-
caciones comerciales impide clarificar mínimamente la cuestión de los niveles rea-
les de compatibilidad. 
y sin embargo, es una faceta vital para el desarrollo de la informática personal. 
Sin el beneficio de las compatibilidades, la capacidad de un ordenador personal 
quedaría limitada a los desarrollos específicos garantizados para y con ese ordena-
dor concreto. O bien, correría el riesgo de convertirse en una categoría azarosa, en 
la que finalmente los usuarios cruzarían apuestas sobre cuánto podrá apartarse la 
realidad de lo prometido por el fabricante. 
La compatibIlidad interesa mucho, porque de ella depende que en un ordenador 
se pueda ejecutar un programa escrito para otro o interconectar dos entidades co-
nectables. un buen puñado de casos en los que se plantea el problema de la 
compatibilidad y a escala de dificultad muy diferente. Es mucho más difícil-lo co-
rrecto sería decir "imposible"-- conseguir que cualquier (subrayo lo de "cualquier") 
programa escrito para un ordenador sea ejecutable sin cambios en su compatible 
(exceptuando casos de compatibilidad ascendente) que conseguir acoplarle una 
unidad de discos compatible. Hace unos años el tema de la compatibilidad quedaba 
circunscrito a sectores profesionales y era casi que, pese a las ventajas de usar 
lenguajes de alto nivel, las instalaciones de proceso de datos se quedaban práctica-
mente encerradas para siempre en los amorosos brazos de un fabricante determina-
do. Naturalmente, había excepciones, estimuladas o por una desesperación impara-
ble o por ayudas de otro fabricante o por ignorancia suicida. De otro modo, nadie 
cambiaba de equipo. El coste, sobre todo en tiempo y nervios, era insufrible. 
Hoy día, el tema de la compatibilidad ha alcanzado al usuario no profesional, bom-
bardeado publicitariamente por el anuncio de productos compatibles. El mercado 
del ordenador personal se ha abierto mucho, es muy fluido y hay una gran compe-
tencia. Los fabricantes importantes difunden, con formas más o menos completas y 
precisas, sus especificaciones técnicas para las interfaces hardware y software. Exis-
te un movimiento cada día más potente de elaboración de normas y todo el conjunto 
tiende lenta y zigzagueantemente, pero con cierta terquedad, hacia la construcción 
de un cuadro de compatibilidades que nos aleje del caos. En el ínterin, la entropía 
(nombre científico por el que se conoce una medida del caos) envuelve a muchos 
usuarios, mordiendo sus carnes con el desconcierto y la intolerable impresión de in-
seguridad de tantas compatibilidades que acaban siéndolo a medias. 
La cuestión de la compatibilidad es tan subsidiaria de razones económicas como 
de razones técnicas, así que será tratada nuevamente desde otro ángulo en el cuarto 
capítulo del libro. De una manera general. podemos decir que la existencia de es-
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tándares (o normas) y la confección de interfaces coadyuvan a crear o mejorar la 
compatibilidad, que, junto con la conectabilidad, a la que contribuye, amplían el 
campo de las capacidades del ordenador y son indispensables para conseguir su 
convivencialidad. ¿Qué convivencialidad puede haber si nos falla un disco seudo-
compatible o un programa cuya estructura de ficheros finalmente no era compati-
ble? 
Cualquier supuesto de compatibilidad debe ser considerado a priori dudoso, y so-
metido, por higiene, a toda suerte de pruebas o exigencia de garantías. Si conside-
ramos el caso más ambicioso de la compatibilidad entre dos ordenadores distintos, 
esta presunta condición exigiría que todos los productos hardware y software dise-
ñados para el primero pudieran ser ejecutados por el segundo sin modificación al-
guna. Bien sabemos lo dificil que es que tal cosa venga a ocurrir, puesto que un pro-
grama escrito en un lenguaje de alto nivel debe atravesar para su ejecución las di-
versas capas de máquina virtual vistas en el capítulo anterior y acabar produciendo 
los mismos resultados en dos máquinas distintas. A grandes líneas, ello exige com-
patibilidad del conjunto de los respectivos mecanos formados por el lenguaje de alto 
nivel (9), el ensamblador, sistema operativo (9), lenguaje de máquina, microprogra-
mación, microprocesador y estructura del sistema, así como de cualesquiera ele-
mentos asociados: ficheros, unidades periféricas, interfaces y demás artilugios. Es 
la compatibilidad consiste en la armonÍzacíón de un conjunto de compatibili-
dades parcíales, y cada una de éstas aparece sujeta a un juego de matices, una ve-
ces muy técnicos y otras simplemente muy numerosos. 
En resumen, esto de la compatibilídad es asunto de lo más vidrioso. Pero no olvi-
demos que los términos "compatible" e "interfaz" se han convertido en conceptos-co-
modín, usados a todas horas y con fruicíón en el mundillo que rodea el tinglado de 
los ordenadores personales. Lo menos insensato que podría argüirse es que no exis-
te compatibilidad más que en circunstancias técnicas muy acotadas, puesto que aún 
no se sabe ~-según creo- expresar un cuadro técnico preciso de condiciones y 
niveles de compatibilidad aplicable a la extraordinaria combinatoria y fluidez de 
productos en el mercado de la informática personal. Yeso, sin incluir la compatibili-
dad entre productos de software. 
Mientras esa mínima clarificacíón, la literatura técnica nos va ofreciendo ar-
bitrarios y un tanto borrosos criterios de compatibilidad, casi siempre centrados so-
bre un producto concreto muy popular. Valgan como ilustración las dos clasificacio-
nes siguientes para ordenadores personales compatibles: a) Compatibles 99%; com-
patibles 66%; compatibles MS-DOS (Luhn, 1984). b) Operativamente compatibles; 
funcionalmente compatibles; compatibles en datos (Future Computing, cítada en 
Montague et 1983, pp. 248 y 249), 
En segundo lugar, le ofrezco al lector dos tablas en los cuadros 3.3, y 3.4., las dos 
confeccionadas tomando también como punto de referencia el IBM-PC y en las que 
puede apreciarse por este orden el pragmatismo estadounidense y el cartesianismo 
francés, 
De sobra conocida es la ímcompatibilidad entre lenguajes y sIstemas operativos que llevan el m1'Jmo 
lo que se traduce en lllcompleta transportabilidad de los programas. El BasÍc (y cualquier otro) 
no es un ' sino una con diversidad de peculiaridades, dialectos y opciones orientadas a dIVer· 
sas de máquinas, ¡Para qué hablar de las múlllples versiones de los operativos: por 
2,2, CP1M80, CP/M86·80. CPIM+, CPIM3.0, etc; Umx V, Unix Berkeley, Genix, Venix 
HP-UX, AIX, etc., etc,1 
99 
Computadores personales 
CUADRO 3.3. SOBRE NIVELES DE COMPATIBILIDAD, algunos principios 
propuestos por un directivo de una empresa fabricante de 
computadores personales compatibles con el IBM PC. (Handley, 1984) 
Hay un grupo de programas deberían poderse ejecutar en la máquina 
compatible. El grupo incluye Flight Simulator, Lotus 1-2-3, IBM Communíca-
tions para enlaces PC-ordenador grande, VisiOn y Microsoft Word. To-
dos ellos deben ejecutarse sin modificaciones. 
- También es importante contar con un microprocesador 8088 mejor que con un 
8086, que produce errores de temporización con algún software. Probablemen-
te, Flight Simulator es una de las pruebas, porque emplea a fondo el 
ROM de gráficos. 
- Las unidades de disco deberían ser de 360 KB e idealmente conmutables des-
de ocho o nueve sectores/pista. 
Debe ser capaz de ejecutar PC/DOS 1.1, 2.0 Y 2.1 sin alteración. 
- Si el teclado está ordenado diferentemente al del IBM, esto puede obedecer a 
una mejora ergonómica, pero un usuario novicio experimentará dificultades en 
seguir las instrucciones del manual. 
- Los puertos de E/S y ranuras de expansión deben parecerse a los de IBM tanto 
como sea posible. . 
El tamaño de pantalla no necesariamente tiene que ser el mismo, pero se re-
quiere contar con 80 columnas y 24 líneas y una línea más para estatus, y el 
mismo nivel de resolución. 
CUADRO 3.4. LA COMPATIBILIDAD, DIVIDIDA EN CUATRO 
CONCEPTOS Y SIETE NIVELES, según la empresa Bull, en su 
presentación del ordenador personal Bull Micral 30, por referencia al 
IBMlPC (Bull, 1985) 
Conceptos de 
compatibilidad: 
- De soportes 
Funcional 
Operativa 
1- Estructural 
Niveles de compatibilidad 
• Lectura/escritura disquetes 
• Microprocesador 8088 
• Sistema operativo MS-DOS 
• Extensiones bus y periféricos 
• Códigos internos y diseño de teclado 
• Presentación alfanumérica y gráfica 
• Arquitectura interna (incluidas rutinas del BIOS: Basic Input 
Output System) 
Microinfortne sobre algunos aspectos notables en la expansión del 
universo computacional (entiéndase el calificativo "computacional" en el 
sentido de la más amplia aplicación de los computadores) 
1. Aumento universal de la conectividad física de la informática. 
Se asiste desde hace unos años, en el ámbito de la informática, a un aumento general de la 
conectividad física de la información, en la que, como caso particular hoy, el micromundo de 
Jos ordenadores personajes tiende a enlazarse y ensancharse con otros mundos computaciona-
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les a través de cadenas adecuadas de interfaces. Primero fueron las redes de distancia con 
ordenadores grandes y terminales; después, las redes locales; ahora. los ordenadores persona-
les y las interredes. 
El diseño progresivo de interfaces físicas y lógicas permite adaptar las diferencias morfológi-
cas y salvar los obstáculos entre rutas de información. Por poner un ejemplo, las dimensiones 
de conectividad (distancia, velocidad, número medio de enlaces posibles, variedad nodal y 
otros) difieren mucho entre una red digital de larga distancia y una red local (Metcalfe, 1983). 
Abiertas a los computadores personales las posibilidades de atravesar diversas dimensiones 
de la conectividad, aquéllas se extienden desde la pura utilización autónoma del computador 
personal conectado a sus propios periféricos, 'hasta la conexión con una red local, con un orde-
nador grande. directamente o mediante una red, y con otras redes locales y redes de larga 
distancia vía conexión interredes. 
Algunas de dichas posibilidades se han materializado ya en forma de soluciones particulares, 
incluso varias se citan en este libro, pero lo más interesante es su futuro prometedor, a condI-
ción de que los problemas técnicos que plantean se vean aliviados de la pesada carga actual 
de competencia comercial (lO) y puedan alcanzarse acuerdos mínimos sobre estándares indus-
triales. (Como ejemplo, al tiempo de la dificultad técnica y del estado de avance de las normas 
sobre redes de área local. véase que uno de los organismos que elaboran recomendaciones al 
respecto, el Institute of Electrical and Electronics Engmeers, tiene en marcha el proyecto 802 
dividido ya en ocho subproyectos). 
2. Procesos de convergencia de las tecnologías de la información 
El apartado anterior nos ha mostrado una idea sobre cómo la pujante tendencia a hacer co-
nectables diferentes entidades informáticas convierte el universo computacional en algo seme· 
jante a un conjunto de máquinas engarzadas en un tejido crecientemente conectivo, aunque 
sea a base de conglomerados de distinta densidad y aislados entre sí. Es evidente que crece 
el número de conexiones y enlaces, probablemente de manera más rápIda que el número y 
variedad de máquinas. Muchas son también las redes que se han tendido, peque-
ñas, medianas y grandes, aunque por el momento se ignoren mutuamente. Las redes generales 
de transporte de datos están ahí a su través el tejido computacional se adensa progresiva' 
mente. Por razones de simple los computadores personales son las entIdades llama-
das a proporcionar un impulso mayor a ese cuadro de situaciones conectivas. Está en marcha 
el sueño del finado John Lennon, quien, en su canción Imagine, decía algo así como "lIIla~,iTIi3.te 
a todo el mundo/compartiendo todo el mundo", aunque él se refería a otro asunto. 
Hemos hablado de informática. Pero, además, está otra circunstancia que atañe a todas las 
tecnologías de la información: su marcha hacia unos objetivos de integración motorizados por 
tres procesos convergentes y los procesos de electronificacIón, digitalización y 
computadorización. En un anterior he analizado con cierta profundidad este tema y allí 
se puede ver el papel computador en tantísimas funciones de las nuevas formas 
tecnológicas (Sáez Vacas, 1983). De este movimiento, al que en Japón han denominado C&C 
(por Computers y Communicatíons) y en una parte de Europa, y en España en particular, Tele-
(10) Ilustrativamente, reseñamos ciertos datos a propósito de las redes locales. Se estima que las dos o 
tres docenas de miles de redes locales que en el momento de redactar libro se han vendldo en el 
se convertirán en unas el año 1988. (Klecker, 1985) Las conOCIdas son. entre otras, 
Hl-net, Ethernet, en lo que concIerne a redes para ordenadores 
P~~~1~:~~1~~,~más de sesenta en los EE.UU. El lector lo encontrará la rela-
ci en (Bryant, han anunciado dos redes y Token Ríng Net-
ser de qUIen son, e producir un impacto en la mdustria además 
cOJrltnbuir definitivamente a reforzar la señalada en este (ZDrpet~e, 1986. p. 42). 
referente a la mtegraclón de alrededor de un esqueleto computacional, S. Ramo. ilustre 
cofundador de la empresa subrayaba hace unos CÓmo firmas norteamencanas de· 
tlarrollar6i1l una red informátIca varios cientos de millones termmales, que mtegrarán voz, te· 
datos, teleconferencla. correo electrÓnico. banca y otras mforrnaciones (Ramo, 1985). 
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málica, se desprenden importantes consecuencias futuras, como la posibilidad de construir re-
des de comunicación y proceso integrados de la información (datos, textos, habla, imagen) 
(Matsumura, 1983), Esta idea está detrás de los esfuerzos de normalización de la arquitectura 
de la "red digItal de servicios integrados" (ISDN, en siglas inglesas), cuyo objetIVO general es 
que "en un universo de comunicaciones digitales, los mismos sistemas básicos de telecomuni-
caciones conmutadas puedan integrar el servicio telefónico de voz con un conjunto de otros 
servicios, que incluyen transmisión digital de datos, interfaces de ordenador personal, redes de 
área local, centralitas automáticas privadas, videcconferencia, aplicaciones remotas, surtidores 
automáticos de gasolina" .. " (Voelcker, 1986b, p. 66). 
A medida que se vayan produciendo estos progresos, el correlativo aumento de capacidad 
de los ordenadores personales los irá convirtiendo en beneficiarios de interfaces hombre/má-
quina más próxlmas a las funCIones humanas, con lo que, entre unas cosas y otras, aplicaciones 
como la oficina automatizada y demás proyectos futuristas comenzarán de verdad a hacerse 
realidad. 
Técnicamente, no parece haber dudas. El computador personal de los quince años venide-
ros, con su estructura ya clásica pero potenciada drásticamente en su capacidad, desempeñará 
un papel de estrella en ese universo computacional de tecnologías de la informaclón que se 
expande y expande, Asunto diferente y fuera de este libro es la paradoja de que el hombre, 
rodeado de artefactos comunicativos cada día más numerosos y potentes, se SIenta cada día 
más humanamente incomunicado. 
5. CONTRA COMPLEJIDAD, CONVIVENCIALIDAD 
Al principio de este capítulo se alabó el arte de las proporciones de los pioneros 
diseñadores y constructores de los instrumentos de la informática personal. Era 
ahora hay que decirlo- solamente una imagen con sentido histórico, que el lector 
ha de interpretar como un homenaje de este autor a un embrión dotado genética-
mente -aun cuando con determinadas lógicas deficiencias-, para alcanzar los ac-
tuales y próximos desarrollos. 
Se producian entonces, y aún persisten, serios desequilibrios en lo referente a la 
convivencialidad de los computadores personales. No obstante, se han dado gran-
des pasos en esa línea y, lo que es más importante, la industria parece afianzarse en 
el convencimiento de que afronta su mayor desafío. El correr del tiempo nos dirá si 
es capaz de adoptar las decisiones y generar las técnicas adecuadas para posicio-
narse con éxito ante dicho reto, 
5.1. El mayor reto de la industria de los ordenadores 
personales 
El usuario básico de un ordenador personal es alguien que pretende utilizarlo 
como utiliza un automóvil (1), sirviéndose de sus funciones para ir de un lado a otro 
y sin penetrar en sus entrañas mecánicas. Prácticamente, aquí se agota el símil entre 
ordenador perSonal y automóvil, pero nos sirve para patentizar la esencia del objeti-
vo último de la convivencíalidad y, por eliminación, las características de lo no con~ 
vivencial, y en su extremo, lo anticonvivencial. 
(11) Hay una minoría de usuarios que, y seguramente por enCllna de esa condiCión, se comportan 
al tlempo como fanállcos de la mecánica o de condUCCión, Se espera que cosa pareCida, en cuanto a la 
proporCIón, llegue a ocurrir con la mformállca personal, 
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Anticonvivencial es aquello que es demasiado difícil para los conocimientos, ex-
periencia y funciones del usuario, o que le causa incomodidad o daño. Son los tecla-
dos pobres y mal diseñados, esos manuales voluminosos escritos en una extraña jer-
ga, mal redactados e incompletos, los programas que no parecen querer funcionar, 
los ficheros que se borran obedeciendo a mecanismos arcanos, las pantallas que se 
quedan colgadas ofreciendo un mensaje de error paralizante o el vacío, las informa-
ciones que se pierden en algún ignoto lugar entre la pantalla y la impresora, esos 
periféricos "compatibles" que incumplen sus promesas, y tantas otras cosas que ha-
rían una extensa relación de otras tantas heridas al usuario. 
El programa con el que se redacta este libro, el Wordstar 3.0, laureado entre los 
pioneros del proceso de texto y, según se dice, hasta la fecha a la cabeza de ventas 
acumuladas en su segmento de mercado, ha sido justamente tachado de poco convi-
vencial al menos por dos razones: es difícil de aprender y utilizar en todas sus posi-
bilidades porque tiene alrededor de 100 órdenes diferentes (Ettlin, 1984) y además 
ha venido siempre acompañado de una pésima documentación. La empresa editora 
del programa, Micropro, se ha demorado lo suyo en tomar medidas al respecto, 
cosa que parece haber empezado a hacer a partir de la versión 3.30 desde junio de 
1983. 
Técnicamente, dotar al ordenador y a la aplicación de mecanismos convivenciales 
se torna más difícil cuando aquéllos son más complejos. 
5.2. Lo complejo, si es simple, is beautiful 
El esquema de capas de Tanenbaum, con el que a estas alturas supongo ya fami-
liarizado al lector, nos permite elaborar una suerte de definición muy general del 
concepto de convivencialidad (12) en un ordenador: "el máximo grado de conviven-
cialidad en un ordenador consiste en poder utilizarlo como si fuera la máquina vir-
tual más simple posible para cada aplicación, sin incidentes, con comodidad y con 
transparencia absoluta de los detalles constructivos de todas las máquinas virtuales 
de nivel inferior". 
Al ser los ordenadores cada día más potentes y complejos (ley de la tecnología) 
es necesario que cada vez se..an más flexibles, fiables y fáciles de usar (principio de 
convivencialidad). Por suerte, la convivencialidad se nutre de capacidad, sustancia 
que se hace progresivamente mayor y más barata conforme pasa el tiempo. Así, por 
ejemplo, el software integrado para ordenadores personales requiere por lo menos 
512 KB de memoria RAM y medio MB de memoria del disco (con frecuencia un dis-
co Winchester), pero estos requerimientos tienden a no representar un problema en 
un futuro muy próximo (Warfield, 1983). 
Ejemplos de cómo la falta de capacidad, entendida en el amplio sentido aquí se-
ñalado, se traduce inevitablemente en falta de convivencialídad, son el ZX81 y el 
Spectrum, de Sinclair (comercializados hasta hace poco por Timex en EE. UU). Su-
cesores del ZX80, un hito en la informática popular comparable con la radio de gale-
(12) Terry Winograd ha sldo tal vez el único autor que en lengua mglesa ha utihzado el calíficatlvo de 
coU\;ivenclal. en su caso para denotar las técnicas exphcatlvas. las capacidades de lenguaje natural, la 
raClon de habla y algo de comprenslón del habla por parte de las máquinas. Su artículo esento en 
antes del micio de la expanslón de los ordenadores personales, no hace la más mímma al~lón a éstos (Wl-
nograd 1983). 
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na en las comunicaciones, son un ingenioso diseño y un éxito comercial sin prece-
dentes en algunos países, pero un paradigma de lo antíconvivencial. Su pequeña ca-
pacidad, empezando por el teclado plano, escaso, confuso y complejo de usar (13), 
ha generado una pléyade de fanáticos programadores adictos a las dificultades, 
pero probablemente ha desmoralizado a miles de usuarios que hayan querido ser-
virse de ellos para algo más que para jugar al Decathlon o al Paco Lógicamente, 
dicha capacidad, ya muy optimizada para programación en Basic y para ejecución 
de juegos, no dejaba resquicio para dotación de ayudas convivenciales al usuario. 
No debemos ignorar que la capacidad es condición necesaria pero no suficiente 
para crear convivencialidad. Se precisa también profundizar en la comprensión de 
las características fisiológicas, cognitivas y, en general, psicológicas del usuario. Un 
ejemplo trivial, pero ilustrativo de esta proposición, es cómo a igualdad tecnológica 
de capacidad de dos teclados, su convivencialídad puede ser bien distinta según la 
disposición, tamaño, forma, inclinación y textura de las teclas. 
Enmascarar la complejidad, hacer simple el instrumento complejo, ése es el reto 
Vacas, 1985). 
5.3. De una generación alfanumérica a una generación 
sensorial 
del camino ya se ha andado y los fabricantes lo resaltan en su publicidad. "El 
ordenador que piensa y actúa como usted", "con un solo dedo", etc., son 
que hablan de un acercamiento del computador al ser humano a base de menús, 
"ratones", tabletas gráficas, iconos, pantallas sensibles al tacto, "ventanas", punteros 
de diversos tipos, sonidos y otros tantos artilugios técnicos escogidos del 
muestrario de mecanismos de relación humana con los que el ordenador se presen-
ta y al tiempo esconde su poder. El ordenador sigue siendo abstracto, pero entra ya 
en un mundo sensorial, menos y menos alfanumérico, y se acerca mucho a la 
Ninguna de esas soluciones es posible sin una buena capacidad tecnológica a pre-
cio razonable. En esta línea, un ejemplo sintomático de sistema es el ordenador per-
sonal Macintosh de Apple. 
La andadura tiene un sentido, el de poner a punto nuevas técnicas para interfaces 
hombre/máquina más "inteligentes". Citemos para terminar los productos Natural 
Link y Speech Command de Texas Instruments, el primero de los 
basado en técnicas de Inteligencia Artificial, es un producto software que facilita ac-
ceso a la base de datos Dow Jones NewslRetrieval. Traduce una pregunta formulada 
en lenguaje natural (mediante un menú estructurado gramaticalmente para construir 
frases en lenguaje natural) al lenguaje de búsqueda de la base (Bucy et al., 1984). 
Como punto final, es imposible dejar de reconocer la aportación técnica de la in-
dustria de los ordenadores personales -en convergencia con las ideas (más avan-
pero aún virtuales) de la Quinta Generación- al campo de la convivencialí-
dad: P.A.R.c. (oficina del futuro, inteligencia artificial, capítulo 1), Macintosh (capítulo 
4), hOjas electrónicas y software integrado (Anexo sobre Software) 
(13) Las sucesIvas mejoras en verSIones postenores. hasta 
de partes mdependlentes para operaciones numéncas y de 
se está expomendo. 
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6. ¿HACIA DÓNDE VAN LOS COMPUTADORES 
PERSONALES? 
Ésta es una buena pregunta, a la que no puede darse respuesta breve más que de 
una forma muy amplia: hacia una gran diversificación. Según Toong y Gupta (1984, p. 
387), los ordenadores personales van a constituir la categoría dominante entre los 
computadores de esta década, la categoría de computadores con microprocesado-
res y electrónica integrada MOS. 
Las características principales dentro del enorme espectro previsible se desgra-
narán en diversas gamas de aplicaciones, obedeciendo a distintas necesidades del 
mercado, afrontables mediante distintas configuraciones de las capacidades disponi-
bles. Con la coexistencia dinámica en la industria de microprocesadores entre 8 y 
32 bits, los progresos correlativos en las tecnologías magnéticas, ópticas y electro-
gráficas, la estrategia de configuración modular de la capacidad de un sistema (con 
incremento en la vertiente de comunicaciones e incertidumbre en rasgos de compa-
tibilidades reales) y el esperado hincapié en mejoras espectaculares de la conviven-
cialidad, se conformará una oferta lo suficientemente rica como para irnos entrete-
niendo hasta ver qué pasa en la década de los noventa con la quinta generación y 
con el surgimiento proyectado de nuevas tecnologías físicas. 
Por el extremo superior del espectro asoman (14) ya los ordenadores personales 
que llaman supermicros. En pocas palabras, son ordenadores prácticamente multi-
microprocesadores centrados en un microprocesador de 16/32 o 32 bits, organizados 
en torno a buses de alta capacidad (como el Multibus II de Intel o el VMEbus de 
Motorola), direccionadores de espacios de almacenamiento hasta de varias gigapa-
labras, y poseedores de una estructura enriquecida con micros y memorias de me-
nor capacidad para controlar discos, pantallas, teclados, comunicaciones y otros pe-
riféricos, y para procesar una variedad de funciones especiales (Ohr, 1984). 
La exuberancia técnica que las anteriores líneas evocan puede desplegarse, 
como se ha dicho, en una diversidad combinatoria de opciones. A título de ejemplo, 
enumeraremos algunas, que más que opciones, son otras tantas tendencias: 
a) Ordenador multitarea multiusuario gobernado por sistema operativo tipo Unix. 
Esta opción vuelve las cosas a una situación conceptualmente clásica de siste-
ma centralizado y recursos compartidos a través de terminales. 
b) Ordenador orientado, por ejemplo, a aplicaciones especiales en ciencia, inge-
niería o industria, con requerimientos de gran potencia de cálculo y periféricos 
apropiados. Es la típica estación de trabajo personal profesional para diseño 
de circuitos, proceso digital de señal, generación especializada de imágenes o 
desarrollo de sistemas de inteligencia artificial, entre otras variedades. 
c) Ordenador dotado de potente y convivencial software de aplicación en áreas 
específicas. Aquí entran los desarrollos ya iniciados brillantemente, aunque to-
davía en sus inicios, de software integrado. Un ejemplo notable en esta línea 
(14) Una clase Importante de supermícros son los que se orIentan en su aplIcaCIón a estaclOnes personales 
de trabajo para mgemería (C.A.D .. Computer AssIsted Desígn; C.A.E.: Computer Assisted Engmeermg. 
C.G.I.: Computer Generation of Images. etc). Son supermIcros de 32 blts, de precIo mfenor a $ 40.000, en 
tomo a un promedIo de $ 25.000, como los OlIvetlI 3B2I400. Xerox lI08-IlI. HP 300-320. DIgltal MICroVax Il, 
IBM RT PC, Modcomp ClasSlc Il-15 y vanos otros. DecIr que "asoman" sIgmfica que su mercado para 1986 
asciende a unos l.250 millones de dólares (Wilson, 1986), para llegar. según estunaclOnes, a 2.500 mIllones 
de dólares en 1989 (Castro. 1986). 
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3.5. Evolución previsible de las categorías de computadores, y factores técni-
cos condicionantes de la oferta para el resto de la década de los ochenta. (Adaptado 
de Toong y Gupta, 1984, p. 387, y Finkler, 1983, p. 188). 
de tendencia, en donde prevalece la idea de potenciar la capacidad de un or-
denador personal en busca de en la comunicación humana antes que 
en la potencia de cálculo, es el software de gráficos VCN ExecuVision (Toong 
y Gupta, 1984). 
d) Ordenador personal emulador de arquitecturas de ordenadores grandes con 
un parque muy establecido. De estos ordenadores, como el IBM XT/370, a los 
que se les podría llamar computadores personales MMC (por Macrocomputer 
Market Connection), hablaré en los capítulos 4 y 8. Allí se verá el porqué de tal 
denominación. 
e) Ordenador personal concebido como potente puesto de trabajo y simultánea-
mente como elemento conectado a un entorno multidimensional de comunica-
ción y computación personal. Ejemplo en desarrollo: red de la Universidad 
Carnegie Mellon, 
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La evidente sofisticación de los computadores basados en microprocesadores ten-
derá a alcanzar tales cotas que, incluso siendo muy condescendiente, uno dudaría 
en llamarlos computadores personales (l5). Entre los computadores personales con 
un micro pelado de 8 bits y los computadores personales supermicros se dibuja un 
espacio demasiado vasto como para que sigamos debatiéndonos en tan molesta 
inestabilidad terminológica. 
Toong y Gupta señalan la tendencia de los computadores personales, de los pro-
cesadores de texto y de las estaciones de trabajo a fundirse en una sola y amplísima 
categoría de computadores de sobremesa Ca veces, de sub mesa) identificables en 
el mercado por procedimientos cada día más elaborados a través de parámetros de 
configuración, software de aplicación y precio. 
En cuanto que ordenadores de sobremesa, es obvio que cualquiera de esas má-
quinas podrá ser utilizada por una persona. En ese sentido, merecerían el calificativo 
de "personales". Que aquella persona haya de ser especialista en informática o no, 
dependerá de la aplicación y de su dotación en convivencialidad. Es de suponer 
que este último factor progresará en forma pareja o más rápida que la tecnología, 
porque es una demanda del mercado. Si así sucede, los usuarios actuales de orde-
nadores personales mejorarán sus equipos para aplicaciones más sofisticadas o inte-
gradas y nuevos usuarios se animarán a entrar en gran número por las gamas bajas 
o intermedias de esta galaxia de computadores de sobremesa. Una época industrial 
y comercial como la que acaba de inaugurarse, con todas las grandes empresas ins-
critas en el torneo, abre, por lo demás, la interrogante de si se conservará, olvidará 
o mejorará ese sentido "artístico" de las proporciones al que aludíamos al principio 
de este capítulo. 
Este es el futuro, con sus promesas y sus dudas. El perfil de ordenador personal 
que hemos trazado como referencia para las reflexiones de este libro se sitúa sobre 
poco más o menos en el punto medio de la susodicha categoría. Espero que haya 
sido una elección razonable. 
7. RESUMEN 
Los computadores personales ofrecen, frente al material informático clásico, diver-
sas peculiaridades, unas veces exclusivas y otras, no. Por ejemplo, la relación de 
performancia a coste es siempre mejos en equipos más simples, porque el ciclo de 
integración de las tecnologías disminuye cuando se reduce la complejidad del siste-
ma, produciéndose con los ordenadores personales un adelanto entre media y dos 
generaciones en tecnología electrónica con respecto a minis y computadores gran-
des. 
Se constata en los ordenadores personales la emergencia de dos nuevos niveles 
descriptivos y constructivos, el nivel de lógica digital y el nivel de máquina conVI-
vencial, este último destinado a usuarios no profesionales de la informática. Su jerar-
quía de niveles, pese a su aumento numérico, expresa una menor complejidad total 
(15) Para refenrse a las posibilidades de uso colectiVO ab18rtas por las redes locales con ordenadores 
personales y los sistemas personales multmsuano hay qmen uti]¡za ya la expresión "mformállca grupal' (team 
computing) en lugar de la de "mformállca personal" (Bryant 1984). 
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que en máquinas superiores, lo que permitiría hoy, como ha demostrado Wirth con 
su computador personal Lílith, diseñar una máquina desde una concepción global. 
Otra característica muy notoria asociada a las computadoras personales es su con-
figurabilidad hardware/software por módulos, como si se tratara de un mecano, ca-
racterística que guarda íntima relación con las propiedades de capacidad, conecta-
bilidad y compatibilidad, a través del ubicuo concepto de interfaz y técnicas asocia-
das. 
Hemos entrado en un análisis de los cuatro grupos de factores distintivos y sus in, 
terrelaciones cualitativas. Son la capacidad, la conectabilidad, la compatibilidad y la 
convivencialidad, de fácil nemotecnia puesto que todas se escriben inicialmente con 
C. En cierta manera, he definido esos cuatro grupos por extensión, ampliando el 
concepto de capacidad, desglosando la conectabilidad en endo- y exo-conectabili-
dad, relativizando la práctica de la compatibilidad y contraponiendo convivenciali-
dad con complejidad aparente. La conectabilidad de los objetos software, sin la cual 
la conectabilidad siempre será limitada, es un aspecto emergente de importancia. 
Resulta que caminamos hacia un universo computacional en expansión, en el que 
el computador personal parece va a jugar un papel de primer orden. Depende mu-
cho de que se sigan mejorando niveles de compatibilidad el que sea factible poten-
ciar la exo-conectabilidad sin caer en un bosque inmanejable de interfaces. 
Técnicamente, la evolución de las clases de computadores apunta a una fusión de 
los actuales computadores personales, de los procesadores de texto y de las estacio-
nes de trabajo en una amplísima categoría de máquinas de sobremesa, con su extre-
mo superior mordiendo ya el terreno de los minis de menor potencia. 
La enorme potencia propia de los nuevos computadores personales y su capaci-
dad potencial por interconexión plantean a la industria informática el difícil y claro 
desafío de mejorar la convivencialidad de sus máquinas en varíos órdenes de mag-
nitud. En otras palabras, la expansión del universo computacional no es un problema 
de capacidad, es sobre todo un problema de normalización (compatibilidad) y de 
convivencialidad. En gran parte, lo primero es asunto de intereses económicos y co-
merciales. Lo segundo es, a los niveles en que se va a plantear, prácticamente una 
novedad. 
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En este punto, el libro se abre en un cauce más ancho y menos cristalino. Aban-
donamos los terrenos técnicos, que han sido desarrollados casi siempre en un len-
escueto y denso, profuso en datos y en referencias tal vez duras para muchos 
lectores. Los capítulos pasados se han visto sometidos a un régimen de adelgaza-
miento acorde con su temática propicia a la precisión. La función de un mayor de-
sahogo y sistematización de algunos de sus contenidos se ha encomendado a unos 
anexos aJ final del libro. 
a partir de ahora, las cuestiones abordadas conectan las dimensiones técni-
cas con las dimensiones humanas y sociales: la economía, los negocios, las reaccio-
nes psicológicas, las culturas, la educación, la organización del trabajo en la empre-
sa, las sociedades. Es imposible evitar la subjetividad en la elección y en el trata-
miento de los temas; y, también inevitablemente, se usará un lenguaje más amplio e 
imprecIso. El autor estará mucho más presente y más desvalido, avanzando por un 
terreno multidL'lciplinar y, por momentos, no sabrá si está escribiendo un ensayo 
científico, una novela por entregas o un manual de filosofía informática barata 
Se supone que lo que resulte de este esfuerzo debería estar inspirado por una 
mentalidad científica, aunque en estos momentos de su vida uno no acaba de estar 
muy seguro de en consiste esa mentalidad. Antes de empezar, invocaré en mi 
descargo algunos párrafos de Ernesto quien antes de ser escritor fue fíSIco. 
"La mentalidad de la ciencia opera as!: esta piedra es feldespato, ese feldespato a su 
vez es descompuesto en moléculas, esas moléculas en átomos tales y cuales, De lo 
complejo a lo simple, de la totalidad a las partes. Análisis, descomposición." (. .. ) "Cla-
ro que cuando se trata de piedras o átomos eso marcha, Te hablo de la calamidad 
que significó suponer que el mismo método podía servir para el hombre, Un hombre 
no es una piedra, no se puede descomponer en hígado, ojos, páncreas, metacarpos, 
Es una totalidad, una estructura, donde cada parte no tiene sentido sin el todo, don-
de cada órgano influye sobre los otros y los otros sobre él. Te enfermás del hígado y 
los se te ponen amarillos. ¿Cómo puede haber especialistas en ojos? La ciencia 
escmdió todo," (",) "En realidad sería necesario inventar un arte que mezclara las 
ideas puras con el baile, los alaridos con la geometría, Algo que se reaJizase en un 
recinto hermético y un ritual en que los gestos estuvieran unidos al más 
puro pensamiento, y un discurso filosófico a danzas de guerreros zulúes, Una combi-
nación de Kant con Jerónimo de Picasso con Einstein, de Rilke con Gengis 
Khan" (Sábato, 1984, pp, 200-201), 
Las cosas están muy confusas, Ahora se admite que los científicos operan bajo el 
Impeno intelectual de una ideología, que no otra cosa son en el fondo los paradig-
mas. La Física Atómica, reserva universalmente admitida de lo que se entiende por 
enfoques de la ciencia, acepta con serenidad inmutable conceptos como la antima-
teria, los taquiones y los quark:s, partículas que nadie ha visto nunca, ni siquiera con 
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la espectacular ayuda de los mejores aceleradores de partículas, y que se supone 
constituyen, al menos estas últimas, el componente básico de la materia, En un sor-
prendente ensayo, Koestler reclamaba que sí se da crédito científico a gentes que 
calculan y hablan de cuestiones que ni se entienden ní se ven, no hay motivos para 
negárselo a los estudiosos de la Parapsicología, quienes, a [in de cuentas, hacen lo 
mismo (Koestler, 1972). 
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"Después de años de meditación, ahora tengo 
la seguridad absoluta de que ya puedo dudar 
de todo" 
a. L. Col!) 
L INTRODUCCIÓN 
La economía de la industria de los ordenadores personales se caracteriza por su 
pujanza y su inestabilidad estructural, al menos a los ojos de este profano. La sensa-
ción que a uno le produce el continuo y diario baile de fusiones de empresas; alian-
zas; lanzamientos de productos; retiradas de productos; cambios de propiedad en 
las empresas; súbitos descensos de precio; proliferación de tiendas, revistas y libros 
para el gran público; rumores y desmentidos; alteración de estrategias; cifras de 
mercado contradictorias; planes de expansión; estimaciones de cifra de negocio; 
nombramientos y dimisiones; anuncios de licencias entre empresas; publicidades 
desmesuradas; filibusterismo; intoxicaciones informativas; etc., es la de encontrarse, 
sin quererlo y de noche, en medio de una jungla frondosa donde se baten a muerte 
numerosos contrincantes por la posesión de un gran pastel o territorio. 
No entra en mis intenciones ofender a nadie de este sector, pero la primera apro-
ximación que siempre ha acudido a mi mente como ayuda para entender y codificar 
algo de lo que pasa en el negocio de los computadores personales ha sido la ecolo-
y materias afines, dentro del conjunto de las Ciencias Naturales. Cadenas trófi-
cas, territorios, depredadores y presas, nichos, parasitismo, mimetismo, medio am-
biente, competencia y cooperación, ecosistema, son otros tantos conceptos o temas 
que podrían sernas útiles, ya que cualquier otro aparato técnico o científico clásico 
tiende a mostrarse inexpresivo, lo mismo en el plano de las predicciones que en el 
de las descripciones, ante un fenómeno tan vivo como éste. También la Cibernética, 
que no es precisamente una ciencia clásica, puede ayudamos, aunque finalmente 
acaba uno por descubrir que, incluso tratándose de una materia tan poco espiritual, 
las sutilezas ocultas en este asunto reclamarían para su cabal entendimiento un bien 
combinado concurso de grandes apartados de la ecología, de la cibernética, de la 
psicología y hasta de la metafísica. Pero siempre cabe dudar de que, incluso recu-
rriendo a tantas ayudas científicas, sea posible un entendimiento completo. 
Dice Margalef que la ecología, aunque todavía no puede prescindi,r de prolijas 
descripciones y grandes acopios de datos numéricos, busca regularidades, tendien-
do con ello a una descripción abreviada. "Un ejemplo de regularidad: las áreas ma-
rinas más productivas en peces son aquellas en que se produce más plancton vege-
tal" (Margalef, 1977, p. 89). Creo yo que a esto es a lo que hay que tender, cambian-
do peces por computadores personales, en la investigación e interpretación de la 
vida económica y comercial de los computadores personales: a desgajar regularida-
des, identificando fuerzas, describiendo mecanismos o descubriendo relaciones o 
leyes generales, si por suerte las hubiera. Con este objetivo en la cabeza he cons-
truido el capítulo. 
En primer lugar, comenzaré presentando unas cifras, para situar un poco el volu-
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men y los segmentos principales de este cuyas características actuales, 
muy semejantes a las de un mercado persa, esbozaré a continuación. Más que los 
datos numéricos en sí. sobre los que tengo una confianza muy me intere-
san dos aspectos derivados: el mercado es importante y la variedad de oferta es 
excesiva, 
Desde este punto parto en busca de una explicación coherente a los movi-
mientos y convulsiones de la industria y el mercado de los computadores persona-
cuyas reglas de son todavía confusas. Recorriendo laboriosamente los 
apartados 3, 4, 5 y 6, en el 7 a la insospechada el lector) con-
clusión: la ley cibernética de la variedad requerida, simultáneamente aplicada a 
cuatro clases distintas de variedad (variedad maquinal, variedad varie-
dad áplicacional y variedad servicial) regula el funcionamiento de este mercado, Las 
cosas parecen ocurrir en un mundo infoecológico en el que un papel 
esencial como generadores al mismo tiempo de orden y de ruido los estándares y 
su corolario operativo, las compatibilidades. 
Termino el capítulo con un grupo de consideraciones en las que inevitablemente 
tengo que referirme a casos concretos, Primeramente, presento una comparación 
esc::¡uE)miitlc;a de las dos empresas líderes en el mercado, IBM y Apple, orientada a 
poner de manifiesto, por un lado, dos contrapuestos hoy en pugna en este 
sector informático, y, por otro, las grandes líneas estratégicas por IBM al 
incorporarse al que tienden a confirmar los aspectos del modelo 
de las variedades anteriormente expuesto, 
Reiterativo en la idea de que la informática personal constituye o constituirá un 
continuo con la informática y con las comunicaciones, propongo finalmente al lector 
que amplíe su perspectiva del negocio de la informática con la noción de que éste 
se basa en cinco a saber: la tecnología electrónica, la tecnología de comuni-
ca'::lo,nes, el parque instalado, el poder financiero y la capacidad comercial. Los or-
denadores personales son un apartado de este vasto negocio, 
2. CIFRAS 
La primera y más llamativa característica del mercado de los ordenadores perso-
nales es la abrumadora variedad de su oferta. Es seguro que nadie sabe con exacti-
tud el número de marcas y modelos distintos de computadores personales ~y 
aprovecho para recordarle al lector que no se ha producido consenso sobre qué es 
un computador personal, con lo cual cada enumera un conjunto diferente. He 
leído toda clase de siendo el más espectacular uno debido a las pesquisas 
de la empresa Incorporated existen 645 ordenadores personales diferen-
tes fabricados por 174 empresas (Rodríguez Serrano, 1984), 
2.1. Una variedad inabsorbible 
Desconozco si las cifras anteriores corresponden al año 1983 o al año 1984, como 
tampoco sé ni me si han sido contabilizados todos los modelos producidos 
en el planeta Tierra, incluyendo desde la más pequeña provincia de la isla de Tai-
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wan hasta la última empresa formada por dos amigos en su garaje en el Estado de 
California. Tengo sin embargo la certeza de que cualesquiera que fueran las cifras 
correctas, en el momento de escribir estas lineas se habrán modificado sensible-
mente, por desaparición y surgimiento de modelos y empresas. La cuestión de fon-
do está en que aquellas cifras generan una oferta de decenas de miles de productos 
en sistemas, hardware, software y servicios, que, aun respondiendo, como veremos, 
a una demanda cuantitativamente enorme, constituyen un bosque impenetrable y 
casi surrealista. 
Las leyes de la los principios de la cibernética, el arte de la guerra, los 
fundamentos de la psicología cognitiva y de la composición musical, los YCH"Ol't"l'"'' 
de proverbios populares de todas las culturas y el sentido común, combinados, nos 
señalan que una variedad de tal porte es incontrolable, conduce a la inestabilidad, 
produce un "ruido" difícil de soportar, crea entropía y malestar y ser redu-
cida, cosa que ya se está haciendo. El mercado puede absorber una cierta cantidad 
de productos, según su capacidad económica, pero segrega factores limitativos rela-
cionados con un exceso de variedad (complejidad) de la oferta. 
Microinforme sobre el concepto cibernético de variedad, propuesto por 
W. Ross Ashby 
1. ASHBY 
El concepto de variedad y la ley de la variedad requerida, son constructos teóricos debidos 
al genio del cibernetista inglés W. Ross Ashby. Ashby consideraba su ley como fundamental 
dentro de la teoría general de la regulación (Ashby. 1972, p. 282). 
Existen grandes aficionados a esta ley, entre los que se cuenta el autor de este libro, qUlen, 
por su condición de profesor de Informática y Cibernética, se muestra encantado de recurnr 
siempre que puede a sus herramientas conceptuales de trabajo. Beer, otro cibernetista bntám, 
ca, lleno de santo entusiasmo, opina que, en paralelo con la ley de la gravedad, a la que toma 
por ley dominante en el universo físico, la ley de la variedad sería la ley dominante de los 
sistemas societarios. 
2. VARIEDAD VERSUS OBSERVADOR 
Ashby define la variedad como la propiedad de un conjunto tal como es perClbida por un 
observador del conjunto, sea el observador persona, animal o Es el número de ele· 
mentas del conjunto diferenciables por el observador. Por ejemplo, el coniunto (a, b, a, c, b. c, 
c, a, b, b) posee una variedad de tres, por los elementos a, b y c. Un conjunto puede estar 
formado por cerdos, bacterias, patos u ordenadores personales. 
Es muy importante no olvidarse de que el observador y su poder de discriminación deben 
estar definidos para la variedad quede definida, y esto significa que un mISmo conjunto 
presenta una distinta para cada observador. Es decir, la variedad es una propiedad 
que asocia dos entidades: conjunto y observador. Veamos ahora dos ejemplos tomados delli-
bro de Ashby (Ashby, 1972, p. 172). 
Si consideramos un conjunto formado por las clases de cerdos definidas por la pareja de pro-
piedades "raza" y "sexo", y un granjero puede distinguir 8 razas de cerdos pero no sus sexos, 
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mientras que su esposa es capaz de distinguir los sexos pero no las razas, el equipo humano 
(observador) constituido por el granjero y su mujer pueden distinguir 16 clases distinta'l de cer-
dos. 
Examinemos ahora la variedad que un bacteriólogo, provisto de un determinado arsenal de 
sustancias, es capaz de discriminar sobre un conjunto de bacterias. La capacidad de las bacte-
rias de diferentes especies para metabolizar diferentes sustancias es diferente; por ejemplo, la 
lactosa es destruida por el E. coli pero no por el E. typhi. Supongamos que nuestro bacteriólo-
go dispone de diez sustancias, cada una de las cuales puede ser destruida o no (binario); en tal 
caso, el número máXImo de especies que puede distingUlI es de 1.024 (2 elevado a la décima 
potencia), 
3. VARIEDAD REFERENCIAL 
Pero hay otra cuestión mucho más compleja. Cuando la variedad de un conjunto puede ser 
una información precisa para estudiarlo (1) o controlarlo con algún fin determinado, tropieza el 
observador generalmente con una dificultad, y es que tiene que seleccionar de entre todos los 
posibles atributos de los elementos del conjunto aquéllos que mejor se acomoden a sus objeti-
vos y capacidades discriminatorias, En otras palabras, tiene que defmir un conjunto de 
Esta operación está relacionada con la que Ashby llama "definir un sistema", tarea básica en el 
método c18ntífico. 
Un péndulo real puede contener una infinidad de variables, "no sólo longitud y posición, sino 
también masa, temperatura, conductiVIdad eléctnca, estructura cnstalína, impurezas químicas, 
radiactividad, velocidad, poder de reflexión, resistencIa a la tracción, capas superficiales de 
humedad, contaminaciones bacteriológicas, absorCIón óptica, elasticidad, forma, peso específ¡· 
co, y así sucesivamente" (Ashby, 1972, p, 61). El investigador decide enumerar (y, por tanto 
reconocer) sólo las variables que deben tenerse en cuenta y en el caso concreto del péndulo, 
y por razones que ahora no Importan, se queda con la pareja "desviación angular, velocidad 
angular". En adelante, ése será "el péndulo" en lo referente al objetivo de registrar y estudiar la 
dinámica del péndulo real. 
Resumiendo: 
al Todo observador selecclOna. El observador experto, buen conocedor y bien dotado de 
instrumental tiene mayor capacidad de discriminación y es menos arbitrario que el obser-
vador casual, particularmente si éste es ignorante. El primero percibe una variedad ma-
yor en los conjuntos de su campo de especialidad, porque sus órganos de observación 
aprecian atributos y matices desconocidos o confusos para el segundo, Esto aparecía in-
tuitivamente clarísimo en la entradílla de la parte segunda de este libro cuando mencio-
nábamos el poder discriminatorio de los esquimales y gauchos con respecto a la nieve y 
el pellejo de los bovinos, a lo que podíamos haber añadido la capacidad del campesino 
boliviano para distinguir varias decenas de categorías de papas, 
b) A menudo, alguien formula un criterio para defmir los elementos a discriminar entre un 
conjunto de objetos reales y por tanto la variedad y el correspondiente poder díscrimina-
tono requerido de los observadores potenciales de ese conjunto, Motivos subyacentes 
pueden ser de índole científica, técnica, publicitaria, 0, simplemente, de sentido práctICO: 
estudiar un objeto, controlar un sistema, extraer conclusiones, Conviene no olvidar que 
cualquier selección, practicada con o sin criterio, implica una eliminación de parte de la 
realidad, con lo que no hay para extrañarse SI no se consigue satisfacer plenamente los 
motivos, 
Ejemplos representativos SImultáneamente de las cuestiones a) y b) hay muchísimos. En este 
(1) Operación típica en la mvestlgación de la naturaleza. 
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libro, el capítulo 2, dedicado a seleccionar y analizar los rasgos principales de los computado-
res personales, puede ser considerado uno de ellos. El estudio del comportamiento de deter-
minadas de patos, otro. La variedad de patos para l.ill ciudadano cualquiera es míni-
ma. Pero Konrad Lorenz y cualesquiera otros etólogos que hayan pasado su vida estudiando los 
patos, su morfología y sus conductas, para nuestro asombro no sólo distinguen entre el pato 
real, el pato de Madagascar, el pato rabudo, el pato rabudo chileno, la cerceta común, la cer-
ceta común chilena, la cerceta carretona, el pato silbón, el pato silbón de Chile y otros cuantos 
más, sino que diferencian sus diversos movimientos instintivos desencadenantes o señalizado-
res, "de mucha utilidad para la comparación filogenética de especie a especie y de grupo a 
grupo' (Lorenz, 1985, p. 22). 
Al tiempo, ambos casos nos suministran una idea de cómo la tarea sistematlZadora y divulga-
dora de los mencionados expertos, estableciendo una variedad referencial, pone a disposición 
del resto de los observadores una forma eficiente de ampliación (generalmente) de las varie-
dades respectivas de los computadores personales y de los patos. Aunque, como veremos aho-
ra, las cosas no son tan sencillas, porque la vertiente sístematizadora previa ha operado una 
reducción de la variedad del conjunto inicial. 
4. CONSTRICCIONES 
Muchas veces, los elementos de un conjunto guardan l.illa relación entre sí de tal manera que 
una levísima redefinición hace desaparecer ciertas diferencias poco sustanciales que los sepa-
ran. Así, si tomamos el conjunto de todos los modelos de computadores personales en el mer-
cado y nos sólo en varios de sus parámetros, su variedad puede reducirse considera-
blemente. microprocesador, la arquitectura del sistema, el sistema operativo, la configura-
ción del teclado, la norma de los disquetes y de la pantalla, y alguna cosa más, son atributos 
técnicamente más diferenciadores que el precio, la marca, el de origen, la disposición de 
la ventana para los disquetes, el color y el número de ranuras para tarjetas complementarias. 
Es sólo l.ill pero nos da l.illa medida de hasta qué pl.illto la repetición de atributos 
esenciales como los microprocesadores Z80, 18086, MC68000, o los sistemas operativos CPIM, 
MS-DOS y Unix imponen (constriñen) l.illa variedad práctica menor que la que muestran las 
apariencias. Tanto más cuanto que los que he llamado metafóricamente atnbutos esenciales es-
tán sometidos también a ciertas constricciones, en forma de dependencias y jerarquías, que 
eliminan posibilidades: l.ill sistema operativo está escrito para l.ill grupo concreto y reducido de 
microprocesadores, la longitud de palabra de un microprocesador viene condicionada por la 
tecnología empleada, etc. 
El papel de un observador metódico consiste en analizar y poner de manifiesto las principa-
les constricciones que ligan los atributos de los elementos de un conjunto o los elementos entre 
sí, difuminando detalles poco o nada unportantes, al menos en una primera aproximación. Un 
observador de este tipo funciona como un reductor de variedad (2), si se mide ésta con res-
pecto a la riqueza de matices de la realidad del conjunto. Ahora bien, al fijar los parámetros 
básicos de la variedad referencial y, sobre todo, al divulgar un instrumental de observación ad 
hoc, aquel observador opera asimismo como inductor de un proceso de ampliación de la varie-
dad perceptible por cualquier observador iusuficientemente versado en la materia. 
Un primer factor limitativo es la ignorancia inicial de la mayoría de los ciudadanos 
con respecto a los ordenadores. Los primeros momentos característicos del aprendi-
zaje de toda nueva tecnología enmarcan en este caso un promedio de variedad 
mental informática bastante pequeño de los individuos. 
(2) o de complejidad, porque. para Ashby y otros autores. vanedad es smónimo de complejIdad. 
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En el fondo, de lo que vamos a tratar en este capítulo va a ser de mecanismos 
reductores de la variedad de la oferta de productos y de mecanismos ampliadores 
de la variedad de aplícaciones y de servicios, De todo esto hablaró más adelante, 
pero el lector debe ser advertido de que no vamos a la acepción común 
del término "variedad", sino otra más complicada tomada en préstamo a la Cibernó-
tica (ver micro informe adjunto). Antes, mostraré unas cifras sobre la magnitud del 
cuya importancia nos hará más fácil comprender el que han des-
2.2. Los estudios de mercado anuncian 
un gran mercado 
A lo largo de mi vida profesional de informático he manejado diversos estudios de 
mercado y yo mismo he confeccionado uno de arriba que me 
han vacunado contra la tentación de tomar generalmente demasiado en serio sus re-
de manera que los datos que he recogido en este deberían ser 
considerados atentamente en cuanto a la tendencia que expresan, mas con amplia 
tolerancia en lo cuantitativo. A mi parecer, los estudios de mercado en informática 
dan órdenes de magnitud, no precisión. 
CUADRO 4.1. ALGUNOS VALORES ABSOLUTOS DEL MERCADO DE 
COMPUTADORES PERSONALES (Hazan, 1984) 
Estimaciones conservadoras proyectan ventas de más de 15 millones de siste-
mas computadores personales, entre 1985 y 1989. 
Para los ordenadores personales utilizarán el a 575 millones 
de circuitos RAM. de 256 Kbits (Future Computing 
Cuadro de ventas, respectivamente en millones de unidades y en miles de mi-
llones de dólares en EE.UD. (Future Computing Inc.): 
Unidades 
1984 1982 
Ordenadores personales 
domésticos 2,3 5,0 7,0 1,0 
Ordenadores personales 
de oficina 1,0 1,7 2,7 
por software, en miles de millones de dólares, en 
Ordenadores personales domésticos 
Ordenadores personales de oficina 
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0,8 
1,4 
$ 
1983 1984 
2,7 
6,0 9,4 
1983 y 1989: 
5,8 
8,1 
1989 
6,3 
29,0 
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Algunas de las cifras de los cuadros 4.1. a 4.3 nos dan, pese a ser apenas compa-
rables, un orden de magnitud acerca de la importancia del mercado de computado-
res personales, tanto en valor absoluto -pongamos 18.000 mil millones de dólares 
para 1985 con una tolerancia de un como en valor relativo sobre el mercado 
total de ordenadores -pongamos entre un 30 y un 40% por las mismas fechas y evo-
lucionando en fase de cuarto creciente. 
CUADRO 4.2. PARTICIPACION (3) DE LOS COMPUTADORES 
PERSONALES EN LA INDUSTRIA INFORMATICA 
Participación de los computadores personales en el mercado general de com-
putadores en EE.UD. (lnternational Data Corp., 1984): 
1981 1984 1985 (estimado) 
11 % 31% 35% 
Industria del software en EE.UU. (Computer Age; "New York Times"): 
1983: $6.000 millones (una tercera parte para ordenadores personales). 
1984: $8.000 millones (en esta cantidad ya el software producido para 
ordenadores personales sobrepasa la suma de software produci-
do para computadores grandes y minis). 
CUADRO 4.3. DISTRIBUCIÓN PORCENTUAL DE VENTAS EN TODO EL 
MUNDO DE LOS FABRICANTES ESTADOUNIDENSES, POR CLASES DE 
ORDENADORES. Totales: 1980: 28,67 miles de millones de dólares; 1985: 
63,31. Según International Data Corp., citado en Capron./Williams (1984, 
p. 285) 
Ordenadores grandes ("mainframes") 
Minicomputadores 
Pequeños computadores de oficina 
Procesadores de texto 
Computadores de sobremesa 
1980 
60% 
17% 
11% 
6% 
6% 
1985 
36% 
21% 
13% 
10% 
20% 
Observe el lector que cito textualmente las fuentes, no aventurándome en este 
caso en su interpretación detallada, y me remito al primer capítulo como justificación 
de índole lingüística a mi decisión. Así, por ejemplo, la distribución del cuadro 4.3 
no nos deja muy tranquilos acerca de la situación actual de los computadores perso-
nales, que no figuran explícitamente, con a los computadores de sobreme-
sa, categoría que en el apartado "¿Hacia dónde van los computadores personales?" 
proyectábamos para el final de la década como una superclase englobadora de los 
computadores procesadores de texto y estaciones de trabajo de hoy. 
VC1UILII' y Willíams, de cuyo libro he extraído el cuadro 4.3, toman los datos de la 
(3) Con 
clonal de mforrnátlca, cuya mayor está en los departamentos de 
estos datos se repiten. complementan y anallzan en el capítulo sobre lIllorrnaillca 
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empresa International Data Corp. Las empresas de estudios deberían ponerse de 
acuerdo. Todas son merecedoras de mis respetos, pero no tengo más remedio que 
manifestar mi queja por su escasa predisposición a facilitar mi tarea investigadora, 
como mostrará una vez más el siguiente ejemplo. 
La firma The Yankee Group (Bastan), para distinguir entre computador personal y 
computador de sobremesa, dice que: el primero es un sistema, vendido por menos 
de $ 1.000 (4) (sin impresora), orientado a los consumidores y habitualmente usado 
para entretenimiento, educación y gestión de finanzas personales. El computador de 
sobremesa, según la misma fuente, tiene un precio de venta entre $ 1.000 Y $ 10.500 
(sin impresora) y se emplea sobre todo para aplicaciones empresariales. Está claro 
-podemos concluir- que la diferenciación propuesta por el grupo de Bastan no es 
superponible al cuadro 4.3, confeccionado por sus colegas de me. 
En busca de más luz, echemos mano ahora de otro estudio de la primera de estas 
dos firmas, que en el cuadro 4.4 nos ofrece dos tablas de cifras de ventas y parque 
instalado, desde 1977 a 1987. Por si el lector desea cotejar datos con cifras de cua-
dros anteriores o de cosecha propia, reproduciré a continuación las definiciones que 
International Data Corp. emitió para deslindar ambas tablas. Reconoce como orde-
nadores personales "los micros clásicos y los de uso científico, más todos los ordena-
dores domésticos, comprendiendo los ordenadores de bolsillo y añadiendo los pe-
queños ordenadores de gestión y los terminales inteligentes, pero excluyendo los 
micros multipuesto". Por su parte, los microordenadores son los "micras clásicos y los 
de uso científico, así como la mayor parte de los ordenadores domésticos y los mi-
cros multipuesto" De nuevo se hace patente cómo la claridad, la precisión y la mu-
tua coherencia son la norma rectora de los estudios de mercado. 
Sin embargo, las líneas generales (5) son consistentes: el mercado de las máqui-
nas pequeñas no sólo es el más crecedero, sino que se dispara además en su pro-
porción, con lo cual se disparan todas aquellas actividades económicas relacionadas, 
como red,es, comunicaciones, software, servicios, periferia, suministros, complemen-
tos y microelectrónica. El tirón del software se hace evidente en las cifras de los 
cuadros 4 l y 4.2. 
Lo que no se deduce de los cuadros anteriores es una característica ya esbozada, 
la atomización de la industria, consecuencia lógica inicial de lo nuevo y apetitoso del 
mercado (para empezar, un mercado casi de consumo), unida a un proceso de con-
centración, derivado de las perspectivas consolidadas del futuro de ese mercado y 
de su íntima conexión con mercados preexistentes (informática, comunicaciones y 
electrónica). Es de prever que el resultado de este proceso no hará desaparecer 
completamente la atomización, en cierta manera generada por un mercado multifor-
me, pero la organizará de una forma bien distinta, en lo esencial controlada por un 
número muy reducido de empresas y países. 
Por la naturaleza tan intangible de su actividad, la industria del software se pre-
senta como un caso singular de fragmentación e i'lestabilidad: hay unas 20.000 em-
presas, de las que el 75% tienen menos de 5 años de antigüedad y aproximadamen-
(4) PrecIOs de 1984 . 
. (6) Podrían ~ace~se dlStmciones entre segmentos de mercado, por ejemplo, los de hogar, empresa, cIen-
Cia, y educaclon (vease cuadro 1.16) y estudiar su respecllva evolucIón, pero no va por ahí el objetivo de 
este capitulo. 
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te el 50% constan de una o dos personas (Shindler, 1984). En medio del anecdotismo 
vital de las empresas de este sector, entre 15 y 20 de ellas han adquirido un volu-
men considerable de ventas, sin que se advierta por el momento un líder indiscuti-
ble en ese mercado. 
CUADRO 4.4. MERCADO DE ORDENADORES PERSONALES, respetando 
las dos secciones originales del estudio de I.D.C., que viene dividido en 
"ordenadores personales" y "micro-ordenadores" ("ComputerWorldl 
España", 28 marzo 1984) 
MERCADO DE LOS ORDENADORES PERSONALES (EN EL MUNDO) 
Año Entregas Par9:!:!e instalado Valor de las entregas Valor par9:!:!e 
en unidades en millones de dólares 
1977 51.000 215.000 296 20.000 
1978 178.000 343.000 769 28.000 
1979 289.000 682.000 1.072 38.000 
1980 442.000 1.124.000 1.983 58.000 
1981 853.000 1.977.000 3.043 88.000 
1982 3.786.000 5.763.000 5.391 143.000 
1983 6.535.000 12.928.000 9.766 241.000 
1984 11.161.000 24.089.000 14.967 390.000 
1985 14.871.000 39.070.000 18.934 580.000 
1986 19.038.000 57.998.000 21. 931 809.000 
1987 23.528.000 81.526.000 27.167 1.081.000 
MERCADO DE LOS MICRO-ORDENADORES (EN EL MUNDO) 
1977 34.000 50.000 244 5.000 
1978 62.000 212.000 562 11.000 
1979 276.000 488.000 1.036 20.000 
1980 455.000 943.000 1.809 37.000 
1981 827.000 1. 770.000 2.948 68.000 
1982 3.275.000 5.045.000 5.230 119.000 
1983 6.565.000 11.610.000 9.650 215.000 
1984 10.489.000 22.099.000 14.943 365.000 
1985 14.026.000 36.125.000 18.706 553.000 
1986 17.881.000 54.006.000 22.273 775.000 
1987 22.020.000 76.026.000 25.953 1.035.000 
Muchas de las 174 compañías fabricantes de computadores personales detentan 
un porcentaje "infinitesimal" del mercado. Para hacernos una idea, en 1983 los quin-
ce primeros fabricantes estadounidenses se clasificaron por sus cifras de venta en el 
siguiente orden, de mayor a menor (posiciones que no se mantuvieron en 1984, di-
cho sea de paso): 
IBM, Apple, Tandy, Commodore, Hewlett-Packard, Texas Instruments, Atari, Digi-
tal Equipment, Convergent, Victor, Zenith, Compaq, Kaypro, Televideo, Altos. 
Lo más significativo es que los cinco últimos, con cifras muy parecidas, están en 
una relación de 1 a 15 con respecto al primero (Hazan, 1984). Igualmente significati-
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va resulta que el conjunto de las seis primeras empresas casi quintuplicaba las ven-
tas del conjunto formado por las nueve restantes, circunstancia que nos habla de de-
sequilibrio de fuerzas, y profundizando, de relaciones de dominio/dependencia, sim-
biosis, parasitismo, y otras formas de lucha por la vida. El índice de mortalidad va a 
ser notable y, también, dado el evidente engrandecimiento del pastel del mercado 
por la parte de la informática pequeña y personal, el juego de las grandes empresas 
constructoras de computadores tiende a ser crucial. Paradigmas de esta guerra son 
la fulgurante penetración de IBM en el mercado de los computadores personales 
hasta encaramarse al podio de vencedor en sólo dos años y su actual guerra con la 
empresa Apple, 
2.3. Empresas y bloques politicoeconómicos 
Dentro de unos años podrá elaborarse una relación de constructores de computa-
dores sin distinguir qué tipos de computadores fabriquen, simplemente ordenada 
por su participación en el mercado, ¿Tendrá una forma parecida al cuadro 4,5? 
CUADRO 4.5. PREDICCIÓN DE LA FIRMA SALOMON BROTHERS INC. 
ACERCA DE LAS DIEZ EMPRESAS FABRICANTES DE ORDENADORES 
MAs IMPORTANTES PARA 1990. Incluye bajo el rótulo Japan Inc. las 
compañías japonesas de alta tecnología. (Citada en Capron/Williams, 
1984, p. 276) 
L IBM 
2, Digital Equipment Corp. 
3, Storage Technology Corp, 
4, Wang Laboratories lnc, 
5, Hewlett-Packard Co, 
6, Control Data Corp. 
7 Burroughs Corp, 
8, Electronic Data Systems Corp. 
9, AT&T 
lO. Japan lne. 
Desconozco el modelo que ha conducido a la empresa de los hermanos Salomon a 
tan atrevida predicción (6) para el año 1990, ya que, a mi entender, son muchísimos 
los factores intervinientes y reducido el número actual de certidumbres, Una de 
ellas, y tal vez la más notoria, es que IBM ocupará el primer lugar, 
(6) Entre otros eventos pueden alterar senamente el cumpllrmento de tales predICCIones, no es POSl-
ble soslayar la eVldencIa actual (1985) reestructuraCIón de Stordge Technology, tras su declarada qUIe-
bra, aceptando para este año una reducclón de sus mgresos en unos $200 mulones ("El PenódIco Informát¡-
ca", 8-10-1985, p, 8), Esta empresa, que, 13 años después de su fundaCIón, había llegado a unos ingresos de 
$1.000 mIllones trabajando el mercado PCM (Plug-Compatíble Market: mercado de matenales compatíbles 
con IBM), ha entrado en bancarrota báSIcamente por la "preslón competlllva de IBM" (véase también más 
adelante extracto 4 en cuadro 4,9a) (Munha et al, 1985, pp. 38-39), Tampoco la empresa Saloman podía 
haber prevlsto la unión Burroughs con Sperry en 1986 para formar el nuevo grupo de mformátlca, al que, 
tras un concurso los propIOS empleados, se le ha llamado Umsys el consorClO formado por Honeywell, 
Bull y N,E,e. y no ha hecho, por su parte, más que empezar su nueva carrera. 
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En la relación del cuadro 4.5 figuran tres empresas, que ya figuraran entre las diez 
primeras empresas estadounidenses de computadores personales de 1984, y surge 
AT&T, el desmembrado gigante de las telecomunicaciones, que ingresó oficialmen-
te en el club de proveedores de computadores en 1984. A las empresas japonesas 
se les asigna un modesto décimo lugar y no aparece ninguna industria europea. 
Estos últimos datos nos llevan a subrayar brevemente cómo entre los factores a 
tomar en cuenta están las decisiones políticas y económicas de los bloques y no sólo 
de las empresas. Por estos días se está jugando fuerte en este terreno, Los tres 
grandes bloques político-económicos afilan sus armas para afirmar o mejorar sus po-
siciones en el dominio de las tecnologías de la información, 
EE.UU. y Japón se destacan en cabeza: la primera, con su clásica estructura libe-
ral de empresas en un mercado de feroz competencia interna y externa; la segunda, 
con un disciplinado esfuerzo mixto orientado por la Administración y ejecutado por 
las mayores de sus empresas, como ya vimos en el capítulo 3. Es notorio que en 
determinados ambientes estadounidenses la forma tan compacta del ataque japonés 
ha suscitado el razonable temor a verse desbordados, lo que ha tenido por conse-
cuencia la necesidad de agrupar esfuerzos empresariales en cooperativas de 1+ D 
(investigación y desarrollo), a las que me he referido también anteriormente. 
En Europa, tradicionalmente dividida, los gastos en investigación no son menores 
que en Japón o EEUU Los países de las Comunidades Económicas Europeas (CEE) 
gastan el doble que el Japón; Europa Occidental tiene el mismo número de investi-
gadores que los EE,UU. ("El País", 17-7-1985), pero 8 de cada 10 computadores per-
sonales vendidos en la CEE proceden de los Estados Unidos; sólo una empresa eu-
ropea, Philips, se alineaba entre las diez primeras suministradoras de semiconducto-
res en 1982, El cuadro 4.6, referido a un sector estratégico de tecnología, nos da un 
reflejo de una parte de la situación relativa de los tres bloques (representando a Eu-
ropa por sus Comunidades Económicas) de cara a los mercados de las tecnologías 
de la información. Los líderes políticos de la Europa Comunitaria han fijado la etiolo-
gía de su retraso con este diagnóstico: "falta mercado interno", y recomendado el 
siguiente tratamiento: "hay que constituir la eurocomunidad tecnológica para compe-
tir por los mercados mundiales", Recientes (1985) éxitos exportadores de Europa en 
el área de los productos electrónicos, del mismo orden de magnitud que los volúme-
nes equivalentes de EE.UU y Japón, yen el de los servicios informáticos, han dado 
pie a una cálida brisa de "europtimismo" Ca mi juicio, intransferible por el momento 
al terreno concreto de los ordenadores personales). 
CUADRO -4.6. DISTRIBUCIÓN DEL MERCADO MUNDIAL DE CIRCUITOS 
INTÉGRADOS, según Instituto de Investigación Nomura, citada en 
Merritt (1984) 
1982 1986 
C.E.E, 17% 16% 
EE,UU 60% 48% 
Japón 30% 35% 
Otros 3% 2% 
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En efecto, la lucha por los mercados se libra en un ámbito mundial. Los conten-
dientes son las empresas, pero encuadradas política y económicamente en un siste-
ma, por otra parte muy interpenetrado, de bloques. 
En lo que resta de capítulo sólo me ocuparé de empresas, únicas entidades "eco-
lógicas" en este asunto y, por lo me centraré en aquellas más significativas al 
objeto del libro. Este subapartado me ha servido exclusivamente para trazar un rápi-
do bosquejo de cuál es en realidad el teatro general de las operaciones. 
3. RUDIMENTOS DE INFOECOLOoíA 
He leído varias diatribas venenosamente dirigidas a demostrar el estancamiento 
de las Ciencias Sociales y su incapacidad instrumental frente a los fenómenos de las 
sociedades actuales. Por su preponderante influencia en la actividad humana, la 
Economía en particular ha recibido palos desde muchos ángulos, poniéndose en en-
tredicho su estatus científico, en la medida en que distintos modelos, escue-
las, o como quiera o deba llamárselos, han naufragado uno tras otro ante la cruda (y 
compleja) realidad. 
Quisiera destacar dos comentarios oídos a este respecto. El de ellos pre-
tende que la economía debería formar parte de la ecología o incorporar al menos 
sus postulados, no me acuerdo bien, aunque la doble idea ~creo- es que no de-
ben desarrollarse procesos económicos de espaldas a la naturaleza y además que 
éstos harían bien en modelarse en forma similar a los procesos naturales. Asimismo, 
hace poco tiempo, un profesor universitario expresaba su convicción de que la Eco-
nomía debería reconstruirse lo antes posible para incorporar a sus formulaciones 
factor tan significativo como las tecnologías de la información. 
Interpretando con ello que el campo está abierto a la innovación teórica, vaya ver 
si ligo -aunque no sea más que por alterar el monótono enfoque habitual del 
tema- mercados, ordenadores personales y ecología. 
3.1. Mercado, igual a energía, ecosistema y biomasa 
La frase "falta mercado interno" me produce la misma resonancia mental que "falta 
y, si se ese significado es el que quiere dársele ~no hay más que 
ver los cuadros del apartado sustituyendo "oxígeno" por "dinero", materia 
inmaterial que moviliza las economías. También podemos sustituir "dinero" por 
"energía" y nos encontraremos en plena analogía ecológica, en donde unas especies 
producen para otras a lo largo de complejas cadenas alimentarias, desde las 
plantas (los usuarios o clientes), que son los productores primarios de energía (dine-
ro), hasta los últimos depredadores. 
Observo que al término "mercado" se le dan en otras ocasiones implícitamente los 
sentidos de "biomasa" y de "ecosistema", este último entendido una veces como lu-
gar o región, lo mismo que la superficie terrestre, según el tipo de vegetación, se 
considera dividida en diez grandes regiones, entre las cuales, por ejemplo, la selva 
tropical, donde son raras las grandes especies de animales y hay por el contrario 
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muchos pequeños, por la disponibilidad de una gran cantidad de energía; otras ve-
ces, entendido como conjunto seleccionado de en una parte de alguna ca-
dena trófica. En el negocio informático, se habla del mercado español (la sabana 
frente a la selva tropical), del mercado del ordenador del mercado de 
enchufables, del mercado de compatibles IBM, etc. se descubre 
que todos estos mercados o ecosistemas, con sus características específicas y dife-
''-''''''"''''''"'', están conectados y forman, o formarán, un solo ecosistema: el mercado 
mundial. 
Un ecosistema está formado por la biocenosís (conjunto de organismos) y el bioto-
po ambiental). Con frecuencia, la referencia humana al mercado adquiere el 
sentido de "bíomasa", que viene a significar cantidad de y cantidad de in-
dividuos en las especies que forman un ecosistema. Transfiriendo conceptos del 
campo al mercantil, "biomasa" se asemeja a "volumen de mercado", cuyos 
correlatos son vida (energía) y explotación. Sumergidos por un momento en estas 
"U ""'V'>!lU.", las mayores de mercadeo (marketing) de las empresas más exito-
sas no encontrarán disonancia alguna y sí gran paralelismo con sus propios plantea-
mientos en enunciados tan puramente ecológicos como el la relación peso 
de las animales a peso de las plantas es menos desfavorable para los primeros en 
situaciones en que una población de animales mantiene bajo explotación 
intensa a la Es como en los pastos, donde el impide la sustitu-
ción de la hierba por una vegetación más alta y además mantiene a la vegetación 
con una tasa de renovación relativamente alta (Margalef, 1977, p. 147). 
3.2. Infosfera contra biosfera 
No carece de lógica que se den estos tres sentidos al término "mercado" -ener-
gía, ecosistema y biomasa-, puesto que son conceptos íntimamente relacionados, 
aun cuando diferenciados. El discurso mercantil elude 
supongo que por pudor, la semántica ecológica, que de vez en cuando aflora incons-
como podría demostrarse a través de un surtido de frases recogidas 
por este autor. Este discurso se negaría a aceptar, salvo como curiosidad didáctica 
-y haría porque la finalidad de todo símil es casi siempre que la 
industria de la informática personal y por extensión la industria de las de 
la información fueran interpretadas por un enfoque crudamente Sería ine-
lc\.¡altlC, y, en no completamente apropiado, porque en ese ámbito nadie 
devora a nadie en el sentido material de la palabra, esto que bien claro. 
1JL111H:av que hay que imaginarse es que estamos en un mundo distinto al natu-
ral, que, si bien por un lado impone limitaciones al lo potencia 
también en nuevas e inexploradas combinaciones. El mundo que estamos analizando 
es un mundo cuyas actividades y procesos, su metabolismo social en una palabra, 
están regidos y dinamízados por esa suerte polimórfíca de energía que es la informa-
ción. A mundo tal, alguien lo ha llamado ínfosfera, por contraste con la don-
de tienen realmente los procesos ecológicos. 
Así, nos vemos abocados a la infoecología, nueva "ciencia" por subsidia-
rla de la de la cibernética (comunicación y control en seres vivos y máqui-
nas; arte de arte de hacer eficaz la acción) y de otros entre los 
que supongo posicionado en preeminente lugar al saber económico, cuyos senderos 
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para mí crasamente ignorados no puedo permitirme transitar sin avisar por anticipa-
do de mi torpeza, 
A semejanza de las plantas, que captan la energía solar y la procesan, los usuarios 
de computadores personales procesan información por medio de una tecnología que 
obtienen de otras especies (empresas u otros colectivos organizados) a cambio de 
dinero. La energía que recorre el infoecosistema es dinero, que, como se dijo antes, 
pasa de unas especies a otras. Teóricamente, podría dibujarse un diagrama de las 
relaciones "energéticas" entre especies, representativas de las diversas transaccio-
nes oficiadas con las tecnologías y servicios involucrados, Por simplificar, identifica-
remos generalmente una tecnología con la especie que la proporciona. 
Las relaciones ecológicas son muy complejas en toda circunstancia y más aún 
cuando el ecosistema es muy rico, Por tal causa, dentro de la ecología creo yo que 
representa una abusiva simplificación hablar de especies dominantes, cuando el 
equilibrio de un ecosistema es el fruto milagroso de tantas interdependencias. Aquí, 
la infoecología se separa también de la ecología, admitiendo la existencia de espe-
cies netamente dominantes en un infoecosistema o mercado, e ipso facto la propen-
sión a la inestabilidad (convulsiones, crisis, insatisfacción ... ). 
3.3. Infoecosistemas y especies dominantes 
La misma variedad de clases de información y de procesos posibles indica ya la 
diversidad potencial de colectivos (especies) de usuarios y de mercados, potencia-
da por un factor multiplicador si introducimos considerando s geográficos, culturales, 
económicos, etc, Una especie dominante de un infoecosistema, lógicamente depre-
dadora, se alimenta de la energía de los individuos-plantas directamente o a través 
de una cadena de especies intermediarias (7), 
Pero los infoecosistemas, igual que los ecosistemas, se conectan unos con otros, 
con otra nueva diferencia, consistente en que en los primeros la comunicación y la 
jerarquización son mucho mayores, Veamos por qué. 
Se ha dicho hace un momento que las clases de información y de procesos distin-
guen e identifican a las especies consumidoras de tecnología y productoras de dine-
ro. Ahora hay que añadir que cada individuo de una especie puede evolutivamente 
pertenecer a varias especies distintas por consumir ordenadores personales, video-
text, bases de datos, telecompra, etc., situación indicativa de una complejificación 
del infoecosistema, derivada del hecho de que todos los procesos de información 
están o pueden estar relacionados (8). Asintóticamente, se tiende a un único y mun-
dial infoecosistema, formado por muchos y diferentes infoecosistemas cuyas cadenas 
tróficas estén conectadas por algún punto, 
En tal hipotética situación, cabe imaginar la escalada al dominio del infoecosiste-
(7) Así es como una especIe llamada IBM, de la que más adelante trataré con algún pormenor, compuesta 
sólo por unos 365,000 individuos, ostenta el mmnmo poder mformático, habiendo tejIdo una capilaridad de 
alcance umversal. 
(8) El mayor auge del mfoecoslstema se alcanza en las socIedades que conSIguen el estadIo evolullvo de-
nominado "socIedad de información", A propóSIto de las oportumdades educatIvas del computador personal, 
dedIcaré en el capítulo 7 un apartado a descnbir determmados rasgos de las socIedades de mformaclón. 
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ma de un número reducido de especies o, en un extremo casi alucinante, de una 
sola: varias candidatas, Las cifras y cuadros comparativos del apartado anterior 
apenas dejan lugar a dudas sobre las intenciones de empresas y bloques político-
económicos acerca de "sus" mercados y del mercado-infoecosístema mundiaL A ma-
nera de complemento sociológico, contamos con documentos suficientemente fiables 
que nos describen las interioridades de una lucha sorda y sin cuartel por el poder 
tecnológico, una pugna sofisticadamente salvaje en la que, entre otras armas (9), el 
espionaje industrial constituye elemento cotidiano (Hanson, 1982), (Feigenbaum, 
1984), (Laurent, 1985). 
4, JUEGO ESTA SERVIDO, AUNQUE 
DESCONOCEN SUS REGLAS 
Hemos quedado en que en un tiempo récord ha surgido un gran mercado, cuya 
prevista opulencia y conexión con otros mercados de tecnología de la información 
anteriores y futuros han movilizado o están movilizando a las grandes empresas de 
informática, electrónica y telecomunicaciones y a los bloques político-económicos a 
ocupar sus puestos de combate: el mercado del computador personal 
el amplio sentido que aquí le estamos dando al concepto de ordenador personal). 
Simultáneamente, miles de empresas pequeñas han proliferado para aprovechar, es-
timular o inventar las necesidades o los deseos de millones de usuarios, en su in-
mensa mayoría neófitos en la materia e incapaces por consiguiente de valorar la 
desbordada variedad de la oferta. El acoplamiento de esas decenas, millares y mi-
llones de entidades es una aventura apasionante, formada por miles y millones de 
pequeñas o grandes aventuras en un territorio virtualmente inexplorado, 
Todo el mundo está intentando aprender sobre la marcha cómo funciona este jue-
go. ¿Qué hay que hacer para A mi entender, el proceso de descubrir (diría-
se sentar) las reglas se más a una infoecológica que a otra 
cosa, 
Por el momento, vistas las cosas desde afuera, se tiene la impresión de que los 
que están en el interior de esta olla de grillos se agitan en medio de graves 
jidades y apenas protegidos por pocas y demasiado certidumbres (10), 
Los resultados de tanta agitación, expresados como los voy a expresar yo, son fruto 
de una observación de tipo termodinámico, es decir, de una observación externa y 
méiCrOS(::;óIJ1Ca, y por ello nos dirán qué sucede y la forma general de cómo suceden 
las cosas, pero no el cómo operativo ni el cuánto ni el porqué. 
Resumamos la situación. Circunstancialmente, se han delimitado algunos tipos y 
estratos de mercado. Se sabe que los mercados más numerosos son muy sensibles a 
los de los productos, que la movilidad de empresas es vertiginosa, que las 
estimaciones de ventas fallan tantas veces como aciertan, que las permutaciones 
anuales de las empresas en las listas de cifra de ventas parecen confeccionarse ti-
llegan a operaciones de tecnotráfico mejor organizadas que las de las películas políciacas, ha-
aquello de que la realidad supera al arte (Laurent, 1985), 
(10) Nada de extrañarse, puesto que. como nos ha explicado el economista Galbraith estamos en la 
era de la (Galbraith, 1977). ' 
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randa a los dados, que fracasos sin paliativos de ciertos productos (ll) se producen 
en riguroso paralelismo con los más brillantes éxitos de otros parecidos. Es patente 
que la economía sumergida y pirata alcanza cotas alarmantes de abuso y picaresca 
en la venta de software y de servicios, mientras que en el plano informá-
tico se mezclan intoxicación y solvencia profesional, en proporciones diversas según 
los países y sectores, con un auténtico batiburrillo de anuncios, ofertas, revistas, pu-
blicidad y libros (12). Da la sensación de un enorme zoco tecnológico, lleno de "rui-
do", en el que los comerciantes ofrecen unas mercancias nuevas y extrañas, dispu-
tándose la clientela, junto a ladronzuelos y timadores, como en un mercado persa. 
Todo lo cual provoca entre las que la que nadie conoce bien es la que 
puede esperarse del variado público ante este estado de cosas, (El próximo capítulo 
describirá algunos aspectos de comportamientos humanos y culturas informáticas.) 
Analizando sus pasadas experiencias, los mercaderes importantes refinan sus pre-
visiones y sus sistemas de fabricación, distribución y mercadeo, y si proceden de la 
informática tradicional buscan desesperadamente adaptarse copiando estrategias o 
tanteando otras adecuadas para este mercado de consumo que nunca había sido su 
territorio, 
Lógicamente, el juego se desarrolla con altibajos, que también son percibidos 
desde fuera, lo mismo que se percibe el traslado de los focos de agitación de unos 
puntos a otros de la olla. Tal como está actualmente (1985-1986) el mercado, la mayo-
ría de sus habítantes lo perciben como un gigantesco de "ruido". 
Microdosier: selección de extractos publicados de opiniones y datos, a 
modo de reflejo del estado de la industria y del mercado de informática 
general 
Redefinición de los mercados y lucha por el poder al más alto nivel: 
"La American Telephone and conocida por millones de personas como la AT&T, 
Mamá Bell o, simplemente. la Telefónica, dentro de unos pocos años 
como uno de los principales vendedores -tal vez "el" principal vendedor- de sistemas de 
ordenadores personales para el hogar y la oficina. Este hecho mismo exige una total redefiru-
ción del mercado del ordenador personal, y mientras crece la ansiedad de las corporaciones 
por apoderarse de tan lucrativo mercado, la participación sin precedentes de mamá Bell afecta 
directamente la suerte de las compañías electrónicas, desde la IBM hasta ¡ntel y Apple, y la de 
los productos para el consumo los servicios que éstas ofrecen. Ha comenzado una titánica 
lucha de poder sobre el tráfico la infonnación digital, es decir, sobre todos los detalles de 
funcionamiento de la red electrónica. Pocas cosas en el paisaje industrial, doméstico o interna-
cional, permanecerán sin cambios cuando la batalla haya terminado" (Hanson, 1984, p. 185), 
(11) Que a más de uno le habrá traído el recuerdo del desastre económiCO que para muchas empresas de 
semIconductores supuso, a medIados de los setenta, entrar en el mercado de consumo de los relojes diglta, 
les. 
(12) El mercado de formaCión, comumcaclón y mantenImIento es otro buen pastel y proPl' 
dador de negocios en proporción a la mgenUldad bisoñez de los sectores de clientela 
y a la falta de de los mercaderes. Un ejemplo de perfectamente honesta y 
que busca una neceSidad parecida a la que Slenten cuando llevan a sus 
televisores y tocatas es la cHIllca de ordenadores personales, Al parecer, los usuanos estidounlijerlSes 
gastaron el año 1984 por este concepto $B23millones y se prevé que tal cuenta ascenderá para 
rOlles de mlllones (Ramírez, 1985), 
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Cientos de modelos de computadores personales, miles de empresas. decenas de miles 
de productos, millones de usuarios: 
"La industria del proceso de información basado en micras está compuesta por míles de 
compañías independientes y orientadas empresarialmente, estratificadas por niveles de inte-
gración y segmentación por la función del producto -sea éste microprocesador, memona, dis-
quete, monitor o teclado" (Bell, 1984, p, 19) (Véase también cuadro 4.7). 
"Estimamos que a diario se anuncian aproximadamente 10 nuevos productos para el PC de 
IBM, entre IBM y los vendedores independientes. IBM ha estimado que hacia mediados de 
1983 2,500 empresas ofertaban más de 3.000 productos hardware y software para el PC, mien-
tras que a mediados de 1982 eran unos 1.250, esperándose que, para finales de 1984, el número 
habrá ascendido, a 6,000" (Gens, 1983, p, 138), 
"De las más de cien que producen estaciones de trabajo, se espera que sobrevi-
van menos de 10, Cabe hacer una propuesta similar referente al mercado de computadores 
personales" (Bell, 1984, p. 24), Nota: se refiere a empresas fabricantes de sistemas 
- Unos ganan y otros pierden (o desaparecen, tal vez "devorados") y casi nadie está seguro, 
Todos buscan el secreto del juego: 
"1984 fue para muchos fabricantes de ordenadores personales el peor, Para IBM y Apple fue 
el mejor. IBM mejoró sus ganancias globales un 17% durante el cuarto trimestre, el mejor regis-
tro jamás conseguido, 
Apple reconoció que la clave de su futuro está en romper el control de IBM en el mercado 
empresarial. Para ello, anunció una nueva línea de sistemas de oficina en torno al Macintosh, la 
Macintosh Office. También, elementos que per.rnitirán a los usuarios del Mac conectarse en una 
red del ordenador personal de IBM. Según Future Computing, "IBM ha aumentado su partIcIpa-
ción en el mercado del ordenador personal de oficina desde un 18% en 1982 hasta el 40% du-
rante 1984, La participación de Apple en este segmento ha caído desde el 22 al 11 %" ("El Pe-
riódico Informático", Madrid, 21-2-1985, p, 13). 
"En el sector de micro-ordenadores profesionales, el año 1983 ha quedado señalado por la 
retirada de uno de los líderes del mercado: Texas Instruments (23% del mercado en EE.UU. y 
alrededor del 10% en Europa). Algunos han querido ver en este hecho un reconocimiento de la 
inexistencia y aun hasta de la desaparición de este mercado. Es ir un poco lejos. La moraleja 
de esta histona podría. anunciarse así: "Aunque se sea uno de los primeros, no se pueden acu-
mular errores sin pagar su Texas se ha retirado, porque su posición era insostenible 
económica, política y (Laur, 1984). 
"Las pérdidas de 500 millones de dólares (sic) de Texas Instruments en el mercado del home 
computer, que forzó su salida del mismo; los problemas de Atari, Osborne; las dificultades de 
Apple, Victor, Fortune y muchas otras menos conocidas son ejemplos de este síntoma de satu-
ración de oferta, Otro síntoma ser igualmente la dificultad que las compañías japonesas 
están teniendo para alcanzar una cuota de mercado de cierta relevancia. Ello es debido a que 
la competencia desatada en Estados Unidos está obligando a producir a las compañías amen-
canas a costos japoneses, lo que está impidiendo que Japón pueda contribuir con su ya conoci-
do y temido factor diferencia dar en costo". (Rodríguez Serrano, 1984, p. 55), 
"Xerox esperaba conseguír vender 100,000 máquinas (modelo 820) a lo largo de su segundo 
año; parece ser que no ha logrado realizar estas ventas ni siquiera en casi 4 años" (. .. ) "Xerox 
siempre tuvo un gran problema con la distribución, comercialización y de estos 
productos. Nunca llegó a entender cómo vender sus máquinas a los detallistas, o in-
cluso sus propios canales de comercialización" (.,,) "La pobre muestra de Xerox en el mercado 
de los ordenadores personales es algo confusa, considerando que establece el Centro inde-
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obr,,,,,.,;"'" Xerox de Palo Alto, a partir de cuyas líneas tecnológicas emergie-
Lisa de Apple" 1985), 
"¿Futuro del mercado de la informática profesional en España?: a) Las grandes compañías de 
informática tipo IBM, Hewletl-Packard, Olivettl se "comerán" a las pequeñas; b) Ninguna com-
pañía está segura en el mercado; c) Se necesitan empresas de software locales para madurar 
el mercado" (Rodríguez Serrano, 1984, p 57), 
Titulares bélicos o, corno mínimo, pugilístIcos de artículos sobre el mercado de las compu-
tadoras personales: 
'B Word aguijonea a Macintosh" "IBM lucha por mejorar el DOS", "La red PC de IBM: la 
batalla comienza", "Los pesos pesados del software se vapulean". "La guerra de las bases de 
datos se desarrollan en muchos frentes ... " "AT&T hace saltar a IBM con el Unix PC". (Compu-
terWorldlEspaña, 1985, n,O 179, especial dedicado a ordenadores personales, 37-1985), 
"Apple bites back" C .. ) "IBM wants to us off the face oí the earth", says Apple Compu-
ter's co-founder and chairman, Steve Jobs, . "Los "tiburones" a la informática" ("El Pe-
nódico Informático", 28-3-1985), "Steve Jobs is the new will help win the holy 
war against IBM" (Rogers, 1984, p, 38), "Next round the micro operating battle" (Dembo, 1984, 
p, 35), "Sanyo 555, l'offensive (Vanryb, 1984, p. 82). 
Claslficaciones del mercado de computadores personales: 
(We¡] , 1982, cap. X): a) empresas muy pequeñas, b) profesionales y ejecutivos medios; c) 
mercado de consumo (hogar, estudiantes, aftclonados). 
(Laur, 1984, p, 24): a) ITllCIOS [amillares o domésttcos, de precio medio infenor a $1.000 en EE, 
OO., b) ordenadores personales profesionales; c) micro-ordenadores multipuesto de gama alta, 
que se confunden con la categoría de miniordenadores, 
(Cupta, 1984, véase primer capítulo): a) hogar; b) empresa; c) cienCIa; d) educación. 
(l,amond, 1984, véase segundo capítulo): a) computadores caseros; b) computadores caseros! 
profesionales con micros de 8 bits; c) computadores monopuesto con micros de 16 bíts y MS-
DOS o CP/M 86; d) computadores multipuesto con sistema operativo tipo MP/M o Unix, 
Piratería: 
"Hay expertos que estiman que de cada vendido de un paquete conocido de soft-
ware para computadores personales se hacen veinte copias piratas" (13) (citado en Palao, 
1984). 
"Desde finales de los años 70, Inte] Corp, pleitea con al menos tres compañías japonesas que 
hicieron copias precisas de su microprocesador 8086 de 16 bits. Y la memoria MK 4116 de 16K 
de Mostek Corp, ha sido copiada por no menos de 15 empresas diferentes" (McCoy, 1985, p. 
74). 
(13) La cosa no va de broma y por eso preocupa a los de software, ven amenazados sus 
cálculos econórmcos y a menudo sus mverSlOnes. se han vanas técmcas de 
proteCCIón, éstas han encontrado la horma de su en el magotable mgenio de los buca-
neros de la mformática, por lo que en esta de a ver puede más. los contrabucaneros pro po· 
ahora mcorporar en la mismíSIma estructura los mIcroprocesadores capaCIdades deSCIfradoras (A1~ 
al., 1985). 
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LJibros: 
"En 1982, existen en Estados Unidos 170 editoriales que publican durante 
ese año 1.268 títulos informática personal" (.,,) "De a 1984, el volumen de ventas y el 
número de novedades de micreinformática se cuadruplioan, a este sector a la mayo-
ría de las grandes editoriales de libres de caráoter general" ( ... ) editoriales oon mayor vo-
lumen de durante estos dos años (1982, 1983) son: Prentice-Hall: 119, 294; 
84, 103; John Wiley & Sons: 49, 72; Howard & Sams: 35, 70, En 1983, aparecen en 
editorial, Microsoft y Ashton Tate, dos de las empresas más importan-
tes del mundo software para ordenadores personales" (. .. ) "En 1985, muchas edItoriales im-
portantes de Inglaterra y EE,UU, han reducido el número de títulos a editar ante la avalancha y 
la cierta saturaoión de libros que hay en el mercado, centrándose en libros de gran calidad .. " 
( ... ) En un país como ahora -desde 1982- en su etapa de alfabetización in-
formática, el nos da un idea de cómo anda asunto de los libros: "En el boletín 
"Don Libro" de diciembre del 84 hay unos 670 títulos y más de la mitad en castellano" (Rodrí-
guez, 1985, p. 9), 
6. ARTILUGIOS TÉCNICOS PARA LA DEFENSA 
Y EL ATAQUE 
La feroz entre especies predadoras y los resultados que 
de la misma traslucír las fichas del microdosier adjunto conducen el pensa-
miento a interesarse por las estrategias, tácticas y otros esquemas de combate em-
pleados en el de la olla, pero también por las armas o instrumentos de guerra 
involucrados en la bien para invadir o conservar un bien para some-
ter una cooperar con otra especie en labores de mutuo beneficio o arrojar 
a una tercera de un determinado nicho. 
Aunque hay armas de varios tipos, incluyendo el político y sobre todo el financie-
ro, en este apartado vaya referírme sólo a algunas armas del que a la 
vez constituyen arma y estrategia. Son, a saber, la janificación, la microclonización, la 
"main"-conectabilización y la compatibilización, consideradas como sendas for-
mas de defensa y (según quién y cómo las emplee), 
5.1. Computadores personales hifrontes 
Salvo alusiones o complementarios, estas cuatro clases de técnicas las 
consideraré solamente en relación con el computador personal (a lo máximo, con 
su(s) procesador(es)) en tanto que sistema, y no con sus partes, y demás adi-
tamentos, aunque éstos inevitablemente se vean implicados. 
Supongo que todo el mundo recuerda que Jano era una deidad romana represen-
tada por dos una mirando a un lado y la otra, al otro, se supone que consi-
derando el pasado y oteando el futuro. Pues esta estrategia de mírar a la vez al pa-
sado y al futuro ha sido practicada por varias casas fabricantes con la loable inten-
ción de "apuntarse a todas", pastoreando simultáneamente dos determina-
das y a los individuos de la una a la otra. 
Los computadores perscinales hijos de este sensato proceder de nadar y guardar 
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la ropa, que he llamado janificación, son bifrontes o bicéfalos y contienen por diseño 
de su arquitectura dos microprocesadores, uno mirando a las aplicaciones montadas 
bajo un sistema operativo para 8 bits y el otro, tendido hacia el dominio de los 16 
bits. Tienen que surgir, por definición, en épocas de inflexión de la curva evolutiva 
de los microprocesadores (véase 6 del capítulo 3 y anexo sobre micropro-
cesadores) para acompasar los avances tecnológicos con el criterio de ren-
tabilidad "energética" que es común a presas y depredadores: un usuario no puede 
tirar por la borda de repente sus aplicaciones bajo CP/M -pongamos por caso-
para pasarse abruptamente a MS-DOS, y cito con ello dos sistemas operativos, que, 
por su implantación, son tenidos por "estándares" de la industria (véase anexo sobre 
sistemas operativos). 
En principio, la falta de agresividad inherente al fundamento de estos ordenado-
res, su misma razonabilidad, los hace muy aptos para una transición, incluso para 
una vida sana y fructífera, mas no para un industrial. Y los hace muy vulne-
rables, también. 
Ejemplos: El Northstar modelo Advantage, dotado con los microprocesadores Z80 
de 4 MHz y 8 bits, 18088 de 8 MHz y 16 bits e 18035, auxiliar. El Xerox 16/8, retirado 
de producción en el momento de redactar estas líneas y que lleva su condición jáni-
ca hasta en el nombre, incorpora los micros Z80-A e 18086. El Rainbow 100 obedece 
a la misma condición, que el lector más técnico podrá repasar esquematizada en la 
figura 3.3. 
Un caso muy especial de ordenador personal bifronte es el IBM RT en cual-
de sus modelos. Su particularidad no proviene del hecho de tratarse de una 
estación personal de la parte alta de la gama en prestaciones y precio (recuérdese 
la ÍÍgura 3.5), sino de presentar un esfuerzo de transición entre dos arquitecturas, 
CISC y RISC informe sobre Risc en capítulo 2), y no sólo entre dos sistemas 
operativos, PC-DOS (MS-DOS) y AIX (de la familia UNIX, véase Anexo sobre Siste-
mas Operativos). Dicha estación sustenta el nuevo mundo de la arquitectura Risc so-
bre el microprocesador central ROMP IBM) y el sistema operativo AIX, que ha-
cen las veces de anfitriones del mundo de las aplicaciones PC-DOS soportado por 
una tarjeta coprocesadora con el microprocesador 180286 (Waters, 1986). 
5.2. Micro-clonización, "main" -conectabilización 
No sé qué hombre ilustre dijo que "política es continuar la guerra por otros me-
dios", Pues las técnicas cuyos ostentosos nombres titulan este subapartado persiguen 
continuar explotando y ampliando por otros medios tecnológicos territorios laborio-
samente ocupados por materiales que hoy llamaríamos clásicos, singularmente mini-
computadores y ordenadores Ipso facto, se ofrecen como símbolo de que, 
a través de un proceso evolutivo, la informática acaba formando un tejido continuo, 
La micro-clonización y la "main"-conectabilización son las puertas naturales de entra-
da de las grandes industrias de la informática grande en la micro informática. Aun-
que también podían entrar directamente, cosa que han hecho igualmente y con dis-
tinta fortuna, 
Microclonizar un ordenador concreto consiste en repetir, sobre circuitos muy pe-
queñitos, todas o muchas de sus bien reputadas funciones, que, usadas por una am-
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plia base de clientes, componen probablemente un fondo tan rico de "know how" , 
que sería un verdadero despilfarro prescindir de él, razón ésta que, como es nota-
ría, opera siempre en informática y de manera especialmente intensa en torno a los 
ordenadores que han triunfado. Eso se vende como un Mercedes que, de pronto, se 
pusiera al alcance de todos los bolsillos. 
Si no me equivoco, cada vez que se ha empleado la técnica de micro-clonización 
había detrás un pedigrí de alta tecnología, cosa que sucede en un número muy re-
ducido de casos, de los que ya cité, al final del subapartado 4.2. en el segundo capí-
tulo, los microclones del Eclipse (Data General), PDP-ll (Digital Equipment) y 370 
(IBM). El último ejemplo que haya llegado hasta mí es el del super microcomputador 
MicroVax n, basado en el microprocesador VAX 78032 de 32 bits, desarrollado y 
fabricado por Digital Equipment con una potencia del 90% del minicomputador VAX 
lln80 y que, según anuncia orgullosa la casa constructora a sus amigos y clientes, 
"puede soportar los 1.600 paquetes comerciales de software ya disponibles" (Digital 
Equipment Corp., 1985). 
Como sucedáneo lógico de esta técnica y con parecidos pero más dentro 
de lo que hoy entendemos por informática personal, se ha empezado a utilizar como 
arma de ataque la implementación de un ordenador personilJ en una tarjeta, inserta-
ble en una de las ranuras de expansión de otro ordenador de la competencia. Por 
una módica cantidad, este injerto capacita en teoría al afortunado poseedor del últi-
mo de los ordenadores citados para procesar el software preparado y probado para 
el primero. Daré un ejemplo práctico, con precio y todo. La empresa Quadram 
Corp. fabricaba hacia 1983 una tarjeta, cuyo precio de venta al público era de $680 
(aunque en agosto del mismo año cualquier ciudadano americano pudo beneficiarse 
de una oferta por $ 485 (Byte. Vol. 8, n.O 8, agosto 1983, p. 61). rrécnicamente, las fun-
ciones de la susodicha tarjeta, compuesta entre otros circuitos por un microprocesa-
dor 6502 y memorias hasta 64 KB, capacitan al IBM PC -para el que estaba diseña-
da- para emular los Apple II y Apple II Plus (Welch, 1983). Comercialmente, Qua-
dram Corp., al hacer compatible el IBM PC con el Apple, ponía a la disposición de 
los clientes de IBM la mayor biblioteca de software jamás escrita para un ordenador 
personal, convirtiéndose en un parásito (dicho sin ánimo peyorativo) de la empresa 
IBM a la que le hacía de paso el servicio de golpear a su competidora, la empresa 
Apple. 
De todos los sectores de mercado -según la clasificación de Gupta (1984), que 
acabamos de ver en el microdosier-, es el ordenador personal para empresa el 
que se lleva la parte del león en cifra de ventas (64% en 1981, en EE. UU.) (Toong, 
1983), estimándose que, para 1985, su relación de ventas con los computadores do-
mésticos estaría en 5 ó 6 a 1. Y, finalmente, podría ser que si se confirmase un 
cierto estado de saturación o desengaño frente al ordenador doméstico en ese país. 
Tales datos parecen trazar la pauta que previsiblemente seguirán otros países, don-
de la mayoría de los problemas empresariales son similares. El computador perso-
nal tiene un papel claro que jugar en las pequeñas empresas que, si contabilizamos 
a los profesionales no científicos, ascienden a varios cientos de millones en el 
mundo. 
No obstante, es en las grandes y medianas empresas, anteriormente informatiza-
das, donde surge la oportunidad de mercado que ahora me interesá resaltar. La ten-
dencia de los usuarios finales a independizarse con sus ordenadores personales del 
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Departamento de Proceso de Datos, al tiempo que hace temer por la coherencia de 
los procesos de información en la empresa, da forma a una modalidad de erosión 
del mercado de ordenadores y minis que las casas fabricantes de estos 
equipos propenden a ver con escaso fervor y ningún conformismo. Por estos y otros 
factores, que analizaré con detalle en el capítulo 8 (14), se diseñan diversos materia-
les y software para conectar los mundos de la informática personal y de la informáti-
ca que, para hemos llamado tradicionaL Esa es la "main"-conectabiliza-
ción, que busca conectar los ordenadores personales con los sistemas """.o.,.<ot"",,,, 
bases de datos, comunicaciones y software de aplicación de los ordenadores gran-
des ("mainframes") y minis. En pura técnica, es un apartado de la exo-conectabili-
dad 
Verdaderamente, es también un apartado de la lucha por los en la que 
a través de los centenares de miles de vías abiertas por los computadores persona-
les las casas fabricantes de ordenadores (grandes y minis) con mayor parque insta-
lado se juegan, en su propio mercado, y, después, las posibilidades de 
sangrar el mercado de la o de conquistar el nuevo mercado de los or-
denadores MMC (14). Analistas hay que no descartan que el auge infor-
mativo y la curva de promovida por los MMC acabe estimulando una 
reacción del mercado de los ordenadores grandes. También, es una 
tunidad para empresas de ordenadores personales, 
jetas y software en la "main"-conectabilidad. 
5.3. Compatibiliza, que algo queda 
En el capítulo 3 he dedicado un subapartado a exaltar el papel clave de la compa-
tibilidad en el desarrollo de la informática personal (16), así como a dolerme de la 
intoxicación informativa, de la falta de rigor y ¿por qué no decirlo? de la pHjar'eSCa 
que rodean a este concepto. No debe extrañarnos que suce-
dan estos si caemos en la cuenta de que en torno a la se 
maquinan distintas armas comerciales, algunas formidables. 
El hecho de la compatíbilídad reposa sobre la existencia de una norma (estándar, 
en la que actúa de modelo al que hay que o con el 
El estándar ejerce de símbolo, marca o refe-
rencia. En términos cibernéticos de mercado, hace de reduciendo la 
variedad de la oferta y otorga una posición de fuerza a la detentadora del 
símbolo. Es cuestión sabida que todos los fabricantes de pugnan por 
prestigiar y sus diseños, hasta verlos reconocidos como estándares. La 
plaga actual de ordenadores personales compatibles con el IBM PC le permite a la 
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casa IBM exhiblr en la prensa un anuncio como el "¿Qué podría ser más 
compatible con IBM que IBM?" País", 14-4~ 1985), recordándoles a todos los inte-
resados que el IBM PC es el símbolo y los demás, unos copiones. 
Ese es un caso muy ilustrativo, por lo que volveré sobre él más adelante. Por el 
momento, fijémonos en que para competír con IBM, un número creciente de fabri-
cantes de sistemas personales ofrece en el mercado sus máquinas compatibles con 
el IBM PC o algún computador de esta familia, hasta el punto de que hoy se habla 
de un mercado de compatibles. Lógicamente, estos fabricantes no son proclives a 
declarar en detalle al público hasta dónde llega exactamente dicha compatibilidad 
(recuérdese subapartado 4.3. del tercer capítulo) y realmente muchos de ellos -
aunque por fortuna no todos- ni siquiera son empresas con capacidad para la alta 
tecnología (16), lo cual no representa obstáculo para integrar un presunto compati-
ble IBM PC El "ruido" que introducen en el mercado es enorme, aunque en otro 
sentido también tienden a clarificarlo. 
Todos estos fabricantes (especies), tanto los que son solventes como los que no, se 
orientan hacia donde hay más mercado (dinero/energía, biomasaJclientes), en deflm-
tiva a incorporarse al infoecosístema donde se ha instalado la especie IBM, con el 
decidido propósito, según los casos, de arrancarle una parte de sus presas, conser-
var las propias (18) o alimentarse de pequeñas partidas aísladas o de despojos. Pa-
rece un ejemplo de competencia entre especies. En realidad, en ello hay una mez-
cla de mimetísmo y parasitismo. A la larga, todas cooperan -sin que esto descarte 
la posibilidad de buenos negocios- con IBM a incrementar la biomasa estructuran-
do el comportamiento de la cadena a la medida del metabolismo de IBM, 
situada en los puestos de mando de la cadena. 
En este infoecosistema concreto, solamente la casa Apple ha intentado competir 
frontalmente con IBM, diseñando su Macintosh (alta tecnología dentro del campo de 
los computadores personales) deliberadamente incompatible. 
Si se medita un poco, las técnicas de janificación, micro-clonización y "main"-co-
nectabilización son clases particulares de compatibilización. Pero las técnicas de 
compatibilización abarcan muchos más aspectos que los que atañen a una máquina 
completa o sístema, y para seguir con el asunto nos va a convenir examinar algo más 
de cerca la cuestión de los estándares. 
¿Cuáles son los mecanismos para fijar un estándar? ¿Qué significado tiene real-
mente un estándar en informática, en tanto que norma técnica a seguir por la indus-
tria? y ¿Cuáles son en el comercial los usos y consecuencias de las técnicas 
(l6) 1'1 los afICIonados a un poco de pellsa:mIE:nto 
computadores ongmales -slempre que las condlClOnes de alta tecllolc.gía 
pallbles el paralelismo que corresponde a las nOClOnes de "tiempo de la mVf'nr,fm' (duraCIón 
tIempo de la reproducción" o de la copla (en el ¡¡mlle. mstantáneo). Según Henn Bergson 
el pnmer tiempo se renere al acto que confíere carácter úmco y valor a la obra ,nventada o a la 
obra de arte, como fruto una entre un número IlImItado de poslbll!dades, Es un de 
transfomIaclón de en negaentropía. La creaClón exige duraCIón (Rosnay. 1977. pp. Y 200) (Bergson, 1985, pp 
Volviendo sobre la corIstrIccllon, la compatlbíbdad con ellBM pe mgmfica constn-
m¡er-a corno los microprocesador 8086/8088, SIStema opemtivo 
de gráfIcos etc. 
(l8) ReUexiónese, por 
dejar de ser VICtor es en la semántica del Siguiente anunclO pub]¡cnano: "Un ordenador que Sll1 un lBM" 
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de compatibilización? son las tres cuestiones para las que intentaré una respuesta 
breve a continuación. 
6, ¿A QUIÉN INTERESA UNA TORRE DE BABEL? 
Fijar un estándar es el resultado de una de estas tres causas o de una amalgama 
de ellas (BIT, 1984, p, 25). 
a) La fuerza en el mercado de la firma dominante, que conduce a un estándar "de 
facto" , 
b) La evolución del mercado. Un producto consigue y, posteriormente, 
el resto de los fabricantes reconoce su valor. 
c) La de instituciones industriales, o gubernamentales: 
ISO, ANSI, ECMA, EIA, CCITT, IFIP, DOD y otros, cuyas siglas no 
encuentro necesario significar ahora. 
El computador personal IBM PC, considerado por la industria como el estándar 
"de facto" de los personales de 16 bits, es, para mí, un ejemplo de las dos primeras 
causas, mientras que el Apple II lo fue en la gama de 8 bits por la segunda de ellas, 
Para que se vea bien en qué consiste un estándar exclusivamente debido a la se-
gunda causa, sin que medie intervención alguna de las otras, citaré el caso del Uni-
bus (marca por Digital Equipment Corp,), que empezó como una especifi-
cación de una vía de interconexión de varias clases de subsistemas y que, "sólo des-
pués de que cientos de ingenieros durante ocho años hubieran diseñado hardware 
para ser conectado a los Unibuses, alcanzó a ser completamente y por 
escrito, abriendo por lo demás el camino a las actuales generaciones de buses y a la 
futura de micros" (Gordon Bell, 1984a, p, 73), 
Ejemplo a la vez de las tres modalidades podría ser el estándar de interfaces para 
el Multibus de elaborado y disponible con el título de proyecto n,O 796 bajo el 
patrocinio del Comité Técnico para Microcomputadores y Microprocesadores (TC-
MM) y la coordinación del Comité de Estándares para Microprocesadores (MSC) 
dentro de la Computer Society del Institute of Electrical and Electronics Engineers 
(l,E,E.E.) 1984). Así de largo. 
6.1. Estándares "de facto" y estándares formales 
Se ha discutido mucho si los estándares que son precisamente aquellas 
normas promulgadas por las entidades citadas en el apartado c), tienen algún valor 
en la industria y mercado informáticos o, más como tantas veces se ha apunta-
do, no se les viene a hacer caso alguno, En apoyo de esta última hipótesis, se cita 
siempre como ejemplo demostrativo la torre de Babel de los lenguajes, no sólo por 
ser increíblemente numerosos sino porque cada concreto -salvo alguna 
casi inexistente y honrosísima excepción- ha merecido el honor de ser versionado 
en distintos y generalmente no compatibles comodidad o interés de 
la firma fabricante. Esta técnica de jugar a la no profusamente prac-
ticada sobre diversos objetos informáticos además de sobre los lenguajes, ha sido un 
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arma comercial para deslindar territorios, hasta el punto de que tal parecía como si 
los mismos fabricantes estuvieran empeñados en disgregar la informática en una to-
tal y enloquecida torre de Babel. 
Según yo lo veo, actualmente se juega de otra manera. Dejando aparte la manía 
publicitaria que algunas industrias exhiben anunciando que han diseñado el están-
dar de talo cual manía inobjetivable en tantas ocasiones (pero que crea confu-
sionismo), el juego tiende a facilitar a la la conectabilidad, aunque sea a través 
de batallas y batallitas por intentar cada grupo imponer un estándar "de facto", o por 
inspirar al máximo posible los contenidos de los estándares formales, o por ambos 
objetivos, Es una lucha por el poder, en la que las instituciones editoras de normas 
persiguen de comunicación que es una de las caras de la normalización, 
mientras que las industrias poderosas acarician el objetivo de constricción interesa-
da del mercado, la otra cara de la normalización. 
En informática, a nadie le interesa ya una torre de Babel, y unas veces las 
más- el estándar formalizado sigue la pauta del estándar "de facto" (19) y otras es al 
revés. No obstante, en mi observación personal es creciente el papel de las institu-
ciones normalizadoras, a lo que no creo sea ajeno el hecho de que la industria infor-
mática es muy diversificada (ver cuadro 4.7.), y más si consideramos la contribución 
de las industrias (y servicios) de comunicaciones y electrónica, y toda ella es atendi-
da desde el punto de vista de los estándares por un complejo entramado (20) de 
instituciones nacionales e internacionales, comités, subcomités, grupos técnicos y 
demás organizativas, del que es difícil escapar en cuanto que alguna de sus 
partes un poco de fuerza. 
Quiero aducir un ejemplo, que, además de ser muy significatívo en la línea argu-
mental que estoy desarrollando, refuerza la idea de la tendencia hacia un universo 
computacional crecientemente interconectado. Es sabido que el modelo OSI (Open 
Sistems Interconection), desarrollado por la ISO (International Standards Organiza-
tion) , ser una de interfaz común para la intercomunicación de to-
dos los ordenadores. Pues IBM está trabajando para hacer que sus propios 
computadores y estándares de red se comuniquen con equipo estandarizado según 
las normas ISO, Otro tanto tiene planificado hacer Digital Equipment, que ha anun-
ciado la sustitución en un plazo de tres años de sus propios protocolos por los proto-
(19) en el de los ordenadores personales tiende a suceder así. al menos por dos 
razones. pnmer lugar, por de lo efímero que es el producto, cuya dinámIca trepldante 
mal con lo parslmornoso del proceso formal de normalizaCión: estudiOS de ne'c:esIdad; 
especificaciones; aprobación. pubhcacIón dlstnbución. Este proceso alcanza a 
institUCIones (Lerner, 1981, p. 50). Por lo la propIedad fundamental de rn,,""'~YU;~" de los computa-
dores personales, anahzada en el capítulo 3, sItúa a este de productos rnformállcos como el más 
necesitado probablemente de estandanzación práCtica y 
(20) Dentro del domlillo de la mfonnátlca. un de Hecht (1984) da una Idea general bastante buena 
de qué lllstituclones partiCIpan en la confeCCión pormenorIZando la contríbución del lnstltute 
of Electncal and ElectroillCS Engmeers en varias tenninología, buses, redes de área local. mgernería 
del software, lenguajes y microprocesadores. por CItar algunas. C-Qrdon Bell, en un artículo denso, polémICO 
y sugerente, opma sobre el papel los estándares en la mdustna m!ormálIca, en]lJlCIa algunos casos 
culares Importantes y anallza en en qué aspectos son crÍllCOS los estándaros con 
xima generación de computadores 1 984a). En el terreno más especifIco de la ml(;roi.nfoTrru~Üca, 
la revista "IEEE Micro' dedica su de agosto de 1984 a la fnstoria, esfuerzos y actlVldades del 
Estándares para Mlcroprocesadores del IEEE, un mteresante ejemplar para qmen qUlera segun algunas 
de la evolución la de estos estándares. Lerner estudm los pros y los contras de los están· 
en los mlcros y de los grupos de presión (Lerner, 1981). Para terrnmar este apunte bíbllográ· 
el número de nOViembre de 1983, más concretamente onentado sobre el tema de la 
colmpatil)I!i(jad de los personales. 
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CUADRO 4.7. LOS OCHO NIVELES DE INTEGRACIÓN QUE FORMAN 
LOS ESTRATOS DE LA INDUSTRIA DE LOS COMPUTADORES, formados 
a su vez por estándares, según Harris, citado en Gordon Bell (l984a, p. 72) 
¡ 
Aplicaciones por disciplinas específicas o profesiones. Ej .. Diseño Asistido por 
computador para diseño 
- Aplicaciones genéricas: correo electrónico, proceso de textos, hoja electrónica. 
Lenguajes de programación procedural de tercera geltleraClon: Fortran, c. 
Sistemas Operativos: Base, Da:3are13lS de comunicaciones, bases de datos. CPI 
M, MS-DOS, Unix. 
- Electromecánica: discos, monitores, fuentes de potencia. Unidades de disco de 
8, 5, 3 pulgadas: disco Winchester de 5 pulgadas. 
Tarjetas de circuito impreso: buses sincronizados con micro y memoria. S-lOO, 
Multibus, bus Multibus II y VME. 
Pastillas ("chips") estándar: microprocesadores, microperiféricos y memorias; 
evolución de las arquitecturas de Intel y Motorola sincronizadas con la evolu-
cIón de las capacidades de las pastillas de memoria! 8080 (4K), Z80 (l6K), 8086 
Y 68000 (64K), 286, 68020 Y NS 32032 (256K). 
Obleas de silicio: tecnologías bipolar y CMOS evolucionadas. 
colos OSI (Voelcker, 1986, p. La empresa Burroughs, por su parte, ha creado un 
centro europeo para desarrollar software conforme a las mismas normas. 
6.2. En cualquier caso, los estándares reducen la variedad 
Parece claro que los estándares, cuando son nítidos y bastante aun sin 
ser formales (mejor si llegasen a serlo), contribuyen poderosamente a dar forma a la 
tecnología y a la industria y, por consiguiente, otorgan un puesto avanzado a las em-
presas que los han creado. Su creatividad o su acierto, sus esfuerzos e inversiones, 
que bien podrían haber resultado imponen ahora una constricción en su 
sector de mercado, que casi todas las demás empresas se ocuparán de reforzar. 
Llegados a este punto, habrá lectores que, incluso después de haber acabado de 
leer el caso documentado de acercamiento de IBM y DEC a las normas OSI, saquen 
la impresión de que mi ingenuidad atribuye una desmedida virtud a los estándares. 
No les faltarían motivos, lo reconozco: la infidelidad con que la industria ha seguido 
muchos de los llamados estándares, introduciéndoles diferenciaciones personalíza-
doras por aquí y por los conflictos de intereses entre las partes representadas 
dentro de los comités en las instituciones normalizadoras; las contradicciones entre 
instituciones y la lentitud del de algunas de la existencia de determina-
dos estándares publicados a los que nadie en la industria se adhiere o que son dina-
mitados por empresas poderosas; la fluidez y la acelerada competitividad de la in-
dustria microinformátíca que tan mal se avienen con la imposición de constricciones 
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en tiempo prematuro, etc., aparentemente son otros tantos argumentos, a los que 
sólo haría falta poner nombres y apellidos, para desmontar la idea de que los están-
dares estén jugando o puedan jugar algún papel conformador de la industria y la 
tecnología. He los argumentos sobre mí interpretación de este asunto: 
Estando entre árboles es imposible ver el bosque, como lo es conocer la forma de 
una ciudad paseando por sus calles, sin un plano o un helicóptero. A mi juicio, la 
dialéctica de los estándares consiste en verlos, en primer no como especifica-
ciones monolíticas, que nadie o todos siguen, sino como tropismos en el bosque o 
vectores de urbanización en la ciudad, por seguir con las mismas imágenes; en ge-
neral, como racimos dinámicos de tendencias agrupadas en torno a una línea más 
fuerte, y frecuentemente en pugna entre sí. Póndré un ejemplo. 
El sistema Unix, cuya difusión en buena parte se debe a la de sus auto-
res (de la empresa AT&T) distribuyendo su código fuente libremente (21) por toda 
la universidad en unos momentos en que ninguna empresa pensaba en hacer cosa 
parecida, aparece hoy presuntamente como el futuro sistema operativo "estándar' de 
la generación de computadores personales sobre microprocesadores de 32 bits. Lo 
más embarazoso es que Unix ya no es un sistema sino una familia en evolución de 
sistemas desgraciadamente incompatibles, agrupada sin embargo alrededor de un 
diseño básico. A esto me refería. Hay parámetros esenciales podríamos 
decir-, que perduran pese a la proliferación de variantes e identifican la arquitec-
tura de esa familia frente a otras familias. Si acabase imponiéndose la família 
inevitablemente uno de sus elementos terminará destacando entre hermanos y pri-
mos y paulatinamente será adoptado como estándar efectivo por el grueso de la in-
dustria. 
En segundo lugar, que los movimientos de normalización representan una mejora 
de la ordenación de los entornos industrial, comercial y aplicativo en informática es 
una proposición que, para ser entendida rectamente, ser puesta en rela-
no con lID determinado estado de la situación acorde con los deseos de cada 
lIDO de nosotros, sino con el estado de la situación que sobrevendría de no haber 
esos haces de constricciones, racimos de tendencias, tropismos, o comoquiera lla-
márselos. 
Puntualizados estos dos extremos, puede apreciarse sin reticencias el papel de los 
estándares en la conformación del marco ambiental o biotopo en cuyo seno pululan 
las especies predadoras y las presas y en la reducción de la variedad de oferta de 
productos (comparada sobre todo con la variedad que ocurriría en caso contrario). 
A mi juicio, tal papel es indiscutible, aunque ello no quiere decir que, hablando téc-
nicamente, sus consecuencias sean necesariamente siempre positivas: ése sería otro 
tema. Esta visión amplia del concepto y misión de los estándares en un entorno in-
dustrial estratificado por especialidades y productos, desvela una parte del código 
subyacente al juego de las compatibilidades versión comercial. Muchas posibilida-
des técnicas son abortadas en la fase de diseño por falta de sintonía con los estánda-
res, o descartadas si la empresa, sola o asociada, estima improbable convertirlas en 
(21) Actitud comunicativa que posteriormente se ha hecho en muchos aspectos mteresadamente habItual. 
como podrían atestiguar los casos de IBM fabricantes de hardware dIvulgando las especificacIOnes 
de sus sistemas para favorecer el desarrollo software. interfaces y placas expansIvas, o el de un colecllvo 
tmportante (una vemtena o más) de casas ccnstructoras japonesas y europeas de computadores personales 
doméstICOS adhinéndose a las del operativo MSX, de MIcrosoft Carp., o el del De 
partamento de Defensa de los con su lenguaje concurso. Ada. 
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estándar, o rechazadas por el mercado si llegan a materializa/se en productos co-
mercializados. Y, por el contrario, se establece un entramado de operaciones de re-
fuerzo de los estándares en aras a dilatar o conservar cada empresa (sea productora 
de hardware, de software o de servicios) los límites de su territorio. El mercado fun-
ciona mediante mecanismos de realimentación positiva. 
La empresa de computadores personales busca el microprocesador y el sistema 
operativo más difundidos en su gama; el fabricante de tarjetas funcionales diseña su 
producto para el computador personal más vendido o para el ordenador grande con 
mayor parque instalado, y lo mismo hacen los editores de software, los diseñadores 
de redes locales para ordenadores personales, los editores de libros y revistas y los 
suministradores de servicios tales como asesoramiento y formación. Y viceversa. en 
casi todos los casos. 
Asintóticamente, la dinámica descrita conduce a una oferta en el mercado de sis-
temas y productos básicos significativos (léase subrayado lo de significativos) muy 
reducida, circunstancia que en modo alguno es incongruente -salvo que sea mono-
polística- con una oferta explosiva de posibilidades aplicativas. No sólo no es in-
80ngruente, sino que inicialmente puede ser hasta su condición necesaria. Con un 
poco de paciencia, el lector terminará de ver esta línea de razonamiento en el pró-
ximo apartado. 
7, INTERPRETACIÓN DEL COMPORTAMIENTO 
DE LA INDUSTRIA A TRAVÉS DE LA LEY 
CIBERNÉTICA DE LA VARIEDAD 
REQUERIDA 
Anteriormente, he hecho constar mi impresión de que la industria de informátlca 
personal está jugando a un juego cuyas reglas se ve obligada a ir inventando sobre 
la marcha. Si me permito recordar ahora tal parecer es para matizar el título de este 
apartado, que en modo alguno pretende sugerir que yo haya descubierto esas re-
glas. Al contrario, lo que intento es vislumbrarle una lógica (22) envolvente a las muy 
numersosas, dispersas y descoordinadas acciones y fuerzas observables en la indus-
tria y el mercado. En el caso de existir esta lógica superior, tal vez le esté insuflando 
un sentido general a aquellas acciones que resultan tener un verdadero efecto es-
tructurador, mostrándose entonces como un hipotético cuadro de pautas para discer-
nir o construir reglas operativas: las regularidades de que hablaba al principio del 
capítulo. 
Mi conclusión es que la ley de la variedad requerida, aplicada a distintos conjun-
tos de objetivos informáticos, "me" proporciona una lógica global para codificar una 
descripción del comportamiento evolutivo de la industria y el mercado de los com-
putadores personales: sus técnicas, movimientos y ajustes están sometidos al imperio 
de esta ley. Eso a mí me sirve y me divierte y confío en que pueda servirle al lector. 
Bajo un principio coherente podré utilizar las nociones de ecología antes apunta-
(22) Aparte de la 'famosa" lógIca del beneficIO económIco. Irrelevante por sí sola SI no va acompañada de 
adecuadas medIdas operativas. 
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nutridas por las ideas sobre estándares y y en general por los 
desarrollos del capítulo 3 (las cuatro ces), entrelazándolas con ciertos conceptos ele-
mentales de cibernética y finalmente con los sinuosos mecanismos de la psicología y 
del 
Como personas de profundo pensamiento han calificado la ley de la va-
riedad como del universo de la regulación. El microinforme adjunto nos tra-
za en forma esquemática cómo se alcanza la estabilidad de un sistema precisamente 
cuando coinciden las variedades del subsistema y del subsistema regula-
do, y también nos señala las formas básicas de ajustes de la variedad para cumplir 
dicha En el problema que estamos analizando es considerar al menos 
cuatro campos distintos de operatividad de la ley, y los cuatro relacionados entre sí, 
cerrando un ciclo desde la oferta mercantil de un ordenador hasta su uso eficaz. Por 
el momento, los describiré en orden distinto al de su en el ciclo. 
7.1. Variedad maquinal (-), variedad referencial ( ), 
variedad aplicacional (+), variedad servicial (+) 
El ya lo hemos visto, aunque formulado en los capítulos 
segundo y tercero. Allí estaba en juego el hecho de que la variedad maquinal (el 
y""r.",-rt"yj" de instrucciones de máquina, el control y coordinación de las distintas 
funciones del ordenador, la estructura interna, etc.) era creciente y ade-
más al receptivo y discriminatorio de la inmensa mayoría de los 
usuarios de computadores, incluyendo muchas veces a los técnicos profesionales 
(23). Vimos cómo tal variedad era sistemáticamente ocultada y sustituida por otra di-
ferente y menor a través de mecanismos y maquillajes como las máqumas 
virtuales, para producirle al usuario la ilusión de una sencilla, 
cuando en realidad controla una máquina compleja. Ahora decir que la in-
dustria lo que hace es fabricar reductores de la variedad (variedad del 
subsistema acomodándola a la variedad mental informática del usuario 
Si no lo hace bien, el sistema entra en inestabilidad, cuya 
manifestación más preocupante para el industrial es que descienden las ventas de 
su producto. 
Desde que se vieron las posibilidades comerciales de los someterse 
a la de la variedad maquinal requerida ha sido una corriente de la in-
dustria pero hay que resaltar que la socialización de los computadores, 
específicamente traída por la aparición del ordenador personal, ha convertido dicha 
práctica en vital para aquella industria. 
Un segundo ocurre en el proceso de oferta de ordenadores perSO,naJles. 
Por las mismas razones apuntadas hace unos momentos, un presunto usuario es inca-
paz de y mucho menos de evaluar, centenares de elementos de un con-
junto formado por los computadores personales en el mercado y sus re:3pE:lctlvélS 
combinaciones modulares. Estamos hablando del tipo de usuario más numeroso. 
Las causas que ori~Jina:ron la arqUltectua RISC son un ejemplo concreto de défIclt vanedad mental 
llliorméltlCa en el de programadores profeSIonales (véase mlcromforme. 2). 
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Microinforme: Breve idea sobre la ley de la variedad requerida y 
modalidades de aplicación, según Beer (1974, cap. 2) 
Puede especularse con que los procesos de ajuste de diversos tipos de variedad entre sub-
sistemas constituyen un ingrediente común de la dinámica social. Stafford Beer ha dedicado 
numerosas págmas a analizar las modalidades aplícatívas de la ley de la variedad en los sIste-
mas sociales y los fallos producidos por no aplicarla. 
Generalizando, "variedad es el número de estados posibles de un sistema y este número cre-
ce día a día, para cada institución social, debido al auge de posibilidades que traen la educa-
ción, la tecnología, las comunicaciones, la prosperidad, y por la forma cómo interactúan estas 
posibilidades para generar aún más variedad. Para regular un sistema tenemos que absorber 
su variedad. de otro modo aquél deVIene inestable" (Beer, 1974, p. 21). La ley de la vanedad 
requerida dice que "sólo variedad puede absorber variedad", lo que, en otras palabras, expre-
sa que la variedad del regulador debe ser igual a la del sistema regulado. En los del 
microinforme sobre el concepto de variedad, la de porqueros y el bacteriólogo podrían 
haber sido reguladores y su capacIdad de estaría limitada a conjuntos de variedad 
igualo inferior a 16 y 1.024, respectivamente, 
Las formas de ajuste de la variedad para cumplir el dictado de la ley de Ashby son tres: a) 
atenuar la variedad del sistema regulado; b) amphficar la variedad del regulador, c) una solu-
ción mixta de las dos anteriores. 
Un ejemplo corriente de atenuación de la variedad sucede en la actividad de las compañías 
de seguros que, al no poder generar la variedad requerida para cada uno de nuestros casos 
particularísimos, atenúan nuestra variedad forzándonos a suscribir un tipo de póliza más gene-
ralizado. 
El segundo método es el que tienden a emplear los grandes almacenes, Sería una insensatez 
atenuar la variedad de la clientela poniendo a su disposIción una sola clase y una medida de 
zapatos, por ejemplo, o encerrándola con llave hasta que se la pudiera atender. La solución 
será ampliar la variedad de la parte reguladora del sistema. Por razones económicas, no es 
asignar un dependiente a cada cliente a su llegada y ofrecerle todas las clases y va-
de productos: la variedad del regulador es superior a la del sistema regulado. No se 
contratará, 3m embargo, un solo dependiente, sino muchos y en todas las secciones, calculán 
dose para cada una de éstas la relación estadística entre vendedores y c]¡entes, de forma que 
su tiempo de respuesta sea mantenido estacionario. Se consigue amplificaCIón de la variedad 
reguladora cuando un vendedor atiende de manera efectiva a muchos clientes. 
Es lícito preguntarse sobre la aplicabilidad operativa de esta ley a casos que no fueran trivia-
les, e incluso cuestionarla. pero su universalidad de aplicaCIón cualitativa parece estar fuera de 
toda duda. A título de fácil ejercIcio práctico, le propongo al lector que reformule con los con-
ceptos de la ley de la vanedad requerida sus métodos de ajuste el SIguiente texto polítICO 
que acabo de leer en un periódico diario: ingobemabílidad es la consecuencia de la des-
proporción entre las demandas que, cada vez en mayor número, provienen de la sociedad civil 
y la capacidad del sistema político para satísfacerlas. Cuestión esta última íntimamente vlTIcula-
da al régimen de democracia. porque son las mstituciones del Estado democrático las que faci-
litan e incluso incitan a que grupos e individuos procedan a presentar sus peticIOnes. Ante ex-
peclativas crecientes, la respuesta no puede cabalmente consIstir en el retorno al Estado míni· 
mo de la tradición liberal, que no resistiría el embate de la previsible reacción social, ni menos 
aún en bloquear autoritanamente las demandas destruyendo las instituciones democráticas. El 
desafío que el desarrollo de la democracia plantea al Estado sólo puede en realidad afmntarse 
de una manera: mejorando la organización y la enciencia del Estado social" (R. Anas-Salgado, 
Ideología y realidad en la crisis del Estado providencia, "El País", 11-8-1985). 
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Ante tanta y tan confusa variedad de productos, la variedad mental informática del 
usuario sigue siendo insuficiente para practicar parecido a una mínima decisión 
racional de compra. Situación semejante conduce, como es su obligación al incum-
flagrantemente la de Ashby, a estados inestables inconvenientes para la 
industria considerada globalmente. Así pues, la reacción de ésta consiste en reducir 
en términos reales y en términos psicológicos (24) la variedad de la oferta de com-
putadores personales, restringiéndola a una que, para entendernos, denominaremos 
variedad referencial o electiva. 
Las elecciones principales de los usuarios tienden a fijarse por dife-
renciadores, como el la marca y el modelo, el sistema operativo. a veces por 
algún parámetro de nicho, como un lenguaje un entorno de programación, 
una tarjeta de conexión con un ordenador determinado o la emulación de una má-
quina concreta. Resumiendo, diferentes subconjuntos de usuarios perciben o selec-
cionan diferentes juegos de atributos, en función de su propia variedad mental infor-
mática. 
El entusiasmo con que las empresas más hábiles y poderosas colaboran al cumpli-
miento de la mencionada ley contribuye a borrar del mapa de la realidad o del 
campo perceptivo de los usuarios un buen montón de valores de los parámetros 
pIE:¡sEmtE~s en el mercado. Accidentalmente, también quedan borradas del mapa mu-
chas empresas. 
Sin embargo, los a la vez que muestran una baja variedad mental infor-
mirados en su poseen una alta variedad funcional y En 
otras palabras, su distribución espacial y la diversidad de sus necesidades o expec-
tativas de tratamiento de la información son muy amplias, imponiendo a la industria 
la tesitura de amplificar su propia variedad en este tercer campo, en dos vertientes, 
a las que llamaremos variedad aplicacional y variedad servicial: la variedad aplica 
cional y la variedad servicial de.sarrolladas por la industria deben tender a crecer y 
acomodarse (25) a la variedad funcional y espacial de los usuarios (reales y, sobre 
todo, potenciales). 
compaginable un aumento de la variedad aplicacional con una reducción de 
la variedad referencial? ¿O es un contrasentido? Para mí, son dos operaciones com-
plementarias. A semejanza de lo que sucede en la naturaleza, sobre un número re-
ducido de elementos básicos puede montarse una cantidad inabarcable de posibili-
a condición de que la conectabilidad y compatibilidad que los rodean y la 
oferta de software aplicativo permitan una rica combinatoria: todas las estructuras vi-
vas se construyen a partir de tan sólo seis elementos básicos: el carbono, el mClrO(Je-
no, el oxígeno, el nitrógeno, el azufre y el fósforo. A la inversa, la forma constructiva 
económica de que la industria genere una oferta sólida y coherente en las 
de la compatibilidad, de la conectabilidad y del software requiere una varie-
dad referencial lo más posible. 
Por otro lado, el cúmulo de servicios pertinentes para que los productos de la in-
dustria lleguen al usuario y se corrijan las discrepancias entre las variedades del 
(24) No olVIdemos que la variedad está definida relatlvamente al por observador se entiende 
aquí el usuario y todos los eslabones mtermedios de la cadena 
(25) Subrayo que no basta con crecer, sino que es imprescindible que la variedad sea la convemente, 
esto es, se "acomode" a las neceSIdades. 
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usuario informática, funcional y espacial (26)) y las variedades de la industria 
y maquinal) realiza la tarea de ajuste y engrase de la con-
de la variedad en los tres campos señalados. Así que 
también, la variedad necesaria es mayor y menos contaminada por el ruido 
cuanto menor es la variedad referencial, aunque por razones de competencia y evo-
lutividad esta última debería tener una cota inferior. 
CUADRO 4.8. DOS COLECCIONES CON LAS VARIEDADES EN 
PRESENCIA PARA SER AJUSTADAS A LA LEY DE LA VARIEDAD 
REQUERIDA. Nota: no existe una definición precisa de ninguna de estas 
clases de variedad, y todas son dinámicas. El signo (-) significa que 
disminuye; el signo (+), que aumenta 
Variedad referencial 
- Variedad apllCi3.CIOn3.1 
- Variedad '''~''1.-<'U'.' 
- Variedad 
Variedad mental informática 
Variedad funcional 
Variedad espacial 
Sin necesidad de entrar en ultenores matizaciones y pormenores concretos expli-
cativos, es visible la extremada delicadeza e inestabilidad de todo el tinglado: un 
mercado potencial enorme, pero muy sensible e inmaduro (y, por tanto, oscilan-
te), pivotando sobre un apoyo tan débil como la baja variedad mental informática de 
sus consumidores (27). Los actuales entre las variedades descritas provo-
can cuantiosos por ambas partes, industria/servicios y usuarios. 
Ahora, con interés el abstracto desarrollo del 
modelo del tC;l..tOI..'C7'" podría practicarlo describiendo por su 
cuenta los efectos de los UC¡:'0J,u.::>lC7¡:' más señalados en el segmento de mercado de 
su elección. 
7.2. Ejemplos prácticos, a través de los textos 
En este momento, los dos en cifra de ventas de computadores 
personales a escala mundial son detentados respectivamente por las empresas IBM 
y Apple. Sabemos que en la clasificación es otra, así como que exis-
ten líderes locales con peso industrial y reconocido prestigio técnico. Pero, al haber 
optado en este libro por análisis y conclusiones generales, ha sido preciso desechar 
una buena colección de detalles irrelevantes para nuestros objetivos, y ésa es la ra-
zón por la que el lo dedicaré a recopilar algunos rasgos sólo de 
las dos mencionadas que, a su condición de número uno y número dos, 
añaden la de concepciones empresariales paradigmátícamente 
contrapuestas. 
(26) Incluye la veruente cultural. 
(27) Este ínlJma relaCIón con la soterrada preslón de ¡a mdustna para extender la alfabeu-
zaClón capítulo 7). 
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Por su parte, la firma IBM ostenta un puesto de excepción en todo el campo de la 
informática y presumiblemente jugará un papel algo más que significativo en el futu-
ro de la gama de las tecnologías de la información. Si alguna característica 
del comportamiento empresarial de IBM ha sido ensalzada urbi et orbe ésa es su 
visión y fuerza comerciales. Su mercadeo de filigrana ha muñido no solamente éxitos 
comerciales lógicos, es decir, ligados a un producto indiscutible -lo que no tendría 
mayor mérito-, sino auténticos sucesos con determinados productos cuyas virtudes 
técnicas no parecían anunciarles, en principio, semejante destino. Tal vez la miniteo-
ría sobre ecocibernética mercantil aquí debería haber sido contrastada 
previamente con algún estratega del Gigante Azul (28), por ver si guarda algún pa-
rentesco con la realidad o es un puro ejercicio formal. 
A cambio, y por todas las razones apuntadas, la mayoría de los ejemplos prácticos 
en forma de recortes de prensa, seleccionados en este subapartado con el fin de 
comentar algunos aspectos de la teoría, mantienen una relación directa o indirecta 
con este poderoso comerciante. 
Para todo observador del mercado de ordenadores personales es obvio que en 
estos tres últimos años la gama de personales de IBM se ha convertido en una parte 
sustancial de la variedad referencial, corno anteriormente había acontecido con el 
Apple 11. En su estela, se han ido acumulando productos, unas veces compatibles, 
otras conectables, otras sustitutivos y, en deliberada y declaradamente in-
compatibles, siendo el resultado final una confirmación y un reforza miento de este 
estándar. 
¿Cómo se produjo este estándar "de facto"? Ben opina que "el IBM PC QrT1QY,"flr. 
inmediatamente como un estándar. Llegó en un momento oportuno, en el la in-
dustria disponía de un capaz de acceder casi a un mega byte memo-
ria, de una pastilla de memoria de 64 K y de una amplia gama de unidades de dis-
quete de 5 pulgadas, y justo en los albores de los discos Winchester de 5 pulgadas" 
(Gordon 8e11, 1 984a, p. 72). 
Como quiera que sea, IBM ha construido este estándar y lo ha manejado como 
arma para conquistar y dar forma a un amplio territorio o mercado, induciendo in-
tensas y diferentes clases de actividad en otras Según la infoecoló-
gica anteriormente esbozada, IBM (detrás, el del accionariado) se comporta 
corno un depredador que, para multiplicar su biomasa nutricia, adopta una estrate~ 
consistente, entre otras cosas, en reducir progresivamente la variedad referen-
cial de la oferta, hasta convertirla en una exhibición de sus propios símbolos (29) y 
de otros atributos subsidiarios. 
Las demás especies predadoras muestran diferentes estrategias de cooperación y 
competencia. De entre me referiré ahora a un comportamiento muy corriente, 
mixto de mimetismo y parasitismo, que matiza la idea inicial de que IBM, o cualquier 
otro líder en sus circunstancias, sea un depredador puro. Igual que en la naturaleza, 
puede ser presa de otras especies. Veámoslo. 
(28) O. por lo menos, con Fred que ha hecho }HU.«"""'" 
asesorar mternaclOnalmente sobre y es:rategias 
La variedad referencial un muestrariO de los s:mbolos de los productos 
por segmentos de para mejor sintonía con especifica vanedad 
usuanos SItuados bajo el punto rnrra de las casas venldecloralS. 
normalmente agru-
mformática de los 
145 
Computadores personales 
El mimetismo se define fundamentalmente como mecanismo en las presas en rela-
ción con sus depredadores (mimetismo de Bates, de Muller o de Mertens, según la 
clase de colaboración entre distintos tipos de presas), aunque también se da un mi-
metismo de camuflaje en ciertos depredadores para aproximarse a su víctima, Las 
piérides y los helicónidos son dos especies de mariposas tan alejadas entre sí como 
un cerdo y una jirafa, y sin embargo de aspecto externo muy similar, gracias a un 
mecanismo de mimetismo (de Bates, si no me equivoco), que hace tomar a las pri-
meras -exquisito bocado para algunos pájaros~ los llamativos coloridos de las se-
gundas, cuya carne es para éstos intolerable, 
A su vez, el parasitismo evoca, como todo el mundo sabe, una relación predador-
presa en un ecosistema, El animal depredador toma el nombre de parásito y la pre-
sa, el de huésped, 
Los fabricantes de computadores personales compatibles con el IBM (30) (ver re-
cortes 1 y 2 en cuadro 4,9a,) actúan con un comportamiento mimético-parasitario en 
un ambiguo papel de depredador-presa, que con bastante frecuencia prefigura el 
destino último de muchos de los primeros como presas sometidas o especies a ex-
tinguir, Repito que no empleo el término "parásito" con intención despreciativa, 
CUADRO 4.9a. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. Mimetismo-parasitismo 
1. "Tenemos compatibles con IBM con las mismas características que IBM ~con 
la misma configuración~, y vamos a mantener una política de precios consis· 
tente en que, sea cual sea el precio de IBM nosotros los daremos, por defini-
ción, un 18 por ciento más bajo", (Declaraciones del director de la empresa im-
portadora exclusiva para España de los ordenadores Toshiba, 3-7-1988), 
2, "Su terminal 3270 convertido en PC-compatible", (Anuncio en ComputerWorldJ 
España, n.O 179, p, 10), 
3, Declaraciones del profesor japonés Moto-Oka en la presentación del proyecto 
de la quinta generación de ordenadores, octubre 1981. "La tecnología japonesa 
en materia de informática se ha desarrollado en un primer momento tratando 
de imitar y de desarrollar la tecnología occidental, sobre todo la de IBM Ahora 
que Japón es, en informática, el segundo país del mundo, sería imperdonable 
seguir pcr el mismo camino", (Laurent, 1988, p. 
4, "Gene Amdahl observó que la familia 370 tenía sus precios en proporción a su 
performancia y no a los costes de producción, y que la potencia de la máquina 
mayor de la familia venía limitada no por las capacidades tecnológicas de IBM 
sino por el convenio de su estructura de precios, Según ésta, las máquinas ma-
yores deberían haberse colocado en un precio tan alto que su mercado poten-
cial habría sido demasiado pequeño para resultar beneficioso, Amdahl decidió 
entonces construir una'máquína totalmente compatible con la IBM mayor que 
la más potente de IBM y no más cara" (.,,) "Amdahl Corp. aumentó su participa-
ción en el mercado de los grandes sistemas desde 12% en 1976, su primer año, 
al 22% en 1977" (",) "IBM anunció Ui1a máquina 40% más potente que Amdahl y 
un 30% más barata" (",) "En 1979, los bendicios de Amdahl Corp, se habían 
evaporado y el mismo Gene Amdahl dejó la empresa" (Magnet, 1984, p, 39), 
(30) El lector debe entender que cllando se dIce compatible con el pe de IBM se hace referenCIa genéri-
ca a toda la fam¡Jla, Así, el año 1985 ha sido especialmente el año de la compatibilidad con el modelo AT 
(entre otras marcas, han diseñado esta compatibilidad concreta las empresas AT&T, Hewlett-Packard, Texas 
Jnstruments, Honeywell, ITT, Wang, Sperry y Compaq), 
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Debe señalarse que, aunque también este comportamiento esconde ulteriores 
conductas agresivas con posibilidades de éxito (ejemplo 3), el mercado de los com-
putadores personales, a semejanza de lo sucedido con la industria de los circuitos 
integrados (31), está incurso en una dinámica de superproducción, reducción de 
precios y explotación abusiva de la biomasa, que pone en difíciles condiciones de 
supervivencia (no ya de agresividad) a las empresas que no tengan un marbete 
prestigioso y muy sólida situación financiera. El ejemplo 4, aunque no tiene que ver 
con la informática personal, ilustra de manera brillante cómo la supervivencia de los 
compatibles depende del consentimiento del huésped (en el sentido ecológico). 
(Nota: en los momentos en que corrijo las pruebas de imprenta de este libro 
meros de abril de 1987- el IBM comienza la operación de sacudirse 
sitos de encima con el anuncio de su nueva familia de ordenadores personales Per-
sonal System/2 y el decidido propósito de recuperar el porcentaje de biomasa 
do en los últimos dos años,) Anteriormente, se citó el caso de la empresa ;:,rora\;Je 
Technology, en algunos aspectos similar, 
Ya se ha dicho que un estándar potente crea un "mundo" y genera un territorio 
que muchas especies quieren pastorear, como atestiguan los ejemplos 6 a provo-
cando una explosión en las variedades aplicacional y serviciaL Se conectan mundos 
distintos (ver 9 y 10) que, a veces, son mundos controlados por la misma 1:''''~)l:'v.1C 
(11). también nichos de competencia para la explotación de usuarios más 
refinados (12) (cuadro 4,9b.), 
CUADRO 4.9b. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. Mundos ricos en biomasa 
6. "El IBM PC ha suministrado a los vendedores independientes estables están-
dares "de facto" con los que diseñar software de aplicaciones y mejoras al 
y la actividad que el PC ha estimulado en el mundo de los inde-
pendientes ha sido espectacular" (Gens, 1983, p. 136). 
6, "En 1983, había al menos 12 compiladores de C para el IBM PC, con precios 
entre $36 y $600 (Phraner, 1983). 
7, "Lotus Development Corp. ha estado íntimamente involucrada en el desarrollo 
del tablero de 1ntel llamado Above Board, que supera la limitación de memo-
ria de 640 K del PC y MS-DOS para permitir usar hasta 4 megabytes de me-
moria RAM. Dicho desarrollo se ajusta a un estándar apoyado por ambas com-
llamado Expanded Memory Device Interface Specifications (McGee-
ver, 1986). 
8. Declaraciones de un alto ejecutivo de la de software Research 
propietaria del sistema operativo "estándar" en computadoras per-
sonales de 8 bits: "Nuestra estretegia fundamental se centra sobre AT&T e 
IBM. Como es natural, no podríamos ir a parte alguna con IBM si no hubiéra-
mos migrado a PC-DOS (sistema operativo del IBM PC). Pero ahora hemos 
trabajado con ellos durante año y medio; tenemos una gama completa de 
compiladores y herramientas para desarrollo de programas y un modo regu-
lar estándar DOS para la versión 3270 del IBM PC". (Barney, 1984), 
(31) En 1982 había unas 800 empresas fabncantes en el Valle del SiliclO californiano (Laurent, 1985, p, 159). 
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CUADRO 4.9b. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. Mundos ricos en biomasa (continuación) 
9, "Apple cambia de imagen" ( .. ,) "La palabra clave de la estrategia de Apple 
para implantar sólidamente sus equipos en el mercado informático y empre-
sarial es la conexión con el mundo 1BM" , ( .. ,) "Apple prevé lanzar en pocos 
meses una caja negra asegurando la conectabilidad de los IBM PC con su red 
Apple Talk" , ("El Periódico Informático", 30-5-1985, p, 
10, "La tarjeta Softcard, de Microsoft, que añade el sistema operativo CP/M al Ap-
pie n, ha sido tan popular que hizo del Apple n el computador personal basa-
do en CP/M número uno en el país" ( .. ,) "Otro producto es Quadlink, de Qua-
dram, una tarjeta para el ordenador personal de IBM, que hace que un PC o 
un PC-XT ejecute software desarrollado para los Apple II" (Roman, 1984), 
11. "Hoyes un gran día para los poseedores del ordenador personal IBM. Les 
basta con agregar una unidad central 5364 para disponer de un auténtico or-
denador de gestión Sistema/36" ( .. ,) "Enhorabuena, porque hasta ahora nunca 
han estado tan cerca de la gran informática" (. .. ) "Si con un mundo IBM le va 
bien, ¡imagínese dos mundos IBM en su mesa!" (Publicidad, "El País", 9-9-1985), 
12, "Microsoft vende una tarjeta Systemcard con muchas posibilidades adiciona-
bIes al IBM PC, que IBM también ofrece pero ocupando tres ranuras de ex-
pansión, Systemcard con 64 o 256 K RAM se vende por $475 y $995, respectí-
vamente, La lista de precios de IBM para una tarjeta serie es de $120 y para 
una tarjeta paralelo, de $150, Los precios para las tarjetas de expansión de 
IBM 64/256 K empiezan en $350 para 64 K RAM, Y se incrementan en $165 por 
cada 64 K adicionales, Sumando, el precio para la expansión de memoria y las 
tarjetas serie y paralelo de IBM asciende a $620, frente a $475 para la System-
card de Microsoft, ya $1.115 para la expansión de 256 K Y las dos tarjetas de 
IBM, frente a $995, de la Systemcard de Microsoft (Roman, 1984), 
Por lógica, diferentes especies dominantes o con pretensiones de dominio fortale-
cen sus estándares o crean uno nuevo como alternativa de presente o de futuro, es-
forzándose en un principio por dibujarlos nítidamente en la variedad referencial con 
la única estrategia posible a ese fin: la incompatíbilidad (ejemplos 13 y 14); aunque 
luego acaben jugando también a la compatibilidad, por tender puentes con los terri-
torios de la competencia, proceso que están recorriendo, sí no para todos, al menos 
sí para algunos de sus productos, las grandes casas fabricantes: Digital Equipment, 
Hewlett-Packard, etc, (Obsérvese que los propios textos ni siquiera consiguen eludir 
la referencia al estándar fuertemente consolidado). 
CUADRO 4.9c. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. La opción de la incompatibilidad 
13, "El Macintosh no es compatible con otros estándares de la industria ni con el 
IBM PC ni con el Apple IIe, aunque su software correrá sobre el Lisa", (Ro-
gers, 1984, p, 40) "De hecho, la incompatibilidad está deviniendo en la nueva 
e~trategia de Apple, No vamos a vender cinco millones de computadores por 
ano SIendo compatJbles con IBM, dice ]obs, refiriéndose a un objetivo de futu-
ras ventas, Los venderemos imponiendo un segundo estándar en la industria", (Momson, 1984, p, 61). 
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CUADRO 4.9c. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. Mundos ricos en biomasa (continuación) 
14, "El Unix PC de AT&T no pretende un desafío directo a IBM. En vez de esto, 
AT&T pretende hacer saltar a IBM sobrepasando el argumento de la compati-
bilidad de los PC y saltando dentro de un nuevo territorio" (.,,) "Las opiniones 
están divididas acerca de si AT&T puede atraer suficiente buen software 
corno para establecerse corno una alternativa viable al estándar de facto de 
IBM". (Howitt, 1986). 
Mercado tan embrollado y difícil corno es el de los ordenadores personales, en su 
tránsito hacia estructuras más claras y sólidas, un reguero de quiebras econó-
micas, retiradas, dificultades, frustraciones, éxitos y, diversos tipos de alian-
zas (cooperativas, absorciones, fusiones, Estas últimas constituyen 
práctica corriente, y mi interpretación, obedientes, cuando tie-
nen sentido, a los dictados globales de la ecocibernética mercantil. No hay semana 
en que no se anuncien una o varias alianzas. Por poner un ejemplo, en los días en 
que escribo estas líneas se ha firmado un acuerdo entre IBM y Microsoft 
(líder mundial en el mercado de software para personales y propieta-
ria de varios estándares "de facto"). 
Es previsible que de a que se publique este estudio se cierren otras muchas 
alianzas y entre ellas varias llenas de significado. Intuyo que en un plazo máximo de 
tres o cuatro años la configuración básica del mapa industrial y comercial de las má-
quinas personales estará trazada. (En el cuadro 4.9d., unos ejemplos sobre alianzas). 
CUADRO 4.9d. EXTRACTOS DE TEXTOS SOBRE MOVIMIENTOS DE 
MERCADO. Alianzas 
16. "IBM compraba el 12 por ciento del capital de Intel 
nes al contado, pudiendo aumentar su participación 
veedor de IBM" 1985, p. 160), 
la suma de $250 millo-
el 30%, Intel es pro-
16. "Fabricantes de software de red tales corno Microsoft, 3Com y Novel, así 
corno constructores de tableros de redes tales corno Intel, Ungermann Bass y 
3Com han implícitamente los parámetros hardware y software de 
IBM. Recientemente, Intel, Microsotf y Ungermann por ejemplo, han 
anunciado un desarrollo estratégico y un acuerdo comercial para el sistema 
Open Net de uno de los periféricos clave es compatible con la red 
Pe. Novel y 3Com también han anunciado con Microsoft para con-
seguir el MS-DOS 3.1 de Microsoft y software de la red MS, diseñada para ser 
íntimamente con el PC-DOS 3.1 de IBM y el software de red PG'. 
(Bannister, 1985). 
17. "Las cuatro norteamericanas líderes en el mercado de software 
para ordenadores consolidan sus posiciones mediante adquisicio-
nes de empresas pequeñas: lotus Development Corp, adquirió Software 
Arts lnc., Software Publishing lnc. adquirió Harvard Software Inc., y es posible 
la absorción de Multímate por Ashton Tate. Las cuatro empresas líderes son: 
Microsoft, Lotus, Ashton Tate, Software Publishing", (ComputerWorld/España, 
n.O 184, 1985). 
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8, PRIMERO Y SEGUNDO 
La clasificación de las empresas IBM y Apple en el primero y segundo puestos de 
ventas de ordenadores personales es más que una anécdota o un dato histórico rela-
tivo al año 1985, Representa el enfrentamiento de dos concepciones empresariales 
en la producción y venta de tecnología y, probablemente, el punto de inflexión en-
tre dos fases en la historia de la informática personal, De esto trata el presente apar-
tado, en el que espero no filtrar ningún partidismo personaL 
8.1. El espíritu del garaje 
Steve Jobs es un joven de unos treinta años de edad, cuya fortuna está valorada en 
varias decenas de miles de millones de pesetas, aunque hace diez años disponía so-
lamente de unos pocos dólares para fundar la empresa Apple con su amigo Stephen 
Wozniak y Mike Markkula, 
Jobs y Wozniak llegaron a la pubertad prácticamente a la hora y en el lugar en 
que lo hacía la tecnología microelectrónica, y desde siempre han jugado con orde-
nadores y montado microprocesadores en su garaje. Sabemos bien que en EE. UD. 
hay más coches por habitante que en ninguna otra parte del mundo, por eso el gara-
je es un sitio lógico para empezar a crear algo -una idea o un cacharro- y hacer-
se millonario. A eso han estado jugando allí estos tres o cuatro últimos años los cha-
vales, de edades entre trece y diecisiete, a ver si se les ocurría un juego fascinante 
para programarlo en su computador personal y catapultarse a la fama y la riqueza. 
Como se ve, sólo se necesita creatividad, el resto lo pone un impulso social arrasa-
dor hacia la iniciativa empresarial y el lucro, un impulso que ha depositado una par-
te de su fe en el poder económico de la ciencia y la tecnología. 
La historia comercial de la firma Apple es muy conocida. Sobre la base del pri-
mer ordenador Apple diseñado en aquel garaje y comercializado en 1977 se ha 
creado un gran negocio que ha paseado el símbolo de la manzanita sobre las máqui-
nas Apple Il, Apple IIl, estación Lisa y Macintosh por todo el mundo. En 1982, la red 
de ventas se tejía como un tegumento vivo de distribuidores y vendedores indepen-
dientes, que totalizaba unas l.l 00 tiendas en Norteamérica y unas 1.300 en el exte-
rior, En algunos casos, Apple tenía acuerdos con cadenas independientes de venta, 
como ComputerLand, que controlaba a su vez 200 tiendas en régimen de franquicia. 
Sólamente en Norteamérica, Apple poseía siete centros regionales de soporte técni-
co y supervisión (Weil, 1982). Volcada entonces la empresa sobre el segmento del 
ordenador doméstico, había puesto en pie un sistema efectivo de distribución para 
llegar a usuarios de todos los rincones, 
Entre tanto, en 1981, IBM se lanza al mercado de los ordenadores personales, Ap-
pIe, por su parte, tenía ya en el laboratorio los diseños, los prototipos y las angustias 
del "Mac". Esta historia merece resumirse y analizarse aparte, 
8.2. De "welcome IBM" al "Big Brother" 
Cuando IBM anunció su computador personal, la firma Apple lo saludó con un 
"Welcome IBM". Parecía una actitud ligeramente condescendiente, emitida desde 
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una posición fortísima en el mercado, Sin embargo, a principios de 1984, época en la 
que Apple lanzaba su máquina Macintosh, las cosas habían sufrido un ligero cambio: 
IBM había desplazado a Apple del primer del mercado en cifra de ventas, La 
vUlli~>UiiU publicitaria de se centró en un tratamiento ideológico, se iniciaba 
una cruzada (guerra santa) contra el gigante, la creatividad y la convivencialidad en-
frentadas al poder de la fuerza, El mago de la Ridley Scott fue contratado 
para realizar un espectacular "videoclip" con el que golpear el hemisferio cerebral 
derecho de los espectadores: 1984 no será nada parecido a "1984", La alusión al 
Brother de la obra de Orwell trabajaba directamente sobre la capacidad de simbo-
lismo de los espectadores americanos, buscando conectar en sus neuronas la asocia-
ción negativa Big Brother-IBM (IBM es Big B.B.), 
Las ambiciones dominadoras de ambas empresas son diferentes, Apple está inte-
resada en la informática personal, IBM en la informática totaL Parece que las dos 
empresas maniobran, como hemos visto anteriormente, o padeciendo los 
postulados de la eco cibernética mercantil en busca del dinero de los usuarios, Lógi-
camente, las de la ecocibernétíca mercantil incluyen la constatación de 
que el hombre es un animal simbólico, metafísiéo, de ahí que junto a las valoraciones 
técnicas adquieran tanta importancia en la construcción de la variedad referencial 
los publicitarios: la guerra santa (Apple), Brother (IBM, según Apple), 
la manzana (Apple), Charlot (imagen de los anuncios de IBM), las tres letras UiCl,,=!ic,ao 
(IBM), la seguridad (IBM), la juventud (Apple), el inconformismo (Apple), etc, 
8.3. Mac se escribe con una c 
Macintosh es un diseño complejo, una máquina un ordenador "muy" per-
sonal, original, arriesgado, joven, desarrollado por una empresa ya rica, en la que 
pervivía aún una porción de ese espíritu de creatividad que la burocracia de las 
grandes corporaciones acaba anulando o haciendo batirse en retirada, Los costes 
de desarrollo ascendieron a $100 millones, $ 20 millones costó la fábrica casi com-
pletamente automatizada prevista para sacar una máquina cada 27 segundos, máqui-
na en la que menos del 1 % de su coste de producción era imputable al trabajo hu-
mano, La primera campaña de mercadeo costó $ 30 millones (32) (Guterl, (Ro-
gers, 1984), 
Macintosh fue anunciado en enero de 1984 por un precio de $ 2.495, Sus caracte-
rísticas iniciales son sobradamente conocidas: microprocesador Motorola 68000 de 
16/32 bits, pantalla de 9 pulgadas por mapas de bits, teclado separable sin 
teclas de cursor o de función, unidad de de 3,5 pulgadas, "ratón" para inter-
faz con la pantalla, memoria ROM de 64 Kbytes y memoria RAM de 128 Kbytes, Se 
diseñó incompatible con cualquier estándar, incluso con el Apple IIe, 
Un objetivo de diseño, que se mantuvo durante todo el proyecto, fue r<t>nc""'rn 
una máquina extremadamente fácil de usar, El equipo humano del proyecto Macin-
tosh, formado por jovenzuelos, pasó a ser dirigido personalmente por Jobs en 1981, 
quien lo alejó de las oficinas de Apple hasta un pequeño locaL Un ambiente libre, 
intenso, creativo, 
(32) Seguramente, como efecto de 
vendido más umdades en sus pnmeros 
el Mac ha sldo el ordenador personal del que se han 
existencia: 70.000 (Ferllg, 1985, p, 56), 
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El diseño y desarrollo de Macintosh es aleccionador, Prueba, entre otras cosas de 
las que ahora no es posible ocuparse aquí, que, por muy rápida que evolucione la 
tecnología, muchas ideas requieren un tiempo cercano a la década para hacerse co-
munes, lo que viene a decir que un exceso de innovación puede incluso ser comer-
cialmente un fracaso inmediato, En los proyectos de la estación Lisa y posteriormen-
te en Macintosh Apple trabajó con conceptos innovados por el Centro de Investiga-
ción de Xerox en Palo Alto (P,A.R.e., véase capítulo 1) diez años atrás, Me refiero a 
los iconos, las ventanas y el "ratón", También prueba que todo diseño auténticamente 
innovador, digno del apelativo de alta tecnología, es un proceso que a duras penas 
se sujeta a normas, plazos y otras constricciones, de ahí que sus autores deban ser 
un poco genios y un poco locos, Ya sabemos lo que diría Bergson: la creación exige 
"duración", 
A más de un lector le parecerá increíble lo que voy a decir acerca de las fechas 
del proyecto, La idea del Mac surgió en el cerebro de ]eff Raskin, veterano del 
equipo de diseño del Apple He, que ¡en 1979! propuso a su empresa fabricar una 
especie de computador tan fácil de usar como un tostador y a un precio previsto de 
venta de $ 500. Aproximadamente cuatro años duró el proyecto, a punto varias veces 
de ser cancelado por la dirección de la empresa. Sólo el empeño personal de ]obs, 
principal accionista de la empresa, consiguió salvarlo, Unos seis prototipos se suce-
dieron, con las siguientes fechas, precios y decisiones técnicas sustanciales (Gutérl, 
1984, p. 41). 
diciembre 1979 
enero 1981 
junio 1981 
febrero 1982 
julio 1982 
septiembre 1982 
julio 1983 
$ 500 Microprocesador Motorola 6809, 64 KB RAM, 
monitor TV de 256 x 256 "pixels" (o puntos) 
$ 1.000 Microprocesador Moforola 68000, incorpora tubo 
de rayos catódicos de 356 x 256 pixels 
Se añade controlador serial de alta velocidad 
Zilog 85530 
Rediseño del computador con pastillas CMOS (33) 
a la medida 
$ 2.000 Rediseño con matrices de lógica programable; 
se aumenta resolución de pantalla a 512 x 256 
$ 2,000 Modifican diseño para disquete de 5,25 pulgadas 
$ 2495 Modifican diseño para disquete de 3,5 pulgadas 
Las originalidades y virtuosidades técnicas del hardware, del software y del dise-
ño industrial del Mac son muchas y no todas beneficiosas desde el punto de vista 
comercial, aunque su conjunto constituye ya un ejemplo histórico de manual (34). 
Ocultan algo que quiero resaltar, y es una distorsión entre la vocación inicial y siem-
pre soterrada del producto (una máquina para uso doméstico) y el destino que a 
medio camino y sobre la marcha se le quiso dar. No se olvide que a la mitad del 
proceso de Macintosh, que duró casi la mitad de la historia de los ordenadores per-
sonales, surgió el IBM PC y su triunfo comercial. Desde ese momento, el IBM PC y 
el nonato Mac empezaron su competencia. 
(33) Una clase de tecnología de CIrCUIto mtegrado (véase anexo sobre mIcroprocesadores). 
(34) EXIste ya una masa de artículos e mformes muy repelltIvos sobre Macmtosh. Para una excelente y 
smtéllca descnpcIón del dISeño de Macmtosh puede consultarse (Guterl, 1984). SI se desean más detalles, se 
(Willmms 1984), mcluye breves artículos de Burrell SmIth (arqUltectura del hardware) y 
\software del y (Lemmons, 1984). 
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Un vistazo a la cronología de los prototipos nos muestra con claridad aquella dis-
torsión y, en parte, la reconoce también Andy Hertzfeld, autor del software del siste-
ma: "inicialmente, el Macintosh no estaba previsto para usuarios de empresa, pero a 
medida que progresaba el diseño y se hacia patente que el Mac costaría más de lo 
esperado, la empresa Apple remodeló su plan de mercadeo para incluir a los usua-
rios de empresa" (Guterl, 1984, p, 38), Sculley, un mago del mercadeo, fichado de la 
Pepsi-Cola para presidir Apple, fijó como una de las metas de la empresa posicionar 
a Lisa y Mac como una familia de computadores baratos en las corporaciones: "mu-
chos computadores personales van a acumular polvo en los escritorios de los ejecu-
tivos, porque su uso es demasiado complicado" (Rogers, 1984, p, 38), 
De las cuatro ces -capacidad, compatibilidad, conectabilidad, convivenciali-
dad- descritas en el tercer capítulo, el Mac inició su vida en 1984 con sobresalien-
te en la primera y última, y deficiente en las dos ces de enmedio; pero hay que te-
ner en cuenta que una porción grande de su capacidad está "esclavizada" aja convi-
vencialidad, La forzada introducción del "rol" corporativo en sus circuitos desgarraba 
la integridad conceptual de su diseño, sin potenciar esas tres ces en la forma nece-
saria para situarse ventajosamente de cara al previsto universo computacional, espa-
cio natural de "Big Blue", Posteriormente, Apple ha movilizado en parte sus estrate-
g18S en el sentido de compensar estos déficit. Compárense al respecto los textos 9 y 
13 del cuadro 4,9, No es fácil que los cambios de estrategia de Apple (Kessler, 1985) 
puedan hacerle recuperar la posición de lujo que tuvo la empresa, ni siquiera re-
nunciando a su historia, como ha hecho defenestrando a Jobs (Uttal, 1985), 
La presentación en enero de 1986 del Macintosh Plus, tercero de esta familia tras 
del Mac de 128 KB y del Mac de 512 KB, es el mejor exponente de estos cambios, 
Las mejoras del Mac Plus comprenden: memoria RAM de 1 MB ampliable a 4 MB, 
memoria ROM de 128 KB, disquete con capacidad duplicada, teclado con cursor y 
sector numérico, e interfaz SCSI (Small Computer System Interface) de gran versati-
lidad y capaz para siete periféricos, incluyendo la red local de Apple (Lara, 1986a), 
Su arquitectura ya es más abierta, 
Estos y otros anuncios similares tienden a reforzar las motivaciones de las empre-
sas independientes fabricantes de programas, de placas y de paquetes de hardwa-
re/software en cuanto a desarrollar aplicaciones potentes de gestión ejecutables en 
el entorno Macintosh y dispositivos diversos de comunicación en uno y otro sentido 
entre los entornos Macintosh e IBM Pe. Ejemplos: las firmas 3Com y Corvus comer-
cializan redes capaces de integrar el Mac en el entorno IBM PC; la empresa Con-
vergent Technologies ha presentado un servidor de ficheros para el Mac diseñado 
para trabajar con la red en anillo con paso de señales de IBM (Lara, 1986b); la mis-
ma casa Apple ofrece el paquete multiemulador de terminales (IBM, Digital, etc.) 
MacTerminal (Fertig, 1985, p, 283); Lotus, Microsoft y Blyth comercializan respectiva-
mente los paquetes de software Jazz, Excel (hoja electrónica) y Omnis3 (gestor de 
base de datos relacional) (Lara, 1986a, p, 56); la empresa Dayna Comm. ha diseñado 
el paquete MacCharlie, que capacita al Mac para ejecutar software para el PC de 
IBM (Zorpette, 1986, p, 41), 
Sólo el tiempo dirá cuál es el resultado de las maniobras adaptativas de Apple en 
lo tocante a su propia posición en el mercado, Sus avatares en tal sentido provoca-
rán especiales emociones entre los accionistas de la empresa, probablemente me-
nos interesados en las virtudes de la eco cibernética que en el valor de su dinero. En 
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lo que a este libro concierne, creo que es posible señalar que las maniobras en 
cuestión contribuirán con seguridad a incrementar -con todos sus problemas y 
ventajas- el grado de conectividad de la informática (véase apartado 4 del capí-
tulo 3). 
8.4. El doctor Guillotin no inventó la guillotina, 
por mucho que lo parezca 
El médico y diputado francés monsieur Guillotin, siendo corno era un caballero 
culto (35) y humanitario, consiguió que su nombre pasase a la historia con una aureo-
la siniestra. Guillotin lo único que hizo fue proponer y defender en la Asamblea Na-
cional la necesidad de inventar una máquina con el benéfico propósito de abreviar 
los atroces sufrimientos de los condenados a la pena capital. Si un hombre así se 
hubiera dedicado hoy al mercadeo se había muerto de hambre. 
Todo lo contrario que IBM. que, sin inventar el computador personal, bautizó al 
suyo corno PC (Personal Computer), con el resultado de que, actualmente, para la 
mayoría de las personas un PC es "el PC". ¿Cabe mayor habilidad para crear imáge-
nes y símbolos? De entre todas las habilidades de IBM la que me causa mayor 
asombro es su capacidad de adaptación a las circunstancias, capacidad de la que su 
habilidad para el mercadeo no es sino una de sus manifestaciones más evidentes. 
Esta empresa es vieja, puesto que cuenta con unos setenta años de vida, y es gran-
de, puesto que debe facturar unos 50.000 millones de dólares. Posee todos los ingre-
dientes para caer en la rigidez de movimientos y hasta en la esclerosis. Nada de eso 
ocurre. Para empezar, sus antenas captaron el mensaje de que había nacido un mer-
cado, que era más que un mercado de juguetitos. Después, supo asimilar rápida-
mente los parámetros fundamentales de la nueva informática de consumo, segregan-
do una vertiginosa agilidad de acción, perfectamente coordinada con su irrenuncia-
ble poder de apisonadora. Algo así como un elefante bailando claqué. 
Además, IBM. que tiene en su haber un cierto número de innovaciones tecnológi-
cas indiscutibles, también posee la indiscutible habilidad para vampirizar, allí donde 
éste resida, el espíritu del garaje (la creatividad) transformándolo antes o después 
en un fructífero mercado. Entre las innovaciones que "no" se deben a IBM. BeU cita 
el miniordenador, el tiempo compartido, las redes locales y el computador personal 
(Gordo n Bell, 1984b, p. 17). 
Esta habilidad se ha transformado en rutina selectora dentro del mercado del or-
denador personal, ya que todos ofrecen espontáneamente sus mejores creaciones 
para reforzar la implantación de la familia de ordenadores personales de 18M. Es 
decir, que IBM puede ser considerada como un elefante vampiro bailando claqué, 
(35) Tan culto que, según he podido descubrir. en tanto que profesor de Anatomía en la Facultad de Me-
dicma de París. formó parte en 1784 de una ComiSIón Real. naela menos que en la ilustre compañía del astró 
nomo Bailly, del químICO LaVOlSler y de Benjamm Franklm. con el fm de estudIar los expenmentos de cura-
cIón por inducción hIpnótica y las relaCIones mente-cuerpo. A pesar de todos estos datos lllstóncos, que 
niegan la macabra imagen que de su personalidad ha perdurado, es de temer que cualqUler esfuerzo enea-
ffimado a hmplar su nombre sería una causa perdIda. El SIQUlente anuncIo breve en un penódlco muestra 
bien a las el profundo arraigo popular de la versión falsa sobre el doctor Guillotin: "SlStema antIrrobo 
de cuBetes automóvil Guillotín. De bajo precIo y fácil mslalaclón. Las manos seccionadas de los rateros 
constltllyen la garantla de sus resultados. No haga el tonto con el loro nunca más" (El País Imaginano, "El País 
Semanal", 23 febr. 1986). 
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entre las muchas formas y es1:ra1tegrlas que adopta esta especie que, más que el Gran 
Azul, es el Gran Predador. 
En concreto, la lucha por el puesto del mercado de los ordenadores per-
sonales se ha librado entre una firma nueva pero pujante, gobernada por individuos 
jóvenes y populares, y la "tecnoestructura" correosa y anónima de una 
gantesca corporación. Contrastes económicos de nuestro tiempo, 
8.6. (Casi) todos los caminos conducen a mM 
En su afán por construir una civilización informatizada de la que participen todos 
los ciudadanos del mundo, IBM ha estado presta en autodisolver varias de sus más 
acrisoladas tradiciones. Me refiero a que para cumplir tan alta misión, IBM pensó 
(36) que era imprescindible integrar el mundo de la informática en el mun-
do IBM de las tecnologías de la información. IBM ha roto algunas de sus propias tra-
diciones con las siguientes decisiones (Camenker, 1983), (McIntyre, 
a) Ha segregado unidades separadas (Independent Business Units), 
para erigir centros de creatividad, dotados de capital-riesgo suministrado por 
la misma compañia y al abrigo de la burocracia de la corporación, Una de es-
tas unidades, formada por un cualificado y pequeño equipo humano, recibió en 
julio de 1980 el encargo de crear en un de 12 meses un ordenador per-
sonal que fuera competitivo sin cambios sustanciales por el resto del decenio, 
De este trabajo nació el PC básico de IBM, centrado sobre un microprocesa-
dor de 16 bits, en una época en que Apple enseñoreaba el mercado con una 
máquina de 8 bits, 
b) Inclinándose por una filosofía de arquitectura abierta, que consiste en hacer 
públicas las especificaciones técnicas, se montaba un mecanismo potentísimo y 
supereconómico para potenciar las dimensiones de compatibilidad y conecta-
bilidad de su máquina, mecanismo imprescindible para elevarla a la categoría 
de estándar "de tacto", al tiempo que ayudaba a reducir la variedad referencial 
del mercado y amplificaba la variedad aplicacional. Otros aspectos que ayu-
dan son que los factores más importantes en cuanto a la aceptación de los 
clientes son: reconocimiento de la marca, una reputación adquirida de confia-
bilidad del producto y del soporte técnico, una tabla de moderada-
mente competitiva y una cierta confianza en que la empresa no va a desapare-
cer en la vorágine de este mercado (Gens, 1983, p, 136), 
c) Naturalmente, quedaba la variedad servicial, que se trataba, por un lado, de 
amplificar, y, por otro, de controlar, A este fin, IBM, siempre babía vendido 
a través de su propia organización, volvió la mirada Apple para observar 
sus métodos de venta y distribución, decidiendo inspirarse en ellos para desa-
rrollar un mercadeo y una comercialización distribuidos y cooperativos con en-
tidades ajenas, como cadenas de distribución, concesionarios independientes, 
etc" apoyados por algunos propios tales como tiendas, 
centros de soporte, etc. 
Repare el lector en que ésta es una frase retórica, porque no hay pruebas de que IBM haya pensado 
escnbiendo, como tampoco hay pruebas de lo contrario, e mcluso seguro que deCIr 
siqUlera sentido, ya que probablemente el pensamIento de IBM distribUldo por toda 
nos atenemos al hecho de que el mensaje'think'" hace unos años estaba escrito en todas 
empresa, 
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8.6. El poder del poder 
Un artículo fechado en noviembre de 1983 se preguntaba ya en su mismo título si 
un millón de compradores del IBM pe podían estar errados por haber decidido ad-
quirir este equipo (Gens, 1983), El articulista aparentaba tomar tal éxito de ventas 
como un claro plebiscito a favor de la calidad y oportunidad del producto y de la 
estrategia de rBM. Para mí, de aquellos compradores unos pueden haberse equivo-
cado y otros no, eso depende, y habría que preguntárselo a ellos uno por uno. Pero 
lo que sí parece es que bastantes de esos clientes acaso se hayan visto envueltos en 
una nube de sugestión por el gran poder inductivo de la gigantesca y hábil corpora-
ción. IBM, una de las mayores empresas del mundo, es la empresa más poderosa de 
informática y tiene su origen, su sede central y sus principales centros neurálgicos 
en el país tecnológica y económicamente más poderoso de la tierra. Una de las ca-
racterísticas de este doble poder es el dominio informativo: todos estamos sometidos 
a la influencia cultural, científica y técnica de ese país, lo que ya es un tropismo al 
que estamos sujetos, lo queramos o no; y, por ende, estamos expuestos a la influen-
cia informativa de y sobre IBM. 
Esa influencia la propagamos y multiplicamos inconscientemente por los medios a 
nuestro alcance, y este libro, hay que reconocerlo, no deja de ser un ejemplo de 
ello pese a su carácter analítico y crítico, Maneja más ejemplos, bibliografía y refe-
rencias a empresas, personas y productos reales del mundo de los EE. UU. que de 
cualquier otro país, aunque, en su descargo parcial, forzoso es aceptar que los he-
chos y los datos así lo piden, dados los objetivos y estructura del estudio, Incluso 
analizándolos y criticándolos, coadyuvamos a reforzar los símbolos que han de insta-
larse en la variedad referencial, dicho esto sin restar un ápice a la habilidad y es-
fuerzo de las empresas en un mundo competitivo, en el que cada una utiliza las ar-
mas que están en su mano, Solamente falta confiar en que a medida que aumente la 
variedad mental informática de los usuarios, para lo cual es necesario paradójica-
mente primero reducir la variedad referencial, sea posible aumentar correlativa-
mente, en lugar de tender a un monopolio, la variedad referencial. 
8.7. El negocio de la informática 
Si por negocio entendiéramos aquellas actividades empresariales que se saldan 
con un beneficio adecuado en relación con el monto de las inversiones y los riesgos 
asumidos, no cabe duda de que los mejores son aquellos que pudiéramos llamar ne-
gocios "sucios", es decir, los dedicados a explotar el papanatismo y la ignorancia de 
la gente, sacándole los cuartos al socaire de las promesas y maravillas de la informá-
tica personal, 
Pero si nos quisiéramos referir, como realmente es mi intención, a las actividades 
organizadas de tipo industrial y comercial que, más allá de los avatares económicos 
resultantes de una determinada gestión, marcan su impronta en la evolución del sec-
tor de la informática personal, citaría como representativas a las empresas que for-
man los grupos de liderazgo en las tres áreas siguientes: los sistemas, el software y 
la microelectrónica, 
Para terminar, conviene apuntar una breve nota acerca de cuáles son los pilares 
sobre los que se asienta el dominio de la informática total o, mejor aún, de las tecno-
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. logías de la información Son éstos: la tecnología la tecnología de las te-
lecomunicaciones, el parque instalado de ordenadores y de comunicaciones, el po-
der financiero y la capacidad comercial. Tres grupos se han lanzado a controlar es-
tas cinco palancas: IBM, AT&T Y Japón (fíjese el lector que denominamos "grupo" al 
Japón), Todas las compras, acuerdos tecnológicos y comerciales, fusiones y asocia-
ciones (37) persiguen ese fin, o una piedra en su construc-
ción, para que los grupos mencionados parten en heterogeneidad de condiciones, 
aunque con bazas en las cinco áreas, 
IBM, entre otras operaciones, ha cerrado recientemente acuerdos en el sector de 
las telecomunicaciones con MCI Corp. y ROLM. la may'-lr empresa privada 
de los EE.UU. y líder en telecomunicaciones, de desmembrarse por man-
dato judicial, ha iniciado una carrera a la conquista de los mercados informáticos. 
Sus alianzas comprenden empresas como Olivetti (Italia), Philips (Países Bajos), 
CTNE Convergent Technologies (EE.UU.), COE-CIT Alcatel (Francia, sin 
cerrar en este dieciséis grupos y empresas japonesas y otras en Reino 
Unido, Irlanda, República Federal de Alemania, Thailandia, Singapur, Taiwan y Co-
rea (Ver "El Periódico Informático", 8-10-1985). El cuadro de acuerdos, compras y 
demás es muy tupido y no deja de complicarse más cada día que pasa, ocupando 
los espacios de los medios de comunicación económica. Como muestra de la clase 
de tejido que están urdiendo IBM y AT&T, por ejemplo, Urea (1985, p. 21), En 
concreto, quien tenga interés en seguir las andanzas de AT&T, podría 
suscribirse a un boletín semanal dedicado a esta gigantesca empresa, y titulado, 
para que no haya dudas al respecto, The Report on AT&T (38). Japón, por su 
ya hace tiempo que ha desembarcado en el Valle del Silicio y otros núcleos de sa-
ber tecnológico de EE. Uu., comprando todo lo que ha podido, que no ha sido poco, 
La ofensiva privada para hacerse con el beneficioso negocio de las telecomunica-
ciones es muy agresiva, porque hay en juego toda una enorme cantidad de biomasa 
(39). La parcial de las comunicaciones domésticas en Japón (1985), la 
des regulación iniciada en 1981 del monopolio del Post Office en el Reino Unido y las 
presiones cada vez más intensas de los grupos defensores de la libre competencia 
sobre las organizaciones internacionales de comunicaciones por satélite son una 
muestra de cuál es el terreno de juego, 
Se está produciendo un "choque entre titanes" 1985, p, 220), una lucha de 
"Ooliat contra Ooliat" (Hanson, 1984, p. 185), en la que los ordenadores pe:rsona119s 
son sólo el motivo de una batalla dentro del escenario glObal. Ahí, las empresas pe-
queñas representan la necesaria fuente innovadora en ideas y tecnología para que 
la evolución no se detenga. Son generadores de variedad. Ese es exactamente su 
papel en este macroprograma. 
reflejo comercial de la tendenCia smérglca al tecnoló-
mtC!rmi'\clcmal, esboza(io en el capítulo 3 yen (1983). ("Sinergia", otro término aso-
para realrzar una función, o de dlversas sustanCiaS que potencian e mcrementan 
de lectura micial, como para hacerse idea acerca de la sigm[¡caclón 
e AT&T (ma Bell) en el mundo de las se recomienda un 
de unas setenta densas y documentadas páginas que ha publicado la revista Spectrum del IEEE 
trum, Vol. 22, n.O 11, nov. 1985). 
(39) El asunto de las empresas de i~~.~~~~~~~~~Tlh~~a~~sldo muy tratado estos últimos aÍlos a mí 
me un capltulc ameno y dedicado al caso de la AT&T, encon-
trarse en (1984, capítulo IX). Tiene de que, por estar escnto origmanamente en 
1982, no recoge las últimas novedades, aunque eso a todos los libros relatlvos a este campo. 
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9, RESUMEN 
El mercado de los ordenadores personales se ha revelado importante y convulso. 
La irrupción de IBM en este mercado en 1981 supuso algo parecido a un seísmo cu-
yas ondas no han terminado completamente de propagarse, cumpliendo su oficio a 
conciencia. Aunque pocos lo percibieron en un principio, el lanzamiento del compu-
tador personal de IBM venía a subrayar que la informática es toda una y su ámbito, 
el mundo entero. 
También, esa fecha significa el arranque de un movimiento catalizador de ciertos 
mecanismos de orden y consolidación del mercado, embrionariamente preexisten-
tes bajo un funcionamiento inestable a corto plazo y en algunos aspectos caótico, En 
este capítulo se ha esbozado una curiosa teoría acerca de las regularidades que pa-
recen tal ordenación. 
Partiendo de los conceptos cibernéticos de variedad y de ley de la variedad, y 
basándonos en ver las empresas proveedoras como predadoras, los usua-
rios de computadores personales como especies metafísicas productoras de energía 
(dinero) y los estándares como símbolos o modelos constrictores, se ha concluido en 
que la ley de la variedad opera simultánea y coordinadamente sobre cuatro clases 
de variedad: la variedad maquinal. que tiende a reducirse, la variedad referencial 
de oferta, que tiende a reducirse; y las variedades aplicacional y servicial, que tien-
den a amplificarse. 
Se ha estudiado cómo la reducción de las variedades maquinal y referencial es la 
causa del aumento de las variedades aplicacional y servicial, que son las que en de-
finitiva interesan al usuario. Actúan como contrapeso. Pero esa inicial reducción es 
en teoría la condición para una posterior ampliación de las mismas variedades ma-
quinal y referencial, al estabilizarse en un punto adecuado para potenciar el proceso 
educativo de la variedad mental informática de los usuarios. El juego interactivo de 
estas leyes es dinámico, 
Tales leyes son algo más que una pura manifestación de la ley del más fuerte. Se 
ha podido demostrar que afectan a bastantes productos, a los que genéricamente se 
denominó objetos informáticos, agrupados por estratos y segmentos industriales, Sin 
embargo, he densificado la casuística alrededor del sistema ordenador personal por 
su valor referencial, paradigmático en varios órdenes y especialmente ilustrativo de 
las ideas expuestas en el capítulo, Bien sabe ya el lector que utilizo los productos y 
marcas concretos sólo como apoyatura, ilustración o punto de según los 
casos, de mi argumentación estructural. No constituyen parte de la esencia de este 
libro. Por eso, aun cuando se termina el capítulo con una intensa referencia a las 
máquinas Macintosh, de Apple, y PC, de IBM éstas son un pretexto para presentar 
dos concepciones industriales y comerciales muy diferentes y representativas de un 
punto de inflexión en el mercado de los ordenadores personales (años 1982-1983), 
En cierto modo fiel a sus orígenes, Apple se orientó hacia el producto, invirtiendo 
en el talento creador y en la innovación. Su máquina Macintosh, seguidora de la lí-
nea técnica del P.A.RG, es el diseño global que más se acerca hasta el momento a 
la máquina convivencial, supuestamente representativa del ordenador personal en-
tendido como herramienta socializadora de la informática, Cualquiera que sea su 
éxito comercial, no resulta aventurado decir que su influencia técnica será notable. 
Con la mentalidad actual del mercado, Apple ha cometido probablemente varios 
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errores. Uno de ellos, de carácter 'brtográfico", y es olvidar o desconocer que los 
computadores personales se escriben con cuatro ces, no con una. Otro, quizá el ma-
yor, demostrar poca habilidad en descubrir o condicionar las reglas de juego del 
mercado, que oscuramente empezaron a desarrollarse hacia 1983. Pero 
Apple es por su propia naturaleza una empresa inicialmente mal pertrechada de 
cara a las nuevas dimensiones del mercado. 
Las nuevas dimensiones son la informática total, el mercado mundial, las redes de 
telecomunicación, los satélites ... Ahí IBM tiene una posición de privilegio, junto a 
otros grupos con los que ha entablado una carrera hacia el futuro. IBM nunca se ha 
orientado al producto, sino al mercado. Frente a la de Apple, IBM desa-
rrolla un vigoroso realismo y un frente de poder, que crea leyes o sabe si 
éstas son universales. En su actividad, las ensoñaciones sólo tienen la misión de ser 
destruidas o bien captadas, absorbidas y convertidas en dinero. 
Pese a todo, los próximos años no están exentos de interés con el lanzamiento y 
comercialización de nuevas generaciones de máquinas personales. Los tiempos de 
la ingenuidad, el ingenio y la aventura parecen haber pasado. Queda la gran 
nita de la reacción del público. 
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personas 
"Mirad, Sancho -dijo Sansón-, que los oficios 
mudan las costumbres, y podría ser que vién-
doos gobernador no conocieseis a la madre 
que os parió". 
(Cervantes, en Don Quijote) 
1. INTRODUCCIÓN 
Cómo afectará el uso extendido de los ordenadores a los múltiples aspectos orga-
nizatívos de la sociedad y cómo al hombre en cuanto a su concepción de sí mismo y 
del prójimo, son cuestiones qUé nos requieren y nos desafían. Dentro de su campo 
disciplinar, la psicología "todavía no tiene respuesta a los nuevos síndromes de di-
verso tipo producidos por la civilización de los ordenadores y de la información", se-
gún opinan participantes en un reciente seminario sobre psicología de la vida coti-
diana ("El País", 18-7-1985, p. 23). El reputado psicólogo Jerome Bruner ratificaba allí 
tal extremo: "No hay suficiente investigación sobre la nueva revolución de la informa-
ción. Lo que sí parece claro es que no se produce una integración adecuada de la 
abundantísima información que genera la sociedad informatizada". 
Se asemejan a un mosaico las reacciones humanas frente a la informática, consta-
tándose que a menudo son conformadas por la expresión pública influyente de indi-
viduos que, sin haber tocado un computador ni personal ni impersonal, y desconoce-
dores de los más rudimentarios mecanismos de interacción con estas máquinas, son 
capaces a lo mejor de escribir un ensayo sobre su previsible impacto en las costum-
bres sexuales de los ciudadanos en una sociedad informatizada. 
Es posible que los ordenadores sean indirectamente causa de un renacer artísti-
co, como arguye, según tengo anotado, el afamado pintor español Luis Gordillo: "El 
interés masivo que hoy despierta el arte se debe a una reacción frente a la carga 
aplastante de tecnología y anonimato de la sociedad actuaL Se está dando una ruptu-
ra subjetiva delírante, una regresión nostálgica hacia lo primitivo, que refleja la in-
quietud colectiva ante la progresiva imposición de lo anónimo". También podría ser, 
en contra de la opinión del pintor, que el creciente interés por el arte se debiera al 
efecto liberador de rutinas producido por las computadoras (1). Así podría concluir-
se de una reciente encuesta del Instituto Atlántico para Asuntos Internacionales, rea-
lizada en EE.UU., Japón, Francia, República Federal Alemana, Reino Unido, Norue-
ga, Italia y España. En España, por tomar un caso, un 75% de la gente pensaba que 
los ordenadores van a reducir las tareas más pesadas en el trabajo, un 54% no esta-
ba de acuerdo con que los ordenadores provoquen que las personas pongan cada 
vez menos interés en su y un 64% opinaba que los ordenadores ayudarán a 
hacer más fáciles los problemas de la vida cotidiana (Impacto del cambio tecnológi-
co en las democracias industriales, "El País", 30-5-1985, referencia donde puede con-
sultarse las características y ficha técnica del sondeo). 
(1) Que computador también puede aliviar en lugar de a veces incluso en el 
mundo como se desprende de la (1986) opinión novelista Gabriel Garda 
Márquez acerca de una computadora personal además el horror del folía en blanco me ha 
evítado el físico, el mal humor de horas dando a un rebelde y a unos papeles que nunca 
son perfectos. necesitado afio y medio para terminar esta novela que ahora he terminado tras ocho 
meses de encierro", 
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En realidad toda reacción es posible, especialmente si se toma en cuenta la in-
creíble diversidad del ser humano, capaz en principio de las cosas más inespera-
das. Hace unos meses leí que un caballero inglés de 29 años estaba empeñado en 
casarse con su suegra. Impulso tan extraño me causó la mayor impresión, que des-
pués se hizo imborrable porque aquel hombre consiguió sus propósitos, lo que venía 
a demostrar que, no por ser raros, sus deseos eran menos sólidos e imperiosos. Na-
turalmente, puestos a escala individual, el ordenador ha de suscitar las reacciones y 
sentimientos más diversos. Y tantos, que la ciencia no está aún preparada para com-
prenderlos y preverlos. Así pues, nada tiene de extraño que sólo dispongamos de 
estudios e ideas de orden estadístico, cuya escala de validez es el grupo (2) o la 
clase, no el individuo. 
Conclusiones corno la anterior, muy próximas a la última verdad filosófica del esti-
lo del "sólo sé que no sé nada", tienden a causar un efecto disolvente, hay que reco-
nocerlo, por lo que, una vez expresadas, deben dejar paso a verdades menos segu-
ras pero más constructivas. Corno, por ejemplo, decir que con los elementos y cono-
cimientos precarios hoy acopiados acerca del ordenador y del hombre y la socie-
dad, entra ya en lo factible mejorar las estrategias y predicciones comerciales hasta 
ahora olvidadizas del ser humano, si no era para considerarlo corno una máquina 
consumidora lector podrá comprobarlo repasando la descripción de las grandes 
maniobras mercantiles ecocibernéticas en el capítulo anterior). También es pensa-
ble que aquellos conocimientos supongan una ayuda para construir la convivenciali-
dad de las máquinas y de la informática, a la que me he referido en el capítulo 3. 
O que represente una base de reflexión y de decisión para afinar las opciones 
educativas abiertas por el ordenador, ternas que abordaré específicamente en el 
capítulo 7. 
En este capítulo me centraré de manera primordial en la persona que tiene algún 
tipo de relación con el ordenador, excluyendo a los profesionales, salvo corno punto 
de referencia. La difusión de los computadores personales hace que este ser huma-
no forme parte de un colectivo de millones de personas. Lógicamente, las reaccio-
nes y comportamientos personales han de diferir en función de parámetros cultura-
les, lo que nos llevará a interesarnos por el asunto de la "cultura" informática, que, en 
opinión de este autor, puede presentar diferencias sustanciales entre coordenadas 
culturales. 
Dedicaré un espacio a abocetar una cierta tipología de la informática personal, ha-
blando tanto de los héroes informáticos dentro de una "cultura" informática tan pecu-
liar corno la que existe en los EE. UD., corno de las clases emergentes que llamo ex-
formáticos y auto informáticos, específicos de la práctica impuesta por el ordenador 
personal. Siempre me moveré en una consideración de clases, nunca de individuos, 
que, como se dijo antes, ofrecen seguramente los más diversificados e inesperados 
comportamientos. La cuestión de la relación psicológica con la computadora está en 
un nivel embrionario, pero contarnos ya con algún que otro estudio, que, para termi-
nar el capítulo, intentaré glosar y comentar, sobre todo buscando ponerlos en rela-
ción con argumentos de "cultura" informática. 
(2) El genetista inglés J. M. Thoday. citado por Dubos, escribió: 'en el desarrolle de cada individuo actúan 
recíprocamente un ge;r¡otipo únkc y un entorno únioo, y aunque debamos clasificar a los individuos en gru- . 
pos por mol1vos clentJficos, admlillstratlvos y educaCionales, corremos un grave riesgo y nos perjudicamos 
sobremanera al ignorar esta singularidad' (Dubos. 1986, p. 83). 
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2. EL ORDENADOR, COMO PRÓTESIS INTELECTUAL 
En una ocasión escribí que los cuatro factores que condicionan el comportamiento 
de un individuo son: su biología, su biografía, la sociedad de la que forma parte y la 
historia de su especie. En relación con ellos me interesaba entonces describir algu-
nos aspectos relacionados con el tratamiento de la información (Sáez Vacas, 1971). 
Recién ingresado en el mundo de la informátic9., descubría maravillado cómo el sis-
tema de información propio es el soporte activo y delicado de la "realidad" que 
mueve las acciones del sujeto. La especie humana, ampliados sus órganos sensibles 
y ejecutivos por instrumentos artificiales, había desplazado los límites de sus posibili-
dades de observación y acción, y, por consiguiente, la imagen que podía formarse 
del mundo. Y, más maravilloso todavía, con el computador potenciaba su actividad 
mental, con la capacidad de almacenarla, perfeccionarla y transmitirla operativa-
mente hasta los confines del mundo. 
Hasta siete años después no supe que mi particular "descubrimiento" era un lugar 
común en el campo de la antropología. Fue al adquirir un libro que había sido edita-
do en 1971 en su versión francesa, yen 1966 en su versión original. En su página 231 
decia así: "El hombre y sus extensiones no constituyen más que un solo y mismo sis-
tema. Es un error monumentalsmnsiderar al hombre como si constituyera una reali-
dad distinta de su morada, sus ciudades, su tecnología o su lenguaje" (Hall, 1971). 
Las extensiones de las que el hombre concreto ~no el hombre como especie-
dispone son ya un argumento social y el uso que de ellas hace es también probable-
mente un argumento cultural y sin duda un argumento biográfico. 
2.1. ¿Devenimos hombres de Turing? 
Boller ha estudiado desde un punto de vista histórico la influencia de la tecnología 
en el pensamiento, partiendo de lo que normalmente se entiende por cultura clási-
ca, para recorrer después la cultura occidental hasta nuestros días. En cada época, 
un paradigma tecnológico impregna la cultura (3). El paradigma tecnológico de aho-
ra mismo y del próximo futuro es el computador, cuyo antecedente teórico ha sido la 
máquina de Turing. De ahí que, en su libro, Bolter, profesor de clásicas en una uni-
versidad estadounidense, llame hombres de Turing a aquellos "cuyo trabajo en coo-
peración con el ordenador se hace suficientemente íntimo y prolongado, como para 
llegar a pensar y hablar en términos sugeridos por la terminología y metodología de 
esta máquina". Hay muchos ejemplos de esta impregnación en los campos de la psi-
cología, la economía, la sociología, la filosofía, el arte ... yen el lenguaje, en general. 
Para Bolter, "el hombre de Turing es la integración más completa de humanidad 
tecnología, de artífice y artefacto, en la historia de las culturas de Occidente. Con 
la tendencia, implícita en todas las épocas, de pensar a través de la propia tecnolo-
gía se lleva a su extremo; para el computador refleja, imita ciertamente, la crucial 
capacidad humana de pensamiento racional. Aquí está la esencia de la creencia de 
Turing en la inteligencia artificial. Ha:ciendo que una máquina piense como un ser 
(3) Se habla de cultura con la impreciSión que solemos esgrimir para conceptos muy complejOS. 'rodas 
vemmos caer en esta trampa, por lo que conviene advertídos sobre las distintas acepciones. enfo-
ques y de generalidad pOSIbles en el uso susodicho concepto. 
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humano, éste se recrea a sí mismo, se autodefine como una máquina", (Bolter, 1984, 
p. 13), Un paso posterior, según otros, será la simbiosis del cerebro humano y del 
cerebro del ordenador, para crear un cerebro superior un cerebro 
de silicio (4), que significará el principio de una nueva en la evolución de la 
humanidad, algo que nuestros ojos mortales me temo no alcanzarán a ver. 
2.2. Integración de la tecnología en el biotipo cultural 
El estudio de Bolter es una especulación, en el mejor sentido de la Trata 
de algunos aspectos culturales generales que en sus líneas de se ven 
afectados hoy por el computador y que el día de mañana tal vez repercutir 
en los patrones culturales del común de la Otra cuestión y que no 
parece que hasta el momento haya sido estudiada, es el de las culturas con-
cretas, y no del conjunto de la cultura occidental o de la cultura 
gración del ordenador, No cabe duda de que los niveles ''''-,U'-'"V;,;''"'V 
presentan un factor diferencial en la receptividad social de la y este as-
pecto lo analizaremos en un sentido indirecto Pero desconocemos el grado 
de interacción con elementos y formas culturales de cada Siempre se ha di-
cho que el lenguaje y el instrumental informáticos tienen un enorme poder homoge-
neizador, de tal manera que los programadores y los analistas de todas partes se 
asemejan muchísimo, aunque, analízándolo bien, no será fácil apreciar diferencias 
con respecto a otros comportamientos Sin embargo, la espectacular 
difusión de la informática como herramienta por causa del ordenador personal hace 
pertinente la pregunta de si ella va a afectar a las formas culturales disolviendo su 
diversidad o, por el contrario, va a ser modelada diversificada por estas dimensio-
nes a veces ocultas, ¿Acabará habiendo un tipo de de Turing" por cada cul-
tura netamente diferenciada? 
Hall muestra literalmente que: el hombre, a de todos sus esfuerzos, no pue-
de escapar al imperio de su propiá cultura, que alcanza hasta las raíces mismas de 
su sistema nervioso y modela su percepción del mundo. La cultura es en su mayor 
parte una realidad oculta que escapa a nuestro control y constituye la trama de la 
existencia humana (Hall, 1971, p, 231). Y lo ilustra con ejemplos acerca de 
las diferencias en la percepción y uso del en las culturas árabe, japonesa, 
alemana, francesa, inglesa, americana de EE. UD., etc., que, no solamente condicio-
nan su concepto de distancia personal y la de su hábitat arquitectónico, 
entre otros, sino que sugieren fuertes aunque sutiles distinciones en los respectivos 
tratamientos psicofisiológicos de la información (5), Esta idea queda mayormente re-
(4) Material básico predominante en la composición de los circuitos integrados Qastrow, 1986, pp. 171-
178) 
(6) En 1986, el negocio de los procesadores e1ectr<)ni(~os 
alcanzará en Japón la cifra de $615 
760.000 máquinas vendidas. Escribir 
dos mediante la tecnología de los nuevos pr~~~~s~~;~~~~:c,~~:~' 
ción cultural japonesa, que por otro lado la 
86), observan ccn atención y pr€'OCl¡pa(~lÓn 
ideogramas forma parte 
Siguiendo con la veta de contraste cultural para nosotros 
extremado, en el que las aparatosas. Para los adeptos al tan-
trismo el verdadero ser es que escapa al control de las faculta-
des mentales (cerebro, por otros centros del cuerpo hu-
mano: la única verdadera tiene un alcance la percepción supramental y otros mé-
todos, el hombre llega a ccnocer sutiles mlIndo, "que nos permiten descubrir brechas y 
pasajes secretos por dpnde es otras formas de existencia, con otras dimensiones del 
espacio, del tiempo y de la p. 17). 
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saltada en el mundo de la representación artística, y más concretamente en la pintu 
ra, cuya historia acaso podría reescribirse desde la perspectiva de la percepciór 
del espacio y del tratamiento de la información. 
Recurrir al ejemplo del arte esquimal de los Aivilik, aparentemente basado en 
que sus referencias orientativas no están constituidas por objetos o puntos verdade-
ros, sino por relaciones (entre la nitidez de los contornos, la calidad de la nieve y 
del viento, el contenido en sal del aire, el tamaño y la forma de las grietas ... ) puede 
servirnos por contraste de alegoría acerca del resultado más probable de la integra-
ción de la tecnología: el arrasamiento de las diversidades. En general, no obstante, 
podría decirse que el juego dialéctico subterráneo entre cultura e informática nos es 
desconocido, por lo que sería insensato descartar la idea de que su afloramiento no 
pudiera en algunos supuestos deparamos ciertas sorpresas. De entrada, por lo me-
nos hay que admitir que los procesos de integración diferirán sensiblemente entre 
culturas. 
Para captar un atisbo muy superficial de la temática que he pretendido simple-
mente sugerir en este apartado, el lector puede consultar los cuadros 6.1 y 6.2, que 
recogen resultados de la ya mencionada encuesta del Instituto Atlántico para Asun-
tos Internacionales. Es muy evidente que ellos no se explican sólo por diferencias 
de nivel técnico y científico, sino que están intervenidos por parámetros culturales. 
Especialmente llamativo es el caso del Japón, segunda potencia industrial informáti-
ca, cuyas sorprendentes respuestas tienen que dejar boquiabierto a un lector OCCI-
dental. Por cierto que, entrando ya en el ámbito más próximo al ordenador, no es 
raro que se aluda a la cultura japonesa para justificar su falta de creatividad en el 
terreno del software (Chip, 1986, p. 97). La cultura japonesa fomenta la jerarquía, la 
cooperación, el conformismo y el trabajo en equipo, parámetros todos que tienden a 
agostar el individualismo creativo. En la época escolar del momento presente, la so-
ciedad japonesa ~los padres, para decirlo sin eufemismos~ prima el valor cultural 
"logro académico" por encima del crecimiento personal. 
3. SUBCULTURAS INFORMATICAS 
En cumplimiento de 10 prometido en la introducción, a partir de ahora concentra-
remos nuestras miradas básicamente en colectivos de personas que han tenido una 
relación directa, por superficial que pueda haber sido, con los computadores. Por la 
tabla superior del cuadro 6.2 se ve que esos colectivos son proporcionalmente muy 
distintos entre países. Llama la atención lo elevado de los porcentajes, porque la in-
formática personal no es pujante todavía hasta ese extremo, a no ser que fueran con-
tabilizadas las calculadoras programables (obviamente, son computadoras), que es 
el que me sospecho ha sido el razonamiento de muchos encuestados. 
3.1. Cultura e infotecnocultura 
"Cultura' es una palabra comodín, sin sentido fuera de un contexto. Una definición 
de cultura entiende ésta como conjunto de conocimientos científicos, literarios y ar-
tísticos de una persona, pueblo o época. Cultura material sería, para la misma enci-
clopedia, el conjunto de los rasgos culturales externos que conforman la vida econó-
mica y la tecnología (incluye los elementos del equipo tecnológico que un pueblo 
necesita para vivir). Para el culturalismo americano, cultura es la suma global de las 
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CUADRO 6.1. EL AVANCE INFORMATICO y SU INCIDENCIA SOBRE 
LOS PUESTOS DE TRABAJO, POR PAíSES. (Encuesta del Instituto 
Atlántico para Asuntos Internacionales, en "El País", 30-5-1985, p. 8) 
Francia RF A R. UlÚdo Noruega España Italia EE.UU. Japón 
Los ordenadores van a ayudar a 
las personas como yo a hacer más 
fáciles los problemas de la vida 
cotidiana: 
De acuerdo 44 27 52 42 64 46 63 47 
En desacuerdo 47 43 37 52 32 45 33 22 
No sabe/no contesta 9 30 11 6 4 9 4 31 
Con la importancia que están te-
niendo los ordenadores, la 
va poniendo cada vez menos inte-
rés en su trabajo: 
De acuerdo 40 34 49 35 41 34 41 33 
En desacuerdo 47 35 41 58 54 56 56 35 
No sabe/no contesta 13 31 10 7 5 10 3 32 
Se podrán usar cada vez más los 
ordenadores para averiguar datos 
de la vida privada de la' gente: 
De acuerdo 71 51 75 56 69 37 68 50 
En desacuerdo 19 20 13 35 24 35 28 18 
No sabe/no contesta 10 29 12 9 7 28 4 32 
En el trabajo, los ordenadores van 
a reducir las tareas más r.c>""ri",,,· 
De acuerdo 65 38 79 74 75 63 77 39 
En desacuerdo 23 25 12 18 21 27 19 26 
No sabe/no contesta 12 37 9 7 4 10 4 35 
Con el desarrollo de la informática 
y el mayor número de ordenadores: 
Se va a incrementar el paro 47 53 63 45 63 48 43 47 
Se crearán más puestos de trabajo 23 12 22 25 13 19 50 24 
No sabe/no contesta 30 35 15 30 24 33 7 29 
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CUADRO 5.2. PREDISPOSICIÓN AL USO Y AL APRENDIZAJE DEL USO 
DE ORDENADORES, POR PAíSES. (Encuesta del Instituto Atlántico para 
Asuntos Internacionales, en "El País", 30-5-1985, p. 8) 
PREDISPOSICIÓN AL USO DE ORDENADORES 
Francia RFA R Unido Noruega España Italia EE.UU. Japón 
Lo he utilizado en alguna ocasión 26 11 28 21 12 7 37 14 
No lo he utilizado nunca. pero me 
gustaría hacerlo 37 23 22 29 41 29 32 41 
No lo he utilizado nunca ni me 
gustaría hacerlo 36 51 49 50 43 48 29 40 
No sabe 1 15 1 O 4 16 2 5 
DISPOSICIÓN AL APRENDIZAJE DEL USO DE ORDENADORES 
Francia RF A R Unido Noruega España Italia EE.UU. Japón 
Sí. con seguridad 38 ]6 29 28 29 26 37 7 
Sí, probablemente 22 21 29 29 24 21 28 21 
i 
Probablemente no 6 13 II 15 12 14 14 42 
No, con seguridad 28 23 29 27 27 37 17 21 
No sabe 6 27 2 2 8 3 4 9 
actitudes, ideas y conductas compartidas por los miembros de la sociedad, al mismo 
tiempo que los resultados materiales de estas conductas, los objetos manufacturados, 
0, como ya explicaba Tylor en 187l. la mitología, el lenguaje, las prácticas animistas, 
los ritos y las ceremonias forman ese todo que puede llamarse cultura. 
Se habla de cultura artística, cultura religiosa, cultura política, cultura científica, 
cultura "underground", cultura de masas, etc, Snow, en una famosa conferencia de 
1969, habló del divorcio entre dos culturas, la cultura literaria y la cultura científica, 
A cualquiera se le antoja que hay demasiadas culturas al retortero, y esta situación 
produce un discurso teñido de cierta ambigüedad, de la que nos será imposible es-
capar, Por ejemplo, Bolter, en su ensayo, parece enfatizar las dimensiones históricas 
y filosóficas de la cultura. El citado Hall cultiva una aproximación antropológica, Así 
que, por lo visto hasta aquí, se presenta problemático encontrar una relación clara 
entre informática y cultura en general, por lo que resulta prudente reducir las pre-
tensiones de tal búsqueda a alguna dimensión más manejable de la cultura, 
Para empezar, debe aceptarse que, desde luego, las herramientas conceptuales e 
instrumentales de la informática forman parte de la cultura humana, pero de ninguna 
manera son elementos culturales propios de todas las personas, sociedades, pue-
blos, países o épocas, Analizar el proceso de creación de tales elementos o, en su 
caso, de su asimilación es trabajo de sumo interés, si se acepta que la cultura 
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tendida de forma muy próxima al modo del culturalismo americano) viene a ser algo 
así como el cerebro social de un pueblo, 
Giner, con enfoque sociológico, habla de tecnocultura, distinguiéndola de "la cul-
tura", pero implícitamente considerándola un nuevo componente (en desarrollo) de 
ésta (Giner, 1985). Aprovecharé algún pasaje de su artículo, que, de una parte, nos 
confirma que "estamos pasando rápidamente de una sociedad cuya dinámica se 
basa en la innovación técnica a otra en la que, cada vez esa dinámica depende 
de la innovación cognoscitiva sistemática" (Giner, 1985, p. 23). Por otra, nos propone 
considerar que, si la tecnología es la interfaz entre el universo simbólico y operativo 
y el mundo humano de la cultura genuina y de la conciencia, se crea una tecnocultu-
ra no destructora sino reestructuradora de la cultura. Ya el romano Salustio dejó di-
cho que el mundo es un objeto simbólico, pero seguramente le habría sido imposi-
ble imaginar que su grado de simbolismo llegaría a tal altura y sobre todo a tal abs-
tracción que ha obligado a los hombres de nuestra época a acuñar la pé!labra "ínfos-
fera" para denotarlo a este respecto. 
Lo cierto es que sí convenimos en aceptar esta etiqueta de la tecnocultura, ten-
dremos que convenir también en la existencia de una tecnocultura de la información 
o infotecnocultura, y dentro de ella una tecnocultura informática, que hace bastantes 
años llamé simplemente "cultura" (generalmente en forma entrecomillada para mati-
zar su significación parcial, más propia de una subcultura). La creación y el dominio 
de los diversos mecanismos y lenguajes de la tecnología-interfaz le dan a la tecno-
cultura su prevalencia política y económica, 
3.2. Los cinco dedos de la "cultura" informática 
Muchos años de observación de la actividad informática desde dentro pero desde 
muy variadas posiciones profesionales me permitieron hace tiempo elaborar un mo-
delo intuitivo acerca de los diferentes modos de comportamiento técnico de las per-
sonas que tienen alguna relación con aquella actividad, y, por exclusión, de quienes 
no la tienen. He creído descubrir que la "cultura" informática no es nada homogénea 
y que está formada por la interacción dinámica de cinco subcuIturas, relativamente 
bien diferenciadas entre sí. En mi opinión, las características principales de cada 
subcultura son universales, con lo que la diferenciación entre las culturas informáti-
cas de los países o comunidades se debe precisamente a la diversidad de pesos 
relativos de sus subculturas componentes. Por poner un ejemplo, está claro que son 
completamente diferentes la cultura informática de EE.UU. y de España, lo que tiene 
consecuencias educativas, industriales, comerciales y de otro orden, influyendo de 
maneras peculiares en la percepción social de la informática en cada país. 
Después de aplicar este modelo sociotécruco en varios trabajos y reflexiones, aca-
bé publicándolo recientemente en forma de artículo (Sáez Vacas, 1985a). Veamos 
los nombres de las cinco subculturas: a) informática-ciencia; b) informática-industria; 
c) informática-negocio; d) informática-uso; e) informática-mito. Representan las for-
mas diversas como los individuos y los entes sociales viven el mismo objeto informá-
tico. 
Su interacción, si se las considera como subsistemas, crea el sistema cultural infor-
mático concreto de cada lugar y lo impregna de los valores, de los comportamientos 
y del lenguaje de la o las subculturas predominantes, Púeden verse también como 
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cinco pero esta analogía ha sido explotada en el capítulo anterior y no 
conviene abusar. 
Por aproximarnos a la idea, tomemos un "objeto" informátIco cualquiera, una base 
de datos, por ejemplo, En el interior de la informática-ciencia, este asunto suscitará 
acaso movimientos y esfuerzos para impulsar avances en el conocimiento y en la 
elaboración de las técnicas de la modelación conceptual, para formular de manera 
más los lenguajes relacionales o para comparar arquitecturas, Desde la in-
formática-industria se apreciaría más bien una ola de interés por diseñar y construir 
un sistema eficiente y seguro de gestión de bases de dotado con el mayor 
número de posibilidades, A la informática-negocio le interesará sobre todo que este 
sistema esté disponible a tiempo y que haga más cosas o más fantásticas que los de 
la competencia, y por menos dinero. Dentro de la informática-uso, el centro de aten-
ción se fija en que el sistema resuelva el problema afrontado con la mayor eficien-
cia, facilidad de manejo y con el menor número de pegas, Para la informática-mito, 
una base de datos sugiere ingentes cantidades de información en donde progresiva-
mente podrá consultarse todo el conocimiento humano almacenado o en donde nau-
fragará nuestra intimidad y nuestra libertad, 
El artículo mencionado ilustrado con un dibujo a toda de una 
mano cada uno de cuyos dedos ostentaba un rótulo: saber, producto, dinero, empleo 
instrumental, mito, A grandes rasgos, éstas son las respectivas finalidades orientado-
ras del comportamiento sociotécnico de las cinco subculturas, por lo cual la ilustra-
ción le añadía al artículo un valor inesperado de nemotecnia visuaL Lógicamente, el 
comportamiento se manifiesta por el despliegue de métodos de trabajo, de 
comunicación, currículos personales y situaciones laborales suficientemente diferen-
ciados, 
3.3. ¿Estadios evolutivos, estados patológicos 
o diferentes especies? 
La informática-mito es un caso aparte, Nos afecta a todos en mayor o menor medi-
da, pero sobre todo constituye el componente imaginario de la gran masa de ciuda-
danos todavía sin un contacto directo con la informática, a quienes suministra el con-
junto de elementos de convicción y de perfección intelectual acerca de las últimas 
posibilidades y consecuencias de los ordenadores, Se ha construido por medio de la 
prens, las novelas, películas, la televisión o las obras de ficción científica, El 
ordenador adquiere la categoría de mito, cargado de las promesas o de las 
peores amenazas, Sabemos que los mitos son inseparables de la condición humana 
en todas las culturas, en cuyo interior mantienen una milenaria pugna con el conoci-
miento racional y científico, 
La informática-uso y la informática-mito son las subculturas de un número de indi-
viduos y de entes sociales inconmensurablemente superior al del resto de las sub-
culturas, En términos históricos, puede en cambio, que la influencia de estas 
últimas es mayor en la configuración de la "cultura" resultante. La informática empe-
zó como una cuestión científica y para científicos, después se extendió a las empre-
sas y a las instituciones gubernamentales y de ahí se creó una industria, para, por 
último, convertirse en un grandísimo negocio. Por este orden, Hoy, los valores pre-
dominantes y las pautas de la informática-uso y de la informática-mito 
aparecen intervenidas por la influencia de los intereses del ne(::¡OC;lO. 
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Como se dijo antes, en cada lugar los subsistemas culturales aparecen con un 
peso distinto y propio, La influencia del negocio es filtrada y saneada allí donde se 
han enraizado con solidez las informáticas-ciencia, uso e industria, Y donde todas és-
tas son el sistema cultural informático es patológico e incluso patógeno, Se 
produce un estado de hipertrofia de los parámetros técnico-mercantiles y míticos, 
que, hablando en términos relativos, deriva en inflación instrumental, ineficacia ope-
rativa y intelectual en todos los campos tocados por la informática, 
Podemos aprovechar el dibujo de la mano para establecer un paralelo didáctico, 
La mano es un sistema en el que todos sus dedos juegan un papel, aunque no de la 
misma importancia, La estructura actual de la mano humana data de hace unos dos 
millones de años y se alcanzó por un proceso evolutivo de unos 60 millones de años, 
La organización de sus huesos y músculos la convierte en una herramienta de fuerza 
y precisión, consiguiéndose esta última cualidad básicamente gracias al subsistema 
formado por el pulgar y el índice, No hay más que ver una reproducción de la mano 
de un para apreciar sus diferencias funcionales, y por tanto intelectuales, qm 
la del ser humano Qastrow, 1985, p, 127), En nuestra analogía, la informática-ciencia 
juega el del dedo pulgar, la informática-uso el del índice y la informática-mito 
el del ... _ ... ..,,--' 
Las cinco subculturas son necesarias y forman un sistema evolutivo, en el que su 
morfología constituye una medida de la evolución y de las posibilidades de cada in-
formática (6), Así que pueden observarse manos extrañas cuando (hablando en tér-
minos de influencia) determinados dedos están atrofiados o en puro embrión y otros, 
sobredimensionados, Uno se pregunta si esas manos tan distintas se refieren a dife-
rentes estadios de la evolución, obedecen a enfermedades con remedio o definitiva-
mente corresponden a especies que han divergido en sus caminos, 
El de cuantificar este modelo de las cinco subculturas está pendiente y en 
mi opinión merecería la pena acometerlo, porque constituiría un instrumento de polí-
tica informática comparada, Si no fuera porque este libro pretende trascender las 
problemáticas locales, ahora podría extenderse pormenorizadamente en la casuísti-
ca que es la que mejor conoce el autor, Descartada tal opción, al menos 
no de expresar mi convencimiento de que la mano informátíca española es 
muy rara para lo que uno piensa que debe ser una mano informática y de ella no 
puede esperarse por el momento fuerza y mucho menos precisión: posee un acro-
megálico dedo-negocio (7), un esplendoroso dedo meñique y unos dedos industria y 
ciencia como muñones, pero no por atrofia o amputación sino porque no han 
Como todos sabemos, los desarrollos de la mano y del cerebro han mantenido una 
Ya el filósofo griego Anaxágoras lo vio, aunque en un sentido unidiwíCcional, 
es mtehgente porque tiene manos', ' 
correla 
dijo: 'el 
de comunicación son un datos para el sugerido estudio de cuantificación, Re-
~ientemente se publicado muy superficial, de las en in-
en F.spaña (Bertrand, la impresión de e infor-
la atención la gran en muchos casos del orden del del total, 
prácticamente en su totalIdad extranjeros", "A esto se un elevado por-
de las publicaciones que se leen en son meras extranjeras, es 
con textos firmados por autores y con contenidos , ( .. .) "En reali-
se es vender, vender la forma más atractiva "En el contenido de las 
ínlc,rmi~tio'ls predominan las noticias: en primer lugar, sobre nuevos o productos, después 
de los investigadores, sobre mejoras en marcas concretas informáticos"," El 
treinta revistas y periódicos, pero, como síntonw claro de la desconoce la exis-
y de la Revista de Informática y Automática, revistas técnicas minorita-
respectivamente por la Asociación de Técnicos de Informática y por la Espaííola 
UJllJ!l¡¡'" IilC" y Automática, 
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nacido. Un instrumento nó puede dejar de contemplarse con lástima y con preo-
cupación y es imposible dejar de tomarlo en cuenta para cualquier medida política 
(retomaremos este aspecto en el capítulo 7 al analizar el problema de la alfabetiza-
ción informática). Un matiz más. Con el símil de la mano deforme por el hipertrofiado 
dedo-negocio, el autor no quisiera causar la impresión de que olvida el papel motor 
de un mercado activo y abundante sobre las mejoras tecnológicas. La idea que 
quiere transmitir se basa en una cuestión funcional de proporciones. 
La "cultura" informática de cada sociedad no se crea en el vacío, como es fácil de 
suponer, sino que desprende su morfología de su ambiente cultural general y espe-
cialmente de su cultura tecnológica, científica e industrial, y está probado además 
que los individuos son muy resistentes precisamente a cambiar la idea del mundo 
que su cultura proyecta sobre ellos. 
En el capítulo anterior se ha sintetizado lo esencial de la lucha entre dos marcas y 
modelos, el IBM PC y el Apple Macintosh. A la luz del modelo de las cinco subcultu-
ras, podría añadirse ahora que en la casa Apple prevaleció la informática-industria y 
en IBM la informática-negocio, e IBM le ganó a Apple por la mano, si se me permite 
el juego de palabras. El primer capítulo nos ofreció, en cambio, un ejemplo de insti-
tución donde predominaba la informática-ciencia: el Centro de Investigaciones de 
Xerox en Palo Alto. El comportamiento, la forma de trabajar, el lenguaje, los objeti-
vos del grupo de gente que laboraba en aquel centro estaban lejos de las conductas 
que persiguen la producción o el lucro. Para muchos de los ejecutivos de la Xerox, 
los habitantes del P.A. R. C. eran cabezas de huevo y en sentido inverso tampoco la 
opinión era muy complaciente (Perry, Wallich, 1985, p. 7.2). 
3.4. El ordenador personal, como agente transformador 
de la "cultura" informática 
En esta perspectiva cultural y evolucionista, la aparición de la computadora perso-
nal significa un hito en lo que se refiere a la evolución de las influenciqs de las cinco 
subculturas. Es natural que la informática-mito sufra cambios, como corresponde al 
hecho del proceso brusco de erosión que empieza a experimentar el mito del orde-
nador, al hacerse éste tangible y utilizable para muchos millones de personas. Como 
corolario, la informática-uso recibe nuevas presiones y cambios. La resultante será 
una "cultura" informática distinta, siempre un nuevo estadio evolutivo, es decir, de-
pendiente del estado cultural anterior. 
Los ordenadores personales han suscitado y multiplicado un hormigueo de activi-
dades, entre las que no faltan los medios de influencia cultural, como son los centros 
de fórmación y de asesoramiento y los libros y revistas. Cada sistema cultural gene-
ra sus medios específicos, haciendo evolucionar su "mano" informática en un sentido 
previsible en cuanto a su estadio inmediato, salvo adopción de enérgicas medidas 
institucionales correctoras. 
4. TIPOLOGíA DE LA INFORMATICA PERSONAL 
Hora es ya de descender a aspectos más tangibles relacionados directamente con 
los personajes y los tipos que surgen de estas nuevas actividades. Haré primero una 
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suerte de crónica social del triunfo económico, el brillo técnico o intelectual o cual-
quier otra clase de singularización en esta nueva esfera de la tecnología. Utilizaré el 
método de los ejemplos, que servirán para ilustramos acerca de este reciente y fu-
gaz santoral informático y su habitual lugar de culto. 
4.1. Héroes, fanáticos y millonarios 
Los Estados Unidos de América es el país donde más avanzados están la industria, 
el mercado y la utilización de los computadores personales. También, como se ha 
dicho, es el país donde más posibilidades de desarrollarse tienen las iniciatívas de 
las personas creativas y de talento. En otros sitios, como ocurre en el país de naci-
miento del autor, nos las ingeniamos por el contrario para organizar las cosas con 
una técnica sutil consistente en maximizar la dificultad de que cualquier ciudadano 
no alentado en su inteligencia, voluntad y fuerza directamente por los dioses sea ca-
paz de atravesar las barreras levantadas sistemáticamente en su contra. Por eso, los 
siguientes primeros ejemplos, tomados de Bell (1984), no han sucedido en España ni 
en Francia o Italia, sino en EE. Uu., y son precursores de lo que posteriormente ha 
venido a acontecer con las computadoras personales. Ocurrieron en las décadas de 
los 50, 60 Y 70. 
Con una explicación en formato algorítmico, Bell nos razona cómo un individuo de 
talento abandona la empresa donde trabaja para crear otra, en el momento en que 
su insatisfacción desborda el nivel de gratificación que recibe y su ansiedad supera 
el miedo al riesgo. 
Así fue como Norris, en 1957, capitaneando un grupo en el que estaba Seyrnour 
Cray, se marchó de Remington Rand para formar Control Data Corp. 
Cray abandonó Control Data Corp. en los primeros años de los 70 para fundar 
Cray Research, actualmente la más famosa empresa constructora de superordenado-
res. 
Gene Amdahl, arquitecto de la serie 360 de IBM, se marchó de ésta porque no le 
autorizaban construir máquinas 360 dé grandes prestaciones. Fundó Amdahl Co. 
Más adelante, por parecidas razones, dejó Amdahl Co. y fundó Trilogy. 
Poduska, que, procedente de un laboratorio de la NASA en donde había construi-
do un prototipo de miniordenador con memoria virtual, fundó Prime en los primeros 
años de los 70 acabó dejándola para constituir Apollo Co., en la que construye esta-
ciones de trabajo de gran éxito. 
Bob Noyce dejó la Schockley Transistor Co. para formar Faírchild, donde coinven-
tó el circuito integrado. Abandonó con un grupo la Fairchild para fundar Intel y de-
sarrollar las primeras memorias y microprocesadores de tecnología MOS (véase 
anexo sobre Microprocesadores). 
Todos estos personajes se convirtieron en héroes pub licitados en libros, reví1.?tqs y 
periódicos, junto con las cifras de facturación y la cotización en bolsa de las acciones 
de sus empresas. Ahora les ha tocado el turno a los héroes de la informática perso-
nal. Entre otros, se llaman o se han llamado Kay, Jobs, Wozniak, Bushnell, Kapor, 
Tandon, Kahn, Gates, Hertzfeld, Burrell Smith, Kildall, Bricklin, Sinclaír, etc. 
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Alan Kay: su nombre está en la memoria de los técnicos y diseñadores como un 
héroe emblemático en la tecnología informática, asociado al ordenador personal pio-
nero Alto, y al lenguaje Smalltalk y a las "ventanas". Durante diez años ocupó su vida 
profesional en el PARC (Palo Alto Research Center) de Xerox, colocando unas cuan-
tas de las piedras fundacionales de hoy y de mañana, para pasar en 1981 a Atari Inc. 
como director científico y más tarde a la empresa Apple (Perry, 1985). Su nombre es 
citado aquí con la calidad del espécimen, en el que hay que imaginar sintetizado el 
grupo de científicos y técnicos de aquella década prodigiosa. 
De Jobs, Wozniak, Hertzfeld y Smith, todos de la empresa Apple, ya se ha hablado 
en el capítulo anterior. La mitología urdida en su torno combina probablemente da-
tos ciertos con hechos imaginarios. Jobs nos es presentado como un niño abandona-
do y adoptado que en cinco o seis años crea un imperio tecnológico llegando a su-
permultimillonario, después de unas etapas en que intenta el camino de la medita-
ción, la alimentación vegetariana y la búsqueda de sí mismo en la India (Laurent, 
1985, pp. 140-141). 
Mitchell Kapor funda en 1981 la empresa Loms Development Corp" a la que sitúa 
rápidamente en el primerísimo grupo de cabeza en software para computadores 
personales. Hasta llegar a tal punto, Kapor estudió primero lingüística y psicología 
en Yale, para transitar después desde la música rock al misticismo. Su itinerario de 
meditación trascendental concluye cuando tropieza con lo que se convirtió en su 
personal gurú: un computador Apple. Diseña y programa el paquete 1-2-3, base de 
la fortuna de su flamante empresa, a la que denominó Lotus, seguramente en recuer-
do de la postura del mismo nombre que tal vez nunca más adoptaría en el futuro. 
Tandon, indio de nacimiento, unos 45 años de edad. Inició su carrera diseñando 
cabezas muy simples de escritura para disco, que abarataron considerablemente la 
fabricación de las unidades. Posteriormente, montó su industria fabricando en 1979 
la unidad de disco flexible por $ 225, aproximadamente la mitad de precio que su 
competencia. Para 1983, su precio había descendido a $ 160, colocándose Tandon 
como líder de la industria con una fabricación de 200.000 unidades al mes de unida-
des de disco de pulgadas (Electronics, oct. 1983, p. 133). 
En 1972, Nolan Bushnell inventó un juego electrónico al que llamó Pongo Por en-
tonces no existían los computadores personales. El Pong consistía en una pequeña 
caja provista de un microprocesador en su interior y dos palancas de plástico. Co-
nectada a una pantalla de televisión la convertía en una mesa de ping-pong (tenis de 
mesa), procurando a sus usuarios un entretenimiento formidable y a Bushnell 15 mi-
llones de dólares en cuatro años (Hanson, 1984, p. 167). Realmente, el juego del 
Pong surgió como un subproducto ingenioso de las prácticas lúdicas a las que se 
entregaron los fanáticos programadores universitarios a partir de la década de los 
sesenta en lugares como el Instituto Tecnológico de Massachusetts y otras universi-
dades punteras dotadas con potentes ordenadores científicos. Estos estudiantes ju-
gaban a la Guerra del Espacio. Al tiempo que estudiante de Ingeniería Eléctrica en 
la Universidad de Utah y experto jugador de la Guerra del Espacio, Bushnell ganaba 
algún dinero los veranos como empleado en un parque de diversiones. El resultado 
de esta sinergia laboral-intelectual le condujo a fundar en el Valle del Silicio califor-
niano, donde en aquel mismo momento acababa de inventarse el microprocesador, 
la empresa Atari Inc., sobre la base de un solo producto, el Pong, al que siguieron 
después otras variantes. Con los años llegó el computador personal y Atari, siempre 
líder en juegos, se convirtió en una de las primeras empresas en el negocio de or-
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denadores domésticos. En 1986, Bushnell, con 43 años y después de varias aventuras 
empresariales, ya desconectado de Atari, inicia con el afamado y millonario Wozniak 
(ex-genio de Apple), 35 años, una nueva cuyo objeto es el diseño y fabricación de 
osito s parlanchines de peluche controlados a distancia por medio de infrarrojos 
(Koepp, 1986). 
1974: Bill Gates, 18 años, y su Paul fundan Microsoft. En febrero 
de 1975, venden su primer Basic a la empresa MITS, pionera del ordenador perso-
nal con su máquina Altair. Con posterioridad desarrollan el Basic Microsoft, el siste-
ma Xenix, la tarjeta SoftCard, el sistema MS-DOS anexo sobre Sistemas Ope-
rativos), el sistema MSX, la hoja electrónica Multiplan y otros muchos productos, con-
virtiéndose en una de las empresas líderes del mercado de software para ordenado-
res personales, con ventas por valor de $ 140 millones en 1985 (Castro, 1986, p. 60), 
(Derville, 1983), (Ditlea, 1982). 
A los ejemplos anteriores habría que añadir los de Kildall (Digital Research Inc.), 
creador del sistema operativo CP/M, considerado como un estándar en los computa-
dores de 8 bits (véase anexo sobre Sistemas Operativos), Dan Bricklin (Software Arts 
Inc.), reputado como el creador en 1978 de la electrónica, Visicalc (8), 
y tantos otros personajes (Ditlea, 1982). no muy conocido, un caso paradig-
mático de éxito económico es el de Vinod Khosla. En 1982, comiendo una hambur-
guesa en McDonald's, convence a McNealy de que abandone un interesante puesto 
en una empresa para fundar juntos la Sun Microsystems; objetivo: fabricar estaciones 
técnicas de trabajo personal 6, cap. En seguida, aunque a la pro-
vecta edad de 30 años, Khosla pudo satisfacer su sueño de retirarse de la sucia tarea 
cotidiana. La empresa Sun ha vendido por valor de 8 millones de dólares en 1983 y 
de 115 en 1986, con beneficios anuales de $ 654.000 Y de $ 8,6 millones en los mis-
mos años, respectivamente (Castro, 1986). 
Europa y Japón no producen este tipo de o quizá es que son menos publi-
citados. Está el caso excepcional de Clive Sinclair, del Reino Unido, quien, ya a sus 
veintidós años, fundó su primera empresa, en "kits" de radio y de alta 
fidelidad vendidos por correspondencia, hasta ocupar un puesto destacado en el 
campo de la informática personal con sus ZX, Spectrum y QL. Parece más bien 
como si para destacar verdaderamente en este ambiente económico-tecnológico 
fuera casi imprescindible al nuevo mundo y hacer su personal conquista del 
Oeste, como acaba de sucederle a Philippe Kahn, francés de 33 años (en 1985), fun-
dador y presidente de la empresa Borland InternationaL Este hombre, profesor de 
matemáticas en la Universidad de decidió marcharse un buen día de 1982 
a California buscando trabajo en la industria informática. Pero fundó Borland, a la 
que llevó entre 1983 y 1985 a una facturación estimada de $ 30 millones para 1985. Su 
secreto: vender software innovador (Turbo Sidekick, Turbo Gameworks, Tur-
bo Lightning Library) a tales de ganga que han producido un impacto es-
pectacular sobre los de los semejantes de las primeras empresas 
del sector, Lotus Development y Microsoft. Todos estos pormenores no los he en-
contrado en una revista sino en revistas de información general como 
"Time" (Castro, 1985) o "Fortune International" Gohnson Tracy, 1985). 
(8) El éxito de Visicalc, 
ímitadóras (Visic1ones), 
conjunto de operacíones 
de iteracíones a base de 
ambos, al producto de 
gerleralCÍones de hojas electrónicas y de 
nec,es¡,]aa clara. Venía a automatizar el enojose 
plaJ1J!JcaCl()n consistente en un número interminable 
ICdJ<CUltiUU.ld Su coincidencia con el Apple II llevó a 
ord,enador ventas de su momento (Fertig, 1985, p. 178). 
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Está también el mundo de los fanáticos, que, como se ha podido ver, alguna vez 
se cruza con el mundo de la industria y de los negocios. Habría que distinguir entre 
fanáticos del juego y fanáticos de la programación, aunque alguna vez estas dos ca-
coinciden. 
Los fanáticos de la programación o programadictos son individuos, generalmente 
jóvenes o muy jóvenes, para quienes la actividad de programar, sobre todo si está 
de dificultades como utilizar un lenguaje de bajo nivelo instrucciones como 
y poke o codificar directamente sobre la máquina con las menores ayudas po-
sibles de software o encontrar una fisura en el se convierte en la actividad 
desvaneciéndose para ellos realmente el problema que se pretende resol-
ver ante la posibilidad y el efecto psicodélico de alcanzar el clímax técnico y el res-
de los de su cuerda. A estos programadores extremados Weizenbaum los llamó 
"hackers", que pudiera traducirse muy libremente por destripabits. 
Algunas veces los fanáticos de la programación alcanzan la gloria pública por ha-
ber sabido desviar su computo manía a la consecución de un nuevo truco en 
por ordenador o de un programa afamado o consiguen una notoriedad 
en los medios de comunicación, como esos chavales de New Jersey que a 
punto estuvieron de con sus ordenadores personales conectados a las re-
des de comunicaciones, en los sistemas del Mando Aéreo Estratégico de los Estados 
Unidos. Se dice que estos "hackers", de los que sólo en EE. UD. se calcula que haya 
entre 20.000 y 30.000, constituyen el principal suministro de delincuentes informáti-
cos. Entra bastante en lo posible, siempre que su afición se combine con ciertos fac-
tores de personalidad, Lo porque hay montones de fanáticos de éstos, que no 
sólo no hacen mal a nadie, sino que incluso están movidos por sentimientos humani-
tarios o por objetivos meramente intelectuales. Hay que atajar la idea, injusta, pero 
esgrimida más de lo razonable, de que fanático equivale a delincuente real o 
cial (9). 
Como le sucedió a Richard Geenblatt, uno de los precursores de los fanáticos pro-
gramadores y renombrado fanático del Instituto Tecnológico de Massachusetts, que 
escribió el programa MacHack, jugador de ajedrez. Dicho programa adquirió reso-
nancia cuando derrotó, creo que a finales de los sesenta, al filósofo Hubert 
declarado adversario dialéctico de la Inteligencia a la que consideraba 
como un fraude comparable con la alquimia (Turkle, 1984, p. 238). Como sabemos, 
hoy los mejores programas de ajedrez son capaces de ganar a la mayoría de los 
u""v •. ~"" jugadores humanos. 
En palabras de sociólogo, estos personajes son muestras de "la ocupación de es-
lcóniCOS heroicos, o de imagen moral en los medios masivos de 
comunicación" (Giner, 1985, p. 30), propias de la estructuración social promovida en 
este caso por la tecnocultura informática. 
(9) Sucede simplemente que los cambian y la reconversión profesional alcanza a todos los oficios. 
Se puede robar en un banco ensucj¡§.ndose las alcantarillas, practicando boquetes en los muros y pene-
trando en la cámara acorazada, con mido de vidas humanas: método antiguo llamado a 
cer, considera el dinero en su o material. O alterar, deslizándose (sin moverse un 
con un 'vaso de güisqui en a través de las rendijas algorítmicas de los sistemas de ínfor-
estados invisibles de de las memorias electrónicas que contienen las bases de 
datos: método moderno que en su acepción inmaterial o informática. 
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4.2. Informáticos, exformáticos y autoinformáticos 
Creo oportuno recordarle ahora al lector que todas las veces que en este libro 
utilizo los términos "informática personal" he optado por hacerlo con un sentido muy 
amplio, que comprende cualesquiera de los contenidos o actividades de carácter 
técnico, científico, industrial, económico o aplicativo, en los que intervengan com-
putadoras en manos de personas especializadas o no (capítulo 1, apar-
tado 2). 
También, el término "usuario" se ha y seguirá empleándose en lo suce-
sivo con el sentido general de designar a "quien usa un ordenador", aunque en la 
jerga de los informáticos profesionales usuario es quien se sirve de una aplicación 
informática preparada y controlada por estos últimos. A menudo, la misma pa-
sada por el rodillo comercial, al usuario le llama "usuario final" y utiliza la acepClCm 
de "usuario" para el conjunto de clientes de la industria informática. Para lo que si-
gue, me vale la primera acepción. 
A mi juicio, la aparición del ordenador personal distorsiona este esquema "infor-
mático-usuario", planteando otro nuevo constituido por informáticos, auto informáticos, 
exformáticos y usuarios. La figura 5.1 simbolizar la distribución y mutua re-
lación de estas cuatro categorías propuestas. 
Sobre los informáticos poco hay que decir aquí. Constituyen un conjunto muy va-
riado de niveles profesionales, con sus actividades relativamente según sus 
funciones, extendidas a lo largo de la cadena que va desde el fabricante hasta el 
usuario final. 
Por autoínformático quiero entender esa persona que penetra en alguno de los 
mundos de la informática (muy a menudo, la programación) por afición y con esfuer-
USUARIOS 
/ 
Figura 5. 1. Esquema tipológico de la actividad informática, como consecuencia de la 
difusión de los ordenadores personales. 
Computadores personales 
zo e iniciativa personales, generalmente por fuera de los canales habituales de la 
informática profesionalizada. Lógicamente, este tipo de persona apenas existía antes 
de la computadora personal, con la que se ha desarrollado como los hongos con el 
sol después de la lluvia. El ordenador personal ha sido y es su motor y su escuela. A 
ellos se ha debido el auge inicial de la informática personal. 
Con el término "exformático" realizo un juego de palabras tan desafortunado -
pese a mi buena voluntad de encontrar otro mejor- que no tengo más remedio que 
explicarlo. La partícula "ex" pretende significar que estas personqs utilizan los pro-
ductos de la informática, en ocasiones implicándose bastante en ellos, pero 
dose en la superficie de la informática y sin penetrarla. Si lo pasarían a ser 
autoinformátícos o informáticos. A un observador poco entrenado pueden parecerle 
incluso informáticos, pero no lo son. Utilizan personalmente algún de softwa-
re, en rarísimas oportunidades a programar algo, operan su terminal o máqui-
na. Alcanzan a dominar un repertorio de manipulaciones, comandos, órdenes o co-
sas así y hasta a con cierta soltura un mínimo de terminología informática 
funcional. Se distinguen de los usuarios en que tienen o buscan sus propias fuentes 
de información y mantienen toda o parte de su parcela de actividad con los ordena-
deres fuera de los circuitos de la informática profesional. 
. .como es lógico, también entre los autoinformátícos y exformáticos grados. Un 
exformático pasa a ser autoinformático cuando su implicación con la informática cre-
ce suficientemente y se queda en usuario cuando su implicación es mínima o nula: 
por ejemplo, usa un paquete procesador de textos siguiendo pura y simplemente 
instrucciones y sin plantearse mayores problemas. 
Dado que la actividad humana informática, entendida como actividad relacionada 
con los ordenadores, va a seguir creciendo, tal vez convenga puntualizar que dicho 
crecimiento se aunque con distinta intensidad relativa, a todas las catego-
rías que acaban de describirse. El índice será menor en informáticos y usuarios y 
mayor en autoinformátícos y exformáticos. 
4.3. La universidad popular del ordenador 
Es básicamente la exformática, o eomo cada uno llamarla, el sector de acti-
vidad informática más representativo de su tendencia a la universalización. Su creci-
miento resume, a mi parecer mejor que cualquier otro, la hipotética pendiente de la 
curva de la figura 1 del primer capítulo, en la que se parangonaban las demandas 
de instalación de teléfonos y computadores. 
Toda actividad se desenvuelve en un medio ambiente, Exformáticos y autoinfor-
máticos lo encuentran en las revistas (libros o fascículos) y periódicos especializados 
o con secciones en las tiendas y negocios del ramo, en los ml-
ciados y, por encima de todo, en los propios ordenadores personales, Este medio 
ambiente cumple también funciones de universidad popular del ordenador. 
Las diferencias de calidad y enfoques de estas universidades sin muros y sin pro-
gramas son una consecuencia de las diferencias en la "cultura informática". De ma-
nera general, la formación e información informáticas no son un caso del resto 
de los gustos, aficiones y necesidades que genera la creciente diversificación sub-
cultural. La universidad popular lo abarca todo, con mayor o menor nivel y fortuna. 
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Tomemos el ejemplo de las revistas para aficiones, que es un mundo apasionante, 
de todo. Desde revistas dedicadas a las armas, que te informan sobre guerras 
y guerrillas reales, armamento sofisticado, armas caseras, explosivos, reclutas para 
intervenir en cualquier guerra privada, hasta revistas sobre artes marciales, ecolo-
gía, "aerobic", aves migratorias, sadomasoquismo, sexo, apicultura, ritos y religiones, 
yoga, ciencia ficción, artes ocultas, magia, quiromancia, supervivencia en el desierto, 
pintura postmoderna, pensamiento tomista, bricolaje, tesaloterapia, ceramismo, soni-
do, música pop¡ "break-dance", papiroflexia, cocina, enología, culturismo, jardinería, 
tablajería, socorrismo, corte y confección, esteticismo, alpinismo, "caravaning", etc, 
Incluir parecido chorro de publicaciones en un esquema formativo puede parecer 
ironía, y más todavía si quien lo escribe es un profesor de universidad como este 
autor, cuya misión sería precisamente debelar la falta de calidad, el asistematismo y 
la más que frecuente indeseable falta de escrúpulos de muchas publicaciones de su 
ramo. Este autor procura sin embargo distinguir entre el "es" y el "debe ser", y opina 
que, por encima de la intencionalidad de los editores de las revistas (generalmente 
muy de altruismos educativos), ya pesar de a menudo su calidad y fia-
bilidad técnica son totalmente reprobables, dichas (y los otros medios men-
cionados) cumplen un papel formativo/deformativo y a veces el único verdadera-
mente al alcance de gran de autoinformáticos y exformáticos. Ahí es donde sus 
lectores aprenden o saben de la existencia de: como Basic, Fortran, Pas-
cal, Forth, .. ; sistemas operativos como CP/M, Unix ... ; las e inconvenientes de 
los productos y de las aplicaciones a través de pruebas realizadas sobre ellos; 
son el proceso de texto, una base de datos o la inteligencia artificial; las característi-
cas de los nuevos productos, anuncios de libros, etc, Sus orientaciones y énfasis va-
rían considerablemente. 
No cabe duda de que, dentro de la influencia de las subculturas informáticas so-
bre este peculiar y dinámico medio ambiente de la informática personal, el grado 
de evolución tecnológica social impone un matiz diferenciador clarísimo, que voy a 
exponer con un ejemplo. 
Entre el numeroso grupo de publicaciones periódicas sobre computadores perso-
nales que han proliferado en todos los países donde se comercializan estas 
nas, en EE. Uu. la revista "Byte" aparece como la más con una tirada de 130.000 
ejE:mI)la:res en 1983. Su contenido tiene un nivel bastante técnico y una fiabilidad 
muy contrastada, Como prueba de lo que digo, me referiré a una encuesta realizada 
por otra revista, ésta publicada por el Institute of Electrical and Eledronics 
neers, la IEEE Micro, cuyos lectores en un 51,2% son licenciados, ingenieros o doc-
tores y en un 64,7% poseen uno o más ordenadores personales, La encuesta dice 
que un 62,4% de los lectores de IEEE Micro son lectores de "Byte" (The IEEE Micro 
IEEE Micro, vol. 4 n.O 1, febr. 1984, pp. 5-10). 
Es evidente que los datos anteriores no buscan hacer publicidad a la revista 
, la que personalmente consulto para mi trabajo, como puede comprobarse 
por mis referencias bibliográficas, sino diferenciar niveles técnicos y de calidad en-
tre sociedades, Si comparamos las tiradas de "Byte" con las de la revista de ordena-
dores personales más difundida en España, la proporción está entre 13 y 15 a 1, 
mientras que la proporción de habitantes está entre 6 y 7 a 1. Con todo, la verdade-
ra desproporción -ya tenor de ella la del resto de los mecanismos del medio am-
biente del que estoy hablando- está en sus niveles técnicos, donde el segundo, al 
Computadores personales 
que ya me referí con una nota en el subapartado 3.3, es generalmente el producto 
del trabajo de traductores, periodistas poco especializados y estudiantes (entre 
ellos, algunos de mis actuales alumnos). 
5. PSICOLOGíA DE LA COMPUTACIÓN PERSONAL 
Los requerimientos que la informática ha planteado al campo de la psicología, de-
jando a un lado corno caso muy especial a la Inteligencia Artificial y sus relaciones 
con la Psicología Cognitiva, no pueden catalogarse de extremadamente frecuentes, 
pero sí de muy pragmáticos. Con fines de planificación de recursos humanos, el 
mundo de la informática le ha pedido a la psicología que le ayudara a determinar los 
mejores perfiles aptítudínales y actitudinales para las tareas de operación, progra-
mación y análisis. Sobre este asunto se ha producido una cierta y poco científica bi-
bliográfica --que otrora manejé por motivos profesionales prácticos-, orientada a 
localizar un eldorado de perfectos analistas y programadores. Aún gotean ejemplos 
de esta al parecer incesante búsqueda (Bush, Schkade, 1986). . 
Recientemente, el centro de interés se ha desplazado a los problemas de interfaz 
hombre-máquina y la mayor culpa la tiene el extendido uso doméstico de los orde-
nadores personales (Raeder, 1986, p. 11) y de los servicios de telecomunicación di-
gitales, Resolución de problemas con ayuda de gráficos, animación de algoritmos, 
programación visual, formas de denominar los comandos, métodos y estrategias de 
programación, sintaxis de lenguajes, nivel de resolución de las pantallas, son otros 
tantos aspectos planteados a una colaboración interdísciplinar con la psicología 
(Green et al., 1983). Generalizando, este campo, que se viene a llamar en la literatu-
ra internacional Human/Computer Interaction, Computer Human Interaction o más 
pomposamente Man/Machine Integration, está en sus balbuceos iniciales, como bien 
lo demuestran la arbitrariedad de contenidos, el estilo y la imprecisión de un grueso 
volumen acabado de publicar en Inglaterra sobre el estado de este tema (Bevan, 
Murray, 1986). 
Este área tiene ya sus foros especializados. Citaré el congreso anual CHI patroci-
nado por el Grupo de interés especial en Computer and Human Interaction de la 
Association for Computing Machinery (ACMlSIGCHI), cooperativamente con la So-
ciedad de Factores Humanos y el grupo SIGGRAPH, también de la AC.M. El último 
congreso, titulado CHI'86: Conference on Human Factors in Computing Systems, tie-
ne lugar en abril, 1986, en Boston (EE.UU). 
La Psicología del Trabajo, por su parte, ha tomado cartas en la cuestión de los 
problemas de fatiga mental o visual, estrés, depresiones y demás trastornos causa-
dos por la introducción de la tecnología informática en el mundo laboral. Problemas 
apasionantes sobre cuya exacta etiología existen aún pocas evidencias incontroverti-
bles, 
5.1. El computador subjetivo 
El creciente uso de las computadoras personales suscita también un interés gene-
ral -es decir, no específicamente vinculado a planteamientos laborales y profesio-
nales de mejora de productividad, preservación de la salud o seguridad- acerca 
de la interacción humana profunda con estas máquinas. Así plasma Sherry Turkle la 
causa de este interés: "la nueva máquina que se oculta tras la centelleante señal di-
gital, a diferencia del reloj, del telescopio o del tren, es una máquina que "piensa". 
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Ella desafía no sólo nuestros conceptos del tiempo y la distancia, sino también el 
concepto de mente" (Turkle, 1984, p. 21), 
Turkle trata del ordenador subjetivo (nuestro anterior capítulo trataba del ordena-
dor lucrativo), esto es, del ordenador visto como una máquina psicológica. Su trabajo 
es el resultado de un estudio de campo de seis años, con el que se pretendía inves-
tigar los tipos de transferencias psicológicas operadas en los indivíduos dentro de 
una cultura informática de contacto íntimo con los ordenadores, 
Merece la pena sintetizar algunas de las ideas de este libro, Empecemos por las 
que se centran en los niños, de potencial aplicación en el campo educativo y en el 
plano de la psicología infantil, Nos describe las formas diversas en que los niños y 
los adolescentes se apropian del ordenador, Los niños pequeños ven casi todas las 
cosas del mundo dotadas de vida. El caso del computador es especial, porque tiene 
aspectos de objeto viviente y de objeto no viviente. Cuando el niño crece y abando-
na el animismo, comienza a explicarse las cosas en términos físicos, mecánicos. Sin 
embargo, con el ordenador elabora un discurso psicológico, Así resuelve el niño la 
cuestión de la vida, acabando por distinguir lo que es específico del ser humano en 
relación con el ordenador por su dependencia con la emoción y no con el intelecto, 
También en las experiencias de programación infantil los niños desarrollan estilos 
distintos de destreza, y concretamente analiza la autora la destreza rígida o planifica-
dora, y la destreza flexible, interactiva o artística, dos tipos de destreza asociados 
con la personalidad. Según las observaciones descritas en este libro, el ordenador 
no sólo proyecta la personalidad como si fuera un Rorschah, sino que actúa de me-
dio constructivo, en lo que cabe ver enormes posibilidades educativas, Una de ellas 
es la de "animar" la matemática y la ciencia, visualizando su estética, aspecto que 
puede desbloquear el camino cognoscitivo para quienes se relacionan con el mundo 
a través de la intuición, la palabra o la impresión visuaL 
... 
Además de a los niños, se estudia a los fanáticos de los juegos, que pueden ser 
niños o no, pero a los que en todo caso se los observa a través del de una 
psicología de la puerilidad, El juego con el ordenador despierta en el individuo 
adulto los ecos de un mundo infantil, El individuo se pierde en mundos simulados, 
obedientes a un conjunto de reglas lógicas, que él puede descubrir y dominar, a 
diferencia de lo que ocurre en el mundo real, lleno de complejidades. Al mismo 
tiempo y por esta puerta, igual que en las narraciones de Lovecraft se adentraban 
sus personajes en las esferas de lo numinoso, los verdaderos adictos a los juegos 
penetran en las esferas de la computación, revelando a través de sus gustos selecti-
vos una parte de su personalidad. 
Propietarios de computadores personales, fanáticos de la programación y miem-
bros de la comunidad científica de la Inteligencia Artificial son clasificados y descri-
tos como poseídos o poseedores de tres subculturas diferentes, copartícipes, en gra-
,dos Y formas diversas, de una concepción mecanicista de la mente, A mi modo de 
ver, las sub culturas que propone Turkle no son tales, al menos en el sentido que lo 
hemos analizado más arriba, y sí ciertas clases de comportamientos psicológicos in-
tegrables en aquel esquema de las cinco subculturas, 
A los fanáticos de la programación se los presenta como una clase de gente capaz 
de experimentar amor a la máquina por sí misma, gente amante de la intrincada 
complejidad de los algoritmos, defensora de la pureza de la computación y partida-
Computadores personales 
ria de una estética por otro lado, gente que huye de los y 
complejidades de las relaciones sociales, La diferencia entre el fanático de la pro-
gramación y los miembros de la comunidad científica de la Inteligencia Artificial re-
side en que éstos ostentan una visión imperialista de sus ideas frente a otros ámbitos 
intelectuales, y los mantienen una actitud aislacionista, 
5.2. Partículas humanas y universo tecnológico 
El trabajo de Sherry al que como es evidente considero muy digno de te-
nerse en cuenta, ser contextualizado, Sus observaciones han sido realiza-
das en un entorno muy el Instituto Tecnológico de Massachusetts y sus 
aledaños, que, como todos están en la costa este de los EE, UD, El M. 1. T, es 
una de las reconocidas mecas de la informática en general y de la Inteligencia Arti-
ficial en especiaL Diríase que los comportamientos que por allí se encuentran tienen 
en principio bastante que ver con la subcultura informática-ciencia, si bien en el li-
bro de Turkle está ausente reflexión acerca de este tipo de referencias 
culturales, Por otra en la literatura técnica estadounidense no se hace presen-
te ninguna noción de que no sea la complejidad lógica, aquella que, 
pese a todo, esconde un tal vez arcano o muy sutil, pero orden al fin y al 
cabo; algo que obedece a unas a un mecanismo racional y que desconoce el 
componente desordenado de la complejidad, que siempre acompaña a la \J.L'~all1¿,(r 
ción viva, aspecto del que huyen los fanáticos analizados por 'furkle, 
En suma, los referidos análisis psicológicos muestran una cierta ingenuidad y no 
parecen en modo alguno ser trasladables a otras culturas informáticas, eSlpeClalll 
te si éstas se en ámbitos culturales donde, entre otros factores, se viviese 
una percepción más de la complejidad, Este aspecto de la lo 
retomaré y resumiré en el capítulo 7, mencionando al paso trabajos italianos que 
desde una perspectiva psicológica se han unido a mis propias reflexiones desde la 
socio técnica infonnática. 
Así pues, poco sabemos de la interacción profunda del ser humano con el ordena-
dor, Podemos intentar estudiarla a partir de esquemas culturales, de por sí tarea in-
gente; podemos con los esquemas y enfoques de los diversos campos disci-
plinares en que se divide la Psicología, integrándolos si fuera posible en los marcos 
culturales, Estudiaremos entonces a los niños, a los adolescentes, a los distintos 
de fanáticos, a los informáticos, a los exformáticos adultos, a los diver-
sos intelectuales de la cultura "cultivada", etc, Podremos llegar a con-
clusiones y contradicciones de carácter general, discutir sobre la tensión entre la 
dimensiones (10) y racionales del ser humano o polemizar sobre si progre-
(ID) Muchos pueden razonar siguiente modo. "El primitivo, que carece de conciencia del 
proyectado en cosmos en éste -el cosmos- se hurnan:iza, 
antropomorfiza" 1985, 10), las cosas, la relación de muchos niños 
en Turkle supone un operado no sobre un objeto del 
un objeto mundo artifiCIal, el computador personal (o su programa), la máquina anU11lZilda, 
niño se funde si fuera otro Yo. 
Creo que ha Umberto señalado el proceso de medievalizacíón ob"enlable 
sociedades tecrJol,ógLca1l1er:lte a·van.zaClas. vez las reacciones ante la aparición del 
visita cada 75 o 76 precis,¡m€>ilte atraviesa nuestros cielos por los días en 
representen bien opuestos entre los que se mueve la nU1l1anluau, 
ese ilustre objeto emociones que acompaflan ancestralmente a los 
res de cambios en los científicos, la cabellera del cometa es senCillamente 
de colas de gases y prodUCidos por el viento solar, y su núcleo y su atlTlósf,era, 
hielos, rocas y gases en que se espera escudriflar los signos todavía secretos 
ma solar. 
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samas o regresamos en manos de la Al extremo de todo está el misterio 
de la reacción individual profunda y de cada ser humano en concreto. En cada uno 
de estos desconocidos cientos de millones de átomos se están fraguando las conduc-
tas sociales del universo tecnológico que construimos. 
6, RESUMEN 
Especula el matemático Kemeny, inventor del Basic, que la relación defi-
nitiva entre hombre y ordenador será como una unión simbiótica de dos especies 
vivientes, cada una de ellas dependiente de la otra para la supervivencia. 
Otros son menos optimistas y valoran esa relación para el ser hu-
mano, con el sentido general que puede ilustrar la línea esquematizada por el si-
guiente chiste. La viñeta presenta a dos hombres del futuro, padre e hijo -cuerpos 
rollizos, cabeza diminuta y simiesca-, confortablemente instalados en un 
superhogar especial contemplan en un televisor un programa titulado "El hombre de 
los 1980". El primero, señalando en la pantalla la de un individuo como noso-
tros, aprovecha para aleccionar al segundo: "Así es como se adapta la Naturaleza, 
hijo. Ahora que los ordenadores se encargan de todo nuestro trabajo intelectual, ya 
no necesitaremos cabezas tan grandes" 
Todos podemos practicar el entretenimiento de la apoyándose cada 
uno en sus propias bases de conocimiento, y y caer, sin mayor daño 
para los demás, en la futurología simplista de salón. Pero, ahora, nos interesa obser-
var y comprender lo inmediato, para lo cual hay que mirar el presente y el pasad? 
El hombre es un cerebro de alrededor de kilo y medio de peso, 1.300 centímetros 
cúbicos de volumen y un consumo de 25 vatios. Este 
es -en palabras de sir Charles Sherrington, citadas eR 0985, ,p. VII)- "una 
eS]pelCle de telar mágico en el que millones de centelleantes lanzadéias entretejen 
una evanescente estructura, siempre significativa aunque nunca duradera; una cam-
biante armonía de subestructuras". Cualquier manual de Psicología nos dice 
que en el cerebro de cada persona hay muchos cerebros y no solamente la corteza 
cerebral, donde tienen su asiento los procesos racionales (Pinillos, 1975). En él están 
la racionalidad, la percepción, la intuición, la creatividad, la coordinación, los instin-
tos, la animalidad. Con ese telar se tejen dibujos'cuyos motivos se crean a partir de 
millones de años de evolución, de milenios, o años de inculturación, de instan-
tes de procesamiento vertiginoso. Por eso hemos dicho que el comportamiento de 
cada individuo ante el ordenador está condicionado. por la historiá de 'su especie, 
por la sociedad y el medio del que forma parte, y por su biografía. 
Tal es el marco gigantesco e inabarcable de de persona. 
Con este marco conceptual en la mente, son manifíestas la y transitorie-
dad de las observaciones y conclusiones disponibles acerca de los comt:)OrtarmEmtIJS 
personales frente a las máquinas personales. A rasgos, he intentado en este 
capítulo resaltar la idea de que las conductas han de estar condicionadas por 
metros culturales. De hecho, puede estar formándose una capa cultural relacionada 
con la tecnología, a la que se ha llamado tecnocultura. 
Yendo de lo general a lo particular, la tecnocultura gelClel:aaa 
de la información podría ser denominada infotecnocultura, 
las tecnologías 
que hablamos 
Computadores personales 
de infosfera e infoecologfa, Aquí me intereso básicamente por aquellas personas 
que han tenido una relación directa con los computadores. He resumido mi modelo 
de las cinco subculturas informáticas, que sería un esquema cultural universal bas-
tante estabilizado de la cultura informática, esquema que dentro de cada cultura ge-
neral presenta formas y dimensiones distintas. Observaciones suficientes tienden a 
fortalecer el convencimiento del autor de que los comportamientos personales su-
fren una influencia importante en función de la forma de cultura informática en la 
que se encuentren embebidos. Como muestra de la influencia cultural de los com-
putadores personales, he presentado a continuación una galería de héroes y perso-
najes. Los ordenadores personales disparan una nueva tipología de clases técnicas, 
que he llamado los exformáticos y autoinformáticos, y en su torno un medio ambiente 
económico, comercial, técnico, en el que es insoslayable ver facetas informativas y 
formativas (la universidad popular informática), cuyas características no escapan a 
los condicionantes de la cultura informática vigente. 
Como tampoco pienso que escapen -y con esta cuestión he dado por terminado 
este capítulo- las conductas estrictamente psicológicas observables en aquellas 
circunstancias en las que el computador se vive como una máquina subjetiva. 
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El abanico actual y potencial de posibilidades aplicativas de los computadores 
personales es enorme, ampliándose día a día y sin que pueda vislumbrársele un lí-
mite tecnológico, siempre que extendamos el concepto de ordenador personal al de 
computador de sobremesa (véase final del capítulo 3). 
Como quiera que éste no es un libro descriptivo, sino antes bien analítico, no en-
traré en desplegar un catálogo explicativo de las aplicaciones del computador per-
sonal. Me ceñiré a examinar las relaciones del computador personal con dos áreas, 
cuya única propiedad importante en común es la de plantear una aplicación crítica 
de aquél. hablando del área educativa y del área empresarial, que serán trata-
das en los tres próximos capítulos. La elección de ambas áreas me ha venido sugeri-
da a través de un extraño pensamiento analógico con la Física y la Química, donde 
se utiliza el término "critico" con la mismísma acepción que aquí me interesa. En Fí-
sica, por ejemplo, se emplea por referencia a las condiciones que determinan un 
cambio en la marcha de un fenómeno o las propiedades de un cuerpo. Como caso 
particular, la Mecánica habla de amortiguamiento crítico para designar el amortigua-
miento correspondiente al límite entre un oscilatorio amortiguado y el régi-
men aperiódico (1). 
Generalizando, el término "crítico" se aplica, como es fácil de ver, a las condicio-
nes que enmarcan una situación decisiva entre dos estados muy distintos en 
un fenómeno o cosa. Tal es lo que creo que va a ocurrir con las dos áreas menciona-
das, en las que las condiciones de aplicación del computador personal, es decir, la 
forma o estrategia, pueden conducirlas a un nuevo modelo de escuela o de organi-
zación informática o bien las cosas como están, si no peor. Naturalmente, situa-
ción semejante acontece en otras áreas; las diferencias residen en que, por un lado, 
en el área educativa se forja -según es admitido universalmente- el futuro y la 
calidad de vida de muchos millones de seres humanos de toda especie y condición. 
("El que juega con la escuela, con la sociedad", decía el lema de un encuentro 
educativo, organizado en La Sorbona, París, en mayo de 1985). Y, por otro, en que la 
forma de estructurarse la informática de las organizaciones condiciona de manera 
determinante el modelo organizativo de la informática en general, es decir, una por-
ción creciente de la organización social. 
Asi es como lo veo yo, por lo menos, y de este modo intento justificar los tres capí-
tulos que 
Muy atínadamente, me señala Gregorio Fernández de forma similar, podría haberse empleado el 
"catástrofe", según se desprende de la teoría de catástrofes, hoy en boga, y titulado esta parte 
de aplicación catastrófica" o "áreas susceptibles de catástrofe". Hubiera sido tomada por broma, 
a que en esta acepción una catástrofe es un cambio de estab!lidad estructural. y, por tanto, de CoV'UjJC""'-
miento cualitativo, producido por una variación de las condiciones del entorno. 
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escuela 
"La mayor parte de lo que se ha hecho hasta 
ahora bajo el nombre de tecnología educativa o 
de computadores en educación está todavía en 
la etapa de combinación lineal de viejos méto-
dos de instrucción con tecnologías nuevas". 
(Papert, 1981) 
"El saber es un aparato que vale la pena dise-
ñar". 
(Stefic y Conway) 
1. INTRODUCCIÓN 
El ordenador en la escuela es un tema de plena y en algunos sitios de polémica 
actualidad, como muestra el siguiente chiste gráfico. Se ve un aula llena de ordena-
dores personales, que están siendo machacados entusiásticamente por los chavales, 
y un maestro le dice a un compañero con el que observa la escena: "puede que no 
sepan leer ni escribir, pero no hay duda de que salen de aquí sabiendo cómo se 
pulsa un botón" (Honeysett, 1984). 
Como es fácil de imaginar, un asunto de esta naturaleza nos afecta a todos y, dado 
que en materia de educación cada uno de nosotros tiene o cree tener algo que de-
cir, e incluso no es pequeño el número de ciudadanos convencidos de haber dado 
con el diseño ideal de un plan de estudios y de los apropiados métodos didácticos, 
las posiciones relativas a este tema vienen a situarse sobre un amplio arco entre dos 
polos extremos: de un lado, un claro rechazo del ordenador como símbolo de una 
maquinización de las mentes infantiles y juveniles, deterioradora de las más acrisola-
das tradicionales humanísticas y científicas; del otro, una defensa a ultranza del mis-
mo ordenador, saludado como representante de la actual era tecnológica, un instru-
mento liberador de rutinas y potenciador de la mente en aras de mayores empresas 
culturales y científicas: brevemente, la palanca por fin a punto para levantar un nue-
vo humanismo. 
Mi talante a la vez crítico y moderado, pugnando con los cantos de sirena de mi 
profesión de informático, me aleja de un posicionamiento indiscriminado a favor del 
ordenador, y me coloca en una actitud personal muy abierta con respecto a sus po-
sibilidades educativas, pero matizada por un discurso basado en un esqueleto de re-
servas, puntualizaciones e interrogantes. Tal vez este último contrapeso lo deba a mi 
vocación de educador práctico que teme que ciertas decisiones precipitadas aca-
ben trivializando el ordenador como objeto de consumo educativo y dejando en el 
camino de las reformas un rastro de problemas y frustraciones. No tendría inconve-
niente en admitir, sin embargo, que acaso mi preocupación sea exagerada, habida 
cuenta de la formidable resistencia y flexibilidad del espíritu humano, que a lo largo 
de la historia ha aguantado en su infancia, sin mayor daño aparente, los más contra-
puestos experimentos didácticos. 
Planteo el tema en dos capítulos, dedicado el primero a describir campos y técni-
cas relacionados con el ordenador en la escuela, y el siguiente, a reflexionar sobre 
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la informática, la aplicación de las herramientas y los campos descritos. El segundo 
de los dos capítulos es, con mucho, más extenso y subjetivo, pues en él expreso bas-
tantes ideas personales sobre enseñanza asistida por ordenador y alfabetización in-
formática, intentando relacionar ambos aspectos con un marco de evolución social. 
2. APRENDER INFORMATICA O APRENDER 
CON LA INFORMÁTICA 
El computador, en el plano educativo, puede utilizarse como: 
a) Un medio para instruir. 
b) Un medio para desarrollar la inteligencia. 
c) Objeto de estudio específico, junto con todo lo que representa y para lo que 
sirve. 
d) Una herramienta intelectual para procesar información y resolver problemas. 
La ordenación anterior no supone prelación alguna, además de requerir algunas 
puntualizaciones. La primera es que, para no faltar a la costumbre, las modalidades 
enunciadas no son estancas, se relacionan y en ocasiones hasta se confunden. Pero 
poseen suficientes factores diferenciado res como para ser tratadas mejor por sepa-
rado. 
aunque el ordenador empleado como medio para instruir, es decir, como sus-
tituto o complemento del instructor, coadyuva a desarrollar la inteligencia, no por 
ello tiene esa misión prioritaria y concreta, sino que se circunscribe con harta fre-
cuencia en representar ante, y actuar sobre, el estudiante con modelos preestable-
cidos. El ordenador opera como medio específico para desarrollar la inteligencia 
cuando el estudiante crea con él sus propios modelos, insertándolo como herramien-
ta natural en sus propios procesos cognitivos. 
Lo cierto es que para que el ordenador sirva en esta segunda faceta, antes debe-
ría procederse con el estudiante a una mínima alfabetización informática, pero se 
suele dedicar el título de alfabetización informática a aquella actividad educativa 
consistente en iniciar a las personas en los rudimentos de la informática para -y 
ésta es la diferencia- una finalidad un tanto vaga, como es prepararse a vivir en un 
mundo lleno de computadores. 
Por último, el ordenador como herramienta práctica en la educación o en el traba-
jo ve a aquél como un instrumento complementario, para procesar textos, almacenar 
datos, calcular ecuaciones, crear diseño gráfico, generar software educativo, etc. Ni 
siquiera requiere necesariamente saber programar, pero en todo caso presupone 
una previa, por pequeña que sea, alfabetización informática de tipo operativo. 
Podemos resumir estas ídeas en el cuadro 6.1, en el que se muestran algunas de 
las modalidades bajo las que puede encontrarse la alfabetización informática ("com-
puter literacy", en la literatura anglosajona), Por lo demás, parece evidente que para 
que el ordenador pueda emplearse enseñando al estudiante, antes debe intensifi-
carse el grado de alfabetización informática en el ramo de los educadores, pues de 
otra manera no serían capaces de crear cursos informatizados. Y, a su vez, la alfabe-
tización informática puede potenciarse mediante la enseñanza asistida por computa-
dor. 
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CUADRO 6.1. MODALIDADES Y FUNCIONES DEL ORDENADOR EN LA 
ESCUELA 
EL ORDENADOR ENSEÑA AL ESTUDIANTE (Ver el apartado "Enseñar con 
ordenador") 
- EL ESTUDIANTE APRENDE EL ORDENADOR (alfabetización infonnática) 
para: 
1. desarrollo de la inteligencia (Ver el apartado "Un aparato de girrmasia mental"). 
2. herramienta complementaría en el proceso de aprendizaje o de trabajo. 
3. prepararse para la sociedad postindustrial (Ver el apartado "Alfabetización in-
formática"). 
Antes de quisiera hacer otra observación, y es que al titular este capítulo 
"El ordenador personal, en la escuela" pretendo aludir en general a los procesos 
educativos (2), donde quiera que éstos tengan lugar y no necesariamente en la es-
cuela, entendido el término como denotador de un lugar institucionalizado (aunque 
éste será muy concretamente aludido en varias ocasiones). Dejo fuera de mi consi-
deración la función gestora de la informática, ya que entiendo que los problemas de 
administración, planificación y coordinación de los centros educativos no son, en últi-
mo extremo, otra cosa que problemas de gestión de empresa. 
Puesto que aquí se manejarán bastantes palabras como "enseñar" y "aprender", he 
compuesto un microinforme al respecto, muy orientado hacia el aprendizaje de má-
quinas y con máquinas. No extrañe, pues, su insistencia en los conceptos de efectivi-
dad. quantum y costes. 
Microinforme sobre aprender, aprendizaje y enseñanza 
es el aprendizaje? 
En principio. esta pregunta se le debe formular a la rama de la psicología que se ocupa de 
esta cuestión, y nos daría varias respuestas según la escuela de pensamiento consultada. Una 
definición "particularmente" adecuada a algunos enfoques de la informática educativa es aque-
lla de Herbert Simon, para quien el aprendizaje de un sistema denota cambios en el sistema, 
que son adaptativos en el sentido de que lo capacitan para hacer la próxima vez la misma tarea 
o tareas de la misma clase con mayor eficacia y efectividad (Simon, 1984). 
Los procesos de aprendizaje incluyen la adquisición de nuevo conocimiento declarativo, el 
desarrollo de aptitudes cognitivas y motoras a través de instrucción o práctica, la organización 
de nuevo conocimiento en representaciones generales y efectivas, y el descubrimiento de nue-
vos hechos y leorías por observación y experimentación (Carbonell el al.. 1984). 
(2) Quiero advertirle al lector que. aunque utílizaré con frecuencia los términos "educativo" y "educación", 
soy consciente de lo impropio de hacerlo en forma indiscriminada, dado que su ámbito declarado abarca 
integralmente el ser humano. Ni la escuela ni como instrumentos son, cubren ni juntos ni 
por separado tantas facetas, así que todas las que a ellos haga en capitUlO asumirán implíci-
tamente sus inherentes limitaciones, si es que no se señalasen específicamente. Pondré cuidado en 
emplear. relacionado con el computador, las voces "enseñar", "instruir", "aprender", "adiestrar" o "entrenar" y 
escribiré "educativo" junto a "situación", "proceso", "ámbito", "problema", "sistema", etc. 
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Se dan dos formas básicas de aprendizaje: 
Adquisición de conocimiento 
- Refinamiento de habilidades 
Areas de aplicación critica 
que difieren en que la esencia de la primera puede ser un proceso consciente, cuyo resultado 
es la creación de nuevas estructuras simbólicas de conocimiento y modelos mentales, mientras 
que el refinamiento de habilidades sucede en un nivel inconsciente, vía práctica repetida. 
Siguiendo lo expuesto por Carbonell, la mayoría del aprendizaje humano parece ser una 
mezcla de ambas formas, con esfuerzos intelectuales que favorecen la primera y tareas de 
coordinación motora, la segunda. Se entiende por adquisición de conocimiento el aprendizaje 
de nueva información simbólica, acoplada con la capacidad para aplicar esa información de un 
modo efectivo. 
- Área interdisciplinar y Aprendizaje de máquinas 
Creo que es infrecuente todavía encontrar a un ingeniero como el autor de este libro escri-
biendo sobre temas de aprendizaje, con un lenguaje que a lo mejor erizará los pelos de más 
de un psicólogo puro. Ahora bien, hace tiempo que las cuestiones sobre el aprendizaje, sin 
dejar de ser fundamentales para la psicOlogía, han trascendido su ámbito inicial, para conver-
tirse en lID campo abierto de colaboración interdisciplinar. En esa encrucijada se han encontra-
do investigadores de la psicología con investigadores de la Cibernética y posteriormente de la 
Inteligencia Artificial, dando vigor a la actividad teórica y práctica del Aprendizaje de Máqui-
nas, que se extiende en el tiempo desde los primeros modelos electrónicos de la neurona has-
ta los últimos progresos de modelos simbólicos computacionales en Inteligencia Artificial. Hoy 
se define el aprendizaje de máquinas como 'el estudio y modelación en computadores de pro-
cesos de aprendizaje bajo sus múltiples manifestaciones" (Carbonell el al., 1984), 
A través de la incesante búsqueda de teorías explicativas de los procesos y condiciones del 
aprendizaje se han manejado diferentes modelos, desde el modelo conductista, cuyo núcleo 
conceptual es la relación estímulo,respuesta, hasta el modelo de procesamiento de la informá-
ción, cuyo paradigma es el programa, pasando por los modelos cognitivos genéticos de la es-
cuela de Piaget y diversas otras aportaciones. Da toda la impresión de que si en un principio 
fue la Psicología la fuente nutricia de los estudios del Aprendizaje de Máquinas, posteriormente 
las aportaciones se han equilibrado en los dos sentidos y se ha hecho creciente la influencia de 
la Inteligencia Artificial sobre la Psicología (3), y en algunos lugares se confunden Por ejemplo, 
Herbert Simon, además de ser Premio Nobel de Economía y uno de los pioneros de la Inteli-
gencia Artificial, es catedrático de Psicología e Informática en la Universidad Camegie Mellon. 
Relaciones entre aprendizaje y enseñanza 
Mientras que el aprendizaje es, como ha quedado dicho, originariamente un tema de la Psi-
cología, la enseñanza lo es de las Ciencias de la Educación. Según leo en Gimeno, (l98l), "la 
justificación primera y última de la enseñanza es servir de estímulo y guía del aprendizaje rea-
lizado por los alumnos" y "la enseñanza, como acción prác1ica, es una técnica que orienta el 
aprendizaje en orden a conseguir unas metas consideradas como algo positivo". Objetivos y re-
sultados proyectados para alcanzarlos a través de un proceso de aprendizaje son la misma 
cosa. La figura 6.1 ilustra cómo la actividad y la teoría de la enseñanza consisten en poner en 
marcha y conducir el proceso de aprendizaje adecuado, con miras a conseguír unos objetivos 
(3) También se ha llegado a hablar del imperialismo la Inteligencia Artificial, teñido de arrogancia m-
telectual. Cito textualmente a 'I'urkle, (1984, p. 250): "C.) científico de Inteligencia Artificial considera que 
el mirar las cosas a través de un prisma computacional modifica en forma tan fundamental todas las reglas 
del juego en las ciencias sociales y del comportamiento, que todo lo que lo precedió queda relegado a un 
perlodo de inmadurez intelectual". 
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(se supone que con el menor a partir de (o modificándolas) unas condiciones del sujeto 
(o sistema) y del medio (entorno sistema). A ulteriores consideraciones sobre aprendizaje 
de máquinas o aprendizaje humano ayudado por máquinas, se señala que, según sostiene Si-
mon, aceptaremos que hay aprendizaje cuando seamos capaces de enmarcar los objetivos 
como función de un quantum de efectividad. 
CONDICIONES 
DEL SUJETO 
Y DEL MEDIO 
CONDICIONES 
DEL SUJETO 
Y DEL MEDIO 
1 
CORRECCION 
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PROCESOS DE RESULTADOS f-- DEL APRENDIZAJE APRENDIZAJE 
RESULTADOS 
PROYECTADOS 
I DEL APRENDIZAJE (OBJETIVOS) PROCESOS DE APRENDIZAJE 
t t 
Figura 6.1. Esquema de relaciones entre aprendizaje y enseñanza, adaptado de Gí-
meno, 1981, p. 477. 
Desde esta perspectiva, "el aprovechamiento de los modelos de aprendizaje en la educación 
se logra integrando las teorías del aprendizaje en las teorías de la enseñanza" (Gimeno, 1981) y 
se abre un campo mutuo de colaboración entre Ciencias de la Educación, Psicología y, por 
extensión, el campo del Aprendizaje en Máquinas (Inteligencia Artificial y 
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Figura 6.2. Papel del educador en el campo práctico de la acción educativa. 
190 
Areas de aplicación crítica 
~ Estrategias de aprendizaje y máquinas 
La investigación del aprendizaje de máquinas se divide convencionalmente en tres dimen-
siones útiles: 
~ Las estrategias subyacentes a los procesos de aprendizaje. 
La representación del conocimiento o tipo de habilidad adquiridos por el aprendiz. 
El campo aplicativo en el que va a ejercerse el conocimiento o habilidad adquiridos. 
Al lector le interesará más recibir una idea de en qué consiste la primera dimensión, más o 
menos común a los aprendices-máquinas y a los aprendices-seres humanos. 
Sin entrar en pormenores, grados y variantes, las estrategias de aprendizaje se definen de 
este tenor (Carbonell et al., 1984, pp. 7-11): 
Aprendizaje "maquinal" e implantación directa de nuevo conocimiento. No hay inferencia 
por parte del aprendiz, sólo memorización de' hechos y datos. 
- Aprendizaje vía instrucción. La adquisición de conocimiento se produce vía una fuente or-
ganizada, como puede ser un profesor o un libro de texto, requiriendo de la parte del. 
aprendiz transformar el conocimiento del lenguaje de entrada a una representación interna 
conveniente, con un esfuerzo reducido de inferencia. 
~ Aprendizaje por analogía. Requiere transformar el conocimiento o habilidades preexisten-
tes, que guardan analogía con otro nuevo concepto o habilidad, a una forma efectivamente 
útil en una nueva situación. 
~ Aprendizaje vía ejemplos. Dada una colección de ejemplos y contraejemplos de un con-
cepto, el aprendiz induce una descripción general del concepto, que funciona para todos 
los ejemplos positivos. 
Aprendizaje vía observación y descubrimiento. También llamado aprendizaje no supervi-
sado, requiere poner en juego más inferencia que cualesquiera de las clases anteriores. 
~ Aprendizaje ayudado por máquinas 
Las máquinas puede aprender y también, mucho más corrientemente, pueden ayudar a 
aprender. Entre las máquinas, los ordenadores han recibido, más o menos desde los años se-
senta, considerable atención como inductoras y soporte de algún tipo de estrategia de aprendi-
zaje en seres.humanos, lo que inicialmente se denominó Enseñanza Asistida por Ordenador (en 
inglés, CAr., Computer Assisted Instruction). 
Corno es fácil de suponer dada la envergadura del problema, los ordenadores se han em-
pleado y se emplean en situaciones educativas muy acotadas, desde el punto de vista' de las 
condiciones de sujeto y entorno, y de los objetivos y procesos de aprendizaje. Sin embargo, su 
potencial es, una vez vencidas ciertas dificultades técnicas, muy grande. 
3. ENSEÑAR CON ORDENADOR 
El ordenador, sea o no personal, se emplea como un medio para enseñar, gene-
ralmente bajo la estrategia de aprendizaje por instrucción. Se reconocen diversas 
formas de enseñanza por y con ordenador, de las que aquí mencionaremos la Ense-
ñanza Automática por Ordenador y las Simulaciones y Juegos con fines didácticos. 
3.1. Enseñanza automática por ordenador 
Considero bajo este epígrafe una variedad de intentos y desarrollos que, unas ve-
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ces por sus diferencias reales y otras por capricho han ostentado una variedad de 
nombres, que, para entendernos, reduciremos a uno solo: Enseñanza Asistida por 
Ordenador (E.AO.); en inglés, CAL: Computer Assisted Instruction), aunque para 
satisfacción de lectores curiosos la desplegamos a renglón seguido. 
GB.l.: 
GB.T.: 
GAL.: 
GAT.: 
GM.I.: 
GML,: 
Computer Based Instruction. 
Computer Based Teaching. 
Computer Aided Learning. 
Computer Assísted Teaching. 
Computer Managed Instruction. 
Computer Managed Learning. 
Como se puede comprobar, la principal variación denotadora consiste en elegir 
entre Aprendizaje, Instrucción y Enseñanza. 
La Enseñanza Asistida por Ordenador tiene su origen allá por el año 1958, su auge 
doctrinal en la década de los sesenta y, después de unos años de enfriamiento, em-
pieza a relanzarse fuertemente otra vez, ahora desde una plataforma industriaL Pue-
de decirse que conceptualmente (4) poco ha cambiado (véase microinforme adjunto 
extractado de un artículo del propio autor, de 1976). En lo que sí ha habido progre-
sos es en los aspectos tecnológicos e informáticos, entre los que cabe señalar la po-
sibilidad de utilizar y desarrollar programas de E.AO. en computadores personales. 
Sistemas tan sofisticados como el famoso PLATO, en un principio preparados para 
ejecutarse en una supermáquina, corren hoy en versiones adaptadas a estaciones 
personales y se venden en forma de unidades de sobremesa para autoría e imple-
mentación individualizadas (Control Data Co.), También un proyecto y experi-
mentado como el Consorcio Informático de Educación de Minnesota, que empezó 
creando software educativo para grandes ordenadores de tiempo compartido, a los 
que se conectaban por línea telefónica las se ha pasado a los pequeños or-
denadores. 
En su más pura acepción, la enseñanza asistida por computador se basa en la en-
señanza programada, que es un conjunto de técnicas de estructuración de temas, 
mediante las cuales se hace seguir a cada aprendiz un proceso individualizado en el 
tiempo de forma predeterminada. Eso no ha cambiado intrínsecamente, pero debido 
a una serie de dificultades, la que ha sufrido horas verdaderamente muy ba-
se ha abierto metodológicamente a modalidades más flexibles, sobre todo en 
materia de motivación e interfaz con los alumnos, El espectro actual de la E.Ao., si 
se seguir utilizando esta denominación es muy amplio e indefinido 
(5). Tal vez exagerando un poco, de aquellas primeras experiencias no queda casi 
más que la modalidad de "ejercitación" (drill & practice, en la literatura anglosajona), 
de la que hablaré dentro de unos momentos. La programación didáctica, tal como se 
viene haciendo en la mayoría de los casos, obedece más a criterios intuitivos que a 
un sustrato teórico como el que soportaba la enseñanza programada de los años se-
senta, 
(4) En opinión de este autor, próximos progresos tecnológicos -singularmente en el terreno de la ¡nte-
grabilidad de funciones, previa potenciación de la informática gráfica-, junto a prometedores avances en 
Inteligencia ArtifiCIal, pOdrían movilizar fuertes cambios conceptuales en la E,A.o' 
(5) En último la Enseñanza Asistida por Computador comprende todas las modalidades descritas 
en los apartados inclusive. 
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Pero donde concebir esperanzas de salir en un futuro del estrechísimo calle" 
jón en que anda metida la E.A.o. en lo tocante a programas verdaderamente sólidos 
y significativos es en la E. A. o. inteligente. que sea algo más que una 
nube de verano. Actualmente, se trabaja en E.A.o. inteligente (LC.A.I., Intelligent 
C.A.L), con la pretensión de diseñar programas que puedan ofrecer instrucción en 
forma sensible a los puntos fuertes y débiles y estilo preferido (o adecuado) de los 
alumnos. El tutor inteligente computadorizado fue Scholar, diseñado en una 
empresa estadounidense por Jaime Carbonell, hacia 1970, para enseñar geografía 
de América del Sur. 
Los programas de I. c.A. l. se basan en el conocimiento e incorporan un diélonósij-
ca de los fallos del aprendiz. Constituyen un área de trabajo aplicado dentro de la 
Inteligencia Artificial, de la que toma sus técnicas de comprensión del lenguaje na-
tural, de del conocimiento, de simplificación algebraica, 
simbólica y de teoremas, para crear un ámbito más rico de estrategias de 
aprendizaje 1982). 
3.2. Repetir y repetir 
Volviendo a lo anterior, los programas de dirigidos por ordenador se 
basan en la de ejercicics. Tomemos el caso del aprendizaje de las opera-
ciones la suma, por ejemplo. El computador elige al azar dos 
que expone en la pantalla esperando que el alumno teclee en ella una re¡;;Duesta. Si 
ésta fuera correcta, se le presenta otro parecido al alumno. Cuando éste 
falla, el computador se lo señala amablemente y le anima a intentarlo de nuevo, has-
ta que, de dos o tres fallos, la máquina visualiza la respuesta correcta y 
pasa a otro ejercicio. 
El procedimiento de ejercitación es de lo más simplista. Su fundamento consiste 
en repetir y y es muchas veces todo el bagaje de conocimientos didácticos 
de que algunos maestros y la totalidad de los padres de familia. 
PeJrsonalm,:mte, me parece poco eficaz, que a mí me cuesta repetir unas mil 
veces a mis hijos, sin éxito aparente, que que cerrar los tubos de la dentí-
fríca, y no incluyo las que repito el previo de que se cepillen los dientes. 
Acaso suceda que exista algún tipo de incongruencia entre los objetivos y la estrate" 
gia del aprendizaje en el caso comentado, pero una cosa es segura, y es que el me-
c;anismo desnudo de la ejercitación tiene el de convertir a personas ¡;( JI r![ li';-
bIes y flexibles en pelmazas máquinas en el ámbito de la familia o de la 
escuela, y encima a cambio de un magro rendimiento. 
Lo cierto es que estoy simplificando un tanto las cosas, porque muchos de estos 
programas introducen niveles de dificultad, recuerdan errores del alumno para pre-
sentarle prácticos extra y también generan registros a disposición de los 
maestros para que éstos vean cómo van los aprendices. Con todo, el método, utiliza-
ble en principio para ejercitar habilidades muy básicas, como aritmética "'!taHt~lI 
mE~cano'grclIla, ortografía y cuestiones aun teniendo el interés 
su aplicabilidad para muchísima gente que necesita precisamente estos ú¡r,v~i~· 
se descompensa por el hecho no menos importante de que tiende, como 
te se a aburrir a las ovejas (consúltese tema "padres de familia", más 
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La lucha para los susodichos inconvenientes ha introducido en los progra-
mas de ejercitación por ordenador los gráficos de colores, la animación y los efectos 
de sonido, buscando agrupar la obliga6i6n con la devoción, el negocio con el ocio y 
el deber con el Hoy puede ejercitarse la mecanografía al tiempo que uno de-
fiende una estación espacial, salvajemente atacada por naves de otro Cada 
nave ostenta una letra y depende del acierto velocidad del aprendiz en pulsar la 
tecla adecuada que dicha nave sea o no Ajustes selectivos de potencia en 
los motores de los ingenios espaciales y de otras varíantes le llevañ al aprendiz, 
siempre que además le guste jugar, a aprender mecanografía divirtiéndose. 
3.3. El ordenador tutor 
Un programa que hace algo más que proponer ejercitación, introduciendo conte-
nidos más variados y complejos, se llama tutoríaL De programas así, que no siempre 
son fáciles de de algunos sofisticados programas de ejercitación, se dice 
que "realmente enseñan" (Willis, 1984), 
Se han producido programas tutoriales para historia, contabilidad, física, álgebra, 
sociología, idiomas, etc. 
Microinforme. Conceptos iniciales de la Enseñanza Asistida por 
Ordenador 
La enseñanza asistida por ordenador comprende inicialmente dos niveles de programación 
la programación didáctica, propia de la enseñanza programada e independiente, en orincioil), 
de la máqwna, y la programación mformátlca, para control del programa dIdáctico. 
Enseñanza programada: administración 
Es un conjunto de técnicas de estructuración de ternas, mediante las cuales se hace seguir a 
cada alumno un proceso individualizado en el tiempo, en el espacio y la mayoría de las veces 
hasta en los conceptos. de forma totalmente predeterminada. Un terna se fracciona en peque-
ñas partes de forma que cada una de ellas contenga una información nueva, que esté conecta-
da con la anterior y que, a ser pcsible, no encierre más de un concepto, A cada paso se inda-
ga, mediante preguntas a las que se asocian varias respuestas alternativas, de las que el alum-
no debe escoger una, si éste ha entendido o no. De esta forma, cada alumno sigue un itinerario 
propio, de entre los por el programador didáctico, 
La forma material de administrar el proceso es muy variada y los métodos de construcción de 
itinerarios, diversos discutidos, En cuanto a la se utilizan diversos soportes corno 
pueden ser el libro, máquinas de enseñar y Con las variantes correspon-
dientes a la índole del soporte, su administración al esquema general ilustrado en la 
figura 6,3, donde el alumno es el centro de todo el sistema, Siguiendo la exposición de Santes-
mases el al. (1969) conocernos, que: 
El dispositivo de presentación ofrece información o sobre la misma, Podrá ser la 
página de un libro, un texto que aparece en una de una máquina, o un texto escrito 
por una impresora o sobre una pantalla catódica conectadas a una computadora, 
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ANALISIS DECISIÓN SELECTOR 
RESPUESTAS PRESENTACIÓN 
Figura 6.3. Esquema de adminístracíón del proceso de enseñanza programada (San-
tesmases et aL, 1969). 
La unidad de respuestas puede ser igualmente el propio libro éste considerado ya 
desde los primeros tiempos de la enseñanza programada como muy tedioso), donde se señala 
una entre varias respuestas, un conjunto de botones, pulsadores o teclas para seleccionar la 
respuesta elegida, o la máquina de escrIbir o la pantalla, en la que, por teclado o por un lápiz 
fotosensible, introduce el alumno su elección. 
En la unidad de análisis, que en el caso de un computador no es por supuesto ninguna uni-
dad fisica, se asigna un valor a la respuesta, aunque también podría estar preasignado tal valor. 
La unidad de decisión, que establece la orden para construir el itinerario conducente a la 
próxíma información o pregunta respuesta del alumno, podrá ser un texto escrito con 
instrucciones para que el alumno se a talo cual página, si se trata de un libro, un meca-
nismo codificador de la dirección de una determinada diapositiva o texto que aparecerá en la 
ventanita de la máquina, o un programa de ordenador que suministra la dirección de la posi-
ción de memoria donde se halla la información necesaria. 
El selector de información es el mecanismo de búsqueda de la información, una vez decidi-
da su dirección. 
Es obvio que la administración de este esquema, basado en la enseñanza programada, oscila 
entre dos extremos, 
El prímero, manual, se da cuando el alumno se encuentra a solas con su libro de enseñanza 
programada y las correspondiente..'l instrucciones para su manejo. En este caso, es el propio 
alumno quien controla la unidad de y, siguiendo las instrucciones de la unidad de 
decisión, actúa de selector de informaciones, Por consiguiente, está, o tiene que estar, en la 
pesada tarea de administrar el sistema, y esto, aparte de que distrae fuerzas a la verdadera 
labor de aprender, le muestra las tripas de dicha mecánica y le da la ímpresión de ser un 
mero engranaje de ella. 
Las posibilidades del ordenador como órgano administrador han conducido al otro extremo 
e mucho en la década de los sesenta los métodos de la enseñanza programada El 
computador toma a su cargo -y éste es el que hemos llamado segundo nivel de programa-
ción- la ejecución o el control automático de las operaciones de presentación, análisis, deci-
sión y selección de información, dejando que el alumno se concentre en estudiar la información 
presentada y en formular una respuesta. El computador añade a este esquema, al que controla, 
todas sus típicas potencialidades de memorización de ficheros personales, de cálculos estadís-
ticos, etc" convirtiéndose de paso en una herramienta de investigación didáctica. 
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Enseñanza programada: construcción de itinerarios 
"Grosso modo", los métodos de construcción de itinerarios se basan en las dos técnicas si-
guientes: 
1. El programa lineal, debido a Skinner. 
2. El programa ramificado, debido a Crowder. 
El programa lineal es un programa de un solo camino de aprendizaje, con control y refuerzo 
en cada paso, que te encamina hacia una meta. Lo único que varía en función del alumno es la 
velocidad de crucero (figura 6.4a). 
El programa ramificado (Figs. 6.4b a 6.4f) proporciona una red de carreteras de aprendizaje 
(véase Fuchs, Nuevos Métodos de Enseñanza, Ed. Omega, Barcelona, 1973). En el programa 
simple, errores ligeros provocan ramificaciones laterales para volver siempre al camino princi-
pal (Fig. 6.4b). 
En el programa de repetición, ante un error algo más grave se fuerza una ramificación hacia 
atrás en el mismo camino principal (Fig. 6.4c). 
Si el error es aún más grave, el programa ejecutará un salto retrospectivo por encima de los 
anteriores (Fig. 6.4d). 
Los programas anteriores son apropiados cuando se sabe que, debido a talo cual concepto 
equivocado, el alumno ha errado. Pero, a menudo no se sabe cuál es la causa de la equivoca-
ción del alumno, por lo que es necesario establecer un programa secundario de rastreo, al que 
Crowder denominó subsecuencia simple (Fig. 6.4e). 
Hay errores que serían más fácilmente corregibles avanzando cautelosamente en el progra-
ma y dejando el camino limpio hacia adelante (wash-ahead, los llamaba Crowder, Fig. 6.4f). 
Existen notables diferencias entre los métodos de Skinner y Crowder. ·Una de ellas es la for-
ma de respuesta, que en el segundo se basa en la elección de la respuesta. Crowder, con su 
sistema, origina un "libro revuelto", cuya contrapartida es una engorrosa administración del es-
quema general, según se veía antes. La programación del libro revuelto sobre un computador 
es, como se ve lógico, una de las principales tareas relacionadas con el sistema de E.A.o., 
pero es también, con mucho, considerablemente más simple que el diseño del propio libro re-
vuelto. 
Es ésta, entre otras, la razón por la que al hablar de enseñanza automática por ordenador, de 
no tener que describir algún sistema técnico especial o detalles del lenguaje utilizado o de las 
características específicas del material. se termina discutiendo acerca del fondo de la cuestión, 
que es la programación didáctica. 
Material de informática en la E.A.o. 
10 más notable, aparte de la evolución y abaratamiento de los equipos hasta llegar incluso a 
los computadores personales, es la creación de lenguajes de autor y de herramientas de ayuda 
automatizadas para facilitar a los profesores, educadores, instructores (en general, a los creado-
res de software educativo) la programación y administración sobre ordenador de la programa-
ción didáctica. 
3.4. Simulaciones y juegos 
Con los juegos y las simulaciones, el estudiante se ve inmerso en una actividad 
motivadora en la que sus actos, manipulaciones o decisiones tienen un efecto com-
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6.4. Técnicas de construcción de itínerarios en la enseñanza programada. 
prqbable una situación que podría ser reaL Ahí se juntan todos los íngredien-
tés para Gue' tenga lugar un proéeso de aprendizaje. Eierrtpibsconocidos 
de todo el mundo son los simuladores de vuelo y los simuladores de conducción de 
automóviles, que unen a su condición didáctica ventajas económicas y de seguridad. 
Como se ve, ésta es una manera de enseñar con ordenador que no los prín-
cipios de la enseñanza programada (véase micro informe adjunto) y que empieza a 
estar disponible de manera muy efectiva en computadores Existen pro-
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gramas como Trail, que posiciona a un grupo de alumnos en una secuencia 
de azarosas situaciones en las que se ven obligados a tomar muchísimas decisiones 
para una expedición de Missouri a Oregón, desde la compra de los abastecimientos 
necesarios en el punto de partida hasta el afrontamiento de los innumerables pro-
blemas que van surgiendo en la ruta, Debe decidir la dieta alimenticia del día, cuán 
do hay que cazar, qué hacer ante un repentino ataque de bandidos, cuándo dete-
nerse y comprar provisiones en los fuertes del camino, etc, (Willis, 1984), El compu-
tador elabora y presenta la sÍtuación resultante de las decisiones, mezclándose la 
simulación y el juego, 
Hay programas de simulación de una planta de 'C11''CH.jlC1 nuclear, como SCRAM o 3 
Mile Island, simulaciones de la génesis y de un volcán y varios más. 
Hammond cita encomiásticamente algunos buenos programas producidos por el 
ya citado Consorcio Informático de Educación de Minnesota, entre ellos la serie so-
bre cadenas alimentarías o el llamado Quake (Hammond, 1984, p, 126), y de él re-
produzco los siguientes comentarios, Dentro del programa Lago Odell, el estudiante 
puede diseñar su propio lago e introducir en él diferentes formas de vida. El progra-
ma determina qué formas de vida son incompatibles -por ejemplo, la trucha el 
pescado blanco- y da al alumno los oportunos. Al final, el nifio lo-
grado crear un lago con un ecosiste:ma equilibrado y, sí dispone de una HHI .. JL,O.:ou 
obtendrá un plano del lago con todo tipo de información sobre tamaños, VO.luillerles, 
plantas fauna, etc. Quake sitúa al alumno en el papel de un sismólogo, 
ayudándole a descubrir el epícentro del terremoto a partir de la onda secundaría 
que sigue al temblor inicial. Los programas forman en todo caso un paquete educati-
vo con un conjunto complementaría de documentos y fichas informativas, 
Por último, la ayuda didáctica inmanente en la capacidad del computador sí-
mular fenómenos de la física en su representación abstracta o matemática fuera 
de toda duda, por eso ha sido y es una de las vetas más explotadas, Menos eviden-
te, :muy práctica, es la utilidad del ordenador en los juegos de empre-
sa, que se tomen sólo como una simulacíori de algunos de los for-
males de la operativa en una empresa y no como un trasunto de la realidad. 
4, UN APARATO DE GIMNASIA MENTAL 
El adalid más conocido de esta forma de utilización del computador en el ámbito 
educativo es Seymourt Papert, del Instituto Tecnológico de Massachusetts (M. l. T.) Y 
uno de los primeros trabajadores en el área de la Inteligencia Artificial. de 
cinco afias en el Centro de Epistemología Genética del psicólogo suizo salió 
Papert convencido de que los niños son los constructores activos de sus propias es-
tructuras intelectuales, Papert tiene un concepto muy peyorativo de la ensefianza 
asistida por ordenador, porque, para él, bajo esa modalidad, la computadora se utili-
za para programar al nifio y "es el nífio debe programar la computadora", Lea-
mos lo que dice: "El aprendizaje piagetíano es el aprendizaje sin programa" (Papert, 
1981, p, 47); "La mayor parte de lo que se ha hecho hasta ahora bajo el nombre de 
tecnología educativa o de computadores en educación está todavía en la de 
combinación lineal de viejos métodos de instrucción con tecnologías nuevas" (Pa-
pert, 1981, p. 62), 
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Siendo el niño constructor de su mente, lo único que necesita son materiales y he-
rramientas para construirla. Papert y su equipo han pasado unos años en el Laqora-
torio de Inteligencia Artificial del M.I.T. diseñando y experimentando tales herra-
mientas, consistentes en el lenguaje interpretativo y entorno LOGO (con la famosa 
tortuga), instrumentados ya hoy en computadores personales. 
A este tipo de herramientas es a lo que me he permitido llamar aparatos de gim-
nasia mental. En concreto, el LOGO, que no es el único aparato con estos fines, se 
ha hecho tan popular en el mundo que muchos lo emplean con absoluto desconoci-
miento de la filosofía que lo sostiene y para la que fue creado, situación que de ma-
nera inevitable conduce al chiste fácil de que "son más papertistas que Papert". Para 
Papert, LOGO no es sólo un lenguaje o una familia de lenguajes, es una filosofía edu-
cativa, pero para su desgracia le han salido por el mundo un montón de falsos epí-
gonos. 
Espero que el Sr. Papert no irá a molestarse conmigo creyendo que confundo una 
filosofía con un aparato de gimnasia. En todo caso, para evitarlo, añadiré que es un 
aparato de gimnasia que esconde toda una filosofía. 
Para terminar de esquematizar la filosofía educativa de Papert hay que citar su 
argumento de que se está configurando en el mundo una cultura computacional, lo 
que abona la conveniencia de poner el acento en la computadora como herramienta 
de desarrollo intelectual, con la adicional ventaja de que ésta permite a la vez esta-
blecer "un íntimo contacto con algunas de las ideas más profundas de la ciencia, la 
matemática y el arte de construcción de modelos intelectuales". Por estas razones, 
aducidas por el propio Papert, no he catalogado esta modalidad de informática edu-
cativa bajo el epígrafe "enseñar con ordenador", aunque la conexión es evidente. 
Hasta aquí, los puntos de vista de Papert como representante de quienes creen 
que lo verdaderamente importante es que el ordenador devenga el instrumento in-
telectual de un nuevo entorno de aprendizaje, la herramienta básica para pensar y 
crear. Quienes sostienen esta visión son, por lo general, investigadores en el campo 
de la Inteligencia Artificial o en el de los estudios cognitivos, cuyos trabajos acaban 
teniendo, a través de la creación y experimentación de ciertos lenguajes (LOGO, 
SOLO, PROLOG, POP-II), incidencia en el terreno que todo el mundo conoce como 
de la alfabetización informática. Por desventura en lo que se refiere a extraer con-
clusiones, estos investigadores no ofrecen lo que podría calificarse como un consen-
so de ideas. Basta echar una ojeada a sus escritos para comprobar rápidamente que 
difieren a veces muy sustancialmente en sus respectivos enfoques (Yazdani, 1984). 
6. ALFABETIZACIÓN INFORMÁTICA 
Igual que en la década de los sesenta y primeros años de la de los setenta estuvo 
de moda la enseñanza asistida por ordenador ahora le ha tocado el turno a laalfabe-
tización informática, entendida, como se ha dicho antes, como "iniciación de lasper-
sonas, singularmente de los niños y jóvenes, en los rudimentos de la infOrmática". 
Varios países han puesto o piensan poner en marcha programas nacionales o re-
gionales de alfabetización informática. La cuestión ha saltado a los medios políticos y 
a los medios de comunicación de masas, en un ambiente de ideas y decisiones de-
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batidas en un maremagno de intereses creados, sinceras convicciones, potencialida-
des revolucionarias, voluntades inducidas y miedos ancestrales a las tecnologías, al 
que pienso añadir mi granito de arena en el próximo capítulo. 
6. RESUMEN 
Las modalidades educativas en que aparece hoy el computador personal respon-
den a dos tipos de situaciones. En una de ellas, el computador juega el pa-
pel de profesor automático, actuando interactivamente con el estudiante y de una 
forma perfectamente transparente en 10 que respecta a su naturaleza informática. El 
computador enseña al estudiante historia del medioevo, mecanografía o a pilotar un 
avión. 
El otro tipo de situación se concentra, por el contrario, en algún aspecto de la na-
turaleza informática del computador, bien sea su programación, bien su operatividad 
genérica, por ejemplo para el proceso de textos, bien su campo de aplicaciones e 
impacto social. Aquí, el computador y la informática en sí mismos se convierten en 
objeto de la enseñanza, con la intención de que posteriormente se comporte como 
un medio para alcanzar distintas finalidades, que pueden ir desde desarrollar capa-
cidades intelectuales niño construye su mente con ayuda del ordenador) hasta 
constituirse en una herramienta para el estudio o el trabajo. Esta situación se llama 
ahora alfabetización informática y consiste en enseñar a distintos segmentos de po-
blación un conjunto adecuado de rudimentos de informática. 
Al primer tipo de modalidades se ha dedicado gran atención, por la singularidad 
de sus fundamentos, que, entroncados con diversas teorías psicológicas, prometen 
drásticos cambios sobre la mismísima médula de la educación. En efecto, a la ense-
ñanza asistida por ordenador hay que verla como un enfoque revolucionario, aunque 
todavía técnicamente embrionario, científicamente controvertido y socialmente con-
flictivo. Resulta difícil establecer lindes claras entre las formas como se presenta al 
público, por lo que he preferido catalogar bajo el de enseñanza "con" orde-
nador las modalidades de ejercitación y tUtorial, vinculada's en sus teó-
ricos con los conceptos de enseñanza automática "por" ordenador y de enseñanza 
programada, y las de simulación y juegos. 
Para completar la comprensión de la enseñanza por ordenador se han incluido 
dos informes sobre conceptos de aprendizaje (principalmente, en el área del apren-
dizaje de máquinas) y de E. A. O. clásica. También ha quedado apuntado cómo la 
convergencia de los progresos tecnológicos, de la capacidad técnica para integrar 
funciones y de los métodos de la Inteligencia Artificial constituye esperanza de una 
E.A.O. muy renovada. 
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7" Sociedades intensivas en 
información y alfabetización 
informática 
"Los asuntos triviales se abordan enseguida; los 
importantes no se resuelven nunca", 
de Gresham.) 
1. INTRODUCCIÓN 
Persuadido el autor de la trascendencia crítica de los problemas educativos en su 
relación con la tecnología, y un tanto desconcertado por la parcialidad con que habi-
tualmente se tratan, ha decidido cometer el atrevimiento (y tal vez el error) de aden-
trarse en el tema componiendo el capítulo más amplio y casi el más extenso de este 
libro, Si se animasen otros autores a profundizar en el asunto a través de una síntesis 
crítica (1) multidisciplinar, a lo mejor acabaría sintiéndome compensado de mi des-
liz, Y subrayo lo de síntesis, porque lo que está de moda ¡fíjense! es reunir en libros 
o revistas aportaciones especializadas desde campos diferentes sobre un tema mo-
nográfico, dejándole al lector la casi imposible tarea de sintetizar sus propias conclu-
siones, Como dice un refrán de todos conocido: unos por otros, la casa sin barrer, 
Para empezar, creo que el estudio de la incorporación de los computadores a la 
actividad educativa es inseparable del proceso de intensificación informativa de las 
sociedades, involucrando con ello tan dispersa variedad de facetas, que, ni aun con-
tando con espacio mis limitadísimos saberes serían capaces de abarcarla, 
Vaya tratar sobre todo de la enseñanza asistida por computador y de la alfabeti-
zación informática (introduzco el término "puerinformática", por alfabetización infor-
mática infantil), relacionándolas todo lo posible con las características más definito-
rias de lo que hoy llaman "sociedad de información", Pensando en el lector que no 
posea una idea precisa de en qué consiste una sociedad de información, dedicaré 
un apartado para glosarla, en compañia del fenómeno acucian te del fracaso edu-
cativo, 
Los apartados 7 y 8 los destino a proponer un marco general para la alfabetización 
informática, Soy consciente de que es una propuesta que en varios aspectos se aleja 
bastante de lo que puede esperarse de un informático, por lo que pienso que nada 
sería tan cauto como someterla a debate. Por el momento, mis tesis sólo han sido 
conocidas de forma salpicada por públicos minoritarios, En consecuencia, no tendré 
el menor reparo en utilizar ampliamente aquí dos trabajos míos, publicados en 1984, 
en donde, entre otras cuestiones, pongo de manifiesto y analizo, intercalando los 
pertinentes (2) conceptos y experiencias, las dificultades naturales que las institucio-
nes educativas oponen a introducir en su quehacer las herramientas tecnológicas, 
(1) El adjetivo "crítica" lo para deslindar el caso los que llamo trO\radc)res de la telemática (o de 
las tecnologías de la cuya principal cOJ1.,>iste en cantar con la más musical 
aparienCia de globalismo, 
Pero con la iffipertinente ingenuidad de un lego 
el tema abordado en este capítulo todos somos 
la educación, porque 
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las ventajas e inconvenientes de diversas opciones, la insuficiencia de la infonnática, 
la necesidad de una mayor convergencia del conjunto de las tecnologías de la infor-
mación y la conveniencia de conceptualizar el discurso informático a través de la 
complejidad (Sáez Vacas, 1984a y 1984b), 
2, LOS COMPUTADORES EN LA EDUCACI6N 
NO ES UN PROBLEMA, ES UN "MESS" 
El problema de la integración del ordenador en la educación es lo que Ackoff lla-
maría un "mess", vocablo por él introducido en inglés, que designa ltn sistema de 
problemas. 
Sabemos que casi ningún problema que merezca tal nombre existe en condicio-
nes de aislamiento: cada problema interacciona con otros problemas, formando así 
de una colección de problemas interrelacionados, es decir, de un sistema de 
problemas (Ackoff, 1974, p. 21). 
Resolver un "mess" raramente puede conseguirse resolviendo independientemen-
te cada uno de los problemas que lo componen, porque ello suele producir o afectar 
a otros problemas. Por ejemplo, en el "mess" urbano, soluciones independientes diri-
gidas a aspectos como el transporte, la salud, la delincuencia y la educación pare-
cen agravar la situación global. Se necesita una solución conjunta. 
Así son las cosas, pero la vida en la sociedad moderna está llena de "messes" y 
poblada de gentes que desconocen qué son los "messes" y, desconociendo tan sutil 
concepto, pretenden resolverlos nada más y nada menos que por el tajante procedi-
miento de cortar por aquí y por allá, utilizando en el mejor de los casos un bisturí 
reduccionista fabricado por la época de Descartes. 
El "mess" de los computadores en la educación se compone de problemas educa-
tivos, de problemas económicos, de problemas industriales, de problemas tecnológi-
cos, de problemas sociales, de problemas éticos, de problemas laborales ... Quien 
reduzca la cuestión a discutir si se elige Logo o Basic, cuántos ordenadores se de-
ben instalar por escuela y quién los fabricará o qué contenidos obligatorios integra-
rán el programa de enseñanza de la informática debería ser castigado de cara a la 
pared y con los brazos en cruz sosteniendo un computador personal en cada mano 
perfil de referencia, capítulo 1 y de Gresham, encabezando este mismo 
capítulo), 
Por mi parte, pienso que no se conocen bien todavía las interrelaciones que com-
ponen el aludido "mess", por lo que me parece que las decisiones al respecto tien-
den a ser precipitadas, por parciales, Curiosamente, es un tema que se ha estudiado 
poco o nada desde esa perspectiva sistémica que estoy intentando subrayar, y es 
una circunstancia preocupante. En España ni siquiera se ha estudiado en serio y por 
separado ninguno de los problemas componentes, sustituyéndose tan digna y nece-
saria (aunque incompleta) actividad por una sopa bullabesa de jornadas, mesas re-
dondas y debates superficiales sobre el tema, en más de una ocasión promovidos 
por el mismísimo Ministerio de Educación. 
En el resto del capítulo presentaré un conjunto heterogéneo de datos, conceptos, 
afirmaciones e interrogantes que, pese a la desafortunada circunstancia de haber 
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transitado por el filtro de mi desorden mental, espero puedan darle al lector siquiera 
sea un reflejo de la clase de "mess" a la que me estoy refiriendo . 
. 3. SOBRE LA TEORíA DEL SR. SKIBBINS 
Al hablar del papel del computador en la educación, casi siempre acaba uno pen-
sando en la quiero decir en la institución formal educativa, sea el cole, el 
instituto o la universidad, como si no hubiera otras situaciones educativas: el hogar, 
los clubes, las empresas, etc. Supongo que es porque la columna vertebral de la 
educación ha sido tradicionalmente la escuela y todo lo demás casi siempre se ofre-
ce como aditamentos, retoques y especializaciones. Ahora bien, la institución formal 
educativa constituye un sistema, que, siendo específico y distinto en cada país, reú-
ne ciertas invariancias que traspasan las fronteras. Dicho con otras palabras, a 
de un determinado nivel de desarrollo económico, en lo esencial de sus esquemas y 
en sus métodos se asemejan bastante las escuelas y los maestros de todos los 
siempre que estén adscritos a una misma metodología, abstracción hecha, cuando 
ello es de las cuestiones ideológicas. En todo caso, normalmente hay un mo-
delo dominante, que, por cuestiones económicas o políticas o por la simple tradición, 
se impone sobre todos los demás, dictándoles calendarios, programas, objetívos ... 
organización. En lo que sigue, tomaré en abstracto este modelo como representante 
de la institución educativa. 
3.1. ¿Funciona la institución educativa como un reloj? 
A tenor de pasadas experiencias poco afortunadas, es licito preguntarse si la insti-
tución educativa tiene realmente capacidad de integrar tecnologías electrónicas. El 
Sr. Skibbins, por lo menos, se la niega. Personalmente, no me atrevería yo a tanto, 
pero la teoría del Sr. Skibbins te da para cavilar que entre los obstáculos mayores 
frente a tecnología se alineará la propia institución educativa en tanto que 
sistema (3), 
Según Skibbins, la institución educativa se cuenta entre las organizaciones tipo 
mecanismo de relojería ("clockwork") y esta clase de organización, que data en sus 
esquemas básicos de mil años a. c., funciona con una estructura de interdependen-
cias rígidas y desarrolla procesos de control centralista y jerarquizado con segmen-
tación de funciones y especialización de tareas, mostrando una casi absoluta insensi-
bilidad ante estímulos ambientales. Si esta teoría fuese correcta -y la observación 
tiende por desgracia a corroborarla íntuitivamente- todos debemos conocer la con-
clusión a la que llega Skibbins de que este tipo de sistemas tendría una capacidad 
nula de realmente (subrayo realmente) nuevas tecnologías (Skibbins, 1981). 
Creo que la expresión "integrar realmente", que es mía, debe entenderse en el 
sentido de "integrar mediante cambios no accesorios del método educativo y en 
tiempo útil en relación con los cambios sociales generados por esas mismas tecnolo-
gías", En apoyo de la observación intuitiva, recuérdese que, desde mediados del si-
(3) E!.<¡ notorio que desde diversos ángulos tienen 
cursos argumentos sociolÓgicos, educativos, ecc,nó~nicc)s, 
contra en contra que a favor, al menos, en España) 
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glo XIX, la que Simon ha llamado "tercera revolución de la información" ha cambiado 
el mundo, pero la escuela sigue básicamente anclada en la tecnología del libro im-
preso (siglo xv, si no estoy equivocado), 
3.2. La inquietante hipótesis del contrapeso educativo 
al progreso tecnológico 
En los tíempos en que yo trabajaba en una empresa multinacional, me enseñaron 
un procedimiento entonces de moda, la tormenta de ideas ("brainstorming"), que 
consistia en reunirse varias personas en torno a un problema dando curso libre a 
cualquier por estúpida que a alguien del grupo pudiera si no estu-
viera radicalmente prohibido expresar la más mínima crítica, Se suponía que así 
afloraría la creatividad estimulándose por realimentación positiva unas ideas a otras, 
hasta acabar rompiendo los hábitos mentales y los tabúes que normalmente abortan 
un nuevo o un nuevo producto, 
De aquella extraje dos conclusiones, La primera, que una tormenta de 
ideas se reduce a un ligerísimo chaparrón y la correspondiente pérdida de tiempo 
cuando no hay alguna persona creativa en el grupo, y la segunda, que si surge algu-
na idea, por simple, ingenua o descabellada que nos pueda parecer, es muy conve-
niente darle salida, Y esto último es lo que voy a hacer abora, 
Cuando entré en conocimiento de la teoría expresada en el libro de Skibbins, 
que, dicho sea de paso, puede ser, aun cuando muy convincente, una especulación 
como otra me sobrevino una preocupación acerca de las posibilidades 
de integrar eficazmente el computador en la escuela, seguida de un crecimiento 
brusco de mi sensibilidad acerca de la sutileza y dificultad del problema, sensibili-
dad que persiste desde entonces, Pero en alguno de aquellos momentos también 
barajé una que afloró de mi "auto brainstorming" y que me planteo sin el 
menor juicio de valor, ¿Y si la incapacidad o el enorme rechazo de la institución 
educativa a nuevas tecnologías no fuera otra cosa que un mecanismo históri-
co con el que las sociedades humanas se hubieran dotado darwinianamente para 
contrarrestar o su propio desarrollo tecnológico? El tema queda abierto a la 
investigación 
4, ENSEÑANZA ASISTIDA POR ORDENADOR: UN 
PROBLEMÁTICO HISTORIAL, UN BRILLANTE 
(HIPOTÉTICO) PORVENIR 
La historia de la E,A.O, está sembrada de problemas, entre los cuales y no los 
menores podrían citarse los económicos: elevados costes de desarrollo y gran confu-
sionismo en la clasificación y cuantificación de los recursos realmente empleados, 
Es el momento en que algunos de entre los pocos países económicamente avanza-
dos potencian por increíbles la industria del conocimiento, En lo econó-
mico, la E.A.O, entra a formar parte de esta industria, pero también representa en su 
aspecto exclusivamente didáctico, y pese a dificultades y vacilaciones, el embrión 
de perspectivas educativas revolucionarias, De todo ello tratamos en el presente 
apartado, 
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4.1. Críticas 
La E.A.O. por enseñanza programada ha recibido numerosas y merecidas críticas, 
de las que entresacaré las siguientes: 
a) La base de la E.A.o., la Enseñanza Programada, está fundada en experimen-
tos de aprendizaje con animales y no recoge más que mecanismos muy ele-
mentales del aprendizaje del individuo humano. Aun en ese caso puede llegar 
a ser extraordinariamente difícil de estructurar, excepto en supuestos sencillos 
de mera ejercitación. 
b) A pesar de todos los progresos, el control por computador del proceso de 
aprendizaje, la interfaz humana y la programación resultan todavía considera-
blemente rígidos, comparativamente a los canales de admisión y proceso in-
formativos del ser humano. 
c) Se carece de métodos científicos y rigurosos para programar la enseñanza, 
quedando al buen arte del programador didáctico (normalmente un equipo) la 
decisión de elegir los tipos y las formas de las ramificaciones u otras solucio-
nes fundamentadas en diversas teorías cognitivas. 
d) Los métodos de planificación, control y evaluación económica de los proyec-
tos de E.A.O. han solido brillar por su ausencia o por su incompetencia. 
4.2. Industrias del saber 
Como medida general, en el mundo en que vivimos no es posible soslayar el tema 
económico. El campo educativo no es una excepción y menos aún el segmento de la 
E.A.O., porque su empuje inicial no es ajeno a motivaciones económicas. En contras-
te ilógico, las variadas reformas, pequeñas o grandes, y proyectos educativos que 
continuamente se proponen, suelen ser, incluso en EE.UU., muy olvidadizos o elusi-
vos en el tema de recursos, costes y prioridades (Levin et al., 1984). 
Decía que la E.A.O. tiene que ver con razones económicas y ello me conduce a 
una breve digresión a ese propósito, para la que me serviré de algunos párrafos to-
mados de un artículo mío de hace un siglo (Sáez Vacas, 1972). 
El paso de la educación desde una etapa artesanal a una etapa industrial se da en 
las sociedades desarrolladas y de economía avanzada. En ellas se producen las si-
guientes circunstancias: 
- Demanda masiva de educación (a menudo reducida a instrucción desnuda y 
adiestramiento), unida a un coste creciente y escasez de personal docente 
preparado. 
- Exigencia social de determinados niveles de calidad y de especialización en la 
fuerza laboral. 
- Obsolescencia rápida de los conocimientos y destrezas adquiridos. 
Ahora que todo el mundo habla de sociedad postindustrial, de sociedad de infor-
mación o de sociedad del saber, bueno será -aunque volveré sobre el tema más 
adelante- recordar a uno de sus publicistas pioneros, cuyas observaciones, recogi-
das en el microdosier adjunto, nos dan una idea del caldo de cultivo en el que flore-
cen las tecnologías de la educación (Drucker, 1969). Su lectura nos ayuda a precisar 
cuán desinteresados son en ocasiones ciertos móviles y circunstancias que rodean el 
mundo educativo. 
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Microdosier: Opiniones de Peter Drucker (libro: The Age 01 Discontinuity, 
Harper & Row, N.Y., 1969) sobre la sociedad del saber en EE. UIJ., 
recopiladas en Sáez Vacas, 1972. 
Las industrias del saber ("knowledge industries"), que producen distribuyen ideas e in-
formación, suponían en 1955 el cuarto del producto nacional bruto de En 1965, este sec-
tor suponía un tercio del PNB que, obvio es decirlo, era mucho mayor que en 1955. En 1970 
supondrá la mitad del PNB. 
El noventa por ciento de todos los científicos y tecnólogos de todos los viven y 
trabajan. En los 500 años de Gutenberg, de 1450 a 1950, se publicaron en mundo 30 
millones de libros impresos. últimos años han visto aparecer una cantidad Hace 30 
años, los operarios trabajando en las líneas de ensamblaje constituían el centro de la fuerza 
laboral americana. Hoy, ese centro lo forman los trabajadores con conocimientos, hombres y 
mujeres que aplican al trabajo ideas, conceptos e información más que destreza 
manual. Nuestra mayor es enseñar, es decir, el suministro sistemático de saber y 
el entrenamiento sistemático para aplICarlO. 
- Ya que el trabajador con conocimientos tiende a estar bastante mejor que el traba-
jador manual y también a tener seguridad de empleo, el saber se convertido en el 
primer coste de la economía y, por consiguiente, la productividad del saber es la 
clave de la productividad, de la fuerza competitiva y del logro económico. 
- En resumen, el saber es ahora el principal coste, la principal inversÍón y el producto más 
importante de una economía avanzada y la forma de vida del grupo más numeroso de pobla-
ción. 
En un contexto de sociedad económica avanzada (4), la educación tiende a con-
vertirse en un producto, elaborado por un sector de la industria de la información en 
respuesta a una demanda real o inducida. Claro que, a fuer de intentar ser 
algunos tomarían la frase que encabeza este capítulo y la completarian de este 
modo: "el saber es un aparato que vale la pena diseñar, ¡siempre que pueda vender-
se bien!". Aparte de los elementos psicológicos y técnicos que he descrito anterior-
mente, a la E.Ao. hay que verle también esta faceta industrial. 
Cierto es que resulta de lo más difícil aportar datos económicos y ho-
mologables sobre E.Ao., porque a de lo que ocurre en todo lo referente 
al software se manejan aquí asimismo parámetros muy distintos. Lógicamente, para 
precisar costes reales, habría que considerar todos los recursos y etapas necesarios 
a la vida del producto, desde los estudios previos (5) hasta la distribución y manteni-
miento, pasando por el diseño, realización y puesta a punto, diferenciando por cla-
ses de E.A.G., niveles de acabado y atributos similares. (Véase, por el 
Anexo sobre Software). Últimamente, se mezclan cifras referentes a modalidades 
muy diversas de enseñanza con ordenador. 
4.3. Costes de desarrollo y precios finales 
Correspondientes a E.Ao. bajo modalidad de enseñanza programada hay estu-
(4) Quiero recalcar bien la yuxtaposición "econórmca' y "avanzada", por afán de dlStingwr 
que una SOCIedad muy progresiva en ser a la vez muy regresIva en otros valores menos 
materiales. 
(5) Un estudIO preVIO bIen hecho constaría en mI opmlón de trece fases (Sáez Vacas, 1972). 
206 
de aplícación crítica 
dios con referencia a proyectos no siempre acabados de la década de los sesenta, 
su época dorada, También dispongo de algunos datos actuales, 
CUADRO 7.1. TIEMPOS DE DESARROLLO Y COSTES POR HORA DE 
ALUMNO DE E.A.O. bajo enseñanza programada en la década de los 
sesenta (Sáez Vacas, 1972) 
Tiempo de preparación de una sesión de una hora de alumno (Informe de un via-
je de estudios de especialistas franceses por EE.UU, en 1969, publicado en Les 
Cahiers de l'Institut National pour la Formation des Adultes): 
- San Diego. Cursos de Electricidad y Electrónica para formación de reclutas del 
ejército, Entre 50 y 400 horas, 
Austin. Curso de Química General. Un profesor, dos años a tiempo completo, 
ayudado por otras cuatro personas a tiempo parcial. 
- Alexandria, Incapaces de precisar el número de cientos de horas, Un curso de 
Cobol fue preparado por un equipo de 10 a 12 personas durante 18 meses, to-
davía sin probar en el momento de la visita, 
Otros centros estimaban entre 100 y 250 horas y algunos no tenían la menor 
idea. 
Coste, Generalmente no existía un criterio de definición de coste, por lo que los 
datos son apenas comparables, El dato más interesante sería el coste por hora de 
alumno en el terminal: 
Harvard Computing Center, 10 dólares. 
Instituto Tecnológico de Massachusetts, 6. 
-'- Colegio de Medicina de San José. 3,50 (sin incluir el trabajo de los profesores). 
- Dartmouth College, 2 a 3. 
- Urbana. Programa Plato, previsto para 4,000 terminales simultáneos en 1972-73, 
Unos 30 centavos, No se pudo averiguar si en ese coste se integran los de tra-
bajo humano de preparación y mantenimiento, probablemente no, Los autores 
de este proyecto reconocen que el coste de preparación por hora de curso os-
cilará entre 200 y 2,000 dólares (Pressman, 1970), 
Transcurridos los años, se hacen programas más ricos en sus formatos gráficos, 
cuyo desarrollo siendo lento y caro, y, en vez de hablar en costes por hora de 
alumno ante terminal, típico de los sistemas grandes, se manejan precios de disque-
te, cartucho o casete para computador personal (entre $20 y $200, para ser más pre-
cisos), Existen catálogos para la mayoría de los computadores personales más popu-
lares, como Apple, IBM. Atari, Texas Instruments, Commodore, etc, (Ditlea, 1984). 
¿Cómo están ahora las cosas? Estimaciones hay que cifran el mercado del softwa-
re educativo ("courseware") alrededor de los mil millones de dólares para el año de 
gracia de 1987 (Byles, 1985), hnagino que tal presunción debe estar basada en la 
idea-fuerza -el tiempo dirá si es correcta o es una proyección de desiderata indus-
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triales- de que el computador revitalizará el decaído sistema educativo estadouni-
dense, siendo, como es fácil de suponer, el mercado norteamericano el más apetito-
so y receptivo. Los principales estímulos a este mercado son los niveles instructivos 
reconocídamente en matemáticas y en ciencias, el decreciente número de 
profesores bien cualificados para esas materias en el bachiller (que, como es lógico, 
tienden a buscar ocupaciones mejor pagadas y de trato más considerado) y la poco 
equitativa distribución de recursos entre escuelas urbanas y rurales. 
Lo que ocurre en EE. Uu. habitualmente repercute en todo el mundo occidental. 
Por eso es interesante que tomemos nota. Hoy, el mercado allí está un poco embaru-
llado y se están preparando las circunstancias para que la clarificación termine en 
que unas cuantas empresas grandes dominen el mercado: empresas de material 
educativo, empresas editoras, empresas de los medios de comunicación de masas, 
emporios jugueteros y empresas constructoras de computadores. ¿Por qué? Hay de-
masiados suministradores, los márgenes de beneficio son pequeños y todo ello res-
tringe las cuantiosas inversiones necesarias para el desarrollo de paquetes educati-
vos. 
Tal vez haya más de 2.000 títulos (6) de software educativo en EE. Uu. (Palao, 
1984). La mayoría es trivial-opina Bork (Byles, 1985)-, tiene una duración de vein-
te minutos a media hora de instrucción interactiva y se suele clasificar en tres cate-
gorías: ejercitación, tutoríal y simulación, generalmente por este orGlen de creciente 
dificultad y coste. Pero también hay produccioñes fantásticas, aunque pocas que se 
parezcan a un curso completo de más de 20 horas de instrucción interactiva. 
Según estimaciones citadas en Edcompcon, noviembre 8-10, 1984, el esfuerzo de 
preparación de un paquete educativo de los que constituyen mayoría oscila alrede-
dor de las 750 horas-hombre, el coste de desarrollo por cada hora de instrucción 
interactiva se sitúa entre 10.000 y 20.000 dólares. Corno de coste total de 
desarrollo, se estima que el paquete de IBM Writing to para enseñar a leer y 
escribir a niños de 5 y 6 años, habrá ascendido a unos 5 millones de dólares (Byles, 
1985). Parece mucho, y lo es, pero no es nada comparado con el coste de desarrollo 
del software en el más ambicioso proyecto de E.A.o., el proyecto PLATO (Control 
Data), que abarca programas desde el jardín de infancia al bachillerato: 900 millones 
de dólares 1984). Debo confesar que sobre cantidades así mi mayor dificul-
tad es que tengo que hacer un esfuerzo para aceptar que son ciertas, porque en 
realidad se escapan muy lejos de las dimensiones económicas habituales en mi vida. 
4.4. El tiempo, un aliado natural 
Hagamos con la intuición un poco de prospectiva. 
Si convenimos en que el paradigma tradicional de las herramientas para la ense-
ñanza es, aunque complementado con otros medíos, el libro impreso, podremos 
los estima en más de 7.000 en el mundo, con un ritmo de crecimiento semanal de 125. 
un estudio de evaluación que considera el de ese material de primera calidad un 
resto, inaceptable (Del Val, 1985). En mi estos porcentajes de calidad, que'en-
optimi~rtas, no variarán sustancialmente, e incluso Fenómeno similar ha ocurrido 
una experiencia de siglos. Se se editan mucho mejor y son más 
porcentaje de buenos libros no ha lo ha hecho el de buenos cua-
conclllillón de todas formas, al aumentar la crece casi en la misma proporción el 
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aceptar que el computador es el libro electrónico (7) de la enseñanza futura. El libro 
impreso la humanidad lo viene utilizando hace cientos de años, mientras que hace 
sólo veinte o veinticinco que ha comenzado a escribir "libros" integrados en el orde-
nador. Esto explica que aún maneje técnicas imprecisas y materiales cambiantes y 
que no sepa bien el cómo, el cuándo ni el para quién. Son pecados de juventud. 
Con todo, ha construido programas desbordantes de ingenio y de creatividad. Algu-
nos programas han conseguido resultados inmejorables absolutamente demostrados 
en el plano meramente didáctico. Otros resuelven situaciones educativas difíciles 
ante personas discapacitadas o se emplean con gran rentabilidad económica. Exis-
ten programas que enseñan a componer música, tocar el piano o pintar un cuadro. 
Son indicios que señalizan con firmeza un camino, para cuyo buen recorrer no se 
han alcanzado, sin embargo, los cambios instrumentales más significativos. 
Ahora, olvidándonos por unos momentos de las dificultades apuntadas más arriba, 
concentrémonos en la idea de que estamos en el principio de una era en la que 
pueden construirse procesos didácticos (subrayo lo de proceso) en otra galaxia dife-
rente a la del libro impreso. Y no me refiero al fácil juego de palabras de la Galaxia 
Gutenberg, sino al hecho de contar con una tecnología capaz de trasladarnos por el 
espacio de la información a dimensiones educativas de un horizonte' distinto y des-
conocido. 
Un programa.instructivo sobre ordenador es mucho más ambicioso que un libro, 
es como mil libros. Las pistas de su disquete contienen (potencialmente) una selec-
ción técnica y metodológica de los mejores educadores y expertos (8), es adaptativo 
e instantáneamente interactivo. En la terminología empleada en el capítulo 4, es un 
amplificador de variedad. Siendo desproporcionadamente más ambicioso, es, por ló-
gica, más largo y costoso de desarrollar, pero conviene señalar que una parte im-
portante de su coste en tiempo y en dinero es atribuible a la inexistencia de herra-
mientas adecuadas. A su vez, tal carencia recorta severamente las alas de la imagi-
nación y la ambición de los creadores educativos. 
Visto exclusivamente desde la óptica del instrumental tecnológico de la informa-
ción, la enseñanza con ordenador espera sus grandes horas, que vendrán de la 
mano de los progresos en la captación, transmisión, memorización y procesamiento, 
sin aparente solución de continuidad, de las diversas clases de información hoy se-
paradas: información textual, numérica, sonora, icónica ... Acompañando a estos pro-
gresos, nuevas herramientas de ayuda, todavía bastante rudimentarias (9), propor-
cionarán una "pluma" ágil y de descomunal potencia a los autores de procesos di-
dácticos, que serán desarrollados, experimentados y producidos a lo largo de un ci-
clo drásticamente más breve que los actuales. Como ha sucedido en otros segmen-
tos aplicativos, el tiempo trabaja a favor de estas opciones, por lo que, sin presumir 
de profeta, es fácil vaticinar que a la tecnología de enseñanza computadorizada le 
aguarda un claro futuro. 
(7) Soy consciente de que manejo una burda y peligrosa analogía, y también de que el libro -¿haría falta 
decirlo?- no es tampoco el soporte de todas las acciones educativas. 
(8) Aprovechando la analogía del libro, quisiera expresar una idea que habitualmente es demagógica-
mente tergiversada. Se enuncia como lugar común que las tecnologías educativas basadas en ordenador y 
otros medios electrónicos liberarán al profesor o maestro para que pueda dedicarse a tareas más críticas, 
creativas y motivadoras. Esa es la teorla, que suscribo totalmente, pero hay que reconocer que en la práctica 
la falta de preparación del profesorado se erigirá como obstáculo a su cumplimiento. Quienes nos dedica-
mos a la enseñanza y todos los estudiantes sabemos que ya un buen libro es mejor como vehículo informati-
vo y más motivador que la mayoría de los profesores. Para muchos, este aserto constituye una verdad casi 
absoluta, al menos en el mundillo universitario. 
(9) Existen varios sistemas de autor basados en ordenadores personales. 
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4.5. "Teacher & Teaching" 
Pero no cantemos victoria. Otras tecnologías han levantado expectativas para sus-
citar después el desencanto. El cine y la televisión instructiva han recorrido ese ci-
clo de explosión-desencanto, llenando de materiales arrumbados los almacenes de 
muchas escuelas. ¿Ha sido por rechazo institucional, versión teoría de Skibbins? ¿Ha 
sido porque las tecnologías poco profundamente nuevo aportaban con respecto al 
libro impreso? ¿Por su coste? ¿Por incompetencia en el empleo de esos medios? 
¿ Tal vez por un complejo de todo lo anterior y de más cosas? 
El computador aporta capacidades revolucionarias que las anteriores tecnologías 
no poseían, sobre todo su capacidad de selección y de proceso de las diversas'for-
mas de información y su capacidad de interacción con el ser humano. ¿Se consegui-
rá romper el conocido ciclo de explosión-desencanto? Mi opinión es que es perfec-
tamente posible, siempre que sepamos ver claramente que nos encontramos al ini-
cio de una etapa larga; contando con que, por un lado, la industria no se deje llevar 
por la codicia y dé tiempo al tiempo, y, por otro, que la psicología educativa supere 
sus discrepancias internas y elabore un apropiado discurso metodológico para la en-
señanza. Esta no debería ser sólo una práctica acientífica subdesarrollada, como es 
hoy, y el enseñante un vehículo (persona humana o máquina) de distribución de in-
formación, eso nos conduciría a repetir el fracaso de tecnologías anteriores (Clark, 
1985). Empero, también hay que evitar el caer en una teoría y una metodología muy 
perfectas e independizadas de las herramientas, es decir, de la tecnología. Enseñan-
za y enseñante son factores indisociables, ¿no? 
5. SOCIEDAD DE INFORMACIÓN Y FRACASO 
DEL SISTEMA EDUCATIVO 
Antes he establecido un nexo entre educación y sociedad postindustrial. Ésta se 
basa en el conocimiento, en la información. Una sociedad postindustrial es una so-
ciedad de información en la que la principal materia prima de la economía es el 
conocimiento, de manera que tiene que haber una muy fuerte correlación entre ni-
vel informativo de una sociedad y su potencialidad en el uso de computadoras per-
sonales y de software educativo. 
Mientras que en el apartado anterior centré mi atención en evocar, junto a cues-
tiones de viabilidad técnica, relaciones de la educación con la microeconomía -in-
dustrias, costes de desarrollo y distribución, etc.,- ahora me ocuparé de algunas 
cuestiones macrosociales y macroeconómicas. 
5.1. ¿Qué es una sociedad de información? 
Es un fenómeno que acaece o está a punto de acaecer en algunos lugares del 
mundo, en otros se tiene una idea de en qué ~onsiste por los libros o los periódicos, 
lo mismo que han podido leerse descripciones del hipotético monstruo turístico del 
lago Ness, y, finalmente, por numerosos parajes del globo ni existe, ni está a punto 
de nacer, casi nadie sabe de qué demonios se trata y las más calenturientas mentes 
ilustradas locales apenas se atreven a imaginar que tal fenómeno pueda acontecer 
allí en cualesquiera de los venideros siglos. 
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Primariamente, es un fenómeno económico, iniciado en EE. UU. allá por 1956-57, 
cuando, en el reparto de la fuerza laboral, el número de trabajadores de camisa y 
corbata ("white collar") superó al de trabajadores de mono (D. Bell, 1976, p.33). Esta 
fecha es considerada habitualmente como el punto de tránsito de una sociedad in-
dustrial a otra, postindustriaL 
En 1977, un estudio para el Departamento de Comercio Americano, firmado por 
M. Porat, demostró de forma fehaciente la vinculación del sector de la información 
con la economía (o de la economía con la información, que los dos sentidos valen), 
calculando su participación en el Producto Nacional Bruto. 
Hasta entonces, la economía se dividía en tres sectores: agricultura, industria y 
de acuerdo con los trabajos de Colín Clark en 1940. Mención especial me-
recen contribuciones como las de MachIup, desde 1958, y Marschak, en 1968, quie-
nes buscaron medir el segmento económico articulado específicamente sobre la 
producción, proceso y distribución del saber, es sobre las industrias a las que 
antes hice referencia (D. Bell, 1981, p. 516). Porat definió y desgajó como cuarto sec-
tor el sector de la información. 
CUADRO 7.2. Fuente: International Labour Review, enero-febrero 1967. 
Extractado de D. Bell (1976, p. 31) 
Mundo 
Arrica 
REGIÓN 
América del Norte 
,"<='\cJ"JHC'" más desarrolladas) 
ATT1QYll"'!'l Latina 
Oceanía 
UR.S.S. 
DISTRIBUCIÓN PORCENTUAL DE LA FUERZA 
DE TRABAJO, POR SECTORES 
AGRICULTURA 
58 
77 
8 
48 
71 
28 
23 
45 
19 
9 
39 
20 
12 
38 
34 
28 
lClOS 
23 
14 
53 
32 
17 
34 
43 
27 
Sin entrar en detalles, que figuran en todos los manuales modernos de economía, 
a una reestructuración conceptual analítica de los sectores económicos preexistentes 
se añadió la emergencia de nuevos sectores, por un procedimiento semejante al 
que BeIl (el informático, no el sociólogo) y Tanenbaum con sus capas des-
de los computadores (capítulos segundo y tercero). Hoy, las cosas se ven 
en la forma que indica el cuadro 7.3, donde los sectores económicos antiguo sec-
tor de servicios se desglosó en los sectores ternario, cuaternario y quinario) se aso-
cian a distintos típos de sociedad. El camino iniciado por EE. UU en 1957 lo ha reco-
rrido o lo está recorriendo, cada uno con sus peculiaridades, un reducidísimo núme-
ro de cuya economía se nutre crecientemente de los tres últimos sectores. 
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CUADRO 7.3. ESQUEMA COMPARATIVO DE TRES TIPOS DE 
SOCIEDAD (D. Bell, 1976, p. 144) Y (D. Bell, 1981, p. 505) 
PRE-INDUSTRIAL INDUSTRIAL POST -INDUSTRIAL 
Sector económico: Primario Secundario Terciario 
Producción de Transporte 
mercancías 
Minería Manufacturas Servicio Público 
Pesca Elaboración de 
Madera materias primas 
Cuaternario 
Comercio 
Finanzas 
Bienes raíces 
Quinario 
Salud 
Educación 
Gobierno 
Ocio 
Ocupacional: Trabajador semi-
especializado técnicos y 
Ingeniero científicos 
no 
especializado 
Tecnología: Materias primas Energía Información 
Proyecto: Juego contra la Juego contra la entre 
naturaleza naturaleza personas 
fabricada 
Metodología: Sentido común, Empirismo, Teoría abstracta, 
y error, experimentación modelos, simula-
experiencia teoría de 
análisis 
de sistemas 
Perspectivas 
temporales: Orientación hacia Proyectos Orientación al 
el pasado adaptativos futuro: 
ad hoc 
5.2. Impactos y contrastes 
Socialmente, el mundo está cambiando ahora más y más que durante el 
resto de la historia. Las ideas, la economía, el trabajo, el ocio". sufren impactos in-
conmensurables. La humanidad, según parece, se encuentra en crisis parentética, 
una enfermedad de reajuste entre dos eras en la que su organismo está sometido a 
fortísimas transformaciones e incertidumbres. 
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Algunos observadores nos señalan que vamos hacia una economía global, en la 
cual se integrarán las economías nacionales y (Naisbitt, 1983). La descen-
tralización mundial de la producción no es incompatible, al revés, con una manifiesta 
concentración del poder decisorio económico y político en grupos multinacionales e 
instancias supra nacionales propias de los más desarrollados. Algunos países 
ricos se hacen más ricos y los más más pobres, reafirmando el carácter 
preindustrial de sus sociedades. 
La inmensa mayoría de las personas desconoce la forma cómo la tecnología, es 
decir, el poder científico-técnico, combinado con el poder político-militar y econó-
mico, está cambiando el mundo. Mientras la gente se distrae contemplando en la 
pantalla de TV las increíbles andanzas de pérfidos millonarios tejanos del petróleo, 
ignora que la historia auténticamente sucede con escasa publicidad más 
o menos por los mismos pagos (Austin, San Antonio), donde se están acumulando 
sistemáticamente densidades de conocimiento en tecnología de la 
información y biotecnología, una más dominadora y duradera que el petró-
leo. Y ese lugar es sólo un c.1C'1T11"ln 
Los satélites y la fibra pongamos por caso, pueden poner en peligro de 
hundimiento económico algo tan como la infraestructura de comunicacio-
nes del emporio AT.& T. ¿Y quién podría negar que los anticonceptivos han hecho 
más por modificar ciertos valores morales que siglos de debates éticos, así como 
que la penetración de las televisivas y cinematográficas ha alterado las 
perspectivas de cada uno de nosotros acerca del mundo? 
Parte del dinero se ha convertido en información que se desplaza instantáneamen-
te de una parte a otra del globo, eso lo saben bien empresas, bancos y gobiernos, 
sobre todos los bancos, ql1e' acabarán no siendo otra cosa que poderosas máquinas 
de información. Y mil otras cosas aún muy fuertes están ocurriendo en este mundo 
tan dislocado, donde coexiste la preparación para la guerra de las galaxias (la) de 
verdad con el hambre en Etiopía, el hogar superelectrónico ("high-tech home", véa-
se número especial del IEEE mayo 1986) con la cabaña de adobe, donde 
unos dilapidan la sus excedentes agrícolas y se ven sobresatura-
dos de iñformación mientras que otros, no sólo son analfabetos totales (11), sino que 
cometen la "desconsideración" de no alcanzar el mínimo de subsistencia vital. 
Son los contrastes de una humanidad que históricamente ha logrado sus 
mayores cotas de ciencia y proclamando universalmente la carta de de-
rechos humanos, por curiosa coincidencia en el mismo año en que inventaba el tran-
sistor (Sáez Vacas, 1984). Este es, sin demagogia, el marco general sociológico en el 
que se desenvuelve el asunto de la enseñanza por ordenador, si se- quiere mirar, por 
unos momentos, con los que merece un mundo que se nos dice sin fronteras. 
5.3. Fracaso y finalidades educativas 
En cuanto a la evaluación y organización de los impactos, reina el mayor descon-
cierto en los que se "postindustrializan". Hace unos meses asistí a una reunión 
(lO) Este es el nombre artístico de un plan del Departamento de Defensa estadounidense, técnicamente 
denominado S.D.I. eStrategic Defense lnitiative). 
(11) En 1985, hay en este mundo 857 millones de analfabetos, calculándose que serán 911 a finales de siglo 
(Etori Gelpe, UNESCO. 19as). 
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de prospectiva sobre tecnologías de la información y lo que más atrajo mi atención 
fue que la entre los expertos debíase más que a cuestiones técnicas, a 
cuestiones axiológicas y caracteriológicas, o dicho de otra manera, a que cada uno, 
además de aplicar un conocimiento técnico sesgado, proyectaba sobre el tema su 
personal escala de valores. 
Harman, por se preguntaba si el progreso tecnológico no conduciría a 
una grave crisis de valores, tan seria o más que las crisis de las armas nucleares o 
del deterioro ambiental (Harman, 1985). En lo que al trabajo, a la tradicio-
nal cuestión empleo/desempleo como argumento cuantitativo hay que añadir el 
tema de la calidad Q contenido del trabajo, y no sólo en un sentido organizativo, rela-
cionado con la productividad y eficacia en la implantación de la oficina automatiza-
da, como hace Strassmann en su excelente libro (Strassmann, 1985). Si la producción 
de bienes y servicios no Vil a ser una dificultad, habrá que poner el acento en el 
aprendizaje, dice Harman. 
Así, se redefiniría la sociedad de información como "sociedad del aprendizaje", 
entendido "aprendizaje" en el sentido de Hutchins: educación, investigación, explo-
rac~n, autodescubrimiento, participación en las tareas comunitarias, etc. La socie-
dad del tiende a sustituir la ética de consumo/despilfarro de la sociedad 
industrial por una ética de ecolog1a/autorrealización (Harman, 1985). 
Organizar la sociedad sobre el aprendizaje es una frase. Para convertirla en un 
programa de acción es preciso ponerse de acuerdo sobre el concepto de aprendi-
zaje: o se está con Hutchins, que evoca por lo menos dimensiones de "know-why" y 
de "know-what", o se está a favor del pragmatismo utilitarista del know-how, preva-
lente hoy en las culturas cotidianas de las sociedades estadounidense y japonesa 
(precisamente, los países más adentrados en el postindustrialismo) (reléase micro-
dosier sobre opiniones de Peter Drucker, a ver si no). 
Por todas se oye decir que el sistema educativo está en fracaso, puesto que 
no sólo no se adapta a los tiempos, sino que ni siquiera cumple las funciones que le 
han sido clásicamente asignadas. 
En EE.UU., una comisión presidencial para la Excellence in Education, después 
de un estudio de dieciocho meses, entregó un informe con datos como los siguien-
tes: alrededor del 13% de los jóvenes de diecisiete años pueden considerarse anal-
fabetos funcionales, aproximadamente un 40% son incapaces de practicar inferen-
cias sobre un material escrito, sólo una quinta parte podrían redactar un ensayo con-
vincente y sólo una tercera parte estarían en condiciones de resolver un problema 
matemático que requiera varios pasos 1983). 
¡Imagínense qué situación! Sociedades basadas en un tipo de suministro, que les 
empieza a escasear: el saber. Tal vez, paradójicamente, el exceso de información 
bloquee parcialmente aquellas vías receptivas humanas de ese tipo de información 
que ha conducido a la humanidad históricamente hasta la sociedad industrial, y des-
pués a la sociedad de información. Los estudiantes no encuentran interesante la es-
cuela, porque es más interesante la vida. En vez de aprender a leer bien, aprenden 
otras cosas, que no son evaluadas por la métrica vigente de capacitación educativa. 
Eso es lo que pasa. Y parece que el hecho viene de la mano del progreso económi-
co, conjugado con la difusión de las tecnologías de la información. A lo mejor son 
efectos secundarios, no todo van a ser 
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Cada país tiene su propio fracaso educativo o su propio concepto de fracaso edu-
cativo. Todos quieren cambiar su sistema, pero, como dije al principio, cada uno tie-
ne su teoría. Hay quienes piensan que este deterioro va a recuperarse introducien-
do el computador en la educación (12). Eso está por ver en los países económica-
mente avanzados, y en los otros, si no están en el nivel de carecer de maestros y de 
escuelas, en cuyo caso difícilmente van a poder embarcarse en comprar ordenado-
res y software, tendrán que cuidarse por lo menos de contener y encauzar la inva-
sión cultural que se les avecina en forma de mercancía. Toda una industria con vo-
cación mercantil universalista está detrás empujando. 
Para bien o para mal, la enseñanza con ordenador va definitivamente ligada al ni-
vel informativo de la sociedad, aunque también puede hacerse la diferenciación en-
tre sociedades dominantes por sus tecnologías de información y sus contenidos cul-
turales y sociedades dominadas, ya que las cosas pueden suceder de manera bien 
distinta en uno y otro caso. ¡Ojo con las extrapolaciones basadas sólo en factores 
económicos! 
Me duele tener que decirlo, pero mi país, con un nivel de producción industrial 
importante, ha conformado sin embargo una sociedad dominada tecnológica y cultu-
ralmente, al abandonar secularmente al subdesarrollo su aparato científico, cultural y 
educativo, convirtiéndose ipso facto en cliente privilegiado de soluciones ajenas. La 
penetración de la E.A.O. en España, tomada como un ejemplo práctico de sociedad 
con creciente nivel informativo y con deficiente aparato tecnológico propio, se resol-
verá -creo yo- en una dialéctica entre esos dos factores. ¿Seremos capaces, al 
menos, de diseñar nuestra propia escala de valores educativos y culturales? 
6.4. Sólo han pasado 12 segundos, ¿qué sabernos 
de todo esto? 
En varios lugares de este libro metaforizo acerca de la expansión del universo 
computacional y señalo la vía abierta hacia la convergencia y consiguiente expan-
sión de las tecnologías de la información. La metáfora reside en las palabras que 
empleo para comunicar la idea, pero me estoy refiriendo a una realidad técnica ga-
lopante, no a una especulación. Es un argumento técnico, que no prejuzga sobre las 
localizaciones ni sobre las consecuencias de la distribución de densidad tecnoló-
gica. 
Este capítulo me ha servido para poner de manifiesto el potencial revolucionario 
de tales tecnologías, y en particular del ordenador, como herramientas educativas: 
otro argumento técnico. Los argumentos técnicos no siempre se compaginan bien 
con los argumentos sociales, pero muchas veces se confunden, con lo que se puede 
incurrir en el peligro de practicar extrapolaciones arriesgadas. Se ha escrito mucho 
respecto de las transformaciones que las tecnologías de la información van a operar 
sobre la sociedad (Toffler, Martin, Naisbitt, Masuda, Pelton, etc.) y, en mi observa-
(12) "En 1985, se presentará un conjunto inefable de software educativo, videodiscos interactivos y robots 
educativos. Los computadores personales convertirán las salas de estar en aulas. Centenares de miles de 
adultos volverán a la escuela vía los programas de la universidad electrónica diseñados para computadores 
caseros, televisión por cable, o programas de extensión educativa en el trabajo. Ha llegado la era de la edu-
cación electrónica." (. .. ) "La educación en América está en el centro de una revolución". (Naisbitt, 1984). Nota 
del transcriptor: América quiere decir Estados Unidos de América. 
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ción personal, estos autores a menudo han extrapolado realidades técnicas al campo 
social. Una de tales transformaciones se producirá en el ámbito educativo. Sin em~ 
bargo, como dice D. Bell, "las sOciedades tardan mucho en morir", de manera que, 
aunque estamos en una época de cambios acelerados, las contradicciones, las con-
troversias, los efectos secundarios, las desigualdades, no sabemos cómo van a ope-
rar dentro del imbricado conjunto -el "mess" de los "messes" de las fuerzas trans-
formadoras de la sociedad. No se sabe ni siquiera de qué forma van a operar en el 
marco concreto de una sociedad concreta de información, como es la estadouniden-
se. Aunque parezca una "boutade", la razón última de nuestra incertidumbre hay que 
sintetizarla en el hecho de que la humanidad ha censado su primera sociedad de 
información hace 12 segundos (13). No tenemos experiencia. 
Mientras que tengo pocas esperanzas en la capacidad de adaptación de la institu-
ción educativa formal allí dondequiera que esté constituida, me gusta pensar que no 
hay otro modo de realizar la educación permanente y de llevar la educación a todo 
el mundo que con la ayuda de las tecnologías. El viejo sueño de la escuela sin aulas. 
¿Podrán beneficiarse, sin pérdida de sus identidades culturales, los países y las co-
munidades económicamente poco desarrollados? 
6. UNA NUEVA RAMA: LA PUERINFORMÁTICA 
Cuando empiezo a leer o a oír hablar sobre la necesidad de introducir el compu-
tador en el sistema educativo, así, sin más, o de una manera que la lectura completa 
revela ambigua o apasionada, experimento el embriagador sentimiento de asistir a 
esa ceremonia de la confusión con que se inicia todo aprendizaje social. Una prime-
ra y mínima precisión podría consistir en exigir que se indicase bajo cuáles de las 
modalidades señaladas en el capítulo anterior y con qué fines principales y objetivos 
educativos se plantea dicha introducción. En realidad, también es imprescindible, 
como etapa previa al diseño de cualquier plan al respecto y antes de elaborar pro-
gramas de acción, estimar recursos y costes, evaluar viabilidades y cosas así. 
Parece que ahora se lleva mucho querer enseñar informática, y más concretamen-
te programación, a los chavales, desde la educación primaria. Se trata de una nueva 
rama de la informática, que no teníamos censada en el capítulo 1. Ya hay algunos 
especialistas. De entre los tres tipos de alfabetización informática que señalé en el 
capítulo anterior, si, por razones prácticas, hubiera que señalar uno con un porvenir 
inmediato verdaderamente incierto, sería éste, especialmente si se aborda con pe-
rentoria compulsividad, la mira puesta en la famosa sociedad postindustrial. 
Aun aceptando, que lo acepto de todo corazón, que (por lo menos, nosotros) cami-
namos hacia una sociedad intensiva en tecnologías informativas, me preguntaría si 
los chavales pequeños tienen que aprender algo de informática, y, en caso positivo, 
qué es lo que tendrían que aprender, de qué forma y cuándo, y me preguntaría asi-
mismo si es posible montar los mecanismos oportunos para llevar a cabo un plan de 
una mínima eficacia. Vayan unas reflexiones generales, en las que no puede estar 
ausente el factor tiempo. 
(13) El futuro se nos avecina de forma crecientemente acelerada, A este se le ha llamado la 
"compresión del futuro", de orden de magnitud nos podemos hacer una reduciendo el tiempo de 
la humanidad a un lapso un mes, un supermés cósmico, Sólo los últimos 12 segundos de este mes se 
corresponden oon el tiempo de existencia de la era de la información (Pelton, 1985), 
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6.1. Intoxicación colectiva, evolución tecnológica, 
formación de los maestros 
Un detalle muy común a casi todos los niños (salvo algunos como Óscar, el prota-
gonista de El Tambor de Hojalata) es que crecen y maduran y al traspasar la adoles-
cencia y entrar en la juventud, e incluso superarla, se encuentran con un mundo muy 
clistínto al que vivieron en el jardín de infancia o donde estuvieran de pequeñitos. 
Esto me hace pensar que el tiempo ha de afectar profundamente, y de una manera 
que ahora desconocemos las técnicas puerinformáticas. 
En consecuencia con lo anterior, que parece de una extremada sensatez, se me 
ocurre! (y puede que me equivoque muchísimo), que, en lo referente al tema que 
estoy tratando, vivimos, por causas de variada índole económica, un proceso de into-
xicación colectiva, basado en la disponibilidad irrebatible del computador pe:rSOlrlal. 
Vamos a ver la repasando primero el adjunto microdosier de reco-
piladas sobre este asunto. 
Microdosier. Recopilación de opiniones diversas sobre educación, 
informática y economía 
- Francia quiere la cabeza mundial ("El Periódico Informático", 7-2-1985). 
El plan "ordenadores para todos" pretende que, a su final, el pueblo francés tenga a la informá-
tica como la segunda lengua nativa. ( ... ) Objetivo: crear una generación de jóvenes perfecta-
mente preparados, desde un punto de vista informático, para convertir a Francia en un lider de 
la alta tecnOlogía. 
- Preparando a los niños para el mundo computadorizado del futuro ("ComputerworldlEspa-
ña", 4-4-1984). 
Los Ministerios de Comercio e Industria y Educación y Ciencia del Reino Unido se encuentran 
interesados principalmente en formar a los jóvenes para que se adapten a una economía com-
pleja desde el punto de vista tecnológico. 
- Sumergir a los niños en un mundo electronificado, en la edad de la información. Tal es el 
objetivo general del Microelectronics Education Prograrnrne para Inglaterra, Gales e Irlanda 
del Norte tal, como lo expresaba su director, R Fothergill, en 1983 (Fothergill, 1983). El progra-
ma abarca todos los temas del currículo y a todos los niños de todas las edades. 
"Para afrontar la era de la información, tenemos que pensar no sólo en preparar a los niños 
para que comprendan los computadores y adquieran destrezas operativas con ellos, por impor-
tante que esto sea; tan esencial como lo anterior es a autoprepararse para trabajar y 
vivir en nuestra cambiante sociedad ... " (Fothergíll, 
- Así se expresaba un presentador de la TV estadounidense, durante un panel emitido el 7 
de abril de 1983 en Chicago: "The world is turning to computers; 1 don't have a computer, my 
children won't be exposed to computers, and they won't be able to get a job when they grow 
up" ("News Supplement to IEEE Spectrum", Vol. 7, n.O 6, junio 1983). 
- Duras críticas en EE. UD. a la educación especializada ("El País", suplemento de Educación, 
año lII, n. o 114, 23-10-1984). 
Nefastas consecuencias de la excesiva especialización técnica motivada por la creencia de que 
en una sociedad tecnológica ésa era la única manera de conseguir empleo. Los autores del 
estudio, dirigido por uno de los máximos especialistas del mundo de la educación, el profesor 
K. Mortimer, piensan que "un mayor énfasis en las humanidades y artes es el mejor sistema 
para preparar al alumno a enfrentarse a una sociedad cambiante ... " 
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- La escuela francesa vuelve a las cuatro reglas ("El País", suplemento de Educación, 19-2-
1985). 
Se vuelve al formato clásico de enseñanza en la formación primaria.(. .. ) La "Ciencia y 
Tecnología" incluye rudimentos de informática. 
- Dura crítica a la educación occidental ("El País", suplemento de Educación, año IV, n.O 135, 
9-4-1985). 
Uno de los objetivos básicos de la educación debería ser el de inculcar una fuerte actitud críti-
ca en los ciudadanos. 
- La informática, una disciplina inútil ("El País", 12-4-1985). 
Antes del año 2000 serán los ordenadores los que hablen nuestro idioma. 
- 200 millones de de trabajo electrónicos (Strassmann, 1985, p. xvii). 
Colocar 200 millones de trabajo electrónicos por todo el mundo es una predicción 
probable. Que esto o no finalmente, no vendrá condicionado por consideraciones tec-
nológicas. La de las industrias de información para proveer cantidades prácticamen-
te ilimitadas de equipo está bastante más allá de la capacidad de los usuarios para absorberlas. 
Por otro lado, cuando miro mis libros de informática de hace ocho o diez años, al 
tiempo que constato que sólo la añoranza me impide tirarlos para hueco a 
otros textos más útiles (cosa que haré un día de éstos), me convenzo profundamente 
de que, incluso desconfiando del acierto profético de los tecnólogos, es sensato 
aceptar que, salvo catástrofe cósmica, todos los escenarios apuntan a una tecnología 
informática todavía más radicalmente diferente para los usuarios hacia finales de 
siglo, 
CUADRO 7.4. UNA PíLDORA MAs SOBRE LA EVOLUCIÓN DE LA 
TECNOLOGíA INFORMATICA 
Especialistas destacados pensaban a mediados de 1983, mientras redactaban 
un libro, que hasta finales de 1986 no habría herramientas de desarrollo de siste-
mas expertos sobre computadores personales. A finales de 1984, antes de haber 
terminado de su libro, ya se habían lanzado al mercado las primeras he-
rramientas sobre computadores personales (Harmon, 1986). 
"La segunda ola traer grandes e híbridos sistemas que rivali-
zarán verdaderamente con muchos expertos humanos. Tales suplemen-
tadospor interfaces de lenguaje natural mucho más sofisticadas, se utilizarán en 
las empresas y en la industria para el final de la década de los noventa. Al mismo 
tiempo, estaciones de trabajo, que combinarán un número de 
grandes y pequeños sistemas expertos, haciéndolos disponibles a vía 
terminales de producirán un fuerte impacto sobre la organización y 
operativa de las empresas. Adicionalmente, a mediados de los noventa, técnicas 
de programación basadas en la Inteligencia Artificial modificarán la forma en que 
los departamentos de proceso de datos afronten las tareas de programación com-
pleja". (Harmon, 1986, p. 11). 
Mi recopilación de experiencias y opiniones sobre una pronta y eficaz formación 
informática de los maestros arroja un balance poco prometedor. íPeliagudo désafío, 
se mire como se y no sólo desde un punto de vista económico y temporal, que 
218 
Areas de aplicación crítica 
es grande! Un informe redactado en el país más informatizado del mundo, 
DU" al tiempo que desglosa las distintas facetas involucradas en la formación in~ 
formática de los maestros, reconoce la magnitud del envite: "Tapies: Computer Edu-
catíon for Colleges of Education", del ACM Elementary and Secondary Schools Sub-
cornrnittee, resumido en (Rogers et al., 1984). Otros datos del mismo país se recogen 
en el microdosier sobre formación de los maestros, Es posible que, por su volumen 
y estructura descentralizada, el sistema escolar de EE, Uu. sea un caso especial, 
aunque juega con la ventaja de una mayor impregnación social informática, Pero en 
todas partes, a la dificultad cuantitativa del empeño hay que sumar la inercia mental 
subsiguiente, Los sondeos de opinión lo reflejan, aunque con variantes según los paí~ 
ses, Véanse algunos resultados de la encuesta del Instituto Atlántico para Asuntos 
Internacionales ("El País", 30-5-1985, pp, 8 Y 9), extractado a continuación en los re~ 
sultados porcentuales de su epígrafe "Obstáculos sociales para el Desarrollo de la 
Informática", en los aspectos "el sistema escolar", primera cifra, y "la forma de pensar 
de la gente", segunda cifra: Francia, 36/47; RF A. 10/28; R. Unido, 19/33; Noruega, 15/ 
31; España, 32/37; Italia, 26/32; EE, DU, 64/17; Japón, 25/21. 
Microdosier sobre la formación informática de los maestros en EE. UU. 
- Teacher Training: A Monumental Task (Rogers et al" 1984), 
La magnitud del esfuerzo requerido para formar a los maestros con vistas a la alfabetización 
informática de los ruños es difícil de aprehender, Sólo en los EE, UU, hay cerca de dos millones 
de maestros de primaria, y varias decenas de miles más se gradúan cada ano, (",) 
Son raros los maestros mínimamente capacitados en el empleo de computadores para el pro-
ceso educativo, No hay virtualmente instructores bien cualificados para ensenar informática en 
las escuelas elemental y secundaria, (",) 
Por otro lado, como reconocerían la mayoría de los científicos informáticos, un estudiante pue-
de necesitar varios años de trabajo formativo en informática sólo para empezar a ser compe-
tente en ese campo, 
Los maestros aprenden a enseñar informática (Microsistemas, n,O 17, enero 1985, pp, 93-
94), 
Lo que más preocupa a Florence Mann, directora del Centro del Consorcio Informático de la 
Universidad de Nueva York, es que se están desembalando los computadores antes de que los 
maestros hayan podido prepararse, (",) Según Mann, "probablemente sólo unos cuantos maes-
tros han recibido la instrucción necesaria", 
Más adelante, sigue declarando: "El uso equivocado de la informática constituirá un problema 
más grave que ignorarla, y los maestros habrán de preocuparse muy especialmente por esta 
situación", (",) "En este momento, la educación informática está dominada por la política y el co-
mercio", 
James Dunne, director del Centro de Recursos de Microordenadores de la Escuela de Ma-
gisterio de la Universidad de Columbia, donde se desarrolla un programa de formación hace 
diez anos, con entrega de 60 diplomas semestrales, opina que, "a estas alturas, la educación de 
los maestros en todo el país resulta insuficiente", 
Sandra Cunningham, directora del Instituto de Investigación Educativa en Glenn Ellyn, esta-
do de lllinois, que dedica un 45% de sus actividades a la informática, habiendo formado en 
cinco años, desde los inicios del programa, unos dos mil maestros, opina cosas como éstas: 
"Muchos distritos escolares han alcanzado una etapa en la que disponen de ordenadores y de 
algunos maestros que saben algo sobre ellos, Estos distritos dedican tan poco dinero al adies-
tramiento de los maestros, que éstos apenas están en condiciones de utilizar los ordenadores 
como parte del programa de estudios, Sólo se les imparte instrucción informática y no se les 
enseña a utilizar el ordenador como herramienta pedagógica real", 
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6.2. Cuando los problemas no son reales, 
pueden ser artificiales 
A partir de los elementos que se acaban de suministrar en este apartado, agru-
pándolos con las reflexiones y argumentos anteriores, resumamos lo que tenemos 
sobre el problema de la puerinformática. 
l. El fundamento parece ser preparar a los niños para vivir y trabajar en la era de 
la información. ¿Cuál es el grado de intensidad tecnológica informativa de 
nuestra sociedad concreta? ¿Somos sociedad dominante o dominada en este 
lo que equivale a decir: somos científicos/productores o usuarios/consumi-
o ambas cosas? 
2. Un obstáculo grandioso es la formación de los maestros, incluso contando con 
recursos económicos abundantes, que, por otro lado del grado de 
convencimiento de la sociedad. La institución educativa a oponer resis-
tencia a las tecnologías. Los costes y los riesgos de fracaso a corto plazo son 
enormes. 
3. El fracaso educativo ha alcanzado ya a muchas con independencia 
de los sistemas empleados. Muchos pretenden que el ordenador ayudará a 
este problema. Pero el problema no ha sido aún bien analizado. Hay 
culpa a la televisión, otros consideran que los causantes son factores ge-
nerales de falta de adaptación de los métodos y las herramientas a un mundo 
tecnológico, también hay quien establece como causa la intensificación de los 
estudios técnicos en detrimento de los programas sobre humanidades, etc. Por 
lo que respecta al computador, lo más sensato es reconocer, junto a perspecti-
vas prometedoras e incluso revolucionarias de varias de sus facetas educativas, 
una muy insuficiente investigación acerca de su inserción en los procesos edu-
cativos. Actualmente, tal y como prueba la documentación disponible, no hay 
dos personas que se pongan de acuerdo acerca de lo que hay que hacer. 
4. Introducir el factor tiempo en este problema, nos lleva al cálculo elemental de 
que los niños de 6 años de hoy, para 1995 entrarán en la enseñanza profesional 
o de bachiller o irán a puestos de trabajo poco una parte de ellos 
';:)I::::;;ULlOll estudios para entrar en un mercado de trabajo profesional hacia el 
año 2001, y por el año 2010 una porción de estos últimos ocupará puestos técni-
cos, administrativos o empresariales de cierta importancia. Es dudoso que lo 
que enseñarse de informática a esta gente vaya a servirles en cualquier 
caso para esa época (14). 
En resumen, no acabo de asimilar el barullo que se ha formado en torno a todo 
esto de la alfabetización informática de los niños. Los datos nos vaticinan un patinazo 
educativo más que un éxito. Si se quiere uno explicar lo que está hay 
(14) Hay quien opímones más tajantes desde hoy mismo. "En mi opinión, es un 
nuevos graduados Basic ... Se les deberían enseñar las herramientas de l')()t.~nl"i,,," 
do y discutido corlferenc:íante autor de 33 libros sobre informática y telElcOlnurticaciOlles, 
defendiendo y no informáticos que están entrando a 
presas se les cuarta generación (Focus, 
QBE".), generadores de e interfaces avanzadas con sistemas 
1985). 
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que concluir en que la presión de la industria de la información (l6), para no dete-
ner una locomotora lanzada a toda velocidad, parece tener que extenderse a crear 
simultáneamente la oferta y la demanda Esta industria necesita, por un lado, mano 
de obra cualificada y, por otro, consumidores (por lo cual, le favorece la difusión de 
la alfabetización informática a todos los niveles de la sociedad), Por si tuviéramos 
pocos problemas, estamos dedicados a crear artificialmente otro más, Varios de mis 
amigos de la industria no lo ven naturalmente, y me consta que van de buena fe, 
Su discrepancia se explica con gran simpleza: manejan otros puntos de vista, 
Si yo tuviera una varita mágica, antes de diseñar un plan serio de alfabetización 
infantil institucionalizada, asignaría una parte de la impresionante cantidad de dinero 
que se va a derrochar por unos cuantos países en el proceso antes mencionado a 
investigar lo que no se sabe y a desarrollar las técnicas educativas con ordenador y 
otras tecnologías, a las que luego la sociedad en su conjunto, y no necesariamente la 
institución educativa, dará cauce, 
Pero, si, en aras de un realismo razonable, no quisiéramos dejar de justipreciar el 
argumento acerca de la necesidad de cualificar a la población con vistas al sistema 
económico, concentrada mis esfuerzos en los jóvenes a partir de los 16 ó 16 en 
la universidad yen los centros de trabajo (con mayor prioridad en aquellas personas 
más próximas a los mecanismos activos del aparato social), Es para el máximo hori-
zonte temporal en el que podemos tener una razonable seguridad sobre la estructu-
ra de la tecnología, y para el que parece posible garantizar un cierto impacto, Y es 
más barato, 
Dedicaré el próximo apartado a discutir ordenadamente algunas ideas, entre ellas 
varias recurrentes -como reconocerá el lector que sea capaz de leer atentamente 
estos dos capítulos o todo el sobre alfabetización informática no infantil 
7. HACIA UN MARCO GENERAL PARA LA 
ALFABETIZACIÓN INFORMÁTICA 
Al hablar de alfabetización informática, nos movemos ipso facto de un terreno téc-
nico o tecnológico a un dominio social, para el que, aun cuando fuera clara la nece-
sidad de actuar, ahora contaríamos en todo caso con pocas ideas nítidas e indiscuti-
bles sobre cómo hacerlo (16), A este respecto, unas propuestas mías publicadas en 
1984 iban significativamente matizadas por los siguientes versos de San Juan de la 
Cruz: para llegar al punto que no conoces/debes tomar el camino que no conoces, 
(15) Aunque no acabo de saber qué partidas comprende exactamente en su estÍlnación de la industria de 
la información, Simon Ramo la cifró recientemente entre 1 y 2 núllones de millones de dólares en EE, UU, 
(Ramo, 1985). Si es verdad, siempre es un consuelo pensar que por lo menos esa cífra es ligeramente supe-
rior a la cantidad que el mundo se en armamento, que en 1984 ascendió a 800,000 millones de dólares, 
Hace poco tiempo, un responsable la Comisión Europea nos suministró el dato de que el mercado mun-
dial de las tecnologías de la información -un apartado de la industria de la información- valdrá UIlOS 
750.000 millones de dólares para 1990-92 ('El Periódico Informático', 5-11-)985, p.2), 
(16) En un importante informe, ya citado, de una subcomisión de la ACM (Association for Computer Ma-
chinery) se expresa la falta de unanímidad acerca de lo que hay que entender operativa mente por "alfabeti-
zación informática", dándome ello pie a intervenir en el debate con mis propias aportaciones en este capítu-
lo, Se pregunta la subcomisión si alfabetización informática ¿es la capacidad para programar un computa-
do!?, ¿es usar el computador como una herramienta más? o tener la capacidad de establecer juicios 
sobre el uso adecuado de los computadores en las actividades la sociedad? {Rogers, 1984, p,48l, Pareci-
das discrepancias se observan en las recomendaciones de otras comisiones formadas en EE, UU. para estu-
diar los niveles de enseñanza secundaria (como muestra, por no citar un montón de opiniones personales de 
mí propio entorno, España, véase microdosier adjunta), 
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A continuación, y como ya anunciaba en la introducción de este capítulo, me ser-
viré generosamente del texto de Sáez Vacas (1984a). 
La complejidad y el cambio son factores indisolublemente ligados a las socieda-
des intensivas en información, por lo que cualquier sistema educativo que se precie 
debería incorporarlos. 
Microdosier. Recomendaciones de algunas comisiones estadounidenses 
sobre la alfabetización informática en la enseñanza secundaria 
- Precollege Education in Mathematics, Science and Techno10gy: recomienda un curso se-
mestral de informática como requisito para graduarse en las "highs schools". 
- President's (17) Commission on ExcelJence in Education: recomienda también un curso se-
mestral como requisito para graduarse en las "highs schools", orientado a alcanzar los ;'lU,<'U<'l1-
tes objetivos: a) comprender el computador como instrumento de información, de computación 
y de comunicación; b) usarlo para el estudio de las otras materias básicas y como herramienta 
personal de trabajo; y c) comprender el mundo de los ordenadores, la electrónica y tecnolo-
gías conexas. 
El interés de las recomendaciones de esta comisión presidencial consiste en que se refieren 
al conjunto de la enseñanza, por lo hay que suponer que tanto el hecho de recomendar la 
informática como el de precisar su obedecen a un estudio ponderado de todas las temáti-
cas y de las circunstancias de ese (EE.UU.). Proponen cinco materias básicas como funda-
mento del en los años postesco1ares y núcleo de un currículo moderno: inglés, 4 cursos 
completos; matemáticas, 3 años; ciencia, 3 años; estudios sociales, 3 años, informática, medio 
año (P,GE,E., 1983). 
- Carnegie Foundation fOl the Advancement of Teaching: un curso semestral de 
tecnología orientado a explorar sus consecuencias sobre la No considera necesario 
profundizar en la obtención de habilidades técnicas con los ordenadores, contando con la evo-
lución de éstos hacia cotas crecientes de convivencialidad con respecto a los usuarios (Molnar, 
1984). 
- Posteriores estudios (iniciados en 1983) de la misma subcomisión de la AC.M antes citada 
han cuajado en recomendaciones muy concretas, tanto para la formación de los estudiantes de 
la secundaria como para los maestros que hayan de ocuparse de estas materias en las escue-
las. Me refiero a los informes finales elaborados por sendos grupos de trabajo dependientes 
del Education Board's Elementary and Secondary Schools Subcommittee del AC.M Education 
Board, sostenidos y aprobados también por el LE.E.E. Computer Society Educational Activities 
Board. Estos informes han sido resumidos en (T.F.C.S.S.c.S. 1985a). (Véase cuadro 7.5 con es-
quema de recomendación curricular). Para su adecuada valoración social, no se olvide que es-
tas recomendaciones, con ser técnicamente valiosas, proceden de instituciones corporativas de 
informáticos profesionales. 
7.1. Paradigma de complejidad 
Vivimos en un mundo complejo. Esta frase, o cualquiera similar, se oye todos los 
días y expresa una verdad rotunda, ante la cual parecemos sentirnos compungidos y 
(17) Presidente de los EE, UU. de América. 
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CUADRO 7.6. RESUMEN DE LA RECOMENDACIÓN CURRICULAR EN 
INFORMATICA PARA LAS ESCUELAS SECUNDARIAS EN EE.UU., 
elaborada por ACM (Association for Computing Machinery) e I.E.E.E. 
(Institute of Electrical and Electronics Engineers) 
N.O CURSO NOMBRE 
1 Introducción a la informática (1) 
2 Introducción a la informática (2) 
3 Introducción a un lenguaje de alto nivel 
4 Aplicaciones e implicaciones de los 
computadores 
DURACIÓN 
anual 
anual 
semestral 
semestral 
Secuencias previstas (cualquiera de las cinco siguientes, según distrito escolar): 
1 1-2 3 4 3-4 
desarmados. "Toda realidad es unidad compleja", dijo el filósofo Whitehead, obser-
vación que podría ser muy cierta si no fuera por lo inadecuado del término "unidad". 
La complejidad, de la que se han hecho muchas definiciones, es, esquemática-
mente, una suerte de características -indefinible fuera de contexto-, que mediría 
el grado cultural o de avance tecnológico de una sociedad. Dicho con otras pala-
bras, la complejidad mediría, entre otras cosas, el nivel de sofisticación que requie-
ren las inferfaces que, para vivír, tienen que desarrollar los seres humanos en su re-
lación con otros seres humanos, consigo mismo, con la naturaleza y con sus propios 
artefactos (artefacto es, en sentido general, tanto una máquina como una institución; 
y una interfaz es un aparato relacional). 
Pretender mejorar nuestras cotas de bienestar sin aumento de la complejidad es 
una utopía. Pero la complejidad tiene dos caras. Acompaña a las comodidades, mul-
tiplica las posibilidades de acción, enriquece el espíritu. También produce rutina, 
incertidumbre, frustración, violencia y hasta locura, margina a muchos seres huma-
nos, desbarata las leyes económicas, perturba los equilibrios naturales, genera rui-
do, desorden, provoca movimientos de retorno a un ingenuo primitivismo, etc. 
Es necesario romper con ese ¿sentimiento? utópico en el que con tanta facilidad 
se cae. La complejidad está ahí, es compañera de nuestros desarrollos, siendo pro-
ducto y a la vez causa de la acción del hombre. De manera que éste tiene un reto 
ante sí: profundizar el concepto, la estructura y la arquitectura de la complejidad y 
difundir su metodología. 
Creo que fue Bachelard quien dijo: "no existe lo simple, sólo lo simplificado". He-
mos sido y seguimos siendo enseñados a emplear mecanismos mentales de corte 
analítico y reduccionista, que, cuando son insuficientes para abordar un determinado 
nivel de complejidad, nos hacen caer en simplificaciones abusivas y erróneas y has-
ta en simplismos. Y es que la frase anterior hay que interpretarla hoy a través de 
una metodología de la complejidad: las simplificaciones serán pertinentes si proce-
den de una real comprensión de la complejidad. 
Precisamente, la informática puede verse, desde esta óptica de la complejidad, 
como un conjunto de técnicas potencialmente aptas para construir la instrumentación 
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relacional antes citada (utilizo la voz "instrumentación" en el sentido más amplio posi-
ble). Una primera e importantísima consecuencia, sobre la que volveré decidida-
mente más adelante, es que la informática debería ser construida y usada 
dentro de una metodología amplia de la complejidad, cosa que está por hacer. "Con-
tra complejidad, convivencialidad", ése es el eslogan que vimos en el capítulo terce-
ro y que, tal como allí se expuso, ahora podemos considerarlo como uno entre otros 
apartados de este programa. 
Tampoco está perfectamente a punto y completa, y que reconocerlo, esa me-
todología de la complejidad. Sabemos que es inter(multi, trans)disciplinar y abstrac-
ta. un campo actual de investigación, basado en parte en el enfoque sis-
témico, y para quien desconozca todo de este campo le puedo recomendar como 
lectura el libro de (Rosnay, 1977). 
Pero detengámonos unos momentos en los obstáculos que la difusión de la susodi-
cha metodología, se ponga mejor o peor a punto, va a tener que sortear. En 
simo lugar, el mundo del conocimiento está organizado desde hace varios siglos, y 
de manera creciente en éste, por fragmentos, afirmación que es válida incluso en lo 
que concierne al mundo físico, cuya visión actual como conjunto de objetos separa-
dos está en crisis. Así lo ha no ha mucho tiempo, el profesor Toraldo de Fran-
cia: "tal concepción es consecuencia de una burda adaptación nuestra para poder 
vivir en un mundo macroscópico sustentado por una realidad microscópica". Snow 
se corto. No hay dos culturas, sino muchas culturas y subculturas, y la educa-
ción, departamentalizada, transmite un conocimiento fragmentado, siempre distorsio-
nado algunas veces caótico. Nos paseamos por la vida provistos de unos "ojos" tan 
que no la vemos (la vida). 
Inercia tan descomunal constituye en verdad un obstáculo temible para un enfo-
que multidisciplinar -que tal es la esencia del sistemismo-, porque es una inercia 
organizativa, generada día a día en las mentes de todos nosotros. Y, sin embargo, el 
C;UlV\...I'UC; de sistemas tampoco es suficiente, porque no acepta de principio, salvo 
como un concepto negativo, la noción de desorden. Mucho menos lo aceptan los há-
bitos intelectuales adquiridos a través de la educación que recibimos. Morin ha re-
copilado para nosotros, el pensamiento de muchos otros 
cómo la noción de sistemas es un paradigma de orden y, por tanto, un paradigma 
incompleto. La teoría general de sistemas y la cibernética elaboran conceptos como 
organización, información, regulación, propiedades emergentes, etc., y olvidan o tri-
vializan la desorganización, el ruido, la inestabilidad, las virtualidades, que están ahí 
y forman parte finalmente irreductible de las cosas. 
:::;lE~ml)re se ha dicho que un sistema es más que la suma de las partes que lo com-
ponen, para destacar las propiedades emergentes por el juego de las virtudes glo-
balizadoras de las interrelaciones de las partes. En adelante, debemos considerar 
también de forma indisociable la cara normalmente oculta del sistema, dominada 
por las cualidades constrictoras que amordazan ciertas virtualidades, impidiendo (o 
al menos dificultando) precisamente su emergencia. Así se presenta ahora el para-
de la complejidad. 
7.2. Educación, sistema social y PNB 
Como he señalado anteriormente y de manera bastante reiterativa, parece indis-
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Figura 7,1. Noción de sistema dentro del paradigma de la complejidad (Morin, 1977, 
p, 114). 
cutible que la enseñanza de la informática va ligada fuertemente a las necesidades 
económicas del instrumental técnico y administrativo de las sociedades industrializa-
das y más todavía a las postindustrializadas, 
Se conoce bien la teoría económica de la educación. Es admitido por todos que 
awnentar la proporción de recursos destinados a la educación genera, años des-
pués, un cambio en el comportamiento económico y social de la comunidad, que, a 
su vez, estimula la demanda educativa, De hecho, el capital hwnano, constituido por 
las capacidades y conocimientos técnicos de las personas en disponibilidad de tra-
bajar, es considerado como uno de los factores indispensables en el proceso de 
producción. 
Los cambios tecnológicos que han alwnbrado las sociedades industrializadas oca-
sionan, entre otros, los siguientes impactos en el ámbito de la educación, 
a) Con el desarrollo industrial, la estructura ocupacional tiende a evolucionar si-
guiendo teóricamente una secuencia d~ formas geométricas,' en las que la 
parte representa el porcentaje de la fuerza humana en situación labo-
ral con educativos superiores, 
Cada vez un número mayor de ciudadanos recorre un más dilatado ciclo de 
educación, que llega a alcanzar los veinte años continuados en su cota máxi-
ma, antes de entrar en el aparato productivo, Y el esfuerzo sigue posterior-
mente, en acciones específicas más o menos Correlativamente, los 
contenidos tecnológicos presionan para por todo el arco educa-
tivo. 
b) El del PNB destinado a la educación formal aumenta con el nivel 
de situándose para los países desarrollados entre un 5 y un 7% 
(5,2%, promedio de 1967) y entre un 2 y un 4% (3,6) para los países en vías de 
desarrollo. 
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Figura 7.2. Evolución teórica de la estructura formativa ocupacional (arriba, los nive-
les educativos y profesionales SU1PelrIo:res 
c) La pérdida de valor práctico (obsolescencia) de los conocimientos técnicos, 
sometidos a la infatigable erosión de los avances científicos y tecnológicos, 
crea una problemática peculiar, que se traslada a una presión sobre el siste-
ma educativo. 
Cada país se encuentra en un estado determinado y distinto del abanico que se 
acaba de dibujar. Los países no desarrollados o en vías de desarrollo se esfuerzan 
en acelerar este proceso evolutivo afrontando sacrificios desproporcionados para 
aumentar los recursos en circunstancias globalmente adversas: necesidad de recu-
perar retrasos de escolaridad en los niveles básicos, deuda exterior, presión demo-
gráfica, dependencia tecnológica, etc. Resulta frecuente la práctica de asignar cierta 
cantidad de recursos al desarrollo de niveles educativos superiores profesionales, 
detrayéndolos lógicamente a otras necesidades más básicas, con la idea de romper 
por ahí el círculo vicioso de la dificultad para superar el umbral catalítico del desa-
rrollo. A falta de otras medidas complementarias, tal estrategia no ha producido 
siempre los frutos esperados, y, lo general, ha sido muy útil para abrirles merca-
dos a los productos de desarrollados y hasta para dar salida a tecnolo-
gías allí obsoletas. 
Desde un punto de vista algo más amplio que el meramente economicista, no todo 
son ventajas para los países más desarrollados. Los países menos desarrollados po-
drían sacar partido del estudio de los errores cometidos por aquéllos, y ésta es una 
ventaja objetiva, que conduciría a obtener mejor provecho de los recursos inverti-
dos. Por otro lado, nadie ha demostrado que siempre el volumen de recursos desti-
nado a educación guarde relación de causa a efecto con el nivel de desarrollo eco-
nómico y mucho menos con la consecución de cotas sociales, de calidad de vida y 
de justicia. Bien podría ser que, sobrepasado cierto umbral, las cosas sucedieran en 
el sentido de potenciar los efectos "ocultos" de los sistemas. Los países en vías de 
desarrollo tienen, por ello, necesidad de elaborar una sabiduría del desarrollo, in-
cluyendo el desarrollo de la educación. 
Está, por ejemplo, el tema -endiabladamente complicado desde cualquier punto 
de vista- de definir las estructura, contenidos y metodología del sistema 
educativo de un país. La tensión por atender a la vez a los fines de transmisión de la 
cultura, de transmisión de de transmisión de valores y de preparación 
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para la vida activa de trabajo, cada país la resuelve de una manera, condicionado 
por su momento político, económico y social. La resultante es un conjunto, siempre 
insatisfactorio, de ramas con etapas y ciclos, orientaciones, interconexiones, por don-
de fluyen educativamente los ciudadanos, camino de su inserción en el sistema so-
cial. 
Por su lado, el sistema social inicia siempre y recorre derroteros no previstos en 
el sistema educativo. Ya que en realidad el sistema educativo forma parte del siste-
ma la anterior es una manera impropia de hablar, con la que quiere signifi-
carse que las actividades de la sociedad desajustan su mismo aparato de transmisión 
educativa. 
Una buena porción de dichas actividades, pero de ningún modo la totalidad, está 
ligada al proceso de producción. Las actividades culturales, las actividades del vivir, 
que se desenvuelven entre las numerosas instituciones humanas, y las actividades 
de ocio, ocupan su lugar y contribuyen al desfase permanente del sistema educati-
vo, aunque quiero subrayar que desfase no es lo mismo que fracaso. 
Tener esta perspectiva en mente es obligado cuando se estudia la introducción 
de la enseñanza de la informática en el sistema educativo. 
La ubicuidad del computador en medio de la realidad vital de la tecnosfera (l8) 
transmite, por contraste, una sensación de vacío al iluminar su correlato en el siste-
ma educativo, sensación tanto más desoladora en la medida que se produzca en un 
país más industrializado. Una sensación que, por otro lado, hay que controlar para no 
precipitarse a una acción irreflexiva. 
Porque, efectivamente, muchos consideran atroz ese desequilibrio. Convendría 
preguntarse por otros desequilibrios que el desfase de los sistemas educativos ha 
levantado en una sociedad moderna. Siendo objetivos y al mismo tiempo relativistas, 
observaremos que en la mayor parte de las actividades en las que opera el compu-
tador, la mayoría de los seres humanos intervienen como sujetos pasivos, importán-
doles poco funcionalmente que allí haya o no haya un computador. Otras muchas si-
tuaciones requieren su concurso personal más activo y ponen de manifiesto la defi-
ciencia generalizada de la población en conocimientos básicos sobre economía, so-
bre derecho, sobre medicina, sobre biología, sobre lenguas extranjeras, etc., o en 
destrezas como expresión corporal, defensa personal, yoga, etc. 
Si uno se hace estas consideraciones, tiene que comprender inmediatamente que 
la alfabetización, informática en los niveles educativos de enseñanza primaria y se-
cundaria no es asunto que pueda justificarse rápida y rotundamente con el único ar-
gumento de la universalidad y vigor de las aplicaciones de la computadora. Hace 
falta algo más. 
Desde otra óptica, sobre la que volveré de nuevo, el computador pone en acción 
facetas de la inteligencia que operan tareas de razonamiento abstracto o formal, lo 
que, más que interesante, es muy importante, como hemos visto en el apartado 4 del 
capítulo anterior. Pero, asimismo, en el tiempo de trabajo y en el tiempo de ocio 
reclaman su lugar actividades en las que son preferibles destrezas de tipo memorís-
(l8) Podemos entender que la infosfera es una parte creciente mente influyente de la tecnosfera. 
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verbal o psicomotriz: manejo de teclados, aparatos eléctricos, maquetas 
máquinas herramientas, instalaciones mecánicas, representaciones teatrales, juegos, 
expresiones etc. Eso, por no hablar de las actitudes y de aspectos de la 
personalídad que afectan a la comunicación humana. 
Un sistema educativo no tiene capacidad para absorber todo lo que se le viene 
por grandes que sean las del sistema sociaL Porque, además, 
pese a que, como ya se ha dicho, viene alimentado por un sistema educativo al 
que toma delantera, está continuamente generando impulsos de cambio. Sólo en el 
terreno técnico y científico, el mundo avanzado produce incesantemente tecnologías 
de la de la materia, de la información y de la vida. Tamaña circunstancia le 
impone a todo sistema educativo la necesidad de estar construido alrededor de una 
metodología fundamental, cuyo fin sea conducir a un aprendizaje innovador. 
7.3. Aprendizaje de innovación 
El informe al Club de Roma "Aprender, horizonte sin límites" define el aprendizaje 
innovador como el instrumento para salvar la distancia que media entre la creciente 
complejidad del mundo y nuestra capacidad para hacerle frente. Ser anticipador y 
participativo son los principales rasgos del aprendizaje innovador y entre los ele-
mentos que sirven para soportar cualquier tipo de aprendizaje: lenguajes, útiles, va-
lores, relaciones humanas e imágenes, el informe resalta el énfasis que el aprendiza-
je innovador en los tres últimos. 
El deseo de anticipación no se materializa así como así. Retomando el concepto 
de complejidad, lo que el informe desconoce es que ésta, calificada como causa de 
la necesidad (necesidad relativizable al nivel de desarrollo de cada sociedad, no se 
olvide) del aprendizaje anticipador y participativo (19), está siendo ya objeto de es-
tudio y por lógica debería devenir su motor. 
Propongo que el aprendizaje de innovación sea embebido dentro de una metodo-
logía de la complejidad, aunque bien sé que llevar tal propósito con carácter gene-
ral a la realidad puede ser un proyecto a largo o muy largo plazo, Veamos el asunto 
desde la informática, axiomatizando que ésta debe recrearse intelectualmente bajo 
el enfoque de la complejidad, Ahora queremos pasar a considerarla como objeto de 
aprendizaje de la informática), pero también como instrumento 
para el aprendizaje de innovación. 
La tarea consiste en una reflexión sociotécnica sobre la informática (subrayo la pa-
labra "sociotécnica", porque creo que ya no es conveniente nunca un enfoque 
puramente técnico de las técnicas). ¿Qué es lo esencial en la Informática? ¿Cuál es 
su posición relativa dentro del conjunto de las tecnologías? ¿Cómo es su dinámica 
interna, quiero las fuerzas principales de su evolución? ¿Cuáles son sus rela-
ciones con el contexto social, y no sólo con las actividades productivas? 
(19) Como se ha visto, observaciones y experiencias profunda en 
el lenguaje básico de la informática podría ser contraria a partlcipación social o ~~~j.'::l;~:~'~ a un ámbito 
sumamente espeCializado ('furkle, 1984). Queda, desde luego, pendiente sobre el desa-
rrollo cognitivo. Botkin (1982), citado en (Schwebel, 1984), ha señalado que individualizante del 
ordenador es negativo el desarrollo cognitivo, porque la fuente püncipal procede de la interac-
Clón social. A lo mejor razón. 
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En este apartado voy a primero, de mostrar que la informática, como tecno-
logía y metodología, es incompleta e insuficiente desde varios puntos de vista; en 
concreto, técnica, biológica y socialmente. Habría que considerar la alfabetización 
sobre tecnologías de la información y no sólo sobre informática. 
Analizando, después, cuáles son, en concordancia con la tecnología las 
tareas básicas de la informática, que podrían en su caso constituir un núcleo básico 
en la enseñanza, se justifica su inclusión por razones de libertad y de responsabili-
dad intelectuaL 
Volveré de nuevo sobre el tema de la complejidad, para resumirle al lector mi 
de los tres niveles de complejidad informática, cuestión que pienso debería 
incorporarse como conocimiento mínimo en toda alfabetización informática a partir 
de la adolescencia. 
Terminaré el recorrido con unas notas de contextualización social y cultural, igual-
mente imprescindibles. 
8.1. Sobre insuficiencias instrumentales 
de la informática 
Ya se ha dicho que, técnicamente, la informática es sólo un elemento del conjunto 
de las tecnologías de la información, que, a su vez, son un elemento --eso sí, de los 
más modernos- del conjunto de las tecnologías creadas por él ser humano. Creo 
conveniente evocar esta jerarquía, porque habitualmente es desconocida, olvidada o 
tergiversada. 
Antropocéntricamente, las mismas tecnologías pueden clasificarse en otro modo. 
La clasificación anterior respondía a un criterío referido al tipo de cantidad relevan-
te procesada: materia, información, aunque sepamos que, primariamente, 
todo es energía. Una clasificación antropocéntrica inira las tecnologías como saberes 
e instrumentos complementarios (o potenciadores) de las capacidades del hombre: 
sus órganos ejecutivos o efectores, sus órganos receptores y su sistema nervioso. En-
tre las tecnologías de la información, la informática ocuparía el primer rango si esta-
blecemos provisionalmente un paralelo con las etapas evolutivas de la especie hu-
mana, contando con que su última y aún no bien controlada adquisición (homo sa-
piens/homo demens) es el cerebro racionaL 
En puridad, la analogía cerebro-computador es bastante burda y poco convincen-
te. Cualquier neurofisiólogo, que conoce bien la complejidad del cerebro (no el ce-
rebro), se echaría las manos a la cabeza, sobre todo después de profundizar en al-
gunos pormenores estructurales y funcionales del computador, qué son básicamente 
simples. Pese a ello, un computador adquiere un grado notable de complejidad, 
aunque en absoluto parangonable con la del cerebro. 
Salvando, no obstante, todas las distancias, el computador representa una función 
amplificadora de la inteligencia humana. Le permite a ésta realizar cálculos y alma-
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cenarlrecuperar datos con una velocidad y seguridad normalmente fuera de su al-
cance, Le permite manejar informaciones que no alcanzan el umbral de sensibilidad 
de los sentidos, El computador, a cambio, un plan detallado y unas instruccio-
nes completas para funcionar, Dicho con otras palabras, el computador amplifica un 
aspecto de la inteligencia, con la condición de que quien lo programa realice pre-
viamente un acto profundo de inteligencia, 
Acabo de mencionar la condición esencial del ordenador con vistas a la educa-
ción el computador entrena la inteligencia, la desarrolla, con independen-
cia de que quien reciba dicho entrenamiento vaya a dedicarse o no posteriormente 
a la informática, Esa es una opción clara, ya se ha resaltado cuando hablábamos qel 
computador como aparato de gimnasia mental. Pero hay que tener en cuent~ que la 
inteligencia humana es un diamente con muchas facetas, El computador sera herra-
mienta indispensable para ayudar a tallar una de estas aquella que, en gran-
des líneas, se ocupa de resolver problemas lógicos, El resto de las facetas 
distintas herramientas, unas procedentes de la tecnología moderna y otras, viejas de 
siglos: el computador no está solo como instrumento para el aprendizaje, 
Socialmente, las tecnologías de la información producen un impacto muy variado, 
Desde un punto de vista económico e industrial, la informática ejerce una influencia 
creciente y muy bien percibida por núcleos relativamente reducidos (20). Empero, 
la gran mayoría de los intelectuales y, desde luego, el gran público son más sensi-
bles aún, por vividas, a otras tecnologías de información. Basta citar como ejemplos 
la telefonía, la radio y la televisión, que afectan de manera mucho más intensa y di-
recta las vidas de más personas en más países, Es decir, desde una óptica de per-
cepción social, la informática no ocuparía hoy ningUno de los primeros puestos, si se 
exceptúa, como muestran las encuestas, el plano de los temores con a las 
perspectivas laborales y a la invasión de la intimidad, 
Si nos fijamos en la información propiamente dicha, estamos adentrándonos en un 
mundo apenas explorado, Los significados de la información abren campos interpre-
tativos sujetos a parámetros innumerables. La informática, hoy, es vehículo de una 
información significativamente y expresada en formatos y sustratos materiales 
ajenos a nuestros sentidos, Hasta aunque esto cambiar, el ser humano 
se ha movido más por la información que llega a sus sentidos y por sus modos de 
interpretarla y vivirla. 
Resumiento lo anterior, creo que para dimensioriar correctamente la informática 
habría que comenzar por valorarla desde diversos ángulos, abatiendo con ello cier-
tos reduccionismos prepotentes, considerada la información en su realidad ex-
clusivamente física, comprobamos que la informática no es sino un apartado de las 
tecnologías de la información, La información ha devenido en una entidad compleja, 
Una manera de huir de abusivas simplificaciones, lo que es al tiempo una demanda 
al sistema educativo, es estudiar conjuntamente la información y su sistema de tec-
nologías, En un ensayo mío, titulado "Las tecnologías de la tercera revolución de la 
informática" se contiene un modelo a escala muy reducida de lo que quiero decir 
(Sáez Vacas, 1983b). 
Más: el instrumento básico de la informática, el computador, no es el amplificador 
(20) Se ha dIcho. y con 
en que no se limitan a 
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de toda la inteligencia, sino sólo de una faceta, que es, tal vez, la faceta más valora-
da en la cultura occidental. Por tanto, su papel indudable como herramienta para el 
aprendizaje debe diseñarse en equilibrio con otras herramientas y procedimientos, 
La informática, hasta ahora, ha producido menor impacto social que otras tecnolo-
gías, porque semánticamente vehicula una información pobre en relación con las 
múltíples dimensiones de las actividades humanas, Sabemos que, operatívamente, su 
impacto sobre la sociedad será brutal, aunque esto no sea percibido todavía con ab-
soluta nitidez, El estudio global de la información y su sistema de tecnologías, pro-
puesto arriba, ayudaría a comprenderlo y anticiparlo, 
8.2. Sobre construcción de algoritmos 
y nociones conexas 
Si nos centramos ahora exclusivamente en la informática, con la mira puesta en la 
búsqueda de un núcleo básico y común para su enseñanza, caemos en el algoritmo, 
El diseño, análisis, expresión, ejecución y utilización de algoritmos constituye la 
actividad central en informática, en la que, a grandes rasgos, apreciamos tres ramas: 
la rama fundamental (de carácter matemático), la rama tecnológica-física y la rama 
aplicada, Remontándonos a su génesis, el núcleo de la informática es matemático e 
incluso el computador no es otra cosa que la encarnación de unas abstracciones ma-
temáticas, Un algoritmo consiste en una secuencia de pasos para resolver un proble-
ma de computación, 
Aunque el concepto de algoritmo es muy antiguo y por tanto independiente de los 
computadores, hasta el punto de que las principales contribuciones matemáticas so-
bre computabilidad preceden incluso en unos años a la construcción del primer 
computador, aquél ha adquirido carta de naturaleza con la difusión de estos instru-
mentos, 
Analizando el tipo y el orden de las tareas que requiere el comercio con los algo-
ritmos encontraremos, pues, las señales principales para acotar y organizar un área 
"relativamente" permanente de la enseñanza de la informática (cuadro 7.6), 
CUADRO 7.6. ESQUEMA BAsICO DE TAREAS PARA RESOLVER 
INFORMATICAMENTE UN PROBLEMA 
a) Diseñar un algoritmo que describe la resolución del problema. 
b) Expresar el algoritmo en forma de lista de instrucciones en un lenguaje conve-
niente de programación. 
c) Ejecutar el programa en u~ computador. 
Antes de mostrar cómo en este esquema de trabajo se juntan rasgos de las tres 
ramas, conviene sintetizar algunas observaciones, 
La tarea de diseñar un algoritmo es tarea intelectual por excelencia. Se apoya ex-
clusivamente en los recursos mentales y en un conocimiento profundo del problema, 
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Los recursos mentales son capacidad lógica; muchas veces, intuición; técnicas gene-
hoy bastante bien conocidas, de construcción de algoritmos; y manejo preciso 
de la propia lengua natural. Todos, como se ve, aspectos que ofrecen materia clara 
de aprendizaje y que, por el momento, no implican necesidad alguna del computa-
dor, El conocimiento profundo del problema es una circunstancia embebida en una 
dinámica circular: al ser condición imprescindible para diseñar un algoritmo, esta 
última tarea se convierte en herramienta para profundizar más en el conocimiento 
del problema, Existen también técnicas de resolución de problemas, cuya dificultad 
crece con la magnitud o dificultad del problema. 
El algoritmo puede expresarse inicialmente por medio de la propia lengua natu-
ral, estilizada por unas normas. Quiero subrayar aquí cuánto valor conceden al domi-
nio de la propia lengua, con sorpresa para muchos que no han reflexionado acerca 
de cosa sea la informática, cientificos como Dijkstra, y muchos más, 
La tarea inmediata de trasladar la expresión del algoritmo en lengua natural a un 
lenguaje artificial es la tarea de programación, aunque, a menudo, se ha convertido 
en una mera tarea de codificación. Normalmente, se usan lenguajes de alto nivel 
que, en otro tiempo, decíanse universales (21), El programador está obligado a co-
nocer y utilizar correctamente la sintaxis y la semántica del lenguaje "elegido" (22). 
Desafortunada, aunque inevitablemente, la tarea de la que estoy hablando es más 
estrecha y rutinaria que la de diseñar el algoritmo, lo que no impide, desde luego, 
que alcanzar serias dificultades. Por regla las dificultades son asocia-
bles a la inadecuación del lenguaje con respecto al problema, Es por ello que la 
elección del lenguaje sería, teóricamente, una decisión importante, Siendo ésta una 
cuestión totalmente reconocida por la ingeniería del software, dedicaré a seguido 
unos comentarios al tema y a la relación de los y las estructuras de datos 
con los algoritmos, 
Por ejemplo, en lo que se refiere a los problemas, los lenguajes no son neutros, lo 
que quiere decir que los Fortran, Basic, Cobol, Lisp¡ PLll, APL, Algol, Pascal, Modu-
la, Smalltalk, Prolog, Snobol, Pilot, Ada, RPG, C, Logo, están en mayor o menor 
medida orientados a una clase más o menos amplia de problemas. Resulta casi ma-
labarístico instruir en Basic a un computador para manejar gráficos o listas de símbo-
los, o en Cobol para operar matrices de números reales. Se produce un efecto dis-
torsionante, generador de dificultades meramente instrumentales, por el hecho de 
una herramienta poco adecuada, lo que, en términos de lenguajes de pro-
gramación, equivale a utilizar un lenguaje desprovisto de los operadores requeridos 
por las estructuras de datos inherentes a la clase concreta de problema, Se crean 
hábitos y triquiñuelas (y también rechazos) que, sobre ser desaconsejables en un 
buen estilo de programación, el tiempo convierte implacablemente en innecesarios. 
Una dificultad adicional reside en la natural inmadurez de muchos lenguajes de 
programación que, definidos hace años y hoy muy extendidos, adolecen de defi-
Universales, porque, gracias a compiladores ad 
dl4tUl"GlU.la diferente; ya he hablado en otras partes de 
y otros temas que desacralizan un tanto muchos 
software añade alguna dosis de refuerzo. 
(22) Entrecomillo lo de por la simple razón 
b!lídad de elección o la muy restrmgida en la 
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ciencias que la teoría y las técnicas de programación han ido corrigiendo en cliseños 
posteriores. 
Termino el análisis de esta tarea resaltando algo cuya importancia el tiempo ha 
puesto de manifiesto: las estructuras de datos se correlacionan fuertemente con la 
clase de problema, a través de los objetos y operaciones que en el mismo se mane-
jan. Tal clarificación ha venido de la mano de los progresos de la programación y, a 
mi entender, convierten el estudio de las estructuras de datos en un tema más de las 
técnicas generales de construcción de algoritmos. Es decir, la elección de los cons-
tructos apropiados de control es parte esencial del desarrollo de un algoritmo, pero 
que no separarse más de los datos que manipula el algoritmo. 
Históricamente, el uso del computador ha ido evolucionando y dedicándose, 
"grosso modo", primero al cálculo, después también al tratamiento de datos (data 
processing, en usamericano) y, por último, en forma amplia. a la manipulación de 
símbolos. Opino que debería enseñarse a diseñar algoritmos de varias por 
exigir distintas estructuras generales de datos. Ante esto se erigirá, a buen seguro, 
la barrera práctica de los hábitos mentales e instrumentales, tradicionalmente orien-
tadas al cálculo. 
8.3. Sobre lenguajes y arquitecturas 
La última de las tareas reseñadas en el apartado anterior presenta dificultades pa-
recidas: manejo de las interfaces hardware y software del ordenador; ajustes sintác-
ticos del lenguaje a las posibilidades del compilador; operaciones de transformación 
o maquillaje del programa para adaptarlo a los recursos de hardware existentes y a 
los requerimientos de presentación de resultados, etc. Por desgracia, los computa-
dores distan aún mucho de adecuarse a un uso simple y distendido por la mente hu-
mana. 
Aunque el diseño y construcción de un algoritmo no requieren estrictamente dis-
poner de un computador y se recomienda que, incluso disponiendo de él, se em-
plee siempre después de haberse pensado y formalizado muy bien toda la lógica 
del algoritmo, es impensable la informática sin ordenador. Como ejecutor y piedra 
de toque final es, además, la herramienta imprescindible para estimular el proceso 
del aprendizaje de los aspectos básicos de la informática, circunstancia que se ha 
visto magnificada enormemente gracias a la interacción cómoda y barata con los 
computadores personales. Pero debe quedar claro que lo que es imprescindible, y 
a la vez fundamental, en la informática se hace con la cabeza, no con el ordenador y 
sus lenguajes; ésta es una indicación fuerte de que la médula de una buena alfabeti-
zación informática no debería circunscribirse básicamente al aprendizaje y uso de 
un lenguaje de programación, aun cuando éste fuera de muy alto nivel, sencillo, fle-
xible, elegante y estilizado. 
En punto a los lenguajes y su aplicación educativa, conviene tener claras algunas 
ideas. 
La primera es que su rigidez sintáctica obstaculiza y por tanto distrae esfuerzos 
para la finalidad principal. No quiero negar la virtud didáctica que a veces tienen las 
constricciones, ya que el trabajo real y la vida misma se presentan rodeados de 
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constricciones, pero los lenguajes de computador tienden -se ha demostrado hasta 
la saciedad- a exagerar en este sentido, lo que, si es negativo -también 
se ha demostrado-, en una situación educativa puede llegar a ser totalmente con-
traproducente. 
En segundo lugar, la amplítud semántica del lenguaje se correlaciona positiva-
mente con el número de posibilidades aplicativas y con el número de tipos y estruc-
turas de datos. A mayor amplitud, mayor riqueza de y mayor densidad de 
sintaxis. 
La consecuencia más neta, al menos desde una óptica de educación general, es 
que interesan lenguajes sencíllos sintáctica y semánticamente, tanto más cuanto 
más reducida sea la edad de los aprendices. Complementariamente, el campo se-
mántico del lenguaje debe ser el adecuado al tipo de objetos (conceptos, estructu-
ras mentales) que corresponda al nivelo campo educativo en que se quiera UV",",C'J.. 
Por ilustrar con un ejemplo lo que se acaba de decir, examinemos un momento el 
lenguaje de moda en la puerinformática, el LOGO. Es un lenguaje aplicativo muy 
sencillo sintácticamente y con campos semánticos orientados a niños: dibujos y listas 
de caracteres. De ahí su éxito, que se define con una sola palabra: adecuación, Li-
bera suficientemente la mente de constricciones, produce imágenes, es constructi-
vamente abierto, explora y opera con las estructuras mentales propias de una deter-
minada fase de desarrollo psicológico (no en vano se articula sobre conocimientos 
bien asentados de psicología cognitiva), que, entre otros constructos, son imágenes. 
Por todo ello, el conjunto del lenguaje LOGO y su entorno constituye, más que un 
instrumento de enseñanza de la informática, un instrumento para entrenarse a la ac-
ción de pensar (con las limitaciones ya señaladas para la informática) y, de paso, una 
introducción informal y práctica al diseño de algoritmos y, en a la progra-
mación (23). 
Acabo de esquematizar el núcleo básico de lo que podría ser alfabetización infor-
mática, que queda relativamente (dentro de unos momentos se verá por a salvo 
de los avances de la rama tecnológica-física El caso de una formación más especia-
lizada es muy distinto, porque viene inevitablemente muy afectado por esa vertiente 
tecnológica-física, Tampoco es descartable que a medio plazo el núcleo básico se 
vea alterado (24), Daré unas pinceladas muy rápidas, ya que entrar de lleno en ese 
tema exigiría y tecnicismos, de los que ni he echado mano en el 
capítulo 2, apartado 5, donde, desde otro punto de vista, he tratado esta cuestión. 
Quizá el lenguaje LOGO no sea de todas formas la herramIenta más adecuada para aprender 
sí por tal entendemos la actiVIdad que hoy se lleva a cabo predominantemente con 
jes imperativos, a la fundamentalmente me referido implícitamente en el apartado anterior 
dice un buen existen otras herramientas coherentes con el "espíntu" de LOGO, tales 
robot Karel o el y que permite conectarse mejor con un estilo de diseño descendente, una 
notacIón prinCipIO al lenguaje concreto fmal de programacIón (Botella, 1984). Por eso he dIcho, y 
quiero el LOGO sirve introducción "informal' -falla de forma]¡zaclón que 111 pmlipara-
da a cIertas a la prc)gIilm¡lclém. 
(24) La ll1formática es una en crisis de en la que incluso en conjunto 
de una representación acerca de la naturaleza su propio localtdad de Snow-
en Utah CEE. UU. l, se celebra cada dos años una Conferencia sobre títulos de las tres 
reuniones son significativos: 1980, "A disciplme in crisis"; 1982, "Meetll1g the crisis in Computer Scien-
ce"; 1984, "Future lssues in Computer Scíence" Como dIce el título de 1984, actualmente se le buscan 
a la crisis, y entre las que se discuten, figura el contel1ldo de los de la enseñanza de la lnf(lrrnlát[(~a 
en los centros unlversitanos de la especialidad (Tartar. 1985). 1985, p. 108). 
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Los entre los conceptos de los lenguajes de alto nivel y las arquitectuL 
ras de los computadores, fenómeno al que se ha bautizado con el elegante nombre 
de "desfase semántico", junto con otros factores que ahora no hacen al caso, han con-
tribuido a echar leña al fuego de los no escasos problemas técnicos de la informáti-
ca: elevados costes de desarrollo de software anexo A), infiabilidad del soft-
ware, ineficiente, tamaño excesivo de los programas, complejidad de 
compiladores y sistemas operativos, distorsiones de los lenguajes, etc. Se ha culpado 
de este estado de cosas a la opresión "ideológica" del modelo de arquitectura de 
Von Neumann, que ha dictado los principios de diseño de la práctica totalidad de 
los computadores hoy en uso. 
El análisis de las divergencias entre las propiedades de una arquitectura de ese 
tipo y las propiedades de los lenguajes de alto nivel revela ciertas causas de los 
males antes citados, análisis que un lector técnico muy interesado podrá encontrar, 
entre otros en Myers (1982). Además, y por su parte, los diseñadores de los 
primeros lenguajes de alto nivel -con alguna excepción, los más utilizados nu,,,,,,,::, 
mente en la actualidad- no se han visto libres de la influencia del modelo de Van 
Neumann y, aunque paulatinamente se ha ido soltando amarras en esta cuestión, 
cualquier en uso paga su tributo a ese modelo. En síntesis, una máquina 
Van Neumann se estructura en una (o varias) unidad artimética-Iógica, una memoria 
y una unidad de control. En el lenguaje, la variable imita el dispositivo de memoria, 
la sentencia de asignación imita la unidad aritmética-lógica y la ejecución secuencial 
de instrucciones refleja la unidad de control. 
Dicha situación ha recibido el cariñoso apelativo edipiano de "cuello de botella de 
van Neumann" y a través del lenguaje, que, en todo caso, es bastante 
de la máquina, termina por atrapar la metodología del programador, que no se ve 
nunca libre de' las limitaciones estructurales intrínsecas al modelo (es decir, del pa-
dre). Pero tal situación se alivia en algunos de los últimos diseños: mejores lenguajes 
y arquitecturas más ajustadas (que, para distinguirlas, llamamos "no convenciona-
les"). Y especialmente, hay que recordar que en pleno estudio, diseño y eXl)erlml:m-
tación se hallan nuevas arquitecturas, como ya vimos en el mencionado capítulo 2. 
Esos son cambios profundos, si bien no tienen un carácter inmediato para el gran 
público. Nuevas arquitecturas, nuevos lenguajes, nueva programación. Por ahí asoma 
ya la necesiad de cambios de la enseñanza en los ámbitos especialízados de la in-
formática instrumental y de determinados sectores de la informática Y, en 
lo que se refiere al problema de la alfabetización informática, también acabarán im-
poniéndose cambios y retoques en lo que hoy se nos antoja casi intocable: las técni-
cas de construcción de algoritmos. Sin embargo, la inercia enorme del 
cuerpo de la informática nos garantiza por ahora un respiro temporal en este te-
rreno. 
8.4. Sobre la civilización del conductor 
A la pregunta de a quién y cuándo habría que alfabetizar informáticamente, no sé 
muy bien contestar. Por razones combinadas de tiempo y progresión tecnológica he 
argumentado que hoy hay que descartar los niveles de enseñanza primaria (excep-
tuando, si se tiene capacidad de recursos para ello y las ideas claras, la alfabetiza-
ción con finalidad de gimnasia mental) y comenzar, en todo caso y con parecidos 
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condicionantes, por algún punto de la enseñanza secundaría, de la formación profe-
sional y de aquellos niveles y profesiones que ocupan o van a ocupar un puesto de 
trabajo (por ejemplo, los maestros). Estoy dando algunas ideas sobre contenidos y 
enfoque. Pero, con todo, cabe preguntarse si merece la pena considerar la conve-
niencia de hacer girar la enseñanza en torno al núcleo algorítmico o, como algunos 
defienden, vale más limitarse a un uso instrumental y un estudio general de impactos 
y aplicaciones. 
Los artefactos que el ser humano ha creado se usan para hacer esto o aquello 
otro. Por lo general, de ellos sólo nos interesa su función y sus instrucciones de ma-
nejo, si así vale decirlo, para obtener esa función. Desconocemos todo o casi todo de 
cómo están diseñados y construidos, de cómo están estructuradas internamente otras 
funciones más elementales. Los vemos como cajas negras. Simplemente, los usamos. 
Sólo esto es ya muchas veces bien complicado, 
Extremando este razonamiento, llegaríamos a dividir los ciudadanos que tienen al-
guna relación con la informática en tres clases: los que hacen la informática (cono-
cen el cómo), los que usan la informática limitan al y quienes son sus sujetos 
pasivos. Especialístas y usuarios. Quien computa una exponencial con su calculadora 
de bolsillo u opera su cuenta corriente a través de un cajero automático emplea unos 
medios informáticos/cajas negras. Quien examina el recibo del teléfono que le ha 
enviado su banco, donde tiene domiciliado el pago, ni siquiera tiene acceso perso-
nal activo a esta caja negra. 
Se sabe que la t,ecnología informática es suficientemente intrincada como para 
que la clasificación descrita refleje de manera siquiera lejana la realidad. En partícu-
los especialistas son muchas clases de especialístas, quienes, en lo referente a 
su trabajo, son usuarios de cajas negras preparadas por otros especialistas. 
Pero, por muchos matices que se hagan, siempre habrá millones de situaciones en 
las que las personas acceden como máximo a manejar el hace". Cabe pregun-
tarse entonces, como he dicho, qué sentido tendría generalizar la enseñanza del di-
construcción y programación de algoritmos en la educación secundaria, por 
ejemplo. ¿Para qué demonio necesitaría un ciudadano aprender a diseñar algorit-
mos, si se los va a encontrar hechos y con unas sencillas manipulaciones será capaz 
de ejecutar algoritmos mil veces más complicados de los que nunca podría desarro-
llar o aprender en sus estudios secundarios? 
Si la respuesta es: "para nada", justificaríamos un paso más hacia lo que G. Fried-
mann llamó la "civilización del conductor", en la que "la gente no hace sino 
determinadas pautas y formas de conducta, sin tener la menor idea de los motivos, 
y fines que subyacen en ellas" (Friedmann, 1970). Esta civilización del conduc-
tor es un aspecto de un profundo problema acarreado por la civilización técnica, 
consístente en el creciente hiato entre la potencia del saber científico-técnico y de 
las herramientas tecnológicas, por un lado, y los valores morales, por otro. Ahí, el 
"conductor" -por analogía con el automovilista- (el que sabe servirse de) es a la 
vez encarnación y símbolo de dicho desequilibrio. De esto escribiré algo más, líneas 
abajo. 
De querer hacer algo para abortar aquel paso -y creo que deberíamos hacer-
10-, hemos de pensar que, en una actividad tan genGralízada como ya va siendo la 
informática, es precíso que la gente común tenga un conocimiento mínimo, aunque 
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básico y global del "cómo" lo hace la informática. En este supuesto queda, desde 
luego, incluido el diseño, construcción y programación de sin olvidar in-
cluir nociones de estructura, funcionamiento físico y lógico de los computadores y de 
los algoritmos que posibilitan la traducción y la ejecución de los algoritmos escritos 
en lenguaje de alto nivel. 
8.6. Sobre informática y complejidad (26) 
Las que no sé si de pronto resultarán un tanto cabalísticas, ex-
presan un íntimo convencimiento, que quisiera transmitir al lector: todo país desarro-
llado necesita la informática como aparato para manejar la complejidad que exige el . 
desarrollo y resulta del desarrollo, por razones de y de supervi-
vencia. Ahora la informática, en tanto que componente muy tecnológico, aporta 
complejidad, "su" complejidad, El problema está en si el saldo' de compleji-
dad en la es satisfactorio e11 relación con el incremento del desarrollo y si 
es posible (y cómo) influir sobre dicho saldo. 
Tenemos doble motivo, pues, para considerar la la complejidad de 
la informática y la informática dentro de la complejidad El discurso, del que 
daré un brevísimo esbozo, ha de moverse en numerosos Invoquemos de 
nuevo el argumento de incompletitud técnica de la desde una perspec-
tiva de referencia biológica a las capacidades físicas e intelectuales del ser humano 
y súmese a lo anterior un argumento de incompletitud ética, si no somos capaces de 
emplearla valores. A fin de cuentas, la informática se basa en informa-
ciones procesadas binariamente, en la precisión de los datos y en la 
lógica de algoritmos expresados vía un lenguaje artificial rígido y escue-
to, rasgos todos muy discordante s con el desbordamiento de los tipos de informacio-
nes, con la multiplicidad de significados y de valores, con la borrosidad y contradic-
ción intrínsecas del individuo humano y de la organización sociaL Obviamente, valo-
raciones de la informática en una dimensión de productivismo económico puntual. 
como tantas veces se hace, o en una din1ensión puramente científica no son extrapo-
lables al conjunto del fenómeno informático, 
Personalmente, llevo algún tiempo reflexionando sobre estos asuntos, me parece 
que casi a la manera de un corredor solitario, Entre varios míos publicados. 
citaré ahora uno en el Décimo Congreso Internacional de Cibernética, 
en el que en tres niveles la valoración y estudio de la informática a través 
de la complejidad, y del que resumiré o reproduciré a continuación algunas ideas 
(Sáez Vacas, 1983a). 
En primer una clase de complejidad que todo el mundo percibe: la 
complejidad de un concreto y aislado, ubicado normalmente dentro de una 
de las universalmente reconocidas por la comunidad científica y técnica. 
En este apartado entran complejidades técnicamente institucionalizadas, como la 
complejidad o la complejidad del software, 
(25) Este subapartado Jos que siguen se refieren a conceptos que habría 
fonuar o al menos con,texltualJtzar la alfabetización informática, pero que 
desde mi punto de en los niveles educativos de los profesionales 
tomar en cuenta para con-
un sentido más,hondo. 
la infonuátlca y tec· 
nologías de la analfabetos a este respecto. 
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Un segundo nivel emerge en cuanto que la informática y todas las tecnologías de 
la información se manifiestan siempre por medio de grupos de elementos interco-
nectados. Un sistema operativo de ordenador es un conjunto de programas. Un siste-
ma de información es un conjunto formado por un conjunto de elementos hardware, 
un conjunto de elementos software y un conjunto de personas. Y así un largo etcéte-
ra, que suscita la urgencia de elaborar y aplicar un nivel metodológico de compleji-
dad sistémica, tendente a incluir en su campo los elementos y sistemas de todas las 
tecnologías de información. 
Desafortunadamente, hay que señalar un obstáculo grave a este objetivo, 'y es que 
la práctica de la informática se ha ramificado en parcelas muy especializadas, cada 
día más aisladas entre sí. Por mi parte, he intentado incoar un proceso de formula-
ción de este segundo nivel, contribuyendo a ello con un modelo de observación de 
los sistemas complejos basado en las nociones de cuasi-descomponibilidad y jerar-
quía multinivel, modelo que en medio de la cortés indiferencia de mis colegas ha 
sido publicado también en congreso. El modelo incluye al observador del sistema. 
El observador puede pertenecer a una de estas dos clases: la clase de los diseñado-
res o la clase de los usuarios, Por su parte, los diseñadores afrontan la complejidad 
en sus diseños y adoptan decisiones al respecto, En sus manos reside también la 
capacidad de tomar en cuenta al observador-usuario y el poder de codificar el siste-
ma para mantener bajo control la complejidad de su uso, y de algo de ello he escrito 
en los capitulos 2 y 3, 
Tampoco el segundo nivel de complejidad es suficiente en cuanto que los siste-
mas anteriores devienen elementos de un sistema antroposociaL Ahí, la (supuesta) 
complejidad organizada de los artefactos se hermana en un nuevo ser con la com-
plejidad desorganizada. 
el desorden, la inadaptación, Toma el desorden muchas formas, algunas 
provenientes de no haber aplicado una metodología de complejidad de segundo ni-
vel entre una multiplicidad de diseñadores y agravadas por la relación con una mul-
tiplicidad de usuarios: desajustes de los lenguajes y las arquitecturas (ya citados); 
configuraciones incorrectas o desequilibradas; diseños inconsistentes; fallos electró-
Figura 7.3, Configuración relativa de los tres niveles de complejidad de la informáti-
ca (Sáez Vacas, 1983), 
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nicos y mecamcos; infiabilidad del software (ya citada); incompatibilidades entre 
materiales, códigos, protocolos ... ; delitos (26); etc. 
Pero un tercer nivel de complejidad tiene su raíz en causas más profundas y re-
quiere una mentalidad interdisciplinar aceptadora (aceptación no conformista, sino 
luchadora) del conflicto como ingrediente consustancial en la naturaleza y en la vida 
del hombre. El desorden (27) está en la materia, en la vida y en la esfera 
antroposocíal. También el orden. Caminan juntos, dialécticamente, dinámicamente 
juntos. No tiene nada de extraño que en los sistemas antropotécnicos, en donde in-
terconectan esferas tan dispares, los desequilibrios se manifiesten con tanta fuerza. 
Así, me parece que la consideración activa de los tres niveles de complejidad 
constituye, en verdad, una necesidad inaplazable dentro de la actividad informática 
(28). 
8.6. Sobre contextualización histórica y social 
He señalado ya cómo la enseñanza y la práctica de la informática acaban cayendo 
en el típico sumidero de los conocimientos humanos, la fragmentación, que, en su 
caso, en connivencia con otros factores, le imbuye un sentido de altivez y precipita 
en un riesgo de barbarie técnica, anunciado hace muchos años por el pensador es-
pañol Ortega y Gasset. Los profesionales iriformáticos están siendo formados en la 
actualidad en una tecnología de punta muy dura y difícil bajo una visión netamente 
simplista. 
Ciertamente, la práctica se alimenta de diversos ingredientes y uno de ellos, en 
mi opinión más condicionante de lo que suele admitirse, es el educativo. El campo 
(26) La vulnerabilidad de los sistemas infr)ffiláticos se consigue liberando no se liberan solas, 
como ocurre a menudo) alglilla de las impidenll .~a!í~~~~~::;~~~ propiedades internas. 
Esto lo saben aunque no manejen esta los d mformáticos (Véanse aparta~ 
do 7.1 y figura 
(27) Descubro, con alegría, que, por lo menos empieza a haber estudios 
sobre el choque entre el orden/desorden de las humanas y computacional informati-
co producido al integrar en la estructura de los computadores personales, tema que tomaré de nue-
vo más extensamente y ayuda de alguna que metáfora en el próximo capítulo sobre la 
(estudio sobre el computacional frente pensamiento complejo, realizado en 1984 en 
NazlOnale y descrito en 1985), Sobre las pretensiones del racionalismo en 
ral, basado en el sueÍlo de que el mundo como un mecamsmo de relojería, y que ha 
do lo que se ha llamado "las catastrofes de la a la precariedad de la razón auténtica, 
escrito mucho más, incluso en la prensa no 1985). La ciencia occidental no ha 
do al margen, abriéndose en los últimos con la naturaleza, introduciendo el azar, el 
desorden, la bonoSldad, la ambivalencia y la en cierta manera orientahzándose. como se ha 
descrito en (Monn, 1977) en el hermoso libro (Prigogme, 1983), Hasta el momento, sm embar-
go, los textos escolares y mundo técnico han en conjlillto impermeables a este proceso, mientras 
que en el ámbito de la ftlosofía, pensadores hay que la necesidad de elaborar una nueva sintesis 
cultural oriente-occidente (Pániker, 1982) y de que el verdadero progreso es retroprogreso (Páni-
ker, 1986), 
(28) Fíjese el lector nos hemos en la informática, sobre la teorizado es-
pecíficamente en lo a la complejidad, El de la complejidad en amplio, es declI 
incluyendo el desorden, puede extenderse a los diversos sistemas antropotécnicos. varias de las 
grandes catastrofes industriales de los últimos tiempos, como la fuga de gases en la de Union 
Carbíde, la explosión del Challenger y otras ayuden a tomar conciencia al respecto, pragmatismo usame-
ricano ha empezado a allilllbrar algo parecido a una disciplina corporaltva, a que llaman "Gestión 
de la Crisis' y existe la correspondiente línea de de empresas especializadas en ayudar a otras 
empresas a prepararse para evitar, paliar o controlar (Rudolph, 1986), La complejidad es una 
profesión de futuro, En forma restringida en cuanto de especialización, hay ya especialistas cliver-
sos en algunos de los aspectos de la complejidad, por en seguridad (informática y no informática), 
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educativo actual en el dominio específico de la informática es un vivo reflejo de la 
situación que acaba de describirse, Me refiero, en primer lugar, a la parcelación del 
saber, que aquí también ha penetrado con toda fuerza en forma de áreas didácticas 
mal intercomunicadas, para cuya constatación remito al lector interesado a planes 
de estudios y currículos (véanse, especialmente, por su influencia, los currículos re-
comendados en el seno de instituciones internacionalmente prestigiosas como la 
A.CM. yel 
Sin embargo, hay dos parcelas cuya característica común reside seguramente en 
la imposibilidad casi absoluta de ser localizadas por nadie en dichos currículos: la 
historia de la informática y sus impactos sociales, Si sitúo juntos estos dos aspectos es 
porque creo que en el primero puede encontrarse una parte de las claves para 
abordar el segundo, 
Cuando hablo de historia, no aludo a la que podía leerse hace unos años en la 
nrlrn,"Y::l página de los libros sobre computadores: y cuando hablo de impactos so-
ciales, no pienso nada en esas descafeinadas y yuxtapuestas descripciones del bien 
o del mal que causan los computadores en este o aquel sector de actividad, 
La huella histórica, tan ha sido borrada, Frase tan lapidaria como ésta 
quiere decir que son pocos los que conocen los conceptos que están en la génesis 
de la informática, Este autor cree que muchos de aquellos conceptos siguen vivos y 
aun aquellos que han sido superados suministran a menudo a través de su estudio 
una valoración de la informática actuaL Si se concentrase el estudio en las décadas 
de los 30 y 40, pongamos por ejemplo, resaltaría el carácter universal e interdiscipli-
nar de los esfuerzos científicos de entonces, Los computadores no son sólo una con-
secuencia apoteósica de la matemática, la física y la ingeniería, una materialización 
del pensamiento cartesiano; son también el producto de un momento de encrucijada 
en el que surgen la cibernética y la teoría general de sistemas como formas de un 
nuevo paradigma científico, 
Algunos de los padres modernos de la informática, como Turing, Von Neumann, 
Shannon, etc" nos han dejado una herencia intelectual que estamos, en cierto modo, 
traicionando, pues de ella recogemos casi sólo aquello que posee un contenido es-
pecífico y utilitarista, En otras palabras, esos autores son estudiados (?) unidimensio-
nalmente en informática, pese a que en ellos está, entre otras cosas, parte del em-
brión de la metodología de la complejidad, ¿Quién, que haya frecuentado la obra de 
Von Neumann, podría dudar de que habría sido el primero en abandonar su propio 
modelo de computador? 
Los impactos sociales de la informática un método multi-, inter-, trans-
disciplinar, o sea, complejo, en el que, para empezar, no puede considerarse aisla-
damente la tecnología informática (como ya he repetido y repetido) que hay que 
configurarla como instrumento orientado por un cuadro de valores más ade-
lante), 
Frente a esta necesidad, se constata por desventura que la teoría y la práctica de 
la informática parecen ir en sentido contrario al aquí apuntado, sentido que alumbra 
todo lo más una visión de complejidad de primer nivel, dando con ello la espalda a 
sus propios e inmediatos antecedentes históricos, 
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8.7. Sobre el entorno subcultural informático 
Hemos acordado ya en otro lugar de este libro que la informática, aunque sustan-
cialmente posee un carácter universal, aplicativamente aparece modulada por notas 
socioculturales que la peculiarízan en un lugar y en un momento determinados, Mi 
interpretación del asunto se plasma en el modelo ya expuesto de las cinco subcu1tu-
ras, 
Desde este punto de vista, podría hablarse de un sistema cultural informático dife-
rente según países y comunidades, cuyo conocimiento es un factor imprescindible 
para el diseño de la formación informática de los profesionales, La cultura informáti-
ca real global de un país es causa y efecto de su práctica informática, que a su vez 
es efecto de condicionamientos cientificos, técnicos, políticos y económicos, Por tan-
to, la formación en informática tiene que adaptarse y a su vez tender a modificar la 
susodicha cultura, pero en principio debería huir de mime tizar currículos importa-
dos, salvo en aquello que es esencial y universal. Por dar un ejemplo muy breve de 
aplicación de esta idea, en España yo estructuraría la cultura informática alrededor 
de la subcultura de informática/uso, apuntalada por un reforzamiento adecuado de la 
informática/ciencia, Es fácil demostrar que con respecto a la informática/industria ca-
recemos de la mínima tradición científica y técnica en todas las disciplinas básicas 
correspondientes, y por tanto sobre ese eje poco se puede hacer (aunque en abso-
luto hay que olvidarlo) a medio plazo, Es una enfermedad puramente histórica, de 
lenta recuperación, incompatible con la velocidad del sistema tecnológico mundial. 
Pero obsérvese que con la opción apuntada se evitaría técnicamente caer en la "ci-
vilización del conductor" 
8.8. Sobre axiologización de la informática 
También hay que evitar caer moralmente en la civilización del conductor, 
El siglo XX vive una revolución técnica y científica (no sólo la informática o, en 
general, las tecnologías de la información), que es la mayor oportunidad del hom-
bre, a quien por primera vez se le ofrecen los medios de dominar su destino, Los 
riesgos están asimismo a la altura de tan grandes circunstancias (Friedmann, 1970), 
A tenor de esto, los sistemas educativos deberían integrar dinámicamente las tec-
nologías de la información, como una parte del telón de fondo y una herramienta so-
bre el cual y con la cual redefinir la educación; aprender a convivir con ellas sin 
que nos dominen; utilizarlas para potenciar la memoria, el aprendizaje, la metodolo-
gía de resolución de problemas, la ejecución del trabajo y la independencia de cri-
terio; manejarlas para desmitificarlas y para comprender, controlar o seguir su evo-
lución, 
En un mundo complejo y cambiante, el concepto de alfªbetización se ampliará 
para añadir (no para yuxtaponer) a lo literario, científico y artístico, lo visual, lo ma-
nual, lo corporal, lo computacional. 
La escuela debería ser lugar donde aprender y desarrollar habilidades y conoci-
mientos básicos, metodología de aprendizaje, integración crítica de conceptos y va-
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lores intelectuales y sociales, y el sentido y la práctica profundos de la comunicación 
humana en un entorno de máquinas. 
Los párrafos que se acaban de leer constituyen lo que no ha mucho tiempo llamé 
un programa de objetivos máximos, un desafío educacional inconmensurable (Sáez 
Vacas, 1984a). 
De él quiero destacar ahora el aspecto de los valores y la formación de los profe-
sionales, que creo ayuna en este sentido. Anteriormente, he mencionado el desequi-
librio moral que acompaña a la civilización técnica, en palabras de Friedmann el de-
sequilibrio entre la potenQia y la como característica típica de nuestra 
época (Friedmann, 1970, p. 351). Los alucinados en cierta manera por las 
innovaciones y el poder de la ignoran el desequilibrio que sufren los 
usuarios y las perturbaciones graves derivables. Tienden a concentrarse en el 
"know-how", desconociendo o desinteresándose por el "know why" y el "know what", 
abiertos como si dijéramos a las técnicas y ciegos a las finalidades y las consecuen-
cias. Con otras palabras se ha venido a decir lo mismo: que la tecnología produce 
sus propios valores o Hende misma a imponerse como valor absoluto (Camps, 
1985). 
Habría que remediar educativamente esta situación, aunque no lo veo fácil. Sí, 
como se ha dicho (Bolter, 1984; véase capítulo 5 de este libro), la informática va a ser 
la tecnología definitoria de nuestra éste sería un campo especialmente nece-
sitado de la introducción de valores No basta con estudiar el impac-
to social dentro de un sentido de lo complejo e interdisciplinar, como vimos antes, ni 
introducir el enfoque de los tres niveles de complejidad, sino que todo ello hay que 
completarlo con una desequilibrio de la civilización técnica es un 
generador importante de desorden). Estas cuestiones que, por desgracia, resultan 
un tanto evanescentes y poco formalizables para llevar a los currículos, no son mate-
ria apropiada para la alfabetización informática, pero, en cambio, deberían irse in-
corporando al bagaje conceptual de los profesionales y de los educadores, de quie-
nes, en último extremo, la alfabetización informática de la sociedad. De los 
primeros depende también la convivencialización de la informática, que es algo más 
que la convivencialización material del uso del computador personal. 
9. RESUMEN 
Utilizar los computadores en el ámbito educativo, objetivo muy ligado a la intensi-
dad informativa de cada conduce directamente a resolver un "mess", bajo 
las circunstancias que la "compresión del futuro" impone al conjunto de 
las problemáticas en las sociedades más industrializadas, y en el mundo en \,jvUvJL<Cl", 
debido al crecimiento de las interacciones (figura 7.4). 
El computador como instrumento es un producto impecable del ingenio humano, 
en plena evolución, por lo demás. Potencialmente, está libre de toda sospecha. Junto 
con las demás tecnologías de la información, ofrece a la humanidad la mayor oportu-
nidad de progreso de su historia. Sin embargo, la informática, entendida como la 
aplicación del ordenador a los problemas, no sólo no está libre de enfoques indebi-
dos, sino que, a causa de su poder instrumental, tiene la capacidad de multiplicar 
sus consecuencias, deseadas o no, en muchos órdenes de magnitud. Estamos en me-
dio de un duro sin precedentes. 
242 
Computadores personales 
TECNOLOGíA 
_ DESARROLLOS DE MICROELECTRÓNICA 
_ INTEGRACIÓN DE FUNCIONES 
- COSTE 
--------~-------
SISTEMA EDUCATIVO 
FRACASO EDUCATIVO 
GRADO DE ASIMILACIÓN 
PSICOLOGÍA (TEORíA DEL APRENDIZAJE) 
CIENCIAS EDUCACIÓN 
DE TECNOLOGIAS EDUCATIVAS INTELIGENCIA ARTIFICIAL 
INFORMÁTICA 
EDUCATIVA 
t 
INDUSTRIAS DE LA lN"U"'Yl"ul~'" 
y DEL CONOCIMIENTO 
ENTORNO ECONÓMICO, SOCIAL Y POLÍTICO 
CAPACIDAD INDUSTRIAL 
DESEMPLEO 
REACCIONES LABORALES 
GRADO DE INTENSIVIDAD INFORMÁTICA 
VALORES SOCIALES 
COSTES SOCIALES 
ENTORNO CULTURAL Y 
- NIVEL INFORMÁTICO ALlcABETIZl\I:.ao'N 
INFORMÁTICA EN ""'-'Ul:..""" 
VALORES CULTURALES 
Figura 7.4. Algunos de los factores generales y locales con influencia en el desarro-
llo y difusión de la informática educativa, 
El advenimiento del ordenador personal pone ahora mismo en nuestras manos un 
material barato y eficiente. De un lado, para sacarle partido, la sociedad tiene que 
C11-'H::alUt~L a manejarlo, y, de otro y al mismo tiempo, esa ofrece la posibili-
dad por muchos soñada de servir como asequible máquina de enseñar, Detrás, una 
industria enorme pidiendo vorazmente consumidores (29). En los hay, Las 
necesidades educativas parecen ser tan numerosas como los granos de arena de las 
playas, sólo que mucho más variadas: desde las que reclaman las sociedades indus-
trializadas y postindustríalizadas, hasta las manifiestamente lacerantes de esos 900 
millones de analfabetos totales de las comunidades deprimidas, por las ac-
tualizaciones o reestructuraciones de tantos sistemas educativos. 
Por mi en 10 que se refiere a la enseñanza con computador creo que puede 
vatícinársele un brillante porvenir, en cuanto que se vayan resolviendo determina-
das dificultades técnicas y económicas, analizadas algunas de ellas en este capítulo. 
sin cuyo concurso, ésa es la verdad, tampocc es posible avanzar. Por 
'l'ecnológico de Ma..'isachusetts, cuyo objetivo consiste en crear lID 
las aplicaciones educativas de los computadores, se soportará económicamente, 
duración, 60 míllones de dólares a cargo de las empresas. Digital F.r""ínlmAnt 
propio Según se declara en el documento de presentación 
siguientes factores la que ha permitido aberdarlo: el desarrollo de mi,:::ropHJCesa¿loIí9s 
a los computadores personales con capacidades próximas a los 
progresos en las tecnologías de red hacen factible enlazar de e~¿~~~~~~ 
cases fabricantes han comenzado a apreciar la importancia del mercado € 
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Es de esperar que su difusión se produzca progresivamente a través del conjunto 
del tejido social y no especialmente en el sistema educativo formal, ya que legiones 
de maestros, acostumbrados a transmitir información y muchos de ellos aparente-
mente incapaces de todas esas funciones educativas que nunca podrán programarse 
en el ordenador y que componen el arte del buen maestro, no van a convertirse de 
la noche a la mañana en acérrimos defensores de la E.A.O. 
En cuanto a la alfabetización informática, este autor ha critícado a fondo la indefini-
ción en la que hoy se mueve tal categoría, declarando que, bajo determinadas cir-
cunstancias, la alfabetización informática infantil en concreto, si se adoptase con ca-
rácter general, podría devenir en aventura irresponsable. No puede decirse lo mis-
mo de la alfabetización informática en los niveles de enseñanza secundaria, profesio-
nal o en la actividad laboral, a los que de todas maneras alcanza la misma indefini-
ción, pero cuyo grado de urgencia es mucho mayor, siempre dentro de una grada-
ción correlativa al tipo de sociedad. 
A lo largo de los extensos apartados 7 y 8 he presentado y defendido una colec-
ción de ideas que, a mi entender, deberían dar forma a un marco (por lo menos a un 
marco de debate) para la alfabetización informática. No sé en qué medida, en qué 
momento, en qué ramas, o con qué intensidad habría que introducir estas ideas en 
los currículos de los estudiantes o de los trabajadores. Tales decisiones reclaman es-
tudios más profundos y especialmente aquellos necesarios para su armonización con 
otras demandas sociales y laborales. Tampoco ese bloque de ideas es excluyente 
de otros tipos de alfabetización informática, como puede ser el aprendizaje "'""'0""'''_ 
va puro y simple de determinadas herramientas informáticas. Constituyen más bien 
unas pautas orientadas sobre todo a ser aplicadas en la enseñanza institucionalizada. 
Se reducen a tener en consideración simultáneamente, alrededor de un núcleo de 
algorítmica práctica, contextualizado tecnológicamente y literariamente (dominio de 
la lengua materna), los siguientes factores: 
1) el desfase del aprendizaje. 
2) la complejidad de las sociedades tecnificadas. 
3) la evolución y complejidad de la informátíca. 
4) las insuficiencias intrínsecas multidimensionales de la informática. 
5) la presión de la industria de la información. 
6) el sistema "cultural" informático predominante. 
7) el sistema educativo y cultural propio. 
8) la presión e influencia de los informáticos. 
Nos espera una época de transición difícil, en la que pasará y se oirá de todo. El 
conocimiento de la informática, en el que jugará un papel esencial el computador 
personal, se difundirá por un macroproceso de con episodios caóticos aquí 
y allá y problemas de todas clases. 
Serán unos diez o quince años durante los que se someterá a juicio a todos los 
sistemas educativos, muchos ya en fracaso y desmoralizados. Llevará algún tiempo 
que el computador encuentre su sitio. El profesorado no estará formado o lo estará 
mediocremente. La oferta de software educativo no será suficiente a la vez en canti-
dad y calidad. Los mismos ordenadores no serán todo lo baratos y adecuados que 
es preciso para la mayor eficiencia educativa y para evitar la desigualdad entre es-
cuelas y familias ricas y escuelas y familias pobres, incluyendo en el calificativo de 
"adecuado" una mínima convergencia de las tecnologías de la información. 
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Hace falta mucha investigación y reflexión, No nos queda otra opción razonable 
que esforzamos en diseñar ~l futur0, para minimizar los problemas arriba menciona-
dos, 
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8. Informática personal empresarial 
"La informática empresarial está sometida al 
imperio simultáneo de las leyes de la tecnolo-
gía y de las leyes de la naturaleza humana "or-
ganizada"". 
1. INTRODUCCIÓN 
El mundo de la empresa representa, de entre los sectores identificados en el mer-
cado de los ordenadores personales, el más fuerte en términos de cifra de ventas 
(64% en 1981, en EE.UU.) (Toong, 1983) (1), lo cual es natural, puesto que el compu-
tador es una herramienta que, bien empleada, ha potenciado desde hace muchos 
años las actividades de gestión administrativa y, en mayor grado, las de producción. 
Según una fuente no demasiado reciente, pero válida a nuestros propósitos, las apli-
caciones de informática administrativa y de gestión suponían alrededor del 64% del 
total en 1978, en EE.UU. (Sáez Vacas, 1973). 
Debajo o dentro de ese crecimiento se plantean interesantes problemas, que voy 
a centrar sustancialmente en la mediana y grande empresa, a la que en adelante 
llamaré, por simplificar, 'gran empresa. 
En efecto, a la pequeña empresa el computador personal puede venirle como ani-
llo al dedo, porque hay una adaptación económica y una adaptación funcional casi 
biológicas entre ambos. Pero en la empresa grande existe ya un departamento de 
informática, más o menos centralizado, que controla generalmente toda o una sustan-
cial parte de la función de proceso de datos de la empresa. Ahí, el computador per-
sonal provoca perturbaciones, tendiendo a romper o distorsionar las líneas de fuerza 
preexistentes. Si se reflexiona en ello, la nueva dimensión de informática distribuida 
propiciada por los computadores personales y otros desarrollos complementarios 
viene potencialmente a alterar de forma profunda la precaria estabilidad alcanzada 
en las relaciones funcionales desde la entrada del primer ordenador en la organiza-
ción empresarial. 
Los problemas emergentes SOn: a) de carácter organizativo: surgimiento inevitable 
de las autonomías internas, ambiguo papel del computador personal como sistema y 
componente a la vez, redistribución de funciones; b) de carácter técnico: caracterís-
ticas del computador personal frente al DPD, conectabilidad con los grandes orde-
nadores o redes; c) de carácter mercantil: el mercado general de la informática se 
ve alterado; y d) de carácter psicosociolaboral: el papel del usuario final y del infor-
mático cambian con la aparición del exformático, se precisa elaborar metodologías y 
estrategias de integración del computador personal. 
(1) 81 se toma la mIsma proyeccIón de mercado que da esta fuente, las ventas parciales de 1985, adoptan-
do como nivel de referencia umtaria la venta de computadores personales para uso clentíflco-técmco, se 
relativizarían aproxImadamente así: científico-técnico = 1; comercial-empresarial = 4; domésllco = 0,75; en-
señanza = 0,15. En térmmos de número de aparatos la cosa es bien dIStinta, por la diferenCIa entre preclOS 
umtanos de las máqumas orientadas a cada uno de los sectores r:1enclOnados. 
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CUADRO 8.1. DISTRIBUCIÓN DE TIPOS DE APLICACIONES. Fuente: 
Bauvin, 1970, citada en Sáez Vacas, 1973 
198B 
D A: ADMINISTRACIÓN y GESTIÓN 
E3 B: CALCULOS CIENTíFICOS y TÉCNICOS 
1968 1978 
_ C: CONTROL INDUSTRIAL O TÉCNICO 
al D: OTROS 
Este capítulo pretende contribuir a sintetizar una estructura comprensiva de la natu-
raleza de las perturbaciones suscitadas por el computador personal en el peculiar y, 
por tantos conceptos, importante apartado de la infoilllática de las organizaciones (2), 
con el íntimo convencimiento del autor de que esas perturbaciones forman parte de 
un proceso evolutivo, aún sólo en sus balbuceos, hacía tejidos organízativos de ma-
yor complejidad, 
2, PEQUEÑAS EMPRESAS Y PEQUEÑOS ORDENADORES 
El éxito indiscutible de programas genéricos de software como las hojas electróni-
cas, el proceso de textos y la gestión de datos, por este orden estrellas del firma-
mento de las aplicaciones sobre computador personal, dice bastante acerca del gra-
do de asimilación por la informática personal de estas funciones típicamente admi-
nistrativas, 
Las capacidades y precios de los equipos y del software y la dimensión de las 
aplicaciones son parámetros que se mueven en los mismos órdenes de magnitud 
que las necesidades, disponibilidad financiera y volumen de trabajo de las peque-
ñas y muy pequeñas empresas, entre las que incluimos a abogados, médicos, aseso-
res financieros y fiscales, y otros, dos aspectos, sin embargo, que presentan una 
cara muy negativa en este frente, siendo, como es, el más propicio por razones 
pragmáticas a la difusión de los computadores personales, Son, por un lado, la inma-
CUADRO 8.2. APLICACIONES GENÉRICAS MAs EXTENDIDAS (Young, 
1984), (Allen, 1984) 
- Hoja electrónica 
- Proceso de texto 
- Gestión de datos 
(2) Denominación más general para la informática empresanal, aunque es eVIdente que esta úlhma la es-
tarnos utihzando precisamente en el sentido más general. 
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durez y entropía (3) del mercado y, por otro, la falta de preparación informática pre-
via de los compradores. 
Ambos factores conducen a un considerable despilfarro y frustración, y, de no 
adoptarse medidas correctoras, a una desaceleración de este movimiento de infor-
mática personal, como en parte ya viene sucediendo en U.S.A. estos dos o tres últi-
mos afios en el sector del ordenador personal doméstico. 
Se han publicado informes que sitúan los abandonos entre 20 y 35% del total de 
compradores, cifras que son casi catastróficas. A cuenta de este estado de cosas, se 
está abriendo paso en los EE. Uu. una muy lucrativa actividad de formación (Young, 
1984). Puede afirmarse rotundamente que una formación adecuada es estrictamente 
imprescindible y dondequiera, antes o después, se irá abriendo camino como parti-
da contable obligada de gastos Uunto a las partidas de equipos, mantenimiento, soft-
ware, accesorios, suministros y otros gastos) y factor de cuidada selección. 
CUADRO 8.3. APLICACIONES HABITUALES DE LOS COMPUTADORES 
PERSONALES EN LA PEQUEÑA EMPRESA 
- Planificación financiera 
Hay muchos programas-productos del tipo de hoja electrónica, para preparar 
presupuestos, planificar ventas e inventarios y hacer previsiones. Con una hoja 
electrónica se pueden crear proyecciones y cambiar diferentes variables al obje-
to de determinar los efectos de algunas acciones sobre el futuro curso del nego-
cio. 
- Contabilidad 
Control de recibos y facturas, estados financieros, seguimiento de inventarios. 
Proceso de textos 
Todos estos programas constan de una parte de edición y de otra de conforma-
ción. El texto se expone en la pantalla y se corrige y se modifica sobre ella, para 
correspondencia, informes, contratos, libros, etc. Por medio de unas órdenes se 
introducen en el texto los cambios necesarios, por ejemplo, inserción de alguna 
palabra, sustitución de bloques de palabras o cambios de lugar, y con otras órde-
nes se puede elegir un formato adecuado según la presentación que se quiera 
dar al documento impreso final. 
Gestión de datos 
También existen muchos programas, algunos de los cuales son versiones redu-
cidas de los sistemas de gestión de bases de datos, que proporcionan herramien-
tas para introducir, almacenar, recuperar e incluso manejar datos en formas nada 
triviales. El rango de aplicación va desde los ficheros personales hasta el mante-
nimiento de las listas de correo de clientes, 
(3) De esta cuestión ya se trató extensamente en el cuarto capítulo. En el presente, añadiré datos comple 
mentarios y adecuados al hilo de la temática empresarial. Una guía interesante, aunque Incompleta, para 
hacerse una idea mínima estructurada del aluvión de oferta de softv'Iare aplicaciones de empresa la 
encontrará el lector en (Ditlea, 1984, caps. 2, 3, 4, 5 Y 6) sobre productos, vendedores, precios y 
computadores en las áreas de finanzas, inversiones, conexión con servicios de bases de datos SIStemas de 
comunicaciones, gestión de datos y proceso de Sólo es plenamente válida para 
y los computadores Apple n, IBM/PC, TRS-80 IlI, Ccmputer, Atéiri y TI 99/4A. 
sobre [lc.ftware.) 
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En punto al factor de entropía del mercado, todo cuanto pudiera decirse sería pá-
lido reflejo de la realidad. En el artículo citado hace un momento encontrará el lec-
tor una historia para no dormir, en la que una dama ejecutiva de una empresa relata 
sus aventuras/desventuras para informatizarse personalmente y categoriza sus expe-
riencias en nueve o diez (Lehrman, 1984). 
CUADRO 8.4. ALGUNAS "LEYES" DE LA INFORMÁTICA PERSONAL 
(Lehrman, 1984) 
P ley: Los informáticos no hablan cristiano. 
B.a ley: Si, por alguna remota casualidad, descubre Vd. que el producto que ne-
cesita existe, y éste funciona, entonces no se ha diseñado para el computa-
dor que Vd. posee; en caso contrario, no habrá quien lo comprenda. 
7. 8 ley: Todo el mundo está confuso, especialmente el experto a quien Vd. consul-
ta para evitar la confusión. 
3. GRANDES EMPRESAS Y PEQUEÑOS ORDENADORES 
Las empresas, a medida que van creciendo, diversifican orgánicamente sus fun-
ciones, intentando mantener la coherencia de su orientación. Su proceso evolutivo 
para adaptarse a las condiciones de su entorno constituye una cadena de operacio-
nes organizativas de diferenciación e integración, de cuyo buen ajuste depende en 
gran manera el éxito de la empresa, a veces su supervivencia. 
Diferenciándose, la empresa adquiere el nivel de especialización que requieren 
determinadas funciones cuando éstas cobran una cierta complejidad. Por la vía de la 
integración se crean esquemas de interacción, a la búsqueda de un efecto centrípe-
to sobre las especializaciones. 
Los computadores han jugado en este proceso los dos papeles, pero estadística-
mente más el segundo que el primero, cualquiera que haya sido el órgano de la em-
presa en el que se hayan implantado. En puridad, el proceso de datos no es una 
función de la empresa, salvo que se trate de una empresa de proceso de datos o de 
servicios informáticos. Es un subsistema del sistema de información, cuya misión es 
irrigar todos los órganos de la empresa, donde y como sea necesario, para que se 
realicen las funciones vitales de ésta. Por tal razón, es siempre un medio, nunca un 
fin, y se supone ha de estar diseñado y construido para catalizar dichas funciones en 
la forma más rápida y económica, en primer lugar, y luego para adaptarse a los 
cambios organizativos, o motorizarlos, y no frenarlos o desvirtuarlos. 
En resumidas cuentas, la labor de la informática de empresa es sumamente deli-
cada, porque además de costosa (crecientemente costosa, si se deja libre curso a la 
acción de las leyes de Parkinson, a las que luego me referiré), está sometida a dos 
tipos de presiones y a una característica "fisiológica" propia: la presión de la empre-
sa, la presión de los cambios tecnológicos del instrumental informático y la precarie-
dad del aparato metodológico e inestabilidad de conocimientos de la profesión. 
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3.1. Organización y autonomías conectivas 
En estas circunstancias, surge el ordenador personal, irrumpiendo en las aguas de 
por sí poco tranquilas de la informática de empresa, Es evidente que aquí se plantea 
una problemática original. 
Una primera parcela de problemas la genera la misma idiosincrasia centrifugado-
ra del computador personaL de las aplicaciones empaquetadas que se 
han relacionado en el cuadro 8,3, provoca un movimiento de autonomía en sus usua-
rios, un autodesprendirniento de la con respecto al departamento de 
proceso de datos, Al margen de que tal movimiento pueda, por las causas apuntadas 
en el apartado que he dedicado a la empresa, entrar en un proceso erráti-
co, lo que hay que señalar es su muy impacto sobre el conjunto de la orga-
nización, si las autonomías no se engarzan por un tejido conectivo de 
nueva planta, 
La expresión que da título a este informática personal empresarial, pare-
ce de principio contradictoria en sus Acaso sea sólo una expresión artifi-
ciosamente paradójica para de forma didáctica el desafío al que se enfren-
ta la informática ya establecida en las (medianas) empresas para automodi-
ficarse, potenciar e . en un sistema diferente los computadores personales. 
3.2. El computador personal como sistema/componente 
(una aventura de competencia/cooperación) 
Hablando en el lenguaje de los esto equivale a decir que un computador 
personal, pudiendo ser la sede de una actividad informática estrictamente autónoma 
y personal -sistema, visto desde su tendría que ser, a la vez, un compo-
nente del sistema 'informático de la empresa. 
¿Cómo definir y construir este doble y simultáneo papel? No hay respuesta única 
y el problema tiene poco de trivial. Las soluciones van desde reorganizar las activi-
dades de tratamiento de y enajenando del departamento de in-
formática aquellas que sólo la costumbre ha llevado allí, hasta conectar física y fuer-
temente el computador con el computador central. 
Habrá soluciones y peores, pero las soluciones serán buenas únicamente 
cuando las funciones del .... UJll1¡...IULC'U')~ personal como sistema o como componente y 
la permutación entre ambos estén limpias de ambigüedad, 
4, INFORMATICA EMPRESA 
Los elementos de la informática han ido dejando su huella en la orga-
nización y forma de de los departamentos de proceso de datos; 
de alto nivel, sistemas interactivos, sistemas de gestión de bases de da-
tos, comunicaciones, etc., pero también las peculiaridades de la empresa y del sec-
tor de actividad han una gama amplisirnR de soluciones funcionales, or-
gánicas y espaciales de este departamento. 
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Aunque las soluciones organizativas van desde un departamento absolutamente 
centralizado, con o sin áreas de especialización por aplicaciones, hasta un conjunto 
de departamentos prácticamente disjuntos, no entraré en esa clase de pormenores, 
En nuestro contexto, nos bastará con referirnos abstractamente al "departamento de 
proceso de datos", A los lectores que no conozcan el entramado técnico-económico 
de la problemática centralización/descentralización les vendría muy bien consultar 
algún trabajo panorámico al respecto, como el de King (1983), por ejemplo, 
4.1. El Departamento de Proceso de Datos , 
Dentro del presupuesto de un DPD se estima que entre un 50 y un 80% correspon-
de a mantenimiento y depuración de software. Otras cifras no menos impresionantes 
atribuyen a la cartera de pedidos de los usuarios sin servir por el DPD una demora 
de unos tres aunque algunas empresas dan plazos de hasta siete años (Brown, 
1984). 
La cartera formal -porque también hay una cartera oculta- comprende los as-
pectos siguientes: 
Demandas de cambios y mejoras en las aplicaciones existentes, es decir, mante-
nimiento, 
Demandas de nuevas aplicaciones y sistemas que se conecten con los actuales 
sistemas. 
Demandas de nuevas aplicaciones y sistemas independientes, 
Es bien sabido que este tipo de aplicaciones se ciñe a una dinámica conocida con 
el nombre de ciclo de vida de los sistemas y que comprende fases temporales de 
desarrollo y mantenimiento, de forma recurrente, La fase de desarrollo se desglosa 
en etapas cuyos nombres son éstos o· parecidos: 
Análisis de requerimientos 
Diseño 
Programación 
Prueba de unidades e integración del sistema 
Pueba del sistema y al usuario 
Es imposible saltarse esas etapas y suele ser muy dificil y tantas veces peligroso y 
muy caro comprimirlas, como se ha demostrado hasta la saciedad (Putnam, 1979), 
(Fox, 1982), (Sáez Vacas, 1984), A medida que crece el volumen y la complejidad de 
la aplicación, la curva de esfuerzo necesario adquiere formas más extrañas y retorci-
das, como muestra la figura 8, L En fin, para conocer algo más sobre este asunto, vea 
al lector el Anexo A. 
Los usuarios no están preparados, ni tienen por qué, para asimilar esta dinámica 
tan pesada, Básicamente, su mente se resiste a asumir la brecha entre las promesas 
del mito del ordenador y la concreta realidad del meticuloso trabajo previo, las du-
das, los errores y los ensayos que generan aquellos plazos de entrega. 
Por su parte, el DPD contempla con dese,speración cómo sus incrementos de re-
cursos no consiguen equilibrar una balanza apesadumbrada por las demandas de 
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Figura 8, L Curva de esfuerzo para grandes y complejos sistemas (Fax, 1982), citada 
por Sáez Vacas (1984). 
los usuarios y empieza a pensar que parte de la solución va a consistir en desplazar 
algo de la responsabilidad al usuario final Su mentalidad, sin embargo, está frecuen-
temente atrapada por los conceptos de una informática monolítica al estilo de la que 
difunden obras como la de Bohem (1981) y tantas otras de gran predicamento, 
4.2. Puntos fuertes y débiles de los computadores 
personales 
Si se mira desde el lado de los usuarios, éstos propenden -según la mayoría de 
los estudios-- a considerar el departamento de proceso de datos como un ente po-
deroso, generalmente incomprensible, extremadamente rígido, lento, y despropor-
cionadamente costoso para sus resultados, Ni qué decir tiene que estas impresiones 
se sustentan a menudo en una pura subjetividad enraizada en el lógico desconoci-
miento técnico y movilizada por mecanismos naturales de autodefensa frente a lo 
que se llamó hace unos años el "injerto del ordenador", 
Pese a todo, concluir que tales impresiones no se alimentan de un tremendo fondo 
de verdad sería un monstruoso simplismo. Cualquier informático de empresa razona-
ble lo admitirá sin trabas, como hace Ewers (¿1983?) (4) cuando dice que elDPD 
debe estudiar los puntos fuertes y débiles de los ordenadores personales, porque no 
puede derrotarlos, Aquí se ha dicho ya: esto no es una guerra, sino un nuevo pro-
ducto de la tecnología, como otros anteriores, aunque con la diferencia trascenden-
te, eso de que éste toca directamente y de manera muy personal a los denomina-
dos usuarios finales, clientes naturales del DPD. 
(4) El interrogante se debe a que no ¡¡garaba la fecha de este artículo en la colección de ComputerWorld 
consultada. 
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CUADRO 8.6. PUNTOS FUERTES Y DÉBILES DE LOS COMPUTADORES 
PERSONALES, según Ewers, (¿1983?) 
Puntos fuertes: 
- soluciones generalmente más rápidas y baratas; 
hardware disponible de inmediato; 
paquetes de software disponibles de inmediato y muy baratos, simples de ins-
talar y usar; 
dan al usuario control total de datos, hardware y software; 
- son multifuncionales; 
- pueden actuar como terminales de ordenadores. 
Puntos débiles: 
- son todavía demasiado complejos, comparados con otras herramientas de los 
usuarios; 
- el software comercialmente disponible nunca es completamente llave en mano; 
los ordenadores personales actuales quedarán rápidamente pasados de tecno-
logía; 
su potencia es limitada. 
El cuadro donde he relacionado algunas de las ventajas del computador personal 
en el ámbito de la informática de empresa, la perspectiva de responsables de 
departamentos usuarios, es probablemente una muestra de su discurso, más expre-
sivo de las negatividades del DPD que del conocimiento siquiera intuitivo de las "le-
de la informática personal por dichos responsables. 
CUADRO 8.6. VENTAJAS DE LOS COMPUTADORES PERSONALES, 
desde el punto de vista de responsables de departamentos usuarios, 
según Feltman (1984) 
Tienen acceso directo a potencia de cálculo cuando lo desean. 
La informática personal se aprende con rapidez y es fácil de usar, sobre todo si 
se compara con los sistemas operativos y programas de los ordenadores gran-
des. 
- El software está diseñado para realizar la clase de proceso de información que 
se necesita, 
Pueden desarrollar bases de datos que reflejan sus necesidades y acceder a 
ellas cuando se precisa. 
El coste para sus departamentos es mínimo, por lo general un único gasto en 
equipo frente al gasto continuo asociado a la informática central. 
- Utilizar computadores personales para trabajar directamente -prepararse los 
datos, calcular sobre ellos, realizar simulaciones, etc,- puede dar a los respon-
sables una comprensión más profunda de la significación de los datos y su rela-
ción con el trabajo propio. 
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Ciertamente, un análisis profundo de las ventajas aducidas muestra que ellas se 
basan en el ingenio de la industria del software para computadores personales, En 
la medida que esta industria es capaz de producir aplicaciones inteligentes, baratas, 
fiables y fáciles de usar, se cumplen dichas expectativas, Desarrollar tales aplicacio-
nes sigue siendo asunto pesado, costoso y sujeto al proceso del ciclo de vida, pero 
esto es transparente al usuario, Ahora bien, si este mismo usuario se decidiese a de-
sarrollar sus propias aplicaciones, caería, lo quisiera o no, entre los mecanismos del 
susodicho proceso, 
CUADRO 8.1. COSTES DE DESARROLLO DE SOFTWARE para una 
aplicación típica de ordenadores personales (estimaciones de la 
industria) (Toong, 1984b) 
COSTE HARDWARE BYTES DE N,o DE LíNEAS DE AÑOS x HOMBRE DE MEMORIA MEMORIA CÓDIGO TERMINADO 
1975 $100 3K 1 K 0,5 (1) 
1980 $120 40-45 K 13 K ensamblador 6,5 (2) 
3 K leng, alto nivel 1,5 (2) 
1985 $250 500 K 20 K leng. alto nivel aprox, 7 (3) 
(1) aprox, 10 líneas/día. Siempre líneas depuradas, documentadas y terminadas 
en el producto finaL 
(2) aprox. 10 líneas/día, 
! (3) aprox, 15 líneas/día, 
A título de ejemplo, veamos los siguientes datos sobr el tipo de aplicación más 
popular de los computadores personales en las empresas, Toong y Gupta estiman 
que desarrollar, empaquetar y poner en el mercado una hoja electrónica razonable-
mente sofisticada habrá costado en 1980 alrededor de medio millón de dólares y 
este tipo de paquetes tiene un precio final (5) entre 100 y 500 dólares, justificando 
por sí solos la adquisición (6) de un ordenador personaL No es raro que unas horas 
de trabajo con el paquete adecuado -se trata en definitiva de una herramienta de 
programación de alto nivel- pueda sustituir, en manos de quien conoce muy bien 
su aplicación, el trabajo de un año de un programador de Cobol (Brown, 1984), 
4.3. Macrocomputer connection (o el computador 
personal y... ¡transferible!) . 
Llegados a este punto, habiendo escuchado opiniones de una y otra parte y refle-
xionando por la nuestra, podemos estar persuadidos de que todas las circunstancias 
(S) El mercado está muy atomizado por una competencia feroz. Se dice, por ejemplo, que hay más de 60 
programas diferentes hoja electrónica, donde varían, no sólo el computador soporte sino las posibilidades 
de los programas: hoja pionera ($200-$250), Supercalc ($295), Multiplan ($275), 1-2-3 (hOja, gestión 
de datos, proceso de texto, gráficos, $500+), MBA (modelación, gráficos, gestión de datos, formatos, teleco-
mumcaclones, proceso de texto, $500+ l, VisiOn ($500+); los programas de hoja electrónica, lógicamente son 
más modestos más baratos para uso casero: Easycalc ($50), Simplicalc ($40), Vu-calc ($20), Los precios son 
de pnnclplos 1984 y en EE.UU. (Willis, 1984, p. 48), (Ditlea, 1984, p. 41). 
(6) En 1981 se estlffiaba ya en EE,UD. que el uso de una hoja electrónica amortizaba un computador per-
sonal en un plazo de seis semanas a tres meses (citado en Marion, 1984). 
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favorecen abrir localmente dentro de las grandes empresas las posibilidades de las 
pequeñas, evitando los inconvenientes señalados en el apartado 2 de este capítulo. 
Estoy hablando desde un punto de vista informático, por no entrar todavía en otros 
factores. Ello es factible, porque a diferencia de lo que ocurre con ciertos cálculos 
que por su indivisibilidad y magnitud requieren el uso de supercomputadores, en el 
área de la informática de empresa nadie ha demostrado nunca que datos y trata-
mientos no puedan muchas veces fragmentarse. Pese a todo, persistirá la necesidad 
de mantener la coherencia del sistema de información de la empresa por medio de 
un tejido antes entrevisto de muy diversos grados de conectividad, según los casos. 
Sin duda, el DPD tiene motivos, experiencia y conocimientos más que sobrados 
para percibir al respecto problemas técnicos de compatibilidad entre ordenadores 
personales, de integridad y seguridad de datos y de conectabilidad con los compu-
tadores de la empresa. 
Me referiré ahora brevemente a este último aspecto. En grandes empresas pione-
ras en este terreno de la informática personal empresarial ha podido comprobarse 
que los usuarios, a medida que se hacen más expertos con sus pequeños computa-
dores, son más conscientes de sus limitaciones (estoy pensando ahora en las limita-
ciones de potencia del equipo, no en las suyas como informáticos, de las que tam-
bién acaban tomando conciencia), especialmente en lo que concierne al acceso y 
manejo de bases de datos. Son los encuentros en la segunda fase (véase cuadro 8.8). 
Como inciso, la evolución tecnológica irá haciendo perder importancia rápidamente 
a ese género de limitaciones, no lo olvidemos. 
CUADRO 8.8. FASES EN LAS RELACIONES DE LOS USUARIOS FINALES 
CON EL DPD EN LA CUESTION DE LOS ORDENADORES PERSONALES 
(Marion, 1984) 
Primera fase: Indiferencia del DPD lindando con el desprecio, en cuanto que 
los computadores personales fueron adquiridos por los usuarios finales sin permi-
so o conocimiento de aquél. 
Segunda fase: Los usuarios de los computadores personales acuden, disquetes 
en mano, al DPD en demanda de ayuda -acceso a las bases de datos del com-
putador central, comunicación con otros computadores personales, etc. - o pre-
guntando cosas del corte de ¿cómo puedo copiar un fichero de disco? 
Tercera fase: El DPD participa activamente en la compra de ordenadores per-
sonales para reducir costos, aumentar la productividad y fortalecer la empresa. 
(Encuestas recientes en EE. UD. parecen indicar que centenares de empresas 
grandes están entrando en esta fase). 
Por consiguiente, tenemos un problema técnico de conexión entre un ordenador 
personal y un ordenador del DPD, problema en el que se involucran asimismo facto-
res de compatibilidad y de integridad y seguridad de datos. 
Resulta más sencillo resolver el problema por el extremo del computador perso-
nal, adicionándole dispositivos de hardware y software para hacerle emular otros 
dispositivos, verbigracia terminales -reconocibles por el ordenador- que modifi-
car el sistema operativo de este último. 
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Toda configuración computador personaVcomputador (cp/c) consta necesariamen-
te de cuatro partes: el computador, las comunicaciones, la interfaz computador per-
sonal/computador y el computador personal. Por supuesto, a su vez, las partes cons-
tan de hardware y software, Creo que la esquematización que Crocker (1984) hace 
de este asunto es adecuada para el nivel de nuestro estudio, por lo que, a continua-
ción, seguiré las principales líneas de su artículo, 
CUADRO 8.9. DIFERENCIAS FUNCIONALES ENTRE LA PARTE DE 
COMUNICACIONES Y LA PARTE DE INTERFAZ COMPUTADOR 
PERSONAIJCOMPUTADOR en una configuración computador personal! 
computador. Adaptado de (Crocker, 1984) 
Comunicaciones Software. Ejemplos: CICS, VTAM, SNA. 
Interfaz cp/c 
Hardware. Controladores, modems, líneas de comunicaciones, 
Funciones, Conexión física, gestión del tráfico local entre múlti-
ples terminales, serialización de la corriente de datos, gestión 
de protocolos y procedimientos de tratamiento de errores. 
Software, Integra los datos comunicados con el nivel de "inteli-
gencia" del computador personal. 
Hardware. Tarjetas de extensión para comunicaciones asíncro-
nas o de emulación, 
Funciones. Aceptar o enviar datos en modo asequible al com-
putador, como si aquéllos provinieran de algún terminal cono-
cido. Establecer un enlace con el computador, a través de un 
sistema de comunicación preexistente. 
La figura 8,2 nos muestra varias configuraciones, En la primera se emula simple-
mente un teleimpresor; en la segunda, la emulación alcanza a las funciones de un 
controlador, lo que se consigue entre la tarjeta y el conversor de protocolos; cuando 
existen varios computadores personales en la organización, una tarjeta emula el ter-
minal ante el controlador correspondiente y ésta es la tercera solución; por último, 
las funciones del controlador y del terminal pueden ser emuladas en una tarjeta co-
nectada al computador personal. 
Las configuraciones anteriores entran en la categoría hoy conocida como "emula-
ción de terminales" dentro de la problemática de conexión cp/c (en inglés, Micro-to-
Mainframe Link), Es un área tecnológica incipiente, aún poco definida, pero que 
está llamada a adquirir gran importancia, En ella, Fertig distingue cuatro tipos de 
soluciones no independientes entre sí: a) emulación de terminales; b) transferencias 
de ficheros; c) correo electrónico; d) aplicaciones integradas (Fertig, 1985, pp, 278-
295), 
El tema no se agota aquí. A las cuestiones tecnológicas se añaden aspectos de 
estrategia, Durante la primera redacción de este estudio (7) se celebró un curso in-
(1) La misma ha programado celebrar tres veces este mismo seminario en 1985 e introduce nue-
vos en el temática aquí estarnos analizando; por ejemplo: "The IBM PC: Impact on the 
Proce~sing Department", "PC Area Network.s" y "Personal COlttputers: How to Get the Maxírnum 
porate Benefit", Y repite en el año 1986, 
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II 
MODO TELEIMPRESOR 
MODO CONVERSOR DE PROTOCOLO 
MODO EMULADOR DE TERMINAL 
TARJETA EMULADOR 1:::::::== 
TERMINAL 
C.P. 
T.E.T. 
C.P. 
MODO EMULACIÓN CONTROLADOR CON UN SOLO TERMINAL 
LINEA MULTIPUNTO 
1I 1I 
T.E.C. 
C.P. 
COMPUTADOR 
Figura 8.2. Configuraciones típicas de la comunicación computador personaVcompu-
tador (adaptada de Cracker, 1984). 
ternacional el primera sobre esta temática-, del que voy a extrac-
tar, para ilustración de mis lectores, las cuestiones que guían su contenido (McQui-
llan, 1984): 
Cómo pueden conectarse computadores personales y computadores. 
Qué aplicaciones se benefician más de la conexión cp/c. 
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Qué nuevos tipos de aplicaciones se crean. 
Cuál es el equilibrio adecuado entre computadores personales y computadores. 
Qué tecnologías cp/c hay disponibles. 
Cómo deberían adquirirse, instrumentarse y gestionarse las anteriores tecnolo-
gías. 
Qué normas técnicas hay que seguir. 
Cuáles son los mejores productos disponibles para cp/c y cuáles son sus relativos 
puntos fuertes y débiles. 
Qué se debe hacer cuando el uso de computadores en la empresa está descoor-
dinado y descontrolado. 
4.4. Interactividad de los computadores personales 
Cabe aún generalizar más el problema, puesto que, si hemos hablado de conecti-
vidad, existen otras posibilidades diferentes a la de la mera dependencia jerárquica 
que se produce en la conexión cp/c, dependencia en la que el computador personal 
actúa efectivamente como un componente de un sistema. 
El computador personal puede integrarse en otras formas cooperativas menos asi-
métricas, por ejemplo en red con otros cps, compartiendo recursos o en dependen-
cia con otros ordenadores personales o dominando una relación con otro tipo de má-
quinas; generalizando, en relaciones diversas con otros elementos de comunicación 
o de computación acordes con aspectos diversos del esqúema organizativo sistémi-
co: intradepartamentales, interdepartamentales (relaciones con otros departamentos, 
incluyendo el DPD) y extra departamentales (relaciones con el entorno de la organi-
zación). 
Así pues, y hablando de forma global, la necesidad de compartir, en la proporción 
que sea, trabajo y recursos informáticos dispersos conduce a resolver seis puntos de 
compatibilidad en los computadores personales, aunque afortunadamente no todos 
se van a presentar a la vez: lenguajes, herramientas de desarrollo, estructuras de 
ficheros, arquitecturas de red, partición de tareas e interfaces humanas (Schwartz, 
1982). 
El último punto amenaza ser el más conflictivo de todos si las posibilidades conec-
tivas se llevan a su extremo, por razón de la complejidad que introduce en la opera-
tiva del usuario controlar mentalmente la variada paleta de comandos que converti-
ría su computador personal en herramienta autónoma (para manejar una hoja elec-
trónica, por ejemplo), en terminal de un computador central, en elemento de una 
red local, en elemento de una red corporativa, en maestro de un periférico especial, 
etc. 
Creo que puede ser ilustrativo mencionar algunos rasgos de un caso concreto de 
desarrollo de una red de computación personal obtenida por transformación de un 
entorno más o menos clásico preexistente. Al tratarse de una organización universi-
taria y no empresarial, me gustaría recomendar se tome este caso no exactamente 
como un modelo metodológico sino como un ejemplo de posibilidades técnicas. 
Me refiero a un acuerdo firmado por la Universidad Carnegie Mellon e IBM para 
desarrollar durante tres años un entorno de computación personal que en 1986 cons-
tará de varios millares de computadores personales, alcanzando los 7.000 en 1990. 
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Todos los estudiantes, profesores, investigadores y personal administrativo tendrán 
acceso a estaciones personales 20 a 100 veces más potentes que los computadores 
personales actuales. 
CUADRO 8.10. ELEMENTOS DE UN PROTOTIPO DE RED DE 
COMPUTACIÓN PERSONAL en desarrollo en la Universidad Camegie 
Mellon (Bray, 1984, p. 39) 
- computadores personales (procesador 32 bits de 0,5 a 2 M-instrucc./seg. Memo-
ria virtual, Memoria principal 500 KB a 1 MB, pantalla al bit y alta resolución 
para gráficos, entrada para gráficos, vídeo y audio, teclado, opciones); 
- racimos de computadores personales (20 a 50 estaciones en cada racimo, acce-
so a impresoras láser y otros periféricos costosos); 
redes de comunicación a dos niveles: redes locales de alta velocidad para los 
computadores personales con servidores de ficheros, unidas entre sí y con 
computadores grandes por una red de servicios. Esta red proporcionará tam-
bién acceso compartido a opciones costosas o de rara utilización, como cálculo 
científico o dispositivos de generación de formas de onda complejas; 
- computadores centrales. 
Las posibilidades técnicas a que hacíamos referencia hace un momento se deri-
van de que los computadores personales de Camegie Mellan serán en realidad es-
taciones potentes de trabajo superiores a los computadores personales actuales. La 
tendencia al desarrollo de estaciones multifuncionales para oficina o para ingeniería 
con vistas a incrementar la eficacia operativa de empresas y laboratorios va a intro-
ducir más complejidad conectiva. 
4.5. Macrocomputer Market Connection 
Sabe ya el lector que las cosas de la informática no se terminan de comprender si 
no se habla de dinero. En el cua:r;to capítulo habíamos reunido unas cuantas cifras, 
que nos mostraban bien a las claras el auge económico de los ordenadores persona-
les con respecto al resto de los ordenadores. El cuadro 8.11 completa algunos de 
aquellos datos. 
CUADRO 8.11. ENTREGAS PREVISTAS (EN MILLONES DE DÓLARES) 
DE LA INDUSTRIA ESTADOUNIDENSE DE ORDENADORES (extraído de 
Intemational Data Co., 1984) 
COMPUTADORES PERSONALES CONJUNTO DE TODOS LOS COMPUTADORES 
1981 3.043 27.710 
1984 14.967 48.210 
1987 27.167 76.610 
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Un sencillo cálculo sobre ellos nos dice que, efectivamente, la participación de los 
computadores personales en el mercado de computadores ha pasado de casi un 11 
en 1981 a un 31 en 1984 y un 35 por ciento en 1987, al menos para la industria esta-
dounidense, (Recuérdese que IBM lanzó su primer computador personal en el últi-
mo cuatrimestre de 1981), 
También allí se manejaba una cifra de negocio de software para computadores 
personales que, redondeándo y para fijar ideas, podía estimarse en torno a los 
$4,000 millones, en 1984, 
Aunque haya que tomar todas las cifras con las debidas cautelas (8), es de una 
palmaria evidencia que una porción sustancial de esas cantidades va a salir de los 
bolsos de las empresas, sean pequeñas, medianas o grandes, puesto que, como se 
ha establecido anteriormente, representan la parte más importante, económicamen-
te hablando, del mercado de computadoras personales. 
Otro aspecto digno de ser resaltado es que el señalado crecimiento de los orde-
nadores personales se tiene que producir, no sólo con base en el potencial de millo-
nes de ciudadanos en las sociedades avanzadas en el terreno de la información, sino 
a costa de absorber una parte del mercado de los otros tipos de computadores. Esto 
se ve claramente en el dominio de la informática empresarial, donde la conexión de 
un computador personal con un computador central se convierte también en una 
operación de conexión de dos mercados diferentes, uno que crece en términos ab-
solutos y relativos y otro que decrece en términos relativos, Sólo las empresas gran-
des, que vienen a gastarse en informática e.ntre el 1 y el 2% de su cifra de negocios, 
según sector de actividad, podrán gastarse en EE, UU, en el período 1984-1990 entre 
12 y 20 mil millones de pesetas (9) en computadores personales (Marion, 1984), El 
mercado mundial de computadores personales para trabajo de empresa se prevé 
alrededor de 25,000 millones de dólares para 1986 (Datapro, 1983, p.M09-050-202), 
Son datos que, incluso con apreciables márgenes de error, iluminan de sorprenden-
te manera el cuadro de la "macrocomputer market connection" (el aspecto técnico-
comercial se ha tratado en el capítulo cuarto) en EE. un y en el resto del mundo, 
Reforzando las ideas anteriores, la tradicional encuesta anual de la revista "Data-
mation", especializada en el campo de la informática de empresas, establece que 
por cada dólar que los 1.083 responsables de DPD encuestados en EE. UD. gasten 
en 1984 en unidades centrales de ordenadores grandes gastarán otro medio dólar 
en computadores personales, Así es como esperan, si bien no están seguros de con-
seguirlo, disminuir la cartera de pedidos de los usuarios y frenar asimismo el aumen-
to presupuestario del DPD (los costes quedarán distribuidos y enmascarados por 
toda la organización de la empresa, este subrayado de paréntesis es mío), El resulta-
do es que el gasto en computadores personales se convertirá en la quinta partida 
por orden de importancia dentro del DPD estadounidense, si la encuesta es signifi-
cativa Y si no, puede que también, dado el poder de arrastre de los sondeos de 
opinión, Todas las empresas importantes de la industria informática se han ido lan-
zando con mayor o menor celeridad, intensidad, perspicacia o fortuna al ruedo de la 
fabricación de computadores personales, 
(8) Como muestra de hasta qué punto hay que ser las ventas de computadores 
personales para 1986 en EE,UU. se estiman en 14.130 1984) o 6.658 millones de 
dólares (Gupta, 1984). La diferencia debe a una distinta del considerado, a una diferen-
cia en el método prospectivo, o, se trata de uno de tantos errores de transcripción? 
(9) Traducción de dólares, cantidad sometida a las fluctuaciones de esta moneda. 
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CUADRO 8.12. PRESUPUESTO TíPICO DE UN DPD EN EE.UU. PARA 
1984 (Manon, 1984) 
PORCENTAJE 
PARTIDA 
1983 1984 
Procesadores de computadores grandes 11,1 10,1 
Minicomputadores 9,4 8,4 
Memoria de masa 3,0 2,9 
Terminales 4,7 4,6 
Sistemas de sobremesa 2,0 1,7 
c.omputadores personales 4,9 4,9 
Consultores 1,8 1,6 
Servicios informáticos externos 4,3 3,3 
Comunicación de datos 2,7 2,9 
Software de aplicaciones 4,3 4,6 
Software de sistemas 2,6 2,8 
Suministros 6,2 6,1 
Personal 29,4 28,4 
Nota: los pOI'cerltajE'!s no suman cien, porque la tabla no especifica otras partidas, como coste de energía, 
locales, 
He aquí, para terminar, los resultados publicados de otro sondeo de opinión en 
EE, UU, durante 1983, realizado sobre una muestra de 2,000 empresas grandes de 
más de 1.900 empleados y alquileres mensuales de informático por encima 
de $50,000, Se obtuvo un 50% de respuestas de sus responsables DPD, quienes, 
acerca del uso de computadores personales por los usuarios finales, se mostraron: 
favorables, algo favorables, 34%; algo desfavorables, 4%; fuertemente desfavo-
rables, 2% (Data Decisions, 1983), 
5. INTEGRACIÓN DE LOS COMPUTADORES 
PERSONALES EN LAS ORGANIZACIONES 
En el terreno de la informática empresarial hay una tendencia clara a dar cada 
vez más cancha a los upuarios finales, Se ha mostrado en apartados anteriores, ex-
presada estadísticamente ,como desideratum, Lo que no está claro es cómo, 
Primero fue el Infocentro (Centro de Información) que, basado en un computador 
grande o en un minicomputador, da servicios de informática a los usuarios finales a 
través de terminales, Parece que la eficacia de estos centros depende técnicamente 
de la adecuación y uso de software orientado a "lenguajes de cuarta generación", 
Los lenguajes de 4,a generación son lenguajes no procedimentales y sistemas 
cos para manejar de forma simple (relativamente) potentes programas de consulta 
interactiva a bases de datos, de generación de informes, de planificación financiera, 
de proceso de texto, de mensajería electrónica, etc, AhOIa, la aparición de los com-
putadores personales plantea las cosas de manera diferente, puesto que la iniciativa 
pasa también a las manos de los propios usuarios finales y se crea un entorno poten-
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cíal de disgregación informática. Cuando la solución del infocentro no está ni mucho 
menos estabilizada (lO), los cps plantean nuevas posibilidades y nuevos problemas. 
5.1. Responsables de DPDs: ¿hacia infocentros con 
terminales inteligentes? 
Poniendo la en el suelo con el fin de percibir hacia dónde cabalgan los res-
ponsables de los DPD, se diría que, si pueden, intentarán hacia una espe-
cie de Infocentro con los cps a él conectados todo lo qu~ sea posible. En la encuesta 
citada hace unos momentos, ante la pregunta ¿qué servicios deberá cubrir el DPD?, 
90% de los responsables responden que proporcionar acceso a los datos centrales; 
88%, dar formación y asesoramiento (un 70% piensa que deberían participar en la 
decisión de compra del cp); 69%, identificar paquetes de aplicación. 
Encuestas posteriores, aunque de menor envergadura, parecen confirmar que el 
mismo concepto de "infocentro" evoluciona en el sentido de asumir los computado-
res personales, enfatizándose el nuevo papel de los informáticos en tareas asisten-
ciales y educativas respecto de los usuarios (Guimaraes, 1984): la histórica misión so-
cial de alfabetizar informáticamente su entorno humano inmediato. Ditlea describe 
algunos casos concretos de empresas estadounidenses que han afrontado decidida-
mente sus responsabilidades en este sentido (Ditlea, 1985). 
En definitiva, los objetivos son bastante nítidos y se han detectado algunos obstá-
culos serios, básicamente las compatibilidades, la integridad y seguridad de qatos, y 
la conexión a los computadores. No es poco, desde un punto de vista práctico. 
5.2. Propuestas de metodologías y estrategias de integración 
Pero donde el desconcierto es patente" es en el terreno de los métodos y estrate-
gias, las propuestas que se han hecho son un modelo de trivialidad y no merecen 
ser recogidas en un libro tan serio como éste. Éste es un campo en el que se tiene 
que trabajar duro los próximos años, El cuadro siguiente proporciona algunas ideas-
guia interesantes, 
5.3. Computadores personales MMC 
A todo esto, a las opiniones, estrategias organizativas y planteamientos técnicos 
van sumándose ciertos hechos que los refuerzan o los diluyen, según los casos, Son, 
fundamentalmente, las herramientas de hardware y software materialmente disponi-
bles en cada momento del proceso, 
Antes, se ha hablado de la esperanza de los responsaqles DPD en reducir, vía los 
computadores personales, la cartera de pedidos sin servir, Es discutible que una 
cosa así pueda conseguirse sin más ni lo mismo que también es discutible que 
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CUADRO 8.13. PROPUESTAS DE ACCIÓN DEL DPD ANTE EL 
SURGIMIENTO DE LOS COMPUTADORES PERSONALES en el campo de 
la informática de empresas (Ewers, ¿1983?) 
¿Qué puede hacer el DPD? 
- Familiarizarse internamente con los cps y explotar su capacidad. 
- Estudiar cuáles son sus aplicaciones más adecuadas a la situación. 
- Proporcionar a los usuarios herramientas tales como paquetes gráficos. 
- Ayudar a expandir potencia informática local en tareas de gestión. 
- Dar a los programadores del DPD la oportunidad de usar cps en su propio tra-
bajo. 
¿Cómo puede el DPD devenir un aliado? 
- Convirtiéndose en un centro de conocimiento y de asesoramiento para los 
usuarios finales. 
- Actuando como correa de transmisión del software para cps disponible o de-
sarrollado internamente. 
- Compartiendo normas y procedimientos de desarrollo y mantenimiento de 
software con quienes desarrollen aplicaciones para los cps. 
- Permitiendo vías de acceso cp/c. Primero, ayudando a acceder al computador 
en tiempo compartido. Segundo, sugiriendo cantidades pequeñas apropiadas 
de datos transferibles al cp para su manejo desde éste. Tercero, permitiendo 
la transferencia dé datos desde el cp al computador para ulterior tratamiento 
en éste. Cuarto, facilitando acceso directo a los datos centrales, como si el 
computador personal fuera un nodo de una red de proceso de transacciones o 
una herramienta para utilizar lenguajes de consulta. 
- Desarrollar experticia en oficina automatizada, especialmente en proceso de 
texto y conducir a los usuarios a través de sus posibilidades. 
- Explorar las ventajas del desarrollo de aplicaciones con computadores perso-
nales para computadores grandes, aprovechando su nada despreciable poten-
cia y su mucha menor complejidad relativa frente a la de estos últimos. 
ello se logre reduciendo el mercado de los computadores grandes, e incluso podría 
suceder lo contrario si llevan razón quienes creen que los computadores personales 
van a resolver la cartera oculta (pedidos no formalizados por clara inadecuación a 
los computadores grandes) y entrenar de paso a los usuarios. De cumplirse esta hi-
pótesis, se confirmaría una vez más que los computadores constituyen un universo 
en perpetuo cambio y expansión. 
Pero además, hay que contar con la fuerza de otros universos particulares, que, 
dentro de ese universo, lucha, por expandirse también. Nos referimos a los fabrican-
tes de computadores, que han visto en este segmento cp/c de comunicación inter-
263 
Computadores personales 
mercados un campo de batalla lleno de oportunidades o de peligros, a cada cual 
según le toque, Ahí ha surgido el computador personal MMC (Macrocomputer Mar-
ket Connection) que, muchas veces, no es otra cosa que un computador IJCJ'""V.UOl 
especializado mediante adicionales y software para emular terminales de 
amplia difusión, Su misión: captar mercados (o conservarlos), 
Veamos dos tipos de de entre las diversas posibles, La primera ope-
ración no es especialmente maquiavélica. La conduce el vendedor "Y", quien le con-
vence a Vd, para que sustituya el terminal XX, conectado al computador X, por un 
computador personal YY, que actúa como terminal XX y además como computador 
personal YY (hoja proceso de texto, etc,) autónomo, Vd, gana en el cam-
bio. También el vendedor de YY. El único que pierde es el vendedor de XX 
dedor "X"). A lo mejor -aunque esto ya es más difícíl-, puede llegar a perder has-
ta el computador X, porque, corriendo el tiempo, a Vd. llegarían a convencerle asi-
mismo de que hay un computador Y, más potente y barato que X, y mucho más 
adaptado a YY que X. 
CUADRO 8.14. COMPUTADORES MMC ANUNCIADOS A FINALES DE 
1984 POR mM (Data Communications, 1984) 
XT/370: a) computador personal estándar 
b) terminal IBM 3277 
c) puesto de trabajo VMlCMS para ejecutar programas residentes en un 
computador principal con arquitectura 370. 
consta de 3 microprocesadores, un MC68000 estándar y otro 
MC68000 a la medida, que ejecutan instrucciones 370 de punto fijo 
de control, y una versión a la medida del 18087, para las instruc-
de punto flotante (ll) 
se anuncia con hasta 4 MB de memoria virtual. 
disco rígido de 10 MB o 20 MB. 
3270 PC: A través del controlador 3274 se comunica con cuak¡uier IBM 370, 308X 
o 43XX, conexiones soportadas por los protocolos de IBM SNAlSDLC y 
BSC, controlando hasta siete ventanas por pantalla, teóri-
camente a siete sesiones distintas en otros tantos terminales. 
se anuncian tres versiones, con memorias entre 256 KB y 640 KB.: 
(ll) Es un sistema multirnicroprocesador, nucleado por el hardware del IBM XT. que corre bajo el softwa-
re VWJPC (Virtual Computer). El sistema operativo VMJPC es un monousuario, 
Provee una (Conversational Monitor System), con para soportar la 
mayoría de las para ejecutarse bajo CMS. 
El PC XT/370 de un XT y tres tarjetas adicionales, que llaman PC/3277EM, PC/370-P y PC/370-
M La primera un terminal 3277-2 proporciona enlace de alta velocidad para transferir entre 
el XT/370 y un sistema 370. En la tarjeta se encuentran en el 
cuadro 8.14, una conectada con la tarjeta tipo 
RAM de Todos circuitos utíli7m1 tecnología MOS LSI al respecto Anexo sobre 
Microprocesadores): 
Me parece este sistema un buen ejemplo a la vez de las posibilidades de la m~:~li~~~~~rr!;~l;~f 
para un versátil diseño (modularidad, interfaces, compatibilidades y todos esos arti:lugrios a: 
capítulo 3) y la sofisticación técnica a la que puede llegarse en la lucha por los los lecto-
res técnicos se recomienda la lectura de un artículo muy claro, en que expuestos la 
hlstona, las modo de funcionamiento y la estructura de ¡as tarjetas de este sistema, cuya refe-
rencIa es 1984), . 
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CUADRO 8.14. COMPUTADORES MMC ANUNCIADOS A FINALES DE 
1984 POR mM (Data Cornm1ll1ications, 1984) (Continuación) 
- teclado combinado entre computador personal IBM PC y 3270. 
- se anuncia al tiempo un programa de transferencia de ficheros. 
Otros productos MMC: Adaptador para terminales 3278/3279. Conecta los compu-
tadores personales PC y XT vía controlador 3274 con un 
computador grande para usar programas operables des-
de 3278-2 y 3279-2A o S2A 
La segunda operación es sin duda más astuta, poderosa y menos trabalenguas, 
porque sólo utiliza la letra X. Se basa en el viejo aforismo militar de que "la mejor 
defensa es el ataque". La conduce el vendedor "X". 
Éste le vende a Vd. un computador personal XXX, que sustituye ventajosamente al 
terminal XX y que actúa como computador personal XXX y como el computador 
grande X encima de una mesa. En teoría (si todo funciona y Vd. es capaz de utilizar 
X, XX y XXX), Vd. gana. El vendedor "X" gana porque controla su mercado de los 
personales, el mercado de la interconexión y su mercado de los grandes. El vende-
dor "Y" no gana,porque su operación se basaba en que el vendedor "X" no jugaría 
esta baza o la jugaría demasiado tarde. 
Lo interesante es que estas jugadas no son invención sino realidad esquematizada. 
Diferentes constructores de minicomputadores, computadores personales o de tarje-
tas especializadas han ofertado sus soluciones YY emulando, por ejemplo, los termi-
nales IBM 3270. IBM que controla aproximadamente el 70% del mercado de compu-
tadores grandes ("mainframes") y ocupa el primer lugar de cifras de venta de com-
putadores personales, responde con sus computadores personales MMC 3270 PC y 
XT/370 (12). Si traigo aquí un dato comercial es por su significación potencial sobre 
el tema de este capítulo. 
Así es la vida en informática. Algunas de las dudas que pudieran cocerse en las 
mentes de los responsables DPD o en las nuestras son a menudo generosamente 
despejadas por nuestros fqbricantes favoritos. Lo que se dice por la fuerza de los 
hechos, que, por cierto, refuerzan el asentamiento y favorecen la puesta en práctica 
de las ideas-guía del cuadro anterior (a condición de permanecer con el mismo fa-
bricante, claro). 
Por encima de los anteriores considerando s y vacilaciones, el Grupo Diebold pre-
dice la evolución de material de informática personal afectando a los empleados que 
trabajen con información en las empresas (se supone que estadounidenses), hasta 
incluir en 1990 a todos los gerentes y ejecutivos, de la siguiente forma: 
1980: Terminal pasivo interconectado con aplicaciones específicas en ordenadores 
grandes o con servicios de teleproceso. Estación típica: sin procesador, visualización 
(12) MMC son unas siglas inventadas por este autor. No se encontrarán en ningún manual o folleto. 
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de 2.000 caracteres, entrada por teclado, memoria inexistente, copia dura inexis-
tente. 
1985: Computador personal con emulación pasiva de terminal y capacidades de 
transferencia de ficheros, más ejecución limitada, locél.l y específica de algunas apli-
caciones como hoja electrónica. Estación típica: procesador con micro de 16 bits, vi-
sualización de 300 Kpixels, entrada por "ratón" y teclado, memoria 10 Mbytes, copia 
dura por impresora de chorro de tinta. 
1990: Estaciones inteligentes y personalizadas, producto de la evolución de los 
computadores personales. Ejecución local de aplicaciones cortadas a la medida del 
puesto de trabajo. Estación típica: procesadores con 1 a 4 micras de·32 bits, visuali-
zación de 1-2 Mbytes, entrada por voz, pantalla táctil y teclado, memoria disponible 
de 200 Mbytes, copia dura por impresora de láser de texto y gráficos. 
6. A NUEVAS TECNOLOGíAS, ¿VIEJOS OBSTAcULOS 
MENTALES? 
Acabo de examinar algunas cuestiones, de cuyo análisis parece desprenderse el 
camino que podría tomar, que acaso esté tomando ya, la informática personal em-
presariaL No se aprecian incoherencias en las posturas esbozadas, aunque debemos 
recordar que en cierta manera sólo son hasta ahora estados de opinión de responsa-
bles de grandes DPDs estadounidenses ante una nueva situación, y predicciones de 
firmas especializadas, sobre cuya capacidad de acierto siempre pueden albergarse 
reservas, que sólo el tiempo nos despejará 
Visto el tema desde cabría pensarse que ante las implicaciones de esta 
nueva situación es razonable investigar una perspectiva más en la que se 
escuchen otras voces, además de las de los susodichos responsables profesionales 
de la informátíca. Los párrafos que no pretenden ser elementos de solución 
sino elementos, una pizca provocadores, de reflexión, para ayudar a delimitar un 
campo más global de soluciones. 
posible olvidar, por ejemplo, que el camino aparentemente ya trazado tiende 
a aglutinar determinados intereses? Nadie podría negar que la conexión a los com-
putadores centrales, la definición de normas y compatibilidades, la formación y el 
asesoramiento dejarían en las manos del DPD el control de las líneas de fuerza de la 
información en la empresa, 
Por otro lado, ¿quién es capaz de asegurar hoy que ya se ha escrito el cuaderno 
definitivo con las fases posibles de las relaciones usuarios finales/DPD en las empre-
sas? Sin necesidad de especular en exceso, una cuarta fase podría ver cómo usua-
rios finales, una vez adquirida cierta experiencia, se autonomizarían crecientemente 
del DPD, provocando nuevas y probablemente más imaginativas formas organizadas 
de la informática empresarial. Comprender que tal cosa puede efectivamente suce-
der-requiere distanciarse de la informática, aunque sólo sea por unos momentos, 
Con el permiso del lector, utilizaré en parle el método de la parábola o la metáfora, 
que, entre otras ventajas, introduce un cambio de época y de ritmo. 
Empezaremos alejándonos en el tiempo y en el espacio, intentando escuchar la 
música de las esferas, 
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6.1. La música de las esferas 
Hubo un tiempo en que se creyó que el lenguaje de la naturaleza eran los núme-
ros. Pitágoras (siglo VI a.e.) encontró una relación básica entre la armonía musical y 
la matemática. Las notas con sonido armónico se producen en la cuerda al dividirla 
en un número preciso de segmentos: dos, tres, cuatro partes iguales, y así sucesiva-
mente. 
Los pitagóricos llegaron a la conclusión de que las dimensiones características de 
la naturaleza debían ser simples números que expresaban armonías y que, por con-
siguiente, se podrían calcular las órbitas de los cuerpos celestes (representados por 
los griegos como esferas de cristal alrededor de la Tierra) relacionándolos con los 
intervalos musicales. Para ellos, los movimientos de los cielos eran la música de las 
esferas. 
El triángulo rectángulo representa una caracterización fundamental del espacio en 
que nos movemos y Pitágoras lo tradujo a números. Cuando demostró su teorema, 
mandó sacrificar cien bueyes en agradecimiento a las musas. Las leyes que regulan 
el universo son exactas y se expresan matemáticamente. 
Newton, ya en el siglo XVII de nuestra era, no pudo ofrecer un sacrificio tan 
cruento, pero probablemente experimentó sensaciones parecidas cuando estableció 
un grupo de leyes que representaban exactamente la música de los cuerpos celes-
tes. 
Hace pocos años, Einstein tuvo que abandonar este mundo cruel sin conseguir lo 
que tanto buscó en sus últimos tiempos: la expresión unitaria (una especie de parti-
tura musical) de todas las fuerzas materiales que operan en nuestro universo. 
Con todas las variantes que se quiera, el hombre ha venido aplicando esta metáfo-
ra de la música de las esferas a toda su actividad técnica y científica y ha consegui-
do, entre otros logros, comprender, componer y ejecutar la música de esas esferitas 
llamadas electrones en su movimiento en el seno diminuto de los materiales semi-
conductores (circuitos integrados) por medio de los computadores. 
6.2. Leyes empíricas de las organizaciones humanas: 
Parkinson, Peter y Cía. 
Sin embargo, el intento del hombre de descubrir leyes explicativas o predictivas 
sobre el comportamiento humano no se ha visto compensado por el mismo éxito, si 
es que ha tenido alguno. Parecería como si la naturaleza humana se resistiese a ver-
se atrapada por la cómoda armonía de los números. Quizá suceda que el hombre 
lleva poco tiempo investigándola en serio o que no emplea la metodología apro-
piada. 
Comoquiera que sea, es lo cierto que la informática de empresa se localiza en una 
encrucijada donde se encuentran dos corrientes mutuamente desequilibradas. De 
una parte, la tecnología de los computadores que, más que un hecho, es un proceso 
en marcha hacia el dominio creciente de la música de las esferas (recuerde el lec-
tor Que incluso el primer computador personal se refería a los movimientos del Sol y 
de la Luna). De otra parte, la organización humana en colectivos dotados de finali-
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dad, a la que aquí se ha llamado ge:nel~IG¡llllI8me empresa y en la que se ponen de 
manifiesto algunos aspectos del humano. 
Pues bien, el desequilibrio reside en la circunstancia de aplicar una herramienta 
que se conoce muy bien, un producto avanzado y glorioso del pensamiento racional, 
el computador, al servicio de las acciones de una organización que se conoce mal y 
que tiende a comportarse en una mezcla incógnita (tal vez también incognoscible) 
de componentes racionales e irracionales. 
En el terreno específico de esta moderna concepción humana que es la empresa 
puede aceptarse que la falta de tiempo (si, como se ha dicho, no fueran razones más 
profundas) haya impedido la aparición de los o Newtons versión social. Se 
han elaborado muchas teorías acerca de las organizaciones, empezando por la orga-
nización científica del trabajo, y pasando por la escuela conductista, el movi-
miento matemático, el movimiento psicosociológico y la escuela neoclásica o movi-
miento empírico, hasta llegar a la teoría de sistemas y sus derivados (Lussa-
to, 1972). 
A mi modesto entender, han sido Parkinson, Peter y otros grandes observadores 
quienes se han aproximado más a expresar universales del comportamiento 
en este tipo de organizaciones. Sin duda son que dibujan la vertiente de com-
portamiento irracional y es por ello que actúan como descriptoras del campo de 
constricciones delimitadoras de la acción humana V~~';UJ.w .. ,uuu. 
No tienen ni pueden tener carácter numérico. 
Es problemático medir el aumento de entropía del en tanto que magllÍ-· 
tud definidora de su grado de caos y homogeneización. En la empresa ocurre algo 
semejante. Parkinson y otros nos han dado una aproximación cualitativa de las moda-
lidades que adopta el crecimiento de la incapacidad para realizar trabajo útil dentro 
de (por) las organizaciones humanas. 
¿Quién no conoce la ley de Parkinson o el de Peter? "El trabajo se ex-
pande hasta llenar el tiempo disponible para su "'JC \"U'wlU 11 , "En una jerarquía todo 
empleado tiende a ascender hasta su nivel de 
Pues bien, los hombres, al disponer del ordenador, lo han aplicado a sus organiza-
ciones, por lo que la actividad resultante, llamada informática de empresa, como tal 
actividad organizada ha incurrido en el riesgo de caer bajo el dominio de estas le-
yes. En efecto, ha caído. Y sigue cayendo. En concreto, mucha de esa actividad se 
ha aplicado a diseñar y construir sistemas, que se han visto inevitablemente impreg-
nados de distintas influencias entropizadoras. 
Se ha observado un empecinamiento, más frecuente de lo que los informáticos es-
taríamos dispuestos a admitir públicamente, en afrontar la realidad de la informática 
empresarial con el espíritu mágico pitagórico de la música de las esferas. Quizá sea 
una traba mental inconsciente y propia de la cultura que hace depositar 
más fe de la precisa en la capacidad intrínseca de la cosa que el lector 
atento a los apartados 8.5. (sobre informática y complejidad) y 8.8. (sobre axiologiza-
ción de la informática) del capítulo anterior no puede extrañarse en absoluto de que 
suceda. Lo curioso es que tal espíritu puede entrar en extraña resonancia con el fe-
nómeno conocido por efecto Qwerty (Papert, 1980). 
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CUADRO 8.15. ALGUNAS FORMAS DE MATERIALIZACIÓN DE LAS 
LEYES DE LA INEFICACIA HUMANA EN INFORMATICA 
Despilfarro de las posibilidades del ordenador, situación en absoluto incompati-
ble con su saturación; 
Incapacidad del DPD como conjunto para resolver con un mínimo de eficacia 
los problemas informáticos de la empresa; 
Ascenso a responsable del DPD o jefe de Proyecto del mejor técnico en análi-
sis o en programación (modalidad harto frecuente del principio de Peter); 
Los proyectos de desarrollo de software caen, si no se ejerce una vigilancia ex-
trema, en alguno de los numerosos y disimulados cebos que se esconden tras 
esas leyes, a las que hay que vencer con esfuerzo como a la ley de la gravedad 
(véase cuadro aparte, referido a leyes de los proyectos de software; también es 
interesante consultar Brooks (1982) para un tratamiento serio de este tema y Gall 
(1977) para un tratamiento más desenfadado); 
Los repertorios de instrucciones de los computadores son una muestra acabada 
de cómo se ha dedicado un trabajo humano ímprobo (ya hace tiempo que se de-
mostró que los proyectos informáticos dejan pequeña la ley de Parkinson) a crear 
una colección de reglas, sentencias o formatos de las que luego se utiliza sólo una 
mínima parte (recuérdese la arquitectura RISC, en el capítulo 2). 
CUADRO 8.16. LEYES Y PRINCIPIOS DE LOS PROYECTOS DE 
SOFTWARE y de la naturaleza humana (en relación con los proyectos) 
LEY DE PARKINSON: El trabajo tiende a ocupar todo el tiempo disponible para su 
ejecución (Ley del mínimo esfuerzo, o de la voluptuosidad de los trabajos). 
LEY DE BROOKS: Añadir gente a un proyecto retrasado lo retrasará aún más (Ley 
estadística de los proyectos). 
PRINCIPIO DE PETER: Toda persona tiende a ascender hasta su nivel de incompeten-
cia (Ley de las jerarquías humanas, aplicable por tanto a responsables de DPD, 
jefes de Proyecto y otras categorías informáticas). 
LEY DE MURPHY: Las cosas pueden empeorar más allá de todo límite. Corolario de 
GALL: Un sistema complejo puede fallar de un número infinito de formas. (Ley 
del pesimismo integral, o de la negrura generalizada; de raro cumplimiento.) 
PRINCIPIO DE CLAUSEWITZ: El movimiento de un grupo de personas se por la 
velocidad de las más lenta (Principio elemental para la planificación tareas, 
arduo de llevar a la práctica por la dificultad de saber quién o qué significa ser 
más lento). 
6.3. El efecto Qwerty 
Seymourt Papert utiliza la metáfora del teclado Qwerty para simbolizar el fenóme-
no de construcción de fuerzas de reacción en el interior de tecnologías nuevas. La 
disposición Qwerty no obedece a causa lógica alguna -nos dice- sino al objetivo 
de minimizar las colisiones, separando a tal fin las teclas que aparecían más frecuen-
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temente en secuencia inmediata. Superado el problema técnico que provocaba el 
atascamiento de las teclas en las primeras máquinas de escribir, el teclado Qwerty 
se ha convertido en norma, pese a la existencia de otros sistemas más "racionales" 
(he aquí un de los estándares que no se había señalado en el capitulo 4). 
Papert utiliza su metáfora para argumentar acerca de la persistencia de ciertas 
sub culturas informáticas lingüísticas, concretamente el Basic, frente a lenguajes más 
adecuados para la introducción educativa de los niños en el mundo de la informáti-
ca, y del perjuicio ¡:'UJU¡:"YU'l:7l,lll:7. 
No voy a retomar aquí el asunto del Basic, por aquello de que sea el lenguaje de 
uso más extendido en los computadores personales, Sencillamente, pretendo termi-
nar este capítulo señalando que el efecto Qwerty está muy extendido entre los pro-
fesionales informáticos y habrá que considerarlo como un factor en modo alguno 
desdeñable á la hora de analizar y diseñar soluciones para la informática personal 
en las empresas (especialmente). 
Hay que preguntarse si no serán manifestaciones de efecto Qwerty los apegos de 
muchos informáticos a determinadas tecnologías, metodologías o formas de organi-
zar la informática. ¿No tendrá algo de efecto Qwerty el modelo de informática perso-
nal inferido de las encuestas a responsables de DPDs, que asigna a los cps el papel 
de aligerador de funciones de proceso y de terminal inteligente en servicio 
de acceso remoto a bases de datos suministradas y mantenidas centralmente? 
Tal vez haya en el fondo una causa objetiva que coadyuva a reforzar la presencia 
del efecto Qwerty: el peso de la base de software instalado, cuyo valor estimado es 
de muchos cientos de miles de millones de dólares, conseguido en su gran mayoría 
a través de muchos y lentos ciclos de vida. Tal vez sea todo consecuen-
cia de una de orden que, según algunos, afecta a los sistemas construi-
dos por el ser humano: "un sistema que realiza una determinada función u opera de 
una determinada manera continuará haciéndolo así con independencia de las nece-
sidades o del cambio de condiciones" (Ley newtoniana de la inercia de los sistemas, 
Gall, 1977). 
Asimismo puede haber síntomas de efecto Qwerty en concepciones como la si-
guiente: "Hay una línea que divide la informática del usuario final y la de la progra-
mación profesional. Los usuarios finales pueden cruzar la línea, pero solamente devi-
niendo programadores, A la los programadores que cruzan la línea se con-
vierten en usuarios finales" (Brown, 1984), Como se ve, ésta es una visión estática, 
ciertamente no carente de lógica, pero que tiende a desconocer que la tecnología 
de los computadores personales cambia las cosas, en el sentido de generar una fi-
gura nueva, la de los exformáticos (véase capítulo 5), que no es ni el usuario final 
que conocemos ni el informático: una figura nueva, que requiere ser considerada 
también a través de concepciones e ideas nuevas. 
7. RESUMEN 
De entre todas las áreas aplicativas del computador personal. aquella en la que es 
posible establecer de forma más tangible una relación entre el dinero gastado en el 
computador y sus frutos es el área de la empresa. Por ello, no es extrafio que ésta 
represente el segmento económico más boyante para la industria informática, En 
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Microhistoria curiosa sobre teclados y hábitos sociales 
Aviso: esta historia tiene un interés práctico para termina listas, porque la mayoría de usuarios 
de computadores personales escribimos con dos dedos y ¡mirando las teclas! Nosotros debe-
mos tomarla en sentido anecdótico dentro de la metáfora del efecto Qwerty. 
Se dice que fue el ingeniero Sholes, inventor nacido en Pennsylvania, quien diseñó el primer 
teclado Qwerty, con la finalidad práctica de evitar el atascamiento de las teclas después de 
haber sido pulsadas. Para ello, situó los caracteres de manera que no fueran contiguos aquellos 
que hubieran de ser pulsados en secuencia. Fue un diseño acorde con la tecnología de su 
tiempo. 
Casi cien años después, un psicólogo de la Universidad de Washington, de apellido muy mu-
sical, August Dvorak, inventó otra disposición del teclado para contrarrestar los efectos negati-
vos del teclado de Sholes, pasando en 1975 a mejor vida sin haberlo conseguido en absoluto. 
Incluso la empresa Smith-Corona comercializó el teclado Dvorak durante varios años, retirán-
dolo debido a su poca demanda, lo que sucedió por tratarse de una idea lógica, sencilla, bara-
ta y conveniente, enfrentada a un hábito muy arraigado (WP, 1985). 
Dvorak situó las cinco vocales y las cinco consonantes más frecuentes del vocabulario inglés 
de trabajo en la línea central del teclado, conjugando los beneficios del saber ergonómico y 
del productivismo, en aras de los siguientes resultados: máxima velocidad y mejor conserva-
ción con menor fatiga de las manos, porque las palabras se agrupan naturalmente bajo los de-
dos y éstos tienen que desplazarse menos. 
Que se hayan perdido batallas no quiere decir que se haya perdido la guerra contra el tecla-
do Qwerty. Siguen existiendo teclados seguidores del diseño Dvorak, como el teclado "Mal-
tron", cuya disposición hasta se conforma a las palmas y ángulo natural de las manos para au-
mentar la velocidad del operador humano y reducir su fatiga (Hammond, 1984, p. 104). Nadie 
sabe cuántos años serán precisos para generalizar diseños tan racionales. 
este capítulo se ha hecho un análisis de la problemática que rodea la utilización del 
computador personal en las empresas, de las tendencias entrevistas de implantación 
y de algunas barreras mentales latentes en la práctica de la informática profesional. 
Es un campo muy nuevo, así que los próximos años habrá que estar ojo avizor, a ver 
cómo se va desenvolviendo este asunto. 
Se ha distinguido entre incorporar el computador personal a empresas grandes o 
a empresas pequeñas, entendiendo que la diferenciación de éstas no es tanto por su 
tamaño como por contar o no con un departamento de proceso de datos. 
Por lo que se refiere a la empresa pequeña, la adecuación técnica y económica 
de los materiales y del software del computador personal a sus necesidades es, en 
líneas generales, teóricamente buena, pero existen obstáculos típicos que se resu-
men en la inmadurez de los usuarios y en la salvaje eclosión del mercado. Son los 
paquetes de software (programas-producto) la clave del éxito de esta informática 
desasistida, por lo que e9 preciso que su operativa se simplifique aún más y su fiabi-
lidad alcance cotas por lo menos razonables. 
La aparición del computador personal en las empresas grandes es muy semejante 
a la aparición de un cuerpo extraño en un organismo cualquiera. Efectivamente, la 
informática personal irrumpe allí donde ya reina una informática profesional organi-
zada. Las circunstancias dibujan un terreno de juego, cuando aún no se ha consoli-
dado el actual, en el que se debaten intereses y deseos no siempre convergentes. 
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De un lado, los usuarios, muchas veces descontentos del servicio del DPD, ven 
alimentado su deseo de independencia por las virtualidades (no siempre realiza-
bles) -material barato y software ad hoc, llave en mano y simple de utilizar- atri-
buidas a los computadores personales. 
A los informáticos de la empresa, los computadores personales se les aparecen 
como una prótesis ventajosa para descargar la cartera de pedidos sin servir y para 
reducir los aumentos presupuestarios, y como una amenaza contra la coherencia in-
formática y la integridad y seguridad de los datos. Las encuestas muestran que su 
enfoque más probable, en los casos propicios a la aceptación de los computadores 
personales se orienta a controlar su introducción en la empresa proporcionando ase-
soramiento y formación a los usuarios y a promover con fuerza la integración de ma-
teriales y software mediante medidas selectivas sobre calidad, compatibilidades y 
conectabilidad a los grandes computadores y redes. 
Genéricamente, ambos lados llevan su parte de razón, de manera que el resultado 
del juego consistiría en diseñar en cada circunstancia concreta un punto de equili-
brio (mejor, una trayectoria de puntos de equilibrio, puesto que las condiciones de 
entorno cambian continuamente). Pensamos que esta situación nueva, valorada en un 
primer momento negativamente por muchos informáticos, puede traer a medía plazo 
efectos muy positivos si se maneja con una adecuada amplitud de espíritu. 
Pero también entran en liza y ¡de qué manera! intereses comerciales. Las cifras de 
mercado de computadores personales para aplicaciones empresariales ocupan el 
primer puesto y, como se ha visto, guardan estrecha relación con el mercado tradi-
cional de computadores para informática empresarial, asimismo en primer lugar con 
las cifras impresionantes de todos conocidas. Los grandes productores de computa-
dores han iniciado de forma muy decidida los movimientos de sus peones en el ta-
blero de juego y tienen la intención de decir muchas cosas. 
Todos estos puntos se han examinado con detalle en este capítula, excepto la in-
fluencia de los grandes fabricantes que, con su oferta, constituirá con toda probabili-
dad la fuente principal de posibilidades técnicas y metodológicas que configurarán 
la informática personal empresarial. Pienso que, por extensión, este aspecto habrá 
quedado suficientemente claro después de leer el capítulo 4. 
Como complementos y elementos de contraste intelectual, se han aportado algu-
nas reflexiones críticas acerca de las expectativas a veces ilusorias de los usuarios, 
de los planteamientos tantas veces reaccionarios (o simplistas) de muchos informáti-
cos profesionales y de las ideas abiertas por el potencial latente en el proceso evo-
lutivo de los computadores personales. 
El capítulo se ha construido con el doble propósito de presentar estructuradamen-
te el tema para dotarle al lector de una esquema conceptual con el que afrontarlo 
ahora y en un futuro próximo y, al mismo tiempo, para empujarle a una toma de posi-
ción. Con tales alineamientos, un tratamiento estrictamente técnico quedaba fuera 
de lugar. 
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1. INTRODUCCIÓN 
Como hipótesis de partida, todos los lectores de este libro tienen una idea prevía, 
más o menos precisa, de lo que es el software. Este capítulo pretende sólo reforzar 
y ampliar en forma muy esquemática algunos conceptos. 
Responder a la pregunta ¿qué es el software? no es tan sencillo como a primera 
vista parece y puede hacerse de muchas formas, desde la extensa y probablemente 
excesiva definición de diccionario/glosario recopilada en el cuadro 1 hasta la poéti-
ca forma con que se despacha un informático aventajado como Álan Kay: "Los orde-
nadores son a la informática lo que los instrumentos a la música. La programación, o 
software, son las partituras ... " (. .. ) "Un mensaje intangible que toma cuerpo en un me-
dio material: tal es la esencia del software de ordenador" (Kay, 1984). Complementa-
riamente, otro autor como Fox, más acostumbrado al software a gran escala, se sien-
te en la necesidad de precisar que el software es un conjunto de programas en inte-
racción (Fox, 1982, p. 2). 
CUADRO 1. UNA DEFINICIÓN DEL TÉRMINO SOFTWARE 
(IBM, 1975, p. 386) 
Conjunto de programas, métodos y procedimientos, reglas y, en su caso, docu-
mentación anexa, relacionados con la explotación, funcionamiento y manejo de un 
sistema de proceso de datos. 
Entre los elementos que constituyen esa dotación o soporte se encuentran los 
programas o rutinas internos, las ayudas de programación de tipo diverso, los ge-
neradores de programas y rutinas, las bibliotecas de rutinas y subrutinas, los com-
piladores, los sistemas operativos, los manuales técnicos, los diagramas de circui-
tos, los programas de aplicación, las técnicas de programación e incluso la docu-
mentación relacionada con el ordenador. 
Es decir, hablando del software en abstracto, éste viene a ser un conjunto multi-
funcional de elementos intangibles. Por eso, Fox insiste una y otra vez en que para 
referirse a un software concreto o a una modalidad concreta de software es impres-
cindible adjetivar esta palabra que encierra tantas y tan distintas posibilidades. Así: 
software de sistemas, software-producto, software-proyecto, software de soporte, 
software de prueba, software grande, software de tiempo real, software de aplica-
ción, software interactivo, etc. (Fox, 1982, p. 87). 
2. CATEGORíAS DE SOFTWARE 
Es comúnmente admitida la siguiente clasificación del software en grandes cate-
gorías: 
a) Software del sistema o de base 
Caen en esta sección colecCiones de programas como el sistema operativo, el 
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sistema de gestión de base de datos o el sistema de comunicaciones, Las fun-
ciones esenciales de un sistema operativo consisten en gestionar los recursos 
del sistema: procesadores, memoria principal, periféricos, ficheros y procesos, 
El sistema operativo asume tareas de contabilidad, planificación y protección, 
Sus funciones son imprescindibles durante la ejecución de cualquier programa, 
Con implacable lógica cartesiana, los franceses lo denominan Sistema de Ex-
plotación, 
b) Software soporte o de desarrollo 
Es la colección de programas que colabora a las tareas de desarrollo de soft-
ware, Entre los más conocidos están los compiladores, ensambladores y gene-
radores, pero también pueden señalarse editores, conversores de soporte de 
la información, analizadores diversos, simuladores, generadores de pruebas, 
constructores de gráficos, Pert, librerías varias, y ayudas para las tareas de es-
pecificación, verificación y otras, 
c) Software de aplicación 
Incluye todos los programas para los que se han inventado los ordenadores, 
desde una nómina hasta el cálculo de la órbita de un objeto lanzado al espacio, 
Hay quien divide estos programas en específicos y genéricos, siendo estos últi-
mos programas de carácter general válidos para muchas situaciones, como una 
hoja electrónica o un procesador de texto, Se practican otras subdivisiones que 
veremos en el capítulo A3, 
Viene aceptándose como una suerte de regla de oro que, a igualdad de volumen 
de los programas, el orden de dificultad de desarrollo de cada una de estas catego-
rías de software decrece de la primera a la última, Aunque hay mucho de cierto en 
este aserto, no es una verdad absoluta y, por el contrario, se pueden aducir suficien-
tes ejemplos que negarían tal jerarquización, ya que la dificultad depende de mu-
chos parámetros, Lo que sí es incontrovertible es que el software de aplicación es el 
área en el que trabaja la gran masa de programadores, aficionados o usuarios del 
mundo. 
Existen estudios en donde se demuestra que el esfuerzo humano prestado en ta-
reas de desarrollo oscila de 40 o 50 veces a una entre el software más difícil y el 
más sencillo. Se mide el esfuerzo humano en meses-hombre por cada 1.000 instruc-
ciones de código objeto, incluyendo todas las tareas necesarias de definición, dise-
ño, codificación, prueba, documentación, gestión y todas las que puedan atribuirse a 
soporte del proyecto (Wolverton, 1974), 
3, LENGUAJES 
Se ha dicho -obviamente, refiriéndose al lenguaje natural- que el lenguaje es la 
casa en la que el hombre habita. Trasladándonos al dominio del software, es el len-
guaje de programación el material con el que aquél se construye, el instrumento con 
el que se expresan los procesos mentales del programador, 
El "mensaje intangible" se impregna de las propiedades del lenguaje que lo dio 
forma. Así pues, en primera aproximación, las cualidades tanto independientes como 
mutuas de lenguaje y programador constituyen piezas esenciales de las que se deri-
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van las propiedades del software resultante. Por ejemplo, entre programadores se 
obtienen diferencias de 25 a 1 en producción de líneas de código por unidad de 
tiempo, de 20 a 1 en tamaño del programa, de 10 a 1 en eficiencia (Fox, 1982), El 
nivel del lenguaje marca diferencias enormes de productividad, esto está archide-
mostrado, 
A medida que crecen la envergadura y complejidad del software vienen a añadir-
se otros factores determinantes, de cuya importancia da idea el auge imparable de 
un campo de la actividad informática a ellos dedicado, al que llamamos Ingeniería 
del Software. Sobre lenguajes se han realizado infinidad de estudios y escrito una 
cantidad innumerable de libros y artículos, creo que en mayor cuantía que sobre 
cualquier otro aspecto de la informática, si se exceptúan los libros de introducción 
generaL 
3.1. Niveles, evolución y familias 
También los lenguajes han sido caracterizados de diversas maneras, según diver-
sos criterios, aunque no se ha logrado una clasificación definitiva y consistente en 
casi ninguno de los casos, Lenguajes de bajo, alto, muy alto y ultraalto nivel, según 
(Kay, 1984), en tipificación que otros dejan reducida a bajo y alto nivel (HLL, High 
Level Language, o HOL, High Order Language, dependiendo del autor). Lenguajes 
tipo O, lenguajes sensibles al contexto, lenguajes libres de contexto y lenguajes re-
gulares. Lenguajes orientados a la máquina, lenguajes orientados al problema y len-
guajes universales, Lenguajes de primera, segunda, tercera, cuarta y quinta genera-
ción, Lenguajes imperativos, aplicativos, declarativos, interrogativos, orientados a 
objetos, dirigidos por datos ... Lenguajes de descripción del hardware, de manipula-
ción de datos, de control de trabajos, de especificaciones de diseño, etc, 
Hay un lenguaje más adecuado, mejor dicho, varios lenguajes, para cada tarea 
dada. Se dice que sólo en la década de los sesenta se habían desarrollado unos dos-
cientos lenguajes de programación. Por eso se habló entonces de Torre de Babel de 
los lenguajes, torre que hoy se eleva a un número desconocido de varios miles de 
lenguajes, utilizados la mayor parte de ellos solamente por su propio inventor, 
No obstante, los lenguajes no son completamente independientes, sino que se 
agrupan formando familias, en una genealogía cuyas lineas describen básicamente 
la evolución de muy pocos lenguajes principales, La figura 1 da una idea parcial de 
la genealogía de algunos de los lenguajes más significativos para expresar procesos 
(Horowitz, 1984), en la que, por cierto, no se ha reseñado el popular LOGO, de la 
parentela del LISP. 
Por supuesto que cada lenguaje da lugar a un conjunto más o menos numeroso de 
dialectos y también a perfeccionamientos o ampliaciones, Esto le ha ocurrido al 
FORTRAN, al BASIC, al COBOL, al ALGOL, al LISP, entre otros, Cuando se produ-
cen mejoras importantes, éstas van encarnando en ampliaciones del propio lenguaje 
o en otro lenguaje, con un resultado final de cambio cualitativo en el estilo de pro-
gramación. Sin contar con que cada lenguaje importante lleva asociada toda una 
ideología técnica (o modelo conceptual o semántico, hablando en términos de pro-
ceso cognitivo) y su propia estética. 
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PLASMA 
BCPL 
t 
C 
FORTRAN 
MACLISP 
APL 
SCHEME 
SNOBOL 
t 
SL 5 
COBOL ALGOL 58 
QA4 
BLISS 
INTERLISP 
FORTH 
Figura 1. Pedigrfs de algunos lenguajes muy significativos, según (Horowitz, 1984, 
p.18). 
BASIC, por ejemplo, aparece ahora remozado por sus autores originales, con el 
nombre de True Basic (marca registrada), dotado con estructuras de control simila-
res a las de Pascal, capacidades gráficas importantes, procedimientos para compila-
ción separada y otras propiedades, que buscan su relanza miento como lenguaje bá-
sico para la alfabetización informática (Kemeny, 1985). 
Un último ejemplo. Las propiedades camaleónicas del LISP, que le permiten crear 
una robusta genealogía de hijos y nietos presentes en todas las generaciones de len-
guajes, son de todos conocidas. Precisamente, su gran flexibilidad, fundamentada en 
su constructividad recursiva sobre una simplísima y poderosa estructura, que es la 
lista (LISP: List Processing Language), lo han mantenido por ahora al margen de la 
estandarización. Sin embargo, ya han aparecido muchas versiones industriales, em-
parentadas con una cierta norma y con el Common Lisp y vinculadas a muy distintos 
sistemas operativos y máquinas, desde grandes computadores a computadores per-
sonales (véase muestra muy incompleta en la figura 2). 
3.2. Comparación 
Siempre son odiosas las comparaciones, pero en el caso de los lenguajes de pro-
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INTERLISP-D VAX LISP 
~~/q 
INTERLISP 
LISP 
(COMUN) 
I 
I 
I 
I 
I 
I 
I 
I 
I MACLISP 
I 
I 
I 
I 
POP LOG 
I 
BBN LISP I POP 
~! 
USP 1.6. 
I 
LISP (1968) 
Figura 2. Algunos de -los lenguajes y entornos LISP (Harmon, 1985, p. 86). 
gramación son además casi sistemáticamente improcedentes cuando se plantean al 
margen de casos y de momentos concretos. Sin embargo, en situaciones en que 
existe la posibilidad de elegir lenguaje, esta elección es sumamente importante para 
los resultados, como ha sido abundante aunque desordenadamente (y a veces con-
tradictoriamente) descrito en la bibliografía. 
A título de muestra sobre la clase de considerando s a tomar en cuenta, véase el 
cuadro 2, desarrollado hace unos años por Texas Instruments con ocasión de haber-
se decidido a elegir un lenguaje principal para desarrollar su software. La figura 3 
procede del mismo estudio (Wickhman, 1979, p. 36). La figura 4 refleja la potenciali-
dad de distintos lenguajes para producir software de calidad, en función de su facili-
dad de aprendizaje (Fax, 1982), lógicamente cada vez más apoyados en mejor soft-
ware de soporte. 
1. 
2. 
3. 
4. 
5. 
CUADRO 2. COMPARACIÓN RELATIVA DE CINCO LENGUAJES 
CON RESPECTO A 16 CARACTERíSTICAS DISTINTAS 
(Wickhman, 1979, p. 36) 
Pascal Fortran Basic PLIM Cobol 
Aplicabilidad para programas grandes 10 6 3 8 7 
Aplicabilidad para programas pequeños 8 7 10 8 3 
Facilidad de aprendizaje como primer 
lenguaje 6 8 10 7 4 
Facilidad de aprendizaje como segundo 
lenguaje, si el primero era lenguaje 
estructurado por bloques 8 6 10 9 3 
Facilidad de aprendizaje como segundo 
lenguaje, si el primero no era 
estructurado por bloques 5 9 10 6 4 
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CUADRO 2. COMPARACIÓN RELATIVA DE CINCO LENGUAJES 
CON RESPECTO A 16 CARACTERíSTICAS DISTINTAS 
(Wickhman, 1979, p. 36) (Continuación) 
Pascal Fortran Basíc PUM Cobol 
6, Soporta diseño descendente 10 6 3 7 4 
7, Constructos de control soportan ~~u~",r:il 1~~¡An estructurada 10 4 4 10 6 
8, i~-~;i de escritura de programas 
9, ~:=a~~~~~::>rl de generación de 10 6 3 9 6 
8 7 6 10 7 
10, Flexibilidad en los tipos de datos 10 6 1 6 7 
11. Capacidad del compilador para 
comprobar consistencia y errores 10 6 4 6 7 
12, Control de acceso a datos 10 6 3 4 
13, Soporte de resolución efectiva de 
problemas 10 6 1 8 7 
14, Legibilidad de programas grandes 10 4 2 8 8 
16, ~opone de transportabilidad 
(o portabilidad) 10 7 4 2 9 
16. Poder efectivo de normas 
(o estándares) 3 10 4 3 10 
_
_ IOSOW lr1 n,1 FACILIDAD DE APRENDIZAJE ~ DJ _ : 
_
__ l:OH L n n= '''''''''>ON D" DO"'" _ W _ Lll--.O 
_MANTENI_MIENTO - ': ~ 11 n fi1Jj 
__ T_RAN_SPO_RT_AB_ILID_AD __ :tofl O n [] 
PASeA!. fORTRI\l/ BJISlC PlJM COBOL 
Figura 3, Graduación en importancia (lO, mejor nota) de cinco lenguajes con respec-
to a cuatro aspectos del ciclo de vida del software (Wickhman, 1979, p, 36), 
Fases: análisis del problema; B, aprendizaje de un lenguaje de programación; C, 
l\::jClll:G,1\,;!tJll del diseño; D, mantenimiento del software; E, transporte del software en 
caso de cambios o sustitución del hardware, 
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ALTO 
BAJO 
FACIL DIFICIL 
FACILIDAD DE APRENDIZAJE 
Figura 4. Potencia del lenguaje contra facilidad de aprendizaje (Fox, 1982), 
4. PARQUE DE ORDENADORES Y SOFTWARE 
Un factor muy relevante para el software ha sido y es la evolución en y 
potencia de los ordenadores. En la figura 5 se representa otra imagen del universo 
computacional, al que en diversas ocasiones he aludido en este libro, la ilus-
tración, dellíbro de (Fox, 1982), expresa la popularización y difusión de los 
ordenadores, a partir de un punto inicial correspondiente al primer computador co-
mercial, el UNIV AC 1, idealizadas en tres oleadas coincidentes con los lanzamientos 
de los que la industria llama, confusamente, computadores grandes, minicomputado-
res y microcomputadores, 
A 
0'2 
0'04 
POTENCIA 
Figura 5, Oleadas de hardware rer)reSerlta(jas según evolución de la relación pre-
cío/potencia. (Adaptada de Fox, 
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Otro autor se ha referido a tres olas: la primera, hasta finales de los años sesenta, 
ha depositado cientos de miles de ordenadores en el mercado; la segunda y la ter-
cera, cuya cronología se extiende hasta finales de los setenta y desde la aparición 
del ordenador personal en adelante, respectivamente, cuentan los ordenadores por 
varios millones y hasta un techo de cientos de millones de ordenadores (Fernández 
Beobide, 1984). Sugiero al lector que revise el apartado "¿Hacia dónde van los com-
putadores personales?" del capítulo 3 y vuelva sobre la curva BA de la figura 6, para 
imaginar en ella distribuidas con su significación técnica las categorías allí pergeña-
das. 
El cambio sustancial asociado con las olas es el precio del equipo, que lo va ha-
ciendo asequible a más y más usuarios. Hablando con propiedad, el concepto de ola 
se identificaría con el grueso numérico de equipos, es decir con la franja sombreada 
en la figura. Lo exterior a la franja, aunque sea cualitativa y técnicamente esencial, 
resulta irrelevante a los efectos de señalar épocas de informatización. 
4.1. Usuarios no técnicos y complejidad del software 
Pues bien, hipotéticamente, la complejidad del software ejecutable se mantiene a 
través de las olas a lo largo de aquella franja. Esto es, los programas de los grandes 
ordenadores de la primera época son hoy ejecutables en los ordenadores persona-
les y su desarrollo plantea sustancialmente la misma dificultad, lo que es incompati-
ble al ciento por ciento con el perfil técnico informático, inexistente, de la gran ma-
yoría de los usuarios (1) de esta tercera ola. Consecuencia de ello es que la mayor 
parte del software para ordenadores personales que merezca ser llamado así tiene 
necesariamente que ser desarrollado por profesionales competentes, cosa que, 
como se verá en el siguiente apartado, representa un evento de no muy alta proba-
bilidad. En abrumadora proporción práctica, el software para ordenadores persona-
les ha de tomar la forma de productos muy bien empaquetados, listos para usar y de 
muy simple manejo. Aun cuando las necesidades del usuario más habitual sean infe-
riores a la complejidad potencial del software, una buena rebanada de éste se desti-
nará a naturalizar la interfaz con dicho usuario. 
De lo anterior se desprende que hoy se desarrolla, y se desarrollará también en 
el futuro, mucho software de baja calidad, incluso bajo las circunstancias favorables 
de que en el mundo se ha acumulado una importante experiencia técnica (UNIX ha-
bría sido impensable sin MULTICS, es un ejemplo), de que ya hay mucho software 
escrito esperando simplemente su adaptación y de que se ha potenciado grande-
mente la gavilla de herramientas de ayuda al software. 
4.2. La buena programación tiende a ser un bien escaso 
Precisamente, un punto que conviene recalcar es la insuficiencia numérica de 
profesionales de software, por un lado, y, por otro, que no todos los profesionales 
(1) El concepto de aprovechamiento del ordenador pasa al museo de cUIlosidades y recuerdos informátI-
cos, ya que la percepción del despilfarro se vinculaba directamente con el coste relativo de la potencia. Los 
nuevos usuarios no son conscientes del despilfarro de potencia de' ordenador, con tal de que su ordenador 
personal les preste una utilidad clara y sm problemas. 
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poseen las calidades necesarias, En efecto, desde hace bastantes años existe un 
problema de escasez en cantidad y calidad, debido, más que a otra cosa, al rotundo 
éxito y a la expansión de la informática (2), 
Baber ha estudiado este tema desde la óptica de sus implicaciones sociales y a él 
debemos el diseño del círculo vicioso de la figura 6, 
DEMANDA ELEVADA 
y URGENTE DE 
PROFESIONALES 
DEL SOFTWARE 
DEMANDA 
DE SOFTWARE 
INSATISFECHA 
INSUFICIENTE 
CAPACIDAD 
EDUCATIVA 
PROFESIONAL ~ 
,..-------., 
PROFESIONALES 
DE SOFTWARE, 
SUBCALIFICADOS 
/l 
BAJA PRODUCTIVIDAD, 
ELEVADA TASA 
DE PROBLEMAS 
Figura 6. Círculo vicioso en el que perece la calidad del software (Baber, 1982, 
p. 70). 
Algunos de los aspectos en los que se ha incurrido a causa del mismo éxito de la 
informática tienen bastante que ver con cuestiones educativas, Se ha creado la im-
presión de que la programación es una actividad sencilla, al alcance de cualquiera y 
alcanzable justamente con un corto bagaje en formación, Este es un gran error que 
ha llenado el mundo de programadores desprovistos de los conocimientos funda-
mentales y favorecido económicamente los aprendizajes y experiencias relaciona-
dos con detalles técnicos realmente poco relevantes, aunque vinculados, eso sí, a 
productos de fuerte implantación comercial. 
Corolario: la trivialización de la programación ha propagado unos hábitos mentales 
suficientemente sólidos como para impedir a muchos captar la esencia de la dificul-
tad e importancia de las disciplinas del software. En la hora de los ordenadores per-
sonales, el triunfo técnico en el campo del software está sólo en las manos de quie-
nes hayan comprendido tal esencia y la pongan en práctica. Y el software de cali-
dad, en tanto que un bien escaso, entra así de lleno en el ámbito de los mecanismos 
económicos. 
(2) La demanda de software crece sin parar, citándose aplicaciones en las que el crecimiento ha sido de 
40 a 1 en quince años. Se estima que el crecimiento mediO anual vendría estando en torno al 24%. Business 
Week indicaba en 1980 que la necesidad de programadores alcanzaría la cifra de 1.500.000 para 1990, más 
del triple de los que había en activo en la primera fecha citada, correspondiendo tal demanda a una tasa 
superior a la que dlStmtas fuentes estimaban como tasa de oferta para el mismo período (Boehm, 1882). 
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1. SISTEMAS PEQUEÑOS, MEDIANOS Y GRANDES 
Me parece imprescindible que el lector de este libro se haga una idea de algunos 
conceptos del proceso de desarrollo de software, por si se anima a meterse en ello 
o en cualquier caso para que afine su sensibilidad en cuanto a valorar el trabajo de 
terceros, Si hay una cuestión arbitraria, ésa es la calificación de un software por su 
tamaño, Llamarlo sistema en vez de software está justificado, porque un software, a 
no ser que sea verdaderamente muy pequeño, toma siempre la forma de un conjun-
to de programas en interacción, Aunque se ha dicho en el capítulo anterior que la 
complejidad del software no es cuestión de clase, pero ésta influye, tampoco es 
cuestión de tamaño, pero éste influye, 
No quiero entrar en disquisiciones sobre la complejidad de los sistemas, Ulllca-
mente decir que uno de los factores productores de complejidad es el número de 
elementos (aquí, programas) y el número y características de las interacciones entre 
los programas, De ahí podemos colegir que, en primera aproximación, tamaño del 
software y complejidad son conceptos que guardan una correlación positiva y relati-
va, Un software de gran tamaño es a priori un software muy complejo y un software 
es en principio menos complejo que otro software de su misma clase y superior ta-
maño, ¿Cuándo podrá decirse si un software es grande o mediano? 
Entre las calificaciones de tamaños, nunca coincidentes, traigo a estas páginas una 
cualquiera, con la exclusiva pretensión de hacerla servir de referencia por sus órde-
nes de magnitud (Putnam, 1982): 
- Sistema grande: tamaño superior a 75,000 sentencias fuente, 
- Sistema medio: entre 18,000 y 75,000 sentencias fuente, 
- Sistema pequeño: inferior a 18,000 sentencias fuente, 
Casi cae por su peso que la inmensa mayoría del software para ordenadores per-
sonales ha de entrar en la categoría de tamaño pequeño, lo que no excluye, insisto 
en ello, que pueda alcanzar importantes cotas de complejidad, 
1.1. Integridad conceptual 
Sostiene Brooks que la integridad conceptual es la consideración más importante 
en el diseño de un sistema, Aquella viene a ser la unidad arquitectónica que armoni-
za el conjunto de ideas y la elección de técnicas a lo largo del proceso de construc-
ción del sistema, El resultado es un equilibrio entre sus funciones y la simplicidad de 
uso de éstas (Brooks, 1982), 
El factor de integridad conceptual es básico con independencia del tamaño del 
software, pero tanto más necesario cuantq mayor sean el tamaño, la complejidad y el 
proceso de gestación, La integridad conceptual, cuando se da, es la cualidad que 
persiste a lo largo de la evolución de un sistema, 
Veamos un ejemplo de software de sistema -categoría de máxima complejidad 
en general-, cuya principal clave de éxito haya sido probablemente, yen resumi-
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das cuentas, su integridad conceptual: el sistema operativo UNIX. El sistema fue 
creado y llevado a sus últimas consecuencias por un equipo formado por dos perso-
nas, Ritchíe y Thompson, de los laboratorios Bell de AT&T, partiendo, como sabe-
mos, de las ideas del supersistema operativo MuItics. Voy a entresacar unos párrafos 
de la conferencia que pronunció Ritchie con motivo de la entrega que se le hizo del 
Premio Turing, máximo galardón del mundo de la informática, equivalente entre no-
sotros al premio Nobel (Rítchie, 1984). Pienso que sus palabras darán un atisbo del 
significado de la integridad conceptual y del clima en el que ésta puede florecer. 
"UNIX es un sistema simple y coherente que lleva unas pocas ideas y modelos 
hasta su límite", 
"UNIX" disfrutó de un período de gestación inusualmente dilatado, Durante gran 
parte de este tiempo (digamos entre 1969 y 1979), el sistema se mantuvo bajo 
control de sus diseñadores y siendo usado por ellos.( ... ) Nos las arreglamos 
para mantener en nuestra mano las ideas centrales, al tiempo que se acumula-
ba una base de usuarios entusiastas y técnicamente competentes, que contri-
buían con sus ideas y programas dentro de un ambiente calmo, comunicativo y 
no competitivo". 
"Nuestra intención fue crear un entorno computacional agradable, a nuestro 
gusto, y nuestra esperanza radicaba en que también fuera del gusto de los de-
más", 
"Para los grandes sistemas y para las ideas revolucionarias se requiere mucho 
tiempo: puede decirse que UNIX se escribió en los setenta destilando las mejo-
res ideas sobre sistemas de los sesenta, para convertirse en lugar común de los 
ochenta", 
1.2. Esfuerzo de gest~~, 
Uno de los elementos diferenciales impuestos por el tamaño del sistema es el 
que pudiéramos llamar esfuerzo de Es el conjunto de tareas de planifica-
ción, verificación y control, siempre necesarias en todo proceso de desarrollo y 
que crecen con el número y la heterogeneidad de los recursos humanos, técnicos 
y materiales, llegando a alcanzar el 50% del coste total con sistemas muy grandes 
(Véase figura 7). 
o 
~ ESFUERZO TECNICO 
PEQUEÑO 
/' 
/ 
/¡, 
// 
/,// .... / 
/ /' /..................... 50"10 
/?~-­-¿?~~--~ . .-""", 
ESFUERZO DE GESTION 
GRANDE 
Figura 7. Esfuerzo técnico contra esfuerzo de gestión, 
(Fox, 1982, p. 68). tamaño del sistema 
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2. SOFTWARE-PROYECTO Y SOFTWARE-PRODUCTO 
Tal distinción tiene su razón de ser en variadas implicaciones observables en el 
proceso de desarrollo, El software-producto se destina a muchos y diferentes usua-
rios e instalaciones, mientras que el software-proyecto se desarrolla para uno o muy 
pocos usuarios e instalaciones. 
Lógicamente, estas circunstancias causan, o deben causar, diferencias sustancia-
les en los enfoques del proceso en uno y otro caso. Recopilemos, sin ánimo de ser 
exhaustivos, algunas de estas diferencias. 
2.1. Diferencias de enfoques en el proceso de desarrollo 
La fase de especificaciones del software es mucho más crítica en el supuesto de 
software-producto, Según el ya citado Fax, puede ser más sencillo establecer las es-
pecificaciones del software de apoyo al proyecto Apolo que las de un sistema de 
proceso de texto, porque en este último caso hay que proceder a un completísimo 
análisis de las necesidades y deseos de muchísimos usuarios potenciales, sin olvi-
darse de los trabajos y movimientos de la competencia. Otra razón evidente es que 
en el momento del diseño de las especificaciones hay que tener además muy en 
cuenta que la fase de mantenimiento (cuando ya el producto estará en explotación 
por los usuarios) tiende a ser crítica también en el caso del software-producto, ya 
que los diseñadores han perdido por entonces su control de uso. 
Entre otras muchas exigencias para concebir y realizar un software-producto o 
convertir un software en software-producto se pueden citar: 
~ Preparar documentación muy cuidada para los siguientes y distintos fines: para 
ventas, para usuarios y para mantenimiento y actualizaciones. 
~ Modularizar todo cuanto sea posible. 
Realizar tests exhaustivos del código. 
Probarlo con todos los programas de los softwares de sistema con los que esté 
previsto sea ejecutado. 
Dotarlo de la interfaz hombre-máquina más razonable (en los términos de este 
libro: hacerlo lo más convivencial que sea posible), 
- Estimar los presupuestos y esfuerzos de cambios, adaptaciones y versiones futu-
ros. 
- Establecer un sistema de recogida de incidentes y errores y un sistema de dis-
tribución de modificaciones y versiones. 
El coste del software-producto se distribuye entre un número más o menos eleva-
do de usuarios, que, en el caso de los ordenadores personales, puede llegar a ser 
muy elevado, sobre todo en productos para ordenadores personales caseros, 
2.2. Tipología de Brooks 
Brooks es verdaderamente un profesional distinguido, En el mundillo se le conoce 
como el "padre del IBM 360". Especialista en arquitectura de computadores, Intervi-
no, con posterioridad a haberlo hecho en otros diseños avanzados, como jefe de pro-
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yecto durante el desarrollo del sistema 360 y, por último, antes de abandonar la em-
presa para dedicarse a la vida universitaria, como de proyecto del sistema ope-
rativo 08/360 en su época de diseño. Este software-producto se demoró mucho más 
allá de sus marcados, ocupó bastante más memoria, costó varias veces más 
de lo previsto y no fue capaz de cumplir bien las funciones planificadas hasta des-
pués de sucesivas versiones. 
Creo que Brooks será recordado sobre todo porque supo trascender sus expe-
dencias, sus observaciones y los errores cometidos, en un libro magistral de ensa-
yos' pieza de obligada lectura para cualquiera que se ocupe en el desarrollo de soft-
ware (Brooks, 1982), 
Entre otras cosas interesantes, distingue Brooks cuatro modalidades de acabado 
en el software, extendidas en un rango de 9 a 1 en cuanto a volumen de esfuerzo 
realizado. Son: 
a) El "programa", listo para ser ejecutado por su propio autor y sobre el sistema 
para el que fue desarrollado. Esta es la modalidad que corresponde al objeto 
que produce el programador individual para su uso. Su esfuerzo hay que mul-
tiplicarlo por tres para convertirlo en una de las dos modalidades siguientes y 
por nueve para llevarlo a la última modalidad. 
b) El "programa-producto". Es un producto que puede ser ejecutado, verificado y 
ampliado por cualquiera en distintos entornos operativos y para muchos con-
juntos de datos, 
c) El "componente de software-producto", siendo éste una colección de progra-
mas que forman un conjunto, coordin:ados en función y disciplinados en su for-
mato, de manera que su ensamblaje constituya una totalidad operativa, Este 
programa ha de ser diseñado con sus entradas y salidas conformes sintáctica 
y semánticamente respecto de interfaces muy precisamente definidas y con 
sus características sometidas a determinadas limitaciones de memoria, 
ria y tiempo de procesamiento. El programa necesita ser probado en relación 
con otros componentes del sistema bajo todas las combinaciones previstas. 
d) El "software-producto", que resulta de la combinación de los dos últimos. 
En lo referente al nivel de acabado, podemos considerar que lo que se ha llama-
do antes software-proyecto encaja en la modalidad a) de sin más que am-
pliar el objeto a un conjunto de programas. 
3. UN CONJUNTO ORDENADO DE PROCESOS MENTALES 
Sea software-proyecto, software-producto o programa en cualquiera de las moda-
lidades a), b) y c) del apartado anterior, conviene diferenciar entre el objeto en sí. o 
software propiamente dicho, y el proceso que conduce a producir o conservar ese 
objeto, 
El proceso es una secuencia de procesos mentales llevados a cabo por una o va-
rias personas -dependiendo del volumen y complejidad de los programas-, con 
ayuda de un número más o menos variado de herramientas técnicas (software sopor-
te y métodos de trabajo). Hoy, en Ingeniería del Software, está en pleno vigor el an-
tiguo proverbio de que "a un buen trabajador, por sus herramientas lo conoceréis". 
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3.1. Fases 
"Desde un punto de vista organizativo, los niveles de abstracción, tipos de entidad, 
clases de decisión y problemas que se manejan desde el principio al final del pro-
ceso ofrecen suficientes diferencias como para poder descomponer éste en un cier-
to número de etapas aceptablemente delimitadas" (Sáez Vacas, 1984a), Tal cuestión 
se ampara en un enorme cuerpo documental, del que el lector encontrará en nues-
tras referencias a este anexo una somera pero suficiente muestra, Bien es verdad 
que casi toda ella se centra sobre grandes sistemas, por lo que hay que prestar 
atención a aquellos rasgos que, al ser esenciales, permanecen invariantes con el ta-
maño del sistema, 
Una de tales invariancias es la secuencia de procesos arriba mencionada, desglo-
sable en fases y etapas a lo largo del tiempo, Las grandes fases son: diseño y planifi-
cación, desarrollo y prueba, evolución, El desglose en etapas es más o menos el si-
guiente (porque la terminología no se ha unificado, pese a haberse realizado inten-
tos muy serios, como por ejemplo el IEEE Standard 729-1983, ver Biblíografía): 
1, Análisis de requerimientos, 
2, Diseño preliminar o definición de especificaciones. 
3. Diseño detallado, 
4, Codificación y prueba de unidades. 
5, Integración de unidades, 
6, Prueba del sistema. 
7, Instalación y prueba de aceptación. 
8, Mantenimiento y evolución, 
Las etapas 1 y 2 integran la fase de diseño y planificación, las etapas 3 a 7 corres-
ponden a la fase de desarrollo (que, por simplificar, ha dado nombre a este capítulo) 
y la etapa 8 es la fase de evolución, a veces inexistente, 
Varían con el tamaño y otras circunstancias la importancia relativa de las etapas, 
su engarce mutuo y su distribución en su propio proceso temporal y sus costes (véa-
se Sáez Vacas, 1 984a, y Fox, 1982), 
3.2. Evolución del software 
Está demostrado que una pieza de software, si está viva, es decir si se utiliza en 
un entorno cambiante, evoluciona o muere, Lehman, en un penetrante artículo, ha 
estudiado los cambios cualitativos y cuantitativos que sufre una pieza de software, 
sistematizándolos en una colección de Leyes de Evolución de los Programas, 
3.3. Costes 
No ha habido en Ingeniería del Software un aspecto probablemente tan debatido 
como el de los costes, íntimamente relacionado con el ciclo estimación-planificación-
control. Los costes se repercuten siempre, de una u otra manera, sobre alguien, y, 
en el caso concreto del software-producto, se repercuten sobre el número potencial 
de sus usuarios, es decir, sobre el mercado que se prevé captar, La competitividad 
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CUADRO 3. TRES PRIMERAS LEYES DE LA EVOLUCIÓN DE LOS 
PROGRAMAS (Lehman, 1980, p. 1.068) 
l. Cambio continuo 
Un programa en uso que, como implementación de sus especificaciones, 
una realidad distinta, debe ser sometido a continuas modificaciones o deviene 
progresivamente menos útiL El proceso de cambio o de degradación continúa 
hasta que se juzga más rentable sustituirlo por una versión recreada. 
2. Complejidad creciente 
Como un programa evolutivo está cambiando continuamente, su complejidad, 
de una estructura deteriorada, crecerá, a menos que se trabaje para man-
o reducirla. 
3. fundamental de la evolución de los programas 
La evolución de los programas se sujeta a una dinámica que hace que el 
so de programación, y por tanto las medidas del proyecto global y de los 
tos del sistema, sea autorregulador, con invariancias y tendencias estadísticamen-
te determinables. 
de un producto depende, de varios otros de su precio en el merca-
do, y del coste de desarrollo y lanzamiento. Sin pormenorizar, lo que se acaba 
de decir es especialmente verdad en el terreno de la informática personal. 
Entonces, el productor afina todo lo que es capaz su esfuerzo, planificándolo se-
gún una curva temporal de costes, como la de la 8 o parecida. Esa curva re-
Prt~sema la distribución del esfuerzo, medido en dinero, a lo largo del tiempo por el 
que discurren las distintas fases y etapas anteriormente descritas. 
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Figura 8. Curva de esfuerzo del ciclo de vida del software, según Ramamoorthy, 
1978, citado en Sáez Vacas, 1984a. 
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La discusión entre los tratadistas versados en estas y similares curvas consiste en 
proponer la más adecuada para cada grupo de características y tamaño del softwa-
re, la estimación de este tamaño, las alternativas de parametrización que permiten 
cambiar coste total por plazo de entrega y la influencia de diferentes factores sobre 
la productividad global. Este es un tema muy especializado. 
Pero resultan evidentes cuestiones tan sencillas como éstas: a) el software es caro 
de producir -más caro cuanto mayores son la complejidad, el tamaño, el nivel de 
acabado y la inadecuación de las herramientas de producción (incluyendo la ges-
tión)- y sólo puede resultar barato cuando el número de usuarios que empleen co-
pias no pirateadas sea suficientemente elevado comparado con los costes de pro-
ducción y distribución; b) lleva tiempo (3) producir una pieza de software en las de-
bidas condiciones, siempre y cuando no nos refiramos a una pieza muy simple de 
uso individual; c) la curva de esfuerzo tiende a formas de mayor pendiente inicial a 
medida que decrecen los factores encarecedores (véase apartado a), convirtiéndose 
en un rectángulo cuando el equipo humano de trabajo es una sola persona -el pro-
gramador individual- con una dedicación de jornada constante. 
3.4. Calidad y productividad 
Los criterios de calidad incluyen, entre otros, los siguientes (Buckley, 1984, p. 37): 
economía 
- integridad 
- documentación 
- comprensibilidad 
- flexibilidad 
interoperabilidad 
modularidad 
correctítud 
Habilidad (4) 
- modificabilidad 
- validez 
- generalidad 
- comprobabilidad 
reutilizabilídad 
elasticidad 
utilízabilidad 
claridad 
- mantenibilidad 
- portabilidad 
- eficiencia 
El Seguro de Calídad del Software (SQA: Software Quality Assurance, en la litera-
tura técnica) es un campo emergente dentro de la Ingeniería del Software, que re-
presenta un intento de establecer, por analogía con el Control de Calidad en el 
campo del hardware, un conjunto sistemático de acciones encaminadas a proporcio-
nar una razonable confianza en que el objeto o proyecto es conforme a los requisitos 
técnicos convenidos. 
Hoy por hoy, justo es decir que la SQA se muestra como un campo muy inmaduro, 
circunstancia a la que, además de su bisoñez, no es ajeno el hecho de que la calidad 
es una sustancia raras veces objetívable. 
(3) No es posible dar normas al respecto, sería perfectamente absurdo. Lo que quiero es transmitir el 
mensaje de que el desarrollo de cualquier software-producto de Informática personal neceslta por lo menos 
vanos meses, salvo casos tnviales. 
(4) La cuestión de la infiabilidad del software ha sido reCientemente puesta de relieve. una vez más y de 
forma espectacular, por un destacado Científico, en relación con la incapacidad de la ingeniería del softV'mre, 
y. por consigUiente de la metodología informática. para abordar aplicaciones de muy alta complejidad en 
llempo real (Parnas, 1985). Lo que habitualmente se denomina como "estado del arte" en ingeniería del soft-
ware no permite aún una programación libre de errores, ni siquiera en aplicaciones de complejidad corrien-
te. Como corolano frecuente (ya que por añadidura lo normal es que las empresas de software trabajen en 
un punto intermedio del ''arte'' y la chapuza), el ilUSIOnado propietario e usuario de un computador personal 
pU,ede verse desagradablemente sorprendido por fallos agazapados en el software adquirido, y esta situa-
clon no esllmula preCISamente su entUSiasmo para el futuro, 
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En cambio, la productividad ha sido un campo muy trabajado. El criterio más ex-
tendido para medirla es, de principio, un atentado contra la calidad, por la .obvia 
razón de que se plantea casi siempre sin el debido acompañamiento de correlativos 
y bien controlados procedimientos de SQA. Me refiero a la medida de productivi-
dad consistente en el número de líneas de código fuente por jornada. 
Así, la productividad de un desarrollo de software resulta de dividir el tamaño del 
software, expresado en Número de Líneas de Código Fuente, por el total de jorna-
das por todos los conceptos de todas las personas que han cooperado. Generalmen-
te, las jornadas se dan en meses-hombre. La mayoría de modelos solventes han ma-
nejado este criterio por ejemplo, Boehm, 1984, y Putnam, 1982). 
El modelo COCOMO, de Boehm, clasifica los atributos que influyen en la produc-
tividad en cuatro grupos: atributos del producto, atributos del computador, atributos 
del personal humano y atributos del proyecto (Boehm, 1981, 1982, 1984). Para que el 
lector se haga una idea, entre los atributos del producto cuentan su fiabilidad, el vo-
lumen de la base de datos, la complejidad, el lenguaje y el tamaño. Lo que propone 
el modelo es un procedimiento de elección y de cálculo de la influencia de aquellos 
atributos sobre la productividad. 
Aun con algunas reservas personales sobre dicho modelo, encuentro muy esclare-
cedor como guía de orientación cualitativa el cuadro de rangos de influencia de los 
mencionados atributos sobre la productividad. Vemos, por ejemplo, qué sucede con 
los rangos en el cuadro 4: 
CUADRO 4. RANGOS DE INFLUENCIA DE ALGUNOS ATRffiUTOS 
SOBRE LA PRODUCTMDAD EN EL DESARROLLO DE SOFTWARE 
(extracto de Boehm, 1982) 
Atributo Rango, entre 1 y: 
Capacidad del equipo humano 4,18 
Complejidad del producto 2,36 
Fiabilidad requerida 1,87 
Experiencia en aplicaciones similares 1,57 
Limitaciones de memoria 1,56 
Técnicas modernas de programación 1,51 
Herramientas de software 1,49 
Experiencia de lenguaje 1,20 
3.6. Evolución de las tecnologías del software 
No es razonable terminar esta recopilación de conceptos sin advertir que, puesto 
que la ingeniería del software con ordenadores personales se desprende en parte 
como una adaptación de conceptos y técnicas acuñados con éxito empleando orde-
nadores de olas anteriores, en un futuro puede también experimentar cambios deri-
vados de los cambios en las nuevas generaciones de computadores. Desconocemos 
todavía en qué consistirán. 
Las nuevas tecnologías de software se caracterizarán por el hecho de que podrán 
representar explícitamente el conocimiento, el saber. Kowalski, uno de los re-
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presentantes punteros de la programación lógica (lenguaje Prolog), las nuevas tec-
nologías, asociadas con la programación lógica y otros lenguajes declarativos instru-
mentados en máquinas de paralelas, no sólo permitirán desarrollar 
aplicaciones en el dominio de sistemas expertos y de proceso de la lengua natural, 
sino que asimismo soportarán "viejas" formas de programar (Kowalski, 1984). 
COMPUTADORES 
VON NEUMANN 
ARQUITECTURAS DE 
GRAN PARALELISMO 
Figura 9. Perspectiva de las nuevas tecnologías del software en el desarrollo de soft-
ware de aplicaciones, (según Kowalski, 1984, p. 41). 
Pero, aunque así fuera, ¿en quedará todo lo que ahora sabemos sobre pro-
ductividad, calidad, planificación y costes? 
En mi opinión, lo que se sabe sobre "viejas" buenas formas de programar y de 
hacer software tiene previamente que consolidarse y difundirse en forma de técni-
cas y herramientas de producción, y mantenimiento de software, ya que, 
además, está muy claro que esa del software no ha penetrado como de-
biera en los hábitos de la del software, pese a que se trata de una área 
clave. Prueba de lo que digo es que las Comunidades Europeas la han declarado 
una de las áreas prioritarias del proyecto ESPRIT (European Strategic Program for 
Research and Development in Information Technology), en el que han planificado 
dedicarle un esfuerzo de 1.440 años-hombre, distribuidos en cinco años (Comunida-
des Europeas, 1984, p. C47/6). 
4. FACTOR HUMANO 
es el título de una conocida novela de Graham Greene, que aborda la in-
fluencia de los problemas humanos en el correcto desempeño de la honorable pro-
fesión de espia. Cuando se ha hablado antes de que el desarrollo del software se 
traduce en un conjunto ordenado de procesos mentales, quedaba patente la trascen-
dencia del factor humano también en este campo tan técnico. Pero lo cierto es que, 
comparativamente, a su estudio no se le ha dedicado hasta ahora la debida atención, 
aunque no puedo dejar sin mencionar un trabajo pionero sobre psicología de la pro-
y.U:llHCl"-'J.Uli, convertido ya en un libro clásico, pese a que en un principio inad-
vertido: (Weinberg, 1971). 
Un aspecto que ha hecho correr chorros de tinta es la estructuración del 
humano de desarrollo bajo el modelo del Equipo del Programador CPT en la 
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bibliografía, por las siglas de emef Programmer Team (Baker, 1972). Este equipo, 
formado para un proyecto de IBM con el "New York Times", sujeto a unos plazos durÍ-
simos frente al volumen de trabajo a realizar, se autoorganizó de una manera óptima 
en cuanto que seleccionó los mejores hombres y mujeres en cada tarea, dividió el 
trabajo por parcelas exclusivizadas a dichas competencias, estableció controles y 
supervisiones mutuas, creó un sistema de documentación abierto pero controlado, y 
eligió y utilizó herramientas técnicas avanzadas para la época. El resultado fue un 
proyecto de una 'calidad y sobre todo de una productividad antológicas. El sentir co-
mún ha sido que la causa fundamental de aquel éxito fue la calidad del equipo hu-
mano, encabezado por Harlan Mílls. 
Yo mismo he dedicado alguna reflexión a examinar las características de distintos 
métodos de programación estructurada en función de los orígenes culturales y técni-
cos de sus creadores (Sáez Vacas, 1976). 
Quizá uno de los temas que más atención haya acaparado sea el del diseño socio-
técnico de aplicaciones informáticas, es decir, el diseño de las aplicaciones con la 
vista puesta en minimizar los efectos nocivos de la informática sobre las personas 
afectadas funcionalmente. A este respecto recuerdo las investigaciones de Enid 
Mumford en Gran Bretaña por los años setenta, entre un grupo no demasiado nutrido 
de estudiosos. 
Después de este micro-repaso orientativo, vaya terminar con unas breves notas 
especificas, Por ejemplo, el cuadro 4 nos habla de que tres de los atributos del per-
sonal humano, la "capacidad del equipo humano", la "experiencia en aplicaciones si-
milares" y la "experiencia en el lenguaje" manifiestan rangos de productividad entre 
1 y 4, L8; 1,57 y L,2 respectivamente. Refiriéndonos al primero de ellos, la significa-
ción de las cifras es que un equipo de programadores y analistas situado en el per-
centil 90 de capacidad mostrará una productividad, medida en líneas de código 
fuente por hombre-mes, unas cuatro veces superior a la de otro equipo situado en el 
percentil 15. Nada más, y nada menos. 
He generalizado recientemente este punto de la influencia del factor humano, teo-
rizando sobre la necesidad de incorporarlo definitivamente y apriorísticamente en el 
ciclo del software, al que hay que aplicar lo que yo llamo enfoque 5-p (Sáez Vacas, 
L984b). 
PERSONAS (PRODUCTORES) 
PROBLEMÁ--
t 
---
• """NM 1",",,",0", 
Figura lO. Diagrama 5-p de la Ingeniería del Software (Sáez Vacas, 1984b). 
En la figura 10 se ha pretendido sintetizar la idea de condicionamiento secuencial 
unido a una profunda interrelación y recursividad de las cinco pes formando un todo 
dinámico, El software, al que he denominado "producto", se desarrolla tras un proc,e-
305 
Computadores personales 
so, para resolver un problema. Son personas quienes definen el problema, planifican 
el proceso y obtienen el producto, los productores, y lo hacen para otras personas, 
los usuarios, cuyas necesidades y capacidades tienen que haber sido previstas. 
Si se analiza la cuestión con un poco de cuidado, se caerá en la cuenta de que la 
evolución tecnológica del diagrama 5-p ha de referirse inevitablemente al poder de 
las herramientas que los productores usen para darlo forma y, por consiguiente, a su 
capacidad, experiencia y dominio con esas herramientas. Por último, hay que añadir 
que si bien éstas están siendo concebidas con la vista puesta, primero, en la produc-
tividad, y, después, en la calidad, no lo han sido tanto con miras a la convivenciali-
dad. Precisamente, mi quinta pe del diagrama es una propuesta de introducción de 
la convivencialidad en la Ingeniería del Software. 
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1. INTRODUCCIÓN Y JUSTIFICACIÓN 
Como ya he dicho, decidí escribir este anexo para recopilar algunas nociones ge-
nerales de software, que pienso han de ser útiles y abrirles un mundo de ideas a 
bastantes lectores, quienes, por otra parte, si así lo desean, pueden, además, bucear 
en la bibliografía referenciada. Pero este capítulo lo despacharé con unas breves 
pinceladas sobre software de aplicación, porque la categoría del software de siste-
ma ha sido remitida a un anexo separado, que he centrado (6) en una suerte de 
compilación de nociones genéricas y particularidades técnicas de prominentes sis-
temas operativos. 
En cuanto a la categoría del software de soporte, no hay demasiado que decir en 
un libro que, como éste, no se dirige exclusivamente a profesionales muy especiali-
zados en el desarrollo de software, sino casi menos a ellos que a cualquier otro lec-
tor. Por supuesto que los lenguajes y sus compiladores o interpretadores, así como 
las ayudas para el desarrollo, constituyen un área del máximo interés técnico, aun-
que aquí ni siquiera vaya mencionar ~porque sería entrar en la casuística~ las 
distintas y numerosas versiones, ventajas e inconvenientes de los lenguajes más utili-
zados en informática personal: Basic, Fortran, Cobol, Pascal, Forth, C y Lago. Por lo 
demás, aquí pongo el punto final a lo que quería escribir sobre software de soporte. 
En resumen, se han seleccionado las categorías de software de sistema y de soft-
ware de aplicación también por su extrema vinculación mutua y por su relación con 
otras cuestiones tratadas en el libro. Los programas de aplicación se articulan sobre 
sistemas operativos concretos, que, como sabemos, constituyen parte integrante de 
la arquitectura del ordenador personaL A grandes rasgos, los sistemas operativos se 
escriben a su vez sobre ese papel pautado que es la estructura del microprocesador 
centraL Véase así justificada la elección de los tres anexos: "software", "microproce-
sadores" y "sistemas operativos". 
2. UNA DINAMICA INCLASIFICABLE 
Está fuera de duda que, a la hora de elegir un ordenador personal, después de 
fijados la escala del particular poder adquisitivo y los objetivos funcionales, el volu-
men y calidad de la biblioteca disponible de programas se impone como valor prin-
cipaL Se ha mencionado el hecho de cómo en tantas ocasiones un solo programa 
llega a compensar la compra de un computador personal. Un ciudadano que desea 
uno para jugar en casa, y sólo para jugar, tras de echar las correspondientes cuentas 
a ver cuánto dinero puede desembolsar, debería hacerse con el computador dotado 
con la mejor biblioteca de programas de juego. Así se dice en todos los manuales, y 
(6) Quiero recordarle al lector que en otras páginas he sostenido mi convIcción de que en un futuro nada 
lejano, las dimensiones de conectabilidad de los computadores personales adquirirán gran auge, como ya 
mdlcan suficientes señales. Entretanto, es de esperar se sistematice el correspondiente segmento del soft-
ware y sea posible introducir en futuras ediciones algunos apartados sobre software de red o sobre software 
de enlace con otros ordenadores. En otras palabras, y siguiendo mi propia terminología, sobre software para 
la exo-conectablltdad. 
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así es, sobre poco más o menos, porque estamos hablando de ciudadanos que lle-
gan, en su inmensa mayoría, por primera vez a la informática. 
En tumultuosa actividad, se han creado cientos de miles de programas de aplica-
ción. Unos se venden y otros, no. 10 que no hay es manera de clasificarlos en forma 
coherente, por ahora. Habitualmente, se venden como programas-producto o softwa-
re-producto o paquetes; por esa razón, el perfil de referencia de ordenador perso-
nal del libro incluye dicha circunstancia. Y por supuesto que hay asimismo una acti-
vidad, importante y necesaria, por la que empresas de software y particulares desa-
rrollan o adaptan un software a la medida. 
Comoquiera que sea, en forma de paquete o a la medida, un mínimo de realismo 
aconseja preparar el ánimo a sufrir problemas infligidos bajo múltiples e inespera-
das facetas por el software. Conviene saber que estos riesgos tienden estadística-
mente a crecer si se encarga el software a la medida, porque ahí siempre se aprieta 
sobre el precio, olvidando que la calidad hay que pagarla y la falta de calidad "se 
paga más cara". 
y ya que hablamos de pagar, reseñaré un dato tendente a reforzar la atención 
que los compradores de ordenadores personales han de prestar en el inmediato fu-
turo a las cuestiones del software. La relación de de software a gasto de hard-
ware, que era en el período 1984-85 (EE. Uli.) de 1 a 5, pasará a ser de 1 a 2 para 
finales del decenio, según estimaciones publicadas en "Fertig" (1985, p. 64). 
3. PAQUETES, SOFTWARE A MEDIDA, 
CALIDAD Y COSTES 
Nota característica de los ordenadores personales es que la relación de coste del 
software al coste del hardware es desfavorable al primero, problema notablemente 
agudizado para el software-proyecto, segmento en el que cae el software a medida. 
Es natural, por ello, que los productores de software empaquetado acomoden el 
coste y precio de sus productos a tenor del equipo hardware y del volumen del 
mercado. Se ha visto en el primer capítulo del libro la fuerza fáctica de este argu-
mento. El precio del software para las computadoras personales en los sectores de 
hogar, empresa, ciencia y educación es inferior a $100, se sitúa entre $100 y $700, 
entre $1.000 y $2.000, y es inferior a $200, respectivamente. 
Díchos precios, que oscilan entre $20 y $5.000 o más (para aplicaciones específi-
cas de un reducido sector), guardan una profunda relación, por lo (6), con 
los costes de desarrollo y distribución, según se ha estudiado en el capítulo anterior. 
Las estimaciones de la industria estadounidense sobre costes de desarrollo de soft-
ware, ilustradas en un cuadro del capítulo 8, pueden acaso servirnos de pauta orien-
tadora. Un paquete de unas veinte mil líneas de código fuente, con el nivel de aca-
bado de software-producto, podría suponer, en 1985, un esfuerzo de alrededor de 
siete años-hombre (Toong, 1984). 
Son estimaciones un tanto vagas, si no se nos suministra mayor información acerca 
(6) Pueden mediar otros factores que disvirtúen la susodicha relación. aunque siempre merecerán el cali-
ncallvo de enmascaradores de la realidad, 
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de la categoría y dificultad del software considerado. Para hacerse una idea más 
precisa, recordemos que también se dijo allí que el coste de desarrollo de un pro-
grama de hoja electrónica, de los que en 1983 venían a tener un precio de venta al 
público entre $100 y $500, pudo ascender a unos $500.000, en 1980. Por causa de las 
galopadas del dólar de EE. UU., las ciíras de coste no nos resultan indicativas del 
esfuerzo y más bien podrían contribuir a darnos una errónea impresión. Vale más 
decir que una hoja electrónica similar podría haber supuesto un esfuerzo en torno a 
los cinco anos-hombre, por aquellas fechas. 
4. CLASIFICACIONES VARIAS 
Recojo a título de ejemplo algunas de las clasificaciones de software de aplicación 
con las que uno puede tropezarse. 
4.1. Aplicaciones por categoría de mercado 
Empresa 
Hogar 
Ciencia 
Educación 
4.2. Programas horizontales, verticales y genéricos 
El calificativo de horizontal (o funcional) se debe al "ancho espectro de posibles 
usuarios de una población", verbigracia: contabilidad, nóminas, almacén. Suelen ser 
modulares, para permitir una cierta personalización a cada caso, con mínima inter-
vención de su autor. 
Programas de aplicación vertícal (o sectorial) son paquetes orientados a una clase 
de usuarios, como pueden ser ingenieros de estructuras, notarios u odontólogos. 
Las hojas electrónicas, los procesadores de texto, los sistemas de bases de datos 
se consideran programas genéricos. A semejanza de los programas horizontales tie-
nen un amplio uso, pero más que para una aplicación en sí, por general que ésta 
sea, se nos ofrecen como herramientas al servicio de quehaceres muy comunes. 
4.3. Guías de software o similares 
Por entre la cuantiosa documentación sobre ordenadores personales es fácil en-
contrarse con guías y estudios, que nos ofrecen sus propios datos y clasificaciones. 
Lo más corriente es el libro o guía ordenado por marcas y modelos de computado-
res personales, clasificados y denominados éstos a su vez de las maneras más hete-
rogéneas (véase capítulo 1). En este caso, es corriente que, después de presentadas 
las características del equipo, se dedique un epígrafe al software. Una de estas 
guías nos ofrece, además, la siguiente clasificación de los programas de aplicación 
(Webster, 1983): 
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- Industriales 
Comerciales 
Científicos 
De afición y hogar (incluyendo juegos) 
Educativos 
Menos'frecuente es la guía sobre software, pero también las hay, por lo común de 
carácter local a un país, y su interés para el usuario o el profesional reside en apor-
tar información sobre precios, características (sistema operativo, máquina, funciones, 
comparaciones, limitaciones), direcciones del fabricante o distribuidor, e indicacio-
nes sobre los más populares o vendidos. Lo peor, en ocasiones, es que algunas 
guías suministran la información de oído, 
Pues bien, en una guia de software es posible encontrarse las cosas ordenadas de 
otro modo. A las pruebas me remito, citando una conocida guía y su clasificación del 
software (Ditlea, 1984): 
Finanzas personales 
- Inversiones 
- Comunicaciones 
- Información, bases de datos 
- Proceso de texto 
Aprendizaje 
Distracción 
Otra guía (PC World, 1984) lo hace de la manera siguiente: 
- Hojas electrónicas 
- Proceso de texto 
Gestión de datos 
Gráficos 
Comunicaciones 
Educación 
- Juegos 
- Aplicaciones financieras 
- Contabilidad 
Gestión de negocios 
Aplicaciones industriales 
Aplicaciones de profesiones específicas 
Gestión personal 
- Aplicaciones integradas 
- Deducción y razonamiento 
La relación podría hacerse interminable, por lo que acabaré con una última clasifi-
cación procedente de un estudio publicado en una revista francesa, al que me he 
permitido añadir el software educativo. El estudio desglosa las aplicaciones en tres 
segmentos: profesionales, lúdicos y educativos (Guíochon, 1984), postulándose que 
dicha clasificación abarca el 90% de las necesidades. Los autores dividen así las pu-
blicaciones profesionales: 
- Hoja electrónica 
- Proceso de texto 
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Gestión de ficheros 
- Gráficos 
Comunicaciones 
- Software integrado 
y as! las aplicaciones lúdicas: 
- Juegos de arcada 
Juegos de aventura 
Juegos de rol 
Juegos de reflexión 
- Simulación 
Ayudas a la programación 
5. LOS]UEGOS, PROBABLEMENTE 
UN CASO PART.ICULAR, , _ _'. 
Si hay alguna clase de aplicación que sea peculiar (7) de los ordenadores perso-
nales, ésta es la de los juegos, en la que parece que los conceptos que sobre softwa-
re se han rememorado en los capítulos previos no operarían. El diseño y programa-
ción de juegos de éxito es patrimonio casi siempre de una vena de especialistas fa-
náticos, poco propensos a crear documentación y muy hábiles en codificar malaba-
rismos con instrucciones complejas, personajes difíciles de en una actividad 
metódica capítulo 5). Son autores de un software en el que prevalecen valo-
res circenses próximos a lo artístico y ocurre que, en efecto, se ha hablado de "arte 
negro" para referirse al trabajo de estos programadores, algunos de los cuales se 
han convertido en millonarios (Crawford, 1984, citado en la revista LE.E.E. Spectrum, 
vol. 21, núm. 12, dic. 1984, pp. 17-18). 
Que se conviertan en millonarios se debe, creo yo, a que todos somos niños o so-
mos como niños y estamos dispuestos a jugar en cualquier momento, al menos cuan-
do no nos ve el Una encuesta de 1983 del "New York Times" mostraba que un 
51 % de los utilizaba sus computadores personales para jugar, lo que da 
un indicio del consumo. 
6. TENDENCIAS: SOFTWARE INTEGRADO 
E INTERFAZ HUMANA 
Herramientas como las que se han mencionado anteriormente son muy 
. prácticas y lo han demostrado con creces. Pero tienen el inconveniente de que sir-
ven para ulléi sola función, mientras que la máquina humana es multifuncional. Un 
procesador de texto es incapaz de crear e insertar un gráfico, por sencillo que éste 
sea. Tampoco consultar una base de datos, de manera que resulta un poco 
rígido, si se compara con las necesidades que experimenta un ejecutivo cuando tie-
ne que confeccionar, y acaso transmitir un informe. Tal es, en la 
motivación del software integrado: reunir en un solo paquete varias funciones que el 
(7) Realmente, los primeros juegos fueron diseñados y ejecutados sobre grandes ordenadores en lugares 
como el Instituto TecnOlógico de Massachusetts, circunstancia histórica que no empaña el hecho de 
con los computadores personales donde la actividad de los juegos haya encontrado su verdadera 
ser. 
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usuario ha de compaginar en su tarea, Software integrado es equivalente a software 
multifunGÍonal, 
6.1. Multifuncionalidad y productividad 
La compartición cooperativa y flexible de las informa~iones y funciones de dife-
rentes herramientas manipuladoras genéricas de símbolos es clave para un aumento 
de la productividad en tareas administrativas/empresariales y, por tanto, es la clave 
del éxito de este ·tipo de software, Se entiende aquí por manipuladores de símbolos 
programas como procesadores de texto, hojas electrónicas, gestores de bases de 
datos, gestores de gráficos, emuladores de terminal, correo electrónico, etc, En un 
libro reciente, sostiene que la integración del software para mejorar la pro-
ductividad de las funciones empresariales será un tema central en la informática 
personal hasta el final de esta década (Fertig, 1985, pp, vii y 12, y capítulo 9), 
Ahora bien, el incremento de la integración implica sin remedio un incremento de 
la complejidad, Si manejar con soltura un procesador de textos requiere práctica, 
porque no es tan sencillo dominar cien órdenes distintas, ¿cuánta dificultad no añadi-
rá manejar un software con esa y otras funciones acumuladas (8)? Ello empuja a la 
necesidad, complementaria con la integración del software, de potenciar la interfaz 
del hombre con la máquina, De otro modo, no llegará el aumento esperado de pro-
ductividad, Dicho en otros términos, la complejidad inherente al software integrado 
exige un incremento de la convivencialidad del ordenador personal, por eso a ve-
ces se confunde muy erróneamente software integrado con software convivencial, 
aunque bien decimos que aquél sólo a ser lo último cuando ha sido dotado de 
una interfaz agradable y simple, vista desde el lado humano, 
Entonces, software integrado e interfaz humana representan tendencias del soft-
ware de aplicación y del software de base, porque conjugan necesidades de mejora 
de productividad con progresos consolidados de la tecnología (así véase al respecto 
el capítulo tres), Se empieza ya a señalar, además, la conveniencia de definir en for-
ma normalizada, y separada de las funciones del software de aplicación y del de 
base, las funciones de interfaz humana (user interface system, en Verne Morland, 
1985). 
6.2. Requisitos técnicos y tecnológicos 
Así pues, el software integrado es la nueva estrella del software para ordenadores 
personales, Examinémoslo un poco más de cerca en cuanto a su evolución, Hacia 
1982, inició su carnina de manera precaria, como ha solido suceder en el terreno del 
software, forjado en una metodología del parche, quiero decir con más voluntad e 
ingenio que potencia y flexibilidad, sin contar en un principio con la debida capaci-
dad de hardware ni con sistemas operativos adecuados. Típico ha sido, y lo es aún, 
añadir capas o funciones ("extensiones" se han llamado) a sistemas operativos pree-
xistentes, con el fin de dotarlos de pOSibilidades como "ventanas" y otros adminículos 
del conjunto conocido como la "metáfora del escritorio", que otorgan al usuario la ilu-
(8) En lo tocante a de magmtud, sírva el dato que un :nanual de presentación de un paquete 
mtegrado consta de Ullas págmas, como es el caso Open Access, por ejemplo, 
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sión de que su pantalla demasiado pequeña para soportar dignamente 
tal ilusión) es su mesa de Reciente está el anuncio del programa Spotlight, 
otra extensión de sistema que le hace creer al usuario que dispone de un 
sistema operativo multitarea (Guterl, 1985). 
A los primeros lanzamientos de paquetes integrados, y al socaire de los progresos 
tecnológicos en capacidad y y de la experiencia adquirida, les han sucedido 
nuevos anuncios, que aumentan el número de funciones y mejoran su interfaz, en un 
ambiente de "ventanas", "ratones" y "menús". A Lotus 1-2-3 sucedió Symphony. Otros 
programas o familias de son Framework, Open Access, Multifile, CA-
Executive, MS-Windows, Assistant, Jazz, Excel, etc., que, junto al software ex-
tensivo de los sistemas dan idea de la pujanza de este sectdr de produc-
tos genéricos. Es matizar que los programas citados tienen un mero sentido 
de enumeración, puesto que sus respectivos grados de multifuncionalidad, niveles 
reales de integración, convivencialídad, estructura y fundamento técnico difieren 
bastante, como a un área nueva, 
Se dice que un sistema completo de gestión de la información consta de las fun-
ciones integradas de un de bases de datos, de una hoja electrónica, de un 
gestor de gráficos y de un procesador de textos (Brown, 1983). Pienso que a esas 
funciones hay que añadir la función de comunicaciones, y generalmente así lo en-
tienden la mayor de los productores de paquetes integrados. El máximo de 
posibilidades de en el que se puede pensar actualmente (1985-1986) lo 
resume la figura 11. En un futuro se integrarán a este conjunto manipuladores inteli-
gentes de símbolos: sistemas expertos, sintetizadores y reconocedores de voz, pro-
gramas de comprensión y traducción de lenguaje natural, simuladores, etc. 
1985, p. 22). 
PLANIFICACIÓN 
DE PROYECTOS 
PROCESO DE 
TEXTOS 
GESTION 
BASE DE DATOS 
EMULAC¡ON 
DE TERMINALES 
CORREO ELECTRONICO 
GRAFICOS 
CALCULADOR DE 
HOJA ELECTRÓNICA 
Figura ll. Máximo de funciones previstas en un paquete de software integrado (Fer-
tig, 1985, p. 24), 
Un buen software integrado pasa, entre otros factores, por un sistema operativo 
que maneje concurrentemente varios programas en memoria. En la tecnología de 
integración se unen todas o algunas de las siguientes facetas (Chang, 1983): 
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Concurrencia: programas diferentes residen al mismo tiempo en la memoria 
principal. 
- Tecnología compartida: un mismo producto maneja al tiempo números, palabras 
y gráficos (9). 
- Integración funcional: los resultados de un programa pueden alimentar otro pro-
grama para proceso posterior, 
El campo es nuevo. Su desarrollo, que se anuncia prometedor, afronta en general 
problemas de falta de estándares industrialmente aceptados en los siguientes secto-
res: sistemas operativos, lenguajes, representaciones numéricas, para carac-
teres, formatos de fichero, gráficos, y redes de área local y de larga distancia. 
7. PUNTO FINAL 
Así pues. los productos venideros comunes progresarán sobre el de la nueva 
tecnología de interfaz humana, con énfasis general en integración, y, particularmen-
te, reforzando la línea concreta de software-producto integrado para aplicaciones de 
.empresa. 
Muy sintéticamente, para el futuro inmediato el apoyo tecnológico vendrá, por la 
parte del hardware, sobre punteros del tipo "ratón" (la), pantallas táctiles, alta reso-
lución y similares, y, por la parte del software, sobre potenciación de la integración 
en todas sus variantes, ventanas múltiples, comandos seleccionados por menús y 
gramáticas próximas al lenguaje natural. 
No obstante, quiero señalar mi convencimiento de que los mejores productos, con 
independencia de la suerte que corran en el mercado, serán aquellos que, por enci-
ma y además de las atractivas tecnologías mencionadas, se sustancien alrededor de 
la integridad conceptual de su diseño, 
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1. INTRODUCCIÓN 
Esta introducción es meramente formal, ya que el contenido del anexo sobre mi-
croprocesadores se dirige a aquellos lectores que, teniendo un previo conocimiento 
de la arquitectura y funcionamiento de estos circuitos integrados, están interesados 
en una visión panorámica y en una idea de sus tendencias. Si no fuera así, deberán 
proveerse de un texto de introducción a los microprocesadores, objetivo para el que 
muy bien pueden servir como obras generales las referencias (Mundo Electrónico, 
1984) y (Wakerly, 1981), o de forma más específica en el campo de los microproce-
sadores de 16 bits (Whitworth, 1986). 
1.1. Microprocesadores .. y ordE:madores 
Un microprocesador comprende las principales partes funcionales de un compu-
tador integradas en un "chip" o pastilla de silicio de tamaño muy reducido. 
Un computador digital está compuesto físicamente por una memoria donde se al-
macenan programas y datos, una Unidad Central de Proceso (UCP), en donde se 
interpretan y ejecutan las instrucciones almacenadas en memoria, y una serie de 
dispositivos que comunican a este ordenador con el mundo exterior (dispositivos de 
entrada/salida). En la UCP se encuentra una unidad llamada "Unidad Aritmético-Ló-
gica" (UAL) , encargada de realizar operaciones booleanas básicas sobre datos bina-
rios, una pequeña memoria para tener un acceso rápido a datos utilizados frecuente-
mente, y una "Unidad de Control" (UC), que se encarga de sincronizar las operacio-
nes de intercambio de información entre memorias y la UCP, además de ser el nú-
cleo de interpretación de las instrucciones. Todo esto está representado esquemáti-
camente en la figura 1. 
COMPUTADOR ~ 
r 
MEMORIA .... - - - - - - - ..... 
/' " ,,~ ) UAL \ 
\ UCP I MEMORIA RAPIDA \ 
',UC / 
ENTRADA/SALIDA '~~ /' 
------
MICROPROCESADOR 
Figura 1. Órganos constitutivos de un ordenador. 
En un microprocesador están integrados todos los órganos funcionales de la UCP, 
dejando las operaciones de entrada/salida y la función de almacenamiento masivo 
de datos para otros· circuitos integrados. Los avances en el campo de la microelec-
trónica han permitido que hoy en día quepa en una parte de la palma de la mano el 
equivalente a las voluminosas UCPs de años atrás. Como ejemplo, para un empaque-
tamiento de 40 patillas (caso de 8080, Z80 o 8086), las dimensiones son de 1,5x5 cm., 
y el dado interno en el caso del 8086 tiene una superficie de 3l,'2 mm. 2 El 8008 tiene 
un encapsulado de 16' patillas con unas dimensiones de 0,8x 1,8 cm., siendo el dado 
de 10,83 mm. 2 
Con lo comentado, la estructura de un computador basado en un microprocesador 
quedaría establecida según se ve en la figura 2. 
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Figura 2, Estructura de un computador basado en un pP. 
S 
E 
El principio de funcionamiento de estos sistemas basados en microprocesadores 
es el mismo fundamentalmente que el de los grandes y medianos aun-
que sus prestaciones eran hasta hace poco inferiores: sin embargo, con la nueva ge-
neración de microprocesadores de 32 bits se obtienen sistemas cuyas prl9s1aclOIles 
son comparables e incluso superan en algunos aspectos a la serie IBM37Q. 
1.2. Generaciones de microprocesadores 
Desde la aparición en noviembre de 1971 del primer -el 
4004- fabricado por la norteamericana lntel, hasta el estado actual de la 
tecnología, que permite microprocesadores de 32 bits de altas ¡JH:;;'>lCl"-.lVllL"'C>, 
han pasado 15 años en los que el progreso experimentado no ha tenido 
nocido, Por aquel entonces lntel lanzó su producto con la frase 
ciamos una nueva era en la electrónica integrada .. ," (Morse et aL, 
mento, la confirmación de tal aseveración es absoluta. 
Un primer parámetro a considerar a la hora de intentar clasificar y evaluar los pa-
sos de esta evolución es la longitud del bus de datos (longitud de la unidad básica 
de trabajo). Este bus de datos se puede referir al bus de datos del sistema computa-
dor -bus externo-, o al bus de datos que internamente existe en el mlCIC)plroc:esa-
dor (ver cuadro 1). 
En estos quince años se han sucedido generaciones correspondientes a un valor 
de este parámetro de 4, 8, 16 y 32 pero entre estas generaciones hay 
mientos muy fuertes, que hacen que clasificación sea a la fuerza 1111;';1.':;;"-J.;:'O. 
debido tanto a razones económicas como de compatibilidad entre productos de dis-
tintas generaciones. 
- Razones económicas: Uno de los que más encarecen el precio final de 
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una pastilla microprocesadora es el número total de patillas que presenta al ex-
terior (ver figura 3). 
Anexo B: Sobre microprocesadores 
CUADRO 1. DIFERENCIA ENTRE BUSES DE DATOS INTERNO 
Y EXTERNO 
En los microprocesadores se organizan de forma que poseen un bus 
interno del que "cuelgan" los diversos elementos de la UCP, como (aisla-
dos o bancos de registros), la UAL y la memoria de controL La conexión del mí-
CI()pl:oc:esador con el exterior se realiza a través de este bus y por mediación del 
bloque marcado "interfaz de memoria y FJS", Con este esquema se comprende 
que las de los buses interno externo pueden ser distintas, r\Y,..,,,,,,....,,, 
do la a la hora de intentar los microprocesadores, 
de FJS y memoria se encargará de realizar la correcta unión, 
INTERFAZ 
BUS 
INTERNO =~==~====~====:;======~====i DE MEMORIA Y DE E'S 
~ ACUMULADOR I 
M, 21 30 
CONTROL 
MREQ~ 19 31 
¡ORG 20 32 
DE RD 21 33 SISTEMA WR 22 34 
RFSH 28 36 
36 
31 
3B 
39 
40 
HALF lB 1 
CONTROL WAIT 24 )1P 2 
DE LA INT lG ZBO 3 UCP NMI 11 4 
RESET 26 6 
CONTROL DEL BUSRQ 25 
BUS DE LA UCP BUSAK 23 16 
16 
12 
RELOJ 6 8 
+5V, II 1 
TIERRA 29 9 
10 
13 
3, Distribución de patillas en el 280. 
1\" 
A, 
A, 
1\" 
A, 
As 
A, 
A, 
1\" 
1\" 
A" 
Al> 
A" 
A" 
Al< 
AJS 
Do 
D, 
D, 
D, 
D, 
D, 
D, 
D, 
BUS EXTERNO 
(DIRECCIONES, 
DATOS Y CONTROL) 
BUS DE 
DIRECCIONES 
BUS DE 
DATOS 
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Por esta razón, aunque la tecnología permita que internamente el microprocesa-
dor utilice un bus de datos de 32 bits, aparecen externamente 16 patillas para sopor-
tar el bus de datos del sistema. La razón fundamental de tal encarecimiento es la de 
no disponer de máquinas empaquetadoras de chips de mayor número de patillas. 
Razones de compatibilidad: En otras ocasiones la confusión proviene del intento 
de obtener un microprocesador compatible al máximo con otro ya existente. El 
término "compatible" se refiere aquí como "compatibilidad hacia arriba" (up-
ward compatibility), es decir, los programas confeccionados para el micropro-
cesador inferior serán transportables -con mayor o menor difícultad- al mi-
croprocesador recien fabricado. 
Tal fue el caso del 8086, que, con un bus de datos externo de 16 bits, es básica-
mente una versión ampliada de su predecesor, el 8080, que tiene un bus de datos 
de 8 bits, lo que unido al hecho de que todas las instrucciones del 8080 son un sub-
conjunto de las del 8086, hace que los programas escritos para el 8080 sean modifi-
cables para ejecutarlos en el 8086 (Gupta y Toong, 1981). 
El hecho de pasar de una generación a otra no significa que los microprocesado-
res primitivos sean desechados, en parte por razones de compatibilidad existentes y 
en parte porque los microprocesadores de 4 y de 8 bits, que hoy en día están a 
precios muy bajos, se emplean cada vez más como microcontroladores, en aplica-
ciones tales como el control de pequeños procesos en el hogar, control de máquinas 
herramientas, control de periféricos (teclados, pantallas, unidades de disco), etc, 
En la figUra 4 se presenta el estado actual del mercado de microprocesadores 
atendiendo a la longitud del bus de datos, 
Probablemente, la evolución a corto plazo será hacia un aumento de las áreas co-
rrespondientes a 16 y 8116 bits, mientras que a medio plazo la expansión correspon-
derá a los micros de 16/32 y 32 bits, 
"'1'::-=::;===:::==j~32 BITS (1%) 
Figura 4. El reparto de la "micro tarta" (Finkler, 1983) 
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1.3. Las familias de microprocesadores 
Ya se ha visto cómo en un microprocesador están integradas las partes fundamen-
tales de la UCP de un ordenador. Evidentemente, un ordenador no sólo es una UCP, 
sino que necesita del soporte de otros integrados para realizar funciones de entrada/ 
salida y de control y gestión de memoria, entre otras. Un microprocesador, junto con 
los integrados que le sirven de soporte, forman una familia. Estas familias ven au-
mentado el número de sus miembros a medida que avanzan las generaciones, ya 
que cada vez son más complicados los procesos a controlar y mayor la cantidad de 
memoria a gestionar. 
En la generación de 8 bits, las familias estaban compuestas casi exclusivamente 
por el propio microprocesador, un chip de soporte para entrada/salida y, a veces, 
por un controlador de acceso directo a memoria: DMA. 
En generaciones posteriores aparecen nuevos elementos destinados, como ya se 
ha dicho, a gestionar recursos cada vez más complejos de manipular. Además, en 
estas generaciones, el diseñador de sistemas puede elegir entre varias UCPs de 
acuerdo con el nivel de potencia que quiera dar al producto final o con el grado de 
compatibilidad buscado. 
A título de ejemplo, en la figura 5 (Valero y Vida!, 1984) se representa el "árbol 
genealógico" de la familia NSI6000 de National Semiconductor. Los NSI60I6 y 
NSI6008 tienen ambos un bus de datos interno de 16 bits, mientras que externamen-
te presentan buses de 16 y 8 bits respectivamente. Más adelante se hablará con ma-
yor profundidad del NS 16032. 
I 
UCP 
NS16000 
I 
1 
PROCESADORES 
ESCLAVOS 
NS160Bl 
1-- PROCESADOR 
ARITMÉTICO 
NS160B2 
PROCESADOR 
- GESTOR DE 
I MEMORIA 
1 
Figura 5. Miembros de la familia NS 16000. 
1 
ELEMENTOS DE 
CONTROL 
-
-
NS16021 
GENERADOR 
DE RELOJ 
NS16202 
CONTROL DE 
INTERRUPCIONES 
NS16203 
- CONTROLADOR 
DMA 
NS16204 
1- ARBITRO DE 
1 
BUS 
1 
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2, TECNOLOGíAS DE FABRICACIÓN 
2.1. Introducción a las familias lógicas 
A la hora de decidirse sobre la realización física de un circuito integrado, los dise-
ñadores se enfrentan con un abanico relativamente amplio de posibilidades, en fun-
ción del grado de integración deseado, consumo o rapidez del producto final. Este 
abanico está constituido por las llamadas "familias lógicas", que agrupan a todos los 
integrados construidos con las mismas técnicas de fabricación e interconexión. 
En la figura 6 se representan en forma de árbol tales familias, acompañadas de 
una serie de datos concernientes a sus características más significativas. En este ár-
bol, la lectura de izquierda a derecha de las hojas se corresponde aproximadamente 
con la evolución en el tiempo. 
En la actualidad, las tecnologías más utilizadas para la fabricación de microproce-
sadores son la CMOS y NMOS, debido a sus especiales características de disipación 
y ruido, por lo que serán analizadas más adelante con mayor profundidad, Para las 
aplicaciones en las que la velocidad es un requisito prioritario, como por ejemplo 
para la fabricación de cierto tipo de memorias, se utiliza preferentemente tecnología 
TTL (Ver figura 7): desde el punto de vista de la velocidad, la familia ECL sería la 
óptima, pero suele ser desechada por su mayor coste. 
-250 rS 
6nW -1 uW 
TECNOLOGíA 
40mw 
!(l;",S 
Figura 6, Familias lógicas (Fernández y Sáez Vacas, 1979), 
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TECNOLOGIA DISPOSITIVO Taeee•o POTENCIA 
Bipolar RAM estática 256 x 1 30ns 1,5mW/bit 
NMOS RAM dinámica 4096x 1 200ns O,lmW/bit 
PMOS RAM dinámica 1024 x 1 180ns O,9mW/bit 
Bipolar ROM 32x8 28ns lmW/bit 
PMOS ROM 286x4 lns O,18mW/bit 
Figura 7, de memorias con distintas tecnologías. 
La familia 12L Injection que nació como variante de la 
presenta gran interés por su alto nivel de integración (el mayor de todos los 
circuitos bipolares) y bajo consumo, 
Uno de los principales para clasificar un ordenador es el tipo de tec-
nología con la que está implementado. Estableciendo una clasificación de menor a 
mayo nivel de complejidad, y por tanto de precio, los ordenadores se dividir 
en las siguientes clases: 
1. Microcomputadores, aquí llamados genéricamente computadores personales 
2, Minicomputadores, 
3. Grandes ordenadores y supercomputadores, 
Cada una de estas clases viene a corresponderse con una tecnología de fabrica-
ción típica (MOS, TTL y ECL respectivamente), Volveremos sobre este punto al tra-
tar en este mismo capítulo de las perspectivas, 
2.2. Descripción de la tecnología MOS 
La práctica totalidad de los microprocesadores fabricados hasta la fecha lo han 
sido en tecnología MOS (Metal-Oxido-Semiconductor) en sus tres variantes: PMOS, 
NMOS y CMOS, Los principios del transistor basado en la estructura MOS fueron 
establecidos al comienzo de los años treinta por Lilienfeld y Hei!. Véase (Depto, de 
electrónica-física de la ETSIT de Madrid, 1979). 
En la figura 8 se aprecia la estructura básica de un transistor MOS, El electrodo 
de (G -Gate-) sirve de control de la corriente que circula entre fuente (S 
-CJOllrCe--) y drenador (D -Drain-), 
Hay dós tipos fundamentales de transistores MOS: los de canal N, en los que la 
conducción se realiza a través de electrones, y los de canal P, en los que la conduc-
ción se establece por huecos, 
Tipos de canal N: Según se ve en la figura 9, se trata de un substrato de silicio 
llgerciml3n1e dopado positivamente que separa dos difusiones fuertemente dopadas 
negativamente correspondientes a los terminales de drena dar y fuente, 
Durante la operación, la fuente S y el substrato se conectan a la tensión más nega-
tiva, estableciéndose por esta razón un camino de alta impedancia (de no conduc-
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~--
S ~ G /D 
SUBSTRATO 
8. Estructura de un transistor MOS. 
OXIDO 
(AISLANTE) 
____ o SEMICONDUCTOR 
ción) entre D y S. Si estando así las cosas se aplica una tensión positiva al terminal 
de puerta (G) respecto el de fuente se crea un camino conductor entre fuente y 
drenador al ser atraídos los electrones hacia el terminal de puerta. Se observa que 
no hay consumo de corriente del generador conectado a este terminal, de ahí la 
baja disipación de los dispositivos MOS. 
s 
Figura 9. Transistor MOS de canal 1\ 
Tipos de canal P La estructura de un MOS de canal P es dual de la anterior, se-
gún se en la figura lO. 
G 
Figura lO. TransIstor MOS de canal P 
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El funcionamiento es el mismo sin más que cambiar el signo de las tensiones. Aho-
ra, la tensión aplicada a puerta es negativa. por lo que son los huecos (cargas positi-
vas) los que establecen el camino de unión entre drenador y fuente al ser atraídos 
hacia el terminal de puerta. El consumo del generador aplicado a puerta sien-
do prácticamente nulo. 
Simetría complementaria: Disponiendo dos transistores MOS como se indica en la 
figura 11 se tiene un dispositivo en el que, independientemente de la tensión aplica-
da a la entrada, sólo uno de los transistores estará en conducción. 
¡+vcc 
OXIDO 
G METAL 
D 
ENTRADA SALIDA 
D 
G 
S 
Figura 11. Estructura de simetría complementaria. 
De esta forma, variando la tensión de entrada, se hace que a la salida aparezca 
uno de los niveles lógicos posibles, y además no hay nunca un camino de conduc-
ción directa entre los raíles positivo y negativo de la alimentación, de forma que el 
consumo, y por tanto la disipación, sean mínimos. Esta tecnología necesita un mime-
ro doble de elementos a integrar comparada con la NMOS o PMOS, pero ofrece 
ventajás tales como disipación ultrabaja, alta inmunidad al ruido y utilización de fuen-
te de alimentación única. Todo esto hace que la tecnología CMOS sea un rival muy 
importante de las anteriores, 
2.3. Rasgos generales de la evolución y perspectivas 
El 4004 de Intel (año 1971) se fabricó con tecnología PMOS, que por aquel enton-
ces era la de uso más difundido. Posteriormente, en el año 1973, la tecnología NMOS 
había madurado lo suficiente como para que la propia Intel se decidiera a sacar al 
mercado un microprocesador de 8 bits basado en ella, el 8008 (Morse et al., 1980). 
La principal ventaja que ofrecen los dispositivos NMOS frente a los PMOS es una 
mayor velocidad de conmutación, así como el admitir una mayor densidad de inte-
gración. Por estas razones se suele hacer referencia -especialmente Intel- a los 
NMOS como HMOS, para resaltar sus altas prestaciones (Gupta y Toong, 1983a). 
El primer microprocesador fabricado en tecnología CMOS fue el 1802 de RCA, 
lanzado en 1974 (Gupta y Toong, 1983a). Sin embargo, la tecnología CMOS no ha 
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tenido el auge que debería haberle por sus características a causa 
del serio inconveniente de la baja densidad de integración; para minimizarlo, se 
tiende en la actualidad a utilizar un mayor número de transistores de canal N que de 
canal P, en vez de utilizar igual número de ambos, Se piensa que una vez soluciona~ 
do este la tecnología CMOS será la más popular en los años, 
(Gupta y 
Hoy en día la tecnología en cabeza es la NMOS, y como prueba de ello está el 
"Focus", un microprocesador de 32 bits de Hewlett-Packard, en el que se han inte-
grado el mayor número de transistores hasta la fecha, un total de 450,000, basándose 
en técnicas que utilizan un rayo de electrones para dibujar las máscaras, 
Frecuencia de Otro aspecto en la evolución ha sldo 
el aumento de la frecuencia de reloj del sistema, Este aumento se debe a que cada 
vez se van dispositivos que conmutan en menor tiempo, Este aumento 
en la velocidad de conmutación no sólo se al realizar un cambio de tecnolo-
gía, sino que utilizando la misma (por ejemplo NMOS), se pueden obtener chips de 
mayores frecuencias máximas de utilización, a base de perfeccionar el proceso de 
fabricación, Tal es el caso del Zilog Z80, del que existen dos versiones, una de 2,5 
Mhz y otra de 4Mhz, 
En las figuras 12, 13 y 14 se resaltan las l'-'lIIJOJLI:Je> evoluciones en el campo tec-
nológico, Refiriéndonos a la tabla de la 12 y como ya se ha comentado, resalta 
el fuerte predominio de la tecnología MOS (vanante NMOS) sobre el resto para la 
fabricación de microprocesadores, 
Tecnología La tecnología bipolar fue abandonada casi al prmcipio del na-
clffiIento de los mIcroprocesadores debido al alto consumo eléctnco que así 
como al bajo nivel de integración que 
Últimamente, sin embargo, la compañía Ferranti ha adoptado una dese-
chada en los años 70 por los laboratorios Bell denominada cm (Collector Diffusion 
Isolation -aislamiento de la difusión de que es una mejora sobre la tec-
nología bipolar, Las razones para tener confianza en ella son, según que la 
producción en masa de microprocesadores basados en esta sería relati-
vamente barata, y estos circuitos no consumen tanto como los 
res ('''I'he , 2 de julio de 
Aparte del desarrollo de nuevas tecnologías está el refinamiento de las ya conoci-
das, Así, un de compañías japonesas entre las que están NEC, 
Matsushíta y han confeccionado un programa piloto de dos millones de dólares 
para desarrollar una tecnología en la que los circuitos integrados se fabrican a base 
de capas de material semiconductor aisladas entre sí ("3-D chips"), Esto supone un 
mayor número de dispositivos por pastilla sin necesidad de aumentar las densidades 
de integración, Sin. éinbargo, se trata de un proceso complejo del que no se esperan 
frutos hasta finales de los ochenta CThe Economist", 12 de febrero de Lunds~ 
trom y Larsen, 
Volviendo al tema de la relación entre la clase de computador y la tecnología em-
pleada y siguiendo a (Bell, 1984), es muy que la performancia de los mi-
croprocesadores basados en tecnología MOS cleciendo al ritmo del 50% anual 
actuaL Sin embargo, las tecnologías TTL y que son la base de las clases supe 
328 
Anexo B: Sobre microprocesadores 
riores de ordenadores, han ido evolucionando a un ritmo del 20% anual tan sólo, De 
ahí se deduce que la primera clase será un fuerte rival de las clases 2 y 3 en el 
futuro: de hecho, esto está ocurriendo en la encontrándonos con sistemas 
basados en microprocesadores con potencias comparables a minis o orde-
nadores, 
Para finalizar, comentaremos que este anexo no analiza ningún microprocesador 
J~1"'~"'>'" siendo como es el Japón una potencia industrial en microelectrónica. No 
hay más razón para esta ausencia que la falta de datos al respecto, argumento válido 
para todo el estudio y para las tecnologías de los distintos que, en todo caso, 
son siempre menos publicitadas que las de los Estados Unidos. Nos consta que en el 
dominio de los circuitos de memoria, el está, o estará muy pronto, práctica-
mente a la cabeza de la industria. Se sabe que está preparando microprocesadores 
de gran densidad y potencia, No es de extrañar, que cuatro empresas japo-
nesas -NEC, Hitachi, Toshiba y se situaron, ya en 1982, entre los diez 
meros suministradores de semiconductores del mundo, 
pP bits año tec. n.O trts. Densidad Reloj (mil2jtrt) (MHz) 
18008 8 1972 PMOS 2000 (1) 8.4 0,6-0,8 
18080 8 1974 NMOS 4600 (1) 7.6 2-3 
18086 16 1978 NMOS 29000 (2) 1.66 4-8 
Z8000 16 1979 NMOS 17600 (3) 3.48 2.6-3.9 
M68000 16 1980 NMOS 68000 (3) 1.03 6-8 
NS16032 16 1982 NMOS 60000 (4) 1.40 10 
iAPX432* 32 1981 HMOS 219000 (2) 1.36 8 
B32A 32 1982 CMOS 146000 (2) 1.09 10 
FOCUS 32 1982 NMOS 460000 (2) 0.10 18 
Fuentes: (1) Morser et al., 1980 (3) Sugarman, 1979 
(2) Gupta y Toong, 1983a (4) Gupta y Toong, 1983b 
(*) esto es un pP repartído entre tres chips, por lo que la cifra del número de transisto-
res corresponde al total de los integrados entre los tres, 
10' 
10" 
10' 
mil milésima de pulgada; l mil 0,0025 cm 
12. Comparaciones tecnológIcas entre diversos )lPs. 
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13 Evolución del número de transistores integrados. 
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Figura 14. Evolución de la densidad de integración. 
3. MICROPROCESADORES DE 8 BITS 
ANO 
La historia de los microprocesadores empezó con la generación de cuatro bits, 
que nació con la intención de sustituir a un conjunto de integrados, por lo que no 
tenía ni mucho menos el carácter de "propósito general" que acabó imponiéndose 
en la generación de ocho bits, Tal fue el caso del 4004, en el año 1971, diseñado 
para asumir todas las funciones de seis integrados hechos a medida ("custom made") 
y destinado a una calculadora (Morse et al., 1980). 
El hecho de seleccionar el 18080 y el Z80 para este estudio es debido a que 
cada uno de ellos aportó algo nuevo dentro de su generación, 
3.1. Intel 8008 
El 8008 no es todavía un microprocesador de propósito general. Salió al mercado 
en el año como consecuencia del encargo realizado a finales de 1969 por la 
Computer Terminal Corporation (hoy Datapomt) a Tntel para realizar un circuito inte-
destinado a un terminal de pantalla. La mayor parte del repertorio de instruc-
ciones y de la organización de los registros fue especificada por Datapoint, pero en 
Tntel se añadieron otras especifIcaciones para que lo que luego sería el 8008 fuera 
un circuito integrado más versátil (Morse et al., 1980). 
Arquitectura: Comparado con las arquitecturas actuales de los microprocesadores 
de 32 bits, la del 8008 nos parece hoy muy simple. Los registros se dividen en siete 
de 8 bits accesibles por el programador CA, B, C, D, E, H y una pila integrada en 
el chip formada por ocho registros de 14 bits y un puntero de pila de tres bits y 
cuatro banderas de estado (Figura 
El registro A es el acumulador y todas las operaciones se realizan entre él y otro 
registro, devolviendo el resultado en el acumulador. Los registros H y L (High y 
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Low) contienen la dirección de una palabra de memoria que en los nemónicos del 
ensamblador se refiere como Mil, aunque en realidad se trata de un pseu-
dorregistro, Toda referencia a memoria se realiza a través de este registro, 
A 
B 
e 
D 
E 
H 
L 
Figura 15, or!1C'tY,'" del 8008. 
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Cualquier piso de la puede servir como contador de programa, Cuando se 
ejecuta una sentencia CALL a subrutina), el puntero de pila modifica su va~ 
lor apuntando a un nuevo que será el nuevo contador de programa, 
Las cuatro banderas del 8008 reflejan el estado en que queda el mlcrC)prOOeScldc)r 
al realizarse la última lógica o aritmética. Estas banderas son 
rreo), Zero (que se activa cuando el valor que hay en el acumulador es cero), 
(Paridad, una función muy importante en un integrado orientado a 
un tubo de rayos y que refleja el contenido del bit más a la 
da del acumulador, pero que no da facilidades para el manejo de números nQ,"'''lUr,,, 
como en un principio se pudiera pensar, 
Instrucciones: Las instrucciones del 8008 están orientadas hacia la mcllllj)ulaCllon 
de datos de ocho bits, Los modos de direccionamiento son sólo dos: 111l.11t:I . ..ua 
lativo a alguno de los A-L. 
Todas las instrucciones se pueden enmarcar dentro de alguno de estos tipos: 
- Referentes a los A-L: carga, intercambio y '-;C,C!"',"U1" 
- Específicas del acumulador: aritméticas, lógicas y de rotación de bits del acu-
mulador, 
- De transferencia de control: saltos condicionales e incondicionales, llamadas y 
retornos de subrutinas condicionales e incondicionales, Los condicionamientos 
se refieren al estado de alguna bandera, 
- De entrada/salida: se transfieren los contenidos del acumulador al puerto 
nado y viceversa. 
De control del HAL'I' y NO-OP, siendo esta última un movimiento 
del acumulador en el acumulador, resultando una acción nula. 
También instrucciones de incremento y decremento para el de bucles 
que, aunque no fueron especificadas por Datapoint, convirtieron al 8008 casi en un 
procesador de propósito general. 
No hay una específica para salvaguardar el contenido de las cuatro 
banderas, por lo que el tratamiento de interrupciones es aunque no im~ 
posible (Morse et 1980), 
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Memoria y E/S: La memoria direccionable es de 16K (Palabra de dirección de 14 
bits), lo que significaba una cantidad respetable en una en la que las memo-
rias resultaban todavía caras. La limitación de espacio direccionable se debe a la 
falta de patillas disponibles. Además, bus de datos y de direcciones están multiple-
xados cuadro 2.) de forma que la dirección se envía por ocho patillas en dos 
ciclos consecutivos. Juntamente con los 14 bits de dirección se envían dos señales 
de y de ahí viene la limitación de supeditarse a una dirección de 14 bits en 
vez de 16, 
CUADRO 2. MULTIPLEXACIÓN 
La multiplexacIón (aplicada al campo de los ffilcroprocesadores) consiste en 
llevar sobre el mismo soporte físico datos de naturaleza distinta, intentando conse 
guir un mejor aprovechamiento del citado soporte, 
Una vez realizada la distribución de patillas, los diseñadores del 8008 se encon-
traron con que necesltaban 24 de ellas para acceder a los buses, repartldas en 16 
para direcciones y 8 para datos. Una distribución de este tipo habría obligado a 
reconsiderar el empaquetamiento del chip, con el consiguiente aumento en el 
precio fi~al del producto. 
La figura representa el compromiso adoptado: Un total de ocho patillas sopor 
tan tanto bus de direcciones como de datos, Exteriormente al chip existe un cir-
CUlto integrado denommado "circuito de demultlplexaclón", a partir del cual apa-
recen separados físicamente los buses, La señal de control mdIca al circuito de 
demultiplexaclón si se le está enVIando un dato o una dirección y. según la 
información presente en los terminales del microprocesador se orienta en un sen-
tldo o en otro a la salida del citado demultiplexador, 
/8 
CIRCUITO DIRECCIONES (16) 
,-- DE 
UCP DEMULTl, 
/ 
PLEXADO 
DATOS (8) 
CONTROL J 
En cuanto a la entrada/salida, hay ocho puertos de entrada y 24 de salida, todos 
de ocho bits. Estos puertos se direccionar como parte de la memoria (técni-
ca denominada "memory-mapped l/O) o hacerlo en un espacio reservado para la 
E/S. 
Interrupciones: En las especificaciones de Datapoint no se hacia referencia alguna 
al mecanismo de interrupciones, Sin embargo, se introdujo un tratamiento primitivo 
de ellas: cuando se detecta una interrupción no se incrementa el contador de pro-
grama y el dispositivo que interrumpe proporciona una instrucción a ejecutar, la cual 
es normalmente una CALL. En el repertorio de instrucciones del 8008 existen ocho 
de ellas de un solo byte de longitud y que se comportan como saltos a subrutinas en 
posiciones concretas de memoria. 
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Las interrupciones no se pueden inhibir, hecho que agregado a la dificultad para 
salvar el contenido de las banderas, hace que el tratamiento diC las interrupciones 
sea muy complicado. 
3.2. Intel 8080 
En el año 1973 la tecnología MOS estaba la suficientemente perfeccionada como 
para intentar aplicarla a la fabricación de En un primer momento, la compañía 
Inte] pensó en hacer una versión del 8008 en NMOS para obtener una mayor veloci-
dad, basándose en las máscaras ya utilizadas para la fabricación de la versión PMOS 
anterior. Sin embargo, estas máscaras no resultaron apropiadas, por lo que se deci-
dió crear un nuevo producto -el que utilizaría un empaquetamiento de cua-
renta patillas, que por entonces ya resultaba más económico. El reto planteado fue 
el obtener una mejora por un factor de diez sobre el 8008 de la siguiente forma: 
- Manejo de datos de 16 bits para el cálculo de direccíones. 
- Inclusión de aritmética BCD. 
- Aumento del número de modos de direccionamiento. 
- Mejora del sistema de mt,errUpcICme,s. 
Todo esto se haría manteniendo la compatibilidad entre un subconjunto de ins-
trucciones del ensamblador del 8080 con el del 8008, necesitándose lógicamente un 
proceso de traducción y, la de una nueva ROM como resi-
dencia del programa. El diseño del 8080 no se corresponde con las especificaciones 
dadas de antemano por otra como en el caso anterior, sino que se trata 
del primer chip de propósito totalmente ,,"'U"'Jeal. 
Arquitectura: En la figura 16 se representa el conjunto de registros del 8080. 
15 
0,7 
Figura 16. Registros del 8080. 
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La pila se encuentra en memoria principal, y puede ser por tanto casi ilimitada. El 
acceso a ella se hace a través del puntero de pila (SP) de 16 bits de longitud. Con 
una llamada a una el contenido del contador de programa (PC) se carga 
en la dirección señalada por el SE 
Los registros se pueden referenciar por pares (BC, DE y HL) para las operaciones 
de referencia a aunque también se pueden utilizar por separado como re-
gistros de 8 bits. Cuando los se utilizan por parejas tienen funciones C;"'JC;'~l­
ficas: así, hay ciertas instrucciones que permiten operaciones sobre el par DE pero 
no sobre BC, y hay modos de direccionamiento indirecto a través de BC ó DE, pero 
no a través de HL. 
El registro A sirve en todas las operaciones lógicas y aritméticas 
como operando y como receptor del resultado. 
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Las banderas se encuentran agrupadas en un solo byte y, aparte de las cuatro del 
8008, está la "Auxiliary Carry", utilizada internamente por el microprocesador para el 
desarrollo de la aritmética BCD. 
instrucciones: Las instrucciones del 8080 son básicamente las del 8008 aumentadas 
con las específicas del tratamiento de datos de 16 bits. Existe un pseudorregistro (el 
"M") de funcionamiento análogo al caso anterior. Los modos de direccionamiento son 
directo, indirecto vía un par de registros BC, DE ó HL, inmediato de 8 ó 16 bits, y de 
referencia a los registros A-L. El hecho de poder agrupar los registros por "'~"'~J'.~ 
permite el manejo de datos de una longitud de 16 bits. Estos pares de registros se 
pueden cargar de manera inmediata, ser incrementados o decrementados, sumados 
a HL y ser metidos o sacados de la pila. Además, la palabra de estado también pue-
de almacenarse en ella. 
Las instrucciones que tratan directamente con el acumulador son una de comple-
mento y otra de ajuste BCD para el manejo de datos en este formato. 
Memoria y E/S: La memoria direccionable es de 64K con un bus de 16 bits de 
longitud. El bus de datos tiene una longitud de 8 bits, por lo que cuando se manejan 
datos de 16 bits hay que utilizar un ciclo de memoria extra. El almacenamiento de 
cantidades de 16 bits se hace de forma que los 8 bits más significativos estén coloca-
dos en la dirección de memoria más alta. 
Para la entrada/salida se pueden direccionar 256 puertos de 8 bits de cada tipo; 
las transferencias se realizan entre el acumulador y el puerto designado. El conjunto 
de instrucciones del 8080 permite direccionar directamente cualquier puerto. 
Interrupciones: El mecanismo es básicamente el mismo que en el 8008, pero aho-
ra se pueden inhibir las interrupciones y además el conjunto de banderas se puede 
almacenar en la pila como si fuera un byte, por ]0 que el mecanismo resulta ahora 
práctico. 
3.3. Zilog Z80 
El Z80 es un microprocesador fabricado en tecnología NMOS diseñado de tal for-
ma que todos los programas existentes para el 8080 pudieran en él sin 
modificación. Los diseñadores del 280 no cambiaron pues ninguna instrucción del 
8080; las nuevas utilizaron códigos de operación no utilizados (Tanenbaum, 1984). 
Existe una versión, el Z80A, que admite un reloj de mayor frecuencia. 
El 280 representa una mejora notable respecto a sus predecesores, incluye nue-
vos registros y un sistema versátil de interrupciones. 
Arquitectura: En la figura 17 se representa el conjunto de registros del 280: se ob-
serva una importante similitud con los del 18008 e I8080. 
Existen dos bloques idénticos de registros de propósito general, seleccionables 
mediante una instrucción , cuyo objeto es servir como almacenamiento 
temporal y rápido para la gestión de interrupciones entre otras tareas. Todos los re-
gistros excepto el A (Acumulador) y el F (registro de banderas) se pueden referen-
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Figura 17. Registros del Z80. 
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ciar por parejas o aisladamente. Del registro F sólo son utilizados seis que co-
rresponden a las banderas de acarreo (C), cero (Z), signo (S) -que recoge el sépti-
mo bit del acumulador, sin implicar esto el poder manejar cantidades con signo-, 
indicador de paridad/desbordamiento (PN) -indica la paridad del resultado al rea-
lizar una operación lógica o el posible desbordamiento al realizar una aritmética-, 
medio acarreo (H) y resta (N). Estas dos últimas son de uso interno del microproce-
sador cuando realiza operaciones de empaquetamiento BCD en el acumulador, Las 
cuatro primeras se utilizan como condicionantes de saltos o llamadas a subrutinas. 
Entre los registros de propósito están el contador de programa (PC), el 
puntero de pila (SP) y dos registros índice (IX e IY), los cuatro de 16 bits, El registro 
1 se utiliza en el modo de interrupción 2 tratamiento de interrupciones). El re-
gistro R sirve para el refresco de memorias dinámicas, facilitando su uso. Este 
tro es un contador de direcciones y se utiliza conjuntamente con el terminal RFSH 
(patilla número 28). 
Instrucciones: Las instrucciones del Z80 son básicamente una ampliación de las 
del 8080, pero se incluyen algunas que son una total novedad, como las de transfe-
rencia de bloques, que permiten el intercambio de zonas de memoria, y las de com-
probación y posicionamiento de bits. La existencia de dos registros índice trae con-
sigo el que haya instrucciones dedicadas a su manejo, 
Los modos de direccionamiento son: inmediato de 8 y 16 página cero modifi-
cado (a través de la instrucción RESTART), relativo a programa, directo, indirecto, 
indexado y relativo a registro (A-L), 
Para el control del microprocesador hay dos instrucciones que son las de alto 
(HALT) y la de no operación (NO-OP). El sistema de interrupciones se maneja con 
una instrucción de inhibición y otras tres para designar el modo de atenderlas, 
Memoria y E/S: Como en el caso del I8080, con la peculiaridad de la introducción 
del citado registro dedIcado al refresco de memorias dinámicas, 
Interrupciones: Las interrupciones pueden ser enmascarables o no enmascara-
bles; a estas últimas responde el microprocesador ignorando el próximo código de 
y realizando un RESTART a la posición 0066H (una instrucción "restart" es 
una llamada a subrutina residente en la página cero -primeras 256 posiciones de 
memoria-), 
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A una interrupción enmascarable puede responder de tres maneras, selecciona-
bles por software: 
MODO O: De manera análoga a como lo haría el I8080. 
MODO 1. La UCP responderá con un RESTART a la dirección 0038H 
MODO 2: De esta forma se puede realizar un CALL indirecto a cualquier posición 
de memoria con un solo byte suministrado por el periférico que interrumpe. El con-
tenido del registro 1 y el de este byte se concatenan para formar una dirección que 
apunta a una tabla donde se tienen los comienzos de las rutinas .. de servicio. 
3.4. Aspectos comparativos 
En la figura 18 están reflejados algunos de los principales parámetros de los tres 
microprocesadores analizados. La evolución marca una línea ascendente en cuanto a 
complejidad y prestaciones, muy nítida con respecto al 8008. A medida que crece la 
complejidad de los circuitos se hace mucho más difícil analizar diferencias compara-
por el nivel de tecnicismo requerido, que está fuera del alcance de una obra 
no especializada. 
8008 8080 Z80 
I 
free. reloj (Mhz) 0.6-0.8 2-3 2.6-4 
I 
no. instruc. 66 III 160 
no. banderas 4 6 6 
memoria (bytes) 16IC ~{ 64IC 
puertos e/s 8e 266 e 266 e 
24 s 266 s 266 s 
patillas 16 40 40 
bus de datos 8* 8 8 
bus de direc. 8* 16 16 
tipos de datos 8 bit s/sig 8 bit s/sig 8 bit s/sig 
16 bit s/sig 16 bit s/sig 
Emp,BCD Emp.BCD 
modos de 
direccionamiento registro, inmediato registro. inmediato registro. inmediato 
directo (lim,) directo 
indo (lim.) indirecto 
indexado 
rel. a programa 
página 0 (restart) 
* multiplexados 
Figura 18 Algunos parámetros de los pPs vistos. 
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El número de modos de direccionamiento prácticamente se ha duplicado con la 
aparición de cada uno de ellos, y la progresión en el número de banderas ha sido 
lineal (el número de banderas es un parámetro significativo a la hora de evaluar la 
complejidad interna de los microprocesadores), Por otra parte, el número de ins-
trucciones ha sufrido un aumento de más del doble en esta generación, y la [recuen-, 
cia de reloj se ha multiplicado por un factor de ocho, 
En esta figura no están reflejados aspectos hardware significativos que hacen que 
el Z80 se distinga aún más de sus predecesores: tanto el 8008 como el 8080 no son 
estrictamente "microprocesadores en una sola (microprocessor-ona-chip), 
sino que para su funcionamiento requieren de especiales tales como genera-
dores de reloj, controladores básicos y demultiplexadores de bus de datos y de di-
recciones, Con el Z80, una vez adquirido el chip. basta añadirle memoria y los puer-
tos de entrada/salida. El reloj puede ser un circuito RC, aunque para el fun-
cionamiento al límite máximo posible se recomienda un reloj de cuarzo. el 
Z80 necesita una única tensión de alimentación mientras que tanto el 8008 
como el 8080 necesitan dos (Sugarman, 1979) 
4. MICROPROCESADORES DE 16 BITS 
La generación de los microprocesadores de 16 bits se inició en el año 1974 con la 
aparición del integrado PACE fabricado por National Semiconductor (Gupta y 
'I'oong, 1983a). En la actualidad, los microprocesadores más ampliamente difundidos 
son el 18086, Z8000, MC68000 y NS 16032 u otros miembros de sus familias, por lo que 
centraremos el estudio sobre ellos. 
En esta generación veremos que es norma habitual el que los microprocesadores 
presenten externamente un bus de datos de 16 aunque internamente 
con cantidades de 32. Para poder realizar la clasificación nos hemos fijado única-
mente en la presentación externa del bus de datos, discutiendo en los distintos apar-
tados la estructura interna. El NS16032, aparecido en 1982, es considerado por varios 
autores como perteneciente a la generación de 32 ya que opinan que esta ge-
neración se inició en 1981 con la introducción por lntel del iAPX432 (Guterl, 1983), 
4.1. Intel 8086 
Básicamente se trata de una versión mejorada, a 16 bits, del 8080, Inter-
namente el 8086 mantiene un bus de datos de ocho bits similar al de su predecesor; 
esta estructura, añadida al hecho de que registros e instrucciones del 8080 son un 
subconjunto del 8086, hacen que el software de aquél sea fácilmente transportable a 
éste ('I'oong y Gupta, 1981). Entre los adelantos sobre el 8080 
aritmética de 8 y 16 bits con sin signo, incluyendo multiplicación y división, facili-
dades para el manejo de de datos (strings) y mecanismos para el manejo 
de código relocalizable e implementación de sistemas mutiprocesadores. La unidad 
de control está microprogramada. 
Arquitectura: En la figura 19 se representa la estructura básica del 8086. 
Consta de una unidad de "'l,,'C,UC,lVH (EU) y de una unidad de interfaz de bus (BIU), 
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Figura 19. F.structura del 8086. 
conectadas ambas por una UAL de 16 bits. La EU recoge instrucciones de la "cola 
de búsqueda anticipada" (lQ), la cual es cargada por la BIU (mecanismo de "prefet-
eh") siempre que no se necesiten los buses para otras tareas: esta IQ es una estruc-
tura FIFO de seis octetos de capacidad. 
La EU accede a memoria o a dispositivos periféricos haciendo una petición a la 
BIU. Ambas unidades actúan independientemente la una de la otra, por lo que los 
ciclos de búsqueda y de ejecución de las instrucciones se pueden solapar. 
Hay tres grupos de registros: uno con registros de propósito general para guardar 
resultados intermedios (AX-DX). otro con registros punteros e índice (SP-DI) para lo-
calizar información en un segmento de memoria determinado, y un tercer grupo 
(ES-DS) para especificar estos segmentos. En la EU hay cuatro registros de 16 bits 
(los AX-DX) que pueden ser direccionados como ocho de 8 bits, resultando así com-
patibles con los del 8080. En la BIU, aparte de los registros de la cola, están los co-
rrespondientes al contador de programa (PC), segmento de código (CS). de datos 
(DS), de pila (SS) y extra Para gestionar la memoria, ésta queda dividida en 
una serie de segmentos que son controlados por los registros anteriores, los cuales 
actúan como punteros. 
Instrucciones: Tiene un total de 95 instrucciones básicas de las que un buen nú-
mero tienen una longitud de ocho bits. Fundamentalmente, su repertorio de instruc-
ciones es una ampliación del 8080, aunque algunas poco frecuentes en este último 
han sido suprimidas. 
Normalmente se realizan operaciones sobre uno o dos operandos, dejando el re-
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sultado en el lugar de uno de ellos, El "n,Ql"::,,.,n,{'\ puede estar en un registro o 
en una dirección de memoria, y el segundo en un o ser una constante den-
tro de una instrucción, 
Las instrucciones se dividen en las clásicas de aritméticas y lógicas, 
de control de secuenciamiento, etc.; cabe destacar sin embargo un conjunto de ins-
trucciones que se utilizan para manipular cadenas de caracteres, transfiriendo cade-
nas de octetos o palabras y comparando caracteres, así como otras que realizan fun-
ciones de traducción (de EBCDIC a ASCII por 
El 8086 tiene una instrucción "escape" con la cual se transferir control a un 
coprocesador, y de esta manera expandir el de instrucciones. Además 
hay instrucciones que permiten la repetición automática de la siguiente hasta que se 
verifique una condición, 
Los modos de direccionamiento son: registro, inmediato de 8 ó 16 bits, directo, 
registro indirecto, registro base, registro indexado, base indexado y relativo 
a programa. 
Memoria y fYS. La estructura de la memoria es de Se puede di-
reccionar hasta 1 Mbyte de memoria, aun cuando la longitud del bus de direcciones 
sea sólo de 16 bits, sumando el contenido de un de dirección de segmento 
(Figura 20). 
15 o I DlREC. EFEcrNA ' DlREC. DE DESPLAZAMIENTO 
15 
D1REC. DE SEGMENTO 
Figura 20. Creación de la dirección física de memoria en el 8086 (Morse et al., 1980) 
En todo momento el programa puede acceder a cuatro de tales segmentos, indi-
cados por los registros CS, DS, SS y ES. 
En cuanto a la entrada/salida, el 8086 tiene un reservado de 64K para es-
tos fines. Se podría utilizar un espacio asignado sobre memoria, pero 
Intel esta técnica puede traer problemas al realizar configuraciones 
dor. Las transferencias se realizan entre acumulador y el puerto 
Interrupciones: Hemos visto que en los microprocesadores de 8 bits el dispositivo 
interruptor proporcionaba una instrucción, normalmente una CALL hacia la rutina de 
tratamiento de la interrupción, Esta instrucción era de ocho bits, de los cuales una 
estaba destinada a soportar el código de operación y un mínimo número de 
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ellos a soportar la dirección de comienzo. Con el 8086 el dispositivo interruptor pro-
porciona directamente los ocho bits para identificar la interrupción, e internamente 
se supone que se trata de un salto a subrutina. 
4.2. Zilog Z8000 
La arquitectura de este microprocesador es completamente distinta a la de su 
predecesor, el 280, Del 28000 existen dos versiones con diferente número de 
Has: el 28001 (versión segmentada) de 48 patillas que direcciona 8M y el 28002 de 
40, con un bus de direcciones de 16 bits (Valero, 1984). 
Se trata de una auténtica máquina de 16 bits, en la que tanto bus interno como 
externo tienen igual longitud. La unidad de control está cableada. 
Arquitectura: En la figura 21 se representa la estructura de registros para ambas 
versiones. 
Hay 16 registros de propósito general (RO-RI5), algunos de los cuales se pueden 
dividir en dos de ocho bits. En la versión segmentada los registros Rl4 y RI5 contie-
nen respectivamente los números de segmento y el desplazamiento de los punteros 
de de los modos de sistema (S) y normal eN). Siguiendo con la tradición del 280, 
ambas versiones incluyen un registro para el refresco de memorias dinámicas. 
Todos los registros RO-RI5 pueden ser utilizados como acumuladores, punteros a 
memoria o registros índice, excepto RO. 
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El Z8000 puede funcionar en modo sistema (en el que se pueden eJE~cu.tar ciertas 
instrucciones privilegiadas) o en modo normal, con lo que se facilita implementa-
ción de sistemas operativos. 
Lla estructura interna permite un cierto grado de entubamiento (pipelining) al ha-
cer la búsqueda anticipada de la siguiente instrucción, que los 
buses estén libres para ello. 
Instruccíones: Las 110 instrucciones básicas están codificadas con criterio frecuen-
haciendo que las más utilizadas sean las más cortas. El conjunto de instruccio-
nes se puede expandir con un mecanismo de desvío (los denominados -Ver 
cuadro 3-): al detectar un de operación no incluido en el fundamental, se 
genera un "trap" para que este de operación sea gestionado por un coproce-
sador o por software. 
CUADRO 3. EXCEPCIONES, INTERRRUPCIONES y DESvíos 
L,as excepciones son situaciones especiales que ocurren durante la 
de un programa y que requieren que se inicie un proceso de 
IJas excepciones se dividen en interrupciones y desvíos ("Traps") Las primeras 
son ocasionadas por hardware y se pueden producir, entre otras una 
petición de entrada/salida por de periférico o por un fallo 
tación. Los desvíos son software causadas por ejemplo al detectar 
una división por cero o un de operación no incluido en el repertorio bási-
co de instrucciones. 
[la gestión de las interrupciones la realiza el sistema operativo, por lo que la 
existencia en casi todos los de 16 bits de facilidades para im-
plementarlas (existencia de dos modos de funcionamiento) facilita en gran mane-
ra tal gestión. 
Existe un conjunto de instrucciones privilegiadas que sólo se pueden en 
el modo sistema y que proporciona una herramienta básica para el soporte de siste-
mas operativos. 
de este conjunto de instrucciones privilegiadas están las usuales de trans-
teren<:::la, aritméticas (suma, resta, multiplicación y división con y sin las dos 
primeras también en BCD natural), de rotación y desplazamiento, de mani-
pulación de bits, etc. Destaca un de instrucciones sobre cadenas de 
caracteres. 
Los modos de direccionamiento son (directo e indirecto), absoluto, inde-
xado. registro base, base indexado, relativo a programa e inmediato. 
MemorÍa y E/S: En la versión segmentada, con la que se pueden direccionar hasta 
8M la memoria está dividida en 128 de 64K cada uno. El espacio de me-
moria se puede ampliar hasta 48M por medio de un mecanismo en el que a 
de la información sobre el estado del microprocesador se separan fisicamente los 
"'''fJctC,·lVO de código, datos y pila: para esta expansión es necesaria la conexión del 
Z8010 (Unidad de gestión de memoria -Memory Management Unit 
y Gupta, 1981). 
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Acerca de la entrada/salida, hay dos espacios de 64K separados para este fin, Las 
instrucciones de entrada/salida se ejecutan en modo sistema a través del programa 
supervisor, Hay dos tipos de instrucciones de E/S: las estándar, que transfieren datos 
entre CPU y periféricos, y las especiales, que hacen transferencias entre la CPU y 
los integrados de soporte, 
Interrupciones: Las interrupciones pueden ser no enmascarables (NMI), no vecto-
rizadas (NVI) o vectorizadas (VI), A la llegada de una de ellas a la CPU, ésta pasa al 
modo sistema y allí se gestionan, Al modo sistema se puede acceder también por 
programa (instrucción SC) o por un trap, La vuelta al modo normal se realiza por 
medio de la instrucción IRET, 
4.3. Motorola MC68000 
Se trata de un microprocesador microprogramado con estructura interna de 32 
bits, aunque externamente un bus de sólo 16, Para minimizar el tamaño de 
la memoria de control se ha implementado una estructura de dos niveles 
pO]1Q[,em:e a los niveles de microprogramación y nanoprogramación) a expensas de 
aumentar el tiempo de ejecución de las instrucciones, Con el objeto de reducir este 
inconveniente se utiliza una estructura entubada en la que los ciclos de búsqueda y 
de ejecución se solapan, 
Ofrece ayudas importantes al desarrollo de programas tales como un modo de de-
puración C"debug modelO) y otro de ejecución paso a paso, 
Arquitectura: El MC68000 posee una arquitectura modular con lo que nuevas pres-
taciones se podrán ir integrando en el chip a medida que la tecnología lo permita, 
como, por ejemplo, un procesador en coma flotante, 
En la figura 22 se representan los bloques de registros de este microprocesador, 
así como su estructura interna, 
Hay ocho registros de datos de 32 bits (D7-DO), direccionables como de 8 Ó 16, 
que se utilizan para contener datos o como registros índice: siete registros de direc-
ciones de 32 bits para el cálculo de la dirección del dato, punteros a pila, 
31 15 7 31 15 
Al 
.r--16 BUS DE_ DATOS Al A2 A; 
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%-ss u::;p 
p 
¡REG, DE ESTADO I vJ IREG.INSTRUCCIÓ"I 
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y 
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o 
! 
/3 
BUS DE 
DIRECCIONES 
Figura 22, Estructura interna y LC;,,1i::HLV", del MC68000 (Valero, 1984), 
342 
Anexo B: Sobre microprocesadores 
base e índice. El registro A7 es un registro doble que apunta a la pila hardware del 
microprocesador. 
El contador de programa tiene actualmente una longitud de 23 bits, pero se espe-
ra que en versiones sucesivas este registro llegue a tener hasta 32 bits. 
El registro de estado (SR -Status Register-) guarda información sobre la másca-
ra de interrupciones y sobre el estado general del microprocesador. Además, el bit 
15, llamado "bit de traza", al estar a nivel alto posibilita la ejecución de un programa 
paso a paso. 
Instrucciones: Tiene un total de 61 instrucciones básicas. El número exacto de ins-
trucciones es siempre un parámetro confuso dependiente de la forma de contarlas. 
Hay instrucciones multifuncionales por ejemplo, y también versiones distintas de un 
mismo microprocesador básico, con un repertorio ligeramente diferente. Por estas 
razones entre otras, el número dado anteriormente podría inducir a infravalorar a 
esta máquina. El repertorio de instrucciones se puede ampliar o modificar actuando 
a nivel de microprograma o causando desvíos al detectar los diversos códigos de 
operación. 
Hay facilidades para cambios de contexto (multiprogramación) y existe la posibili-
dad de tener dos modos de funcionamiento, normal y supervisor. 
Las instrucciones se pueden dividir en los grupos ya establecidos para los anterio-
res microprocesadores, aunque cabe destacar la carencia de instrucciones destina-
das al de cadenas. Como contrapartida, las instrucciones de control de se-
cuenciamiento pueden ser condicionadas a un gran número de situaciones (Valero, 
1984). 
Los modos de direccionamiento son: registro (directo e indirecto), registro indi-
recto con pre y postincremento, relativo a registro indirecto-indexado con 
desplazamiento, relativo al contador de programa, absoluto e inmediato de 3, 8, 16 Ó 
32 bits. 
Memoria y E/S: Con las 23 lineas actuales de direccionamiento se tiene una capa-
cidad de 16M. Este espacio es lineal, sin ningún tipo de segmentación. Para realizar 
dicha segmentación de memoria, el fabricante proporciona el chip MC684 15, que 
ofrece gestión y protección de memoria, dividiéndola en 32 segmentos de una longi-
tud variable entre 256 bytes y 16 Mbytes. De esta forma se pueden direccionar hasta 
64M. 
No hay un espacio reservado para E/S. Todo este espacio está asignado en memo-
ria, por lo que no instrucciones específicas para tal función 
Interrupciones: Las interrupciones son vectorizadas, con la máscara de interrup-
ciones residente en el registro de estado, existiendo ocho niveles de prioridad. 
4.4. National Semiconductor NS16032 
Este es un microprocesador de difícil catalogación, debido a sus altas prestacio-
nes y a su bus interno de 32 bits, aunque externamente siga presentando una estruc-
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tura de 16, Se puede aumentar su potencia añadiendo procesadores esclavos tales 
como el 16081 (Unidad de coma flotante) o el 16082 (Unidad de gestión de memoria), 
Al igual que el MC68000, posee una unidad de control microprogramada en dos ni-
veles, 
Arquitectura: En la figura 23 se representa el conjunto de del 16032, Hay 
ocho registros de 32 bits de uso para cálculos de direcciones y almacena-
miento intermedio de datos, y otros ocho de uso especializado que son el contador 
de programa (PC), que actualmente tiene 24 bits pero que en futuras versiones al-
los 32, base de interrupciones (INT BASE) que apunta al principio de una 
tabla donde se guarda información relativa al servicio de las registros 
punteros a pilas (SPO y SPl), de estado del microprocesador (Figura 24), 
base estática (SB), para el manejo de subrutinas y el "registro módulo" (MOD), que 
es un puntero hacia la tabla de módulos del programa, 
GENERALES 
31 o 
R7 
ESPECIALIZADOS 
23 o 
ss 
SP0 
SPl 
FP 
JNT BASE 
pe 
15 
I MoD 
PSR 
o 
I 
23 Registros del NSl6032 y Vida!. 1984). 
I 
o( SUPERVI50R--~"""-~"'~~-1 
1-· USUARIO-
TRAZA PENDIENTE _o(_---l 
PUNTERO DE PILA -o(~---­
MODO -oE--------' 
ACARREO 
~-~)o- TRAZA 
_ COMPARACiÓN 
'------_,lI>_ EMULACIÓN 
'-------__ ACARREO INTERMEDIO 
-----)0 .... DESBORDAMlENTO 
'--------__ CERO 
>------ ............... --__)io_ NEGATIVO 
24. Registro de estado del NSl6032 (PSR) (Valero y Vidal, 1984). 
Este microprocesador tiene integradas facilidades para trabajar en dos modos 
n",y",,~rw y usuario), lo cual es útil para el diseño de sistemas operativos, 
La UAL es de 32 bits, con un potente de instrucciones, ampliables con la 
posibilidad de poder conectar pI()CE~Sa,dOJreS esclavos, 
La estructura interna está entubada, por lo que los ciclos de búsqueda y "'J<::;\VU\Vl\"'l1 
Queden solapar; hay además un mecanismo de búsqueda anticipada de la si-
instrucción a ejecutar (prefetching), realizado en base a una estructura FIFO 
forma que en el 8086, 
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Instrucciones: Hay un total de 82 instrucciones básicas (Gupta y Toong, 1983b). De 
entre todas destacan las dedicadas al manejo de cadenas de caracteres y las de 
aritmética (suma, resta, multiplicación y división) con y sin signo, y de tratamiento de 
matrices. Tiene también un potente juego para el tratamiento de subrutinas y proce-
dimientos, así como las dedicadas a servir de ayuda a la supervisión. El juego de 
instrucciones es completamente ortogonal, lo que significa que todos los modos de 
direccionamiento son aplicables a todas las instrucciones. 
Los citados modos de direccionamiento son los siguientes: Inmediato (de ocho, 16 
ó 32 bits), absoluto, registro, relativo a registro, indexado con preescalado, pila y re-
lativo a memoria (haciendo uso de los registros FP, SB y SP). 
Memoria: La memoria es un espacio lineal sin segmentación de 16M. Este valor se 
puede aumentar a 32M con la unidad de gestión de memoria 16082, utilizando técni-
cas de memoria virtual (Ver cuadro 4 para una explicación de estas técnicas). La 
traducción de dirección virtual a real se realiza a través de dos niveles de tablas de 
páginas y especificaciones de desplazamientos para cada una de ellas: cada página 
lleva asociado un código de protección de forma que se puede controlar el acceso a 
cada una de ellas (Gupta y Toong, 1983b). 
CUADRO 4. MEMORIA VIRTUAL 
Tanto en sistemas de mono como de multiprogramación, el programa(s) del 
usuario(s) pueden no caber completamente en memoria principal. Este hecho 
hace necesario un continuo trasiego de información entre disco y memoria princi-
pal, de forma que en esta última resida en todo momento el entorno inmediato del 
programa en ejecución. La utilización de técnicas de memoria virtual permite que 
el programador utilice en sus programas unas direcciones denominadas "virtua-
les" de forma que vea la combinación de memoria principal y de masa como un 
solo espacio de direccionamiento. Por esta razón es necesario que continuamente 
se estén traduciendo direcciones virtuales a físicas, pudiendo residir estas últimas 
tanto en memoria principal como de masa. 
Interrupciones: Todas las interrupciones, al igual que los desvíos, son ejecutados 
en modo supervisor, utilizándose la pila direccionada por SPO. Ordenadas de mayor 
a menor prioridad, las interrupciones se dividen en no enmascarables (NMI), no 
vectorizadas (NVI) y vectorizadas (VI). 
4.5. Aspectos comparativos 
La generación de microprocesadores de 16 bits nació de acuerdo con dos orien-
taciones distintas (Valero, 1984): 
1. Aprovechando las ventajas que ofrecían los progresos microelectrónicos, reali-
zar microprocesadores lo suficientemente complejos como para hacerlos com-
patibles en software con los miniordenadores ya existentes en el mercado. 
2. Fabricar microprocesadores de 16 bits compatibles al máximo con los anterio-
res de ocho y con sus periféricos. 
Actualmente se trata de aprovechar al límite las altas densidades de integración 
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obtenibles, sin preocuparse en exceso de los microprocesadores anteriores, reali-
zando arquitecturas modulares, fácilmente ampliables. 
En la tabla de la figura 25 se presenta un resumen de las principales característi-
cas de los microprocesadores analizados. 
año 
n.O instr. 
Bus datos/direc. multiplexado 
memoria 
reloj 
memoria virtual 
aritmética en coma flotante 
cadenas (strings) 
dos modos 
}l programación 
modo depuración 
($6), ($1) Gupta y Toong, 1983b 
($2) Versión segmentada 
($3) Memoria segmentada 
($4), ($5) Actualmente no integrados 
18086 
1978 
95 
sí 
1M 
5Mhz 
no 
. no 
sí 
no 
sí 
no 
Z8000 M68000 NS16032 
1979 1980 1982 ($6) 
110 61 82 ($1) 
sí no sí 
48M ($2) 64M ($3) 16M 
2.5-3.9 5-8Mhz 10Mhz 
no no sí 
no ($4) sí 
sí ($5) sí 
sí sí sí 
no sí sí 
no sí no 
Figura 25. Principales características de los microprocesadores analizados (Toong y 
Gupta, 1981). 
Una vez realizada la consideración sobre el número de instrucciones del MC68000 
(apartado 4.3), es de notar que el citado número de instrucciones no varía sustancial-
mente a lo largo de toda la generación. Por otra parte, es característica casi general 
de estos rrllcroprocesdores el presentar dos modos de funcionamiento, normal y su-
pervisor. De esta manera se pueden implementar más fácilmente los sistemas ope-
rativos que en los microprocesadores de la generación anterior. 
Destacan los diferentes rangos de memoria que puede direccionar cada micro-
, procesador, de forma que cada uno de ellos se centra en aplicaciones determina-
das. Asi, una aplicación para edición de textos requiere normalmente mucha menos 
memoria que la gestión de una base de datos; además, estos microprocesadores son 
capaces de soportar sistemas operativos de multiprogramación, y en estos casos la 
cantidad de memoria depende del número de usuarios conectados. Todos los micro-
procesadores estudiados proporcionan facilidades para la creación de sistemas mul-
tiprocesadores, aunque tales facilidades son muy primitivas, por lo que estas imple-
mentaciones presentan graves inconvenientes (Toong y Gupta, 1981). 
Haciendo un análisis detallado de los repertorios de instrucciones de cada micro-
procesador, se aprecia un acercamiento cada vez mayor a los Lenguajes de Alto Ni-
vel (LANs). De hecho, uno de los retos planteados en esta generación fue el que los 
nuevos microprocesadores deberían ser un buen soporte para los LAN tales como 
Pascal, Ada y otros: así, en el NSl6032 aparece un nemónico "CASE", análogo a la 
instrucción CASE de Pascal y otros lenguajes; las instrucciones para realizar bucles 
de diversos tipos son comunes a todos ellos: ACB (add, compare and branch) en el 
NS16032, REP en el I8086, DJNZ en el Z8000 y DBcc en el MC68000. 
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El tiempo de ejecución de las instrucciones es un factor importante a la hora de 
escoger un microprocesador determinado para una aplicación concreta, aunque no 
es el único, ni en muchos casos el mejor, En la figura 26 se representan los tiempos 
de ejecución más significativos, 
OPERACION E DATO 00 M68000 NS16032 
transferir registro a 
registro byte/palabra 0,40 0,75 0,60 0,30 
transferir memoria a 
registro byte/palabra 3,40 3,60 1,60 1,00 
transferir memoria a 
memoria byte/palabra 7,00 7,00 2,60 1,60 
salto condicional efectuado 1,60 1,60 1,26 1,40 
no efectuado 0,80 1,60 1,00 0,70 
salto a subrutina 3,80 3,76 2,26 2,60 
Figura 26, Velocidad de ejecución (ps) de los microprocesadores analizados (Toong 
y Gupta, 1981), 
Por fin, en la figura 27 se hace un resumen de las principales características de los 
microprocesadores analizados, evaluados de A a D. y que puede servir para hacer-
se una idea de conjunto, aunque siempre muy relativa. 
Característica 18086 Z8000 M68000 NS16032 
Velocidad C B A A 
N.o registros B A A C 
Memoria D A A B 
Compatibilidad con anteriores pPs A B B B 
Integrados de soporte A B C D 
Facilidades para multiproceso B B B C 
Clave: A: excelente, B: bueno, C: regular, D: mal 
Figura 27. Evaluación global de microprocesadores de 16 bits (Toong y Gupta, 1981). 
6. MICROPROCESADORES DE 32 BITS 
Se suele considerar que esta generación se inicia en el año 1981 con la introduc-
ción comercial del iAPX432 por parte de lntel. Anteriormente, en el año 1980, IBM 
implementó un IBM370 en un circuito integrado, pero la falta de producción comer-
cial de este microprocesador es la causa de que esta fecha no sea tenida en cuénta 
(Gupta y Toong, 1983a), 
Para seguir los pasos de esta generación se han escogido ters microprocesadores 
que, a excepción del Intel 80386, son completamente diferentes en cuanto a su ar-
quitectura comparados con sus predecesores de 16 bits. Motorola con el MC68020 y 
National Semiconductor con el NS32032 han realizado "ampliaciones" de los respecti-
vos MC68000 y NS16032, dotándolos entre otras cosas de un bus de datos externo de 
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32 bits. Sin C;llLUC'H~'J, las similitudes entre ellos son muy grandes por lo que no serán 
analizados. 
Llegados a este punto, hay que agradecer a los doctores Toong y ambos 
en el MIT, el gran número de resúmenes y evaluaciones sobre microprocesadores 
que han ido publicando en la literatura técnica, en especial sobre 
res de 32 bits, de los que hay una notable escasez. Concretamente, la redacción de 
este capítulo habría sido muy complicada de no disponer de sus trabajos sobre el 
tema, 
5.1. Bellmac 32A 
Este microprocesador ha sido desarrollado por los laboratorios Bell con tecnología 
CMOS, utilizando "circuitos dominó" con los que se consigue duplicar la velocidad 
de los circuitos CMOS tradicionales, Su diseño está orientado a servir de soporte 
para el lenguaje "C". Entre las características hardware más sobresallentes está un 
registro de desplazamiento de diseño particular que permite mover hasta 32 bits en 
un solo ciclo de 
Arquitectura: La estructura del Bellmac 32A se en la figura 28, Se trata 
de una estructura con una unidad de que controla el acceso a 
la memoria principal, y una unidad de ejecución que controla la manipulación y el 
proceso de datos, La cola de instrucciones se va llenando con las instrucciones reco-
gidas de memoria: la unidad aritmética de direcciones realiza los cálculos de las di-
recciones, 
BUSQUEDA EJEcUcrÓN 
--- CONTROL 
- DATOS 
Figura 28. Estructura interna del Bellmac 32A y Toong, 1983b), 
El auge que tienen hoy en día los sistemas orientados hacia procesos 
hace que sea conveniente la existencia de mecanismos para almacenar todas las 
instrucciones, datos y contenidos de registros asociados a un proceso cada vez 
que se cambia de uno a otro: en el Bellmac 32A estas funciones se realizan por 
hardware. 
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En cuanto a los registros, el Bellmac 32A tiene un contador de programa y otros 16 
registros de propósito general, todos ellos de 32 bits. De estos 16, tres se utilizan 
para el apoyo del sistemas operativo y son utilizables cuando el microprocesador 
está en el nivel de ejecución "núcleo" (Kernel). Otros tres registros son utilizados por 
ciertas instrucciones como punteros a pilas, a argumento o como "frame pointers". 
Instrucciones: Las 169 instrucciones de este microprocesador están fuertemente 
orientadas a la ejecución de programas en "C": el formato de cadenas de carac-
teres es conforme con las especificaciones de "C" y posee potentes instrucciones 
para el manejo de procedimientos y transferencia de control entre ellos. Las instruc-
ciones pueden ser de uno, dos o tres operandos, siendo los dos últimos tipos utiliza-
bles por todos los operadores. Los principales inconvenientes son la inexistencia de 
instrucciones en coma flotante y de aritmética decimal. 
Memoria: El Bellmac 32A ofrece varios modos de direccionamiento: literal, inme-
diato de 8, 16 ó 32 bits, registro, registro indirecto, corto, absoluto 
(normal e indirecto) y desplazamiento indirecto de 8, 16 ó 32 bits. 
Incluye además un conjunto de mecanismos de de interrupciones con cua-
tro niveles de prioridad y una interfaz hardware para un sistema operativo orientado 
hacia procesos. 
6.2. "Focus" de Hewlett-Packard 
Se trata de un microprocesador de uso interno de Hewlett-Packard que es el co-
razón del sistema HP9000, un microcomputador del que se afirma que tiene la poten-
cia de un minicomputador como el V AY;. a un precio muy inferior (Finkler, 1983). Al 
igual que el Bellmac 32A, posee un registro de que permite mover 
hasta 31 bits en un solo ciclo de reloj. 
Dos integrados, un controlador de memoria y un de entrada/salida, 
dan facilidades para la comunicación con la memoria y con dispositivos periféricos. 
Como ya se ha comentado en algún otro lugar, en esta se han integrado 
460.000 transistores, el mayor número hasta la fecha. una estructura 
tan compleja necesita de un proceso igualmente de verificación del co-
rrecto funcionamiento al final de la línea de producción. Para facilitar esta tarea, 
abaratando el precio final, hay una rutina en el chip que en 
verifica el estado general del microprocesador. Esta rutina se 
se conecta la alimentación. 
Arquitectura: Posee una arquitectura entubada que le el solapamiento de 
los ciclos de búsqueda y de ejecución. La Unidad de Control está mlCrC)pr'Jglran1acla, 
residiendo el microprograma en una ROM de 9216 palabras en 
bras: cada palabra tiene una longitud de 38 bits. Con este diseño se ,..."',<:]".,,,0 
lización de pequeños saltos dentro de una página concreta de sin 
interferir con el flujo normal de microinstrucciones. 
Hay una pila con 31 registros utilizados para el manejo de almace-
namiento general de datos, direccionamiento del sistema y estado del mismo (Burk-
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hart et aL, 1983). Cuatro registros almacenan localmente los valores superiores de la 
pila de datos para permitir un rápido acceso a ellos. Otros tres registros están dedi-
cados a realizar una cola de instrucciones en los que se incluye un hardware adicio-
nal para predecodificar los códigos de operación. 
La unidad aritmético-lógica contiene un sumador de 32 bits del tipo "búsqueda an-
ticipada" (look-ahead) que también permite la realización de operaciones de multi-
plicación y división de enteros con la ayuda de hardware especial. Posee cuatro re-
gistros utilizables para el almacenamiento de resultados u operandos. 
Instrucciones: El repertorio de instrucciones está orientado al manejo de pilas. 
Cada programa tiene su propia pila de ejecución para albergar variables locales, 
parámetros a procedimientos, salvar el estado del proceso durante las llama-
a los mismos y evaluar expresiones. Las expresiones aritméticas operan sobre 
las dos palabras superiores de la pila y dejan el resultado en ella. De esta forma hay 
operaciones de un solo operando como SUB, AND y ORo que no requieren un 
acceso a memoria para obtener el operando. En el total de 230 instrucciones se in-
cluyen las de carga y almacenamiento de registros y las de manejo de cantidades 
de 1, 8, 16, 32 y 64 bits. 
En todas las instrucciones de referencia a memoria se hace una comprobación 
por hardware de que la dirección especificada está dentro de los límites permitidos: 
ésta es una operación que tradicionalmente se realizaba por software. 
Los modos de direccionamiento son directo, directo indexado, indirecto e indirec-
to indexado, todos ellos referidos a un registro base. 
Las instrucciones aritméticas permiten las cuatro operaciones básicas con núme-
ros en coma flotante, siguiendo el formato propuesto por el Institute of Electrical and 
Electronics Engineers -IEEE-, así como una aritmética de precisión con la que se 
pueden manejar enteros de más de 32 bits. 
Memoria: Este microprocesador contempla el espacio de memoria de cada pro-
grama dividido en un segmento de código activo (uno de los 4.096 posibles segmen-
tos de código), un segmento de pila, un segmento de globales y un conjunto 
de 4.096 segmentos de datos externos. Los punteros a segmentos se mantienen en 
registros de 32 bits dentro del propio microprocesador. A los segmentos de datos 
externos se accede a través de un conjunto de tablas residentes en memoria. 
Las condiciones excepcionales que pudieran aparecer en la ejecución de un pro-
grama son tratadas mediante desvíos al sistema operativo que pueden ser divididos 
en dos grupos: 
l. Condiciones de error: Intentos de ejecutar instrucciones privilegiadas en modo 
usuario, división por cero, errores del sistema, etc. 
2. Situaciones que requieren la intervención del sistema operativo: Desborda-
miento de la pila y ayudas a la depuración de programas en lenguajes de alto 
nivel, por ejemplo. 
Al sistema operativo también se accede para realizar las operaciones de entrada! 
salida. una jerarquía de 16 niveles de interrupción. 
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5.3. Intel iAPX432 
El iAPX432 es bastante distinto de los microprocesadores estudiados hasta ahora. 
Los anteriores están basados en un único integrado mientras que el iAPX432 es un 
conjunto de tres. Su estructura está pensada para servir de soporte allenQ1laje ADA. 
Los tres integrados que forman el iAPX432 se dividen de la forma: el siste-
ma procesador general de datos (GDP) que está formado por el iAPX43201, respon-
sable de la decodificación de las instrucciones, y el iAPX43202, que lleva a cabo la 
ejecución de las mismas; por otra parte está el iAPX 43203, que es el procesador de 
entrada/salida, con funciones de interfaz para entrada/salida y una capacidad limita-
da de ejecución de microinstrucciones. 
Con el iAPX432, rntel ha roto la línea seguida por sus predecesores, el 8080 y el 
8086: este cambio de línea ha proporcionado una mayor capacidad de proceso pero 
limita en gran medida la compatibílidad con sus anteriores productos. 
Arquitectura: En ejecución, el conjunto de los tres iAPX432 intercambian informa-
ción a través del bus de conexión memoria-procesador (Ver figura 29). 
Figura 29. Estructura del iAPX432 (Guptay Toong, 1983b). 
PROCESAMIENTO 
DE E/S A TRAVES 
DE INTERRUPCI6N 
PROCESAMIENTO 
DE DATOS A 
TRAVES DE 
MENSAJES 
La estructura de registros del iAPX432 es completamente diferente de lo visto 
hasta ahora. Una unidad de ejecución de microinstrucciones lleva a cabo varias fun-
ciones que tradicionalmente estaban asociadas a registros. Según rntel, la '-'V.U'~"VJ 
dad de los compiladores se ve reducida al mantener a los registros "detrás del esce-
nario", en vez de ser características visibles de la arquitectura. 
Instrucciones: Tiene un total de 221 instrucciones, siendo la más larga de 344 bits. 
El iAPX432 soporta datos enteros en hardware, frente a la solución software vHlj..JH~U­
da hasta ahora (Gupta y Toong, 1983b). De igual manera que el Focus de Hewlett-
Packard, el iAPX432 lleva a cabo comprobaciones de los límites de las direcciones 
en tiempo de ejecución. Soporta cantidades en coma flotante almacenadas como pa-
labras, dobles palabras y como cantidades de 80 bits; esta última forma se utiliza 
para guardar resultados intermedios con el objeto de conseguír una mayor 
sión. También posee instrucciones que actúan sobre cadenas de caracteres. 
Como estructura de datos particular están los llamados objetos, que son estructu-
ras de datos que contienen información organizada de alguna manera Ta-
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les objetos se pueden referenciar como una entidad única; su interna 
está protegida del resto de los procedimientos por mecanismos hardware, Cada ob-
tiene definidos para él un conjunto de procedimientos e instrucciones para ma-
nipularlo directamente, Con el concepto de objeto, la multiprogramación y la reali-
zación de sistemas multiprocesadores se simplifican, así como se facilita la imple-
mentación de lenguajes de alto nivel, como ADA o PL/L 
Hay cuatro modos de direccionamiento: base e indexado directos, para acceder a 
registros (records), base indice directo, para acceder a arrays estáticos y 
base indexado indirE¡cto, para acceder a arrays dinámicos, 
Memoria: El iAPX432 utiliza un esquema de memoria segmentada, con un total de 
224 segmentos, cada segmento con una longitud de 216 bytes, lo que proporciona un 
espacio virtual total de 240 Los segmentos pueden ser de acceso o de datos, 
6.4. Intel 80386 
Frente a las dificultades que está teniendo el iAPX432 para su lanzamiento comer-
el futuro de este producto se presenta esperanzador por estar llamado a ser el 
corazón de la gama alta de ordenadores personales de IBM, lugar que está ocupado 
en la actualidad por el 80286, 
Posee un modo de funcionamiento en el que el fabricante asegura la COlupatlJDlIl 
dad a nivel de código objeto con el 8086 y 80386, ofreciendo de esta forma acceso 
directo a la gran cantidad de software disponible para estos microprocesadores, Al 
que el FOCUS de Hewlett-Packard, al ser conectado a la alimentación c;,e;'''-'UlCl 
una rutina de auto-test, en l?- que el estado de sus principales 
cionales, 
Exteriormente resalta su peculiar empaquetamiento, el cual está reflejado en la fI-
gura 30, La necesidad de sacar al exterior todo un auténtico bus de datos de 32 bits 
para evitar el uso de técnicas de multiplexado en aras de la rapidez ha obligado a 
lntel a prescindir del típico integrado DIL en favor de esta nueva técnica denomina-
da "pin-grid array" , 
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¡---- POSICION PATILLA# 1 
'000000000'000 
2 0000000j0000000 
3 0 0 8 0 0 0 0'00 00<800 
4 000 000 
s 000 000 
6 000 
1 000 
8000 
9 000 
10 000 I 
11 000' 000 
12 00<800000000800 
~ 0000000~000000 
14 0000000:0000000 
I A DE F~H J K LMN211 
1,45 PULG, (36,802 mm,) 
30. Empaquetamiento del 80386, 
IJ 
0,11 pulg (2,792 mm) 
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Arquitectura: El 80386 posee dos modos de funcionamiento. El primero de ellos, 
denominado "real mode", es el que está presente al ser conectada la alimentación y 
en él presenta básicamente la misma arquitectura que el 8086, con la ventaja del 
acceso a registros de 32 bits. El segundo de ellos recibe el nombre de "protected 
mode" y en él están presentes todas las características del 80386, como el sofisticado 
sistema de gestión de memoria, las instrucciones específicas para la implementación 
de sistemas operativos multitarea o diversos mecanismos hardware de protección, 
todo esto sin perder la compatibilidad en código objeto con anteriores productos. 
Los registros del 80386 se agrupan en las siguientes categorías: 
- Registros de propósito general y de segmentos: contador de programa y "flags": 
Son los representados en la figura 31 y guardan un gran paralelismo con los del 
8086. Posee un total de 18 banderas que reflejan el estado interno del micropro-
cesador. 
- Registros de control y de direcciones del sistema: Son un total de siete registros 
que guardan información general sobre el estado de la máquina que concierne 
a los procesos del sistema operativo. En particular, los registros de direcciones 
del sistema contienen punteros a las tablas de descriptores de los citados pro-
cesos. 
- Registros de depuración y de prueba: las facilidades para la depuración de pro-
gramas se centran en la existencia de seis registros de depuración, que permi-
ten introducir puntos de prueba en el programa que esté siendo examinado. 
Los dos registros de prueba permiten la comprobación del correcto funciona-
miento de una memoria asociativa encargada de agilizar las referencias a me-
moria. 
31 
REGISTROS DE DATOS 
Y DIRECCIONES: 
16 15 
AX 
BX 
CX 
DX 
SI 
DI 
BP 
SP 
EAX 
EBX 
ECX 
EDX 
ESI 
EDI 
EBP 
ESP 
Figura 31. Registros del 80386. 
REGISTROS DE SELECCIÓN 
DE SEGMENTO: 
15 
CS (CÓDIGO) 
SS (PILA) 
DS 
ES 
FS 
GS 
CONTADOR DE PROGRAMA Y "FLAGS": 
31 16 15 o 
IP 
DATOS 
EIP 
FLAGS EFLAGS 
El acceso a estos registros está restringido en función del modo en el que se en-
cuentre el microprocesador. 
Instrucciones: Como viene siendo habitual en los microprocesadores de 32 bits, 
en el repertorio de instrucciones del 80386 aparecen las correspondientes de multi-
plicación y división, manejo de strings y de ayuda a la implementación de lenguajes 
de alto nivel. 'También están presentes instrucciones que facilitan el diseño de siste-
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mas operativos. Posee un total de 129 instrucciones combinables con once tipos de 
direccionamiento. 
Memoria: La unidad de de memoria integrada en el propio chip permite 
la división del espacio de memoria en segmentos y páginas. Los segmentos tienen 
acotada su longitud máxima a cuatro gigabytes cada uno. Éstos a su vez 
fraccionarse en una o más páginas de 4K. Gomo cada tarea del sistema operativo 
puede tener asignados un máximo de 16.381 segmentos, el total de virtual 
para cada una de ellas ascender a 64 terabytes. 
Las entradas y salidas tienen un espacio reservado de 64K para tal fin, aunque 
está abierta la pcsibilidad de realizar la entrada/salida sobre memoria ("memory-
mapped VO"). La comunicación con el coprocesador aritmético se realiza a través 
de posiciones reservadas en el citado espacio de 64K. 
6.6. Aspectos comparativos 
El iAPX432 no es el único microprocesador basado en varios integrados. El Focus 
de Hewlett-Packard requiere un controlador de memoria y un procesador de entra-
da/salida para realizar un trabajo significativo. 
En la figura 32 se resumen las principales características de estos microprocesa-
dores. 
BELLMAC FOCUS iAPX432 180386 
año de introducc. comercial 1982 1982 1981 1988 
tecnología CMOS NMOS HMOS CHMOSm 
dominó 
patillas 63 activas 83 64x3 132 
84 total 
reloj (MHz) 10 18 8 16 
memoria máxima direccionable 
(bytes) 232 241 240 246 
número de instrucciones 169 230 221 129 
modos de direccionamiento 18 !O 8 11 
Figura 32. Características _~~~ .. ~l~._ de los cuatro pPs (Gupta y Toong, 1 983b). 
La gran complejidad que presentan estos microprocesadores hace que no sea po-
sible establecer una clasificación tan sólo en unos datos numéricos acerca 
de la frecuencia de reloj, número de instrucciones y modos de direccionamiento, 
etc. Una estrategia de selección debe estar orientada a analizar la correspondencia 
entre la aplicación que quiere darle el usuario y las funciones que están implemen-
tadas en hardware. Esta es una cuestión que se presentaba en la generación ante-
rior, pero que es ahora cuando toma toda su dimensión, ya que, como se ve, las ge-
neraciones van orientándose más por funciones software (sistemas operativos, com-
piladores y lenguajes). 
Las prestaciones que ofrecen los microprocesadores de 32 bits se cada 
vez más a las de los grandes ordenadores. Comparando tiempos invertidos en multi-
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plicaciones entre el iAPX432 y el IBM370/148, se obtienen los siguientes resultados 
(Gupta y Toong, 1983b): 
Enteros 32 bits ............................. . 
Pta. flotante, 80 bits ......................... . 
iAPX432 
5ps 
27ps 
IBM370/148 
16 ps 
38,5ps 
En meros términos de potencia de cálculo, el integrado de 1ntel es superior al 
IBM. Siguiendo esta línea, se espera que el Bellmac 32A y el Focus de Hewlett-Pac-
kard superen a los IBM370/158. 
Pese a estas sorprendentes prestaciones, los microprocesadores comentados, a 
excepción del 180386, tienen un serio inconveniente a la hora de introducirse comer-
cialmente por no guardar una "compatibilidad hacia arriba" (upward compatibility) 
con ningún producto anterior, de forma que el posible elector de uno de los tres 
microprocesadores debería escoger entre algunas de esas alternativas: esperar a 
que el software para su aplicación sea desarrollado, desarrollárselo él mismo o utili-
zar un microprocesador de una generación anterior. En este sentido es probable 
que hasta que el nuevo software no esté disponible, tengan una mayor aceptación 
máquinas como el M68020, el NS32032 o el propio 180386, que es lo que está suce-
diendo en el momento de la redacción de este anexo. 
Para finalizar, en la figura 33 se tiene un resumen de la evaluación de tres de los 
integrados comentados (Gupta y Toong, 1983b). 
BELLMAC 3ZA FOCUS i.APX43Z 
velocidad B B C 
capacidad de direccionamiento A A B 
compatibilidad con otros ~Ps C C C 
apoyo de sottware B B A 
capacidad para multiproceso a gran 
escala B B A 
Clave: A: excelente, B: bien, C: regular, D: mal 
Figura 33. Evaluación de algunos de los microprocesadores comentados. 
6. EVOLUCIÓN Y TENDENCIAS 
6.1. Algunas directrices en la evolución 
6.1.1. El PASO DE SOFTWARE A HARDWARE 
En la actualidad, lo que encarece el precio final real de un ordenador en uso son 
fundamentalmente los programas de aplicación (el software). El estado de la tecno-
logía permite que una UCP como la Z80 tenga un precio tal vez mil veces inferior al 
de un ordenador personal basado en ella. La diferencia de precio se debe, entre 
otros factores, al coste de programación necesario para hacer operativa y práctica a 
la máquina. 
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El hardware resulta mucho más barato que el software. Un microprocesadro de 32 
bits, pese a ser internamente increíblemente complejo, tiene un precio muy inferior 
al de la aplicación software más sencilla 
Existe un problema adicional: la escasez de de software y programado-
res (Lilen, 1984). Según A, Grove, de Intel, para 1990 se necesitarán en 
EE. uu. un millón de estos mientras que las escuelas tienen capacidad 
para formar como máximo algunas decenas de miles al año. Esto puede traer consi-
go un encarecimiento progresivo de los informáticos y, por tanto, un retro-
ceso en su penetración mundial. 
La solución adoptada hasta ahora consiste en al hardware funciones que 
tradicionalmente se habían realizado por software. Fue así como los microprocesa-
dores de 16 bits incluyen como integrados de soporte procesadores de coma flotan-
te. La aritmética en coma flotante es un complejo de operaciones que en un micro-
procesador de 8 bits puede implicar un buen número de líneas en ensamblador, y 
otro tanto de horas de programador. al trasladar estas rutinas a hardware, 
se ha aumentado su velocidad de ejecución. 
El sistema operativo es fundamentalmente un gran programa que gestiona los re-
cursos del ordenador facilitando la interfaz Hasta la generación de 
32 bits la creación de un sistema operativo una fuerte inversión en progra-
madores. Aunque tal inversión sigue siendo con la llegada de esta genera-
ción ciertas funciones de los sistemas vienen inscritas en el sílicio, consi-
guiéndose un aumento en la velocidad de y un decremento en el esfuerzo 
global de creación. 
Aunque en la relación hardware-software lo habitual ha sido el paso del primero 
al segundo, el paso inverso se realizó básicamente entre las generaciones de 8 y de 
16 bits: en la generación de 8 bits era normal que la unidad de control estuviera 
cableada. A partir de la generación de 16 bits las unidades de control microprogra-
madas se convirtieron en un estándar, debido a la flexibilidad que proporcio-
nan. Como se sabe, un microprograma es una ambigua entre hardware y 
software, puesto que funcional y metodológicamente es software y orgánicamente es 
caSi siempre hardware. 
6.1.2. AYUDAS A LENGUAJES DE ALTO NIVEL 
Redundando en el objetivo de reducir el del software es necesario recurrir 
a un argumento archiconocido: la eficiencia de un programador codificando un pro-
grama en lenguaje de alto nivel es considerablemente superior que haciéndolo en 
lenguaje ensamblador. Así pues, excepto para es muy conve-
niente que los programadores apliquen de alto nivel (LANs) y que los 
compíladores hagan su tarea de generar el ensamblador. La consecuencia es que 
puede ser notablemente productivo estructurar los microprocesadores en las formas 
que más faciliten la tarea de estos compiladores. 
Los lenguajes imperativos de alto nivel que se van imponiendo cada día que pasa 
son los genéricamente llamados estructurados: escribir programas en este tipo de 
lenguajes es mucho más fácil que en no e~tructurados. Además, su depu-
ración y mantenimiento son mucho más sencíllos. Estos se caracterizan por 
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la definición y llamadas a módulos o procedimientos. Los microprocesadores ha-
brían de ser capaces de tratar tales llamadas y referencias a variables internas y ex-
ternas. 
En la primera generación de 8 bits tales ayudas eran nulas. Se concebía el micro-
procesador como una máquina informática de propósito general. En la generación 
de 16 bits se hizo ya una aproximación a los LANs integrando comunes a 
todos ellos. Por fin, la de 32 bits ofrece ayudas para ciertos 
lenguajes sin que esto signifique una pérdida de su carácter de general. 
Pese a esta orientación hacia los LANs, existen tareas que tienen que escribirse 
en lenguaje ensamblador. Los últimos desarrollos de microprocesadores ofrecen en-
sambladores más fáciles de y manejar, con instrucciones que cada vez se 
parecen más a las de los LANs y repertorios más simétricos. Esto también ayuda a 
aumentar la eficiencia de los programadores, liberándoles en de las rígidas 
normas impuestas por los microprocesadores. 
6.1.3. SISTEMAS DISTRIBUIDOS 
Con la llegada de la de 32 bits y ya en parte de la anterior, se introdu-
jeron facilídades para memoria virtual y multiproceso que hasta entonces habían 
sido exclusivas de los grandes ordenadores. Al mismo tiempo aparecían coprocesa-
dores para implementar las anteriores funciones u otras nuevas, como la aritmética 
en coma flotante. De esta forma nacía una tendencia hacia "distribuir la UllC>UyC>Hv.LU 
de un microsistema entre diversos elementos, tendencia que será comentada poste-
riormente. Importa que los en un microsistema tengan cada vez más ca-
pacidad de proceso, aumentando con ello las posibilidades de trabajo de la UCP, En 
definitiva, puede conseguirse un incremento de la potencia y flexibilidad del sistema 
por mejoras en su grado de concurrencia. 
Los periféricos de un microsistema pueden dividirse en cuatro ,..,"1'= ..... ·" .... , 
(Shackil, 1982): 
1. Coprocesadores. 
2. Protección y gestión de memoria. 
3. Entrada y salida. 
4. Ayudas al proceso distribuido. 
Lograr los objetivos señalados depe,ndle en gran manera de los mecanismos dis-
ponibles, tanto hardware como en el sistema. 
Puede decirse que tales mecanismos eran prácticamente inexistentes en los mi-
croprocesadores de 8 bits, y se reducían al control de la entrada/salida. Con los de 
16 bits aparecieron espacios de memoria muy grandes, que había que y 
gestionar eficazmente: aparecen así los controladores de memoria, gestores de me-
moria virtual, etc. También en esta aparecen los procesadores de coma 
flotante: con ellos más funciones son realizadas fuera de la UCP, dejándola libre para 
otras tareas. 
Sin embargo, hasta el momento la relación UCP-controlador era del tipo maestro-
esclavo. Había un elemento -la UCP- que gobernaba al resto de los elementos de 
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menor o parecido rango. Con la generación de 32 bits se empieza tímidamente a 
hablar de procesos distribuidos propiamente dichos. No es un esquema en el que la 
UCP tiene control sobre varios periféricos, sino que varias UCPs comparten recursos 
comunes como memorias de masa, procesadores en coma flotante, periféricos, etc. 
Sin embargo, las nuevas máquinas que incorporan como filosofía fundamental de tra-
bajo la actuación de varios elementos de proceso, vienen acompañadas de 
un nombre, el transputador, que es comentado unos párrafos más 
6.1.4. EL SISTEMA OPERATIVO 
Como ya se ha comentado en el apartado 6.1.1., el sistema operativo es cla-
ve en el desarrollo de un sistema microcomputador. Con el nacimiento de los micro-
procesadores de 8 bits surgió la necesidad de la creación de sistemas operativos 
adecuados. Así surgió, entre otros, el CP/M ~Control Program for Microcompu-
ters- con más de 200.000 instalaciones en la actualidad (Gupta y Toong, 1983a) y 
utilizando diversos microprocesadores como base. Con la llegada de los micropro-
cesadores de 16 bits se integraron en ellos facilidades para implementar sistemas 
operativos multitarea, multiusuario y orientados al proceso distribuido. Hoy en día el 
sistema operativo más prometedor para la actual de microprocesadores 
es el UNIX, desarrollado en los años setenta en los laboratorios Bell. Este sistema 
operativo tiene una serie de características entre las que destacan su portabilidad y 
su alta eficiencia desde el punto de vista del aspectos que le han pro-
porcionado gran difusión y prestigio. El UNIX siendo implementado bajo diver-
sas versiones en los microprocesadores de 32 bits, lo refuerza la idea de su po-
pularidad a medio y plazo. 
6.2. Un ejemplo de tendencia: el transputador 
El transputador nace con el propósito de hacer realidad una idea que, aunque lar-
gamente estudiada en los últimos años, no por ello ha sido posible el plasmarla en 
realizaciones prácticas hasta el momento actual. Se trata de realizar la conexión de 
una serie de elementos de proceso para que lleven a cabo una tarea común de for-
ma concurrente. 
La arquitectura de un ordenador basado en transputadores está reflejada en la fi-
gura 34. En ella se observa que la relación maestro-esclavo comentada en el aparta-
do 6,1.3, se difumina en una red en la que todos los elementos tienen igual 
Cada nodo de esta red es un transputador que se relaciona con sus vecinos a 
de enlaces de alta velocidad, al estilo de los que pueden existir entre los ordenado-
res que componen una red local. En funcionamiento, una tarea encomendada a este 
sistema es fraccionada en subtareas que se de forma simultánea en cada 
nodo: las necesidades de comunicación que puedan surgir en el transcurso de la 
ejecución se resuelven a través de los canales de comunicación. 
Cada transputador incorpora un microprocesador de 16 ó 32 bits según el modelo 
y una memoria RAM de 4K con un tiempo de acceso de 50 ns., además de las inter-
faces necesarias para implementar los cuatro canales de comunicación con sus veci-
nos y para una eventual ampliación del espacio direccionable hasta 4 GigaBytes. 
Aunque el transputador toma toda su dimensión integrado en una red de proceso 
paralelo, nada impide que pueda ser utilizado aisladamAnte como un microprocesa-
dor de elevadas prestaciones, 
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Figura 34. Arquitectura de un ordenador basado en transputadores. 
(a) El transputador aislado; (b) Red de transputadores. 
La aparición de los transputadores es algo más que un nuevo paso en la evolución 
de los microprocesadores. Comparando la figura anterior con la 2, observamos un 
cambio importante en la estructura. Los "buses", que en las arquitecturas tradiciona-
les constituían a menudo el cuello de botella de todo el sistema, dejan paso a unos 
canales de comunicación de gran capacidad en los que el bloqueo deja de ser un 
problema, centrándose todo el diseño en aumentar las prestaciones del procesador. 
La arquitectura von Neumann, una de cuyas características es la presencia del cita-
do bus, deja paso a nuevas formas de organización interna de los computadores. 
Además, el microprocesador que existe dentro de cada transputador es un reflejo 
de unas nuevas ideas que están siendo objeto de amplio debate entre los arquitec-
tos de ordenadores. Hemos observado a lo largo de este anexo cómo el paso de los 
años y de las generaciones llevaba aparejado un aumento muy pronunciado en la 
complejidad de los microprocesadores: mayor número de instrucciones y modos de 
direccionamiento, nuevos tipos de datos, sofisticadas gestiones de memoria, etc. El 
citado microprocesador que incorpora cada transputador posee tan sólo 64 instruc-
ciones y el espacio de memoria es siempre lineal, sin ningún tipo de segmentación 
o paginación. Estas son características primordiales de los RISC Reduced Instruc-
tion Set Computers-, cuyos defensores afirman, a grandes rasgos, que un aumento 
en la complejidad estructural y funcional de un ordenador no tiene por qué repercu-
tir en un incremento de las prestaciones del producto final. (Véase macro-microin· 
forme sobre arquitecturas RISC en el capitulo 2). 
Aunque no se haya hecho mención expresa de ello, el software que va a guiar a 
esta maquinaria ha de tener unas características especiales, entre las que ha de 
destacar la posibilidad de poder expresar procesos concurrentes de una forma clara 
y En este sentido, la propia INMOS, empresa que ha ideado y comercializa-
do los transputadores, ha desarrollado de forma paralela el lenguaje OCCAM, con el 
que parece ser que se saca todo el partido a la nueva arquitectura planteada. 
6.3. Conclusiones 
6.3.1. EL PROBLEMA DE LA SELECCIÓN Y EVALUACIÓN 
La tarea de decidir qué microprocesador es mejor comparado con otros se va ha-
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cíendo más ardua a medida que subimos en las En este sentido, exis-
te un entre el mundo de los microprocesadores y el de los ordenadores: 
las comparaciones entre los primeros ordenadores, allá los años cincuenta, se 
hacían en base a las frecuencias de reloj y del tiempo de de las operacio-
nes básicas de transferencia entre registros; este mismo esquema se puede seguir 
en la evaluación de los microprocesadores de 8 bits. en las comparaciones 
tanto a nivel de microprocesadores de la última como de minis o super-
minis se hacen en [unción de la correspondencia entre las necesidades del usuario 
y las hardware de la máquina, aunque en siendo válido 
casi todo lo que se ha escrito en este estudio sobre "medidas de performancia" 
de los cornp1utadolces. 
En concreto, se ha comentado la importancia de que los nuevos microprocesado-
para el soporte eficaz de compiladores, entendiendo por tal que 
("Yono'",,')'" por ellos sea lo más compacto posible. Hansen y sus colegas 
(Gupta y 1983b) han utilizado una serie de programas para comparar el 
iAPX432 con el MC68000. Se evaluó el código generado por ambos al servir como 
base a un compilador Pascal y se comprobó que el iAPX432 un código de 
mayor que el MC68000, probablemente porque el no es capaz de 
hacer una referencia a una variable o constante local con una dirección de menos 
de 16 bits de longitud. Sin embargo, la capacidad de del iAPX432 es 
mayor que la del producto de Motorola. 
Aparte de estas "pruebas de laboratorio" existen otros métodos que tienen en 
cuenta, además de tales pruebas, parámetros arquitectónicos y de los 
Prycker, 1983). 
Los anteriormente ilustrados tienen por objeto el mostrar cómo la selec-
m¡CrC)pI'OceS¡iOC)I para una tarea concreta es un difícil, especial-
mente con la de los microprocesadores de 32 bits. Los criterios de selección 
deben basarse no sólo sobre consideraciones técnicas, tanto en el dominio del hard-
ware como del sino también sobre otras de carácter comercial 
tal vez críticas con respecto a la producción de series: sería 
de un solo proveedor al afrontar la comercialización de un 
ejemplos, se citan a continuación las fuentes de 
crCIDI()cesaClor'2s de 16 bits tratados (Toong y Gupta, 1981): 
Intel 8086: Mostek en EE. UD. y Siemens en Europa. 
Zilog Z8000: AMD en EE. UD., SGS/ A TES en Europa y 
- Motorola MC68000: AMD y Rockwell en EE. Uu., EFCIS en 
Asia. 
En todo caso, el problema de la selección y evaluación se les presenta a los dise-
iladores de ordenadores personales o sistemas semejantes, no a los prlDgrarnaiGo:res 
de sistemas o de o a los usuarios. 
6.3.2. EL MICROUNIVERSO EN EXPANSIÓN 
ro,'wc,,,onb el universo en expansión de las tres de mi-
J.lrl",n,,,,,,,., de Sugarman, 1979), que muestra y resume a r".."nri",,, 
rasgos su en los poco más de diez ailos dA este campo. La con-
clusión que se obtiene de ella es que, una vez implementada una característica en 
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SOPORTE DE ARITMETICA 
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LONGITUD 
BUS DE DATOS 
FíSICO 
RELOJ (MHZ) 
18 
10 
TECNOLOGíA 
N (MOS) 
C 
N 
N 
N 
16032 BELLMAC flP 
iAPX432 FOCUS 
S 
N 
S 
S 
S 
S 
S 
S U.C. 
S fl PROGRAMADA 
N ~ 
N 
MODO 
SUPERVISOR 
N S GENERAL 
S 
AYUDAS A 
LA DEPURACIÓN 
AUTOTEST DE PROGRAMAS 
Figura 35. El micro universo en expansión (S: sí; N: no). 
un microprocesador, los siguientes productos, aun siendo de distintos fabricantes, 
continúan incluyéndola con un grado mayor de sofisticación. Esta conclusión es de 
carácter general y hay puntos donde falla, como por ejemplo al estudiar la evolución 
de la integración de la aritmética de coma flotante y encontrarnos con el caso del 
Bellmac 32A. 
En el aspecto tecnológico cabe destacar que aparece por primera vez la tecnolo-
gía CMOS con el Bellmac 32A: de igual forma que ocurrió con la utilización de la 
microprogramación en la unidad de control, técnica que se usó por primera vez en 
el I8086, es muy probable que el Bellmac 32A marque el comienzo de la utilización 
masiva de dicha técnica. 
De forma muy sintética, se observa que los progresos tecnológicos se traducen en 
mejoras netas de performancia: aumento de la frecuencia de reloj y potenciación del 
proceso, y en aumento de la complejidad de los circuitos, medida en número de 
componentes por circuito integrado. 
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Esta última propiedad se traduce en un enriquecimiento de la estructura general 
del microprocesador. De una parte crecen el espacio direccionable de memoria, el 
repertorio de instrucciones, los modos de direccionamiento y el conjunto de datos 
manejables. De otra, la adición de y otras unidades funcionales permite 
incrementar el número de mecanismos destinados a colas, llamadas a rutinas, seg-
mentación de memoria, manejo de interrupciones, pilas, protección, "ca-
ché", memoria virtual, paralelismo, etc. Las consecuencias generales son un engran-
decimiento directo de la potencia del microprocesador, una tendencia cada vez ma-
yor a lenguajes de alto nivel y sistemas operativos crecientemente comple-
jos orientados a la concurrencia de múltiples tareas y múltiples usuarios. 
REFERENCIAS BffiLIOGRÁFICAS 
Apuntes de electrónica de dispositivos. Departamento de Electrónica Física de la ETSIT de 
Madrid. Departamento de Publicaciones de la ETSIT de Madrid, Mayo, 1979. 
Burkhart, K.P,; Forsyth, MA; Hammer, ME.; Tanksalvala, D.F .. "An 18-Mhz, 32-bit VLSI Micro-
processor". Hew1ett-Packard foumal, vol. 34, N.O 8 (1983), 7-11. 
Bell, c.G. "The mini and micro industries". IEEE Computer, vol. 17, N,o 10 (1984), 14-30. 
De Prycker, M "A performance comparison of three contemporary 16-bit microprocessors", 
IEEE Micro, vol. 3, N.O 2 (1983), 26-37, 
Fernández, G. y Sáez Vacas, F" Fundamentos de los ordenadores (tomo II), Departamento de 
Publicaciones de la ETSIT de Madrid, junio, 1979, 
Femández, G. y Sáez Vacas, F" Fundamentos de los ordenadores (tomo 1). Departamento de 
Publicaciones de la ETSIT de Madrid, septiembre 1982, 
Finkler, G.A, "Full 32-bit microprocessors: The next Generation", Mini-Micro vol. 16, 
n,O 9 (1983), 187-194, 
Gupta, A y Toong, B.D., "Microprocessors-The first twelve years", Proceedings ofthe IEEE, vol. 
71, N.O 11 (1 983a), 1236-1256. 
Gupta, A y Toong, B.D., "An architectural comparison of 32-bit microprocessors". IEEE Micro, 
vol. 3, N.O 1 (l983b), 9-72. 
Guter!, F" "Microprocessors". IEEE Spectrum, vol. 21, N.O 1 (1984), 50-57. 
Lilen, B., Los de la década de los ochenta. 16 y 32 bits con software de estado sólido. Mi-
crc)procE"sadolres y microcomputadores, Marcombo. Boixareu Ed, Barcelona, 1984, 
Lundstrom, S.F, y Larsen, RL., "Computer and information technology in the year 2000 a pro-
jection", IEEE Computer, vol. 18, n,O 9 (1985), 68-79, 
Morse, P,S.; Ravenel, B.W.; Mazor, S.; Pohlman, W.B., "Jntel microprocessors 8008 to 8086". IEEE 
Computer, vol. 13, N.O 10 (l980), 42-60, 
Mundo electrónico. Microprocesadores y microcomputadores. Marcombo. Boixareu Ed, Barce-
lona, 1984, 
Shackil, AF., "Microprocessors", IEEE Spectrum, vol. 19, N,O I (1982), 32-33. 
Sugarman, R "Computers: our 'microuniverse' expands". IEEE Spectrum, vol. 16, N.O I (1979), 
32-37. 
Tanenbaum, S, Structured computer organizatíon. Prentice-Hall, 1984, 
Toong, B.D. y Gupta, A, "An architectural comparison of contemporary 16-bit microprocessors". 
IEEE Micro, vol. 1, N,O 5 (mayo 1981), 
Valero, M, Arquitectura de los pPs de 16 bits. Estudio del 18086, ZBOOO y M68000. Microproce-
sadores y microcomputadores, Marcombo, Boixareu Ed, Barcelona, 1984, 
Va1ero, M y Vidal, D" Arquitectura de los pPs de 16 bits. Estudio de la familia NS16000. Micro-
procesadores y microcomputadores, Marcombo, Boixareu Ed, Barcelona, 1984, 
Wakerly, ].F" Microcomputer architecture and programming, John Wiley & Sons, NY., 1981. 
Witworth, LR, Microprocesadores de 16 bits. Ed, Gustavo Gili. Colección Ciencia Electrónica, 
Barcelona, 1986. 
362 
x : S sist 
• 
er IV s 
1 .. Funciones de los sistemas 
operativos.. Generalidades 
1. INTRODUCCIÓN 
Un sistema operativo adelante, se denotará a veces S.o') es básicamente un 
programa cuya función es controlar el entorno inmediato del programador y, hasta 
cierto punto, el del usuario mismo. 
Su función es doble. Por un lado, debe crear una máquina virtual fácil de utilizar y, 
por otro, debe obtener el máximo provecho del hardware del sistema. 
Los sistemas operativos se encargan de tareas "poco gratas" como son el control 
de entradas/salidas entre el ordenador y los dispositivos periféricos (impresoras, 
consolas ... ) o la gestión de los recursos internos del ordenador como, por ejemplo, la 
memoria. Ésta puede servir para almacenar los datos y el código de varios progra-
mas y debe evitarse que éstos interfieran entre sÍ, por ejemplo, escribiendo datos 
en posiciones de memoria ocupadas por el código de otro programa. 
En algunos sistemas es posible simultanear la ejecución de varios programas. En 
este caso, el sistema operativo debe gestionar todo lo referente a la sincronización 
de unos programas con otros (en el caso de que estén interrelacionados) o el trasva-
se de información entre ellos. 
Por último, los sistemas operativos deben gestionar la comunicación entre el usua-
rio y el ordenador mediante un interpretador de comandos. Éste tiene gran impor-
tancia desde el punto de vista del usuario, porque es el que determina la sencillez 
de manejo del sistema. 
Como se ve, el papel de los sistemas operativos es muy variado. La importancia 
de las diversas funciones depende en gran medida de la complejidad tanto física 
como lógica del ordenador. 
2. FUNCIONES MÍNIMAS: SISTEMAS MONOUSUARIO-
MONOTAREA 
Muchos ordenadores constan de un único terminal de entrada/salida y no permi-
ten la conexión de otros. Por esta razón sólo pueden atender simultáneamente a un 
usuario, y de ahí el nombre de "sistema monousuario" con que suelen denominarse. 
Por otro lado, es usual que en los sistemas más sencillos el ordenador ejecute un 
solo programa al mismo tiempo. Si queremos compilar un programa y editar un texto 
tendremos que esperar a que acabe la compilación para ejecutar la segunda tarea, 
o viceversa (editar un texto y luego compilar un programa). Es por ello que este tipo 
de sistemas reciben el nombre de "monotarea" o "monoprograma". 
Los conceptos monousuario y monotarea son pues diferentes, según se desprende 
de lo anterior. El primero va ligado a un aspecto físico del sistema (número de ter 
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minales conectables), mientras que el segundo está relacionado con un aspecto lógi-
co (gestión de CPU o procesador). 
Los sistemas que tienen estas dos características deben suministrar cierto tipo de 
funciones consideradas "mínimas", porque es lo menos que puede esperarse de todo 
sistema operativo. 
2.1. Gestión del Procesador 
En un sistema operatívo monotarea la gestión de CPU es casi inexistente. No obs-
tante, hay un cierto número de instrucciones privilegiadas sólo ejecutables en modo 
sistema. Decimos que estamos en "modo sistema" cuando se ejecutan rutinas del sis-
tema operativo y en "modo usuario" cuando se ejecutan programas del usuario. Algu-
nas instrucciones sólo deben ejecutarse en el primero porque realizan funciones que 
no es deseable utilicen los programas normales (por razones de seguridad, por 
ejemplo). 
Por lo general, el sistema operativo se divide en dos partes, con funciones dife-
rentes. La primera se encarga de arrancar el sistema cuando éste se enciende, Ha-
bitualmente, lo único que debe hacer es leer el sistema operativo completo desde 
uno de los soportes de almacenamiento (por ejemplo un disco) y saltar a la primera 
instrucción de éste. Este programa reside siempre en memoria y suele denominarse 
"monitor". La segunda parte del sistema operativo es la que reside en el disco y es 
la que verdaderamente gestiona el sistema. Por su longitud no se guarda en memo-
ria ROM, pues resultaría antíeconómico y, además, el sistema operativo no necesita 
estar siempre en la memoria (al menos íntegramente) 
2.2. Gestión de memoria 
Una de las tareas más importantes es la de gestionar la memoria interna del orde-
nador. En ella cohabitan no sólo el programa a ejecutar y sus datos, sino también 
una parte del sistema operativo e incluso en ciertos casos un interpretador (intérpre-
te) de un lenguaje de programación (por ejemplo, BASIC). 
El sistema operativo debe encargarse de colocar un programa o sus datos en un 
espacio de memoria "libre", es decir, no utilizado, y evitar que este espacio se vea 
usurpado de forma indeseada por otro programa. 
Lo que hace el sistema operativo es delimitar la zona libre para el programa del 
usuario por medio de unas "barreras", que no son más que las direcciones máxima y 
mínima de memoria utilizable (ver fíg. 1). Encima o debajo de estas barreras estarán 
los demás programas que cohabitan en la memoria (sistema operativo e intérprete 
de lenguaje, si lo hubiera), y el usuario no puede situar datos o rutinas propias fuera 
de ellas por prohibírselo el sistema operativo. 
Obsérvese que el usuario sólo puede tener un programa en memoria al mismo 
tiempo. Fuera de las barreras están rutinas propias del sistema, que permitirán la 
correcta ejecución de éste. 
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ZONA LIBRE 
DE USUARIO 
MÁXIMA DIRECCIÓN 
UTILIZABLE 
I 
I 
I r-- - - -lo- BARRERAS 
I 
I 
1---------------1 -- MINIMA DIRECCIÓN 
UTILIZABLE 
Figura L Gestión de zona usuario por barreras, 
Las barreras pueden de antemano al diseñar el sistema operativo y 
así de una vez por todas, En este caso se dice que la configuración de memoria es 
estática, También es que dichos límites sean fijados en tiempo 
criterios de máximo aprovechamiento de memoria, En este caso, la configuración 
memoria es de tipo dinámico, 
2.3. Gestión de entradas/salidas 
Ya hemos visto en antériores apartados que las operaciones de entrada/salida 
(e/s, simplificadamente) suelen ser bastante complejas, Además, parece que 
por cada programa que se escribe haya que implementar las rutinas de escritura 
sobre la impresora o de lectura de datos desde la consola, En vez de lo que 
ocurre es que estas rutinas se encuentran en el sistema operativo y son llamadas por 
los programas cuando son necesarias, Así. los programadores no necesitan conocer 
los detalles del ordenador desde un punto de vista físico. 
El problema de las rutinas de entrada/salida dentro del sistema ope-
rativo es que los de periféricos son muy variados y por lo tanto las rutinas de 
entrada/salida también deberán serlo, 
Lo que sucede en la práctica es que únicamente se implementan las rutinas de 
servicio de un número limitado de periféricos (de características, por lo pre-
fijadas) y se dan facilidades adicionales para que los usuarios incorporen nuevas ru-
tinas de servicio al sistema operativo, si ello fuera necesario. Esto implica un alto 
grado de flexibilidad, y es por ésta, entre otras razones, por la que la gestión de 
entradas/salidas aparece como un módulo muy delimitado e importante del sistema 
operativo. 
Al pasar revista a varios sistemas operativos veremos cómo se resuelve el pro-
blema, 
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Al conjunto de rutinas de entrada/salida se las denomina "primitivas" y pueden 
realizar dos tipos de gestión. Por un lado, se distingue la gestión lógica, que se ocu-
pa de traducir conceptos como "registro de un fichero" a otros más precisos en lo 
que al soporte se refiere (por ejemplo, "dirección del comienzo de registro dentro 
del soporte"). 
Por otro lado, se encuentra la gestión física de entradas/salidas, que traduce la 
[unción lógica a una serie de operaciones de control y secuenciamiento para que los 
datos sean transmitidos por los conductos adecuados y siguiendo un protocolo prefi-
jado. 
2.4. Gestión de la información 
Muchos ordenadores permiten programas o datos en soportes de memoria 
externa para evitar que se borren al desconectar la corriente. El conjunto de infor-
maciones que se graban, ya sean programas, conjuntos de datos o información de 
dichos soportes, se denominan "ficheros". 
El sistema operativo debe gestionar la lectura y escritura de ficheros, pues se tra-
ta de operaciones relativamente complejas (hay que manejar parámetros como velo-
cidad de rotación del disco, número de cabezas de lectura, número de pistas por 
disco ... ). 
El programador no necesita entrar en detalles concretos concernientes al soporte, 
porque el sistema operativo le ofrece un conjunto de rutinas básicas o "primitivas", 
que le permiten efectuar todas las operaciones requeridas. 
Para saber dónde está cada fichero en el soporte (por ejemplo, un disco) es nece-
sario que en éste exista un índice donde vengan reseñados cuando menos el nom-
bre del fichero y su posición en el soporte, para que así el sistema operativo lo pue-
da localizar rápidamente. Estos índices se denominan "directorios" y en el caso más 
simple son como el índice de un libro, es decir, una lista con todos los nombres y 
detalles de los ficheros. Este tipo de directorios se denominan "lineales" y suelen si-
tuarse en una zona prefijada del soporte para su rápida localización. 
Los ficheros del usuario pueden contener programas o datos. Los primeros se de-
nominan "comandos externos", por tratarse de rutinas ejecutables que realizan una 
función conocida por el usuario. 
El término "externos" se debe a que dichos comandos no se almacenan siempre 
en la memoria principal del ordenador, sino únicamente cuando son necesitados. Un 
editor de textos o un programa de dibujo son ejemplos de comandos externos. 
Los ficheros de datos no son ejecutables. Sirven para ser utilizados por otros pro-
gramas como fuente de información y pueden ir desde fichas de personal de una 
qmpresa hasta documentos escritos que el usuario necesita conservar para su uso 
posterior. Los programas fuente escritos en un cierto lenguaje son también ficheros 
de datos (a veces se les llama asimismo ficheros de texto) y no son ejecutables (para 
ello deben compilarse primero) Este fichero contien.e información para el programa 
compilador y será leído por éste cuando lo ejecutemos. 
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2.5. Intérprete de comandos 
En todo sistema operativo es necesario un conjunto de rutinas que analicen e in-
terpreten los comandos del usuario, varias formas de entablar comunicación con 
un ordenador, si bien es en dos categorías conceptualmente dife-
rentes, 
El primero (y más simple) método de comunicación con el ordenador consiste en 
dar órdenes compuestas por de forma similar a cómo lo haríamos em-
pleando frases de nuestro propio idioma, 
La sintaxis es sin muy l1UJlllU'UU, pues en realidad lo que ocurre es que el 
sistema operativo reconoce un predefinido de palabras clave dentro de 
cláusulas con una sintaxis también y muy rígida, 
Así, en CPIM, para ver un directorio del disco "B:" diríamos "DIR B:", El sistema 
operativo no reconocería una orden del tipo "Dame el directorio del disco B:", 
El problema es, pues, diseñar de comandos que admitan órdenes lo 
más cercanas posible al natural. 
Sin embargo, también es cierto que, a mayor abundancia de palabras clave y for-
mas sintácticas, más difícil resultará para el usuario recordarlas, 
Para resolver este se acude a otro método de comunicación con el 
usuario, En éste, el usuario no tiene que escribir ningún comando, sino que debe 
elegir, entre un conjunto de aquella que le permitirá llevar a cabo la ope-
ración deseada, Estos conjuntos se denominan "menús" y pueden ser de dos tipos, 
En el primero, los menús están compuestos por palabras o frases que indican qué 
es lo que realiza dicha y el usuario se limita a señalar una de dichas op-
ciones, 
El segundo tipo es idéntico al anterior en todo, excepto que la forma de represen-
tar las opciones no es ya por medio de palabras, sino por medio de dibujos o "ico-
nos", El usuario se limita a señalar uno de éstos para realizar la función que éstos 
simbolizan, 
Independientemente de la forma en que se interpretan los comandos, éstos pue-
den ser residentes o no residentes, Los primeros son pequeños programas que, por 
su frecuente uso, residen permanentemente en memoria principal. Pueden ser co-
mandos para visualizar o para transferir ficheros de unos discos a otros, 
Los comandos no residentes son programas que llevan a cabo funciones muy varia-
das y menos por lo que no siempre son necesarios en memoria 
palo Por ello son en memoria únicamente cuando se ejecutan. 
Los comandos no residentes se dividen en utilidades y programas, cuya misión 
está relacionada con el sistema en sí. Pueden servir para copiar discos, para verifi-
car el estado de funcionamiento del sistema o para preparar el ordenador de cara a 
la ejecución de una Las utilidades básicas suelen suministrarse con el 
propio sistema r.non,tn;'/"\ 
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Los programas de aplicación están orientados a la resolución de problemas y, por 
al usuario, y no, como en el caso anterior, al sistema en sÍ. El usuario utÍliza es-
tos programas en aplicaciones particulares como proceso de textos, gestión de ba-
ses de datos, etc. En cambio, las utilidades son empleadas principalmente por el 
programador, como herramienta para desarrollar aplicaciones. 
3. SISTEMAS OPERATIVOS MULTITAREA-MONOUSUARIO 
En la realización de algunas tareas (ejecución de programas) suele ocurrir que el 
ordenador desarrolla múltiples funciones, mientras que el operador está inactivo. En 
un sistema interactivo, esto hace que el operador pierda su atención e incluso su 
concentración, o desperdicie gran cantidad de tiempo, Por otra parte, también es 
frecuente el caso contrario, es decir, tareas en las que la actividad del operador es 
muy importante y continuada mientras que el ordenador está muy infrautilizado, En 
cada caso, si fuera posible la "simultaneización" de tareas, se conseguirían varios ob-
jetivos: utilizar más los recursos de que se dispone (el ordenador); hacer que el ope-
rador pueda estar más tiempo dedicado a realizar trabajo necesario y no esperando 
respuestas, todo ello a costa de una "pérdida" de velocidad que muchas veces es 
imperceptible para el usuario. 
Desde el punto de vista del ordenador, sin embargo, este cambio supone un au-
mento muy importante de las dimensiones del sistema operativo, ya que se trata de 
que el usuario no se tenga que preocupar de transferir control de una tarea a otra, 
sino que sea el 8.0. quien lo haga automáticamente, 
3.1. Gestión del procesador 
En los 8.0. monotarea tan sólo un programa podía ejecutarse a la vez. En los multi-
tarea se simultanea (aparentemente) la ejecución de varios programas. A cada pro-
grama en ejecución se le llama "proceso", el cual incluye tanto el código ejecutable 
como un cierta información acerca de la ejecución en curso (valores de variables, 
línea a ejecutar...). Hablaremos equivalentemente de multitarea, multiprogramación 
o multiproceso, y, como es sabido, para que haya multiproceso no es necesario con-
tar con más de un procesador físico. 
En general, en los sistemas convencionales sólo se dispone de una unidad central 
de proceso o procesador central (UCP; en inglés CPU, Central Processing Unít), por 
lo cual tan sólo puede haber un proceso que ocupe la CPU, y que esté por tanto "en 
ejecución". 
Habrá además varios procesos que no estarán ejecutándose, pero que podrían ha-
cerlo en el momento en que la CPU quedara libre, De estos procesos se díce que 
están "preparados". 
Hay, por último, otros procesos que requieren que el sistema les conceda algún 
recurso (memoria, periférico de entrada/salida ... ) para su continuación. Estos proce-
sos están "en espera" de algún evento externo a sí mismos (evento producido por el 
8.0. o por otro proceso), 
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En resumen, los procesos pueden estar en uno de los tres estados citados y el 
paso de uno a otro se realiza según el diagrama de transiciones de la figura 2. 
RECURSO CONCEDIDO 
2. Diagrama de transiciones entre estados de un proceso. 
Existen varios métodos para dividir el tiempo de CPU entre los distintos procesos. 
El más sencillo consiste en realizar una tarea hasta su conclusión. Ahora bien, este 
método va en contra de la idea básica de multitarea, ya que fuerza de nuevo a la 
monotarea efectiva (un proceso no abandona el procesador hasta su muerte, hasta 
concluir su código). Para evitar este hecho es por lo que los métodos de 
"tiempo compartido", por los cuales el procesador divide su en cortos perío-
dos ("time slices") al cabo de los cuales se saca al proceso en del procesa-
dor ("pre-emption", preva ciado ). 
En todos estos cambios, el proceso debe conservar de manera todos los 
datos propios para poder reanudarse en el punto en que se interrumpió, sin rehacer 
nada del trabajo ya realizado. Esa información se guarda en el "descriptor de proce-
so", que incluye el estado del proceso (espera/preparado/ejecución), la línea si-
gulerlte de código que hay que ejecutar, los contenidos de los del procesa-
dor así como otros datos de contexto. 
En cada momento puede haber varios procesos preparados, o esperando por al-
recurso especifico, por lo que se necesita algún algoritmo para elegir entre 
ellos el primero en ser atendido. De este tema se ocupa la teoría de sistemas de 
espera, y más concretamente la teoría de colas. Cada nuevo proceso preparado, por 
ocupa un lugar en la "cola de procesos preparados", que depende del al-
goritmo de gestión de la cola, y que fundamentalmente ser FCFS (First-
el primero llegado es el primero servido), con prioridades 
(HOL, "head of the line") o dependiente del trabajo demandado del procesador. 
Para un análisis en profundidad del tema véase (Kobayashi, 1981). 
De la misma manera, para cada recurso del sistema por el que puede haber un 
conflicto de acceso se forma una cola de espera asociada, que controla la entrada al 
recurso en cuestión. 
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3.2. Gestión de la memoria 
Otro problema que se presenta en el multiproceso es el de la gestión de memo-
ria. En el monoproceso bastaba con saber la zona de memoria disponible para el 
programa en ejecución; ahora se hace necesario establecer algún mecanismo para 
controlar la memoria ocupada por un proceso, y para evitar que algún otro destru-
ya información del mismo. Lo que se hace habitualmente es dividir la memoria en 
partes, una por proceso. 
Estas zonas de la memoria pueden ser estáticas, esto es, cada proceso dispone de 
un cierto espacio de memoria fijo e inalterable, debido a imposiciones físicas. Un 
ejemplo de este tipo de memoria es la "memoria de bancos seleccionables", en el 
cual se elige un "banco" (zona) de memoria, y no se puede salir de él sin abandonar 
el proceso. Como puede intuirse, este método es muy poco eficaz desde el punto de 
vista de aprovechamiento de la capacidad de la memoria, ya que si un proceso es 
muy corto se desperdicia casi toda la partición (inutilizable por otros procesos). Por 
otra parte, se limita de una manera importante el tamaño de los programas que pue-
den ejecutarse, ya que en ningún caso se puede sobrepasar la memoria asignada a 
un proceso. También se limita el número de procesos simultáneos, por muy peque-
ños que sean, al número de zonas de memoria disponibles. 
Un paso adelante es la división dinámica de la memoria, por la cual cada proceso 
toma de la memoria del sistema tan sólo la zona que le es necesaria, lo cual resuelve 
algunos de los problemas de la división estática. Cuando un proceso termina, se li-
bera la memoria de que disponía; cuando otro comienza, se busca en la memoria 
una zona lo suficientemente grande como para acogerlo. Sin embargo, este método 
provoca la división excesiva de la memoria, lo cual puede llegar a causar que un 
programa que cabría en la memoria libre existénte no pueda ser cargado, ya que 
todos los huecos son demasiado pequeños. Para evitar esto se utiliza la compacta-
ción de zonas de memoria, que consiste en agrupar dentro de lo posible todos los 
huecos en uno (o unos pocos) mayor. A pesar de esto, es imposible el evitar desper-
diciar una cierta porción de memoria, si bien esta pérdida es inferior a la del caso 
de particiones estáticas. 
Estos dos conceptos (particiones estáticas y particiones dinámicas) evolucionaron 
hacia otros dos más sofisticados pero también mas potentes: la paginación y la seg-
mentación. 
La paginación consiste en dividir la memoria en zonas estáticas, las páginas, que 
suelen ser pequeñas (128 bytes, 256 bytes, l Kbyte son valores típicos), y que no 
tienen por qué albergar la totalidad de un proceso. El proceso estará distribuido a lo 
largo de un cierto número de páginas. Así, se limita el espacio desperdiciado a una 
página (en promedio, tan sólo media página) por proceso en memoria, si bien intro-
duce una complicación adicional en el control de las páginas. 
La segmentación, por otra parte, es una evolución de las particiones dinámicas, 
pero con una intención más bien de racionalizar el almacenamiento en memoria que 
de aprovechar al máximo ésta. Consiste en separar el programa en varios segmen-
tos, los cuales deben ser entidades lógicamente compactas, como por ejemplo el có-
digo (instrucciones ejecutables), los datos, las pilas de ejecución de operaciones ... 
Cada una de estas entidades ocupará un segmento cuya longitud es dinámica. Esta 
división es lógica, frente a las divisiones físicas que suponían los otros métodos. 
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En la actualidad, casi todos los sistemas operativos multitarea soportan la UClUlllQ-
ción, y la segmentación, siendo común el caso de presentar ambos méto-
dos combinados, esto es, una organización en segmentos que a su vez están 
dos, o una división en páginas agrupadas en conjuntos lógicos que representan seg-
mentos. 
3.3. Gestión de entradas/salidas 
La multitarea supone también un cambio importante en lo que respecta a la entra-
da y salida del sistema, ya que ahora varios procesos comparten, por ejemplo, una 
sola Debe haber algún mecanismo que evite que se entremezclen los datos 
y resultados de varios programas. Este mecanismo son las colas de espera, ya des-
critas en el punto 3. l. 
Existe, sin embargo, una diferencia importante en el tratamiento que se debe dar a 
los procesos "en tiempo real" (procesos interactivos, que deben atenderse de inme-
diato) y a los procesos "batch" lotes, o procesos que se realizan en ratos 
esto es, cuando no hay que atender procesos en tiempo real, y que no necesitan 
entradas interactivas por lo Los primeros deben tener una alta rWl'(W',n",rI 
para que su ejecución sea lo más pronta posible, siendo en este particular lo más 
importante el control de los de entrada/salida, ya que son éstos los que 
retardan la ejecución, 
Hay dos mecanismos especiales de entrada/salida, utilizados para agilizar ésta y 
para evitar que los accesos de e/s provoquen un retardo excesivo a la ejecución de 
los diversos procesos. Estos son el "buffering", utilizado generalmente con dispositi-
vos rápidos, y el "spooling", frecuente en el manejo de impresoras. 
El consiste en realizar lecturas o escrituras en bloques relativamente 
grandes, que se almacenan temporalmente en una zona de memoria especificada 
de antemano ("buffer"), por lo cual la lectura o escritura física tan sólo se realiza 
cuando esa zona se llena por Dado que la tasa de transferencia de estos 
dispositivos (por lo discos) es muy alta, el tiempo necesario para 
transferir el buffer completo es tan sólo ligeramente superior al necesario para alma-
cenar o recuperar un dato único, debido al tiempo utilizado en el posicionamiento 
del dispositivo sobre el lugar adecuado para realizar la muy elevado 
frente al de lectura o escritura de datos. 
El consiste en almacenar (en forma de cola) la información a imprimir 
en un fichero de disco, del cual se extraerá posteriormente para la impresión. Mien-
tras tanto, el procesador puede continuar como si la escritura hubiera sido realizada. 
Cuando su turno, el abrirá el fichero y se imprimirá lo necesario, 
pero no se habrá retardado el proceso originaL Este mecanismo se instrumenta para 
compensar la lentitud de las impresoras con respecto al procesador (y con respecto 
a las unidades de disco) y evitar así desperdiciar un tiempo considerable esperando 
que las finalicen su tarea. 
3.4. Gestión de la información 
También surgen problemas con los ficheros al intentar simultanear varios proce-
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sos. Puede ser que dos tareas accedan a los mismos datos, incluidos en un fichero; 
en ese caso, es necesaria la "compartición" de ficheros por varias tareas. 
Por otra parte, esta compartición no ser admitida en todos los casos. Por 
ejemplo, no se debe estar editando y compilando el mismo fichero simultá-
neamente: surge el problema de mantener la "privacidad" de fichéro a un proceso. 
La sincronización entre procesos también algunos mecanismos especia-
les de de ficheros, pero serán estudiados en puntos sucesivos. 
Con a la organización de la informaCIón surge ahora el concepto de "di-
rectorio jerarquizado", en el sentido de dividir el directorio de un dispositivo en sub-
directorios, generalmente ocupados cada uno por grupos de ficheros relacionados 
lógicamente entre sí. Son especialmente útiles para su empleo con discos duros, 
de gran capacidad, y que por tanto contienen gran cantidad de ficheros. Su organi-
zación en un solo directorio es ineficiente desde el punto de vista del operador 
puede entre una gran cantidad de ficheros que no le son necesarios en un 
cierto momento) y desde el punto de vista del ordenador tarda mucho en buscar 
un fichero en un directorio convencional con muchas entra'da¡,). 
3.5. Intérprete de comandos 
El intérprete de comandos en sí es muy similar al de los sistemas monoproceso, 
pero dada la complejidad creciente del sistema operativo se dan otras facilidades al 
usuario para su mayor comodidad. 
Quizá la única peculiaridad del intérprete de comandos específica de este tipo 
de sistemas es la distinción entre comandos para ser ejecutados en forma interactiva 
o en batch, lo cual es importante a la hora de asignar prioridades a los diferentes 
procesos. 
De entre las ventajas ofrecidas al usuario para el manejo del ordenador citaremos 
tan sólo algunas, ya que este campo una evolución muy rápida en este mo-
mento. 
En primer lugar, citaremos los programas de comandos, es grupos de ins-
trucciones para el sistema operativo que deben ser ejecutadas en secuencia, y que 
se expresan en un fichero específico. Se permite así la sucesiva de co-
mandos sin la intervención del operador. El ejemplo más simple de este tipo de faci-
lidades es el comando SUBMIT de CP/M y MP/M (CP/M no es multitarea, pero in-
cluye esta mejora). 
Otra facilidad para el operador es el concepto de "ventana". de ventanas 
supone que cada proceso disponga de una "pantalla virtual" para sin tener que 
compartirla. El operador en cada momento a conveniencia seleccionar la vi-
sualización de una o varias de ellas, a través de las "ventanas" creadas en la fJU.lHOlUU 
real. Este método se está extendiendo con verdadera 
Cabe citar, por último, los de comandos cuyo acceso no es por "co-
mando tecleado", sino a través de menús. El selecciona la tarea a realizar 
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mediante unas selecciones parciales en menús. Esto permite una gran facilidad de 
uso, si bien ralentiza algo al operador experto. Tampoco está excesivamente di-
fundido, si bien su concepción diferente en la interpretación de órdenes nos reco-
mienda su inclusión en este anexo. 
4. CARACTERíSTICAS AVANZADAS: SISTEMAS 
MULTITAREA -MULTIUSUARIO 
En este último apartado de descripción de las características generales de los 
S.o. entramos en el terreno de las funciones y utilidades más sofisticadas, que nor-
malmente van respaldadas por un importante equipo de hardware con objeto de ob-
tener una buena eficiencia del conjunto hardware-sistema operativo. Los S.o. más 
avanzados son aquellos calificados como "multiusuario", en el sentido de que ofrecen 
la posibilidad de que más de un usuario puede utilizar el sistema, y "multiproceso", 
en el sentido de que permiten la ejecución concurrente de procesos del mismo y de 
distintos usuarios. La forma en que se alcancen estas características determinará el 
tipo particular de tareas para la que el S.o. resulta más eficiente (p. ej.: trabajo inte-
ractivo en tiempo compartido, procesamiento en tiempo real, trabajo en batch ... ). 
4.1. Gestión del procesador 
Al hablar de los S.o. multitarea-monousuario vimos la necesidad de introducir el 
concepto de proceso y la estructura de datos necesaria para su manejo: el descrip-
tor de proceso. Esta estructura debe añadir, en el caso de que el S.o. sea multiusua-
rio, información del propietario o creador del proceso, con objeto de someterle a las 
restricciones y otorgarle los privilegios asignados a ese usuario en el ámbito del sis-
tema (por ejemplo, no tendrá los mismos privilegios un proceso creado por el "ma-
nager" del sistema que otro creado por un usuario que se dedica normalmente a la 
ejecución de tareas interactivas). 
A la hora de otorgar privilegios durante la ejecución de un proceso no sólo es im-
portante el usuario que lo creó, sino el modo en que se está ejecutando. Sistemas 
operativos complejos, como el VMS de DEC, establecen una verdadera jerarquía de 
protección multimodo con objeto de garantizar la integridad del sistema. Dentro de 
esta jerarquía de capas sólo los procesos del sistema pueden llegar a ejecutarse en 
sus capas más internas, donde se poseen privilegios vedados para las capas más ex-
ternas y se disfrutan de todos los que estas últimas tienen concedidos. 
En los S. o. sofisticados podemos distinguir varios niveles en la gestión del proce-
sador, es decir, en la tarea de la elección del proceso que en un instante dado ob-
tiene la CPU para ejecutarse. Podemos hablar de un "planificador a largo plazo", que 
determina qué procesos son admitidos en el sistema para que participen en la com-
petición por la CPU, esto es, qué procesos son admitidos en la cola de procesos pre-
parados. El "planificador a corto plazo" es el que decide en cada instante qué proce-
sos de los que esperan en la cola de procesos preparados obtiene la CPU. Este pla-
nificador debe ejecutarse muy rápidamente con objeto de no desperdiciar tiempo 
de CPU, para lo cual debe usar un algoritmo sencillo. Sin embargo, el planificador a 
largo plazo se ejecuta menos frecuentemente: en los momentos en que un proceso 
va a dejar de competir por la CPU por haber concluido su ejecución. Esto le permite 
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basarse en un algoritmo más y mejor elaborado. Hay que tener en cuenta 
que su labor así lo exige, ya que es el de controlar el grado de multipro-
gramación del sistema, y debe que el conjunto de procesos que compiten 
por la CPU sea una mezcla en proporciones adecuadas de procesos con muchas 
operaciones de entrada/salida y procesos con tiempos largos de uso de la CPU. Sólo 
así se obtendrá un buen tanto de la CPU como de los dispositivos de 
entrada/salida. 
Aún podemos distinguir un nivel intermedio en la planificación de la CPU: el "pla-
nificador a medio plazo". en los sistemas con capacidad de trasiego de proce-
sos completos entre memoria y es el que se encarga de ges-
tionar la cola de procesos a memoria secundaria con objeto de devolver-
los a la cola de procesos 
Por último, es importante reseñar que el aludido planificador a corto plazo, siendo 
quien fija la estrategia del en el sentido de favorecer características concre-
tas de la aplicación a la que se destina (p. . minimización del tiempo de respuesta 
interactivo, ejecución de tareas en es diferente del "dispatcher" (dis-
tribuidor), módulo del S. o. que se encarga de la tarea rutinaria del cambio de con-
texto una vez que el planificador a corto ha terminado su labor. 
Pero, además de una serie de que permitan un uso eficiente de la 
CPU, el S. o. debe ofrecer un conjunto de mecanismos tanto para la creación de 
nuevos procesos como para la coordinación entre los mismos durante su ejecución 
concurrente. Dentro del concepto de coordinación podemos distinguir dos campos: 
el de la "sincronización", para la cual los sistemas operativos sofisticados proporcio-
nan herramientas como los semáforos, y el de la "comunicación", en su doble enfo-
que de memoria compartida y paso de Un soporte adecuado y eficiente 
de la coordinación entre procesos y de la prevención y evitación de blo-
queos permite a un sistema operativo dar el adecuado para el uso 
de los modernos lenguajes de concurrente. 
4.2. Gestión de memoria 
Ya vimos cómo los conceptos de y permiten una gestión 
de la memoria real de un ordenador adecuada al hecho de la compartición del sis-
tema por distintos procesos. Muchos sistemas avanzados adoptan uno de 
estos esquemas de gestión de memoria pero otros dan un paso más hacia la 
sofisticación y la eficiencia en el 11."l0 del hardware introduciendo el concepto de 
memoria virtuaL 
La gestión de memoria virtual consiste en una serie de técnicas mixtas de softwa-
re y hardware orientadas a permitir que un proceso aunque no 
resida completamente en memoria principal, permanecer partes del mis-
mo en memoria secundaría hasta que sea necesaria su en cuyo momento 
la parte requerida es trasladada a memoria Esta forma de de me-
moria le permite al programador trabajar con un de direccionamiento lógico 
mucho mayor que el realmente disponible como memoria lo que se tradu-
ce en una simplificación de la tarea de la 
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1a técnica de memoria virtual más extendida se basa en el concepto de pagina-
ción (la memoria virtual presenta algunos problemas que la hacen bas-
tante compleja). Cuando un proceso en ejecución referencia una dirección lógica, 
ésta se traduce a una dirección física mediante el uso de la tabla de páginas asocia-
da a ese proceso; ahora bien, dicha tabla permitirá la obtención de la dirección físi-
ca de memoria principal que a la dirección lógica referenciada sólo si 
la página a la que pertenece reside en ese instante en memoria principal; si no es 
así, indicará la necesidad de ir a buscar la página completa a memoria secundaria, 
se cargará ésta en memoria y se accederá tras ello a la dirección física co-
rrespondiente. 
El uso de memoria virtual implica una complejidad lógica adicional, como conse-
cuencia de la necesidad de una serie de algoritmos relacionados con su gestión. Así, 
se precisa un algoritmo de que decida en cada instante qué I.JO'l..jlLlO" 
de qué procesos deben residir en memoria principal; asociado con él aparece, en-
tre otras estrategias, el concepto de "working-set" (conjunto operativo), conjunto de 
páginas usadas en las últimas referencias de un proceso, cuya elección adecuada 
tendrá una importancia para la eficiencia del sistema de memoria virtuaL 
Además, se precisa un de sustitución que decida, en el caso de que 
que desalojar una página de memoria principal con objeto de dejar su sitio a otra 
página que se encuentra en memoria secundaria, cuál ha de ser la página "víctima" 
(del mismo proceso o de otro) que ceda su ubicación a la que va a ser cargada en 
memoria principal. Una elección adecuada de los algoritmos de abastecimiento y 
sustitución permite minimizar la tasa de fallos (intentos de acceder en la memoria 
principal a una dirección correspondiente a una página residente en memoria 
secundaria), haciendo así rentable para las prestaciones del sistema el uso de me-
moria virtual. 10s óptimos serán los que mejor se adapten al principio de 
localidad de los programas (Peterson, 1983). 
Con el uso de memoria virtual se consigue ofrecer al usuario un espacio de direc-
cionamiento lógico cuya es mucho mayor que la del espacio de direccio-
namiento de la memoria principal, pero a costa de obtener un tiempo de acceso 
medio sensiblemente que el de dicha memoria principal. Para mejorar el 
tiempo de acceso, los sistemas operativos sofisticados hacen uso de un nuevo nivel 
en la jerarquía de memoria: la memoria "cache". Esta es una memoria sensiblemente 
más pequeña que la pero mucho más rápida, cuyo objeto es contener en 
cada instante la localidad actual de los procesos en ejecución, lo cual permite redu-
cir el tiempo de acceso medio al espacio de direccionamiento resultante en el gra-
do en que se tal 1a memoria "cache" juega el mismo papel con 
respecto a la que el que ésta tiene con respecto a la secundaria en la ges-
tión de memoria siendo por tanto la adición de nuevos algoritmos de 
abastecimiento y sustitución para su gestión, como contrapartida a la obtención de 
un menor tiempo medio de acceso. 
4.3. Gestión de entradas/salidas 
Un sistema operativo avanzado debe permitir la gestión de un conjunto muy 
sificado de dispositivos de entrada/salida, sin aumentar sustancialmente la ,",V,lU!.JltJ 
dad de las primitivas que debe utilizar el usuario. 
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Uno de los enfoques adoptados para la obtención de este objetivo es la fusión del 
sistema de ficheros con la gestión de entrada/salida, haciendo que un dispositivo de 
entrada/salida posea la misma estructura lógica que un fichero; así, los dispositivos 
de entrada/salida se convierten, de cara al usuario, en simples "ficheros 'V':>I"'V'~la"'''''' 
cuya gestión se realiza con las mismas primitivas que ofrece la capa de gestión de la 
información. Este enfoque va asociado normalmente a una ejecución síncrona de las 
operaciones de entrada/salida con el proceso que las solicita, esto es, el proceso 
"dormido" hasta la conclusión de la operación, con lo que para él ésta tiene el 
aspecto de una instrucción atómica ininterrumpible. 
Otro enfoque para la gestión de los dispositivos de entrada/salida es el de dotar al 
S.o. de una capa con entidad propia para la realización de tal labor. Con este enfo-
que, el proceso que desea realizar una operación de entrada/salida debe efectuar 
una llamada a una primitíva de la capa de gestión de entrada/salida informando del 
dispositivo lógico sobre el que desea operar, qué operación desea realizar y el resto 
de informaciones necesarias para poder realizar tal operación; al ejecutarse la pri-
mitiva entra en acción un proceso de entrada/salida que verifica la consistencia de 
la operación solicitada con las características del dispositivo físico involucrado en la 
misma; si es aSÍ, construye un "bloque de demanda de entrada/salida" (EDES) con la 
información de la petición concreta realizada por el proceso y lo encola a las demás 
peticiones hechas sobre el mismo dispositivo. El manejador del dispositivo es el que 
se encarga de ir desencolando las peticiones e inicializando las operaciones en sí 
sobre el dispositivo. Cuando recibe información de la conclusión de la operación, 
por ejemplo mediante una rutina de interrupción asociada al dispositivo, comprueba 
que ésta se ha verificado correctamente, e informa al proceso que la solicitó del 
evento de su conclusión correcta. Este enfoque permite que la operación de entra-
da/salida se realice de forma asíncrona con el proceso que la solicitó, pudiendo de-
dicarse éste durante el tiempo que requiere el servicio de su petición a la realiza-
ción de otras tareas; pero si el proceso lo desea "dormirse" hasta que el ma-
nejador le informe del fin de la operación, ejecutándose así en forma síncrona con 
ésta (Lis ter, 1979). 
4.4. Gestión de la información 
El sistema de gestión de ficheros de un S. O. avanzado debe añadir mecanismos 
adecuados para asegurar la protección, fiabilidad de almacenamiento y coexistencia 
armoniosa de ficheros creados por distintos usuarios. 
El sistema puede soportar normalmente más de un tipo de acceso (secuencial, di-
recto) y estructura física del fichero en disco (contigua, lista encadenada, indexada), 
dejando al usuario la elección de las características concretas que desea para cada 
nuevo fichero en la primitiva correspondiente para su creación 
En un S.O. multiusuario-multiprogramación sería altamente ineficiente el uso de 
un directorio con estructura líneal; es preferible una estructura arbórea multinivel, 
con la introducción de subdirectorios, que permita una ubicación lógica de los fiche-
ros, adecuada tanto a la identidad de su creador como al significado que cada fiche-
ro tiene para su propietario. 
Con objeto de permitir la compartición de fichero.'l, el sistema puede ofrecer el 
uso de "enlaces" (links; ver apartado 3.4 del capítulo 4 de este anexo), dotando así al 
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directorio de una estructura no estrictamente arbórea, denominada de "grafo ací~ 
clico" , 
Con respecto a la protección del sistema de ficheros, podemos distinguir dos ni-
veles: una protección externa, de entrada al sistema mediante una palabra de paso 
y a una cuenta determinada, con un subdirectorio definido por defecto y unas res-
tricciones al movimiento por el árbol de subdirectorios; y una protección 
interna que, mediante un campo del descriptor del fichero, el tipo de acce-
so permitido (lectura, escritura, ejecución, borrado) al (también identifi-
cado en el descriptor del fichero), su grupo, el resto de usuario y el sistema, 
4.6. Lenguaje de control de trabajos GeL) 
Un sistema sofisticado no puede limitarse a ofrecer un simple intérprete 
de comandos para comunicarse con el usuario, sino que debe soportar un verdade-
ro lenguaje de control de trabajos que permita al usuario combinar adecuadamente 
comandos y programas propios en programas de comandos con un flujo de control 
perfectamente definido y, si es posible, estructurado y asistido mediante el uso de 
variables. 
Es la altura del nivel que se obtenga en la evaluación de la relación sencillezlpo- I 
tencia del de control de trabajos ofrecido por el sistema la que define el 
grado en que se conseguido el objetivo de ofrecer al programador una máquina 
virtual potente y sencilla de utilizar; de ahí la importancia de cuidar en extremo el 
]CL Gob Control en inglés), incluso en la forma de presentar los mensajes 
de error, como interfaz entre el usuario y el sistema. 
Es preferible que el S. o. ofrezca al usuario un conjunto de utilidades básicas, fácil-
mente combinables para la obtención de otras más que un repertorio 
amplísimo de comandos con multitud de opciones; aunque esto no quiere decir que 
el sistema no deba ofrecer, opcionalmente y sólo al usuario interesado, una serie de 
paquetes de herramientas especializadas en determinadas aplicaciones, Es precisa-
mente la en un S.o. básico de un conjunto de herramientas especialmen-
te pensadas para la ayuda a la gestión en proyectos de desarrollo de software lo 
que hace que el conjunto hardware-sistema operativo de ser una simple máqui-
na virtual de más o menos general orientado a para convertirse 
en un verdadero Entorno de Programación, orientado a conseguir que la labor de 
programar resulte más sencilla y abordable, y que los resultados obtenidos reflejen 
una mayor productividad, corrección y fiabilidad. 
6. RESUMEN 
Los sistemas operativos son conjuntos de programas preparados para facilitar al 
personal la utilización de los ordenadores y sacar al tiempo el máximo provecho de 
los recursos informáticos disponibles, 
Su tarea es Se ocupan, en resumen, de la creación, planificación, coor-
dinación y de procesos bajo el siguiente y doble principio de compromi-
so: a) optimizar la gestión de los recursos del como son, entre otros, el pro-
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cesador central, la memoria y las informaciones; optimizar su simplicidad de ma-
nejo, eficiencia y seguridad. En suma, optimizar simultáneamente su funcionalidad, y 
su convivencialidad. 
En este capítulo se ha hecho una descripción muy de algunos de los me-
canismos que son más habituales en la realización de tal tarea. La seguida 
ha consistido en dividirlo convencionalmente en tres apartados un orden de 
complejidad creciente de los sistemas operativos: L S. o. monousuario-monotarea; 2. 
S.o. multitarea-monousuario; 3, S.o. multitarea-multiusuario. 
Este orden pone de manifiesto la adopción de un equipo de hardware cada vez 
más abundante y potente, lo que impone la necesidad de organizar los recursos en 
y, consecuentemente, de introducir prioridades y otros tipos de restriccio-
nes. En el caso de los ordenadores personales, el crecimiento de la potencia y fun-
cionalidad del sistema operativo pasa siempre por la arquitectura del microprocesa~ 
dar. Cabría cuestionar que un sistema multiusuario puede llegar a ser considerado 
un sistema personal, pero ésta no es materia para este anexo, 
El capítulo sintetiza, tal vez simplificando en exceso, un tema por fortuna muy bien 
tratado ya en la literatura técnica, hacia la que remitimos al lector interesado en pro~ 
fundizar en él. Dentro del enfoque general aquí empleado son especialmente reco-
mendables los libros de Peterson (1983, 1985) y de Deitel (1984) y, en un plano mu-
cho más esquemático y conceptual, el de Lister (1979), Por nuestra parte, hemos 
pretendido seleccionar en ellos un conjunto adecuado de conceptos y técnicas para 
abordar un estudio somero de los tres sistemas operativos más difundidos en la in-
formática personal. 
Los prózimos tres capítulos describirán lo esencial de los sistemas MS-DOS 
y UNIX. A la familia UNIX le dedicaremos mayor espacio, porque, por el momento, 
es menos conocida entre los usuarios de computadores personales y muchos 
nos la anuncian como el estándar industrial de la última 
Además, tanto MS-DOS, desde sus como las últimas versiones de CP/M, 
han recibido influencias de los conceptos UNIX. 
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1. INTRODUCCIÓN 
CP/M (Control for Microcomputers), también llamado CP/M-80 en sus 
versiones iniciales, es un sistema operativo monotarea-monousuario, diseñado en 
principio para funcionar con los microprocesadores Intel-8080 y Z-80 (véase Anexo 
sobre Microprocesadores), Posteriormente, la empresa distribuidora de CP/M (Digi-
tal Research lnc,) ha diseñado y distribuido diversas versiones de la idea original, 
incluyendo la utilización en microordenadores de 16 bits (CP/M-86, diseñado para la 
familia Intel-8086, en sistemas multiusuario (MP/M) y la en redes 
de ordenadores (CP/NET). De todos ellos hablaremos aquí, de recordar al-
gunos datos históricos. 
2, BREVE HISTORIA DE CP/M 
La historia de CP/M reposa sobre tres básicos, a 
dor Z-80 o el Intel-8080, el desarrollo de los discos flexibles, y el 
tos tres elementos se desarrollaron a principios de los años 70 de forma casi simultá-
nea, y CP/M es el resultado de su de una forma muy peculiar. 
El primer bosquejo de CP/M fue elaborado en lnte! por Kildall, cuya inten-
ción era crear un sistema de desarrollo de programas en PUM que mantuviera un 
compilador residente de dicho lenguaje y permitiera el acceso a ficheros en disco 
flexible, Esta idea fue rechazada en un por la empresa rntel, ya que se 
que los entornos PUM disponibles sobre grandes ordenadores eran suficien-
tes para las necesidades del momento, 
Este rechazo tuvo como consecuencia que CP/M se convirtió en el primer produc-
to de la empresa Digital Research lnc., a la que se pasó Kíldall con su invento. Dis-
tribuido comercialmente hacia 1976, fue inmediatamente adoptado por bastantes 
constructores de microcomputadores que pretendían así eliminar los costos de desa-
rrollo de un sistema propio. Esto fue posible debido a la gran portabilidad de CP/M, 
que comentaremos más adelante. 
A la popularidad de CPíM han contribuido también sus propios usuarios, quienes 
aportaron numerosos refinamientos, introducidos paulatinamente en sucesivas ver-
siones, 
Otro elemento a destacar es la cantidad de programas desarrollados en y para 
los cuales a su vez contribuyen a un mayor rendimiento (y, por tanto, a un 
mayo número de del sistema Existen compiladores para casi to-
dos los lenguajes de programación (BASIC, PASCAL, C, PLlM, FORTH, LISP, ADA, 
FORTRAN.,,), así como intérpretes para algunos otros (BASIC, PROLOG) 
(Hogan, 1982). También hay herramientas de diseño de bajo nivel (ensambladores y 
depuradores de diversos tipos) y gran cantidad de editores y procesadores de tex-
tos. Asimismo, existe una gran variedad de programas de gestión y de bases de da-
tos. 
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Como resumen, CP/M ha llegado a tener varios cientos de miles de usuarios en el 
mundo funcionando con miles de configuraciones físicas diferentes, que lo convierten 
en el sistema operativo para ordenadores personales más utilizado por el momento. 
En 1984, CP/M ocupaba un 70% del mercado de los sistemas operativos para compu-
tadores personales de 8 bits. (Fertig, 1985). Ha tenido muchos imitadores o "clones". 
3. ESTRUCTURA DE CP/M 
Para facilitar la portabilidad de CP/M, sus disefiadores lo dividieron en dos partes, 
una variable y otra invariable para todas las instalaciones. Así, para trasladar CP/M a 
otra máquina tan sólo habría que reescribir las rutinas variables, que corresponden 
al control de los dispositivos físicos de entrada/salida. Esta parte debe estar escrita 
en el ensamblador de la máquina en la que se desea instalar CP/M, mientras que la 
parte invariable está escrita en PUM y contiene las rutinas de control de discos. 
Por otra parte, los parámetros de los discos del sistema están almacenados en ta-
blas en la zona variable, por lo que un cambio en los discos físicos tan sólo supone 
un cambio mínimo en esas tablas. 
En cuanto a la estructura funcional de CP/M se distinguen tres subsistemas: 
a) Procesador de Comandos de Consola (CCP, Console Command Processor). 
b) Sistema Básico de Entrada/Salida (BIOS, Basic InputlOutput System); 
c) Sistema Operativo Básico de Disco (BDOS, Basic Disk Operating System). 
El usuario interacciona con el sistema a través del CCP, el cual llama a BDOS o 
BIOS, dependiendo de la tarea a realizar. El BIOS contiene los controladores de dis-
positivos de entrada/salida, y el BDOS contiene las rutinas básicas de manejo de dis-
co (figura 3) 
USUARIO 
DISCOS (FLEXIBLES, 
o DUROS) 
DISPOSITIVO EIS 
(CONSOLA. IMPRESORA) 
Figura 3. Estructura de CP/M (adaptada de Peterson, 1983). 
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La parte residente de CPIM ocupa aproximadamente 8 Kbytes, pero este valor 
depende mucho del computador concreto. Esa memoria está fuera del control del 
usuario, por lo que no puede ser utilizada en ningún caso. Aparte de esto, en la pri-
mera página (página cero a página primeros 256 bytes de la memoria) se al-
macenan diversos parámetros del sistema. La estructura de la memoria queda por 
tanto como (figura 4), 
.'>.L'" 
pAGINA T.P.A. ZONA DE CPIM RESIDENTE BASE PROGRAMAS TRANSITORIOS 
DIRECCIÓN O FFIOO 
Figura 4. Estructura de la memoria de CP/M. 
La no residente de CP/M, así como la mayoría de los comandos del sistema, 
se cargan en la TPA (Transient Program Area, Area de Programas Transitorios) 
como si se tratara de otro programa de usuario, 
4, SISTEMA BAsICO ENTRADNSALIDA 
Su tarea es el manejo de los dispositivos físicos de los periféricos, a un bajo nivel. 
Sus funciones incluyen la lectura de consola, obtención de status, posicionamiento 
de la cabeza de lectura del disco, lectura y escritura de cadenas de caracteres, y en 
YC;J.1C;VCU todas las operaciones con periféricos, Sin embargo, los ficheros (ver más 
adelante) le son desconocidos, es decir, realiza las operaciones sin atender a ningu-
na organización lógica, limitándose a la realización física de la tarea. 
Esta parte debe reescribirse para cada nuevo sistema, ya que cambian los perifé .. 
ricos a manejar. 
6, SISTEMA OPERATIVO BAsICO DE DISCO 
Maneja la entrada y salida del disco (también ciertas partes de la de consola). Su 
operación ya tiene un componente lógico mucho mayor, realizando todas las opera-
ciones habituales sobre ficheros, incluyendo el manejo de ficheros secuenciales y 
de acceso directo. Permite cambiar el nombre o los atributos de un fichero (sólo 
lectura, fichero sistema .. ,), determinar y cambiar el disco activo, definir la zona de 
ADM (acceso directo o memoria), etc. 
Estas funciones, sin embargo, no se llaman directamente sino que son llamadas 
por CCP o por programas de usuario, ya que tan sólo proporcionan las primitivas 
necesarias para realizar ciertas operaciones (citadas en el apartado anterior). 
6, PROCESADOR DE COMANDOS DE CONSOLA 
Su función es muy simple: carga en un buffer la línea tecleada por el usuario, ana-
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lizándola para detectar algún comando realizable por el ordenador. Si de-
llama al BIOS y al BDOS para ejecutar las operaciones requeri-tecta ese ,-,v,,,,,u"",v 
das: 
Su tratamiento es distinto según se trate de una orden residente de CP/M, o de 
una orden transeúnte o, . no residente. 
Para las el mismo CCP contiene el código necesario para ejecutar las 
órdenes, ya que éstas son muy simples y cortas. Son las siguientes: 
• DIR: Muestra el directorio de ficheros en disco. 
• TYPE: Visualiza en el fichero ASCII. 
• ERA: Borra el fichero o ficheros especificados 
• RE N: Cambia de nombre un fichero. 
• SA VE: Guarda la memoria en un fichero de disco. 
o d: Cambio del disco activo. 
• USER: Cambio del usuario en curso. Este comando sólo está presente en versio-
nes a 2.0 y en CP/M-86. 
transltorJlas, el CCP busca en el directorio del disco un fichero 
con el nombre especificado. Si lo en-
cuentra, lo carga en memoria y lo ejecuta. Este proceso es el mismo para las 
órdenes transitorias de CP/M y para los programas de usuario. En CP/M-86 se bus- y.. 
can ficheros de tipo CMD en código 8086) primero, y en su defecto se 
busca el tipo COMo Si no se encuentra el fIchero ejecutable adecuado se responde 
con un "?". 
Entre las órdenes transistorias de CP/M están: 
• STAT Proporciona estadísticas sobre ficheros, discos, 
usuarios ... Indica el tamaño de el libre, los atributos de un dis-
co o 
• PIP de Intercambio entre Periféri-
cos): Copia información entre varios dispositivos, copia ficheros, etc. 
• EO (Editor de Permite la creación, mantenimiento y modificación de fi-
cheros de texto, 
• DUMP (Voleador): Presenta el contenido hexadecimal de un fichero en pantalla 
para su examen por el "neyy"rlryy 
• SUBMI'I': Redirecciona a es decir, realiza varias órdenes CP/M en se-
cuencia sin intervención del obteniendo éstas de un fichero tipo SUB. 
Es una versión rudimentaria del proceso batch, descrito en el primer capítulo de 
este anexo, 
7. ORGANIZACIÓN FICHEROS 
Un fichero es un conjunto de datos VL~~CUHLAJU.C'''' de una cierta manera, y que pue-
den manejarse como una unidad, 
Los ficheros los trata CP/M en CCP y BOOS, facili~ando el uso de los dispositivos 
físicos de que se en dispositivos lógicos (los ficheros), que 
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son manejados con mayor facilidad por el usuario. La traducción entre estos dos ti-
pos la realiza CP/M. 
En CP/M, los ficheros se organizan en "registros" de 128 bytes, los cuales se en-
cuentran dispersos a lo largo del disco para facilitar su lectura, Para saber a qué 
fichero corresponde cada sector existen ciertas estructuras de datos (los FCB, File 
Control Blocks) agrupadas en el directorio, que contienen una lista de todos los "sec-
tores" (registros) que contienen al fichero en cuestión, amén de otras informaciones 
sobre el mismo (nombre, tipo, longitud ... ). 
También se mantiene un mapa de ubicación de memoria (Allocation Bit Map, 
ABM) en el cual se guarda la información correspondiente a los sectores libres y 
ocupados, 
Usualmente, los sectores se agrupan en "clusters" (racimos), pero esta agrupación 
depende mucho de las características hardware del disco utilizado y por tanto no la 
comentaremos. 
8. VERSIONES Y AMPLIACIONES DE CP/M 
Según fue evolucionando el mercado, Digital Research tuvo que hacer evolucionar 
también su producto inicial, proponiendo las sucesivas versiones CP/M-80 (1. 3, 1.4, 
2.0, 2.2, 3.0), así como algunos otros sistemas operativos de la misma familia, pero de 
características distintas. CP/M 3.0 se conoce también por CP/M Plus. Es una versión 
mejorada de CP/M 2,2, que maneja ya estructuras jerárquicas de ficheros y bancos 
de memoria seleccionables (para expandir la memoria por encima de los 64 KB). 
Digital Research ha lanzado asimismo las versiones CP/M-68K, escrita en el lenguaje 
C de Unix para ejecutarse sobre el microprocesador Motorola 6800, y CP/M-ZBOOO, 
para el microprocesador de Zilog Z8000. 
8. L CPIM-86 y CCP/M-86 
Es la versión de CP/M escrita para los microprocesadores INTEL 8086 y 8088, con 
vistas a competir con MS-DOS, Su estructura es fundamentalmente la misma que la 
de CP/M, con la diferencia de utilizar un microprocesador de 16 bits. Se han comen-
tado a lo largo de la descripción de CP/M algunas características especiales de CPI 
M-86, pero, para más información, puede el lector acudir a la bibliografía recomen-
dada. CCP/M-86, Concurrent CP/M-86, es una versión ampliada de CP/M-86, capaz 
de soportar hasta cuatro procesos concurrentes. 
8:2. MP/M 
Supone el salto del sistema monousuario-monotarea al multiusuario-multitarea, El 
salto producido supone la inclusión de varias características específicas así como 
nuevas órdenes, Resumiremos estas características en los párrafos siguientes. 
En cuanto a la estructura, MPIM es muy parecido a CPIM. Sustituye BIOS y BDOS 
con versiones extendidas de ellos mismos (XIOS y XDOS), CCP se transforma en 
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CLI (Command Line Interpreter, Intérprete de Líneas de Comando) para permitir su 
uso por varios usuarios, y por último se incluye TMP (Terminal Message Pro ces-
sor, Procesador de Mensajes de Terminales) para permitir la sincronización de pro-
cesos. Una característica interesante es la capacidad de cada terminal MPIM para el 
multiproceso, esto es, puede haber varios programas ejecutándose desde un mismo 
terminal. 
El algoritmo de gestión de CPU se basa en prioridades, y entre procesos con la 
misma prioridad es FCFS ("El primero llegado, el primero servido"), Asimismo, un 
proceso no monopoliza la CPU, sino que es interrumpido sí excede un cierto tiempo 
("Time Slice"). 
La sincronización entre procesos se basa en mecanismos de mensajes, profusa-
mente descritos en (Peterson, 1983, 1985), y que no trataremos por caer muy lejos de 
las intenciones de este anexo, 
Otros aspectos característicos de MP/M, explicados en la obra que acabamos de 
citar son los "comandos reubicables" (o mejor, "código reubicable") y la memoria se-
leccionable por bancos, lo cual permite una agilización del uso de la memoria, así 
como un incremento sustancial de las dimensiones de ésta. 
8.3. CPINET 
Teóricamente, CP/NET representa un paso final hacia la generalización de la fami-
lia CP/M Se trata de una red de ordenadores, en la cual el usuario "maestro" dispo-
ne de CP/NET y MP/M, y los usuarios "locales" disponen de CP/M Se permite así 
conectar sistemas que tengan procesadores diferentes, con la única restricción de 
disponer de CP/M o MP/M 
Como el resto de la familia, ha sido diseñado pensando en la portabilidad, por lo 
cual se ha hecho independiente del medio de transmisión utilizado tanto como del 
protocolo de transferencia, 
La estructura usual de CP/NE'T comprende un nodo "maestro" menos) con 
grandes unidades de memoria masiva (discos duros, cintas",) y periféricos caros 
(impresoras de calidad o muy rápidas, trazadores".) y gran cantidad de usuarios po-
tenciales de los recursos a compartir (bases de datos, periféricos",), que pueden po-
seer sus propios recursos privados, 
9, RESUMEN 
Como se ha podido ver, CP/M es un sistema operativo extremadamente simple, 
por lo que su potencia está muy limitada, Ahora bien, este mismo hecho ha provoca-
do una gran demanda dada su gran facilidad de utilízación. Además, gracias a que 
es un sistema operativo basado en tablas para su adaptación a cada hardware parti-
cular, su portabilidad ha hecho posible su instalación en miles de equipos diferen-
tes, 
En suma, dentro del campo de los sistemas operativos para ordenadores persona-
les, CP/M es (y probablemente seguirá siéndolo durante algún tiempo) el más popu-
lar. 
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En cuanto a las ampliaciones de CP/M, su éxito es más incierto, dada la gran com-
petencia dentro de estos nuevos mercados. Por ejemplo, en el campo de los ordena-
dores personales basados en microprocesadores de 16 bits, CP/M-86 ha sido segun-
do detrás de MS-DOS. La competencia con Microsoft (propietaria de MS-DOS) supo-
ne una fijación en la estrategia de Digital Research, cuyos desarrollos se inspiran 
casi siempre en la referencia de productos y movimientos de Microsoft. Así ocurre 
con el sistema C-DOS. 
A mediados de 1984, Digital Research ha lanzado el sistema Concurrent DOS (C-
DOS o C-PC-DOS), con la ambición de situarlo como uno de los primeros sistemas 
operativos portables orientado al soporte de software integrado (sobre el concepto 
de software integrado, véase tercer capítulo del Anexo sobre Software). 
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l. INTRODUCCIÓN 
MS-DOS es el sistema operativo para ordenadores personales más vendido en la 
actualidad (1985-86), El hecho de haber sido adoptado por la firma IBM para su or-
denador personal básico supuso un impulso decisivo para su enorme difusión. 
MS-DOS es un sistema monousuario y monotarea, que sin embargo incorpora me-
canismos ingeniosos para simular algunas operaciones que implican cierto grado de 
multiproceso, 
2. BREVE HISTORIA DE MS-DOS 
MS-DOS nació como un intento de respuesta por parte de la sociedad Microsoft 
Corporation a la nueva generación de microprocesadores y ordenadores de 16 bits. 
Se diseñó basándose inicialmente en un sistema operativo llamado QDOS, cuyos 
derechos de mercado compró Microsoft en 1980 a la empresa Seattle Computer Pro-
ducts, Su éxito comercial se ha debido a la circunstancia de que IBM lo adquirió 
para convertirlo en 1981 con el nombre de PC-DOS en el principal sistema operativo 
de su primer ordenador personal. 
Se trata de un sistema operativo pensado para sistemas basados en el micropro-
cesador 8086 de Intel y derivados (ver anexo sobre microprocesadores). 
La primera versión (versión 1.24) resultó ser bastante parecida a CPIM y muy 
pronto surgió la necesidad de mejorarla 
En vez de dar unos retoques, la firma Microsoft decide reescribirlo completamen-
te, con vistas a hacer MS-DOS compatible (1) con su hermano mayor para entornos 
multitarea, XENIX. 
En esta segunda versión se introducen algunos de los alicientes que harán famoso 
a MS-DOS: Una nueva organización de ficheros con directorios jerárquicos, una ges-
tión de entradas/salidas más eficientes a los "drivers" o "controladores" de 
entradas/salida, posibilidades de simulación de algunos conceptos de alto nivel 
como los "pipes" y los "filtros" -ver más adelante- y un lenguaje de control de tra-
bajos mejorado con respecto a la primera versión. 
Con la aparición en el mercado del computador personal IBM PC-AT, surge la ne-
cesidad de una tercera versión del sistema operativo -hasta la fecha del fin de la 
redacción de este anexo la última de en la cual se incluyen sobre todo facili-
dades para adaptar el sistema a entornos muy diversos, respetando los estándares 
(1) En conjunto, la estrategia de Microsoft se sustenta sobre estos tres pilares: a) Posicionar MS-DOS como 
competidor de CP/M-86, cosa que se consiguió ya con la versión b) posicionar Xenix como "el" sistema 
operativo de los ordenadores personales multiusuario del de la gama; c) construir un camino 
suave de migración entre MS-DOS y Xenix (Fertig, 1985, p. 
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de cada país, y la interfaz con el usuario mediante la posibilidad de in-
corporar externamente un intérprete de comandos hacia el que se desviaran las ór-
denes del usuario para ser analizadas. 
Microsoft ha lanzado también una extensión a MS-DOS, llamada MS-Windows, 
cuyo objetivo es añadir facilidades visuales de la escuela PARe Xerox en la interfaz 
con el usuario. En 1985, están catalogados más de 7.000 programas que corren bajo 
MS-DOS. 
3. GESTIÓN FICHEROS 
La gestión de ficheros con MS-DOS es muy completa y sin duda uno de sus más 
sobresalientes aspectos, 
Los ficheros se en el di.sco en "bloques", que no tienen por qué ser 
consecutivos. En el directorio se guardan las características del fichero y un puntero 
a una lista de sectores utilizados (Daney & Foth, 1984). 
En los primeros sectores del disco se encuentra un mapa de en el que se 
indican los sectores libres y ocupados, de forma que la gestión de ficheros es muy 
rápida. . 
Los discos se referencian por medio de letras. Cada unidad de disco tiene asigna-
da una letra por si bien es posible cambiarla mediante el comando ASSIGN 
(aunque no es 
Las unidades de disco duro no pueden verse como varios discos, OU,llUUC<:; 
cio puede particionarse para ser utilizado por distintos sistemas 
Además, los discos recibir una etiqueta para ser utilizada en 
letra asociada al dispositivo físico. Este nombre es fijo para un soporte 
puede cambiarse formateándolo de nuevo, 
de la 
y sólo 
Finalmente, es posible simular discos en memoria RAM sin más que disponer de 
una cantidad de memoria para ello y ejecutar un comando de MS-DOS. De esta for-
ma el acceso es mucho más rápido, lo cual puede ser interesante en ciertas 
ciones. 
4. DIRECTORIOS 
Los directorios con MS-DOS son de estructura arbolada o jerárquica. En MS-DOS 
se utiliza el concepto "Directorio actual", del mismo modo que hay un "Disco actual", 
al que se accede por defecto en las operaciones con el disco, El directorio actual es 
aquel en donde se van a buscar los ficheros cuyo nombre se es¡pe,cll1lqUle 
Podemos trasladarnos de un directorio a otro, pero en cada momento 
directorio actual. 
Se puede acceder a ficheros del directorio actual sin más que 
bre, y para especificar los ficheros de otro directorio es necesario 
un ÚnICO 
su 
389 
Computadores personales 
"nombre de camino" que es el conjunto de directorios por los que se pasa (partiendo 
de la raíz) hasta llegar al directorio que guarda el fichero, seguido del nombre del 
fichero en sí. 
El directorio raíz es el que se crea al formatear el soporte y su nombre es "/". 
Los subdirectorios se crean desde el directorio padre mediante el comando 
MKDIR y pueden ser renombrados o borrados. 
Finalmente, es posible especificar un conjunto de "nombres de camino" que serán 
utilizados por defecto, cuando un fichero no se halle en el directorio actual. 
S, GESTIÓN DE ENTRADAS/SALIDAS 
Asociados a la gestión de entradas/salidas están los conceptos de "entrada están-
dar" y "salida estándar". 
La entrada estándar es el fichero o dispositivo periférico del cual va a tomar sus 
datos un comando. Por defecto, es el teclado. La salida estándar es el fichero o peri-
férico donde se escriben las salidas del comando y por defecto es la pantalla. 
No obstante, los comandos pueden especificar una entrada o salida diferentes, y a 
esto se le llama redireccionar las entradas/salidas. 
El redireccionamiento puede efectuarse también en programas como en coman-
dos de MS-DOS y puede ser dinámico (se especifica en el propio comando) o per-
manente (se da una orden previa al sistema operativo para que cambie el valor por 
defecto de la entrada o salida estándar). 
Los programas que leen la entrada estándar, la procesan y escriben unos resulta-
dos en la salida estándar se llaman "filtros". En MS-DOS hay tres tipos de fíltros: 
• SORT: Ordena la entrada y la pone en la salida. 
• MORE: Lee la entrada por páginas, y las presenta en la salida esperando entre 
cada página a que el usuario pulse una tecla.' 
• FIND: Lee la entrada y selecciona las cadenas de caracteres con arreglo a unas 
especificaciones, mostrándolas a la salida. 
MS-DOS permite especificar varios comandos en una línea, de forma que la salida 
de cada uno constituye la entrada del siguiente. A esto se le llama "piping" y en MS-
DOS se implementa utilizando ficheros temporales en donde se escribe la salida 
del último proceso para ser utilizada como entrada del siguiente, debido a que no es 
un sistema multiproceso y los diferentes comandos han de ejecutarse secuencial-
mente. En UNIX, los comandos se ejecutan a la vez y resulta más eficiente. 
6, CONTROLADORES DE DISPOSITIVOS 
Para controlar las entradas/salidas sin hacer que el sistema operativo sea depen-
diente de la configuración hardware, se implementan los "controladores de dispositi-
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vos" o "device drivers". Se trata de rutinas utilizadas para controlar periféricos como 
el teclado o la pantalla. MS-DOS permite que el usuario instale sus propios controla-
dores al inicializar el sistema, leyéndolos del disco. 
De esta forma, el sistema operativo se desvincula parcialmente de la gestión de 
entradas/salidas, siendo tarea de los fabricantes de periféricos la de suministrar los 
controladores a añadir (Larson, 1983). 
La posibilidad de instalar controladores de dispositivos permite a MS-DOS sopor-
tar teclados de diferentes países, o adaptar la salida a pantalla a los estándares vi-
gentes en cada país. Algunas facilidades para esto se incluyen en la versión 3.0 de 
MS-DOS. Para más información sobre este tema consúltese (Field, 1983) y (Wood & 
Whelan, 1984). 
7. COMPATIBILIDAD CON XENIX 
MS-DOS incorpora muchos conceptos propios del XENIX, versión de UNIX produ-
cida por la sociedad Microsoft. Entre ellos, la posibilidad de tratar las operacio-
nes de acceso a ficheros por medio de primitivas muy eficientes que se encuentran 
en el núcleo del sistema operativo. 
Otra de las posibilidades incorporadas es la de llamar a un proceso desde otro y 
que este último llame a su vez a un tercero ... , etc., volviéndose al proceso anterior 
cuando se ha terminado con el actual. 
Por último, MS-DOS dispone de un lenguaje de control de trabajos o "batch pro-
cessing language", que permite programar un conjunto de operaciones para que se 
ejecuten una tras otra. Este lenguaje dispone de algunas estructuras de alto nivel 
como IF ... THEN, WHILE ... , operaciones de tratamiento de errores y otras facilida-
pero en cambio no permite el uso de variables y por lo demás no es muy efi-
ciente. 
De todas formas, la pretendida compatibilidad es limitada y se encuentra supedi-
tada a que los programadores ciertas reglas muy específicas concernientes 
a la forma de desarrollar los programas. 
8. SOLAPAMIENTO DE TAREAS 
Gracias a una gestión ingeniosa de las interrupciones, MS-DOS permite simulta-
near algunas tareas de gestión de entradas/salidas con la ejecución de un programa 
o comando. Esto permite, entre otras cosas, gestionar la impresión de documentos 
(spooler) y el correo electrónico, realizando aparentemente funciones propias de 
sistemas multitarea. 
Para la gestión del "spooler", se incorporan algunos comandos que actualizan la 
cola de ficheros en espera de ser impresos y activan o desactivan el spooler según 
las necesidades del usuario. 
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9. AYUDAS AL USUARIO 
De cara a conseguir una mejor interfaz de el de comandos 
efectúa un complejo tratamiento de errores. Los comandos sintácticamente incorrec-
tos no son rechazados inmediatamente, sino que se da la oportunidad de editarlos 
por si se hubiera cometido alguna falta ortográfica o algún fallo menor. Esto es posi-
ble dado que MS-DOS guarda el último comando recibido en un buffer de memoria. 
Gracias a ello el comando puede ser editado a voluntad. 
Los mensajes de error pueden ser adaptados al idioma de cada país, y en cual-
quier caso, la existencia de errores, como una mala lectura del disco, no produce 
errores irrecuperables. 
Sin embargo, MS-DOS no aporta muchas en el sentido de informar al usua 
río, sobre todo con la actual tendencia hacia una convivencialídad. 
No existe comando "HELP" para ayuda como en CP/M-86, aunque existen en el mer-
cado utilidades que realizan dicha función. en la industria acepta al-
guna superioridad de MS-DOS sobre CP/M-86 en este campo. 
Finalmente, MS-DOS permite modificar la interfaz de usuario desviando los co-
mandos a un intérprete externo, escrito por un e incorporado al sistema 
operativo mediante un simple comando. la estructura del sistema 
operativo permite convertír MS-DOS en un sistema con "ventanas", tal y como se ex-
plicó en el apartado 3.5 del primer capítulo de este anexo. 
lO. RESUMEN 
Resumiendo lo anteríor, vemos que MS-DOS es un sistema operativo muy potente, 
que intenta adaptar conceptos típicos de sistemas a los entornos más 
restringidos de los ordenadores monotarea. 
Sus mayores cualidades son la existencia de controladores de dispositivos que lo 
hacen fácilmente adaptable a numerosos entornos una gestión muy efi-
ciente de los ficheros, una organización de directorios de sistemas operativos 
tipo UNIX y una interfaz de usuario muy cuidada potenciada con la 
extensión a ventanas) en la que sólo se echa de menos la inexistencia de un coman-
do de ayuda que explique el significado de cada comando de MS-DOS. 
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la familia UNIX 
1. INTRODUCCIÓN 
El objetivo de un sistema operativo es crear sobre el hardware de un sistema una 
máquina virtual que el usuario pueda muy fácilmente, Si durante el proceso 
de diseño se permite una fuerte interacción entre el sistema y la arquitec-
tura que va a soportar, se obtiene además un uso eficiente del hardware, pero se 
restringe la portabilidad del sistema operativo a otras arquitecturas, 
UNIX está diseñado con el objetivo principal de ser una para el programa-
creando un entorno adecuado para el desarrollo de programas, aún a costa de 
ceder terreno en el campo de la eficiencia en el uso del hardware, Esto, sin embar-
go, le proporciona una buena portabilidad, de forma que para soportar su sistema 
multiusuario en tiempo compartido basta con disponer de un microprocesador de 16 
bits con 256 KB de memoria y una unidad de disco de acceso rápido, 
Las características de un sistema 
comercializados en la actualidad son 
con sistema operativo tipo UNIX, de los 
siguientes: 
- Microprocesador Motorola 68000. (Véase Anexo sobre Microprocesadores). 
- Reloj de 8 MHz (obteniendo de 0.7 a 1.0 MIPS (2», 
256 KB de RAM (ampliables a más de 1MB). 
1 disco Winchester de 1 MB. 
Sistema operativo UNIX (con licencia de Western 
Pantalla gráfica en memoria, 
Multibus, 
.c.;"r,,,Ylrc> para conexión a red Ethernet 
- Capacidad multiusuario desde 4 hasta 16 usuarios, 
2. BREVE HISTORIA DE LA FAMILIA UNIX 
El sistema operativo UNIX es el resultado del trabajo llevado a cabo en 1969 por 
un grupo de investigadores de los Laboratorios Bell, dirigido por Ken Thompson, a 
partir del y complejo sistema MULTICS, Sus objetivos eran las pres-
taciones de compartido que ofrecían los sistemas operativos de Digital 
Equipment Corp. (nEG) en aquella época y lograr un entorno adecuado para el 
desarrollo de programas, A partir de este embrión de UNIX, escrito en el ensambla-
dor del PDP-7, hacia 1973 Dennis Ritchie y reescribe el sistema en 
C, dotando así a UNIX de la base fundamental de su buena portabilidad el 90% del 
núcleo está escrito en siendo el 10% restante rutinas en ensamblador de manejo 
del hardware o tan frecuentemente usadas que, por razones de eficiencia, no con-
viene que estén escritas en G Western Eleclric accedió a suministrar esta versión 
de UNIX a sin propósito de lucro, con lo cual se popularizó enorme-
mente en los ambientes académicos durante la primera mítad de los años setenta, 
(2) MIPS; Millones de Instrucciones Por Segundo. 
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UNIX se suministra con su código fuente, lo cual permite a sus usuarios personali~ 
zar y adaptar el sistema a sus aplicaciones y necesidades particulares, La populari~ 
dad de UNIX despierta el interés de IBM, UNIVAC, INTERDATA, ete., fruto del cual 
son las versiones 6 y 7, que intentan mejorar UNIX como producto comercial, aleíán~ 
dolo de su papel de sistema operativo lfconstruible a la medida de sus usuarioslf , Es 
en el año 1977 cuando aparece la versión 7 del UNIX de AT&T, que es la primera 
oferta realmente comercial de este sistema, aunque el mercado para el mismo no se 
había estudiado aún en profundidad. La versión de 1979 presenta las tan esperadas 
herramientas de desarrollo de software de la Estación de Trabajo del Programador 
"Proq¡;ammer's Workbench"; PWB), que tuvieron una amplia aceptación, 
debido al carácter de monopolio de entonces de AT&T, Western Electric se 
ve incapaz de comercializar UNIX como un producto competitivo (por ejemplo, no 
podía proporcionar servicio de garantía ni mantenimiento); esto provoca la aparición 
de una gran cantidad de sistemas operativos basados en UNIX con particularidades 
orientadas hacia la competitividad comercial y la adaptación a aplicaciones para las 
que el UNIX de los Laboratorios Bel! no era adecuado. Este conjunto de sistemas se 
denomina "sistemas operativos tipo UNIX", Muchas de las mejoras introducidas por 
estos "clones" de UNIX son asimiladas por el sistema de los Laboratorios Bell. Hacia 
mediados de 1983, ya unas veinte empresas vendedoras independientes de software 
y otras cincuenta vendedoras de super-microcomputadores han adquirido licencias 
de UNIX. De esta forma, alrededor de treinta versiones de UNIX pasan a ser los 
principales competidores del UNIX de AT&T; entre ellas merecen destacarse (Fer-
tig, 1985, pp, llO~ 111): 
XENIX (Microsoft) 
Idres (Whitesmiths) 
HP-UX (Hewlett-Packard) 
- Zeus (Zilog) 
- Coherent (Mark Williams) 
- UNIX de Berkeley (Unisoft) 
MORElBSD (Mt Xinu) 
AUX (Apollo) 
Unos (Charles River) 
Cromix (Cromenco) 
- Venix (Venturcom) 
- SI (Multisolutions) 
~ Regulus (Alycon) 
Unisis (Codata) 
- MIOS (Morrow Designs) 
Unity (Human Computing) 
Uniflex (Technical Systems) 
- Sunix (Venturcom) 
- BBN-UNIX (BBN) 
- Quníx 
- Sydix (Sydis) 
OS/RT (Destek Group) 
En un apartado posterior de este mismo capitulo se describen con más detalle al-
gunos de estos sistemas de la "familia UNIX", 
Ante tal diversificación, la falta de estándares amenazaba con el mer-
cado de las excesivamente proliferantes versiones de UNIX. la entrada de 
AT&T en el mercado de UNIX se produce en el momento crítico, ya que de haber-
se retrasado más la falta de estándares habría puesto en serio peligro el desarrollo 
de aplicaciones. Con la realización del Sistema III (1981) el número de aplicaciones 
creció espectacularmente, y continuó creciendo al mismo rUmo con el Sistema V 
(1983), Muchos vendedores de clones de UNIX se vieron así sorprendidos por la in-
tención de AT&T de estandarízar UNIX con los Sistemas III y V, y, aunque se acusa 
a estas versiones de no aportar mejoras funcionales significativas, el estándar del 
Sistema V ha permitido a AT&T corregIr muchas de las debilidades previas de 
UNIX y conseguir importantes beneficios, gracias al elevado nivel de aceptación 
que el mercado ha demostrado para el mismo, 
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Figura 5. Historia y desarrollo de las realizaciones del UNIX de AT&T (insp:rac1a en 
Fertig, 1985, pp. 110-111). 
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3, CARACTERíSTICAS ESTANDAR DE UNIX 
Si UNIX se popularizó rápidamente en los ambientes académicos y se usa en me-
dios universitarios como ayuda para la enseñanza en cursos de introducción a los 
sistemas operativos, es porque es un sistema operativo razonable, cuyo aprendizaje 
previo hace mucho más sencillo aprender el manejo de otros sistemas este mis-
mo libro se le ha relacionado con la importante cualidad de diseño que Brooks llamó 
"integridad conceptual"), 
Para comprobarlo, vamos a describir sus características esenciales ajustándonos a 
la estructuración propuesta por el modelo de capas, Está descripción se refiere fun-
damentalmente a las versiones de UNIX desarrolladas en los Laboratorios Bell hasta 
pues, como veremos, los modernos sistemas operativos tipo UNIX modifican o 
expanden algunas de las propiedades de UNIX para adaptarse a otras aplicaciones, 
Al lector poco familiarizado con los conceptos básicos de sistemas operativos se le 
recomienda la lectura de (Peterson, 1985). Si lo que se desea es obtener una visión 
más amplia y a un nivel de detalle superior sobre las características de UNIX, existe 
ya por fortuna abundante bibliografía al respecto, entre la que, a título de ejemplo, 
podemos citar (Canosa, 1984) y (Christian, 1983), 
3.1. Nivel inferior de gestión del procesador 
UNIX es un sistema operativo multiusuario, multiprogramado, de tiempo comparti-
do, El estado actual del "pseudo computador" de un usuario individual se denomina 
Un proceso es la ejecución de una imagen. La imagen de un proceso, ade-
más de toda la información que define el estado del mismo (contexto), y de los fiche-
ros abiertos, directorio actual, etc" contiene una imagen de memoria compuesta por 
tres segmentos (fíg. 6), que debe residir en memoria principal en su totalidad para 
que el proceso pueda ejecutarse 
SEGMENTO DE PILA 
I 
r 
¡ 
SEGMENTO DE 
+ 
I 
SEGMENTO DE DATOS 
( DATOS DE USUARIO 
) 
SEGMENTO DE 
CODIGO (REENTRANTE) 
o 
Figura 6, Espacio de direccionamiento lógico de un proceso, (Adaptada de 
1984), 
Para obtener código reentrante basta con codificar en C y usar el compllador pro· 
porcionado por el sistema, El segmento de reentrante está protegido, permi-
tiéndose su acceso únicamente para lectura. Además, es compartible por varios pro-
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cesos. Cada proceso tiene asociado otro segmento, el segmento de datos del siste-
ma, que es donde se guardan su contexto y datos de contabilidad del sistema, así 
como datos temporales y la pila para la fase de sistema del proceso. 
Un proceso se ejecuta en modo usuario accediendo al segmento de código y al 
segmento de datos de usuario, y en modo sistema accediendo a código del núcleo y 
al segmento de datos del sistema. 
UNIX otorga los mismos privilegios a los programas que se ejecutan en modo 
usuario que a los que se ejecutan en modo salvo en lo que concierne a res-
tricciones en el acceso a ficheros. Esto redunda en beneficio de la sencillez de las 
llamadas al sistema realizables por el usuario en sus programas (no son diferentes 
de un procedimiento o subnltina escritos directamente por el programador). 
El algoritmo de planificación a corto de la CPU (elección de 1m proceso de 
la cola de procesos preparados) se basa en El núcleo asigna una priori-
dad inicial a un proceso y ésta varía disminuyendo en relación pro-
porcional al tiempo de procesador que recibe. Los procesos del sistema tienen prio-
ridades iniciales más altas que los de usuario. El que un proceso puede rete-
ner la CPU está limitado a la duración de un "cuanto" (típicamente 1 segundo). Los 
procesos de igual prioridad se sirven en forma "robo de ciclo", esto es, cada uno 
recibe una porción igual de tiempo de CPU. Con este algoritmo se minimiza el tiem-
po de respuesta a los usuarios interactivos. 
La sincronización de procesos se mediante un mecanismo de eventos: 
un proceso espera por un evento hasta que otro al completarse, la verifica-
ción de tal evento. En cada todos los procesos, excepto el que está en eje-
cución, han solicitado una espera por evento (liberación de la CPU); cuando el pro-
ceso activo solicita una espera, al que señalice el núcleo (aplicando 
el algoritmo de planificación) la CPU. 
3.2. Gestión de memoria 
UNIX realiza una gestión de memoria real segmentada. Para que un proceso pue-
da ejecutarse, su imagen de memoria debe residir en memoria principal, aunque no 
es necesario que se ubique en forma sino que se asigna memoria a cada 
segmento por separado mediante una "firts-fít" (un segmento se ubica en 
el primer hueco libre de la "cola de huecos" suficientemente grande para conte-
nerlo). 
La traducción de direcciones a físicas se realiza a través de la tabla de 
segmentos de cada proceso, que contiene para cada uno de sus segmentos la direc-
ción física de comienzo y la longitud en de memoria (esta última con objeto 
de impedir accesos a memoria que podrían alterar segmentos de otros procesos). 
El que el código por un proceso sea reentrante permite que dos o más 
procesos puedan ejecutar concurrentemente el mismo segmento de código. Para 
que dos procesos compartan el segmento de código reentrante basta con que las 
entradas correspondientes en sus tablas de segmentos apunten al mismo 
segmento de memoria física. Así se evita la existencia de segmentos idénticos en 
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PROCESO ORIGINAL 
PORK 
PROCESO PADRE 
~------~------~ 
COPIA 
DEL PADRE 
Figura 7, Correspondencia entre los espacios de direccionamiento físico y 
distintos 
misma. 
luaarE;s de la memoria, redundando en un aprovechamiento de la 
3.3. Nivel superior de gestión del procesador 
Un proceso puede crear una copia de sí mismo la primitiva "fork", Pa~ 
dre que ejecuta la primitiva) e hijo (copia comparten todos los fi 
cheros pero no el espacio de memoria Padre e hijo tienen dife~ 
rentes números de identificación, Para que un proceso cambie su imagen de memo-
ria por otra especificada en un fichero se usa la primitiva "exec", Por tanto, la crea-
ción de un nuevo proceso que no sea una mera copia del padre se consigue como 
muestra la 8, 
Un proceso puede autodestruirse voluntariamente, la primitiva "exit", o 
involuntariamente, por intentar una acción ilegal (p, : intento de acceso a una di-
rección física no perteneciente a su espacio de direccionamiento lógico), Se 
destruir un proceso con las "interrupt" y "quit" última facilita la 
ración del programa que ejecutaba el proceso), 
UNIX de procesos completos entre memoria 
secundaria (ambas con técnica Cuando un proceso 
solicita espacio de memoria principal, pues, por necesita más C;"If.'W~ÁV 
para la pila de usuario, se al segmento que crecer una nueva sección 
de memoria suficientemente para contenerlo una vez expandido, se copia a 
la nueva sección y se libera la Pero si no hay en memoria principal un hue-
co suficientemente grande para contener al segmento y la expansión solicitada, el 
proceso completo es trasegado a memoria secudaria su nuevo tamaño), y será 
devuelto a memoria principal cuando se disponga en ella de sitio suficiente para 
contenerlo, 
Cuando algoritmo de planificación de la CPU a mediollargo plazo, que trata la 
cola de procesos trasegados a memoria secundaria y preparados para su ejecución 
mediante FCFS (First-Come-First-Served), decide devolver a memoria 
principal el proceso de la cola (pues su prioridad ha crecido mucho por no 
usar la CPU), el trasegador busca sitio para reintroducir el proceso completo; si lo en-
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(1) 
SEGMENTO DE 
DATOS DE USUARIO 
(O) 
SEGMENTO DE 
CÓDIGO 
o 
(2) 
SEGMENTO DE 
DATOS DEL SISTEMA 
ESPACIO DE DIRECCIONES 
LÓGICAS 
(O) 
(1) 
(2) 
TABLA DE 
SEGMENTOS 
DEL PROCESO 
BASE o LIMITE o 
BASE 1 LIMITE 1 
BASE 2 LIMITE 2 
BASE 2 
BASE o 
BASE 1 
---~ 
----------
SEGMENTO DE 
DATOS DEL SISTEMA t LIMITE 2 
SEGMENTO DE 
CÓDIGO t LIMITE o 
SEGMENTO DE 
DATOS DE USUARIO t LIMITE 1 
....... - ~-
ESPACIO DE DIRECCIONES 
FISICAS 
BASE X I OFFSET 
Figura 8. Creación de un nuevo proceso. (Adaptada de Christian, 1983). 
cuentra, trasiega el proceso, segmento a segmento, a memoria principal, pero si no 
lo encuentra trasiega a disco los procesos completos que haga falta para r<r>n<'!,,,,rn 
lo. Los procesos a se eligen entre los que llevan más tiempo en memoria 
principal, esperan por eventos que tardan en y el número de eventos 
por los que esperan es qr¡an(je. 
3.4. Gestión de la información/Gestión de e/s 
Las operaciones de entrada/salida en UNIX son orientadas a flujo (secuencia de 
bytes terminada con un carácter delimitador "fin-de-flujo") en lugar de a y 
se realizan de forma síncrona con el proceso que las solícita (el proceso se suspen-
de hasta que la operación se completa). Posee dos técnicas distintas, según el tipo 
de dispositivo: 
a) e/s de bloques: para dispositivos rápidos (disco/cinta) con transferencia de blo-
ques de caracteres a través de bufferes. 
b) e/s de caracteres: para dispositivos lentos (impresora, cinta de papel...) que 
utiliza bloques de un solo carácter. 
Una característica esencial de UNIX es el solapamiento de las capas de gestión 
de dispositivos de e/s y de de ficheros, de tal forma que las primitivas de e/s 
son las mismas que las de manejo de ficheros. Para UNIX, un dispositivo de e/s no es 
más que un "fichero . Esto da una gran versatilidad al tipo de dispositivos 
manejables y proporciona sencillez de programación al tratar las operacio-
nes de e/s como si fueran simples acceso a ficmeros. Sin embargo, esta generalidad 
al usuario a escribir el código apropiadc para el de datos que precisa 
cada dispositivo (p. ej.: simulación de entrada/satina orientada a registro para acce· 
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so a disco) y conlleva un recorte de la eficiencia obtenida en la ejecución de las 
operaciones sobre los (i",nr,Qltnrn,Q 
UNIX utiliza únicamente cinco primitivas para el manejo de ficheros (y dispositivos 
de e/s): "open", "clase", "read", "wríte" y "seek" (esta última ha desaparecido en las 
modernas versiones de UNIX); dispone de primitivas de estado. El reduci-
do número de y su sencillez colaboran en beneficio de la labor de pro-
gramación. 
UNIX no soporta estructura interna determinada para los ficheros; un fi-
chero tendrá la estructura su creador imponerle. La ubicación en memo-
ria secundaría se realiza la técnica de lista encadenada. Los huecos (regis-
tros del disco) libres también se tratan mediante una lista encadenada. Sólo se per-
mite acceso secuencial a los ficheros (el acceso directo puede ser simulado por el 
programador). 
Los descriptores de fichero en UNIX se denominan i-nodos; contienen información 
del nombre y tipo del número de identificación de usuario de su propietario 
y del grupo de su bits de protección, un puntero al primer bloque del 
fichero, tamaño del instante de su último uso y última modificación, 
y número de enlaces al mismo. ' 
El directorio de ficheros en UNIX está en forma de estructura jerárqui-
ca arbórea multinivel. Cada fichero se identifica con un único camino desde el nodo 
raíz. Los "ficheros que a los dispositivos de e/s están especi-
ficados en un directorio del sistema. 
UNIX proporciona la capacidad de ficheros que no sean de tipo direc-
torio mediante el uso de enlaces (links). Un enlace es una especie de puntero al 
DIRECTORIO MAESTRO 
flqura 9. Estructura arbórea del directorio en UNIX. 
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fichero, de tal forma que un mismo fichero puede aparecer en más de un directorio 
sin más que introducir un enlace al mismo en todos los directorios que lo comparten, 
Un fichero se borra cuando se borran todos sus enlaces, El uso de enlaces dota al 
directorio de UNIX de una estructura no estrictamente arbórea conocida como de 
"grafo acíclico", 
Como protección externa, el uso de cuentas y palabras de paso, 
pero no es un sistema muy ya que UNIX asume usuarios amistosos (p, ej,: 
un grupo de colaboradores en un proyecto), 
A nivel interno, UNIX realiza la de ficheros mediante nueve bits, situa-
dos en el ¡-nodo del fichero, que si están permitidas o no la lectura, es, 
critura y ejecución al del fichero, grupo del propietario y resto de usua' 
rios del sistema, 
3.5. Lenguaje de Control de Trabajos: el Shell 
El Shell es el intérprete de de UNIX. Está compuesto por rutinas reen-
trantes no residentes en memoria principaL También se conoce con el nombre de 
She1l al Lenguaje de Control de de UNIX; éste es un verdadero lenguaje 
de programación que sirve para desarrollar tareas del grado de complejidad que se 
desee mediante una combinación hábil de las funciones mínimas aportadas por el 
sistema operativo y de funciones escritas por el usuario en C, sin necesi-
dad de tener que éstas para cada aplicación concreta, 
She1l es un lenguaje muy potente, dotado de sentencias estructuradas para el con-
trol de flujo y capaz de programas en C. Dispone, por ejemplo, de las sen-
tencias case, for, que permiten construir programas estructurados de 
comandos del grado de sofisticación que desee el usuario, utilizando variables como 
ayuda en el control de flujo y programas en C escritos por el propio usuario o sopor-
tados por el sistema donde lo considere necesario, 
Sin embargo, la base real de la potencia del She11 es la capacidad de UNIX para 
redirigir la e/s de los programas, Un programa (fichero ejecutable) tiene asignados 
por defecto tres ficheros: uno para entrada (normalmente el teclado), otro para salí-
da y otro para salída de errores (estos dos últimos, normalmente la pantalla), Sin 
embargo, los comandos del Shell permiten redirigir la e/s a los ficheros que desee 
el programador, Por el comando 
acciones < A > B 
ejecuta el programa "acciones" tomando su entrada del fichero "A" y dirigiendo su 
salida hacia el fichero "B", ' 
Sin embargo, las de la redirección de la e/s de los programas no se 
acaban aquÍ, Gracias a ella pueden encadenarse en forma de "tubería" ("pipeline") 
varíos programas, haciendo que cada uno tome su entrada de la salida del anterior 
en la cadena y envíe su salida a la entrada del siguiente, Un fichero que 
procesa un flujo de datos de entrada y produce un flujo de datos de salida se deno-
mina "filter", El mecanismo de comunicación de la salida de un proceso con la en-
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trada del siguiente se denomina "pipe" y consiste en un fichero abierto que conecta 
dos procesos; la sincronización, planificación y "buffering" necesarios son soportados 
de forma automática por el sistema operativo. 
El soporte automático proporcionado por el Shell de los conceptos de "pipe" y "fil-
ter" es la razón de su extraordinaria potencia como constructor de tareas complejas 
a de herramientas básicas sencillas proporcionadas por el sistema y el usua-
rio. Otros sistemas operativos pueden simular un "pipe" y un "filter", pero con la ne-
cesidad de introducir modificaciones en el código de las herramientas básicas y un 
grado de participación del usuario en la gestión que hacen su uso mucho más incó-
modo que el obtenido con el soporte automático de UNIX. La influencia de estos 
conceptos en los modernos sistemas operativos como herramientas de ayuda al pro-
gramador hace que los JCL Uob Control Language) tiendan a basar su potencia cada 
vez más en conceptos análogos a los de "pipe" y "filter" y menos en un amplio reper-
torio de opciones para cada comando. 
Shell proporciona además la capacidad de ejecución de comandos en "batch", 
mientras que el usuario continúa con un trabajo interactivo. 
4. PORTABILIDAD Y EFICIENCIA 
Como ya se comentó, la portabilidad de UNIX se basa en que está escrito en G 
Sus incondicionales lo consideran no sólo como el mejor entorno para desarrollo de 
programas, sino también como el sistema operativo "universal", aplicable tanto a sis-
temas microcomputadores como a super-miniordenadores. 
Aunque sería de esperar una gran facilidad para la transferencia de programas en 
C entre dos máquinas que corren la misma versión de UNIX, ésta no se obtiene si no 
se observa, a la hora de escribir los programa.s, la sana costumbre de evitar las ca· 
racterísticas del lenguaje dependientes de la máquina; además, como UNIX, el len-
guaje C no es un lenguaje estándar, sino que presenta una variedad de versiones en 
evolución, lo cual dificulta la transferencia de programas entre máquinas distintas. 
Obviamente, si no se usa el lenguaje C o se intenta el trasvase hacia una máquina 
que corre una versión distinta de UNIX, la transferencia puede resultar imposible. 
En cuanto a la eficiencia de UNIX. en lo concerniente al uso del hardware basta 
recordar que no fue éste un objetivo del diseño de UNIX. La eficiencia de UNIX hay 
que evaluarla en otra dimensión, concretamente en la comodidad obtenida por el 
programador que lo utiliza y la calidad de las herramientas que proporciona para el 
desarrollo de software. 
UNIX no proporciona una cantidad ingente de sofisticadas llamadas al sistema que 
den al usuario las utilidades que necesita para el desarrollo de sus programas, sino 
que dispone de unas funciones mlnimas que dan al buen programador la flexibilidad 
que necesíta para trabajar deprisa. Será éste, ayudado por un lenguaje de coman-
dos potente pero no complejo, el que, combinando adecuadamente esas herramien-
tas básicas, construya otras herramientas con el grado de sofisticación que necesite, 
UNIX dispone de algunas utilidades más elaboradas dirigidas a la ayuda en la 
gestión de proyectos de desarrollo de software, Así. la utilidad SCCS (Source Code 
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Control System) permite controlar y documentar ficheros de texto y programas fuen-
te, los cambios introducidos, quién los hizo y por qué, 
La utilidad MAKE acepta una especificación de las interdependencias entre los 
diversos módulos de un programa, de tal forma que, al solicitar la compilación del 
mismo, sólo recompila los módulos actualizados y aquellos a los que afectan los cam-
bios introducidos; el resto de los módulos simplemente se montan sin ser recompila-
dos, 
LEX genera un analizador a partir de las lexicográficas de un 
lenguaje; utilizados en conjunción con la utilidad YACC la generación de un 
analizador sintáctico para una especificada con notación BNF (Forma Nor-
mal de Backus). 
Junto con estas utilidades, la capacidad del Shell de comandos en "batch", 
permitiendo la continuación de interactivos con el usuario, ayuda a minimi-
zar los "tiempos muertos" que sufren los programadores cuando trabajan con utilida-
des o programas de aplicación que necesitan un tiempo significativo para su 
ción, De esta forma, UNIX ayuda a mejorar la productividad obtenida en la relación 
programador-máquina, 
6, SISTEMAS OPERATIVOS TIPO UNIX 
La mayor parte de los ataques que sufre UNIX por de sus detractores están 
relacionados con lagunas encontradas en su espectro de aplicaciones, su fiabilidad y 
su Esto, junto con el interés por hacer de UNIX un producto comercial-
mente competitivo, trajo consigo la aparición de una familia de sistemas operativos 
basados en UNIX, pero que muestran algunas variantes sustanciales en determina-
das características del sistema, con objeto de mejorar sus prestaciones o el campo 
de sus aplicaciones, 
cuando en 1980 el de Defensa americano encarga a la Univer-
sidad de Berkeley (California) que rediseñe el sistema UNIX, el grupo de be:rK€:ley 
se propone convertir lo que hasta entonces había sido un puro sistema operativo de 
tiempo compartido en un vehículo apropiado para la investigación en el campo del 
procesamiento distribuido, El resultado se conoce comúnmente como 4BSD ("Fourth 
Software Distribution"; estudios anteriores del grupo de Berkeley para el 
PDPIlI se conocen como El primer desarrollo de este proyecto se llamó 
4, sus raíces eran el Sistema 32V, una versión de UNIX que corría sobre el 
VAX de D.E,C., pero que no explotaba las facilidades de memoria virtual de esta 
máquina, 4,IBSD incluye un de direccionamiento significativamente expan-
dido, memoria virtual un sistema de ficheros más rápido y robusto, y co-
municación interprocesos incluyendo el soporte básico para una red 
local. Berkeley añadió también programas de utilidad, como un editor de pu,.u,u,.uu, 
un sistema de gestión de bases de datos y un nuevo Shell, Este segundo grupo de 
facilidades se conoce como las "mejoras de Berkeley", pero es realmente el 
grupo el que constituye el más significativo del de esta universidad so-
bre el sistema operativo UNIX, 
Por otro lado, su algoritmo de planificación de la CPU, la gestión de memoria y 
relativa lentitud en el cambio de contexto, así como el hecho de que las rutinas del 
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Shell sean no residentes, hacen de UNIX un sistema inadecuado para el procesa-
miento en tiempo real. Pero dentro de la "familia UNIX" encontramos versiones 
adaptadas al manejo de tareas en real. El VENIX de Ven turco m mejora la 
comunicación de procesos usando memoria compartida, introduce la sincronización 
mediante semáforos y dota al sistema de capacidad de e/s rápida consiguiendo así 
la adecuación a aplicaciones en real de laboratorio. Regulus, de Alycon, im-
pide el trasiego a disco de las tareas en tiempo real, usa colas multinivel en la plani-
ficación a corto plazo de la CPU con elevadas para las tareas en tiempo 
real, y no sujeta a la expiración del cuanto a dichas tareas. UNOS, de Charles River 
Data Systerns, incluye un mecanismo de cuenta de eventos para conseguir la sincro-
nización de las tareas en tiempo real en laboratorios o procesos industriales. 
Parallel and Computer Consoles Inc. ofrece tolerancia a fallos usando el hardware 
del microprocesador M68000. Systems ofrece una destacable versión de 
UNIX tolerante a fallos con una relación precio/prestaciones superior a la de las de-
más versiones de este estilo. 
GENIX, de National mejoras en el procesamiento en punto 
flotante, añadiendo a sus cualídades como entorno de programación el carácter 
apropiado para ser un entorno de Alf"rllrln,n 
TNIX, de Tek:tronix, es una de UNIX a un entorno de ingeniería de 
software, suministrando herramientas tan sofisticadas como un depurador simbólico 
de alto nivel. 
La versión IS/l de Interactive "u"tc>"""" proporciona paquetes especializados para 
automatización de oficinas. 
Aunque, en principio, UNIX se diseñó para desenvolverse en un entorno centrali-
zado monoprocesador, la serie Areté introduce ya procesadores esclavos para agili-
zar las operaciones de entrando de alguna forma en las arquitecturas multipro-
cesador. Un sistema con realmente distribuida será el DRM (Distríbuted 
Realtime Multiprocessing) de Research Labs. 
Una serie de sistemas UNIX (Sun, Forward Technology, Chromatics) están orienta-
dos hacia el mercado de las gráficas, con pantallas de alta resolución y 
el interfaz gráfico estándar 
UNIX fue diseñado en el campo de los miniordenadores de 16 bits; 
como ya se comentó, su versión corría en un PDP-7 y, hoy en día, suele 
emplearse en sistemas construidos sobre los microprocesadores Z8000, M68000 e In-
tel-1.286. Sus versiones han de forma natural, hacia el ámbito de los mi-
crocomputadores de 16 bits, e de 8 bits. CROMIX, de Cromenco, y MICRO-
NIX, de Morrow Decisions, son versiones de UNIX que corren sobre el microproce-
sador Z80. QNX, de Software Systems, mejora la comunicación entre pro-
cesos, otorga a la de las tareas, soporta emuladores de disco 
y dispone de una utilidad para intercambio de ficheros con MS-DOS. de 
presenta mejoras en el sistema de ficheros apropiadas para aplicaciones comercia-
les. 
Pero quizás sea Microsoft la empresa q:le mejor ha planteado el apro-
vechamiento de su licencia UNIX. Ha lanzado al mercado el sistema multiusuario XE-
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vUJ,",U'"",",W.Á de recuperación frente a errores del hard-
ware, posibilidad de de segmentos de datos, de la comunica-
ción entre procesos, soporte para los lenguajes BASIC, COBOL, FORTRAN Y PAS-
CAL, Y otras mejoras de características existentes en UNIX, También ha introducido 
en XENIX características que no se encuentran en UNIX, como aritmética 
en punto flotante en el un compilador de C optimizado o un configurador XE-
NIX para generación del sistema, De esta forma, XENIX era bastante superior al 
UNIX de 1980, Pero al poder hacerse cargo AT&T del mercado de introdujo 
en él muchas de las de XENIX; este fenómeno es denominado en (Fertig, 
85) XENIXización de UNIX. 
Recordemos, por otro lado, que Microsoft se inspiró en UNIX, del que recoge la 
estructura jerárquica del directorio de ficheros y un intérprete de comandos pareci-
do al Shell, para mejorar sus iniciales versiones de MS-DOS. Este asunto ya lo hemos 
analizado en el capítulo anterior, Para hacer más atractivo MS-DOS y facilitar la mi-
gración natural de sus usuarios hacia Microsoft le dota de de las me-
que había conseguido en como el Shell dirigido por un sistema 
de correo electrónico y C compatible; de ahí que también se hable de la 
XENIXízación de MSDOS en 85). 
6, RESUMEN 
Amplios sectores de usuarios de UNIX claman por la estandarización del sistema 
como la única forma de cumplir su promesa de transportabilidad, Sin la 
adaptabilidad del sistema, causa de sus múltiples versiones, es su mayor fuer-
za, y le permitirá resistir a los esfuerzos por crear una única versión estándar, 
A la vista de la disponibilidad de UNIX en el ámbito de los micro, mini y grandes 
ordenadores, las casas comerciales generando productos ,"V.lH¡"'ClU.UlC'':> 
el sistema para todo el espectro de tamaños de los sistemas 
futuro, es previsible que los personales basados en UNIX se sitúen a 
la cabeza de los índices de ventas ya que, aunque pueda argumentarse que la popu-
laridad de CPIM-86 (sistema monousuario) sea mayor entre el gran público que la 
de UNIX (debido sobre todo al éxito de su hermano menor, el CP/M-80), que 
tener en cuenta que MS-DOS ha sido adoptado por IBM como sistema bá-
sico para su Ordenador Personal y que MS-DOS es un sistema que, en varios aspec-
tos, se inspira en UNIX, Por tanto, es muy probable que los años sean el 
escenario del gran éxito de la "filosofía UNIX" para el diseño de sistemas op,en:ÜlVOS, 
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5. Perspectivas futuras en el campo 
de los sistemas operativos para 
ordena.dores persona.les 
1. INTRODUCCIÓN 
En los tres capítulos anteriores se ha realizado una presentación de los sistemas 
operativos que han experimentado un auge más importante en los últimos años: CPI 
M, MS/DOS y la familia UNIX, 
Si observamos los gráficos de ventas desde 1980 (figura 10) se comprueba cómo el 
mercado ha estado prácticamente copado por CP/M hasta la aparición, hacia 1981, 
de MS-DOS, con una fuerza tal que sus ventas reflejan un crecimiento exponencial. 
Ante esto, Digital Research reacciona lanzando al mercado la versión de 16 bits, CPI 
M-86, observándose un trasvase de ventas de CP/M-80 hacia este último, siendo la 
magnitud neta de ambos en la actualidad incluso superior a la de MS-DOS (3). Sin 
embargo, se aprecia que las buenas prestaciones ofrecidas por MS-DOS frente a 
CP/M, y el hecho de que sea el sistema operativo suministrado con el ordenador 
personal de IBM, hacen que su índice de ventas sea claramente superior a la suma 
de las dos versiones de la familia CP/M. Para comparar ambas familias ver (Taylor, 
1982). 
Con respecto a UNIX, desde 1983 experimentó un despegue lento pero firme, no 
tan espectacular como el de MS-DOS, debido sobre todo a la mayor especialiZación 
del público al que inicialmente está destinado y a la inexistencia de una versión es-
tándar definitiva. A pesar de ello, va ganando terreno continuamente pues, como ya 
se comentó, casi todas las previsiones apuntan a un triunfo total de la "filosofía" de 
diseño propuesta por UNIX, 
2. ALGUNAS CARACTERÍSTICAS DESEABLES 
Aparte de los sistemas operativos mencionados, cuyas características y prestacio-
nes los hacen parecer los más adecuados a las necesidades del público actual y del 
próximo futuro, podríamos señalar unas características que un buen sistema para 
computador personal debería incorporar. 
Así, por ejemplo, consideramos que la posibilidad de multitarea resultará impres-
cindible para la obtención de un rendimiento aceptable del sistema (Hardware + 
Software), a no ser que éste haya sido concebido para un público no especializado. 
Además, de cara a facilitar el desarrollo de software, es importante que el sistema 
posea una buena flexibilidad tanto en hardware como en software. La primera, en el 
sentido de que el desarrollo del sistema operativo debe alejarse en todo lo posible 
de las particularidades del hardware, tanto de soporte como periférico, que vaya a 
utilizar. La segunda, en el sentido de que la portabilidad de un sistema operativo 
garantiza la posibilidad de desarrollar aplicaciones distribuyendo el trabajo en dis-
Atención al hecho de que el 
resWtados representados no son 
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Figura lQ, Proyección de las ventas de los principales sistemas operativos no exclu-
sivos, hasta 1986, según (Yates, 1983). 
tintos medios, sin necesidad de que el soporte empleado por los mismos sea un im-
pedimento para el trabajo. 
Finalmente, cabe esperar una mayor atención a la interfaz con el usuario que mi-
nimice el esfuerzo de aprendizaje, haga agradable y eficiente la comunicación con 
el sistema, y permita obtener una alta cota de rendimiento en la labor de programa-
ción En este sentido, y con vistas a usuarios especializados, será necesario que todo 
sistema operativo proporcione opcionalmente paquetes de herramientas de software 
para aplicaciones concretas, tales como herramientas destinadas a facilitar el proce-
samiento en tiempo real, tratamiento sofisticado de textos (por ejemplo, en automati-
zación de oficinas), ayudas para la gestión de proyectos de desarrollo de software: e 
incluso software de comunicaciones. 
Este último aspecto convertiría los sistemas aislados, cuya potencia se basa única-
mente en sus propias prestaciones y utilidades, en elementos integrantes de un SIS-
TEMA INFORMATICO, en el que la especialización en determinadas tareas podría 
concentrarse en lugares físicos concretos para ser accesibles por cualquier elemen-
to del sistema. Actualmente encontramos en el mercado los sistemas operativos en 
como CP/NET, en el que la estructura distribuida del sistema informático no es 
transparente para el usuario, sino que éste debe solicitar explícitamente los servi-
cios no residentes, en su ubicación física. Un sistema operativo en RED es un siste-
ma operativo convencional al que se le añade una nueva capa por encima de las ya 
conocidas, que es la que se encarga de gestionar la conexión a la red. 
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Sin embargo, parece más interesante el camino que actualmente han tomado las 
investigaciones, que pretende alcanzar un sistema operativo realmente distribuido, 
en el cual cada capa sea consciente de la naturaleza distribuída del hardware que 
gestiona, de tal forma que ésta sea transparente para el usuario. Este enfoque permi-
tirá no sólo conectar un sistema aislado a una red, ocultando la estructura de ésta al 
usuario, sino también diseñar sistemas hardware aislados con estructura distribui-
da (multiprocesador con procesadores de igual jerarquía, especializándose cada uno 
en determinadas tareas), gestionada por un sistema operativo distribuido. 
3, OTROS DESARROLLOS: SISTEMAS TIPO SMALLTALK 
y LISP 
En el capítulo 3 de este libro se ha señalado hasta qué punto es amplio y deslizan-
te el concepto de computador personal. Con independencia de que nuestro estudio 
se focaliza sobre el perfil de ordenador personal establecido en el primer capítulo, 
ha podido verse cómo computadores supermicro y otras categorías elevadas le co-
men el terreno a los minis y en un futuro al alcance de nuestra mano sus prestacio-
nes serán disponibles a precios rápidamente decadentes en ordenadores persona-
les de 32 bits auténticos. 
A decir verdad, el sistema UNIX entra en la categoría de futuro-presente en cuan-
to a ordenadores personales. Pero para terminar este anexo no pueden dejar de ci-
tarse desarrollos de sistemas hoy ya acreditados en minis y estaciones de trabajo y 
con una tendencia previsible al corrimiento hacía futuros ordenadores personales. 
Una vez más, habría que hablar de familias, escuelas o "filosofías" tecnológicas. Está 
la familia Smalltalk,inspírada en los desarrollos del Centro de Investigación de Xe-
rox en Palo Alto. A ella pertenecen, tanto el sistema monotarea del Macintosh (1984), 
como las estaciones Apple Lisa (1983), Xerox Star y Apollo DN300, cuyos precios de 
venta pueden oscilar entre $6.000 y $26.000. 
La filosofía Lisp ha inspirado sistemas que combinan las funcionalidades de len-
guaje de alto nivel y de sistema operativo, como el Interlisp-D, o que han sido dise-
ñados expresa y conjuntamente como lenguaje y sistema operativo. Tal es el caso 
del lenguaje Zet?lisp y el s.a. Symbolics. Los sistemas Lisp proceden del campo de 
la Inteligencia Artificial y su futuro como estaciones de trabajo hay que considerarlo 
a medio y largo plazo. Ejemplos actuales de máquinas, desconocidas del gran públi-
co, son la Symbolics 3600 y la Lamda. Disponiendo de las familias de microprocesa-
dores Motorola MC68020 o Intel 80386, el precio de las estaciones Lisp puede situar-
se en torno a los $15.000 (Fertig, 1985, p. 58). 
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