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 
ABSTRACT 
 
Mathematical models are important for the processes of 
cognition and decision-making. They provide a concise 
representation of significant relationships in the description of 
objects and situations. Adding new relationships leads to 
narrowing the scope of applicability of the model. The 
formula is an example of a compressed description of a 
potentially infinite set of objects and situations. 
Knowledge processing is based on the use of mathematical 
methods. In this case, it is the most thorough, at least from the 
point of view of strict logic and consistent formalization. To 
process knowledge, we must present it in some form that is 
convenient for analysis. Thus, when analyzing data and 
knowledge, we do not use them directly, but their 
representations. Mathematical models of objects and 
phenomena are an effective way of representation. This is 
now the most powerful method of cognition of processes, 
objects and phenomena. Modeling is a special way of 
scientific research. A mathematical model of an object is a 
mathematical structure interpreted within a given domain. 
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1. INTRODUCTION 
 
The need to use mathematical models is determined by the 
following considerations [1-5]: 
- in many cases, direct experiments on objects are not 
possible; at the same time, experiments on models are 
possible; 
- models allow you to simulate the consequences of various 
scenarios of system behavior and make predictions [6]. 
Modeling makes it possible to get to the bottom of latent 
factors and phenomena that are not directly observed. 
Moreover, informal factors can also be modeled [7]. As 
examples, we can use factor analysis and pattern recognition 
in modeling decision-making factors, for example, in 
identifying the root causes of deviations in people's behavior 
in the socio-economic sphere from rational behavior. Creating 
a model is the most difficult stage of research, and analyzing it 
(since it is much simpler than the object being modeled) is the 
least time – consuming part. The" incomprehensible 
 
 
efficiency " of mathematics is partly explained by the greater 
simplicity of the model than the modeled object [8]. 
The model is a tool for effective evaluation of management 
strategies, and the method for the problem of choosing 
solutions depends on the characteristics of the model. 
Conventionally, the methods of scientific research can be 
divided into theoretical and empirical. At the same time, the 
modeling method has its own special place and features. 
When a modeling method is used, the model acts as an analog 
and substitute for the object [9]. 
A mathematical model is a set of certain mathematical 
relations – equations and inequalities that connect variables 
and parameters, systems of inclusions, iterative processes, and 
software systems. These relationships describe some aspects 
of the object, phenomenon, or process being studied. Models 
can also take the form of neural networks. The modeling 
method consists of studying the object on the material of the 
relations describing it [10]. The results of model research are 
transferred to the object (but not directly, because the object 
and its model are still not the same thing). 
 
2. METHODOLOGY 
 
The model can be a software system, a neural network, or an 
expert system. A neural network can take the form of either a 
computer program or – better yet – a neurocomputer. The 
computer itself, with its rich programming content, is the best 
known model. Any person may in certain respects be better 
than his computer in the intellectual sense [1-4]. 
Experiments and mathematical models have always been the 
main tools in the natural Sciences. But these concepts have 
long been important also in Economics, sociology, 
psychology, and, most importantly, in medicine [5-9]. 
The degree of complexity of the model should be specifically 
chosen and justified, it should be adequate for the purposes of 
modeling. 
The mathematic model is an ݊-dimensional vector 
ݔ = [ݔଵ, … ,ݔ௡].    (1) 
Parameters whose values are numbersݔ	ଵ, . . . , ݔ	௡	are called 
object attributes. To characterize objects, you can choose 
different feature systems, and the task of evaluating 
information content involves finding the optimal (in terms of 
one or another optimality criterion) feature system. In 
General, the problem is divided into subtasks: selecting useful 
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features from their initial list, suggested by experts, 
converting features, and evaluating the usefulness of 
subsystems of features [10]. 
The selection of useful traits can be formalized as the task of 
maximization of detection quality, provided that the cost of 
measuring characteristics fit into a specific budget or 
minimization of cost for a given quality of recognition 
[11-15]. 
One of the most important tasks of feature transformation is to 
construct a so-called straightening transformation, in which 
the new feature system allows you to divide the precedent sets 
by hyperplanes [16]. 
Feature evaluation uses a comparison of the recognition 
quality when the feature is present with the quality obtained 
when the feature is excluded [17]. 
Let's assume that a finite set X in space nR is given, 
representing the material of observations. This set should be 
divided into three subsetsY , Z ,V , whereY , Z consist of 
elements whose class affiliation is known, but we configure 
the decisive rule on one set, and control its quality on the 
other. The elements of a subset V are classified based on the 
developed decision rules. Elements of sets can be adjusted 
within acceptable limits to obtain simpler decision rules. 
In our study, the main issue is the modeling of informal 
knowledge. The key concepts in this process are diagnostics 
and case material [18-23]. 
So, in General, any two objects can be models of each other. 
However, we only select some objects as suitable models. 
This selection is based on identifying relevant properties that 
link objects together. 
When constructing mathematical models of image 
recognition, one of the main initial concepts is the concept of a 
class (previously classes were often called "images", but it is 
clear that the term "image" in this case is very unfortunate, 
because it is not only about visual images). Here, a class is 
simply a set of objects that are similar to each other in a 
certain way. 
Object or situation model - n - dimensional state vector 
1[ , , ]nx x x  ,     (2) 
where ix is the value i of the attribute ( i the parameter 
measured on the object). 
The state space of the objects n -dimensional vector space, 
the space 
nR . In this space, the real set of object States for 
any particular task forms a valid set D .Further, a valid set is 
assumed to be divided into classes : iD UD .Objects of the 
same class are similar to each other in some respects; objects 
of different classes differ in this respect. In doing so, we 
assume that we know that there are some classes. But we don't 
know exactly how they were built. And the information about 
classes that we actually have is examples of objects from 
different classes. Therefore, we know the precedent subsets of 
classes: iA -  a subset of the class known to us iD the subset 
of the class that we know . In the discriminant analysis task, 
you need to use this information to create an idea about 
classes and give an analytical description of them. For 
example, we have instances of technologies whose 
effectiveness we know from our manufacturing experience. It 
is necessary to provide an efficiency forecast for new 
prospective technologies that have not yet been sufficiently 
tested in real production [16-22]. 
It is clear that the problem of discriminant analysis with 
several classes is reduced to a sequence of problems, each of 
which is a two-class problem. Therefore, it is sufficient for us 
to explain how the problem of constructing models of two 
classes based on their case sets A and is solved  B . These 
sets are parts of sets 1D , 2D , into which a valid set D in a 
given space 
nR is divided . 
The last problem is solved as follows. Building a function 
( )f x ,where x the allowed set runs D through . This 
function defines the surface defined by the equation
( ) 0f x  ,with the specified surface separating the sets A
and B . This means that ( ) 0f x x A   and  
( ) 0f x x B   . If this problem is solved and the function 
( )f x is its solution, then we get the diagnostic rule (also 
known as the classification rule) for any new object whose 
state vector is, for example, a vector 1[ , , ]ny y y  . 
Namely, we assume: 1y D ,if ( ) 0f y 

, and 2y D , if 
( ) 0f y  . If ( ) 0f y 

,then y it belongs to the border 
between these classes. 
The next pattern recognition model is the taxonomy task 
(automatic classification task, or "no teacher"recognition 
task). In this problem, we give a (usually finite) set M n
of-dimensional vectors. You need to divide the set M into 
disjoint subsets (taxa), and the objects included in the same 
taxon must be sufficiently close to each other in terms of a 
pre-selected proximity criterion, and elements from different 
taxa are sufficiently distant from each other by the same 
criterion. In Economics, this is the task of classification, their 
mass [23]. 
The next area of pattern recognition problems is the problem 
of choosing the characteristics of their transformation, is the 
task of assessment of signs and systems of signs. This is called 
in General terms: solve the problem of informative features. 
 
3.  RESULTS AND DISCUSSION 
 
So, mathematical models and methods in applied areas should 
make significant use of diagnostics, since the systems based 
on them should work under conditions of significant a priori 
uncertainty of knowledge about the properties of the external 
environment. This makes it difficult to construct them only on 
the basis of a priori data. Thus, it is necessary to create 
systems that are able to change their parameters or structure 
based on processing of available current information in the 
operational mode in order to ensure the fulfillment of targets 
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and tasks over time. Such systems are called trainable or 
adaptive. They are based on the classification of States. 
A system is a device or model that displays (usually 
unambiguously) a set of input stimuli or signals in a set of 
output signals. Input signals can be called images, and output 
signals can be called system responses. A recognition 
(diagnostic) system or classifier is a system capable of 
classifying a set of images according to some a priori 
classification [24]. 
 
Figure 1: Disease diagnosis using artificial neural network 
 
Figure 1 shows us disease diagnosis in neural network. 
Expert data can be some of the attributes used when 
describing objects and situations in speech recognition [27]. 
This section discusses the possibilities for predicting how 
methods will work based on various training data. A crossover 
algorithm for approximating the optimal number of nearest 
neighbors is implemented for the nearest neighbor method. 
We have developed some recommendations for using these 
methods when solving image recognition problems [25]. 
Currently, the problems of diagnostics in terms of pattern 
recognition are becoming more and more practical. It is worth 
noting that such tasks arise in various fields of human activity, 
but for us the main thing is in medicine when classifying 
symptoms and diagnosing diseases [24]. 
Image recognition is one of the branches of computer science 
and Cybernetics that deals with solving the problems of 
concept formation, diagnostics and classification of objects 
and situations, and evaluating the informative value of factors 
in various fields of science and technology using methods 
based on a person's ability to form concepts, recognize and 
classify objects. The relevance of mathematical support for 
pattern recognition is constantly increasing [26]. This is due to 
the need for deeper automation of increasingly complex 
production methods and their organization, the processing of 
large flows of information, the need to diagnose and manage 
flexible technologies, and many other factors. 
The main mathematical models for image recognition tasks 
are as follows: 
- discriminant analysis; 
- taxonomy; 
- assessment and selection of informative feature systems. 
The problem of discriminant analysis is as follows: it is 
required to find functions 1 1*, , * { }
n
kx x R R   from 
some class * { }
nX R R  that separate the data of the set 
1, , kX X of spaces nR , that is, it is required that for each 
j  
*( ) 0, , *( ) 0, ( , * *j j j i j i jx x x X x x x X x X    
(3) . 
The fixed discriminant analysis algorithm matches the set 
1, , , *kX X X with the following space partitioning nR : 
1
2
1
1
 - as part of the 1th item, if * ( ) 0;  else
2 item, if  *( ) 0;  else
( -1) item, if  * ( ) 0;  else
 item, if  * ( ) 0,
k
x x x
x x
k x x
k x x






(4) 
where 
nx R . 
Taxonomy problem: find the division of a given finite set 
nx R into subsets 
1
, ,
k
j i j
j
X X X X i j

   
   (5) 
At the same time, it is necessary that the elements of different 
subsets j
X
are sufficiently far from each other, and the 
elements of the same set are sufficiently close to each other (in 
terms of the chosen proximity criterion) [28]. 
One of the exact statements of the taxonomy problem is to 
find 
nx R ,and 
( *, )
, ,
*
( *, ) ,
x X
x x
x X
x
sign x x X



 

      (6) 
where the set X and numbers , 0   are given in 
advance; 
X
it means the number of elements of the set X . 
4. CONCLUSION 
The task of evaluating the information content of feature 
subsystems is to compare the quality of solving discriminant 
analysis and taxonomy problems for different feature 
subsystems (i.e. , the coordinates 1x of the vector used 
1[ , , ]nx x , which is the model of the object to be 
recognized). 
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