Temperature dependence of the capacitance of the electrical double layer (EDL) in concentrated electrolytes/ionic liquids has been under debates for decades. To rationalise the capacitance vs temperature dependence, we run molecular dynamics simulations of the EDL at variable temperatures. We show that the dependence is related to the smearing of the EDL multilayer structure with increasing temperature.
I. INTRODUCTION
Since the 60-70s there have been debates on the nature of the temperature dependence of the EDL differential capacitance (C) in molten salts. [1] [2] [3] [4] The recent wave of interest towards the electrochemical applications of ionic liquids (ILs) provoked a series of new experimental [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and computational [21] [22] [23] [24] [25] [26] [27] studies. Remarkable progress has been achieved in the understanding of the capacitance vs potential dependence. [28] [29] [30] However, there is no
general agreement yet on the capacitance vs temperature dependence.
The first studies of the C(T )-dependence in (room-temperature) ILs showed the increase of capacitance with increasing temperature (positive dC/ dT gradient). 
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Table I summarises previous experimental and computational findings. We note that most of the experimental measurements were conducted in a narrower potential range than the simulations, while the computational studies were performed at higher temperatures than the experiments. Overall, there are several contradicting explanations of the C(T )-dependence which were vividly discussed in Refs. 8, 13, 15, 23, and 25.
To get more insights into the problem, we have performed molecular dynamics (MD)
simulations of a generic coarse-grained IL confined between two oppositely charged surfaces.
The coarse-grain approach was deliberately chosen to avoid the excessive complexity related to molecular structure of the ions. Using the constant surface charge (σ) method, we evaluated the potential drop (U ) and the differential capacitance for a range of temperatures from 250 to 500 K. This paper presents these results and explains the obtained capacitance vs temperature dependency. 
II. METHODS
MD simulations were run with Gromacs 4.5.5. 35 Initial system preparation was performed with the Packmol software. 36 Five independent molecular configurations were generated per each system setup. 34 absolute surface charge values were applied. Six different temperatures between 250 K and 500 K were studied. For each system setup, several energy minimisation steps and short structure equilibration steps with a small time step of dt = 0.002 ps were performed. The resulting configurations were used to perform production simulations with dt = 0.01 ps in the N V T ensemble. The total number of runs summed up to 34 × 5 × 6 = 1020, with a total simulation time for the production runs of 25.5 µs. All simulations were automated using the scripting framework NaRIBaS (Nanomaterials and Room-temperature
Ionic liquids in Bulk and Slab).
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The coarse-grain model of the IL was taken from Ref. Within −2.5 V < U < 2.5 V range, the sign of the dC/ dT gradient changes from negative at the C(U ) peak potentials to positive at the PZC. Similarly, in experiments either negligible Double layer in ionic liquids: capacitance vs temperature or positive dC/ dT gradient is observed in the vicinity of the PZC. [6] [7] [8] [9] [10] [11] 13 Recent experiments also reveal a clearly negative dC/ dT gradient at the C(U ) peak potential.
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The most distinct temperature effect is seen at +0.5 V, around the C(U ) peak. The height of the peak decreases with increasing the temperature from 13 µF/cm 2 at 250 K to 10 µF/cm 2 at 500 K. This decrease is accompanied by widening of the peak and slight steady shift of its position towards positive potentials. The dC/ dT gradient changes from negative at the peak potential to positive at potentials higher than +0.8 V.
In the literature we found several explanations of the C(T ) dependence. At zeroth approximation:
where l is the distance from the surface layer to the mass-centre of counter-ion layer, ε i is an interfacial dielectric constant, and ε 0 is the vacuum permittivity. In this form, the capacitance has been repeatedly expressed to explain both experimental and computational results. [5] [6] [7] [8] [9] [16] [17] [18] [19] [20] 23, 24 . Eq. 1 is valid only if C is independent on the potential (C = const). On the one hand, ε i should increase up to the bulk values (ε b ) with increasing temperature, as heating reveals more degrees of freedom. On the other hand, according to the Kirkwood's formula, ε b decreases with increasing temperature. For these reasons, the dC/ dT gradient could be positive while ε i → ε b , then it should change to negative.
In the mean spherical approximation theory accounting for mass-action law (MSA-MAL), 4,42 the capacitance is approximated as:
where λ D is the Debye length, and α is a dissociation constant. The pure MSA theory
When an association of ions in IL is taken into account via the mass-action law, the capacitance increase can take place as α increases with increasing temperature. The MSA-MAL theory predicts that the dC/ dT gradient may be positive while α → 1, then it changes to negative.
A similar narrative was recently used by Chen et al. the to extend the lattice-gas meanfield theory of ILs.
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A different approach is used in the model of "counter-charge layer in generalised solvents", 43 where the capacitance is expressed as:
where ε ∞ is the high-frequency dielectric constant, γ i is a screening constant, and ∆ i is an average distance between the counter-and co-ion of the i-th layer. Eq. 3 simplifies to Eq. 1 by defining
The so-called "melting" of the layered structure due to the increase of temperature may hypothetically lead to a decrease of the number of layers (N ). Numerically, for an even N the capacitance is higher than for an odd N . Thus, under thermal distortion, the disappearance of layers may result in both negative and positive dC/ dT gradient.
The interpretations accounting for relative dielectric constant (ε i ), dissociation constant (α), and screening constant (γ) provide a similar qualitative description. For instance, it is possible to speculate that the ion association is thermally disrupted and the EDL thins or widens. Qualitatively it allows to refer Eq. 1 while discussing the temperature dependence.
Such interpretations treat the EDL in ILs essentially as a combination of a diffuse layer and a Helmholtz layer, in-spite experimentally confirmed multilayer structure. Eq. 2 was previously used in discussions of the "anamalous" positive dC/ dT gradient at the PZC, where is should be negative according to the Gouy-Chapman theory. 4, 42 Our simulations reveal a very small positive dC/ dT gradient at the PZC which is within the error estimates.
The positive dC/ dT gradient at potentials higher than app. +0.8 V is not related to the "anamalous" C(T ) dependence, as it is far from the PZC (see Fig. 1 ). For this reasons, in this paper, we avoid speculating on the "anamalous" temperature dependence. Instead, we focus on the negative dC/ dT gradient at the peak potential that is related to the EDL restructuring upon charging. Fig. 2 highlights the structural differences at variable temperatures. Snapshots and cumulative number profiles (cn N (z)) 44 indicate that a smearing process takes place. It follows that the smearing of the second interfacial layer is of a greater importance than of the very first layer. At positive surface charges, the second layer is formed by cations on-top of the first layer of anions. While at low temperature the cation layer is stiff, it is smeared upon heating. The smearing is reflected in the smoothing of the cn N (z) profiles ( Fig. 2(a)-(b) ) as well as in the broadening of the cation distribution (Fig. 2(g) ). Note that the step in the cn N (z) profiles indicates the formation of the cation layer. Snapshots in Fig. 2 
(c)-(d) depict
how this layer is smeared with an increase of temperature.
To rationalise the negative dC/ dT gradient at the peak potential, let us focus on cumulative number difference cn Fig. 3(a)-(c) illustrates the difference at temperatures of 250 K, 300 K, and 500 K. In Fig. 3(a) , the minimum in the cumulative number difference is due to the repulsion of cations by the positive surface charge. The number of cations in the first layer decreases until all cations leave. The minimum appears equal for all temperatures. Thus, in contrast to the smearing of the second layer, the displacement of cations by anions is temperature independent. The smearing is evident from the decrease of the cumulative number difference maxima that corresponds to the layering of cations in the EDL. The potential of the counter-ion monolayer formation is insensitive to the temperature. On the opposite, due to the thermal distortion, the formation of the dense layer of co-ions is delayed on the potential scale. As can be seen in Fig. 2 , at 250 K the dense layer of co-ions is formed at 1.2 V; at 500 K -at 2.4 V. The stagnation of the cation layer formation as well as the delay of the stagnation are the most significant observations of this work. To our best knowledge, the later has not been yet reported, although the former was discussed in
Ref. 47 . To explain the phenomena we propose a model of the EDL represented as an ionic bilayer.
Firstly, the model consists of a surface, an ionic bilayer 48 -a layer of counter-ions plus a layer of co-ions -and the IL bulk. Accordingly, 1) counter-ions can be attracted from the bulk into the first layer, 2) co-ion can be repelled from the first to the second layer, 3)
co-ion can be repelled from the second layer to the bulk. 49 Secondly, due to electroneutrality Double layer in ionic liquids: capacitance vs temperature For a discussion see main text.
cn 1 + cn 2 = −σA, where A is an area, and cn i is the (cumulative) number of ions in the i-th layer. Note, the ionic charge density of the second layer is the excess charge density, which is equal and opposite to the overscreening charge density of the first layer. We denote cn 2 /A as λ. 50 Finally, the EDL represents a parallel plate capacitor, where the surface charge plane is situated at z = 0 and the mass-centre of the ionic charge density is defined by the positions of the first (l) and the second (l + δ) layers. Thus, the potential drop can be expressed as:
Notably, from Eq. 4 follows that the highest possible overscreening value (λ/σ + 1) is simply defined by the ratio l/δ.
In our simulations there is no indication of significant widening or narrowing of the EDL upon heating. Dou et al. and Nishi et al. made the same observation using MD simulations and X-ray reflectivity, respectively. 26, 51 For this reason, to a first approximation, the layer positions are taken to be rigid, i.e. l and δ are potential-and temperature-independent.
Thus, dU = (l dσ − δ dλ)/ε ∞ ε 0 and the differential capacitance of our simplistic model is expressed as:
where ∇λ = dλ/dσ. When ∇λ = 0, Eq. 5 simplifies to Eq. 1. It may be even treated as a more general expression of the differential capacitance, if δ is taken as the relative position of the mass-centre of the ionic charge density in all charge layers beyond the first layer.
Although Eqs. 3 and 5 look similar, the former is only exact for the integral capacitance.
The difference is in the gradient ∇λ, which causes: 1) the existence of a C(U ) peak at maximal ∇λ, 2) the stagnation of the second layer at ∇λ = 0, and 3) the decreased capacitance values at ∇λ < 0.
Using the ionic bilayer model it is possible to rationalise both potential and temperature dependencies presented in Fig. 1 . The position of the C(U ) peak is defined by the maximal rate of co-ion accumulation in the second layer (maximal ∇λ). This rate can be deduced from the slope in Fig. 3(d) . As the slope reduces with increasing the temperature, the capacitance also decreases. The reduction of the slope means that the smearing of the EDL suppresses the overscreening. In the ionic bilayer model the overscreening value is expressed as λ/σ + 1, thus, is inseparable from the charge excess (λ).
The maximal charge excess (θ 2 ) can be estimated from the maxima in Fig. 3(d) . The position of the maxima shifts towards higher potentials and its height decreases with increasing the temperature. Also, from Fig. 2(a)-(b) it follows that, in accordance with Eq. 4, at higher temperatures θ 2 is reached at higher surface charges. In other words, due to the smearing of the whole EDL the stagnation is delayed. At this specific point ∇λ = 0 and the capacitance is simply C = ε ∞ ε 0 /l. As can be seen in Fig. 1 , it is almost temperature independent. Therefore, the positive dC/ dT gradient appears on the potential scale due to the delay in stagnation.
The presented results are in remarkable agreement with the recent experimental data from Refs. 19 and 20, where the negative dC/ dT gradient was observed at the capacitance peak potential. To verify, whether the proposed explanations are valid, we call upon more detailed experimental studies of capacitance vs temperature dependence. We would like to turn attention to the interfaces showing the so-called "camel"-shape C(U ) dependency.
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For such interfaces, it is possible to determine the dC/ dT gradient at the PZC as well as at the capacitance peak potential. Modern spectroscopy and microscopy methods could be used to confirm or refute the stagnation phenomena. [55] [56] [57] [58] Also, the potential of maximum entropy could be determined from laser-induced heating.
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IV. CONCLUSIONS
To sum up, the following conclusions apply for the temperature effects on the EDL in the coarse-grained IL:
1) Overall, the temperature effect on the EDL capacitance (C) depends on the potential.
2) At large potentials (higher than app. 2.5 V), the structure of the EDL is determined by the strong electrostatic surface-counter-ion interactions and the packing of counterions. It results in very densely packed interfacial structures (see also 47, 48 ) and very weak dependence of the capacitance on temperature.
3) At lower potentials, the structure of the EDL is determined by the interplay between the electrostatic anion-cation interactions and the packing of ions. The first one is responsible for the overscreening, while the second one causes the stagnation of the EDL layering which limits the overscreening.
3.1) The increase of temperature suppresses the overscreening. It leads to the decrease of capacitance at its peak potential (negative dC/ dT gradient).
3.2) Heating also causes smearing of the EDL layering. It leads to the delay of stagnation of the EDL layering on the potential scale, which results in a positive dC/ dT gradient for moderate potentials.
Earlier we proposed that the overscreening can be expressed using the charge excess (λ). We concluded that the maximal EDL layering coincides with the stagnation of the co-ion layer. 47, 48 In this work, we have shown that the stagrantion happens when ∇λ = 0 as well as that the capacitance peak corresponds to the maximal gradient ∇λ. According to the proposed ionic bilayer model, at the stagnation potential, the capacitance is almost temperature-independent. On the opposite, at the C peak potential, the capacitance decreases with increasing the temperature. The simulations results confirm these predictions.
Appendix: Calculation of the differential capacitance and error estimation
The analysis of the obtained trajectories was performed using Gromacs tools and selfwritten Matlab functions.
The differential capacitance was obtained while approaching the following steps for all trajectories: 1) Calculation of the number density profiles n(z) for cations and anions respectively using a uniform grid with a spacing of 0.015 nm; 2) Calculation of the charge density profile by summing the charge scaled number density profiles ρ ion (z) = qn cation (z) − qn anion (z) with q = 1e; 3) Integration of the charge density profiles multiplied by z to obtain the potential drop: U = z · ρ ion (z) dz; 4) The resulting surface charge (σ) vs potential drop (U ) curves were first extended by the expected behaviour at high surface charges (therefore we calculated the least square fit of a √ U +b to the asymptotic region); afterwards we smoothed the extended data set using piece-wise polynomial curve fitting by weighted least squares; 5) Finally the smoothed curves are differentiated to obtain the differential capacitance C = dσ/ dU .
The error of the differential capacitance needs to be estimated as the combined error of all preparation steps that finally result in the capacitance curve. The steps that can be considered of major importance in this error analysis are the quality of the potential drop data and the assumption made for asymptotic extrapolation. The first error source is the noise in the data. The asymptotic extrapolation introduces a systematic error. Therefore the numerical differentiation error is negligible.
We assumed that our data set f (x) is approximated by a fit function g(x) with a data noise e(x), which we considered being the 95 % confidence interval of the surface charge σ vs potential drop U curves. To obtain the data noise of the first derivative of f (x), the error of the fit function was differentiated e (x) = Vatamanu et al. 22 For the left -wing the exponent cannot be determined as lattice saturation not reached at +7.5 V.
When changing the assumption from a fractional power law with exponent 0.5 to 0.8, the shape of the differential capacitance changes drastically in the high positive voltage interval.
Moreover the minimum in the 250 K capacitance curve at 1.5 V vanishes. However, the general temperature dependency including the intersection point at +0.8 V is not affected by this systematic error.
