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A B S T R A C T  
The problem of extrapolating a finite length sequence 
into a bandlimited sequence has been formulated in the 
past in terms of pseudoinverse techniques. Iterative and 
non iterative algorithms for the extrapolation have also 
been proposed. All these algorithms, however, attempt to 
produce an ideally bandlimited answer, which, in reality, is 
infinitely long and noncausal, and cannot be generated in 
finite time. In this paper the problem is converted to one 
of finding a finite length input to a practical FIR or IIR 
filter in such a way that a segment of the output matches 
the signal to be extrapolated. The fact that the generated 
signal is the output of a filter ensures that it is bandlimited 
to an extent determined largely by the filter quality. The 
advantage of this viewpoint is that we can exploit the rich 
literature which is available for efficient filter implementa- 
tion (such as multistage and IFIR techniques, and efficient 
IIR techniques based on allpass building blocks). 
I. I N T R O D U C T I O N  
Given a finite length sequence x(n),O 5 n 5 N - 1, 
suppose we wish to find a a-bandlimited (abbreviated 0- 
BL) sequence y(n) such that 
y (n+M) = z(n), 0 5n  5 N - 1, (1) 
where M is an arbitrary finite integer. This is called the 
discretetime o-BL extrapolation problem [l-31. The term 
U-BL implies that Y(e1") = 0 for /wI 2 o. The histoiical 
predecessor for this is the continuous-time version, which 
is discussed in [4] and references therein. 
1.1. On existence and nonuniqueness. 
In the continuous time case the problem does not nec- 
essarily have a solution i.e., there may or may not exist a 
bandlimited extrapolation; and if does exist it is unique 
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[4]. For the discrete time case, in contrast, there always 
exists a solution and it is non-unique [ l ] , [ l O ] ;  in fact there 
is an infinite number of solutions. (In most known teeb- 
niques the solution is rendered unique by introducing the 
constraint that y(n)  have smallest possible energy.) We 
shall now briefly justify these statements. Discrete time 
o-BL sequences are not subject to many of the restrictions 
which a continuous time bandlimited signal has to satisfy. 
For example it is possible to have a a-BL sequence t(n) 
which is zero fcr an arbitrary number of consecutive sam- 
ple numbers. To see this suppose s(n) is some (nonzero) 
U-BL sequence. If we pass s(n) through an FIR filter 
G(z)  = g(n)r-", the samples of the output t(n) 
for 0 5 n 5 N - 1 are given by 
t = Sg' (2) 
where 
t = [ t ( 0 )  t(1) . . .  t (N-1) lT 
s(0) s(-1) . . _  s ( - N + l )  
s(1) s(0) , . .  s ( - N + 2 )  
The N x N matrix above is easily ensured to be nonsin- 
gular, for example by taking s(n) to be the famous sinc- 
sequence, i.e., s(n) = sinon/?m. So we can solve for the 
filter coefficients g(n) which ensure that the output sam- 
ples t(0). . . t(N - 2) are zero. At the same time t(n) is o- 
BL because s(n) is o-BL. Of course we can interchange the 
roles of G(z)  and ~ ( n )  and say that t(n) bas been generated 
as the output of an ideal lowpass filter s (n)  by applying a 
finitelengthinput g(O),g(l) . . . g (  N - 1 ) .  
Suppose we have generated a set of U-BLsequences 
yt(n), 0 5 k 5 N - 1 satisfying 
In particular note that yo(0) # 0. It is then clear that we 
c a n  find a linear combination y(n) = ~~~~ olkyk(n) such 
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that (1) holds with M = 0. We find a p  recursively from 
k-1 
C L &  = [ z ( k )  - 1 a,yi(k)]/~~(k) ( 5 )  
i=o 
because of the triangular set, of equations induced by (4). 
Evidcntly y(n) is U-BL because it is a sum of N U-BL 
signals. This proves that w e  can, in principle, trivially 
find a PBL extrapolation. If we now add an arbitrary u- 
BL signal r(n) to the result ~ ( 7 1 )  with the property that 
r(n) = 0 for 0 5 n 5 N - 1, the result continues to he 
a valid a-BL extrapolation! These arguments prove the 
existence and non uniqueness of 0-BL extrapolations. 
1.2. The lowpass filtering viewpoint. 
The above procedure, conceptually, had two steps. We 
first generate a set of N U-BL waveforms as outputs of a 
lowpass filter and then we combine these N waveforms. 
These two steps can be lumped into one as follows: r e  
shall generate the U-BL extrapolation y(n) as the output 
of an ideal lowpass filter in response to a finite length input 
u(O), ~(1). .. . u(N - I). The N degrees of freedom in the 
choice of input are sufficient to force the N conditions (1) 
on the output y(n) (for some M, say hf = 0). Evidently 
y(n) remains bandlimited regardless of the values of U(.) 
Since y(n) is the convolution of U(.) with the ideal lowpass 
impulse response sin(on)/an, we can compute the input 
samples U(.) from - 
x = L" ( 6 )  - 
where L = [L,,] is the truncated lowpass matrix, (i.e., 
Lmn = sino(m - n)/?r(m - n)) ,  and 
x=(z(O) ,.. z ( N - 1 ) l T  
u=[u(O)  . . .  u ( N - 1 ) I T .  
The extrapolated output can then be computed simply by 
passing U(.) through the ideal filter 4 n )  (which is doubly 
infinitely long and unstable). 
It turns out that the approach in [l] (based on pseu- 
doinverses) gives rise to the same result as this. 'To see this 
connertion, let us define the matrix 
(7) 
S = [ O  IN 01. (8) 
This has N rows and infinite number of columns, with the 
identity matrix IN occupying columns 0 through N - I. 
This is merely a truncation matrix, which operates on a 
infinite sequence and retains the N samples numbered 0 
through N - 1. Next define the ideal lowpass matrix L as 
f: = [L,,], -m 5 m,n 5 m. With the rjtatrices L , S  and 
L defined like this, we have the relation L = SLST. 
From the above discussions the finite length input 
u(n) should then be chosen (for a given segment z(n) of 
length N )  as U = s-'x so that the output of the ideal 
lowpass filter (the extrapolated signal) is 
= LST" = LST(SLST)'~~.  (9) 
This output, by construction of U(.), satisfies (1) with 
M = 0. This can be written (using the fact LT = L2 = L) 
in the form 
-1 
= AT(AAT) x = A#X,  (10) 
where A = SLT. But (10) is nothing but the minimum 
norm least squares (MNLS) solution [7] for the problem 
of approximating x with Ay(= SLY) ,  where x is finite 
dimensional and y is infinite dimensional. This proves that 
y(n) has least energy among all U-BL extrapolations. 
11. APPROACHES BASED O N  
FIR AND IIR FILTERING 
In the above approach, the extrapolated signal is dou- 
bly infinitely long, and is band limited in the ideal sense. 
In practice, however, one has to limit the length of y(n) in 
some way. Truncation of y(n) would normally lead to the 
Gibhs phenomenon so an ohvinosly better method would 
be to multiply y(n)  with a window. The result, however is 
neither handlimited, nor optimal in any specific sense. 
2.1. Previous work 
A more systematic approach would be to reformulate 
the problem taking into account the finite length of y(n). 
For example, we can try to find y(n) of length L > N such 
that a segment of length N satisfies (l), with the remaining 
samples chosen to minimize the out of band energy 
dl = J" IY(eju) lzdw.  (11) 
F 
(For complex sequences, the integral should also include 
negative frequencies; these generalizations are trivial). The 
usual result of this is that y(n) tends to  have much higher 
energy than x(n) .  This difficulty is overcome by minimiz- 
ing an objective function 
$=a$* + ( 1  -a)h, 0 < a  < 1, (12) 
where $2 = Iy(n)l'. This has heen done in [5 ,6] .  While 
this approach gives rise to  optimal finite length extrapola- 
tions in the sense of minimizing (12), it is computationally 
very expensive [ 5 ] ,  as it involves inversion of a IC x K ma- 
trix (with no special structure such as the Toeplitz prop- 
erty to be exploited) where I< = L - N .  In practice K can 
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be much larger than N .  We shall now develop techniques 
for suboptimal extrapolations which are more efficient. 
Notice, in any case, that the problem has now been 
reduced to an FIR filter design problem! We wish to find 
the impulse response y(n) of a lowpass filter with minin:tt:>i 
stopband energy. There are no 'passhand requirements', 
but instead we have the time-domain constraint (1). This 
also opens up more possibilities: for example, we can try 
to use a Remez exchange type of algorithm (or linear pro- 
graming) to minimize the maximum magnitude of Y ( e J " )  
in the region U 5 w 5 r under the constraint (1). This 
can be considered as a fanciful 'minimax. kite-length U- 
BL extrapolation problem'. 
2.2. The new approach 
Let h(n) be the impulse response of a causal lowpass 
filter with transfer function H ( r )  = Cr=o h(n)z-" where 
h(0) # 0. Our aim is to find a causal input U(.), 0 _< n 5 
M + N - 1, of finite length M + N such that the samples 
y(M), . . . , y ( M  + N - 1) ,of the output y(n) agree with 
the segment z ( k ) , O  5 le 5 N - 1 (see (1)). Note that we 
permit the input sequence to  be longer than the segment 
length N ,  by an amount M .  The purpose of A4 will soon 
be explained. The constraint (1) can be written as 
x = AMUM, (13) 
where x is as in (7), 
U M = [ U ( O )  u(1) ... u ( M + N - 1 ) l T ,  (14) 
and . 
h ( M )  ... h(0) 0 ' , . .  0 
0 1 .  A M = [  : . .  
h(A4+1) . . .  h(1) h(0) _ . .  
. .  
h(M + N - 1) . . . . . . . . . . . . h(0 )  
(15) 
Eqn. (13) represents N equations in N + M variables, 
and there exists U M  which satisfies (13) exactly. To see 
this note that the matrix AM has full rank N because the 
rightmost N x N triangular submatrix is nonsinylar (since 
h(0) # 0). For M > 0 there exists more than one solution. 
From the theory of Moore Penrose pseudoinverses [7] we 
know that for any M there exists a unique solution uM 
with minimum norm (MNLS solution) given by 
%M = An#;X, (16) 
where A#, is the Moore Penrose pseudoinverse of Ani, 
which in the present ease is given by A# in (10). 
What happens if we replace A4 with M + l? The new 
set of equations is 
x Ani+iu,ir+i I (17) 
where A,,<+, is defined in an obvious manner. Evidently 
uM+l = [ o  ^.',IT is a solution to (17), but is not the 
MNLS solution. The MNLS solution, given by %w+i = 
A#,+,x, has smaller norm than GM. As we solve (13) for 
successively larger M ,  the energy of the input therefore 
gets smaller and smaller. As the filter tends to attenuate 
the out-of-band energy of u(n) anyway, the sequence u(n)  
tends to  look more and more like a l o ~ ~ a s s  signal. This 
intuitive expectation will be justified by examples. The 
output signal satisfies (1) exactly, and of course has very 
little energy for IwI > U ,  due to the lowpass filtering action. 
Reason for improved efficiency. Notice that once we 
solve for the samples of the input u(n), we can compute 
all samples of the extrapolated output y(n) by using any 
technique for digital filter implementation. The filter k( n) 
can be FIR or IIR. In the FIR case. one can use some 
of the recent techniqes [S],[9], for efficient computation of 
y(n). For the IIR case, the IIR nature autoniatically per- 
mits a much reduced computational load. As an example. 
if the IIR filter is elliptic with order five, it can he imple- 
mented as a sum of two allpass functions (121 (of orders 
two and three respectively), requiring a total of only fire 
multiplications per sample of y(n)! In addition, if we wish 
to find a decimated extrapolation, then these filters can be 
implemented in polyphase form [ll] to improve efficiency. 
Ezanples .  Suppose we are given a 15 point sequence 
(i.e., N = 15; Fig. 1 )  which should be extrapolated to a 55 
point sequence with U = 7113. Suppose we xx-ish to use an 
FIR filter for this. The length of the output is dl + 15 + Ii 
where I< is the filter order. We shdl assume the scgement 
to be  centered with respect to  y(n) (which. by construc- 
tion, is causal) so that M = I< = (55 - l5) /2  = 20. So 
we use a 20th order FIR filter and solve (13) recursively 
for increasing values of M (starting from Ai = 0).  until 
we reach M = 15. Once we have designed the optinial 
(MNLS) input in this way, we run the FIR filter to coni- 
pute the missing samples. Fig. 2 (a) show the energy 
of the input u(n) as M increases; This is inonotone de- 
creasing as expected. Fig. 2(h) shows the percent of input 
energy in jwI 2 U ,  which decreases as A4 increases beyond 
5 .  The energy of the extrapolated output is plotted in Fig. 
2(c)  and again decreases as A4 increases (even t.hough this 
cannot be formally proved in general). Fig. ?(d) shows 
the filter response lH(cJw)l and finally Fig. ?(e) shows the 
plot of iY(eJY)I  which verifies the 'bandlimited' nature of 
extrapolation y(n). (These plots are normalized to 0 dB.) 
For the IIR example, an elliptic lowpass filter with dr- 
der five was first designed. This can be decomposed [le] 
into (Ao(r )  + A I ( Z ) ) ~ ~  where A o ( 2 )  and AI(=)  are allpass 
with orders 3 and 2 respectively. To improve the condi- 
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tion number of the matrix AM, a lifted filter [13] of the 
form H ( z )  = (cosBA,,(z) + sinOAl(zj)/c was used with 
# = 45.1 degrees, and c = cos0 + sine. Fig. 3(a) shows 
the response [H(ej‘’)I while Fig. 3(b) shows the quantity 
1Y(du)[ for the extrapolated output with M = 20. This 
plot is obtained with a windowed version of the infinitely 
long y(n). 
111. PHILOSOPHICAL DISCUSSIONS 
From Sec. 1.1 we know that the discrete time U-BL 
extrapolation problem has infinite number of solutions, 
so it is simply impossible to tell what the original ban- 
dlimited sequence was (i.e., where the segment .() came 
from). Given an extrapolation yl(n) satisfying (1) we can 
find another extrapolation yz(n) satisfying (1) such that 
yl(n) - yz(n) has arbitrxily large energy. And yet, yl(n) 
is as likely to be the original sequence as yz(n)! In this 
sense, one can even argue that the extrapolation problem 
does not ‘make sense’. One approach to  overcome this dif- 
ficulty is to impose the minimum norm condition so that 
a unique solution is obtained. (A second approadi would 
be to take the solution to be the one for which the nor- 
malized distance from all other solutions is minimized (31.) 
But apart from the fact that it returns a unique solution, 
does this method have any further merit? This appears to 
require further thought. In any case, it does not seem ap- 
propriate to judge the merit of a method by checking how 
close the result is to an experimental, computer generated, 
‘original sequence’ from which x(n) has been obtained by 
truncation for testing purposes. 
The finite-length extrapolation problem, on the other 
band, gives a unique optimal solution because the quantity 
(12) is minimized by a unique extrapolation y(n). The non 
uniqueness in this formulation is completely summarized 
by the single parameter a, which is a tradeoff between two 
quantities: (i) the degree to which y(n) is bandlimited, 
and (ii) the fractional energy of z(n) with respect to y(n). 
Because of the optimal nature of the solution for fixed a, 
we can take the optimal solution to be a reference of com- 
parison to the sub optimal methods described in See. 2.2. 
To be more specific suppose we define 
Rt and RI are the time-domain and frequency-domain en- 
ergy ratios, respectively. The aim, in general is to obtain 
large Rt (so  that the original segment is not unduly domi- 
nated by the extrapolated part) and small Rf (so that y(.) 
has small out-of-band energy). The tradeoff between these 
two is effected by choice of a in the optimal method that 
minimizes (12). For the example presented in the previ- 
ous section (FIR method which used an FIR filter of order 
Z O ) ,  these ratios are R, = 0.39 and RI = 0.000445. For 
the optimal method, with a appropriately chosen we can 
obtain same RI for R, = 0.69. This also shows the degree 
to which the FIR method is suboptimal. Several other 
methods for finite length a-BL extrapolation have been 
developed in [GI, including windowed pseudoinverse meth- 
ods, and fast recursive least squares (RLS) methods. The 
quantities Rt and R f  for al! these methods are compared 
in (61, and it is found that the windowed pseudoinverse 
method is very close to optimal (even though slower than 
the FIR and IIR methods of Sec. 2.2). 
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