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A generalization for underdetermined systems of the well-known Newton- 
Kantorovich theorem gives bounds for the distance of a point, say 0, in Hilbert 
space X to a nearby manifold S = {x E X ( f(x) = 0). Here f: X + Y is a differentiable 
mapping such that Of(O) + satisfies typical Kantorovich-like conditions. Analysis in 
the normal space at 0 of 3 = {x E X 1 f(x) =f(O)} gives an upper bound of d(0, S). 
Furthermore the Kantorovich conditions effect S to be locally in a convex cone. 
The distance of 0 to that cone gives a lower bound of d(0, S). 0 1990 Academx PI+ 
IIIC 
1. INTRODUCTION 
The purpose of this paper is to derive bounds, both upper bounds and 
lower bounds, for the distance of a manifold to a nearby point. 
The starting point and main tool in the construction of the bounds is the 
classical Newton-Kantorovich theorem. 
THEOREM 0. [ 21. Let Y, Z be Banach spaces. Let B(0, r) be an open ball 
in Banach space Z and let cp : B(0, r) c Z + Y be Frechet differentiable on 
B(0, r) with 
IIWX) - m(Y)11 G L lb- AL x, y E B(O, r). (1.1) 
Assume that Dq(O)-’ E 9(Z, Y) exists, 
II&e-‘II <A-‘, II~~(0)-‘4$0)11 =PGr, lc:=Ly~P<& 
and 
M:=1(1-JiX)/L<r. (1.2) 
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Then the equation q(s) = 0 has (I solution I E B(0, M) c Z and z IS a unique 
zero of cp in B(0, p , ) c Z, where 
p,=A(l +&-2x)/L. (1.3) 
For the formulation of the distance problem in Section 2 we consider the 
Hilbert spaces X and Y and we investigate f: B(0, Y) c X-+ Y, a Frechet 
differential mapping. We assume that 
and 
(i) A := Of(O) E 9(X, Y) is surjective and (IA + (( d 1- ‘, 
where A + E 9( Y, X) is the right inverse of A, 
(ii) W(x)-W(y)11 GL Ilsv- .vI19 -x, y E NO, r), (1.4) 
(iii) IIA +f(O)ll = 7 <y, (1.5) 
(iv) K=Lylz-‘<i 2, (1.6) 
(v) M:=A(l -JCz$L<r. 
We use the following notation: 
(1.7) 
S={,x~B(O,r)(f(x)=0} (1.8) 
and 
s={x~B(O,r) If(x)=f(O)}. (1.9) 
N1 denotes Ker(A) being the tangent space of 3 in 0. Let N, be the 
orthogonal complement of IV,. 
Analysis in the normal space N, at 0 of 3: leads to an upper bound of 
d(0, S), Theorem 1. The Kantorovich condition (1.6) effects S to be locally 
in a convex cone. Theorem 2 gives the distance of 0 to that cone as a lower 
bound of d(0, S). 
This general approach leads to a manageable method of determining 
sharp error bounds for an approximate solution of an undetermined 
system. An illustration of such an application in the field of differential 
equations is given in Section 3. 
2. BOUNDS FOR d(O,S) 
THEOREM 1. The mapping f: B(0, r) c X -+ Y described in the introduc- 
tion has a zero z in B(0, M) n N, ; z is the unique zero of cp = f 1 N, in 
B( 0, p , ) n N, , where 
p, =A(1 +JF%)/L. (2.1) 
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Proof: The surjectivity of A implies that the restriction A ( N2 is 
bijective. Its inverse is also continuous and equals the right inverse 
A+ =A*(AA*)-’ of A [l]. 
Let cp = f 1 NS. This mapping cp : N, n B(0, r) + Y satisfies the conditions 
of the Newton-Kantorovich theorem 0 formulated above. Hence cp(x) = 0 
has a solution z in B(0, M) n N2 and z is the unique zero of cp in 
B(O>P,)~N,,- I 
LEMMA 1. For the zero z of cp = f 1 N, in B(0, M) n N2 
P := ll‘4l~ P2 (2.2) 
holds, where 
with II = LpA-‘. 
#0*=4-l +$+26)/L, (2.3) 
ProoJ Since Df is Lipschitz continuous on B(0, r) we have 
[If(z) -f(O) - AzI( < $Lfl’ and consequently [3] 
$7’ llA’f(O)ll= llZ+A+(f(z)-f(O)-AZ)11 <p+$Lp2E 
for z = A + AZ as follows from z E R(A*). 
Hence the positive zero p2 of the quadratic function t + $L1-‘t2 + t-y” 
is majorized by fl. That proves (2.3). 1 
Remark. As a consequence of (1.7) we get fi < M < 2~. Hence 
Lfl<2Ly<1. 1 (2.4) 
In the sequel we use the notation 
Jf= (=X1 llxll4, P(x) := W(x) I NI, 
Q(x) := W(x) I N2, XE v, 
LB 
a=-' 
where, as above /I= (Jz(I. 
(2.5) 
(2.6) 
LEMMA 2. Q(x) is regular for x E V and 
IIQ(x)-lW)ll <a, XE v. (2.7) 
Proof. Let XEV and y=y,+y,, Y~EN,, i=l,2. Then Df(x)y= 
P(x)YI+ Q(x)r,. Since P(O)=O, llPxll< IIDf(x)--Df(O)II <L/l, XE V. 
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Similarly /IQ(x)-- Q(O)/1 d /lDf(.u)-Df(O)lJ d L/j’, x E V. Since Q(0) = 
MO), 
ll(Q(~,-Q~~,,Q~~,~lll~LPE.~‘<l 
as follows from p < A4 and (2.4). This implies that 
Qb, = (I+ (Q(x) - Q(O)) Q(O)-‘) Q(O) 
is invertible for each XE V and 
[IQ(x)-'11 < IlQ(O)-'11 (1 -LBi-')-'<(3,-L/l-'. 
Hence [IQ(x)-‘P(x)11 <Lj?(A--L&‘=a. 1 
For shortness we define 
W={x=x,+x,EXICC(IxIII+(/x21/<P,x,~N,,i=1,2} (2.8) 
and with w=w,+w,~X, w,EN,, i=l,2 
K(w)= ((1 --)w,+x* I TE [O, 11, X,ENI, I/~z-W2lI Ga IIWIII 4. 
(2.9) 
The lines along which the proof of Theorem 2 will be given can be 
explained with Fig. 1. 
In Lemma 3 we prove that w  E W n V implies K(w) c Wn V. In 
Lemma 4 indirectly we prove that w  E Wn V implies f(w) # 0. So 
S c I/’ u W and d(0, S) 2 d(0, W). In this manner we get m := d(0, WC) as 
an upper bound for the distance of 0 to the manifold S. 
FIGURE 1 
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LEMMA 3. Zfw=w,+~~~WnVthenK(w)cVnW. 
Proof: Let be x=x1 + X~E K(w). Then there exist E, 7 E [0, 11, and a 
unit vector UEN~ such that x,=(1-7)w, and X,=W,+ECL JIwJ 7~. Thus 
Now g(O)= IJwI(~</?~ and g(l)=(llw,(l +cc (Iw,(I)~<~~~ for WE V and 
w  E W, respectively. So XE V. Similarly we have a llxlll + (Ix2(I < 
aIIw,IJ (l-(1-~)7)+Ijw~I(</?. Thus alsoxE W. 1 
LEMMA 4. The function f has no zero in Wn V. 
Proof. Assume W=W,+W,E WnV, w,EN,, i=l,2, and f(w)=O. 
Define a function G as 
(7,x2)+G(7,x2)=f((l-7)~1+~2), 
-x,EN,, (1 - 71* lIwJ2 + llx2112 < r*. 
Then G(0, w2) = 0 and the derivative D,G(O, w2) of G in (0, w2) with 
respect to x2 equals Q(w). By Lemma 2 Q(w) is regular. According to the 
implicit function theorem there exists a 6 > 0 and a differentiable function 
$:(-6,6)+N,nVsuchthat$(O)=w,andforz~(--6,d)holds 
G(7, ti(7)) = 0, D+(T) = -D,G(T, +(7))-l D,G(7, rcl(7)), 
where D, and D, denote differentiation with respect to 7 and x2, respec- 
tively. Since 
D,G(z,x,)= -P((l-z)w,+x,)w,, D,W, ~2) = Q((l -7) ~1 +x2) 
we have 
llR47)ll G IlQ((l - 7) U’I + $(7))-‘P(U - 7) WI+ ti(7))ll llw~ll 
<a llwlIl, 171 < 4 
as follows from Lemma 2. Consequently 
ll~(7)-w2ll=~~j~Di(~)~~~~Qaliw,ll7, 0<7<6. 
Hence (l-7) wi +$(z)~K(w) if 7~ [0, S)c [0, 11. If zl, 72E [0, 6) then 
Il1,$(7~)--$(72)ll <a I(wilJ lzl -721 which implies, by the Cauchy criterion, 
that ~=lim,t,((l-7)w,+II/(7)) exists in the closed K(w) and thus 
242 M.H. C.PAARDEKOOPER 
R E Vn W as follows from Lemma 3. So the function $ can be prolonged 
and extended until 5 equals 1, i.e., G(l, $(l)) = 0. Thus f($(l)) = 0. That 
means ~($(l)) = 0, with $(l)~ Yn N2 and p =.f ) iVz. This contradicts 
Theorem 1. Hence u’ E W n V implies f(w) # 0. 1. 
THEOREM 2. Let f: B(0, r) c X + Y satisfy the conditions given in the 
introduction and let 
g(z) := z(A/L - 5)(? + (A/L- 2)2)-l’2, 
Then 
0 < z < I/L. (2.10) 
d(0, S) > m := 
andJ1-21c+$(l-2x)<B<ti 
dPz)t o<lc<; 
(2.11) 
andPdmin{K, ,/n+$(l-2rc)}, 
where M and p2 are as given in (1.7) and (2.3), respectively. 
ProoJ With simple computations we find 
d(0, WC) = /I( 1 + a’) -I” = g(B) < 8, 
where a and j3 are given in (2.6) and (2.2), respectively. So 
d(0, S) 3 d(0, w’ u I”) = g(B). 
It is easy to see that z = 41/L is the axis of symmetry of the graph of g. The 
function g increases on (0, $1/L] from 0 until its maximum +A &/L and 
decreases on [$1/L, 1/L) to zero. Since p2 < /I < A4 as we know from 
Theorem 1 and Lemma 1, 
40, S) 2 m := min{ g(p2), g(M)). 
The symmetry of g implies that 
and 
m = g(M) 0 M> in/L and P23AlL-M (2.12) 
m = g(p2) e M < {A/L or (MaiA/Landp,<A/L-M). (2.13) 
With (1.7) we find A42 fA/L iff K > 3 and with (2.3) we get that 
p,>A/L-Miff JiX+$(1-2ic)<ri’ik. Since ic>JiZ%+$(l-ic) 
for K 2 ifi, (2.11) can be concluded. 1 
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COROLLARY. Zf y = 7, i.e., K = 2, then 
(2.14) 
Proof. The two conditions (2.12) and (2.14) lead to the two cases of 
(2.14) with the same means as in the theorem. 1 
3. AN EXAMPLE FROM MODELEVALUATION 
Given y E C’(Z), I= [0, 11. With parameter a E R the residual r, given by 
r,(t) := y’(t) - uy(t) measures how far y fits in differential equation z’ = az. 
We introduce in our model the saving triple x = (a, p, q) E X= 
Lz (I) x L2 (I) x H’(Z), namely such that fU (x) = 0, where 
f,(x)(t)= Y'(t)+?'(t)-(a+a(t))(l?(t)+'l(t))- p(t), tEz. (3.1) 
In (3.1) a is the fluctuation of parameter a, ye is considered to be the obser- 
vational error of y and p is the equational error. The distance d(0, S,), 
where S, = f; ‘(0) c X, measures the adequacy of the model z’ = az; the 
feasible triple (IX, p, q) with minimal norm establishes the optimal distribu- 
tion of the model deviation among parameter fluctuations, observational 
errors and equational errors. On base of Theorems 1 and 2 we derive an 
upper bound A4 and a lower bound m of the minimal feasible triple 
(4 P? r). 
Evidently fu (0) = ro. For A :=Df(0)~ L(X, L,(Z)) we get 
Ax(t)=?‘(t)-uvl(t)-a(t) y(t)-p(t), t E I. (3.2) 
The usual techniques in operator theory lead to A*$ = (ar, pl, ql): a,(t) = 
-Ii/(t) y(t), p1 (t) = -$(t), and vi’(t) - VI(t) = f(t) + 4(t), with q; (0) = 
$(O), q;(l)=$(l). So q,(t)=-(sinhl))‘cosht(uF,+F,)bl/+(aV,+I/,) 
t+b( t), where 
F< II/ = j; cosh( l-r) $(t) dz, Fd= j; sinh( 1 - t) $(r) dz, 
(3.3) 
vcti(t)= j; cosh(t - r) ij(r) dz, VsIL(t) = j; sinh(t - r) ti(r) dz. 
Hence 
AA*+(t) = (-ya, - p1 + d -q,)(t) = (2 + y’(t)) $(t) +X$(t). (3.4) 
In (3.4) the operator X is given by 
X$(t) = (sinh 1 )-‘(a cash t - sinh t)(ul;, + F,)$ + (1 - a2) v,tj( t). (3.5) 
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The symmetric integral kernel of X‘ is 
K(t,t)=(2sinhl)~‘((a’-l)cosh(Jt-t/-l) 
+ (a’ + 1) cosh( t + r - 1) - 2a sinh( t + r - 1)). (3.6) 
With the new variables $(r) = (2 + ~‘(t))‘/‘+(t) and F,(t) = 
(2 + y’(t))“*r,(t) the integral equation in AA*$ = rU transforms into a 
Fredholm equation of the second kind: 
q(t)+J”; R(t, t)&)dt=?,(t), tez, (3.7) 
where&t,z)=(2+y2(t))-1/2K(t,T). Since 1j~+r,11~=ll~*11/11*=(~,~~)we 
obtain 
7 = (II/, ru)‘j2, (3.8) 
where AA*+ = Y,. The bilinearity of f, gives a simple result for the 
Lipschitz continuity of Of,. Let x, = (cx,, pi, q,) E X, i= 1,2, 3. Then 
Il(Df,(x~)--Df,(xz))x,Il = II(~z-~dv, +(12-1&,II 
G m-yl3ll2+ II~2-~3112P2 IlXlIl. 
so 
II~f~(-‘c~)--Df,(x2)II d ll.~2--‘c~Il, .Y*, xj E x. (3.9) 
Hence L= 1. 
For the upper bound A-’ of IIA+JI we consider AA*. Let X$ =I$. 
Then (1 -a’+x)$=@” as follows from differentiation. Consequently 
(a2- 1 -X)/X=cr*, i.e., X=(a*-l)/(l+~‘). If $(t)=c,cosat+c,sinat 
then ci = -am, as follows from easy (but tedious) calculations. Moreover 
(a2a2+ l)sin a=O. Hence a=kx, keZ\{O}, and 2= (a’- l)/(l +k2n2), 
TABLE I 
Computed Bounds for d(0, S,) 
1 0.6429 0.1890 0.7515,,- 1 0.4378,,- 1 0.7350,,- 1 0.7687,,- 1 
2 0.4536 0.2233,0+ 1 0.7136,,- 1 0.8789,,-2 0.7104,,- 1 0.7167,,- 1 
3 0.0000 0.2309,,, + 1 0.8102 0.4751 0.3656 0.1325,,, + 1 
4 0.3154,, + 1 0.6270,0 + 2 0.5915 0.1783 0.5361 0.6565 
5 0.4569 0.1184,,+ 1 0.1199 0.2310,,- 1 0.1185 0.1213 
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k E N. For the lower bound ~(a) of the spectrum of &‘” we find ~(a) = 0 if 
Ial < 1 and ~(a) = (a2 - l)/(l + n’) if \aJ > 1. This results in 
IjA+j) <A-‘=(p(a)+min{2+~~(?) 1 ~EZ)))‘/~. (3.10) 
With 7, L, and L’ in (3.8), (3.9), and (3.10), respectively, we can compute 
the bounds m and M. 
To get insight into the practical meaning of these bounds we give a table 
of results for the following functions y E C’(Z) and the coefficients 
a=(.% JwJ4*. 
1. Yi(t)= 1 +t. 
2. y2(t)= -6t3+5t2-3t-8. 
3. y3(t)=4t2-4t+2. 
4. y4(t) = 250t3 + 62t2 + lot + 3. 
5. y5(t) = 8t3 - 12t2 + 7tt + 5. 
For each of these functions the coefficients a equal (y, y’)/(y, y) giving a 
minimal I, in the sense of the least squares (see Table I). 
All computations were performed on a VAX 8700 computer which has 
an arithmetic precision of approximately 16 decimals. For the approximate 
solution of the integral equation we used the NAG library. It goes without 
saying that this model evaluation technique can be generalized for more 
complex linear control models. Those models have the same bilinearity 
properties as our example. 
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