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UAV-based investigations into the hydrology and
dynamics of the Greenland Ice Sheet
Thomas Russell Chudley
Variation in the rate of meltwater input into the subglacial system of the Green-
land Ice Sheet can force dynamic responses on a range of scales from hourly to
interannual. Observations of the ice sheet dynamic response are commonly made
either through ground-based Global Navigation Satellite System (GNSS) mea-
surements, which can provide continuous and accurate point measurements, or
through satellite remote sensing, which can provide regional-scale observations
but at coarse temporal resolutions. This thesis investigates the potential of Un-
manned Aerial Vehicles (UAVs) to provide intermediate-level observations of the
interactions between ice sheet hydrology and dynamics at a fast-flowing, marine
terminating glacier in West Greenland. I first describe the development of a low-
cost UAV suitable for deriving ice sheet velocity fields from Structure-from-Motion
photogrammetry. In order to geolocate products without using ground control,
image locations are determined directly using an on-board L1 GNSS receiver. I
validate this method, showing that accuracies are sufficient for producing velocity
fields in the ice sheet interior. Next, this method is used, alongside in-situ geo-
physical observations, to characterise the causes and dynamic influence of a rapid
supraglacial lake drainage. I show that rapid drainage can induce a significant dy-
namic response up to 4 km away from the lake itself, and that fracture history can
exert controls on interannual lake drainage behaviour. Finally, I upscale UAV ob-
servations using satellite datasets over a ∼3,000 km2 area, exploring dynamic con-
trols on crevasse hydrology. I find that in compressive mean stress compressive
regimes, crevasses are more likely to display ponding and rapid hydrofracture
than in extensional regimes, where continuous slow drainage is typical. Contin-
ued high-resolution observations are necessary to further identify key controls on
the hydrological influences of Greenland Ice Sheet dynamics.
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Prior to the 21st century, ice sheets were understood to respond to climate change
on scales of 100s–1000s of years. The past two decades have seen this assumption
reassessed as mass losses from the Greenland Ice Sheet (GrIS) have rapidly ac-
celerated (Bevis et al., 2019; King et al., 2018; Mankoff et al., 2019; Meredith et al.,
2019; Mouginot et al., 2019a; Shepherd et al., 2012; Van den Broeke et al., 2016;
Velicogna et al., 2014). Having been close to balance in the early 1990s, mass bal-
ance has transitioned from +31 ± 83 Gt a-1 between 1992–1996 to -247 ± 15 Gt a-1
between 2012–2016 (Bamber et al., 2018). The rate of acceleration of losses from
the GrIS have exceeded other sources of global cryospheric mass loss (Figure 1.1a)
and form an increasing proportion of global mean sea level rise (SLR), rising from
less than 5% of SLR (0.11 mm a-1) in 1993 and more than 25% (0.85 mm a-1) in 2014
(Chen et al., 2017). The ongoing deglaciation of the GrIS has significant potential
consequences for society, as the ice sheet constitutes 2.99 × 106 km3 (2.74 × 106 Gt)
of ice, which, were the volume above floatation were to melt completely, would be
equivalent to 7.42 metres of global sea level rise (Morlighem et al., 2017).
The GrIS can lose mass via either negative surface mass balance (SMB) (i.e. surface
melting) or from dynamic losses, which can be broadly divided into (i) outflow
changes in marine-terminating glaciers; (ii) indirect interactions between SMB
and ice flow via thinning; and (iii) basal lubrication from the interaction of surface
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Fig. 1.1 (a) Cumulative ice sheet mass change, 1992–2016 (Bamber et al., 2018;
IMBIE Team, 2018). (b) Greenland Ice Sheet mass change components. 2000–2016,
from surface mass balance (orange) and dynamic thinning (blue) (King et al., 2018;
Van den Broeke et al., 2016). Uncertainties = 1 standard deviation. Figure from
Meredith et al. (2019).
meltwater with the bed (Church et al., 2013). Approximately 40% of GrIS mass
loss between 1991–2015 can be attributed to these dynamic losses (Van den Broeke
et al., 2016), with a particularly exceptional acceleration in discharge losses be-
tween the early 1990s and mid 2000s (Figure 1.1b; Meredith et al., 2019). Although
Greenland-wide discharge has apparently stabilised since the mid-2000s (Figure
1.1b), this is dominated by slowdown at the largest outlet glaciers, and elsewhere
losses from discharge continue to rise (King et al., 2018).
Whilst our observational understanding of GrIS mass balance continues to im-
prove, there remain key deficiencies in our understanding of the underlying mech-
anisms of the dynamic acceleration of the GrIS, and in particular the coupling
between runoff, subglacial hydrology, and glacier dynamics (‘hydro-dynamic
coupling’). Over 95% of supraglacial melt enters the ice sheet, primarily through
crevasses or moulins opened by supraglacial lake drainage events (Koziol et al.,
2017). Once water has been routed to the subglacial system, ice dynamics can be
influenced by altering the effective pressure at the bed (Schoof, 2010), modifying
the connectivity and efficiency of the subglacial system (Cowton et al., 2016), and,
in the longer term, warming the ice via cryo-hydrologic warming (Phillips et al.,
2010). At first thought to be a strictly positive feedback whereby enhanced meltwa-
ter production results in a corresponding ice sheet acceleration, further research
has shown that complementary negative feedback mechanisms exist that offset
ice acceleration and have even been found even to result in a net slowdown on
annual to interannual timescales (Sole et al., 2013; Sundal et al., 2011; Tedstone
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et al., 2015). The interaction of positive and negative feedbacks is complex, and as
a result modelling the long-term impact of increased meltwater production is chal-
lenging. Indeed, in 2013, the Intergovernmental Panel on Climate Change (IPCC)
Fifth Assessment Report excluded the interaction of hydrology and dynamics en-
tirely from modelling efforts, making the assumption that hydological positive
and negative feedbacks will cancel out, resulting in an insignificant contribution
to sea level rise from this process over the next century (Church et al., 2013). In
the more recent IPCC Special Report on Oceans and Cryosphere, the modelled
effects of of meltwater on ice dynamics are still assessed to be small (Oppenheimer
et al., 2019). However, in recent years, research has highlighted further unresolved
questions regarding the hydrology of the GrIS, including the implications of melt-
water delivery at higher elevations of the ice sheet (Doyle et al., 2014; Poinar et al.,
2019), the significance of cryo-hydrologic warming (Lüthi et al., 2015; Poinar et al.,
2017a), and the role that hydrology plays at tidewater glaciers (Bevan et al., 2015;
King et al., 2018). The last question is particularly pertinent in discussions of dy-
namic mass loss from the GrIS, as the majority of investigations into GrIS hydrol-
ogy have been performed in land-terminating environments, and the extent to
which knowledge derived from them can be applied to marine-terminating en-
vironments is unclear (Nienow et al., 2017). Hence, it is imperative to develop a
better understanding of hydro-dynamic coupling in marine-terminating sectors,
in order to improve our understanding and numerical modelling of the extent to
which dynamic losses from the GrIS will contribute to SLR in the 21st century and
beyond.
Concurrent with advances in our understanding of GrIS hydrology, the past
decade has seen the maturation of Uncrewed Aerial Vehicles (UAVs) as a plat-
form for aerial remote sensing in glaciology (Bhardwaj et al., 2016), in particular
through the use of Structure-from-Motion with Multi-View Stereo (SfM-MVS)
photogrammetry to reconstruct detailed 3-dimensional surface models from over-
lapping sequential imagery (Westoby et al., 2012). UAVs provide an accessible,
customisable, and flexible option to obtain 3-D observations at high spatial and
temporal resolutions. Detailed surface observations obained from UAVs have been
integrated into studies of ice sheet and glacier hydrology (Kraaijenbrink et al.,
2016b; Rippin et al., 2015; Smith et al., 2017), whilst accurate repeat observations
allow for glacier velocity fields to be obtained from feature-tracking methods, re-
sulting in further applications in studies of glacier dynamics (Jouvet et al., 2017,
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2019; Kraaijenbrink et al., 2016a; Ryan et al., 2015; Seier et al., 2017; Wigmore and
Mark, 2017). However, the geospatial accuracy necessary to derive ice velocity
is difficult to achieve at marine-terminating glaciers, as the creation and mainte-
nance of dense networks of ground control points (GCPs) necessary to geolocate
photogrammetric models (Seier et al., 2017) is logistically challenging due to the
widespread prevalence of crevasses and the rapid advection of in-situ GCPs. Lim-
itations on the production of glacier velocity fields mean that previous studies
examining the interior of the ice sheet have focussed on non-dynamic glaciolog-
ical questions, such as those relating to surface hydrology or albedo (Cook et al.,
2020; Ryan et al., 2017, 2018; Smith et al., 2017). However, recent developments
in methods and software supporting alternative geolocation techniques, along-
side continuing reductions in the price and accessibility of low-cost carrier-phase
global navigation satellite system (GNSS) receivers, have allowed for the popu-
larisation of alternative geolocation method known as GNSS-supported Aerial
Triangulation (GNSS-AT), or ‘direct geolocation’, whereby georeferencing is per-
formed via the accurate geolocation of individual aerial photographs (Benassi
et al., 2017; Fazeli et al., 2016; Hugenholtz et al., 2016). This method is beginning
to emerge in applications in the broader geosciences (Strick et al., 2018; van der
Sluijs et al., 2018), and is ripe for adaptation to a glaciological context.
1.2 Aims & Objectives
The research gaps outlined above have motivated the primary aim of this the-
sis, which is to develop and explore the potential of UAVs to gain further un-
derstanding of the relationship between the hydrology and ice dynamics at a
marine-terminating sector of the GrIS. As such, this thesis has two primary aims:
the first is to develop a workable method to derive accurate velocity data from
UAV imagery whilst working within the practical restrictions of an ice sheet en-
vironment; the second is to apply this method to further our understanding of
hydro-dynamic coupling in marine-terminating sectors of the Greenland ice sheet.
Three primary objectives are outlined following these aims:
1. Develop and validate a low-cost method for UAV-derived photogrammetry
able to produce, without the use of GCP networks, photogrammetric prod-
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ucts of a suitable accuracy to derive short-term (∼daily) velocity fields of the
ice sheet interior. This work is presented in Chapter 3.
2. Use the UAVs and methodology developed from objective (1), alongside
in-situ geophysical data, to investigate supraglacial lake drainages and asso-
ciated subglacial hydrological pathways. This work is presented in Chapter
4.
3. Use the UAVs and methodology developed from objective (1), alongside
satellite remote sensing data, to characterise the dynamic controls on melt-
water delivery to the bed from water-filled crevasses. This work is presented
in Chapter 5.
1.3 Work presented in this thesis
This thesis consists of six chapters, including this introduction:
Chapter 1 frames the underlying motivations and introduces the key objectives
of the thesis.
Chapter 2 the current state of the knowledge regarding the hydrology and dy-
namics of the Greenland Ice Sheet, and the methods used to study them. It
also introduces the principles of SfM-MVS photogrammetry and the current
state of the art of UAV applications in glaciology.
Chapter 3 describes the development of a UAV platform suitable for inferring ice
sheet dynamics, and applies and validates the method in an outlet glacier
environment.
Chapter 4 applies the method, along with ground-based geophysical instrumen-
tation, to the study of the dynamic impacts of a rapidly draining supraglacial
lake.
Chapter 5 explores the integration of UAV and satellite data to investigate the
relationship between crevasse hydrology and surface stress.
Chapter 6 summarises and synthesises the developments described in the thesis,
and highlights possible avenues for future research.
6 Introduction
1.4 Publications resulting from this thesis
The material in chapters 3 and 4 of this thesis have been published (Chudley et al.,
2019a,b), and the material in chapter 5 is under peer review. The co-authors of
these publications provided research oversight, methodological guidance, raw
primary data (e.g. GPS base station data), and processed supporting data (e.g.
seismic data and hydrological flow routing). All of the analysis and manuscript
writing was undertaken by the the thesis author, with co-authors providing feed-
back. Named co-authors, and their contributions to the research, are identified in
the author-contribution statements at the beginnings of each respective chapter
and the ends of the published papers.
Chapter 2
Background
The purpose of this chapter is to briefly introduce the background and most re-
cent literature necessary to understand the context of the following chapters. It
is divided into two main sections: the first summarises the state of knowledge on
the interaction between the hydrology and dynamics of the Greenland Ice Sheet;
and the second introduces UAVs and Structure-from-Motion photogrammetry as a
method to study glacier and ice sheet dynamics.
2.1 The hydrology and dynamics of the Greenland
Ice Sheet
2.1.1 Supraglacial hydrology
Following the onset of the industrial era, air temperatures have been trending
upwards in Greenland since the 1830s (Trusel et al., 2018), experiencing a step
acceleration in the 1990s (Box, 2013; Trusel et al., 2018; Van Angelen et al., 2014).
High temperatures have resulted in a consequential increase in the frequency, du-
ration, and intensity of melt events (Box, 2013; Fettweis et al., 2017; Meredith et al.,
2019; Noël et al., 2017; Trusel et al., 2018), with 1994–2013 runoff being 33% (50%)
higher than the mean for the 20th (18th) century (Trusel et al., 2018). In particular,
2003–2013 marked a particularly intense period of surface melt, aided by large-
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Fig. 2.1 Conceptual model of Greenland hydrology. (a) Hydrological pathways,
from accumulation zone to proglacial environment, in a land-terminating system.
(b) Differences at the calving front for a marine-terminating glacier. Figure from
Chu (2014).
scale atmospheric variations such as a negative summer phase North Atlantic
Oscillation (NAO) index (Bevis et al., 2019; Van Angelen et al., 2014) and high sum-
mer Greenland Blocking Index (Hanna et al., 2016), culminating in a record 2012
melt season where, at its peak, as much as 98.6% of the entire ice sheet surface was
found to have experienced surface melt (Hanna et al., 2014; Nghiem et al., 2012).
Of this surface melt, a majority of runoff is routed to the bed of the ice sheet
(Smith et al., 2017) through a variety of access points to the englacial system (Fig-
ure 2.1) including crevasses (Colgan et al., 2011; McGrath et al., 2011), supraglacial
lake drainage events (Das et al., 2008; Doyle et al., 2013; Stevens et al., 2015), and
the moulins they form (Catania and Neumann, 2010; Hoffman et al., 2018). For
a representative area of West Greenland, modelling has estimated that over 95%
of surface runoff enters the ice sheet during a typical melt season: 47% through
crevasses, 3% through direct lake drainage, 21% through the moulins subse-
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quently opened by lake drainages, and 15% through moulins already existing or
opened by other means (Koziol et al., 2017). An elevation bias occurs within this
distribution, with crevasses more likely to drain runoff at lower elevations (Clason
et al., 2015; Koziol et al., 2017). At higher elevations, some temporary storage may
also occur at the ice sheet surface (Cooper et al., 2018) and in firn aquifers (Forster
et al., 2014; Koenig et al., 2014), although the total capability of these systems may
be limited as warming continues (MacFerrin et al., 2019; Machguth et al., 2016).
Supraglacial Lakes
Over 2000 lakes form across the GrIS every summer (Selmes et al., 2011) as runoff
collects within topographic depressions on the ice-sheet surface. Following early
work from aerial imagery by Echelmeyer et al. (1991), a proliferation of remote
sensing studies have characterised lake formation across the GrIS. Many of these
studies are focussed in the west and south-west of the ice sheet (Cooley and
Christoffersen, 2017; Fitzpatrick et al., 2014; Morriss et al., 2013; Williamson et al.,
2017, 2018a), although studies in other locations (Gledhill and Williamson, 2018;
Macdonald et al., 2018), as well as GrIS-wide studies (Selmes et al., 2011, 2013), are
becoming more common. As topographic depressions are controlled by bedrock
topography, lakes form in the same place year after year, allowing for their inter-
annual response to climate change to be characterised. In response to increases
in surface temperature and a rising equilibrium line altitude, lakes have been ad-
vancing further inland over the observational satellite record, particularly in the
post-2000 period (Gledhill and Williamson, 2018; Howat et al., 2013), as well as
becoming larger in area and draining in greater abundance (Cooley and Christof-
fersen, 2017). These trends are predicted to continue into the future, with Leeson
et al. (2015) modelling that, in southwest Greenland, lakes may appear another
110 km inland by 2060 under an extreme (RCP 8.5) climate change scenario, which
is representative of current trends. Ignéczi et al. (2016) further showed a 174%
increase in total lake volume across the GrIS by 2070–2099 relative to 1980–2009
under the RCP 8.5 scenario.
Many lakes on the ice sheet drain ‘rapidly’ (on the scale of ∼hours), whereby a
surface-to-bed connection is opened via a hydraulically-driven fracture mech-
anism termed hydrofracture (Das et al., 2008; Krawczynski et al., 2009; van der
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Veen, 2007). Satellite observations have shown that 28-45% of supraglacial lakes
drain rapidly (Cooley and Christoffersen, 2017; Fitzpatrick et al., 2014), although
lakes that exhibit rapid drainage behaviour do so in fewer than half of years (Mor-
riss et al., 2013; Selmes et al., 2013). However, there is uncertainty surrounding
the exact factors controlling hydrofracture, and the timing of hydrofracture is
seemingly stochastic. Although water volume-based thresholds are often used to
predict lake drainge in modelling studies (e.g. Arnold et al., 2014; Banwell et al.,
2016), analysis has failed to support the hypothesis that the drainage of lakes can
be explained by any critical thresholds relating to lake hydrology (depth, volume,
or morphology), glaciological setting (hypsometry, velocity, or strain) or meteoro-
logical conditions (Fitzpatrick et al., 2014; Williamson et al., 2018b). Field-based
studies have observed lake drainages to exploit pre-existing moulins (Doyle et al.,
2013; Stevens et al., 2015), suggesting that water entering the subglacial system
from an overtopping lake via a previously-existing surface-to-bed connection
may be able to trigger hydrofracture by inducing localised acceleration (as a ‘pre-
cursor event’) and hence a transient extensional flow regime (Alley et al., 2005;
Stevens et al., 2015). Meanwhile, Christoffersen et al. (2018) propose that lake
drainages may be able to induce transient extensional flow sufficient to act as pre-
cursor events from as far as 80 km, allowing for cascading chain reaction of lake
drainages.
Rapid supraglacial lake drainages have remained an important consideration for
GrIS hydro-dynamic coupling (Section 2.1.2) despite directly draining only 3%
of total runoff in rapid drainage events (Koziol et al., 2017). This is because lake-
induced hydrofracture forms the majority of moulins (Hoffman et al., 2018) which
can go on to efficiently deliver runoff to the bed (Koziol et al., 2017; McGrath et al.,
2011) for weeks to years (Catania and Neumann, 2010), strongly affecting the de-
velopment of subglacial drainage systems (Banwell et al., 2016). However, not all
supraglacial lakes drain rapidly via hydrofracture. Some drain ‘slowly’ (on a scale
of ∼days) into pre-existing moulins outside of the basin via lake overtopping and
resultant incision of a supraglacial outlet channel (Clason et al., 2015; Kingslake
et al., 2015; Koziol et al., 2017; Tedesco et al., 2013). Additionally, lakes that remain
at the end of the melt season will become buried or freeze, persisting through the
winter (Koenig et al., 2015; Law et al., 2020; Miles et al., 2017; Selmes et al., 2013),
although the total proportion of meltwater that refreezes in this way is estimated
to be small (Koziol et al., 2017).
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Crevasses
Despite accounting for 47% of surface runoff drainage (Koziol et al., 2017), the
means by which water is routed to the bed through crevasses has received far
less study than for supraglacial lakes, which account for only 27% of drainage.
Crevasses were largely ignored in models of GrIS surface hydrology (Arnold
et al., 2014; Banwell et al., 2013) until recently (Clason et al., 2015; Koziol et al.,
2017). The fundamental principle of hydrofracture remains the same as for lake
drainage, and indeed, was considered for water-filled crevasses before lakes were
widely studied (Van der Veen, 1998; Weertman, 1973). However, several aspects of
crevasses mark them as hydrologically distinct from lake drainages and moulins.
Many studies, supported by observations from mountain glaciers (Fountain et al.,
2005), consider crevasses to continuously, but inefficiently, route water to the sub-
glacial system (Colgan et al., 2011; McGrath et al., 2011). In contrast, water-filled
crevasse systems have also been observed to undergo episodic discrete drainage
(Cavanagh et al., 2017; Lampkin et al., 2013) in a way analogous to supraglacial
lakes. These assumptions are mutually exclusive, and both contrasting views have
been incorporated into the two state-of-the-art models of regional surface hydrol-
ogy that incorporate crevasse systems (Clason et al., 2015; Koziol et al., 2017). As
the efficiency of meltwater delivery to the subglacial system has consequences for
subglacial hydrology (Section 2.1.2), understanding conditions under which these
two contrasting mechanisms are representative of GrIS crevasse hydrology is key
to accurately representing crevasses in models needed to estimate future rates of
sea level rise.
2.1.2 Subglacial hydrology and hydro-dynamic coupling
Physical principles and conceptual models
Glacier motion, driven principally by gravitational driving stress, is composed
of three processes: the deformation of the ice column due to the visco-elastic na-
ture of ice, the sliding of the glacier across the underlying bed, and, where the
bed is composed of unconsolidated sediment, by basal deformation (Cuffey and
Paterson, 2010). The generation of surface melt, and subsequent routing to the
subglacial environment, has the potential to modulate all three of these dynamic
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processes. Much of our understanding of subglacial hydrology that is outlined
in this section has been derived from initial studies of valley glaciers (e.g. Kamb,
1987; Nienow et al., 1998; Sharp et al., 1993). However, several studies have shown
that, at least at the southwestern margins of the GrIS where water inputs are large,
the seasonal hydrology of the GrIS can be understood in terms of the same concep-
tual model (Andrews et al., 2014; Bartholomew et al., 2010, 2012; Chandler et al.,
2013).
Routing of water to the ice-bed interface can affect basal motion for both hard and
soft beds, as increased basal water pressure results in reduced effective pressure
(defined as ice overburden minus basal water pressure). In hard beds, this results
in hydraulic ice-bed seperation (‘hydraulic jacking’), which results in increased ice
velocity via reduced basal friction. In soft beds, increased pore water pressure in
the subglacial sediment results in sediment weakening, and as a result increased
basal deformation. Hence, regardless of bed type, as the effective pressure drops,
ice velocity is expected to increase. The relationship between water input and ef-
fective pressure is, however, modulated by the state of the subglacial hydrological
system. These states can be broadly divided into two modes. The first group are
referred to as distributed, or inefficient, systems. In these systems – which can in-
clude groundwater flow, sheet flow, or, at hard beds, subglacial cavities occurring
on the lee side of bedrock topography (Figure 2.2a; Fountain and Walder, 1998) –
water flux is slow and inputs cannot be evacuated efficiently. As such, ice creep
closure of cavities results in increased water pressure and prevents the closure of
distributed drainage networks, whilst increased discharge into the system results
in increased water pressures (Figure 2.2c). Alternatively, in channelised, or effi-
cient, systems, conduits can be carved upwards into the ice (Röthlisberger, 1972)
or downwards into bedrock or sediments (Nye, 1976) that efficiently transport
water towards the ice margins. These channels are maintained by viscous dissi-
pation (i.e. frictional heating in the water), either melting of the ice of the channel
wall (Figure 2.2b) or eroding the soft sediment of the channel bed. This process
allows efficient systems to accommodate increases in discharge by expanding their
cross-sectional area, maintaining high effective pressure at high rates of discharge.
As water supply into a distributed system increases, the system can switch into a
channelised system at a critical discharge threshold (Figure 2.2c) as an oversupply
of water begins to drive the form efficient pathways. This is a positive feedback,
as channelisation reduces local water pressure, meaning that more water will en-





























Fig. 2.2 Physics of (a) cavities and (b) channels. (c) Relationship between steady-
state discharge and effective pressure, with the point at which a conduit becomes
a channel marked with a white circle. Figure adapted from Schoof (2010).
ter the channel from surrounding zones of high basal water pressure along the
pressure gradient. In contrast, a reduction in discharge means that channel sizes
cannot be sustained, and eventually will result in the collapse of a channelised
drainage system back into a distributed form. The ability for an inefficient sub-
glacial system to accommodate a sustained increase in water flux by transitioning
to an efficient system means that ice acceleration is largely forced by short-term
spikes in water pressure, such as from diurnal melt cycles, rainfall events, and
lake drainages (Schoof, 2010). At land-terminating ice sheet margins, sustained
increases in supply have been shown to result in the development of an efficient
channelised system (Andrews et al., 2018), leading to a net increase in effective
pressure.
The principles outlined above underlie the common conceptual model of the sea-
sonal cycle of hydro-dynamics that occur at the temperate beds of glaciers (Hub-
bard and Nienow, 1997; Nienow et al., 1998) and ice sheets (Andrews et al., 2018;
Bartholomew et al., 2010; Palmer et al., 2011; Sole et al., 2011). According to this
model, at the beginning of the melt season, water is contained in the subglacial
system (Chu et al., 2016) in an inefficient, distributed state. As the melt season
begins, water enters the subglacial system but cannot be evacuated efficiently due
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to the low water flux, initiating a high-pressure state that induces higher ice veloc-
ities (Bartholomew et al., 2012; Meierbachtol et al., 2016). This is often referred to
as the ‘spring event’ (Mair et al., 2001). High daily melt rates in the early ablation
season may induce accelerations of as much as 50-200% of the background winter
velocities in this period (Joughin et al., 2013; Palmer et al., 2011). However, this
high-pressure state is not sustained, as the development of an efficient drainage
system acts to evacuate water from the system and increase effective pressure, al-
lowing further melt supply to be accommodated in the system (Chandler et al.,
2013; Sundal et al., 2011).
A longer-term way in which water can alter the flow of an ice sheet is cryo-hydrologic
warming. The rate factor in the Nye-Glen flow law has a strong temperature de-
pendency (Cuffey and Paterson, 2010), and as such an increase in ice temperature
has the ability to reduce ice viscosity and thus lead to faster ice flow on the or-
der of years–decades. Phillips et al. (2013b, 2010) proposed that large quantities
of meltwater delivering latent heat to the englacial or subglacial system could
explain ice flow rates that exceed model predictions in certain sectors of the GrIS.
Long-term implications for GrIS dynamics
Early concerns over the potential long-term (inter-annual – decadal) effects of in-
creased meltwater supply were raised by Zwally et al. (2002), who were the first
to use GPS records to identify seasonal acceleration in the west GrIS in response
to summer melting, sparking a research focus that has lasted nearly two decades.
In the intervening time, a better understanding has been gained of this impact
on a variety of scales, from hourly to interannual. Although short-term acceler-
ations are observed in response to impulses of runoff delivery to the bed, such
as following supraglacial lake drainage events (Das et al., 2008; Doyle et al., 2013;
Stevens et al., 2015) or rainfall events (Doyle et al., 2015; Tedstone et al., 2013), in
the long-term studies have appeared to show that, at least at land-terminating
margins, rising summer melt on the GrIS since the 1990s has been associated with
a net slowdown in ice velocities (Tedstone et al., 2015; Williams et al., 2020). For
reasons described above, this slowdown in ice velocities appears to be a consistent
feature of the GrIS melt season at the margins (up to 30–40 km inland) of the land-
terminating ice sheet (Andrews et al., 2018; Cowton et al., 2016; Van de Wal et al.,












































































(a) (b)Warm Year Cool Year
Fig. 2.3 Seasonal ice velocities and surface runoff in (a) warm and (b) cool years,
from Sundal et al. (2011).
2015) as transition to an efficient, channelised drainage system occurs (Chandler
et al., 2013; Cowton et al., 2013). It is thought that on an inter-annual scale, an in-
creasing melt supply will further enhance the late-season negative feedback and
result in slow annual velocities (Figure 2.3), either by forcing an earlier transition
to an efficient system (Sundal et al., 2011) or by slowing winter velocities via a
reduction in the volume of water stored subglacially overwinter (Sole et al., 2013).
As a result of these negative feedbacks, in 2013 the IPCC Fifth Assessment Report
concluded that basal lubrication will make an insignificant contribution to sea
level rise over the next century, with positive and negative feedbacks cancelling
out. As a result, the process was excluded entirely from subsequent modelling
efforts (Church et al., 2013). In the time since this report, however, it has become
clear there are major unresolved questions regarding Greenland hydro-dynamics
that require answers before the net impact of a changing hydrology on GrIS dy-
namics can be properly predicted and numerically modelled (Nienow et al., 2017).
One unresolved factor is the significance of cryo-hydrologic warming on ice sheet
acceleration (Phillips et al., 2013b, 2010). Borehole temperature profiles have found
warmer temperatures than would reasonably occur from heat diffusion and dissi-
pation alone (Harrington et al., 2015; Lüthi et al., 2015), which is thought to occur
due the latent heat released during the englacial refreezing of meltwater. How-
ever, the extent to which cryo-hydrologic warming may be able to influence ice
velocities has been questioned. At the rates of warming calculated, >60% of ice in
Greenland flows too quickly through the ablation zone for cryo-hydrologic warm-
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ing to be significant (Poinar et al., 2015), and modelling studies for west Greenland
have estimated that a 10 °C increase in ice temperature at 300 m depth results in
only a 10 m a-1 increase in ice velocity (Poinar et al., 2017a). In contrast, Colgan
et al. (2011) have argued that an increase in coverage of crevasses may facilitate
cryo-hydrologic warming, as warming is sensitive to the mean spacing of hydro-
logic pathways. Studies of cryo-hydrologic warming are uncommon, and it is still
plausible that the mechanism may have long-term consequences for ice dynamics.
The other unresolved factor is the extent to which observations of long term
hydro-dynamic decelerations are applicable away from land-terminating ice
sheet margins. Observations have shown that at inland sites, where the ice sheet is
thicker, accelerations can be sustained further into the melt season (Bartholomew
et al., 2012; Van de Wal et al., 2015) and, in contrast to the margins, can be en-
hanced during warmer years as opposed to cooler years (Doyle et al., 2014; Sole
et al., 2013), potentially due to: (i) thicker ice limiting the development of chan-
nelised systems due to greater ice creep closure; or (ii) a flatter inland surface,
which reduces the hydraulic gradient and lowers the subglacial water flux, po-
tentially hindering channel growth and formation. Faster winter flow was also
observed by Doyle et al. (2014), possibly related to summer meltwater input de-
coupling frozen sticky spots or warming basal ice. In addition, firn aquifers have
recently been found to be exploiting crevasses to transfer water to the bed inland
of Helheim Glacier at ∼1500 m a.s.l. (Poinar et al., 2017b), with modelling results
showing a consequential raising of inland subglacial water pressure (Poinar et al.,
2019). Hydrological influence may further be enhanced if the expansion of lakes
inland (Ignéczi et al., 2016; Leeson et al., 2015) is also associated with ongoing
rapid lake drainage. Poinar et al. (2015) argued that low surface strain inland
may limit the ability of crevasses to hydrofracture to the bed, but other studies
have found that rapid drainage is relatively insensitive to elevation (Cooley and
Christoffersen, 2017) and that rapid lake drainages can induce transient tensile
stresses sufficient to induce further hydrofracture as far as 80 km away (Christof-
fersen et al., 2018). These studies only consider supraglacial lake drainage, as
parallel relationships between dynamics and crevasse hydrology have yet to be
explored. Regardless, it might be expected that ongoing net deceleration at the
land-terminating margins may have to be considered alongside net acceleration
further inland at land-terminating sectors (Davison et al., 2019). The extent to
2.1 The hydrology and dynamics of the Greenland Ice Sheet 17
which these understandings can be applied at marine-terminating margins is even
less clear (Nienow et al., 2017): this is the focus of the next section.
2.1.3 Marine-terminating outlet glaciers
Significance and dynamic controls
Marine-terminating (or tidewater) outlet glaciers act to drain ice from the ice sheet
interior, losing mass to the ocean environment via calving and submarine melt-
ing. Particularly common in the northwest and south-east of the ice sheet, the
GrIS contains approximately 276 fast-flowing (>100 m a-1) outlet glaciers (Mankoff
et al., 2019), with wide variability in parameters such as size, discharge, and recent
velocity response (Moon et al., 2012, 2014). Discharge from marine terminating
outlet glaciers contributed 66% of the total GrIS mass loss (9.1 mm of SLR) be-
tween 1972–2018, increasing by 18% over the time period (Mouginot et al., 2019a).
Recently, a combination of accelerating SMB losses and a halt in the acceleration of
discharge losses since the mid-2000s (Figure 1.1b) has meant that SMB has come
to dominate, with discharge contributing only 40% of total GrIS mass loss be-
tween 1991–2015 (Van den Broeke et al., 2016). However, this apparent stabilisa-
tion is dominated by slowdown and thinning at the four largest outlet glaciers,
and across the rest of the ice sheet, losses from discharge continue to accelerate
(King et al., 2018).
Influences on outlet glacier discharge can be broadly divided into oceanic and
atmospheric (i.e. surface melt and its effect on subglacial hydrology controls).
Initial rapid acceleration in discharge and retreat of marine-terminating glaciers
was likely driven by oceanic influence from warm waters entering fjord systems
(Seale et al., 2011; Straneo et al., 2010), modulated by local factors to introduce
high heterogeneity in glacier response (Enderlin et al., 2014; Felikson et al., 2017;
King et al., 2018; Moon et al., 2012). Once ocean-induced changes at the calving
front occur, they can induce dynamic thinning far inland (Bondzio et al., 2017; Fe-
likson et al., 2017; Nick et al., 2009). This secondary mass loss is so significant that
it likely outweighs that directly resulting from the retreat of the calving front, with
>75% of total mass loss coming from long-term feedbacks (Price et al., 2011). As
such, it is clear that oceanic controls have significant and long-term influences on
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the behaviour of marine-terminating outlet glaciers in Greenland. Given the mag-
nitude of this oceanic influence, the relative importance of atmospheric influences
in the marine-terminating sector has been questioned (Nick et al., 2009). Further-
more, it has been suggested that basal friction supports very little of the driving
stress beneath Greenland’s fastest flowing glaciers (Shapero et al., 2016), so veloc-
ity response from variability in basal water pressures may be limited. Even the
long-term influence from cryo-hydrologic warming has been questioned, as in fast-
flowing areas, rapid advection through the ablation zone reduces the timescales
over which latent heat can be delivered to the bed (Poinar et al., 2015).
Hydrology and dynamics at marine-terminating outlet glaciers
More recent work has suggested that atmospheric influences still play an impor-
tant role in the future response of marine-terminating outlet glaciers. Indeed, even
oceanic influence has been found to be strongly modulated by runoff, as melt-
water emerges at the front in the form of plumes that can control both calving
and submarine melt mechanisms. They have been found to impact both the lo-
cation, style, and rate of calving (Chauche et al., 2014; Fried et al., 2018) as well
as the rate of submarine melting (Cowton et al., 2015; Slater et al., 2018, 2016).
As well as modulating frontal dynamics, there is good evidence that changes in
the subglacial system still impact seasonal dynamics. Howat et al. (2010) found
that, for five out of six studied marine-terminating glaciers in west Greenland,
seasonal accelerations 4–6 km from the calving front indicated the effects of sub-
glacial drainage system evolution and not variations in front position – findings
that have been replicated in further remote sensing studies (Moon et al., 2014;
Rathmann et al., 2017). Csatho et al. (2014) found, with laser altimetry, rapid thick-
ening since ∼2005 that occurred too far into the interior to be explained by inland
propagation of ocean-driven processes. Even near the calving front, Bevan et al.
(2015) attributed dynamic thinning at Helheim Glacier between 2011–2014 to
melt-induced acceleration rather than oceanic influence. Most recently, King et al.
(2018) found that GrIS-wide discharge reaches a seasonal maximum 13 ± 9 days
after the fastest increase in runoff, which is similar to a previously estimated 18-
day average residence time for water in the subglacial environment (Van Angelen
et al., 2014). This suggests that discharge may peak around the time that maxi-
mum pressurisation of the subglacial drainage system might be expected. Even
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so, total discharge losses do not correlate with either the seasonal maximum nor
seasonally integrated runoff, suggesting that more complex mechanisms underlie
these relationships.
The biggest weakness in our understanding of the hydrology of marine-terminating
glaciers arguably lies in the extent to which we can apply processes occurring in
the land-terminating margins, from where much of our understanding is derived,
to that of the less-studied marine-terminating margin (Flowers, 2018; Nienow
et al., 2017). In contrast to land-terminating margins, it may be easier for high
basal water pressures to be maintained at marine-terminating margins: near
the calving front, the hydrological system will remain continually pressured
as it meets the ocean, and, as occurs during the active phase of surging glaciers
(Kamb, 1987), a channelised drainage system may be difficult to maintain at high
rates of basal sliding (Nienow et al., 2017). Few have been able to supplement un-
derstanding gained from remotely sensed data and numerical modelling with
field-based measurements (Catania et al., 2020). Fieldwork at marine-terminating
outlet glaciers introduces additional logistical challenges: crevasse fields are ex-
tensive, limiting the operational zones suitable for surface geophysics, and the
longevity of borehole instrumentation is limited by high strain rates. Although
some studies exist across the GrIS, studies of the glacier bed from fast-flowing
(>100 m a-1) glaciers remain limited to a few boreholes at Jakobshavn Isbræ (Funk
et al., 1994; Iken et al., 1993; Lüthi et al., 2002), with some supporting data from
slower-flowing, but still marine-terminating, sectors (Walter et al., 2014). Most
recently, a series of integrated geophysical datasets from Store Glacier have been
published, which, given the relevance to this thesis, are focussed on here.
Primary instrumentation at Store Glacier included active seismic surveys (Hofst-
ede et al., 2018), borehole instrumentation (Doyle et al., 2018), and autonomous
phase-sensitive radio echo sounding (Young et al., 2019). These studies build up
a picture of the basal environment where fast flow is divided between an ∼80 m
layer of easily deformable anisotropic ice below the Holocene-Wisconsin tran-
sition, explaining 29–37% of the observed surface velocity, underlain by a thick
(∼45 m) layer of unconsolidated sediments whose deformation explains 63–71%
of the ice velocity (Doyle et al., 2018; Hofstede et al., 2018). Boreholes drained
rapidly upon reaching the bed, indicating a connection to an active subglacial
hydrologic system (Doyle et al., 2018). Diurnal variability in subglacial water
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pressure and surface velocity are indicative of surface runoff accessing the bed.
Distinct peaks in velocity were reached on days following peak surface ablation
rates, and occurred coincident with peaks in uplift rate, indicative of hydraulic ice-
bed separation. Small (<0.5%) variations in effective pressure (which was typically
low, between 2–10% of overburden) were associated with accelerations in surface
velocities of 6–81%. This is significant, although proportionally less sensitive to
runoff input than observed at land-terminating sectors (e.g. >100% recorded by
Bartholomew et al., 2010). However, in contrast to land-terminating observations,
no evidence was found for additional slowdown following high-velocity events.
Given the observational evidence, the system was interpreted to be likely ineffi-
cient in nature, with water flowing through (and possibly above) a thick subglacial
sediment layer maintained by, and facilitating, fast glacier flow (Doyle et al., 2018).
However, seismic reflectivity was highly variable across scales of ∼100s of metres,
likely representing transitions between water stored in the pore spaces of the un-
consolidated till layer and a second system where unconsolidated till is absent and
water exists at the ice-bed interface (Hofstede et al., 2018). This suggests not only
that basal slipperiness is highly heterogeneous, but that on the scale of hundreds
of metres, Coulomb-type plastic flow of basil till can exist alongside Weertman-
type basal sliding.
The apparently high spatial heterogeneity of subglacial behaviour highlights a
gap in spatial scales that existing methods use to observe and understand hydro-
dynamic behaviour. Boreholes and other in-situ geophysics are highly effective at
building a detailed and continuous dataset of behaviour, but by their nature are
‘point data’ that have limited effectiveness at assessing spatial heterogeneity, espe-
cially in marine-terminating environments where additional logistical challenges
are introduced to instrumentation. At the other end of the observational spectrum,
remote sensing methods can be used to assess regional change, but it is rare (and
often opportunistic) that these observation have the ability to observe short term
(<∼days) and localised (∼100s m) accelerations (Joughin et al., 2013; Palmer et al.,
2011). This motivates the development of new observational methods that can
gain high-resolution understandings of ice dynamics whilst working around field
risks in highly crevassed marine-terminating glaciers.
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2.2 UAVs and SfM-MVS photogrammetry for assess-
ing glacier motion
Photogrammetry, as relevant to the geosciences, is the process of obtaining geo-
metric properties of objects from photographs. It is arguably the oldest form of
remote sensing, and in the most basic form can be as simple as measuring the dis-
tance between two points in a single image of a known scale. In contemporary
usage most references to photogrammetry refer to stereophotogrammetry, whereby
3-D coordinates of points in a scene are calculated from two or more photographs
taken from different positions. Photogrammetry has been used for geoscience
applications for many decades, making use of both ground-based camera po-
sitions (‘terrestrial photogrammetry’) and sequential photography taken from
aircraft (‘aerial photogrammetry’) and satellites (‘satellite photogrammetry’). In
glaciology, there is a decades-long history to photogrammetric studies performed
from both terrestrial (Finsterwalder, 1954; Kick, 1966) and aerial (Brecher, 1986;
Konecny, 1966) imagery, including for the calculation of glacier velocity (Brecher,
1986; Kick, 1966; Voigt, 1966).
Within the past decade, geoscience has seen a renaissance of photogrammetry
based on a combination of two factors. The first factor is the emergence, since the
1990s, of a flexible and user-friendly form of photogrammetry: Structure-from-
Motion (SfM) paired with Multi-View Stereo (MVS) algorithms, abbreviated to
SfM-MVS or commonly just SfM. SfM-MVS allows for 3-D positions to be com-
puted from images without needing the the full suite of prior information that is
commonly required for traditional photogrammetry, such as image location and
orientation, camera calibration parameters, or surveyed GCPs within a scene. SfM-
MVS is also now available in the form of user-friendly software, with accessible
Graphical User Interfaces (GUIs) as well as Application Programming Interfaces
(APIs) in languages widely-used in the geosciences, such as Python. The two pri-
mary advantages of SfM-MVS in its modern form are that it is (i) cheap, and (ii)
accessible. SfM data can provide 3-D point data of a similar density and, when
properly performed, of comparable accuracy to methods such as light detection
and ranging (LiDAR) for a fraction of the price. With multidimensional points
containing both XYZ and optical red-green-blue (RGB) data, outputs can be trans-
formed into a variety of alternative formats, such as orthophotos and digital ele-
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vation models (DEMs), allowing a single dataset to perform multiple functions
to the end user. Additionally, the ability to perform photogrammetry without the
requirement for a full suite of prior information has also unlocked a wider suite
of historic aerial record for processing, allowing historic glacier geometry to be
derived from otherwise challenging input data (e.g. Holmlund and Holmlund,
2019; Mölg and Bolch, 2017). The downsides of using SfM-MVS include the fact
that data quality is dependent on factors such as lighting and surface texture that
cannot be controlled by the end user, a particular issue in polar environments
where snow often obscures surfaces of interest (or indeed is the surface of inter-
est). This is compounded as SfM-MVS is often processing-intensive, meaning that
full-quality products cannot be produced in the field, limiting opportunities for
real-time quality assessment. Additionally, commercial SfM-MVS software, whilst
outperforming open-source alternatives in data quality and ease of use, are ‘black
box’, which makes identifying causes of error difficult. It has been shown that dif-
ferent SfM-MVS software produce different quality results (Gindraux et al., 2017;
Mölg and Bolch, 2017), but a lack of ability to understand the underlying software
means that picking the ‘best’ or ‘correct’ software for a given use case is difficult.
The second factor in the recent popularity of photogrammetry is the development
and proliferation of uncrewed aerial vehicles (UAVs) and other low-cost, user-
friendly technologies that facilitate the collection of aerial data by the ‘typical’
geoscientist operating without specialist engineering knowledge or collaborators.
These systems have proved popular in recent years as they now represent main-
stream, low-cost systems made from off-the-shelf components – supported by
an increasingly sophisticated ecosystem of open-source autopilot hardware and
software. Whitehead and Hugenholtz (2014) highlight that particular aspects of
the modern UAV make them attractive to environmental and earth scientists: (i)
low initial and operating costs (especially compared to traditional manned aerial
platforms); (ii) autonomous operation, which minimises the expertise required
from human operators; (iii) manoeuvrability, making UAVs ideal for low-altitude
flying in complex, often mountainous environments; (iv) the ability to operate
in diverse environments; (v) a reduced exposure risk to pilots; (vi) a regulatory
framework that enables research and commercial operations. This has resulted
in rapidly increasing amounts of UAV-based studies in recent years, and a prolif-
eration of low-cost instrumentation has allowed for remote sensing applications
limited not just to SfM-MVS (the focus of this section and thesis) but alternative in-
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strumentation including LiDAR (Sankey et al., 2017) and gas composition sensors
(Liu et al., 2019). The downsides of UAVs include their vulnerability to weather,
especially in extreme environments, where intense winds and precipitation can
prevent flights (although UAVs can operate in certain weathers, such as high cloud
cover, that would limit optical satellites). Additionally, UAVs have a relatively
small range and payload capacity compared to manned aerial platforms. This can
vary over a wide range, from quadcopters with flight times in the tens of minutes
to professional UAVs with military applications that can fly for days. However, as
a general rule, as the capability of UAVs increase, so does the cost and operating
expertise required to run them, leading to a natural trade-off in investment and
performance.
Having provided a general introduction to SfM-MVS and UAVs, the rest of this
section will be divided into three parts. The first focusses on the principles and
specific technical workflow of SfM-MVS. The second reviews existing methods of
deriving glacier motion, providing a methodological underpinning to the work in
this thesis. The third briefly reviews the existing glaciological literature deriving
glacier motion from UAVs and SfM-MVS.
2.2.1 Principles of SfM-MVS
This section provides a brief description of the workflow and principles of the
SfM-MVS process. For a comprehensive description of Structure-from-Motion
(SfM) photogrammetry, the reader is referred to Carrivick et al. (2016), Furukawa
and Hernández (2015), and Snavely et al. (2008), the first of which the follow-
ing summary is predominantly sourced. The SfM-MVS process refers to what
is in fact a cascade of processes and software (Figure 2.4) that will vary in exact
nature between implementations. The common examples referred to here are
open-source in nature and black-box commercial applications (including Agisoft
Metashape, the SfM-MVS software used in this thesis) may differ in exact imple-
mentations.
The first stage in the SfM-MVS workflow is feature detection, the identification of
common ‘keypoints’ between images. To identify matching points between im-
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Fig. 2.4 Flowchart showing principal steps in the SfM-MVS workflow. Based on
figure from from Carrivick et al. (2016).
that can successfully identify features invariant to changes in scale, orientation,
and other geometric distortions associated with changes in perspective. The most
commonly used system is the scale-invariant feature transform (SIFT; Lowe, 2004).
Keypoints are identified based on detecting local extremes in monochrome inten-
sity that are stable even when convolving with a Gaussian function at a variety
of different scales. Images that offer a high density of keypoints are sharp, high-
texture, and contain a complex scene. As such, snow and ice are considered a
particular challenge for SfM-MVS: however, practical assessment of UAV-based
SfM-MVS in a glacial environment has shown that, except for surfaces covered in
fresh snow, surface texture does not significantly influence final model accuracy
(Gindraux et al., 2017).
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Following feature detection, keypoint correspondencemust be performed to match
keypoints between images. Potentially hundreds of images may have hundreds
or thousands of keypoints each, and the SIFT algorithm assigns every keypoint
a 128-dimension descriptor. Hence, matching keypoints has the potential to be
highly computationally intensive. However, a variety of efficient algorithms are
used based upon k-dimensional trees, which partition data into bins based upon
splitting points such as median values, allowing large regions of the search space
to be efficiently eliminated. After keypoints have been matched, keypoint filtering is
performed to remove erroneous matches. Where multiple keypoints are identified
between pairs of images, a 3×3 fundamental matrix can be constructed describing
the spatial relationship between the pair. By iteratively subsampling input key-
points and assessing error, outliers can be identified and removed, leaving behind
geometrically consistent matches.
Then, Structure from Motion can be performed. This is the process where, from
feature correspondences previously identified, three parameters are simultane-
ously reconstructed: (i) 3-D scene geometry (structure); (ii) camera positions and
orientations (motion); and, where not provided, (iii) intrinsic camera calibration
parameters, such as focal length and coefficients of radial distortion. Parameters
are first given initial values via ‘sequential’ SfM, whereby structure and motion
are estimated pairwise. This begins with an initial pair of images with a large
number of matches and baseline, allowing for a robust reconstruction of their
spatial relationship. Successive images are incorporated one at a time. Once mul-
tiple images have been incorporated into the model, a ‘bundle adjustment’ can
be undertaken. This involves refining structure and motion for all images simul-
taneously, an iterative process whereby the aim is to minimise a cost function
quantifying reprojection errors. Outlier keypoints with high errors are removed af-
ter every iteration. This process is repeated, adding further images via sequential
SfM and optimising the model using bundle adjustment, until no further images
remain to be added to the model.
The output of the SfM process is a ‘sparse’ point cloud (matched keypoints) and
reconstructed camera poses. However, these locations and geometries are only
output in an arbitrary coordinate system, and must be scaled and oriented into a
real coordinate system via georeferencing. Doing so requires a minimum of three
points identified with real-world XYZ coordinates. These real-world coordinates
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can be in the form of ground control points (GCPs), rigorously surveyed targets
visible in the input images, or in the form of GNSS-supported aerial triangula-
tion (GNSS-AT, or ‘direct’ georeferencing) whereby image positions are recorded
in real time using a survey-grade GNSS receiver. A combination of the two can
also be used, whereby coarse camera locations (often from the lower-precision
navigational GNSS used as part of UAV surveys) are used to initialise the bundle
adjustment, before GCPs are used to accurately constrain the geolocation. The
move from GCP-based to direct georeferencing for glaciological purposes is a key
advancement made in this thesis: chapter 3 describes the development and vali-
dation of a suitable workflow, with section 3.2.3 describing the background and
method in detail. Following the addition of geospatial reference points, bundle ad-
justment can be performed again to further refine the scene geometry and camera
parameters.
In the final step,Multi-View Stereo techniques are used in order to transform the
data output from a sparse point cloud, consisting only of keypoints, to a high-
resolution ‘dense’ point cloud, where point density may increase by as much a
two orders of magnitude. To reduce computational burden, a preprocessing step
called image clustering is often performed. This involves splitting the larger scene-
wide process into smaller chunks, or clusters, of overlapping images. An MVS
algorithm, of which a wide variety exist (Seitz et al., 2006), may then be applied.
MVS relies upon the now well-parameterised camera locations and distortions to
reconstruct surfaces under principles akin to traditional stereophotogrammetry,
albeit from multiple viewpoints, finding corresponding pixels between images. A
popular and effective MVS method is the patch-based MVS (Furukawa and Ponce,
2010), whereby once initial matched pixels are identified in 3-D, ‘patches’ are cre-
ated, expanding into neighbouring pixels, until patches overlap. A filtering step
is applied to account for any depth discontinuities that occur between neighbour-
ing patches. This final dense cloud can be converted into a variety of alternative
geospatial products according to the need of the final user. In glaciological appli-
cations, RGB orthophotos and DEMs are often selected as outputs, such that they
can be included as part of familiar processing pipelines such as feature-tracking
algorithms, or loaded into traditional Geographic Information System (GIS) soft-
ware packages.
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2.2.2 Methods for assessing ice motion
To understand the context for UAV-derived SfM-MVS to assess glacier motion, it is
useful to review established methods for assessing ice motion - particularly as the
principles of both GNSS and optical feature tracking techniques are employed in
the methods used in this thesis.
Field-based techniques
The oldest form of measurement of glacier motion, used as far back as Agassiz
(1847), involves the repeat measurement of a network of stakes in the glacier sur-
face using theodolites. Although having fallen out of favour since the early 2000s
as alternative methods emerged, they still hold value in that they can record mul-
tiple measurements at sub-daily sampling rates without a high financial cost, and,
once stakes or reflectors are set out, without needing to traverse the glacier. Ad-
vancements such as auto-theodolite scanners means that this research tool has still
been used in the modern era to supplement more expensive in-situ measurement
techniques such as GPS (Harper et al., 2007).
In the past decade, theodolite-based stake measurement has largely been sup-
planted by alternative field-based techniques such as terrestrial radar interfer-
ometry (TRI) and LiDAR datasets. LiDAR produces dense and precise 3-D point
cloud data from which velocities can be extracted using particle image velocimetry
(PIV) (Telling et al., 2017). Interferograms from TRI acquisitions can be turned
into line-of-sight velocities using known wavelengths and differences between
image acquisitions (Voytenko et al., 2015) - this must be converted to true velocity
by making assumptions about glacier flow direction, although this process can
be more rigourous with two TRI units (Voytenko et al., 2017). The precision and
automated nature of both of these methods allow for a velocity field to be con-
structed over a large area (on the order of 1–10 kilometres) with a high temporal
resolution (down to a scale of minutes), properties that cannot be replicated us-
ing traditional stake measurements. However, there are also limitations to these
methods. Individual data files are extremely large, especially when run at high
sampling frequencies, and so storage space limits the ability of these techniques
to run unattended for extended periods of time (e.g. left to run between fieldwork
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seasons). They must be placed on stable ground with good line-of-sight across the
study area, which limits their applications to valley glaciers and ice sheet calving
fronts. Finally, the equipment has a high capital cost, which limits their accessibil-
ity.
The issue of cost in field-based techniques has been addressed recently through
the use of terrestrial photogrammetry, which can be performed with off-the-shelf
commercial cameras (e.g. Mallalieu et al., 2020, 2017). Here, velocities can be de-
rived from a network of cameras by measuring the displacement of point clouds
produced from stereophotogrammetry (Schwalbe and Maas, 2017) or alternatively
from one camera (‘monoscopic photogrammetry’) with the image projected onto
a well-constrained DEM (Messerli and Grinsted, 2015). As rigourous SfM can pro-
duce point clouds as dense and accurate as LiDAR (Carrivick et al., 2016), this
provides a low-cost alternative to expensive field-based methods that can also be
set up to collect long time-lapse datasets. However, it also introduces weaknesses
associated with SfM, such as a requirement for good camera geometry which may
not be possible in challenging proglacial environments (particularly fjords), and
poor reconstruction of geometries with low-texture surfaces.
GNSS techniques
A Global Navigation Satellite System (GNSS) is a satellite constellation that, by
continuously transmitting timing and positional data, allows GNSS receivers on
Earth to determine their location from the unobstructed view of four or more
satellites. GNSS are passive systems, not requiring the transmission of data by
the user, nor connection via telephone or internet systems. This is beneficial for
independent operation in remote environments. The oldest and most well known
of these is the American Global Positioning System (GPS), although other exam-
ples include the European Union’s Galileo, Russia’s Global’naya Navigatsionnaya
Sputnikovaya Sistema (GLONASS), and China’s BeiDou. The work in this thesis
is based exclusively upon the GPS constellation. Using multiple constellations can
help to improve geolocation, especially when the sky view is poor (e.g. in moun-
tainous terrain), but increases the data file size. Given that a 180° sky view can
be consistently achieved in an ice sheet environment, optimising file size was pri-
oritised over observing additional constellations. A basic outline of the method is
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provided in this section in order to provide context for the use of GPS in Chapter
3, along with a brief outline of the use of GNSS in glaciology. For a comprehensive
review the reader is referred to Leick (2004) and Doyle (2014).
GNSS can be compared to the terrestrial surveying technique of trilateration, us-
ing measurements of distance from known points (in this case, satellites) to deter-
mine a position. The record of the location of a satellite through time is referred to
as its ephemeris. GPS satellites continuously broadcast a navigation (NAV) message
at 50 Hz on two frequencies: L1 (1575.42 MHz) and L2 (1227.6 MHz). The NAV
message contains information essential to the derivation of location such as the
satellite ID, ephemeris, and an accurate time. They also transmit continuous pseu-
dorandom code as a phase modulated binary signal in two formats: the coarse
acquisition (C/A) code, available on the L1 frequency, and the precise (P) code,
available on both L1 and L2 frequencies. The same pseudorandom code is also
being generated by an internal oscillator in the ground-based receiver. By calculat-
ing the phase shift between the received and generated signal, signal travel time,
and thus an estimate of satellite range (the pseudorange), can be calculated. Given a
number of errors propagating through the process (such as satellite orbital errors,
ionospheric interference, multipath effects, and receiver noise) the maximum res-
olution achievable when calculating phase shift is, as a rule of thumb, about 1%
of the wave length of the signal. As such, higher-frequency signals allow for more
precise geolocation. The C/A code, transmitting at 1.023 MHz (wavelength ∼300
m), is sufficient to provide a best-case level of accuracy ±3 m in the horizontal.
Utilising the P code, at 10.23 MHz, will achieve ±0.3 m. Exclusive use of the C/A
code is referred to as the standard positioning service (SPS), and is used in every-
day applications such as smartphones where precise positioning is not required
and low receiver costs are a priority.
By applying a number of further corrections, better accuracies can be achieved.
The first way this can be done is by utilising the phase shift of the carrier wave-
length itself, rather than the modulated code. For the L1 signal (1575.42 MHz;
wavelength ∼19 cm), utilising the carrier phase means that measurements can be
made down to approximately 2 mm. This requires, however, specially equipped
receivers that come with an additional cost. The second is to address errors intro-
duced by the time-variable delay as the GPS signal passes through the charged
particles of the ionosphere. L1 measurements utilise a simple ionospheric model
30 Background
broadcast by the GPS satellites, but, as ionospheric delay is frequency-dependent,
dual-frequency (i.e. L1 and L2) observations can be used to estimate and remove
the effects of the ionosphere. Once again, dual-frequency receivers come at an
additional expense. Finally, relative positioning (also known as differential GPS
or dGPS) can be used when both a static ‘base’ station of known coordinates and
a moving ‘rover’ are available. This technique allows the removal of all errors that
are common to both receivers, which will include everything except multipath
errors (assuming that the effects of the ionosphere are uniform, which is broadly
true over baselines <∼10 km).
These approaches can be combined. For instance, relative positioning can take ad-
vantage of the carrier-based ranging rather than code-based ranging, whereupon
it is referred to a kinematic (rather than differential) GPS. This can be performed
in real time (RTK) or post-processed (PPK) if a real-time link between the base sta-
tion and receiver cannot be established, or the user would like to take advantage
of the precise ephemeris (as opposed to the broadcast ephemeris), which is only
available in the days following the observation. Kinematic methods are sufficient
to achieve sub-centimetre accuracy in positioning. In addition, relative positioning
can be performed over a wider baseline (∼100 km) by using using dual-frequency
receivers to account for the effects of the spatially variable ionosphere.
Given the difficulty of obtaining measurements through traditional survey tech-
niques in glacier environments (where line-of-sight to stable bedrock is often
lacking), glaciologists were early adopters of GPS surveying. Initial receivers
were large, heavy, and expensive, so glacier velocities were derived using a sin-
gle receiver, transported using a vehicle such as a snowmobile, to measure the
movement of multiple stakes, before post-processing was applied differentially
(Hinze and Seeber, 1988). Although limited by the necessity of the user to be in
the field, as well as limitations on repeat time when surveying a large area, it is
still an efficient method when the number of available GPS receivers are limited
compared to the desired survey scale. However, as GPS receivers became more
affordable, the installation of continuously-operating on-ice GPS receivers be-
came feasible, allowing for continuous records of ice motion to be derived. Early
limitations included battery capacity, meaning that some studies operated GPSs
intermittently on a scheduled basis (e.g. Zwally et al., 2002). Additionally, it was
common to use single-frequency receivers and as such be reliant on SPS position-
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ing (e.g. van de Wal et al., 2008) , meaning that reliable estimates of glacier velocity
required temporal averaging and thus were not able to assess sub-daily variation
in ice velocity. However, most modern state-of-the-art studies will take advantage
of dual-frequency carrier phase receivers, which, although expensive, will allow
for kinematic processing to obtain centimetre-scale precision, and thus the de-
termination of sub-daily variability in ice velocity (including uplift) even tens of
kilometres away from bedrock-located base stations (e.g. Doyle et al., 2014, 2015).
Satellite techniques
The continuous, high-frequency measurements of ice motion made available by
modern dual-frequency carrier-phase GNSS receivers are provided at the expense
of spatial coverage, as GPS records effectively represent discrete point data. At the
other end of this spectrum lie observations of glacier velocity from satellite data,
which can provide a regional (or even global) spatial coverage but at a proportion-
ally poorer sampling interval (on the scale of days–weeks) and coarse spatial scale
(on the scale tens–hundreds of metres).
The two broad classifications of satellite systems used to derive glacier velocity are
optical and synthetic aperture radar (SAR) imagery. Optical satellite imagery has
the advantage of generally being provided ‘analysis-ready’ (e.g. Landsat Level 2
surface reflectance) with very little optional pre-processing, such as edge detec-
tion, required before velocities can be derived. However, it has the disadvantage
of utilising wavelengths that are not able to pass through clouds, so continuous
coverage can be disrupted, and – as a passive sensing system – high latitude re-
gions are not observable in the winter during the polar night. The use of active
SAR imaging can get around these limitations, as clouds are transparent to mi-
crowave and the radiation is emitted by the satellite. However, SAR imagery re-
quires significantly more intensive pre-processing before velocities can be derived.
Additionally, SAR instruments are often side-looking, making velocity retrievals
difficult in mountainous terrain (e.g. the trunks of outlet glaciers).
The most commonly applied method of obtaining glacier velocity from remotely
sensed datasets (including those within this study) is that of feature tracking. Fea-
ture tracking is based around identifying the spatial offsets between matching
groups of pixels visible in a pair of images. The group of pixels, known as a tem-
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plate or interrogation window, is matched across a larger area (known as a search
window) using a correlation algorithm (e.g Messerli and Grinsted, 2015; Taylor
et al., 2010). Pixel offset can then be converted into a velocity using the known
spatial resolution, geospatial projection, and temporal baseline of the images. Fea-
ture tracking is the only method to obtain velocity datasets from optical datasets,
but is also used with SAR data (Lemos et al., 2018), where it is often referred to
as ‘speckle tracking’ with reference to the backscatter pixel intensity. SAR sensors
can also provide more precise velocity information via interferometric techniques,
which involve phase-based differencing of successive target returns (the full de-
scription of which is beyond the scope of this review). With this method, precision
can be 1–2 orders of magnitude greater than feature tracking approaches. This
allows for ice velocity information in very slow-flowing areas, such as the interior
of ice sheets (Mouginot et al., 2019b), but comes with more complex data acquisi-
tion and processing requirements. For example, single-orbit passes only measure
line-of-sight velocity, and so multiple passes are required at different angles (e.g.
ascending and descending) in order to derive true velocity.
A combination of open data practices, increased processing power, and openly
available feature tracking algorithms has seen a step-change in the ubiquity of
satellite-derived velocity datasets across glaciological studies in recent years. In-
deed, the onset of the ‘big data’ era has seen the automated ingestion and pro-
duction of near-real-time glacier velocity fields in recent years, both from optical
feature tracking (Fahnestock et al., 2016) and, more recently, from SAR offset track-
ing (Lemos et al., 2018). However, the medium-resolution satellite sensors com-
monly used to derive remotely sensed glacier velocity products are of relatively
limited spatial (10s of metres) and temporal (∼days-weeks) resolution. As a result,
rapid or low-amplitude variations in glacier dynamic behaviour can be missed
using satellites, with many studies focussing only on intra-annual (Tedstone et al.,
2015; Williams et al., 2020) or intra-seasonal (Palmer et al., 2011) changes. Only
at the edges of the capability of satellite methods is there is some evidence that
short-term (∼10 days), spatially confined (∼kilometres) dynamic variability due
to hydrologic behaviour can be detected (Joughin et al., 2013; Palmer et al., 2011).
A desire to better observe and understand the spatially distributed nature of ice
















Table 2.1 A comparison of methods for measuring ice motion. Expanded and updated from initial table presented by
Doyle (2014).





Line-of-sight surveys of mul-
tiple sites without having to
traverse glacier.
Requires user to be in the field
with good visibility.
Gudmundsson et al.
(2000); Harper et al. (2007)
Repeat surveys
(GPS)
High-accuracy. Can survey mul-
tiple sites with one GPS.
Requires user to be in the field
and to visit each specific site.
Flowers et al. (2016); Ha-




sampling frequency and high
precision.
High precision requires dual-
frequency post-processing.
High cost. Potential equipment
failure.
Doyle et al. (2014, 2015);
Tedstone et al. (2013)
Terrestrial Radar
Interferometer
High precision and sampling
frequency.
High cost. Large data files. True
velocities determined indirectly
from line-of-sight velocities.
Voytenko et al. (2017,
2015)
LiDAR High precision and sampling
frequency.
High cost. Large data files. Schwalbe et al. (2008);
Telling et al. (2017)
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Table 2.1 A comparison of methods for measuring ice motion (continued).




Large spatial coverage. Global
automated datasets now avail-
able. Freely available datasets.
Low spatial and temporal reso-
lution. Unusable in darkness or
cloud cover.
Tedstone et al. (2015);




Large spatial coverage. Unaf-
fected by cloud. Can also ex-
tract vertical changes. Freely
available datasets.
Low spatial and temporal reso-
lution. Disrupted by changing
surface water. Non-trivial pre-
processing required.
Joughin et al. (2018);




Automated collection and high
sampling frequency.
Potential equipment failure.
Specific viewing geometry re-




Aerial High spatial resolution. Poten-
tial for historic analysis.
High costs limit frequent or
opportunistic surveys.
Brecher (1986); Kääb et al.
(1997)
UAV High spatial resolution and
high sampling frequency com-
pared to other remote sensing
methods. Low cost.
Requires user to be in the field.
GPS surveying or postprocess-
ing for accurate geolocation.
Kraaijenbrink et al.
(2016a); Ryan et al. (2015)
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2.2.3 Recent glaciological applications of UAVs and SfM-MVS
Given the context of the above methods of evaluating glacier motion, UAVs offer
distinct advantages and limitations. A combination of increasing affordability,
accessibility and ease of use, and high-resolution output data mean that UAVs
provide key advantages over traditional remote sensing platforms in a number of
glaciological use cases. Unlike satellites, UAVs are not limited by set repeat times,
and can be flown on-demand during the course of a field campaign. Although,
like optical satellite imagery, they are limited by certain weather conditions (e.g.
high winds or low cloud), they can collect usable data in a wider range of con-
ditions, such as being able to fly underneath cloud. Collected data is very high
resolution, up to cm-scale depending on flight altitude, which is higher than all
commercial satellite options. The base UAV-SfM product, the 3-D point cloud,
contains both spectral and topographic information as standard, whereas opti-
cal satellite data requires further stereophotogrammetric postprocessing in order
to produce DEMs. Compared to DEMs stored as rasters, point clouds that have
been obtained with good viewing geometries also have the advantage that they
can store multiple elevation values at a single XY coordinate, allowing for com-
plex ice geometry such as overhanging ice cliffs or calving fronts to be observed
(Watson et al., 2017). UAVs, being highly manoeuvrable, are particularly suitable
for obtaining a range of photogrammetric camera viewing geometries that can
obtain information from both horizontal (ice surface) and vertical (ice cliff/calving
front) surfaces, whereas ground-based observations, such as time-lapse cameras,
LiDAR, and TRI, are best at observing vertical surfaces and may contain signif-
icant data gaps and shadows over relatively flat regions. However, UAVs are a
time-intensive data collection platform, requiring active logistics to operate (e.g.
launches/landings), whereas all other methods can collect data passively with
little to no intervention. Compared to satellites, UAVs operate over smaller survey
areas, and in some cases (for instance, when high spatial resolution requirements
mandate low flight altitudes) may be limited to as small an area as 100 m2. Al-
though more complex fixed-wing hardware running from lithium-ion batteries
can operate over significantly larger study areas (Jouvet et al., 2019), this requires
a parallel increase in operating complexity. At the far end of this spectrum, there
is a potential to use high altitude, long endurance (HALE) UAVs that can function
for days at a time to observe, as have been used to study atmospheric chemistry
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(Stutz et al., 2017). However, these technologies are far removed from the principle
of UAVs as a low-cost, accessible platform for glaciology, reintroducing logistic
and capital requirements normally associated with aircraft data collection.
A comprehensive history of the use of UAVs in glaciology has been published
by Bhardwaj et al. (2016). However, even since this review, the use of UAVs has
continued to grow, being exploited in nearly every aspect of field glaciology in ap-
plications as wide-ranging as: measuring surface mass loss (Bash and Moorman,
2020; Brun et al., 2016; Seier et al., 2017); classifying supraglacial features (Az-
zoni et al., 2018; Kraaijenbrink et al., 2016b; Smith et al., 2017); measuring albedo
(Burkhart et al., 2017; Ryan et al., 2017, 2018) and surface temperature (Kraaijen-
brink et al., 2018); mapping glacial geomorphology (Dąbski et al., 2017; Ely et al.,
2016; Midgley et al., 2018; Tonkin et al., 2016; Westoby et al., 2016); and as an input
for modelling studies (Ragettli et al., 2015).
The earliest example of deriving glacier velocity fields from ‘contemporary’ (i.e.
low-cost, off-the-shelf) UAVs assessed the velocities of valley glaciers through the
manual feature tracking of visible features, which were then interpolated into a
continuous velocity field (Immerzeel et al., 2014; Whitehead et al., 2013). How-
ever, it is now standard to use automated feature tracking as commonly applied to
satellite imagery (Section 2.2.2), which has been used to produce velocity fields for
glaciers in the Alps (Seier et al., 2017), the Himalaya (Kraaijenbrink et al., 2016a),
and the Peruvian Andes (Wigmore and Mark, 2017). The first use in Greenland
was by Ryan et al. (2015), who used a fixed-wing UAV to assess ice velocity and
flux at the calving front of Store Glacier. This was followed by similar applications
at Bowdoin Glacier (Jouvet et al., 2018, 2017), where links were made between
short-term variations in ice velocity and iceberg calving and plume activity. As
UAVs have become established as a method, they have also been used as ground
validation in a SAR-based study at Eqip Sermia (Rohner et al., 2019). It is signif-
icant that all of the above studies make use of GCPs to geolocate models in the
SfM process. As a result, Greenlandic studies have been limited to operation at the
glacier calving front, where exposed bedrock can provide stable ground control
- although only at the margins of the survey zone. Ultimately, then, the logistical
constraints of glaciological work often necessitate working with a sub-optimal
GCP network that can contribute significant error to the final SfM-MVS prod-
uct. Ice velocities are particularly sensitive, as by their nature they contain errors
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propagated through two separate photogrammetric datasets. As a result, ‘inland’
studies (located away from the calving front and stable bedrock) are limited to
non-dynamic applications where metre-scale geolocation errors are permissable,
such as albedo studies (Cook et al., 2020; Ryan et al., 2017, 2018; Tedstone et al.,
2020). This current limitation motivates the development of an alternative work-
flow suitable for deriving glacier velocity fields even where stable ground control
is not available.
2.3 Summary of Motivations
In light of the state of knowledge presented in this chapter, there are some spe-
cific unknowns in the hydrology of the Greenland Ice Sheet that this thesis can
aim to address. In particular, they are: (i) the extent to which hydro-dynamics at
marine-terminating outlet glaciers in Greenland bear resemblance to those at land-
terminating glaciers; (ii) to what extent the nature of hydro-dynamic response in
the ablation-zone of ice sheets is spatially heterogeneous at scales beneath that
visible in satellite imagery; and (iii) the nature and style of meltwater delivery to
the bed via crevasses.
UAVs are well-posed to address these research questions, as they are efficient at
collecting data in regions that are otherwise difficult to access by traditional field
techniques (i.e. heavily crevassed regions of marine-terminating outlet glaciers).
Additionally, they have been shown to be effective at producing velocity field
observations at higher spatio-temporal resolutions than possible with satellite-
derived data. UAVs have not previously been applied in the interior of ice sheets
due to the challenge of accurately geolocating data obtained away from stable
bedrock that provides opportunity for ground control. Hence, this thesis begins
by developing and validating an alternative workflow for producing accurate
glacier velocity fields (Chapter 3), before assessing the link between glacier hy-
drology and dynamics in two different contexts. The first context is during a rapid
supraglacial lake drainage (Chapter 4). Here, a strong dynamic response can be
used to assess the spatial heterogeneity of hydro-dynamic interaction. Addition-
ally, a well-established series of studies of lake drainage in land-terminating sec-
tors allows the identification of distinct (and comparable) features of lake drainage
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in a marine-terminating environment. The second context is over a crevasse field
(Chapter 5). Here, UAVs can be used to assess crevasse hydrology and links to the
ice surface stress regime in a region that would be inaccessible to conventional
field techniques, and at a higher resolution than satellite methods. This under-
standing is upscaled by pairing with satellite data at a regional scale in order to
better understand the spatial variation, and controls on, crevasse hydrology in
fast-flowing regions of the GrIS.
Chapter 3
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for ice sheets
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Abstract
Uncrewed aerial vehicles (UAVs) and structure from motion with multi-view
stereo (SfM–MVS) photogrammetry are increasingly common tools for geoscience
applications, but final product accuracy can be significantly diminished in the
absence of a dense and well-distributed network of ground control points (GCPs).
This is problematic in inaccessible or hazardous field environments, including
highly crevassed glaciers, where implementing suitable GCP networks would
be logistically difficult if not impossible. To overcome this challenge, we present
an alternative geolocation approach known as GNSS-supported aerial triangu-
lation (GNSS-AT). Here, an on-board carrier-phase GNSS receiver is used to de-
termine the location of photo acquisi- tions using kinematic differential carrier-
phase positioning. The camera positions can be used as the geospatial input to
the photogrammetry process. We describe the implementation of this method
in a low-cost, custom-built UAV and apply the method in a glaciological setting
at Store Glacier in western Greenland. We validate the technique at the calving
front, achieving topographic uncertainties of ±0.12m horizontally (∼1.1 × the
ground sampling distance) and ±0.14 m vertically (∼1.3 × the ground sampling
distance), when flying at an altitude of ∼ 450 m above ground level. This com-
pares favourably with previous GCP-derived uncertainties in glacial environments
and allows us to apply the SfM–MVS photogrammetry at an inland study site
where ice flows at 2 m day-1 and stable ground control is not available. Here, we
were able to produce, without the use of GCPs, the first UAV-derived velocity
fields of an ice sheet interior. Given the growing use of UAVs and SfM–MVS in
glaciology and the geosciences, GNSS-AT will be of interest to those wishing to
use UAV photogrammetry to obtain high- precision measurements of topographic
change in contexts where GCP collection is logistically constrained.
3.1 Introduction
In recent years, Uncrewed Aerial Vehicles (UAVs) have emerged as a versatile
and practical tool for aerial surveying. A common application of this method
that holds particular promise in the geosciences is the production of 3-D topo-
graphic models from sequential 2-D imagery using Structure from Motion with
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Multi-View Stereo (SfM-MVS) photogrammetry (Eltner et al., 2016; Fonstad et al.,
2013; Westoby et al., 2012). With repeat surveys enabled through flight auton-
omy, SfM-MVS is creating new opportunities for the study of terrain evolution
in 4-D (James et al., 2017). The technique compliments, and provides key advan-
tages over, satellite-based earth observation methods, which have larger spatial
coverage but lower spatial resolution, as well as an inherent trade off between
spatial and temporal resolution in many applications. With a relatively low bar-
rier of entry in terms of cost, UAV-derived photogrammetry is rapidly advancing
and the versatility of the technique provides new avenues of research using ad-
ditional image processing methods or on-board sensors, many of which have
yet to be explored. UAV-SfM has become an increasingly used tool within the
cryospheric sciences (see Bhardwaj et al., 2016), in particular through the appli-
cation of feature-tracking methods to multitemporal datasets in order to produce
velocity datasets in glacial environments as diverse as the Himalaya (Immerzeel
et al., 2014; Kraaijenbrink et al., 2016a), Alps (Seier et al., 2017), Peruvian Andes
(Wigmore and Mark, 2017), and the Greenland Ice Sheet (Jouvet et al., 2018, 2017;
Ryan et al., 2015).
While UAV-derived photogrammetry offers key advantages over conventional
surveying techniques in studies of 4D topographic change, the dependency on
ground control points (GCPs) is often impractical, yet necessary to scale and ori-
ent photogrammetric models to a real coordinate system (Carrivick et al., 2016;
James and Robson, 2014). Previous work has shown that the quantity and distribu-
tion of GCPs can have a significant impact on the final accuracy of the photogram-
metric products: for example, topographic error has been shown to increase if the
number of GCPs is decreased and spacing between GCPs increases (James and
Robson, 2014; Johnson et al., 2014; Shahbazi et al., 2015; Tahar, 2013; Tonkin and
Midgley, 2016). Accuracy assessments performed specifically for a glaciological
environment report that for a ground sampling distance (GSD) of ∼6 cm, local
accuracy decreases with the distance to the closest GCP at a rate of about 0.09
m per 100 m (Gindraux et al., 2017). Additionally, Gindraux et al. (2017) report
an optimal GCP distribution density (i.e. beyond which no improvement in ac-
curacy is observed for their GSD) of 7 GCP km-2 for horizontal accuracy and 17
GCP km-2 for vertical accuracy. Producing a GCP network of this density in glacial
terrain can be impractical, logistically-expensive to collect, and often unfeasible
– as well as limiting one of the inherent advantages of UAVs in being able to re-
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motely and accurately observe terrain which is difficult and hazardous to access
on the ground. The difficulties of producing these networks can be observed in
applied glaciological studies, where GCPs are often located only along the val-
ley sides near a glacier’s lateral margin (e.g. Immerzeel et al., 2014; Ryan et al.,
2015). On-ice GCPs, if used, require repeat surveying as GCPs continuously ad-
vect with the glacier’s flow. On fast-flowing glaciers (surface velocities of metres
per day), these changes are so rapid that GCP collection would need to be nearly
contemporaneous with image acquisition to be effective for accurate geolocation
– a requirement which is unfeasible for these glaciers due to crevasses forming on
their surface. As a result of the difficulties in building GCP networks in glacial
environments, alternative methods are often applied to externally constrain pho-
togrammetric products. Such methods include using tie points to tie datasets
together geodetically (Kraaijenbrink et al., 2016a); linearly interpolating the on-ice
GCP location from the beginning and end of a UAV campaign (Jouvet et al., 2017);
or providing some additional external constraint using an on-board navigational
GPS geolocation (Jouvet et al., 2017; Ryan et al., 2015). The practical limitations of
GCP collection is one of the most limiting factors in UAV-derived photogrammetry
in the geosciences, especially in glaciological studies, where errors to date have
been systematically larger than what is theoretically possible with this technique.
Furthermore, these limitations have meant that no one has, to date, succeeded in
using UAV-based methods to derive 4D surface evolution and velocity fields away
from an ice sheet margin, where topographic ground-control is especially scarce
and often lacking altogether.
Recent developments in lightweight, low-cost GNSS technology have allowed for
the proliferation of a new technique whereby differential carrier-phase GNSS posi-
tioning is used to accurately geolocate imagery and subsequent photogrammetric
products. This technique, known as GNSS-supported aerial triangulation (GNSS-
AT; Benassi et al., 2017), has been shown to result in sub-GSD horizontal accuracy
without the use of GCPs (Benassi et al., 2017; Fazeli et al., 2016; Hugenholtz et al.,
2016; Mian et al., 2015; van der Sluijs et al., 2018). Published applications of this
technique in the geosciences are so far limited (Strick et al., 2018; van der Sluijs
et al., 2018), and no studies yet examine the appropriateness of this technique for




















Fig. 3.1 Location of study sites. (a) Store Glacier with calving front and inland
study sites highlighted. Inset: location of Store Glacier in Greenland. (b) Calving
front flight zone with example flight path shown. (c) Inland flight zones with
labelled names: downstream transverse (DT), upstream longitudinal (UL), and
upstream transverse (UT). Transect F9 marks location of Figure 3.9. Ice thickness
from BedMachine v3 (Morlighem et al., 2017) is overlaid, and supraglacial lakes at
the inland study site (L028 and L031) are also labelled.
The aim of this paper is to: (i) apply GNSS-AT using a low-cost, custom-built air-
frame suitable for the study of extreme environments; (ii) develop and describe
modifications to the GNSS-AT process to allow surveys to be undertaken at inland
ice sheet location far from suitable GPS reference stations; and (iii) validate the
method for the study of glacier dynamics. Here, we demonstrate the suitability of
GNSS-AT assisted UAV photogrammetry for assessing glacier dynamics using ex-
amples from two specific settings where on-ice GCPs are not feasible. The first is
the glacier’s calving terminus, where deep fractures prohibit access, and bedrock
exposure allows method uncertainty to be quantified; the second is the interior ice




Store Glacier (Sermeq Kujalleq, 70.4°N 50.6°W) is a marine-terminating outlet
glacier in West Greenland. The third-fastest outlet glacier in Greenland, it has a
5.2 km wide calving front draining a ∼34,000 km2 catchment (Rignot et al., 2008).
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The terminus of Store Glacier has been located in approximately the same posi-
tion since at least 1948 (Weidick, 1995), likely due to the presence of a prominent
basal pinning point and the position of the terminus at a lateral valley constriction
(Todd et al., 2018). The calving front of Store Glacier also marks the study site of
a previous application of UAVs to the study of glacial dynamics in Greenland by
Ryan et al. (2015). Store’s ice catchment extends 280 km from the calving front
(Todd et al., 2018), and is underlain by an active subglacial hydrological system
extending at least 30 km inland.
We surveyed two locations on Store Glacier: (i) at the calving front of Store, and (ii)
at an on-ice site 30 km inland (Figure 3.1). Our flights at the calving front were de-
signed to test the GNSS-AT method, with exposed bedrock at the sides of the calv-
ing front providing good ground control for validation and error quantification.
The location of our primary inland flight zones were motivated by a subglacial
bedrock trough visible in Bedmachine v3 data (Morlighem et al., 2017), which our
flights profile longitudinally and transversely (Figure 3.1c).
3.2.2 UAV platform and flight planning
We used a Skywalker X8 UAV (Figure 3.2a; Appendex A, Figure A.1), an off-the-
shelf fixed-wing air frame with a 2.12 m wingspan (Jouvet et al., 2017; Ryan et al.,
2015). In a setup similar to the one used by Jouvet et al. (2017), we use open hard-
ware “PixHawk” autopilot (https://pixhawk.org/) and APM Arduplane firmware
(http://ardupilot.org/plane/) for flight control along a pre-programmed flight
path. The UAV is capable of ∼1 hour of flight time at a ∼60 km h-1 cruising speed,
although given our use case in an extreme environment, we flew conservatively
for no more than 40 minutes. The total scientific payload weighs 500 g. This in-
cludes a nadir mounted Sony α6000 24 MP camera with fixed 16 mm lens. To
allow for direct georeferencing of each photo location, we included an on-board
lightweight L1 carrier-phase GNSS receiver (an Emlid Reach, using a small Tallysman
TW4721 antenna with a 100mm ground plane). The GNSS receiver was pow-
ered by the PixHawk autopilot, and recorded camera trigger events in the out-
put RINEX data via a hot shoe trigger cable linked to the camera. The cost of a
complete flight unit (including frame, hardware, and scientific payload) was ap-
proximately ∼£1500 per unit. Further necessary ground equipment, which could
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be shared between units, came to ∼£300: this includes the radio transmitter and
lithium polymer battery charger, but not the ground-based GPS (sections 3.2.3,
3.4.3).
The UAV flew autonomously along pre-defined flight routes designed on-site
using Ardupilot’s Mission Planner software. The 5m ArcticDEMmosaic (Porter
et al., 2018) was used to assist with the flight path design, ensuring a constant rel-
ative altitude over the glacier and avoiding collision with high relief topography
at the glacier margins. For each flight, the UAV flew a route autonomously at a
relative altitude of ∼450 m above ground level (a.g.l.), resulting in a ground-level
footprint of ∼660 x 440 m and a GSD of ∼11 cm. Our camera was set to autofocus,
and a fixed f-stop and ISO (between f/4–f/8 and ISO 100-400 respectively depend-
ing on lighting conditions) chosen to target an auto shutter speed of 1/1000 s. Pho-
tos were recorded in RAW format to ensure lossless storage of images, and con-
verted into Photoscan-compatible 16-bit tiffs before processing. Flight lines were
spaced ∼250 m apart and the camera was set to trigger every ∼80 m, typically
acquiring ∼300 images in an average flight. These parameters ensured adequate
overlap in the photographs for photogrammetry purposes, targeting 80% in the
flight direction and 60% in the cross-flight direction. Flight paths in the ice sheet
interior, where flight endurance allowed, also included a lower-altitude ∼200 m
along-track flightline with sharp banking turns designed to obtain imagery from
multiple elevations and oblique angles. The aim of these lower-level flights was to
reduce the potential vertical ‘doming’ effect on reconstructed surface topography
that can occur when using self-calibrating bundle adjustment with image sets con-
sisting of solely near-parallel viewing directions (James and Robson, 2014; James
et al., 2017; Nesbit and Hugenholtz, 2019).
3.2.3 GNSS-supported aerial triangulation
The block orientation process of SfM-MVS photogrammetry can be performed
in two main ways (Benassi et al., 2017). The first is Indirect Sensor Orientation
(InSO), where ground-based GCPs provide external constraints. The second is
Direct Sensor Orientation (DSO, sometimes referred to as ‘direct georeferencing’),
where external orientation parameters are provided by on-board systems includ-
ing GNSS and an inertial measurement unit (IMU). Full DSO combines camera
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orientation data (e.g. from the IMU) with accurate camera location data from a
GNSS receiver (see Cucci et al., 2017). Although DSO is not a new method for
aerial photogrammetry (e.g. Blankenberg, 1992), InSO based methods have pre-
vailed in UAV-based surveying, as the inexpensive navigational GNSS and IMU
equipped in standard commercial UAVs are not accurate enough to provide more
than metre-scale accuracy (James et al., 2017). Recently, commercial off-the shelf
UAV units with DSO capability have become available, although these remain ex-
pensive, often in excess of £20,000 for fixed-wing units at the time of writing. Here,
we take advantage of the recent availability of low-cost, light-weight carrier-phase
GNSS recievers to implement direct orientation for the first time in a glaciological
study. The implementation described in this study is a subset of DSO referred to
as GNSS-supported Aerial Triangulation (GNSS-AT), which requires GNSS data
but not IMU data (Benassi et al., 2017). GNSS-AT is therefore well-suited to UAV
applications where IMU data is not available or not accurate enough (e.g. where
IMU data is limited to that from lower-quality navigational units). GNSS-AT does,
however, require position data that is more accurate than that provided by the
GNSS receivers typically used for UAV navigation which use the Standard Posi-
tioning Service (SPS). Higher positioning accuracy than is offered by the SPS can
be achieved by using differential carrier phase positioning, which makes use of
the ability of GNSS receivers to measure the carrier phase to one hundredth of a
cycle, equivalent to about 2 mm in distance (Leick, 2004).
To obtain accurate camera positions we kinematically post-processed 5 Hz data
logged by the on-board L1 carrier-phase GNSS receiver. Data were post-processed
using the differential carrier phase kinematic program within Emlid’s b27 fork
of RTKLIB v. 2.4.3 software relative to a base station located at the launch site.
Single-frequency receivers such as the Emlid Reach can be used for differential
carrier-phase positioning for baselines on the order of kilometres – distances over
which the differential ionospheric delay is negligible. To apply differential correc-
tions over the longer baselines as is often necessary in glacial environments, dual-
frequency (L1/L2) receivers must be used to cancel out the frequency-dependent
ionospheric delay. As dual-frequency GNSS receivers suitable for integrating in
to the UAV were not available at the time of the survey (see section 3.4.3) we use
single-frequency carrier phase positioning to determine the camera position (‘R’
in Figure 3.2c) relative to a nearby base station (‘B1’), and dual-frequency carrier-
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Fig. 3.2 The method used in this study: (a) Launching the Skywalker X8 on the
ice sheet; (b) cartoon visualising the relationship of kinematic GPS corrections
between the UAV rover (R), on-ice launch site base station (B1), and the off-ice
reference station (B2); and (c) flowchart showing the workflow used in this study
to derive photogrammetry products and velocity fields at the inland study site.
tive to a bedrock-mounted reference station (‘B2’). This method has the limitation
that the UAV must stay within 10 km of the launch site base station, which may be
located on or off the ice, but allows the launch site base station, and therefore the
UAV flight, to be located long distances away from the bedrock-mounted reference
station. In this study, our base station (B1) was a Trimble R9s GNSS receiver (with
Zephyr 3 antenna) located at the launch site, and the bedrock-mounted reference
station was a continuously-operating Trimble NetR9 GNSS receiver (with Zephyr
3 Geodetic antenna) recording at 0.1 Hz located at Qarassap Nunata (70.4°N,
50.7°W), a mountain ridge near Store Glacier’s calving front. For practical reasons
and redundancy, we used this three-receiver set-up for all flights including those
at the calving front, however, only one of the dual-frequency receivers was strictly
required for flights at the calving front, where a bedrock-mounted base station
was located nearby.
Whilst the Emlid Reach GNSS receiver is capable of real-time kinematic (RTK)
correction, we used instead post-processed kinematic (PPK) positioning for three
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primary reasons. First, PPK does not rely on maintaining a reliable real-time radio
link with a GNSS base station, which would introduce additional technical con-
straints. Second, PPK solutions are also often more accurate than RTK solutions as
precise ephemeris data for the GNSS satellites is available during post processing.
Third, absolute positioning using RTK requires a stationary reference station with
a known position, which is not possible in real time on an advecting ice surface.
The overall workflow for photogrammetric reconstruction and for the genera-
tion of the glacier velocity field is illustrated in Figure 3.2c. First, the position
of the Qarassap Nunata reference station was estimated using the average of
17 days of data collected at 0.1 Hz and processed with Precise Point Position-
ing (PPP) using the Natural Resources Canada Precise Point Positioning service
(webapp.geod.nrcan.gc.ca/geod/tools-outils/ppp.php). Second, the position
of the launch site base station was determined and for this two different meth-
ods were used depending on whether the base station was located on or off the
ice. Where the base station was located on bedrock its position was determined
using static differential carrier-phase positioning within RTKLIB 2.4.3 software.
For flights at the ice sheet interior, the launch site base station was moving at ap-
proximately 1.5 m d-1. We therefore processed this data kinematically (King, 2004)
using the differential carrier phase positioning software Track v1.30 (Chen, 1998,
http://geoweb.mit.edu/gg/). All GNSS processing used final precise ephemeris
products from the International GNSS Service (Dow et al., 2009). We took the
average position of the base station over the flight time as the absolute reference
location. During the ∼20 minute flight period the base station could have moved
by up to ∼2 cm, introducing a systematic error into the final calculated photo
location. Given the small magnitude of this error relative to larger errors later
in the workflow, we assume the interior base station data during the flight can
be treated as stationary for post-processing purposes. Finally, we post-process
the UAV-based data kinematically against the launch site base station data using
Emlid’s RTKLIB 2.4.3 b27 fork. The Emlid RTKLIB fork provides final photo ge-
olocation using the GPS time of the camera trigger marker in the RINEX data by
linearly interpolating between the two closest points of the 5 Hz record. RTKLIB
canera location outputs are estimated to have standard deviations ∼0.6 mm hori-
zontally and ∼1.1 mm vertically for fixed solution data.
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3.2.4 SfM-MVS photogrammetry and feature tracking
SfM-MVS photogrammetry was performed with AgiSoft Photoscan (version 1.3.3;
http://www.agisoft.com), using the determined camera positions in the input
process. As geolocation was accurate to within millimetres, it was also necessary
to include the directional offset between the receiver antenna and camera position
(-7.9 cm in the Y direction and +13.2 cm in the Z direction relative to the lens of
the camera) to properly locate camera centre points. Camera calibration was per-
formed automatically in the bundle adjustment process, which is the preferred
option when other variables of the bundle adjustment are well constrained. From
the final dense point clouds, we produce orthophotos at 0.15 m resolution and
geoid-corrected DEMs at 0.2 m resolution based on recommended output resolu-
tions from Photoscan.
We produced horizontal velocity fields by feature tracking 0.2 m resolution mul-
tidirectional hillshade models produced from the DEMs using GDAL 2.2. Using
DEM-derived products has the disadvantage of having a slightly lower resolution
than an orthophoto, but the advantage of being consistently comparable when
tracking datasets collected in variable lighting conditions. In particular, orthopho-
tos acquired at different times of the day can complicate feature tracking due to
the variation in shadow directions (cf. Jouvet et al., 2017). To feature track images,
we used OpenPIV (Taylor et al., 2010), an open-source particle image velocimetry
software implemented in MATLAB. Following a sensitivity analysis, we chose an
optimal interrogation window size of 320x320 pixels and a spacing of 32 pixels,
resulting in a final resolution of 6.4 m. After the production of the velocity field,
we filtered erroneous values using manually chosen upper and lower thresholds
for both velocity and signal-to-noise ratio (SNR) - generally between 0.8-1.1 at the
lower bound and 2.8-3.5 at the upper bound.
3.2.5 Uncertainty assessment
Relative uncertainties were calculated by assessing inter-DEM variation in the
elevation of the exposed bedrock on Qarassap Nunata near the calving front, as-
suming no expected change in topography. Vertical uncertainty (sz) was calculated
by assessing the mean per-pixel standard deviation from the mean elevation of the
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repeat DEMs. Horizontal uncertainty (sxy) was estimated using feature-tracked
displacement fields. First, we calculate the root mean square error in displacement
fields (sRMSE) produced in the feature tracking process (Ryan et al., 2015). We as-
sume that this value results from the combined error from the root mean square







Note that this estimate ignores potential error contributions from feature track-
ing in sRMSE, and hence likely only provides an upper bound on the horizontal
uncertainty.






where ∆t is the time interval of the velocity field.
As our external orientation parameters (camera positions) are distributed densely,
consistently, and evenly throughout the point cloud (cf. a GCP-based network), we
assume that error is spatially non-variable, and hence that uncertainties measured
at the bedrock margins are representative of error across the SfM-MVS product.
3.3 Results
3.3.1 Calving front
DEMs and velocity fields
The calving front of Store Glacier was surveyed ten times between 10th-14th July









































































































































































Fig. 3.3 Example data output from calving front. (a) 0.15 m orthophoto, collected
10:15 12th July 2017. (b) 0.2 m DEM from same flight. (c) 6-hour separation veloc-
ity field (sv = ±0.69 m) from 16:15–22:15 on the 12th July. Transects in (a) refer to




Fig. 3.4 (a) Transect of A-A’ in Figure 3.3(a), displaying velocity (blue) and eleva-
tion (red). (b) Transect of B-B’ in Figure 3.3(a), displaying elevation profiles of
the calving front through the study period. A large-scale calving event occurs
between the 12th and 13th of July.
calving front are shown in Figure 3.3, including orthophoto, DEM, and velocity
field.
Our method reproduces both small- and large-scale aspects of the calving front in
fine detail. At glacier-wide scales, the side of the calving front is known to have
a prominent surface depression, an expression of a retreated grounding line and
section of the front at floatation (e.g. Ryan et al., 2015; Todd et al., 2018). This is
captured well by the GNSS-AT photogrammetry (Figure 3.3b; 3.4a). At local scales
this method is accurate enough to capture the opening of crevasses over periods of
days (Figure 3.4b; 3.5d–e), although reconstruction of crevasse depth continues to
be problematic due to low illumination and inefficient sensor orientation within
crevasses (Ryan et al., 2015).
The GNSS-AT method can also be successfully used to derive velocity fields of
the calving front at high resolution and accuracy (Figure 3.3b; 3.4a). The velocity
field, derived from displacements detected over a six-hour period between 16:15
and 22:15 on the 12th July 2017 (sv = 0.69 m d-1), shows that velocities are generally















12-07-2017	16:15 13-07-2017	10:15	(d) (e) (f)
Fig. 3.5 Orthophotos (a–c), DEMs (d–f) and velocity fields (e–i) showing the lead-
up and aftermath of a calving event that occurred on the south side of Store
Glacier between 22:15 on the 12th July and 10:15 on the 13th July. Location is
marked by outline in Figure 3.3a. NB. the poor reconstruction of open water visi-
ble in DEMs and hillshades of figures e, f, h, and i.
of 20 m d-1 (Figure 3.3c; 3.4a; 3.5h). Our method is sensitive to dynamic changes
at the calving front: in particular, the areas of highest velocity at the very lip of
the calving front – such as regions ∼1.8–2 km and ∼5.2–5.4 km along profile A
(Figure 3.4) – all mark areas of ice that undergo calving events in the next 24–48
hours. One particular calving event, occurring between 22:15 on the 12th July and
10:15 on the 13th July on the southern side of Store Glacier, is detailed in Figures
3.4b and 3.5. The calving zone, measuring ∼150 000 m2, occurs in a region of high
shear strain in a region bordering the floating section of Store. More than 48 hours
before calving, deformation in the calving zone is anomalous relative to the sur-
rounding area: up to 20 m d-1, whilst the region immediately behind the zone is
<10 m d-1 (Figure 3.5g). Over the following two days, a plume becomes visible in
front of the calving zone, opening up a region of open water in the ice melange
(Figure 3.5a–b). The crevasse becomes deeper and wider during this time (Figure
3.4b): across transect B-B’ (Figure 3.3a), the crevasse increases from ∼57.5 m wide
and ∼19.2 m deep at the first observation (2017-07-10 12:30) to ∼73.5 m wide and
49.6 m deep at the final observation before calving (2017-07-12 22:20). The crevasse
is not obviously water filled in this period (Figure 3.5b), but is filled with ice de-
bris that has dry calved off the interior face of the crevasses (Figure 3.4b; 3.5b), so
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the depths are reported above are underestimated, and water may exist beneath
the debris. In the hours prior to calving, the calving zone reaches deformation
rates up to 24 m d-1 (Figure 3.5h). The calving event itself resulted in the loss of an
ice section ∼400 m in length extending ∼100 from the front of the glacier. Assum-
ing the calving front is at floatation in this region of the glacier front (Todd et al.,
2018), we estimate from elevation models that the total ice lost to be 9.5 x 107 m3
(∼0.1 km3). After calving, displacement rates at the glacier fronts return to levels
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Fig. 3.6 Error assessment at the calving front: (a) location of two validation sites
at the calving front shown on UAV-derived orthophoto; (b-c) standard deviation
in Z axis derived from DEMs (d-e) standard deviation in XY axes derived from
horizontal displacement fields.
To estimate the error of the technique, we sampled a total of 0.1 km2 of bedrock
across two zones close to the glacier margin where reconstruction quality matched
that of the glacier surface across all DEMs (Figure 3.6a). We selected eight DEMs
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and eight displacement fields of these sample areas, produced by feature tracking
consecutive hillshaded DEMs.
The uncertainties derived from assessment of these DEMs is sz = ±0.14 m and sxy
= ±0.12 m. This amounts to ∼1.1 times the GSD (∼11 cm) in the horizontal and
∼1.3 GSD in the vertical. The per-pixel standard deviation in the vertical axis (Fig-
ure 3.6b–c) shows that vertical deviation is relatively consistent across the image.
The areas of highest deviation (visible as bright yellow-white bands in Figure 3.6c)
are pixels that are located at steep topographic cliffs, where slopes are close to
vertical and thus any horizontal error will compound the reported deviation in
the vertical axis. The per-pixel standard deviations in the horizontal (Fig 3.6d–e)
reveal clustered ‘hotspot’ regions of high variation. However, close inspection of
individual displacement fields shows that these hotspots are an artefact of indi-
vidual anomalies in the displacement fields, and that areas of high deviation are
not spatially consistent between displacement fields. Hence, although horizontal
uncertainty is spatially variable, the variability is not dependent on factors such as
surface texture or roughness, which would invalidate the assumption that a single
uncertainty value can be assigned uniformly to an entire DEM.
With a displacement uncertainty sRMSE = 0.17 m (∼1.5 GSD) and the ability to cap-
ture ice flow accurately, even along the relatively slow moving (1-5 m d-1) sides of
the glacier calving front, these uncertainty tests validate our ability to use GNSS-
AT derived UAV-photogrammetry to produce accurate DEMs and velocity fields of
glacier motion.
3.3.2 Ice sheet interior
Because feature tracking is able to successfully track decimetre-scale displace-
ments at the calving front, the same hardware and methodological approach
should be sufficient to measure daily velocity in the ice sheet interior, even where
there are no exposures of bedrock for GCPs and ice flow is considerably slower.
The interior study area is located 30 km inland from the calving front, where ice
flows at a speed of 2 m d-1. The location of the flight paths was motivated by the
presence of a large subglacial trough identified in BedMachine v3 data, and the





























































































Fig. 3.7 Example data output from the ice sheet interior. (a) 0.15 m orthophoto
collected 15:15 22nd July 2017. (b) 0.2 m DEM from the same flight. (c) Velocity




Fig. 3.8 (a) Transect of A-A’ in Figure 3.7(a), displaying velocity (blue) and eleva-
tion (red). (b) Transect of B-B’ in Figure 3.7(a), displaying elevation profiles of a
crevasse field through the study period.
– see Figure 3.1c). Typical UAV-derived glaciological products for the ice sheet
interior (flight zone ‘DT’ – see Figure 3.1c for location) are shown in Figure 3.7,
including orthophoto, DEM, and velocity field.
Although flight zone DT was designed to capture Lake 028, it is apparent from
orthoimagery that the lake had drained prior to the beginning of the study (Figure
3.7). Sentinel-2 imagery shows the drainage to occur between the 19th June and
the 7th July, although Lake 031 remained filled during the study period. Lake 031
overflows into a supraglacial stream which terminates in a large (>10 m diameter)
moulin formed from the hydrofracture of Lake 028. This distinct hydrological
network is visible in the former lake bed (Figure 3.7a), which is clearly seen as
a depression in the surface DEM produced by SfM-MVS (Figure 3.7b). Figures
3.7a–b capture two historical features of lake drainage. The first is the fracture
and moulin from the 2017 lake drainage, as already described. The second is the
remnant lake ice from the 2016 lake, which did not drain and is still visible as a
lighter patch of ice in the western corner of Figure 3.7a.
Figure 3.7c shows a velocity field derived by feature tracking displacements on
two DEM hillshades produced from orthophotos with four days separation, from
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Fig. 3.9 Comparison between two velocity fields obtained from different flight
paths at comparable times between the 22nd and 26th July 2017. Blue shading
marks where the transect crosses Lake 031. Transect is visualised as transect F9
in Figure 3.1c.
22nd – 26th July 2017 (sv = 0.05 m d-1). To our knowledge, this represents the first
published UAV-derived velocity field of an ice sheet interior, constructed without
the use of GCPs. Feature-tracking has successfully reconstructed the full range
of velocities across the interior region in which ice flow gradually increases from
∼1.4 m d-1 in the west to ∼2.4 m d-1 in the east (Figure 3.8a). We interpret this
difference to occur due to differences in bedrock topography: to the southeast, ice
is flowing over a bedrock rise, the peak of which is centred approximately 2 km
southeast of the study region (Figure 3.1). This change in dynamics is expressed in
the ice surface as an increasing frequency of deep and open crevasses (Figure 3.7a;
3.8b).
We can test the robustness of the inland surveys by comparing contemporaneous
velocity fields from independent flights. Figure 3.9 shows a 1.4 km velocity profile
of two velocity fields, constructed for the same time period (22nd – 26th June) but
from two different flight paths (paths UT and UL in Figure 3.1c). Despite being
derived from entirely different datasets, the velocity products show remarkable
agreement as they clearly fall within our estimated sv uncertainty of ±0.05 m d-1
(section 3.2.5). Hence, cross-comparison of different datasets appears to show that
velocity products are robust between varying SfM-MVS input data. Additionally,
the velocity products appear to be consistent even when tracking features through
water, when tracking through Lake 031 (Figure 3.10). Thus, although refraction
at the water surface influences SfM photogrammetry in the z-axis without cor-
rective measures (e.g. Mulsow et al., 2018), these data suggest that the horizontal
accuracy of bathymetry generated by SfM-MVS photogrammetry is sufficient to
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measure horizontal displacement through (non-turbid) water such as supraglacial
lakes.
3.4 Discussion
3.4.1 Comparison with prior methods
In this study we have estimated that, in a glacial environment flying at ∼450 m
a.g.l., SfM-MVS photogrammetric products supported by GNSS-AT geolocation
can be accurate to ±0.12 m (∼1.1 GSD) and ±0.14 m (∼1.3 GSD) in the horizontal
and vertical respectively. With well-constrained geolocation, horizontal (vertical)
accuracies can be as high as 0.5-1.0 GSD (1.5-2.0 GSD) (Benassi et al., 2017). Our
estimated accuracies are very close to these theoretical values – in fact, our verti-
cal accuracy is even higher. Our lower accuracy in the horizontal is likely due to
the fact that sRMSE includes feature tracking error. Common estimates of the lat-
ter can be up to 0.5 pixels (e.g. Quincey et al., 2015), which if assumed in our use
case would bring the sxy estimate down to as little as ∼0.5 GSD. Our estimated
accuracy values agree well with previously reported GNSS-AT derived estimates.
For instance, Fazeli et al. (2016) report horizontal (vertical) accuracies of 0.6 (1.0)
GSD using a low-cost customised multirotor UAV. Our accuracies also align with
reported horizontal (vertical) accuracies of commercial fixed-wing drones, which
offer similar performance to our low-cost alternative at a considerably higher price.
Studies using the eBee RTK have reported horizontal (vertical) accuracies of 1.0
(1.2) GSD (Roze et al., 2014), and 0.6-1.2 (0.8-4.0) GSD (Benassi et al., 2017), and 0.8
(1.8) GSD (van der Sluijs et al., 2018), whilst the WingtraOne PPK has reported hor-
izontal (vertical) accuracies of 1.3 (2.3) GSD (Ng and Buchheim, 2018). As a result
of this level of accuracy, feature tracking can be used to reliably resolve decimetre-
scale displacement (sRMSE = 0.17 m, ∼1.5 GSD) in the ice surface without the use of
GCPs. For the investigation of glacier dynamics, where installing and surveying
GCPs is logistically demanding, GNSS-AT therefore represents an especially sig-
nificant technical advance. The method reported here can be directly compared to
analogous UAV studies of Greenland glacier dynamics where both methods and
uncertainty assessments have been rigorously reported.
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The first example is that of Ryan et al. (2015) for Store Glacier, who were amongst
the first to use UAVs in a study of Greenland Ice Sheet dynamics. Ryan et al. (2015)
geolocate imagery in a two-stage procedure. First, external calibration in the SfM-
MVS process was performed camera coordinates provided by an on-board autopi-
lot navigational GPS receiver, which had an accuracy ±5 m. Flying at ∼500 m a.g.l.
(GSD ∼0.18 cm) provided a DEM with relative errors up to ±17.12 m horizontally
(∼95.5 GSD) and ±11.38 m vertically (∼63.2 GSD), with notable warping in sea-
level. A secondary stage of processing used a single GCP at the glacier margin,
3-D co-registration of DEMs using visible common control points such as boulders
and promontories, as well as a number of sea level control points given nominal
values of zero m a.g.l.. These secondary step reduced measured RMSE across
bedrock margins to ±1.41 m horizontally (∼7.8 GSD) and ± 1.90 m vertically
(∼10.6 GSD). Hence, Ryan et al. (2015) show that it is possible to achieve scien-
tifically valuable results even without strong ground control. However, an error >1
m is of limited use to assess displacement on slower-flowing glaciers, or over short
time periods – indeed, the velocity fields of Ryan et al. (2015) have notable arte-
facts in slow-flowing (<5 m d-1) sectors of the calving front. The GNSS-AT method
shown here provides an order-of-magnitude improvement in accuracy, as well as
eliminating an additional processing step. Despite this study using a shorter time
interval between flights (6 hours compared to 24 hours) – and hence evaluating ve-
locity from a smaller magnitude of displacement – the velocity fields in this study
are more accurate, permitting detection of changes in the slow-flowing sections
of the ice margin. The method also successfully reconstructs a flat sea level (this
can be seen in the first three transects displayed in Figure 3.4b – the final transect
is disrupted by poor reconstruction of open water). The previous failure to recon-
struct a flat sea surface of constant elevation in the first processing pass of Ryan
et al. (2015) is likely a ‘bowing’ effect from radial lens distortion error in the fixed
or self-calibrated camera calibration (James and Robson, 2014), a feature that can
be reduced significantly with precise georeferencing (James et al., 2017).
Further work on UAV dynamics studies of calving fronts was developed by Jouvet
et al. (2018, 2017) for Bowdoin Glacier in North Greenland. They report an im-
proved horizontal accuracy of 10-20 cm (∼1.4-2.9 GSD), a value that improves on
Ryan et al. (2015), and approximately double that in this study. They achieve this
level of accuracy using ten GCPs on each side of the 3 km-wide calving front, as
well as two GCPs on the glacier surface recorded using repeat dGPS positioning,
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with absolute positions of on-ice GCPs during each flight linearly interpolated.
They also fly at a lower altitude (∼300 m a.g.l.; GSD ∼7 cm) than that of Ryan et al.
(2015) and this study (450-500 m a.g.l.), which improves the quality of photogram-
metric reconstruction whilst limiting the total area able to be assessed in a single
flight (Bowdoin is ∼3 km across, whilst Store is ∼5 km). Hence, Jouvet et al. (2018,
2017) show that it is possible to work with moving on-ice GCPs to provide viable
products. However, the logistical effort is still considerable, and as a result GCP
density is sparse, with large distances (up to 2 km) between GCPs, which likely
leads to significant errors at points far from GCP location (Gindraux et al., 2017;
Tonkin and Midgley, 2016). Additionally, linearly interpolating moving GCPs on
the calving front: (i) requires that the calving front is a safe space to operate in lo-
gistically; and (ii) assumes that the glacier is moving at a constant velocity, which
is a non-optimal assumption especially when studying glacier dynamics. The
GNSS-AT approach applied here allows for the ability to resolve decimetre-scale
displacements without depending on a GCP network. This resolves large logistical
challenges at marine-terminating calving fronts, where collecting GCPs on both
sides of the calving front and on the ice itself would likely require a safe operating
environment, considerable time investment, and/or helicopter access, all of which
are downsides that UAVs are in some way meant to alleviate.
Whilst the method described here greatly reduces the logistical requirements
of working with a network of GCPs, it does not ultimately change the nature or
limitations of the SfM-MVS process. For instance, the identification of key points
or common features during the 3-D reconstruction process will still struggle to
reconstruct low texture environments such as fresh snow (Gindraux et al., 2017) or
open water (visible in Figure 3.5e–f and the final transect of Figure 3.4b), as well
as the true depth of crevasses (Ryan et al., 2015). Image collection should still be
conducted according to best practice, including careful consideration of image
overlap and flight geometry (James and Robson, 2014).
3.4.2 Applications
The case studies of a calving front and ice sheet interior provided in this study
show two different applications of the GNSS-AT method: one in a calving front
environment where UAVs have previously been used, and one in an ice sheet inte-
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rior, where UAVs have not to date been used to assess ice dynamics. The first case
study highlights that existing observations of, for instance, calving events (Jouvet
et al., 2018, 2017; Ryan et al., 2015) can be successfully replicated using GNSS-AT
methods (Figure 3.5). However, the second case study, deriving surface velocity
of an ice sheet interior, has not previously been possible using UAV-SfM methods.
Instead, UAV-based ice sheet studies have largely focused on non-dynamic aspects









Fig. 3.10 Landsat 8 OLI-derived velocity field of the study area between 16th July
and 1st August 2017. Data is from GoLIVE project (Fahnestock et al., 2016, resolu-
tion = 300 m), overlaid onto Sentinel-2 optical imagery. Black outline marks the
extent of the study zone in Figure 3.7. Note that feature tracking has failed over
the site of the former lake bed.
Inland, opportunities for measurement of ice velocity are currently restricted to
either: high-resolution in-situ GNSS measurements (e.g Doyle et al., 2015), which
can capture ice velocity at extremely high temporal resolution and accuracy but
only for point measurements; or satellite remote sensing techniques (e.g. Tedstone
et al., 2015), which can offer regional coverage at the expense of spatial and tempo-
ral resolution (and often an inherent trade-off between the two). The opportunity
for broad spatial coverage of ice velocity at high temporal resolutions (e.g. daily)
is extremely limited, and often restricted to opportunistic or targeted observations
where repeat intervals occur at adequate frequencies (e.g. Minchew et al., 2017;
Palmer et al., 2011). UAV-based techniques allow for high-resolution velocity fields
to be obtained by field researchers in targeted areas without dependency on high
temporal resolution satellite observations, and with a much higher quality prod-
uct than that available from global datasets and products. This quality improve-
ment is apparent when we compare the inland velocity product in this study to a
GoLIVE (Landsat-8 derived) product (Figure 3.10; Fahnestock et al., 2016). While
the satellite-derived data captures the overall variation of ice flow in the study re-
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gion, the acceleration from west to east is considerably less detailed. The reduced
temporal resolution (16 days) results in a failure of the feature tracking algorithm
to capture changes over the former lake bed, where changes in the supraglacial
hydrological network disrupted feature tracking (Figure 3.10). The ability to create
field-based velocity fields provides new opportunities to study the spatial varia-
tion in short-term (daily-weekly) velocity variations on ice sheets, such as those
provided by supraglacial lake drainages, or variation in moulin inputs in response
to rainfall or melt events.
3.4.3 Future directions
Although our method shows an improvement in accuracy relative to prior glacio-
logical studies, this is in part due to the sub-optimal GCP placement of prior stud-
ies that is a necessary by-product of working in glacial environments where access
is restricted in many places. When optimally arranged, Benassi et al. (2017) show
that a dense network of ground control points still provides a better accuracy than
GNSS-AT methods, particularly vertically (∼30% improvement in the horizontal
and ∼60% in the vertical). However, it has been shown that the error of a GNSS-
AT-derived product can be further constrained by the reintroduction of at least
one GCP, with a final vertical accuracy only slightly worse than traditional GCP
networks (Benassi et al., 2017). Whilst constructing a comprehensive network of
GCPs might be difficult on glacial terrain, the introduction of one GCP, either in
the form of an existing continuous GPS station, or a single target measured on a
per-flight basis or interpolated linearly as per Jouvet et al. (2018, 2017), is far more
achievable than a large, dense network of GCPs. The method as described here
also lacks the incorporation of directional data in the camera coordinate positions,
and hence is referred to as GNSS-AT rather than full DSO (section 3.2.3). The nav-
igational IMU on-board the autopilot was not precise nor accurate enough with
regards to time tagging to allow full DSO. The introduction of a more precise IMU
– analogous to the improvement in precision between SPS and PPK geolocation
in this study – would allow full DSO geolocation in the SfM-MVS process (Cucci
et al., 2017) using a low-cost UAV system. However, we are not aware of any ap-
plied use of UAV-based DSO in the geosciences at the time of writing.
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The UAV system and payload used in this study can be constructed for under
£1500, which means our core hardware pushes the boundary of UAV applications
in polar and other extreme environments whilst conforming to the low-cost ethos
of much geoscientific UAV work. However, the full method we have described
here deviates from that ethos by virtue of the dependence on dual-frequency
carrier-phase GNSS base station receivers for the differential processing of GPS
data, which can often have high costs. Dual-frequency recievers are necessary
for carrier phase GNSS correction over distances > 10 km, and hence as long as
the UAV is equipped with a single-frequency receiver, there is a necessity for a
local (< 10 km) base station to be running in parallel during the flight period. For-
tunately, there has been a recent availability of cost-efficient (< USD1000) dual-
frequency receivers such as the Piksi Multi (https://www.swiftnav.com/), the
Tersus BX305 and BX316R (https://www.tersus-gnss.com/), and the ComNav
K501G and K708 (http://www.comnavtech.com/). These receivers present three
potential innovations on the method presented here. Firstly, the integration of
these low-cost systems would reduce the initial capital cost of projects that do not
already have access to an expensive dual-frequency GPS receiver. Second, these
GPS receivers are small and light enough to fit on small-sized UAV airframes, and
hence allow for (i) an improved flight baseline and accuracy, and (ii) direct kine-
matic correction against an off-ice reference station (i.e. the removal of the need
for processing the intermediate base station ‘B1’ in ice sheet environments). Fi-
nally, these receivers could act as affordable on-ice base stations that could be dis-
tributed with a high enough density to act as low-cost ‘continuous’ on-ice GCPs,
allowing for reduced error (as above) and validation of the final point cloud out-
put.
3.5 Conclusions
We have presented the application of an alternative SfM-MVS geolocation method
known as GNSS-supported aerial triangulation, which uses an on-board carrier-
phase GNSS receiver to geolocate SfM-MVS point clouds while significantly reduc-
ing the need for GCPs. Using the calving ice front of a large Greenlandic outlet
glacier as a test case, we have shown that uncertainties in the reconstruction of
the glaciers surface can be reduced to ±0.12 metres horizontally (∼1.1 GSD) and
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±0.14 m vertically (∼1.3 GSD), when flying at ∼450 m a.g.l. These values com-
pare favourably with those obtained in previous studies, which used networks of
GCPs for geolocation. The elimination of ground control allows us to assess ice
displacement at an inland site and to produce, to our knowledge, the first example
of velocity fields derived from UAV methods at an ice sheet interior site.
The nature of studies of glacial environments inherently limits the ability of users
to collect dense networks of GCPs. GNSS-AT will be of interest to those wishing
to use UAV photogrammetry to obtain high-precision measurements in all glacial
contexts, but will be of particular value for operation in the interior of larger ice
masses, such as ice sheets, where operation away from exposed bedrock makes
the collection of stable GCPs a nearly impossible task. This method has further
applications, both within studies of the cryosphere – for example, in studies of sea




Results II: Assessing the dynamic
impacts of a supraglacial lake
drainage
In the previous chapter, it was demonstrated that the GNSS-AT workflow is suit-
able for obtaining accurate measures of glacier velocity without the use of exten-
sive ground control. Inland surveys from the 2017 ablation season also mapped in
detail the empty lake basin of the rapidly draining Lake 028 (Fig. 3.7). Field-based
studies of rapidly draining lakes are rare, and in particular no observations have
been taken in marine-terminating sectors of the GrIS. Although remote-sensing
studies have examined occurrences of rapid drainage in the Store Glacier drainage
basin (Cooley and Christoffersen, 2017; Williamson et al., 2018b), the challenges
of observing the effects of rapid drainage from remote sensing data (Fig. 3.10)
means that observations of the spatial variability of the dynamic efffects of lake-
drainage have been limited to slow-flowing sectors (Joughin et al., 2013). This
context means that there were gaps in the literature relating to (i) high-resolution,
spatially distributed observations of lake drainage events; and (ii) a focus on a
fast-flowing, marine-terminating sectors. This chapter therefore uses the work-
flow developed in Chapter 3 to examine the spatial variability and underlying
mechanism of the drainage of Lake 028 in the ablation season of 2018.
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Abstract
Supraglacial lake drainage events influence Greenland Ice Sheet dynamics on
hourly to interannual timescales. However, direct observations are rare and, to
date, no in-situ studies exist from fast-flowing sectors of the ice sheet. Here, we
present novel observations of a rapid lake drainage event at Store Glacier, West
Greenland, in 2018. The drainage event transported 4.8 × 106 m3 of meltwater
to the glacier bed in ∼5 hours, reducing the lake to a third of its original vol-
ume. During drainage, the local ice surface rose by 0.55 m and surface velocity
increased from 2.0 m d-1 to 5.3 m d-1. Dynamic responses were greatest ∼4 km
downstream from the lake, which we interpret as an area of transient water stor-
age constrained by basal topography. Drainage initiated, without any precursory
trigger, when the lake expanded and reactivated a pre-existing fracture that had
been responsible for a drainage event one year earlier. Since formation, this frac-
ture had advected ∼600 m from the lake’s deepest point, meaning the lake did not
fully drain. Partial drainage events have previously been assumed to occur slowly
via lake overtopping, with a comparatively small dynamic influence. In contrast,
our findings show that partial drainage events can be caused by hydrofracture,
producing new hydrological connections that continue to concentrate the supply
of surface meltwater to the bed of the ice sheet throughout the melt season. Our
findings therefore indicate that the quantity and resultant dynamic influence of
rapid lake drainages are likely being under-estimated.
4.1 Introduction
Variation in the rate of meltwater input into the subglacial system of the Green-
land Ice Sheet forces dynamic responses at a range of scales, from hourly (Das
et al., 2008; Doyle et al., 2013; Stevens et al., 2015) to seasonal (Bartholomew et al.,
2010; Moon et al., 2014; Sundal et al., 2011) and longer (Doyle et al., 2014; Tedstone
et al., 2015). A notable source of meltwater delivery is via rapid supraglacial lake
drainages, whereby lakes drain to the bed of a glacier or ice sheet in the space
of a few hours. The large volume of water delivered rapidly to the bed during
drainage results in hydraulic ice-bed separation, which is expressed at the sur-
face as decimetre-scale ice uplift (Dow et al., 2015; Doyle et al., 2013; Sugiyama
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et al., 2008). These evacuations induce short-term ice-flow accelerations via a re-
duction in basal traction (Das et al., 2008; Doyle et al., 2013; Tedesco et al., 2013),
modifying the seasonal efficiency of the subglacial system (Andrews et al., 2018;
Hoffman et al., 2011; Sundal et al., 2011), and opening new surface-to-bed connec-
tions (Hoffman et al., 2018) that can then continue to deliver meltwater to the bed
(Catania and Neumann, 2010). Since the advent of satellite records in the 1970s,
supraglacial lakes have formed in greater numbers, at higher elevations, and at
larger sizes in response to warmer summers (Cooley and Christoffersen, 2017; Fitz-
patrick et al., 2014; Howat et al., 2013). However, the net effect of an increasing
meltwater supply on the dynamics of the Greenland ice sheet is the subject of on-
going debate (Bougamont et al., 2014; Doyle et al., 2014; Meierbachtol et al., 2013;
Sole et al., 2013; Tedstone et al., 2015).
Satellite observations show that 28%-45% of all supraglacial lakes in West Green-
land drain rapidly (Cooley and Christoffersen, 2017; Fitzpatrick et al., 2014), al-
though multi-year studies indicate that even lakes that exhibit rapid drainage
behaviour do so in fewer than half of years (Morriss et al., 2013; Selmes et al.,
2013). Rapid drainage occurs when water opens a surface-to-bed connection via
hydraulic fracture (Das et al., 2008; Doyle et al., 2013; Stevens et al., 2015). How-
ever, the exact timing of hydrofracture is seemingly stochastic, with studies fail-
ing to support the hypothesis that the drainage of lakes can be explained by any
critical thresholds relating to lake hydrology (depth, volume, or morphology),
glaciological setting (hypsometry, velocity, or strain) or meteorological conditions
(Fitzpatrick et al., 2014; Williamson et al., 2018b). Lakes often drain in clusters
(Fitzpatrick et al., 2014) because the transfer of water to the base of the ice sheet
when one lake drains increases the tensile stresses near other lakes, triggering
further hydrofractures (Christoffersen et al., 2018). Recent research has hypothe-
sised that most lakes drain in these cascading events (Christoffersen et al., 2018)
and that pre-existing weaknesses in the ice may play a role (Stevens et al., 2015;
Williamson et al., 2018b). However, field studies capturing rapid drainage are
limited and have only previously been conducted on slow-flowing (∼100 m a-1)
land-terminating regions of the ice sheet (Carmichael et al., 2015; Das et al., 2008;
Doyle et al., 2013; Stevens et al., 2015; Tedesco et al., 2013). It is unclear the ex-
tent to which knowledge of subglacial hydrology at land-terminating margins
may be applied to fast-flowing marine-terminating systems (Nienow et al., 2017)
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where supraglacial lakes are equally numerous (Cooley and Christoffersen, 2017;
Williamson et al., 2018b).
Here, we present field measurements of the rapid drainage of the supraglacial
lake ‘Lake 028’ (70.57°N, 50.08°W; Fig. 4.1) located ∼30 km from the marine termi-
nus of Store Glacier (Sermeq Kujalleq) in West Greenland, at a site where annual ice
flow averages ∼600 m a-1. We combine data from repeat Uncrewed Aerial Vehicle
(UAV) photogrammetry with in-situ geophysical observations from pressure trans-
ducer, dual-frequency GPS, and seismometers. The addition of high-resolution
photogrammetry data allows the spatial distribution of dynamic response to be
assessed, and aids detailed structural interpretation of the drainage event. We
present observations at high spatial and temporal resolutions, describe the lake
drainage mechanism, interpret the dynamic effects and structural history of the
lake drainage, and discuss the larger-scale significance of the observed mode of
lake drainage.
4.2 Methods
By the 2018-07-07 drainage event, Lake 028 was instrumented with a GPS receiver,
seismometer, and pressure transducer sensor (Fig. 4.1a). A dual-frequency GPS
was installed ∼600 m upstream of the lake in July 2017, and by July 2018 had ad-
vected into a position immediately south of the lake. A seismometer was installed
in May 2018, and a water-level sensor on 2018-07-04. From this date, regular UAV
surveys (See Appendix B, Table B.1) were performed over the lake and surround-
ing environments. Lake 028 drained three days later, on 2018-07-07 between ap-
proximately 18:00 and 23:00 (Fig. 4.1b). All times are expressed in Coordinated
Universal Time (UTC).
4.2.1 Pressure Transducer
A pressure transducer (Solinst 3001 Levelogger) was installed on the 2018-07-
04, logging at 2-minute intervals. The record was corrected for changes in atmo-
spheric pressure using hourly surface pressure data from ERA-5 reanalysis data


























Fig. 4.1 (a) Location of Lake 028 and Lake 031 (red outlines). Sentinel-2 image
from 2018-07-07 overlaid with the MEaSUREs 2017 velocity dataset (Joughin et al.,
2010) and contour lines from ArcticDEM (Porter et al., 2018) (inset: location of
Store Glacier in Greenland). (b) Lake 028 on 2018-07-07, ∼5 hours prior to the
onset of drainage, with instrument locations highlighted. (c) Lake 028 on the 2018-
07-08 ∼4 hours after peak drainage, with ∼1-km-long fracture marked in red, and
moulins marked as white dots. (d) Bed of fully-drained Lake 028 on 2017-07-26,
with maximum observed lake margin (from 2017-06-26) outlined with dashed
black line.
established using a bathymetry map of the lake at 0.2 m resolution produced from
depth-corrected UAV-derived DEMs (see Appendix B, Supplementary Text). Time
series of lake volume (V ), discharge (Q), and rate of change in discharge (dQ/dt)
were calculated from this depth-volume relationship.
4.2.2 GPS
We measured ice surface velocity and uplift using a Trimble NetR7 dual-frequency
Global Positioning System (GPS) receiver logging continuously at 0.1 Hz using
a Trimble Zephyr Geodetic III Antenna. We processed dual-frequency GPS data
kinematically (King, 2004) using the differential carrier-phase positioning soft-
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ware, Track v. 1.30 (Chen, 1998, http://geoweb.mit.edu/gg/) and final precise
ephemeris from the International GNSS Service (Dow et al., 2009). The data were
processed against an off-ice reference system, a Trimble NetR9 receiver located on
Qarassap Nunata (70.4 °N, 50.7 °W). We discarded solutions where carrier-phase
ambiguities were not fixed to the current integer, where an insufficient number
(<4) of double-difference calculations were made, or where position standard
deviation exceeded 0.035 m. High-frequency noise was filtered with a two-pole,
low-pass Butterworth filter with a 30-minute cutoff period (Doyle, 2014). This
30-minute window was chosen based on a worst case horizontal positional un-
certainty of 0.035 m and a base ice velocity of ∼650 m a-1, following from which
assumptions the period over which velocities can be resolved is ∼0.5 hours. Un-
certainty was calculated based on a conservative estimate of the positional uncer-
tainty of ±1 cm propagated through the velocity calculation.
4.2.3 Seismometers
Seismic monitoring was conducted using a passive HG-7 10 Hz geophone de-
ployed in a shallow (3 m) borehole. Recordings were taken at 400 Hz using a Di-
GOS DATA-CUBE. Changes in seismic energy were studied using the normalised
root mean square amplitude. Data were decimated to 100 Hz and a 2-pole, zero-
phase bandpass filter (10-50 Hz) was applied to eliminate instrument and high-
frequency noise. The normalised RMS amplitude was then calculated for 60 s time
windows. The normalised cumulative amplitude was also calculated to identify
rapid changes in seismic energy.
4.2.4 UAV Photogrammetry
We acquired aerial imagery using a custom 2.1 m fixed-wing UAV (Chudley et al.,
2019a). The survey plan, designed with the assistance of the 5 m resolution Arctic-
DEMmosaic, provided a consistent flight altitude of ∼450 m, with a ground-level
image footprint of ∼660 x 440 m and a ground sampling distance (GSD) of 11
cm. Digital imagery was acquired by a Sony α6000 24 MP camera with a fixed 16
mm lens. Imagery was captured every 90 m along flight lines spaced 240 m apart,
in order to achieve an >80% (>60%) overlap along (between) flight lines for pho-
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togrammetry purposes. The point cloud was geolocated via GNSS-assisted aerial
triangulation, using an on-board Emlid Reach single-frequency carrier-phase GPS
receiver (recording at 10 Hz) postprocessed using the Emlid RTKLIB b27 software
suite against 10 Hz data from a ground-based NetR9s (Chudley et al., 2019a). A
total of 11 surveys were performed over the study period between 2018-07-05 and
2018-07-28 (See Appendix B, Table B.1).
Photogrammetric outputs were calculated from images and camera positions us-
ing AgiSoft Metashape v.1.4.3 (http://www.agisoft.com), apart from the DEM
difference fields displayed in Fig. 4.4a, which were calculated using the updated
Agisoft Metashape 1.5.1. Camera calibration was performed automatically in the
bundle adjustment process. From the final dense point clouds, we produced or-
thophotos at 0.15 m resolution and geoid-corrected DEMs at 0.2 m resolution.
Horizontal velocity fields were derived by feature tracking 0.2 m resolution mul-
tidirectional hillshade models (produced using GDAL 2.2) using OpenPIV fea-
ture tracking software (Taylor et al., 2010), using an interrogation window size
of 320x320 pixels and a spacing of 32 pixels (final resolution: 6.4 m). We filtered
erroneous values using manually chosen upper and lower thresholds for veloc-
ity, signal-to-noise ratio (SNR), and divergence from mean annual flow direction.
Uncertainties in the velocity field were calculated based on a displacement uncer-
tainty of 0.17 cm, following Chudley et al. (2019a).
When calculating uplift from DEM differencing, we assume the vertical uncer-
tainty to be ± 0.2 m (Chudley et al., 2019a), which is close to the scale of uplift
explored. However, validation against the observed GPS uplift gives some confi-
dence, with a reported GPS uplift of 0.31 cm between the survey periods compar-
ing with a mean UAV-derived uplift of 0.34 ± 0.05 m across a 6 m2 sample area
around the GPS location. Survey precision estimates (James et al., 2017) were cen-
timetric, so uncertainty was likely dominated by survey-wide systematic biases,
giving confidence to this validation measurement.
4.2.5 Hydrological Routing
As surface water reaches the ice bed, we assume that it flows following gradients
in hydraulic potentials. These are calculated using a multiflow direction algo-
4.2 Methods 75
rithm, where the flow is diverted to multiple downslope cells in proportion to
the slope between them (Freeman, 1991; Quinn et al., 1991). The gradients in hy-
draulic potential surface are calculated over the catchment of Store Glacier using:
∇θ = ρwg∇Zb + αρig∇H (4.1)
with∇θ the gradient of the hydraulic potential surface (Pa), ρw and ρi the density
of water and ice respectively (kg m-3), and g the constant of gravitational acceler-
ation (m s-2). The glacier geometry is defined with the gradient of bed elevation
(∇Zb, m) and the gradient of ice thickness (∇H , m), taken from BedMachine V3
(Morlighem et al., 2017) at 150 m spatial resolution. The coefficient α is a floatation
fraction, here set to 1 with the assumption that the subglacial water pressure is
equal to the ice overburden pressure. Note that the routing of water in our study
region remains similar if we assume that the pressure in the hydrological system
is just less than the overburden value (α =0.9).
In order to derive discharge from mapped hydraulic potential, we use, as input
to the subglacial system, gridded total daily runoff from regional climate model
RACMO2. A slightly updated model is used relative to that presented in (Noël
et al., 2018): no model physics have been changed, but the spatial resolution of
the model has been increased to 5.5 km from 11 km (although output is down-
scaled to 1 km). Data for the day of drainage was not available at the time of the
study. Instead, we use data for 2017-07-26 (a day where a large rainfall event was
observed at the study site) as a proxy for a period when high total water input was
entering the subglacial system. Discharge was mapped extending ∼140 km inland
from the calving front, although only a small section of this is presented in Fig.
4.4c.
4.2.6 Optical satellite imagery
Where optical satellite images were downloaded for RGB visualisation, Sentinel-
2 imagery was downloaded from the Copernicus Open Access Hub (scihub.
copernicus.eu) and Landsat 8 OLI imagery from the USGS Earth Explorer (earthexplorer.
usgs.gov). Long-term lake drainage history for Lake 028, Lake F, and North Lake
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were produced using imagery visualised with the Google Earth Engine Digitisa-
tion Tool (GEEDiT; Lea, 2018).
4.2.7 Ice Surface Strain Rates
First and second principal strain rates and directions were calculated from MEa-
SUREs velocity data for 2017 (Joughin et al., 2010). We compute the horizontal
part of the strain rate tensor, with derivatives approximated by finite difference of
the horizontal velocity field (Alley et al., 2018; Jouvet et al., 2017). The first prin-
cipal strain rate was calculated as the highest eigenvalue of the strain rate tensor,
and the associated eigenvector is the first principal direction. The second principal
strain rate (direction) was the lowest eigenvalue (eigenvector).
4.3 Results
4.3.1 2018 Lake Drainage Event
Records from a pressure transducer installed at the bed of Lake 028 on 2018-07-
04 were converted into time-series of volume and discharge (Fig. 4.2a-b) using
lake bathymetry derived from UAV photogrammetry (see Appendix B, Supple-
mentary Text). These data indicate that in the three days prior to drainage, the
volume of Lake 028 was increasing at a rate between 1-10 m3 s-1. At its maximum
extent on 2018-07-07, Lake 028 was 1.25 km2 in area, 7.3 × 106 m3 in volume, and
fed by three supraglacial streams. A single outflow channel emerged at the south-
ern lake shore (Fig. 4.1b). The lake reached its maximum size immediately prior
to drainage, which began on 2018-07-07 17:42 UTC (Fig. 4.2a). Rapid discharge
(defined following Doyle et al. (2013) as >50 m3 s-1) initiated at 18:32 UTC, acceler-
ated notably at approximately 19:58 (Fig. 4.2b), and reached its peak (924 m3 s-1) at
21:20 UTC. After this, discharge decayed exponentially. 23:22 UTC marked the end
of rapid (Q >50 m3 s-1) drainage, which lasted ∼5 hours in total. Lake volume con-
tinued to decline for the remainder of the record as flow into the moulin contin-
































































































Fig. 4.2 Time-series of (a) lake volume (V) and discharge (Q); (b) rate of change
of discharge (dQ/dt); (c) surface uplift (Z) and rate of uplift (dZ/dt); and (d) nor-
malised root mean square (RMS) seismic amplitude, and normalised cumulative
energy at Lake 028. Dashed lines at 12:45 and 01:40 mark the timing of pre- and
post-flight drainage UAV surveys shown in Fig. 4.1b and c. Shading marks the
three phases of rapid drainage outlined in the discussion. A version of this figure




















































Fig. 4.3 Time-series of location data obtained from GPS instrumentation located
∼750 m downflow of Lake 028 (Fig. 4.1b), including (a) resultant horizontal ve-
locity and the (b) northerly (VN) and (c) easterly (VE) components of velocity, to-
gether with (d) mapped horizontal displacement between 2018-07-07 15:00 and
2018-07-08 02:00, with hourly locations marked with crosses. Dotted lines at 12:45
and 01:40 mark the timing of pre- and post-flight drainage UAV surveys shown in
Fig. 4.1b and c. Shading marks the three phases of rapid drainage outlined in the
discussion.
4.3 Results 79
was 3.1 ×105 m3. A small (∼200 m diameter) lake was still present in Sentinel-2 im-
agery by the end of the ablation season, and had frozen over by November 2018.
In addition to discharge measurements, we recorded ice uplift (Fig. 4.2c), seismic
activity (Fig. 4.2d), and horizontal ice velocity (Fig. 4.3) using a GPS and seis-
mometer located to the south of the lake (Fig. 4.1b). At approximately 18:30 UTC,
coincident with the start of rapid (Q >50 m3 s-1) drainage, ice uplift initiated at a
rate of ∼0.1 m h-1. This rate increased, in tandem with discharge, to a maximum
rate of ∼0.4 m h-1 at 21:17 (contemporaneous with maximum discharge). Peak
surface uplift of 0.55 m occurred at 21:43 UTC. Subsequently, the ice surface did
not return to a pre-drainage elevation, instead settling ∼0.2 m above pre-drainage
levels (Fig. 4.2c) for the rest of the summer melt season. Trends in seismic data are
consistent with those in discharge and surface uplift records. Following low-level
(0-0.2 normalised RMS amplitude) activity in the initial drainage period, activ-
ity accelerated rapidly after 19:58, reaching a maximum amplitude at 21:34 UTC
(coincident with maximum deceleration in discharge), at which point seismic ac-
tivity returned abruptly to levels <0.3 for the remainder of the drainage period.
Ice velocity was relatively consistent until 20:20 UTC, at which point rapid accel-
eration was observed, from a background velocity of ∼2.0 m d-1 to a peak of 5.33
m d-1 at 21:07 UTC (Fig. 4.3a). Termination of the event was equally rapid, and
by 21:27 UTC velocities had returned to normal levels. However, this resultant
velocity hides anomalous directional movement (Fig. 4.3b–d). In the early stage
of drainage (prior to the step accelerations observed in other data at ∼20:00 UTC),
the ice velocity trended in a westward direction (parallel with fracture orienta-
tion), unaccompanied by any significant change in magnitude. Coincident with
the period of most rapid drainage, an anomalous southward displacement ini-
tiated (perpendicularly away from the fracture), peaking at a rate of 0.2 m h-1 at
21:07 UTC. Following this, a sharp northward anomaly occurred at 21:36 UTC,
coincident with maximum negative discharge rate and peak seismic activity.
4.3.2 Spatially distributed uplift and ice flow dynamics
Repeat UAV photogrammetry captured at approximately daily intervals before
and after the lake drainage event (See Appendix B, Table B.1) provides novel
























Fig. 4.4 (a) Absolute uplift post-drainage at 2018-07-08 01:44 relative to 2018-07-06
16:39 control, with regions A, B, and C referred to in the text labelled. (b) Relative
acceleration over the period 2018-07-06–09 relative to 2018-07-18–24 control. The
grey region marks area of insignificant change based on estimated uncertainty
(see methods). (c)Modelled water routing, showing contours of discharge follow-
ing an input of water to the system.
gion surrounding Lake 028 (Appendix B, Table B.1). An immediate post-drainage
survey at 2018-07-08 01:45 UTC – ∼2 hours after the termination of rapid drainage
– allow us to map drainage-induced uplift (Fig. 4.4a). We identify three distinct
regions of uplift. The first major region of uplift (region A) was located surround-
ing the fracture, on the southwest side of the lake basin. A second major region
of uplift (region C), was located at a distal site 4 km S-SE of the fracture. They are
linked by a region of lower-magnitude uplift (region B).
Velocity fields are derived from repeat UAV surveys. We compare two velocity
fields, one over the lake drainage period (2018-07-06–09) and one from a late-
season control period (2018-07-18–24) to highlight regions of anomalous ice ve-
locity during drainage (Fig. 4.4b). These data show that the short-term (on a scale
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of hours) acceleration observed in the immediate vicinity of Lake 028 (Fig. 4.3c)
is not visible on a multi-day timescale. In contrast, considerable acceleration was
observed at the distal site (region C), where ice velocity increased by up to 15%
relative to the late-season control period. This suggests that ice velocity here was
persistently elevated through the observation period, compared to only short-term
acceleration around the lake site itself. This distal region also corresponds to an
area of uplift in the elevation difference data.
4.3.3 Inception and propagation of fractures
The 2018 fracture was a direct continuation of a fracture formed during the com-
plete rapid drainage of Lake 028 in 2017 (Fig. 4.1d). Two notable moulins occurred
along the 2017 fracture (Fig. 4.5b): one larger (M17a in Fig. 4.5a) and one smaller
(M17b in Fig. 4.5a), the latter of which became the dominant drainage moulin for
the rest of the 2017 season. By 2018, this pre-existing fracture had advected ∼500
m southwest (Fig. 4.5a; c), and both moulins, as well as the fracture, had closed.
Between the 2018-07-04 and 2018-07-06, Lake 028 overtopped and began filling
M17a (Fig. 4.5c, top-left inset). By the 2018 drainage event, the maximum extent
of Lake 028 was coincident with the location of M17b (Fig. 4.5c): post-drainage,
this moulin showed evidence of reactivation as it was no longer water-filled (Fig.
4.5c, bottom-right inset). M17a must also have been reactivated, as it was empty of
water post drainage (Fig. 4.5c, top-left inset).
Extending from M17b, the western extent of the 2018 fracture was dominated
by uneven edges and grabens (Fig. 4.5e). This section of the lake bed is also a
region where a number of smaller, pre-existing surface crevasses occur (on the
order of 10 m long and 0.5 m wide). The edges of the western extent of the 2018
fracture can be matched directly to these pre-existing crevasses (red lines in Fig.
4.5d), suggesting that the crevasses were exploited during drainage to form the
larger fracture. The eastern extent of the 2018 fracture was typified by clean, linear
fracturing (Fig. 4.5e), an appearance distinct from the western extent.
The orientation of the fractures in both years was at ∼45° to the direction of flow.
Comparing this orientation to principal strain rates (Fig. 4.6a) shows that the frac-




















Fig. 4.5 UAV orthophotos of Lake 028 identifying key geomorphological features.
(a) Locations of the main drainage fracture (red lines) in 2017 (top) and 2018 (bot-
tom) are marked, along with associated moulins. Dashed red line marks the lo-
cation of the healed 2017 crevasse in 2018. Coloured boxes indicate locations of
panels b–e. (b) The 2017 crevasse and associated moulins 17a and 17b in 2017. (c)
2017 crevasse and associated moulins on 2018-07-07 immediately prior to drainage.
The insets show moulin 17a on 2018-07-04, 2018-07-06, and 2018-07-08 (top left)
and moulin 18a on 2018-07-08 after drainage (bottom right). (d) Region of Lake
028 subsequently fractured on 2018-07-07, prior to drainage. 2m depth contours
are marked in white and crevasses exploited during drainage are in red. (e) Frac-








Fig. 4.6 (a) Surface principal strain rates (red and blue lines) derived from 2017
annual MEaSUREs velocity data (Joughin et al., 2010). 2018-07-08 maximum lake
area is marked in blue, and flowlines are marked in grey. Black lines define the
drainage fracture in 2017 (top) and 2018 (bottom), with the dotted line showing
the location of the healed 2017 crevasse in 2018. Black boxes, from left to right,
mark locations of UAV orthophotos in panel (b) showing presence of crevasses
surrounding western edge of fracture, and (c) showing lack of crevasses around
eastern edge of fracture. Black arrows identify the fracture limit.
that the drainage fracture is a Mode I extensional fracture. In 2017, there were
no obvious closed moulins or healed fractures to exploit. Instead, the fracture
most likely initiated at its western edge, where numerous small surface crevasses
occur due to the extensional strain regime (Fig. 4.6b) that could be exploited by
hydrofracture. This hydrofracture could then propagate into the compressive lake
basin due to inflow of water, first from the supraglacial stream network along the
western lake shore and ultimately from the lake itself, leading to full column pene-
tration by hydrofracture. The compressional strain regime on the northeastern (i.e.
upflow) side of the lake (Fig. 4.6a), evidenced by a lack of crevasses in the area
(Fig. 4.6c), is likely to have have limited the eastern extent of the hydrofracture in
both 2017 and 2018.
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4.4 Discussion
4.4.1 Lake drainage mechanism
Observational evidence suggests that the drainage of Lake 028 in July 2018 ini-
tiated via the refilling of a closed moulin formed during the 2017 lake drainage,
and subsequent reactivation of the 2017 hydrofracture. Between UAV surveys
on 2018-07-05 (02:00) and 2018-07-06 (16:40) Lake 028’s shoreline reached the lo-
cation of the former moulin M17b. At this point, neither M17a nor M17b was
open, as evidenced by the filling of moulin M17a between 2018-07-06 (16:40) and
2018-07-07 (12:45) (Fig. 4.5c, inset). In the hours prior to rapid drainage, minor
seismic activity began (Fig. 4.2d), indicative of the episodic hydro-mechanical
re-opening of the moulins. In the post-drainage survey (2018-07-09 16:15), these
moulins were empty (Fig. 4.5c, inset), indicating that they had connected hydrauli-
cally, most likely to the glacier’s bed, during the drainage event. Lake drainages
have previously been proposed to exploit pre-existing moulins (Doyle et al., 2013;
Stevens et al., 2015). Evidence suggests that water entering the subglacial system
through pre-existing moulins can trigger hydrofracture by inducing localised ac-
celeration and hence a transient extensional flow regime in a ‘precursor’ event
(Alley et al., 2005; Stevens et al., 2015). However, there is no evidence of precur-
sory acceleration or surface-to-bed connection at Lake 028. Furthermore, there is
no evidence of any precursory uplift indicating a triggering upstream drainage
event (Christoffersen et al., 2018; Doyle et al., 2013). We suggest that high back-
ground tensile stresses were likely sufficient for a surface-to-bed connection to
commence as soon as the lake overtopped the pre-existing moulin. Taking the pre-
viously studied Lake F (Doyle et al., 2013) as a contrasting example, first principal
strains (See Appendix B, Fig. B.1) are an order of magnitude lower than at Lake
028 (Fig. 4.6a), and are not clearly aligned with fracture direction, suggesting that
background stresses do not exert a strong control in slow-flowing regions. This
observation sheds new light on the proposition that supraglacial lakes can drain
in a ‘cascading’ chain-reaction (Christoffersen et al., 2018). While this mechanism
may explain how hydrofracture in low stress regimes can occur in response to
upstream drainage, there is still no explanation for the triggering of the upstream
events themselves. We propose that lakes like Lake 028 can act as ‘trigger lakes’,
i.e. situated in stress regimes where the simple intersection of an expanding lake
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with a pre-existing moulin is enough to trigger hydrofracture. In contrast, lakes
from previous in-situ studies may be considered ‘response lakes’, i.e. lakes which
require a precursory event in order to drain.
Following drainage initiation, we interpret geophysical activity as representing
three clear phases (Doyle et al., 2013): Phase i (17:42–19:58), drainage onset, Phase
ii (19:58–21:22), fracture opening, and Phase iii (21:22–23:22), fracture closing
(these phases are highlighted in Figures 4.2 and 4.3). Phase i began with the initi-
ation of drainage at 17:42. It was characterised by discharge, uplift, acceleration,
and seismic activity that was relatively low compared to later drainage. We sug-
gest that, in phase i, water was delivered to the bed exclusively through the reacti-
vated M17b, and discharge rates increased via the mechanical or thermal erosion
of the moulin and the remnant 2017 fracture. This mechanism would explain the
distinctive morphology of the western extent of the 2018 fracture, characterised by
the exploitation of pre-existing crevasses to form distinctive graben structures (Fig.
4.5e).
Phase ii of Lake 028’s drainage began at 19:58 with a step increase in discharge
(Fig. 4.2a–b). A sudden and rapid southwards ice displacement is visible in the
GPS record at this time (Fig. 4.3b). Given the GPS location 900 m south of the east-
west oriented fracture, we interpret this as strong evidence of mechanical fracture
opening (Doyle et al., 2013). We interpret the clean, linear fracturing distinctive
of the eastern half of the 2018 fracture (Fig. 4.5e) as indicating that the fracture
propagated via hydrofracture rather than by mechanical or thermal erosion. This
hydrofracture mode began once the fracture propagated into depths greater than
4 m (Fig. 4.5d). As such, this depth likely represents the point at which – in this
particular setting – hydrostatic pressure was sufficient to initiate full-column hy-
drofracture. The westernmost extent of the new hydrofracture was also coincident
with the location of M18a, suggesting that hydrofracture initation allowed M18a
to connect to the bed. The formation of M18a at this point would have coincided
with, and thus explains, the dramatically increased water discharge from Lake 028
at the beginning of phase ii (Fig. 4.2a). This inference is supported by a marked in-
crease in the intensity of seismic activity in this period (Fig. 4.2d), as well as peak
horizontal velocity, likely forced by hydraulic jacking. Phase ii terminated at the
point of peak discharge (Fig. 4.2a), which was coincident with the beginning of
fracture closure as indicated by the GPS data (Fig. 4.3b).
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Phase iii is defined from the beginning of negative dQ/dt at 21:22. Throughout
this period, decreasing discharge was observed: fourteen minutes into the pe-
riod, at 21:34 UTC, maximum deceleration in discharge occurred (Fig. 4.2b). This
timing coincided with a maximum in seismic activity, and three minutes later
(21:37 UTC), the northwards anomaly in the GPS record reached a maximum (the
northwards anomaly occured from 21:28 – 22:14 UTC). We interpret these closely
spaced events as strong evidence of rapid fracture closure occurring in this period.
This period of lake drainage was captured with 10 s time-lapse photography from
a location to the southeast of the lake (See Appendix B, Movie B.1). This footage
shows that early Phase iii, when discharge declined most rapidly (∼21:30–22:15
UTC), occurred simultaneously with the lake level dropping beneath that of the
fracture. At this point, a plume of water vapour developed at the fracture mouth
as the fracture transitioned from being fully water-filled to a water-air mix. When
the fracture was filled to the surface, water pressure exceeded ice overburden
pressure and allowed the fracture to remain open. As water content in the frac-
ture reduced, water pressure also lowered and led to fracture closure, lower water
inputs, and the subsequent cessation of uplift and acceleration. Therefore, the trig-
gering event for termination of the short-term dynamic response to drainage was
the drop in lake water level beneath that of the fracture elevation.
Although we define the end of Phase iii at 23:20 based on the termination of
drainage >50 m3 s-1, there is a long tail to observed hydrological activity. By the
time of the post-drainage UAV survey at 2018-07-08 01:45 UTC, the edge of the
lake was still proximal to the fracture, and eight seperate channels were flowing
into the fracture. By the time of the subsequent UAV survey (2018-07-08 15:15
UTC), only three channels remained, and 24 hours later (2018-07-09 16:15 UTC)
one supraglacial channel and associated moulin remained, which dominated for
the rest of the melt season.
The elevation time-series from the GPS located to the south of the lake shows a
persistent post-drainage surface uplift of ∼0.2 m above the pre-drainage level
(Fig. 4.2c). Previous studies have reported a similar phenomenon (Das et al., 2008;
Doyle et al., 2013; Stevens et al., 2015; Tedesco et al., 2013), interpreting it as tran-
sient water storage at the bed or reverse dip/slip faulting (Doyle et al., 2013). We
did not observe any evidence of reverse faulting, so we favour the hypothesis that
the persistent uplift is indicative of changes to the subglacial system. Substan-
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tial surface lowering (>1 m) was observed in the northeast area of the study site
(Fig. 4.4a). Given this lowering was spatially confined and observed over only
∼33 hours, it cannot be explained by surface melt alone. We hypothesise that this
excess lowering could relate to a loss of subglacially stored water or sediment
in this region following lake drainage. Hence, this pattern of persistent uplift
downstream of the lake and surface lowering upstream could be explained some
combination of rerouting of the subglacial hydrological system (Lindbäck et al.,
2015) leading to increased water storage beneath the location of the GPS, and/or
the redistribution of subglacial sediment during rapid lake drainage (Livingstone
et al., 2019).
4.4.2 Spatial distribution of dynamic response
The northwest region of ice uplift (Region A in Fig. 4.4a) was located proximal
to the fracture. We interpret this to be a result of hydraulic jacking in the region
surrounding the direct injection of water to the bed. In modelling studies, this has
been interpreted as a turbulent sheet or water ‘blister’ (Dow et al., 2015) spreading
radially from the moulin injection point. Measured uplift here peaked at ∼0.8
m, which is consistent with previous studies (Das et al., 2008; Doyle et al., 2013;
Stevens et al., 2015; Tedesco et al., 2013). Uplift was focused to the southwest of
the lake centre (Fig. 4.4a), in contrast to previous studies of alpine and ice sheet
lake drainages which have speculated that ice uplift is greatest near the centre of
lakes (Das et al., 2008; Doyle et al., 2013; Sugiyama et al., 2008). This likely reflects
the location of surface-to-bed hydrological connections: the fracture and moulins
reported here were located offset in this direction from the lake centre, whereas
previous studies of lake drainages have been of lakes that hydrofractured at their
centre.
The area of lower-magnitude uplift observed in Region B (Fig. 4.4a), correlates
with the predicted peak subglacial discharge pathway (Fig. 4.4c) derived from
modelled subglacial hydrological routing (see methods). We interpret uplift at
Region B to have resulted from hydraulic jacking – and subsequent concentration
of water – along preferential flow routes as lakewater was routed away from the
injection site. The > 1 km wide region over which this uplift is distributed leads us
to envisage the subglacial hydrology as a turbulent sheet or blister rather than a
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single efficient channel. Uplift similiar to that observed at Region B has not been
observed previously, but our interpretation agrees with modelling results (Dow
et al., 2015), which found that large and efficient subglacial channels do not form
rapidly as a result of rapid lake drainage. Instead, water flows downstream once
blister growth is restricted by basal topography.
In contrast, the distal area of high-magnitude uplift located in Region C has not
been observed or predicted previously. It does not correlate with subglacial flow
routes predicted by modelled hydrological routing, which continues along the
bedrock trough (Fig. 4.4c). One option to explain this divergence between the
inferred and modelled water routing pathways could be due to errors in Bed-
Machine v3, which has reported uncertainty in excess of 50 m around Region C.
However, whilst this would explain a simple divergence between inferred and
modelled pathways, it does not explain why the uplift of Region C is greater than
at regions A or B. We suggest that (assuming the modelled hydrological routing
is correct), Region C constitutes an area of less efficient subglacial drainage, which
resulted in higher water retention and enhanced hydraulic jacking.
The pattern of water routing described above may also explain why ice acceler-
ation over the drainage period (Fig. 4.4b) was concentrated in region C, whilst
acceleration elsewhere, particularly at the lake site itself, was less pronounced.
The velocity field in Fig. 4.4b represents a three-day period, and, as such, the sig-
nificant short-term (∼hours) accelerations observed in the GPS data are likely
averaged out. If the northern and central sections of the drainage system became
more efficient following lake drainage and moulin formation, then there would
be limited dynamic response in these areas throughout most of the velocity obser-
vation period. Meanwhile, at region C, an inefficient drainage system may have
allowed continuing dynamic response to variations in water input. Dynamic re-
sponse may have been greater than pre-drainage, as meltwater from the entire
catchment area was then being delivered efficiently to the bed via moulin M18a,
increasing discharge rates. Hence, the most sensitive response to a lake drainage
event on the timescale of days-weeks was not necessarily at the location where
water is injected at the bed, but instead governed by the subglacial pathway taken
by the water as well as by the physical state of the hydrological system at the bed.
These observations align with regional-scale remote sensing data (Joughin et al.,
2013), which identified that areas of peak acceleration through a melt season co-
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incide with bedrock troughs and intervening ridges, where hydraulic gradients
are weak and the rate at which turbulent flow enlarges conduits through melt-
ing is low. The study identified these factors as particularly strong in areas where
bedrock structures are not well aligned with regional ice flow – as occurs at region
C (Fig. 4.4c). In-situ studies of lake drainages frequently locate ground instrumen-
tation close to the lake site (Carmichael et al., 2015; Das et al., 2008; Doyle et al.,
2013; Stevens et al., 2015). For better quantification of distributed dynamic impacts
of lake drainage, future work may wish to also study potential distant ‘hotspots’ as
informed by low hydraulic gradients in the basal environment.
4.4.3 Influence of structural history on lake drainage mode
In recent history, Lake 028 has displayed three different behaviours. Between
2011–2016, the lake did not drain rapidly at all, and froze over at the end of each
melt season. In 2017, the lake was able to drain completely through a newly formed
hydrofracture located in the lake centre. We hereafter call this a ‘primary’ hy-
drofracture. In 2018, the lake drained by reactivating a fracture formed during the
previous year’s drainage event. We hereafter call this a ‘secondary’ hydrofracture.
However, as the fracture had advected ∼500 m southwest and was oriented 45° to
the flow direction, the fracture did not cut across the deepest section of the lake
and, as such, the lake failed to drain completely. Here, we make a further distinc-
tion between ‘complete’ and ‘partial’ rapid drainage. By 2019, any 2018 moulins
had advected out of the lake basin entirely and, as such, secondary hydrofracture
could not occur again. Instead, in 2019, Lake 028 again underwent complete rapid
drainage by primary hydrofracture (See Appendix B, Fig. B.2).
The concept of rapid drainage via the reactivation of pre-existing crevasses and
moulins has been proposed previously in slow-moving (∼100 m a-1), land-terminating
sectors of the Greenland Ice Sheet at Lake F (Doyle et al., 2013) and North Lake
(Stevens et al., 2015). However, Lake 028 exhibits markedly different behaviour
from previous in-situ studies on two counts. The first is that of interannual be-
haviour. Manual inspection of 32 years of available Landsat and Sentinel-2 satel-
lite imagery between 1985–2018 suggests that Lake 028 rapidly drained 12 times
(38% of years), of which two (2006 and 2018, 17% of drainages) show clear evi-
dence of ‘secondary’ drainage features (See Appendix B, Figure B.3). Meanwhile,
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for a parallel analysis of ten years (2009-2018) of data, Lake F (Doyle et al., 2013)
and North Lake (Stevens et al., 2015) fully drained every year, except for one year
each (2011 at Lake F and 2014 at North Lake) where the lakes did not fill at all.
Our interpretation of these years is that moulins from the previous year remained
open, preventing the lakes from forming.
The second difference is the extent of drainage. North Lake and Lake F are both
described as reactivating previous moulins/fractures (Doyle et al., 2013; Stevens
et al., 2015), and hence would be classified here as draining via secondary hy-
drofracture. However, they undergo complete rapid drainage, whereas Lake 028
only undergoes partial rapid drainage. We suggest that these differences in be-
haviour can be explained by two compounding factors: (i) the lower ice velocity
in land-terminating sectors of the ice sheet (∼100 m a-1) means that relict moulins
and fractures do not advect out of the lake bed after only one year, increasing the
chance of drainage via secondary hydrofracture; and (ii) fractures at Lake F and
North Lake are aligned parallel with flow direction, meaning that year-on-year,
the reactivated fracture intersects the approximate lake centre for consecutive
years, allowing for complete rapid drainage. Controls on the orientation of lake
drainage fractures in a land-terminating setting have been previously considered
in a modelling context (Christoffersen et al., 2018), where the variable direction
of flow routing at the bed was considered to be the primary influence on fracture
orientation. Here, we show that background stress regime can have strong con-
trol on fracture orientation, and as such identify the important role of pre-existing
fractures (in 2018) and crevasses advected into the lake basin (in 2017) on frac-
ture orientation, and therefore also on the degree to which rapid lake drainage is
complete or partial.
As a result of the two factors described above, North Lake and Lake F consis-
tently experience complete rapid drainage via secondary hydrofracture (Doyle
et al., 2013; Stevens et al., 2015). In contrast, lakes like Lake 028, which (i) exist
in fast-flowing sectors of the ice sheet where structural weaknesses are rapidly
advected outside the lake-bed; and (ii) occur in strain regimes (such as regions
of rapidly accelerating ice, or zones of shear) that do not create flow-parallel frac-
tures, make secondary hydrofracture uncommon. Instead, in years without relict
moulins or hydrofractures (e.g. 2017), primary hydrofracture must occur by ex-
ploiting only surface crevasses, potentially aided by other factors such as the
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drainage of neighbouring lakes that trigger short-term perturbations in the re-
gional stress/strain regime (Christoffersen et al., 2018; Fitzpatrick et al., 2014). In
the absence of these factors, rapid drainage may not occur at all (e.g. 2011–2016).
As a result, lake drainages may be less common (on an individual, interannual
level) in fast-flowing sectors of the ice sheet. Given that multi-year remote sensing
studies have found that most lakes that exhibit rapid drainage behaviour do so
less than 50% of the time (Morriss et al., 2013; Selmes et al., 2013), Lake 028 could
provide a representative model for these lakes’ interannual behaviour.
The above discussion has implications for remote sensing studies designed to
identify rapidly draining lakes automatically. The nature of partial rapid drainage
appears site-specific, but if widespread in fast-flowing sectors of the ice sheet then
automated lake identification routines in remote sensing studies are highly likely
to be misclassifying rapid lake drainages where, like Lake 028 in 2018, only partial
drainage occurs. Many classifications use a threshold of 80–90% loss in area (Coo-
ley and Christoffersen, 2017; Morriss et al., 2013; Selmes et al., 2011) or volume
(Fitzpatrick et al., 2014; Williamson et al., 2017, 2018a) within a defined period (of-
ten 2–6 days) to qualify as a rapid drainage event (i.e. drainage via hydrofracture).
In this binary classification, lakes that only drain partially are also assumed to
drain slowly (on the scale of ∼days) into pre-existing moulins via fast incision of
a supraglacial outlet channel (Clason et al., 2015; Koziol et al., 2017; Tedesco et al.,
2013). However, only 41% of area (1.25 to 0.51 km2) and 66% of volume (7.1 to 2.3
×106 m3) was lost overnight from Lake 028, meaning that this drainage would not
be classified as a rapid/hydrofracture-induced drainage by published identifica-
tion routines, whereas in situ records of the event clearly show that it meets this
criterion in terms of flux and hydrological connection to the bed. Identifying the
mode of drainage of Lake 028 in medium-resolution optical imagery can be diffi-
cult even when manual identification is used. A key identifying feature is that the
configuration of surface outlet channel direction and fracture orientation is such
that secondary drainage cuts off the outflow channel, which is present for the full
season in years with no drainage (See Appendix B, Figure B.4). It is likely, then,
that existing remote sensing routines are underestimating the number of actual
rapid lake drainage events. This has important consequences when subglacial hy-
drological models are forced in part by these remotely sensed observations (e.g.
Bougamont et al., 2014; Christoffersen et al., 2018), as these models are correspond-
ingly underestimating the total water volume rapidly delivered to the bed, as well
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as, later in the season, the locations at which water is being delivered. The iden-
tification of hydrofracture is known to be highly sensitive to the precise criteria
applied (Cooley and Christoffersen, 2017), and these findings further highlight a
need for more nuanced remote sensing routines to detect drainages.
If rapid lake drainages are more extensive than previously thought, wider impli-
cations exist for Greenland ice sheet hydrology and dynamics as lake hydrofrac-
ture is thought to be the primary control on moulin density and extent (Hoffman
et al., 2018). Moulins are the primary mechanism by which rapid lake drainages
can have a longer-term (weeks-years) influence on subglacial hydrology: while
supraglacial lakes may contain only ∼3% of the total melt season runoff volume, a
further ∼21% has been estimated to drain through newly opened moulins created
by hydrofracture events, and an additional ∼15% through pre-existing moulins
created during previous melt seasons (Koziol et al., 2017), which can remain ac-
tive for many years in a row (Catania and Neumann, 2010). Furthermore, moulins
act to concentrate meltwater delivery spatially, to a point source, and also tempo-
rally, as water transfer via moulin is nearly instantaneous compared to drainage
through crevasse systems (McGrath et al., 2011). Our finding that partial lake
drainages also occur through hydrofracture indicates that many lakes previously
inferred to drain by overtopping or channel incision (Tedesco et al., 2013), in fact
are establishing moulins and hydrological connections to the bed (Hoffman et al.,
2018). Consequently, a larger portion of the subglacial drainage system could be
subject to a persistent, yet also highly variable meltwater supply from the surface.
This may mean that, early in the melt season, more of the basal system is subject
to pulses in supply (from events such as high-melt days and rainfall) that are ca-
pable of overwhelming transmission capacity and therefore enhance basal sliding
(McGrath et al., 2011; Schoof, 2010). Later in the season, concentrated meltwater
delivery could also accelerate the formation and spatial extent of efficient chan-
nels, which have a stabilising effect on the ice sheet’s flow (Hoffman et al., 2018;
Schoof, 2010; Sundal et al., 2011).
Given the relationship between primary and secondary hydrofracture, we ar-
gue that consecutive years of rapid lake drainage are more likely in slow-moving
sectors of the ice sheet. In fast-flowing sectors, full-depth fractures are rapidly ad-
vected out of lake basins and therefore new hydrofractures must exploit shallower
surface crevasses, facilitated by a stronger extensional stress regime. Conversely,
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this implies that if a lake can hydrofracture just once in a slow-flowing regime,
the presence of relict fractures and moulins makes it easier for rapid drainage to
reoccur year-on-year. This is a relevant factor in discussions of interannual dy-
namic changes in the land-terminating ablation zone (Tedstone et al., 2015), but
may be especially important in inland sectors of the ice sheet (Doyle et al., 2014),
where surface-to-bed connections have been proposed to be less likely (Poinar
et al., 2015). However, if decadal-scale dynamic changes to the ice sheet induce
even limited extensional crevassing further inland, one lake drainage via primary
hydrofracture may be enough to induce consistent secondary hydrofracture in
further years, as relict features are unlikely to advect out of the lake bed within
only a few seasons.
4.5 Conclusions
Fast-flowing, marine-terminating glacier hydrology represents a key uncertainty
in predictions of sea level rise (Nienow et al., 2017), and the long-term response
of marine-terminating glaciers to climate change and lake expansion remains un-
known. Our results contribute better observational understanding of ice sheet hy-
drology and dynamics by identifying key differences between supraglacial lakes
on fast-flowing and slow-flowing sectors of the ice sheet. As rapid, hydrofracture-
induced drainage can occur even at partially draining lakes in fast-flowing sectors,
the increased potential density of surface-to-bed connections (Hoffman et al., 2018)
has implications for subglacial drainage efficiency in both the early melt season
(as a positive feedback to ice velocity) and in the long term (as a mitigating effect
to increased surface melt). The observation that hydrofracture can occur with-
out any precursory hydrologically-induced basal slip (Stevens et al., 2015) identi-
fies for the first time a triggering mechanism for cascading lake drainage events
(Christoffersen et al., 2018), which means that the style of drainage observed here
could be important in initiating a chain reaction of meltwater delivery to the bed.
Furthermore, an increased understanding of the necessary conditions behind
year-on-year hydrofracture has significance when considering meltwater deliv-
ery to the bed in inland regions, which currently represent a large unknown in
predicting future dynamic change of the ice sheet (Doyle et al., 2014; Poinar et al.,
2015). Given the ongoing dominance of mass loss via dynamic losses from the
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marine-terminating Greenland Ice Sheet (Mouginot et al., 2019a), improving our
understanding the unique hydrology and dynamics of these sectors is key to con-
straining mass balance predictions into the 21st century.
Chapter 5
Results III: Links between crevasse
hydrology and stress regime
Chapter 4 demonstrated that supraglacial lake drainages exhibit distinctive be-
haviour and consequences in marine-terminating settings, and that the style and
rate of meltwater delivery to the bed was closely linked to the ice dynamic set-
ting to the lake. It was shown that the dynamic regime of the ice sheet, and in
particular the direction and magnitude of the first principal strain, appeared to
control the location and orientation of hydrofracture (Fig. 4.6), and that this rela-
tionship appeared to be particularly strong in marine-terminating settings. This
finding motivates a deeper understanding into how the dynamic regime of the
fast-flowing ice sheet may control the delivery of meltwater to the bed via frac-
tures. However, observational studies of the relationship between dynamic regime
and hydrofracture are sparse, and numerical modelling studies largely draw on
literature studying crevasse initiation to quantify critical threshold processes. This
chapter takes advantage of the large spatial coverage provided by the Sentinel-2
satellite mission, complemented by UAV observations that enable high-resolution,
crevasse-level observations, in order to better understand the relationship between
glacier dynamics and crevasse hydrology across a 3,000 km2 sector of the west
Greenland Ice Sheet.
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Abstract
Surface crevasses on the Greenland Ice Sheet deliver significant volumes of melt-
water to the englacial and subglacial environment, but the topic has received little
attention compared to supraglacial lake and moulin drainage. Here, we explore
relationships between crevasse hydrology and the surface stress regime at a fast-
flowing, marine-terminating sector of the Greenland ice sheet. Regional-scale
observations of surface water, crevasses, and stress were made across a 3,000 km2
region using satellite data. Contemporaneous high spatio-temporal resolution
observations were obtained from uncrewed aerial vehicle surveys on Store Glacier
using a supervised classifier and feature-tracked velocities. While previous stud-
ies have identified crevasses using von Mises stress thresholds, we find these are
insufficient for predicting crevasse hydrology. We found that dry crevasse fields,
where no ponded meltwater was observed through the entire melt season, were
more likely to exist in tensile mean stress regimes, which we interpret to be due
to meltwater draining continuously into the englacial system. Conversely, wet
crevasse fields, hosting ponded meltwater, were more likely to exist in compres-
sive mean stress regimes, which we interpret to be a result of closed englacial
conduits. We show that these ponded crevasses drain through episodic rapid
drainage events (i.e. hydrofracture). Mean stress regime can therefore inform spa-
tially heterogeneous styles of meltwater delivery through crevasses to the bed
of ice sheets, with distinct consequences for basal processes such as subglacial
drainage efficiency and cryo-hydrologic warming. Thus, we recommend simple
guidelines for improving the representation of crevasse hydrology in regional
hydrological models.
5.1 Introduction
Surface crevasses are open fractures in glaciers and ice sheets, ranging in width
from millimetres to tens of metres. As a visible expression of glacier stress regimes,
the size and orientation of crevasses are closely linked to glacier dynamics, as-
sociated with extensional flow and deformation of ice through compression or
shear along margins (Colgan et al., 2016). Motivations for detecting crevasses and
understanding their formation include morphological insights into glacier flow
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(Dell et al., 2019; Phillips et al., 2013a), the development of fracturing criteria for
supraglacial lake drainage (Arnold et al., 2014; Das et al., 2008) and ice calving
(Benn et al., 2017; Todd et al., 2019), and quantifying the dynamic influence of
water transmitted to the bed of glaciers (Koziol and Arnold, 2018; McGrath et al.,
2011).
In regions of high advection, such as fast-flowing outlet glaciers of the Green-
land Ice Sheet (GrIS), crevasses form in upstream zones where extensional stress
regimes favour crevasse opening, and then advect downstream into regions where
compressive stress regimes result in crevasse closure, forming healed crevasses.
The fracture process is generally understood in terms of simple numerical mod-
els, such as the ‘zero stress’ model in which crevasses penetrate to the depth at
which ice creep closure (due to ice overburden pressure) equals tensile stress (Nye,
1957), or the linear elastic fracture mechanics (LEFM) approach, which further ac-
counts for factors such as stress concentrations at fracture tips, fracture toughness,
geometry, and water level (Krawczynski et al., 2009; Van der Veen, 1998). There
is a growing recognition of the need to understand more complex multidimen-
sional and mixed-mode crevasse formation (Colgan et al., 2016), but transferring
mechanical understanding to higher dimensions is nontrivial (Colgan et al., 2016;
van der Veen, 1999). As such, many studies that predict crevasse presence in real-
world scenarios use simpler methods such as basic thresholds of first principal
strain or von Mises Stress (Clason et al., 2015; Koziol et al., 2017; Poinar et al., 2015;
Williamson et al., 2018b), which have been identified from observational studies
to be suitable predictors of crevasse presence (Hambrey and Müller, 1978; Harper
et al., 1998; Van der Veen, 1998; Vaughan, 1993).
Crevassing is an important mechanism to transfer water to the bed of the GrIS,
and water itself drives the propagation of crevasses via hydrofracture (Alley et al.,
2005; Krawczynski et al., 2009; van der Veen, 2007; Weertman, 1973). Once full-
depth hydrofracture has occurred, water flow forms an efficient route for contin-
ued meltwater delivery to the bed in the form of moulins. To date, this meltwa-
ter pathway to the bed has largely been focussed on supraglacial lake drainage
(Banwell et al., 2016; Christoffersen et al., 2018; Hoffman et al., 2018). Crevasse hy-
drology has been included in only a few recent numerical modelling studies (e.g.
Clason et al., 2015; Koziol et al., 2017; Koziol and Arnold, 2018), but is understood
to capture as much as half of seasonal surface runoff (Koziol et al., 2017; McGrath
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et al., 2011). Despite the apparent importance of crevasse hydrology, there are few
studies of the transfer of water to the bed of ice masses through crevasse fields,
and the limited number of studies that do exist describe variable – and often con-
tradictory – processes. Some studies observe discrete drainage of crevasses (Ca-
vanagh et al., 2017; Lampkin et al., 2013), which appear to result from episodic
full-depth hydrofracture and display similarities to supraglacial lake drainages.
In contrast, other studies conceptualise crevasse fields as continuously, but inef-
ficiently, transmitting a low water flux to the subglacial system without the need
for full-depth hydrofracture (Colgan et al., 2011; McGrath et al., 2011). However,
no studies have attempted to account for this spectrum of observations and the
assumptions surrounding crevasse hydrology, nor attempted to explain where
and why these types of drainage occur. Given this lack of information, previous
modelling studies have assumed that crevasse drainage occurs in a uniform man-
ner, and use existing thresholds intended to predict crevasse presence to instead
predict crevasse hydrology (Clason et al., 2015; Everett et al., 2016; Koziol et al.,
2017). To date, no observational studies exist to guide such choices.
This study aims to better understand crevasse hydrological behaviour by relating
the presence of crevasses and water to stress regimes in the ablation zone of the
GrIS at two different spatial scales. The first utilises large-scale, satellite-derived
data to examine crevasses in a ∼3000 km2 sector of west Greenland, including
five major marine-terminating outlet glaciers . The second uses high-resolution
photogrammetric datasets collected by uncrewed aerial vehicles (UAVs) to closely
examine crevasses in a 7 km2 area of fast glacier flow within this sector, allowing
us to validate large-scale data and record processes occurring at the scale of in-
dividual crevasses. Our goal is to understand how glacier dynamics relate to the
spectrum of observed crevasse hydrology, and thereby develop guidelines to al-










Fig. 5.1 Map of study region. Small red box outline indicates the extent of UAV
surveys. Large red box outlines the extent of satellite image analysis. Marine-
terminating outlet glaciers are labelled, with the Danish/English name in brackets




We assess satellite-derived data over a ∼3000 km2 sector of the western GrIS (Fig-
ure 5.1), extending ∼90 km from Sermeq Kujalleq (Danish/English: Store Glacier;
70.4°N 50.6°W) in the south to Perlerfiup Sermia (71.0°N, -50.9°W) in the north.
Within this large-scale region of interest (the ‘satellite ROI’), we use UAV surveys
and Structure-from-Motion with Multi-View Stereo (SfM-MVS) photogrammetry
to assess, at high resolution, a crevasse field in the Store Glacier drainage basin,
25 km from the calving front (the ‘UAV ROI’). The UAV ROI is 1.5 km wide and
5 km long, and was chosen based on its coverage of an initiating crevasse field,
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Fig. 5.2 Flow diagram visualising the production of crevasse fraction data from
ArcticDEM (left) and water fraction data from Sentinel-2 optical imagery (right).
Red box outlined in maps marks the extent of the UAV ROI.
Crevasse classification
A binary crevasse mask (Figure 5.2) of the satellite ROI was produced from Arctic-
DEM v3 mosaic data at 2 m resolution (Porter et al., 2018). Crevasse identification
from digital elevation models can be approached in a variety of ways (Florinsky
and Bliakharskii, 2019), but we use a simple method identifying crevasses from
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the residuals between the original and a smoothed elevation model. We limit our
analysis to the outer 40 km of the ablation zone (Figure 5.1), where snow-filled
crevasses are rare, in order to reduce the number of false negatives in the final
dataset. We performed these operations in Google Earth Engine (GEE; Gorelick
et al., 2017), which allows for efficient computation and rapid evaluation over a
large study area. We first cropped the ArcticDEM to the GIMP ice mask (Howat
et al., 2014), before smoothing the elevation model by convolving the raster with a
circular kernel of 50 m radius. Residuals greater than 1 m between the smoothed
and raw elevation values were identified as crevasses. To compare with stress es-
timates, the 2 m dataset was aggregated into grid cells to match the resolution
(200 m) and projection (NSIDC sea ice polar stereographic north) of the velocity
grid. Aggregated values ranged from 0–1, representing the fraction of grid cell
area classified as crevasses.
Because relict crevasses can advect through a variety of stress regimes (Mottram
and Benn, 2009), we further identified crevasse initiation zones. We manually
identified the upstream boundary between crevasse fields and bare ice from the
2 m crevasse dataset. Then, we used a 200 m buffer to identify pixels in the 200 m
dataset that should be classified as being in crevasse initiation zones.
Water classification
We produced a binary map of water presence across the satellite ROI through the
2018 melt season (Figure 5.2) using Sentinel-2 imagery in GEE. The ablation sea-
son of 2018 was chosen for analysis to match the timing of the UAV surveys on
Store Glacier. We first identified all Sentinel-2 scenes with < 40% cloud cover and
< 70° solar zenith angle between May-October 2018, selecting a total of 360 images.
We clipped the images to the GIMP ice mask (Howat et al., 2014) and converted
digital number values to top of atmosphere (TOA) reflectance. TOA reflectance
values have been shown to be suitable for identifying surface water in Greenland
with Landsat 8 OLI imagery (Pope, 2016), and have been used for surface water
classification in Sentinel-2 data (Williamson et al., 2018a). We then calculate the
normalised difference water index (NDWI) from bands 2 (blue) and 4 (red) for
all images: following Williamson et al. (2018a) for the Store Glacier region, we
use an NDWI threshold of 0.25 to create binary water classification maps for each
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Sentinel-2 image. In order to avoid false positive identification of shaded regions,
we mask areas in topographic shadow with the GEE hillShadow function, using
the ArcticDEM for topography and the solar zenith angle from Sentinel-2 image
metadata. Finally, we sum the image stack to count the number of times through
the 2018 melt season that a pixel was identified as water. In order to reduce the
chance of false positive classification (e.g. cloud shadow, ephemeral slush zones at
the beginning of the melt season) we classify as water any pixel that was identified
as water in ≥ 2 images through the melt season. As for crevasse maps, we aggre-
gate this data onto the velocity grid with a unit of fractional coverage of water
within each grid cell.
Stress classification
Although some previous studies have used strain rate thresholds to predict crevasse
location (Poinar et al., 2015; Williamson et al., 2018b), we follow the recommenda-
tions of Colgan et al. (2016) to use estimated stress thresholds as a robust and
generalisable criterion across glaciers of widely varying thermal regimes. Stud-
ies exploring relationships between crevassing, hydrology, and surface dynamics
have used a multitude of 2-D stress measures. In order to test this variation, we
calculate: (i) the first and second principal stresses (σ1 and σ2 as applied by Poinar
et al. (2015) and Williamson et al. (2018b); (ii) the longitudinal stress (σl; as used
by Clason et al., 2015); and (iii) the von Mises yield stress (σv; as used by Clason
et al., 2015; Everett et al., 2016; Koziol et al., 2017). We were also motivated to test
further measures of stress, as σ1, σ2, and σl consider stress in only one axis, whilst
σv considers only the deviatoric component of the stress tensor. Hence, we calcu-
lated the mean stress (σm, also referred to as the hydrostatic stress), and the signed
von Mises Stress (σsv). Both of these measures account for the normal components
of the stress tensor.
Stresses were estimated using surface strain derived from MEaSUREs (Making
Earth System Data Records for Use in Research Environments) gridded GrIS ve-
locity data for 2018 (Joughin et al., 2010), with Glen’s flow law as the constitutive
equation following Clason et al. (2015). We first calculated the surface strain rate





























We approximated the derivatives using the finite difference of the velocity field
(Alley et al., 2018). We calculated longitudinal strain rate (ϵ˙l) by resolving strain-
rate components relative to the local flow direction according to Bindschadler et al.
(1996):
ϵ˙l = ϵ˙x cos
2 α + 2ϵ˙xy sinα + ϵ˙y sin
2 α (5.2)
where α is the flow angle defined anti-clockwise from the x axis. Stresses approxi-














and n is the flow law exponent with value 3. B is a viscosity parameter, which
we follow Clason et al. (2015) in assigning a value of 324 kPa a1/3 (based on an
assumed ice temperature of -5 °C).
The first principal stress (σ1) was calculated as the highest eigenvalue of the stress
tensor σij , and second principal stress (σ2) as the lowest eigenvalue (Jouvet et al.,
2017).
We calculate the von Mises yield criterion (σv) according to Vaughan (1993):
σv =
√
(σ1σ1) + (σ2σ2)− (σ1σ2) (5.5)





[σ1 + σ2] (5.6)
Finally, the signed von Mises stress (σsv) is a simple modification of the von Mises
stress, calculated as the magnitude of σv with the sign of σm:
σsv = sgn(σM) · σV (5.7)
5.2.3 UAV data
UAV photogrammetry and velocity
We acquired aerial imagery across a 13-day period in July 2018 (Table S1) util-
ising a custom-built, fixed-wing UAV with 2.1 m wing span. Imagery was col-
lected using a Sony α6000 24 MP camera with a fixed 16-mm lens, processed using
Structure-from-Motion with Multi-View Stereo (SfM-MVS) photogrammetry, and
used to derive velocity fields within the UAV ROI as described by Chudley et al.
(2019a). In brief, photogrammetry was performed using AgiSoft Metashape v.1.4.3
software, and geolocated by using an on-board L1 carrier-phase GPS unit (post-
processed against an on-ice ground station) to locate the position of aerial photos.
Outputs from the photogrammetric process were 0.15 m resolution orthophotos
and 0.2 m DEMs. Horizontal velocity fields were derived by feature-tracking topo-
graphic hillshades using OpenPIV (Taylor et al., 2010). Stress fields were derived
as outlined in Section 2.2.3, with a 5 x 5 pixel median-filter on the input velocity
fields introduced as an additional preprocessing step to reduce noise.
Surface classification
To date, UAV-based crevasse detection has been based on DEM-based topographic
analysis (Florinsky and Bliakharskii, 2019; Ryan et al., 2015). Whilst these methods
have been shown to be useful from a hazard assessment perspective (Florinsky
and Bliakharskii, 2019), DEM-based methods alone cannot be used to identify
features such as water-filled or healed crevasses, and crevasse detection is sen-
















































Fig. 5.3 Flowchart of method used to classify UAV imagery. Variables appended
with an asterisk were calculated from input data within GEE, while those ap-
pended with a cross were calculated separately in Matlab. Inset shows examples
of OBIA input data for regions dominated by small (a-f) and (g-l) large crevasses.
(a and g) RGB orthophotos. (b and h) Brightness. (c and i) Standard deviation of
RGB values. (d and j) NDWI. (e and k) Slope, with hillshade overlaid. (f and l)
Black-top-hat filtered DEM, with hillshade overlaid.
and Bliakharskii, 2019; Jones et al., 2018). To take advantage of the high spatial
resolution and multi-dimensional outputs of UAV surveys, we used a combina-
tion of object-based image analysis (OBIA) and supervised classification. OBIA is
based not on the numerical characteristics of individual pixels but of objects (i.e.
groups of meaningfully similar pixels segmented based upon spectral homogene-
ity (Blaschke, 2010)). This has been used successfully in a glaciological context by
Kraaijenbrink et al. (2018, 2016b) for mapping cliff/pond systems and emissivity
on a debris-covered glacier. We again used GEE to perform the full segmentation
and supervised classification workflow (Figure 5.3).
We identified a number of variables that could be used as inputs for a supervised
classification algorithm to identify crevasse field surface features. This included:
the red, blue, and green values of the orthophoto (Figure 5.3a;g); the ‘brightness’
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(mean RGB values; Fig 5.3b;h) as per Kraaijenbrink et al. (2016b); the standard de-
viation of the RGB values, which highlighted water, small crevasses, and healed
crevasses (Figure 5.3c;i); the NDWI, from blue and red pixel values (Figure 5.3d;j);
the DEM slope, which effectively highlighted small crevasses on the order of a few
metres (Figure 5.3e;k); and DEM values black-top-hat filtered with a 30 m structur-
ing element (Kodde et al., 2007), which were useful in identifying large crevasses
on the order of tens of metres (Figure 5.3f;l). A black top-hat filter morphologically
closes the glacier surface at scales smaller than the structuring element, before
subtracting the closed surface from the original data. This process was performed
in Matlab prior to ingestion into GEE.
We performed image segmentation using Simple Non-Iterative Clustering (SNIC)
(Achanta and Susstrunk, 2017), a computationally efficient implementation of
superpixel-based clustering. Rather than segmenting an image into semantically-
meaningful objects, superpixel-based segmentation simplifies the image into
small, uniform, and compact clusters of similar pixels (‘superpixels’), with a fo-
cus on boundary adherence. The variables described above are used as the input
to the segmentation algorithm. We manually selected a seed spacing of 15 pixels
(2.25 m) and a high compactness factor of 200. This resulted in superpixels small
enough to display strong boundary adherence to small and healed crevasses at
the scale of metres, whilst still clearly delineating the margins of larger features
such as water bodies. As an input to the supervised classification, we calculated
the average and standard deviation of values in each superpixel from the vari-
ables described above, as well as the perimeter-to-area ratio of the superpixel, and
normalised the results.
We adopted a supervised classification approach to surface classification (Kraai-
jenbrink et al., 2018, 2016b; Ryan et al., 2018) by training a random forest classifier
in GEE. In order to reduce the amount of redundant information used to train the
random forest classifier, we performed a non-parametric mutual information (MI)
test on our training data as a proxy for the predictive power of each input variable.
Rejecting input variables beneath the median MI value (see Appendix C, Figure
C.1) did not notably reduce the accuracy of the output data (see Appendix C, Fig-
ure C.2). Therefore, we used only the nine most significant variables as input to
the random forest classifier. We constructed training datasets of 90 points each for
six distinct surface types: bare ice, snow, healed crevasses, ‘small’ crevasses, ‘large’
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crevasses, and water. We seperated ‘small’ and ‘large’ crevasses (those with a di-
ameter of metres vs. tens of metres) into two training datasets as they displayed
distinctly different values for properties such as brightness, slope, and the top hat
filtered DEM (Figure 5.3). We trained the random forest classifier on two-thirds
of the dataset (60 points per classification) and retained one-third (30 points per
classification) for validation. Output classification performed well visually (see
Appendix C, Figure C.3) and validation data showed that a > 95% accuracy was
observed for all surface types (see Appendix C, Figure C.2), apart from for snow
and bare ice, which for our purposes was not important. Although we identified
six surface types, for this analysis we were only interested in three distinctions:
crevasses (combining ‘small’ and ‘large’ crevasses), ice (combining bare ice, snow,
and healed crevasses), and water.
5.3 Results
5.3.1 Satellite results
From ArcticDEM elevation, Sentinel-2 optical imagery, and MEaSUREs surface
velocity (Figure 5.4a), we created maps of crevasse fraction values (Figure 5.4b),
water fraction values (Figure 5.4c), and stress estimates (Figure 5.4d–i) respec-
tively.
Despite an intuitive relationship between first principal stress (σ1) (Figure 5.4d;
5.5a) and crevasse formation, the measure is not a good predictor of crevasse state,
i.e. whether a crevasse is initiating, dry, or wet. An analysis of the distribution of
stresses shows that although all crevasse types occur at higher values of σ1 than
non-crevassed regions (Figure 5.6a), the three states display similar median values
(wet 47 kPa; dry 48 kP; initiating 50 kPa), suggesting that σ1 alone is not a strong
control on crevasse hydrology. In contrast, second principal stress (σ2; Figure
5.4e) displays a clearer relationship with crevasse state, with crevasses initiating
in areas of highest σ2 and ponding in areas of lowest σ2 (Figure 5.5b). Initiating
crevasses have the highest median σ2 (-13 kPa) and are the most common crevasse
state in regions of positive σ2 (Figure 5.6b). In contrast, wet crevasses have the
































































































Fig. 5.4 (a) Map of MEaSUREs 2018 velocity data over the study region; (b) ob-
served 2018 water fraction; (c) observed crevasse coverage, with manually iden-
tified crevasse initiation zones marked in red; (d) first principal stress, (e) second
principal stress, (f) longitudinal stress; (g) von Mises Stress, (h) mean stress, and (i)








































































Fig. 5.5 Close-up of stress fields overlaid with observed crevasses (left) and water
(right): (a) first principal stress, (b) second principal stress, (c) longitudinal stress;
(d) von Mises Stress, (e) mean stress, and (f) signed von Mises Stress.
(-38 kPa). Longitudinal stress (σl; Figure 5.4f), is more successful at distinguishing
crevasse state (Fig 5C; median wet 6 kPa; dry 18 kPa; initiating 33 kPa) than σ1,
but not as successful as σ2 as it displays a narrower spread of median values, and
dry and wet crevasse states display very similar distributions (Figure 5.4c). The
effective performance of σ2, and less effective performance of σ1 and σl, suggest
that structural controls on crevasse hydrology are distinct from those traditionally
understood to control crevasse formation.
Stress criteria that encompass both σ1 and σ2 provide further insights into crevasse
hydrology. Von Mises (σv; Figure 5.4g; 5.5d) has different median values for crevasse
states (wet 88 kPa, dry 67 kPa, initiating 57 kPa), but with a counter-intuitive re-
lationship given that the highest stresses appear to be the most likely to be water-
filled. Additionally, dry and wet crevasses display a strong positive skew (Fig-
ure 5.6d), making it difficult to differentiate the two based on a single threshold.
In contrast, σm values (Figure 5.4h; 5.5e) capture a distribution for each of the
crevasse states: crevasse initiation is most likely to occur at the highest σm values
(median +20 kPa), whilst water-filled crevasses are the only surface type to occur
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Fig. 5.6 Kernel density estimate distribution plots of different surface classifica-
tions for (a) first principal stress, (b) second principal stress, (c) longitudinal stress,
(d) von Mises stress, (e) mean stress, and (f) signed von Mises Stress. Median
values for different surface classifications are shown as dashed vertical lines. A
crevassed grid cell is defined by > 1% crevasse fraction, and a wet crevassed grid
cell is a crevassed grid cell with any water observed (> 0%).
with a median negative σm (-4 kPa). Qualitative assessment (Figure 5.4e) shows
that saturated crevasse zones align with regions of negative σm and crevasse ini-
tiation zones align with strongly positive σm. However, σm is still not convenient
for predicting crevasse state as the distributions of crevasse states display high
overlap (Figure 5.6e) such that simple thresholding based on σm alone would not
delineate crevasse state successfully.
In order to combine the relative strengths of σv and σm approaches, we use σsv
which is derived as the magnitude of σv but with the sign of σm (Figure 5.4i). This
measure allows for a more refined differentiation for whether a stress regime is
compressive or extensional. Crevasse initiation zones display a particularly nar-
row distribution (Figure 5.6f) almost exclusively in positive σsv regimes (median
112 Results III






Fig. 5.7 Output of (a) UAV random forest classification, with insets (shaded in red
and blue) showing (i) an area with large (50-60 m) crevasses, and (ii) small (2-3 m)
crevasses. Satellite-derived data, shown for comparison, include (b) ArcticDEM-
derived crevasse classification, and (c) Sentinel-2 derived water classification.
Black boxes in (a) mark extents of Figure 5.9.
+57 kPa). Wet and dry crevasses can also be differentiated, even though these data
exhibit a similarly skewed distribution in σv. When σsv is highly compressional
(i.e., less than -50 kPa), wet crevasses are more likely than dry crevasses; above
this value, the probability of crevasse state is approximately equal. Conversely,
dry crevasses are more likely than wet crevasses to exist in extensional σsv regimes
from low to high stress (up to 120 kPa). In very high positive σsv regimes (greater
than 120 kPa), wet crevasses are once again more likely to exist.
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5.3.2 UAV results
Analysis and comparison to satellite data
UAV surface classification (Figure 5.7a), based on high resolution orthophotos
(0.15 m) and DEMs (0.2 m), was able to differentiate crevasses, water, and ice sur-
faces to a level of accuracy exceeding 90% (see Appendix C, Figure C.2). This
suggests that the UAV SfM-MVS is highly suitable as ground verification for the
coarser satellite-derived data, especially given the logistical difficulties of ground-
based verification within hazardous crevasse fields. Comparison with satellite-
derived crevasse classification (Figure 5.7b) and water classification (Figure 5.7c)
shows that the datasets agree closely in terms of the distribution of surface fea-
tures. Manual comparison between the two datasets suggests the cutoff width
below which crevasses are unable to be identified from ArcticDEM v3 data is ap-
proximately 10 m , corresponding to 5 pixels. Although this means the satellite
data do not capture the smallest crevasse fields, the resolvable size of a crevasse
is approximately equal to the resolution of the Sentinel-2 bands used for NDWI
calculation (10 m), which gives confidence that the two datasets are comparable.
While our ArcticDEMmosaic is derived from multitemporal data (individual
tiles across the study area range from 2009-2017), crevasse sizes and patterning
observed in 2018 UAV surveys were consistent with the 2009-2017 ArcticDEM
(Figure 5.7a cf. 5.6b). This suggests that, even though individual crevasses advect,
interannual variation in crevasse fields is relatively small, and that the assump-
tion that 2009-2017 crevasse distribution can be compared to 2018 surface water
distribution is valid. Sentinel-2 water and UAV-derived water also agree (Figure
5.7a cf. 5.6c). Individual water-filled crevasses are able to be co-located between
the satellite and UAV datasets. Sentinel-2 data additionally identifies additional
crevasses that are water-filled across the span of the season yet not filled on the
date of the UAV survey.
Stress components evaluated from UAV velocity data, including σm (Figure 5.8a)
and σsv (Figure 5.8b), reveal a highly heterogeneous stress regime, where changes
can be seen even between neighbouring crevasses. However, in general, an exten-
sional regime dominates in the northeast (right-hand side of Figures 5.6 and 5.7)
and a compressive regime in the southwest. As with satellite-derived data, there


















Fig. 5.8 UAV-derived stress outputs for mean stress (left column) and signed von
Mises stress (right column). (a–b) shows raw output, (c–d) shows 200 m mean
average, and (e–f) shows MEaSUREs-derived output for comparison. Triangles
in (c–d) show the locations of crevasse systems that were observed to fill (blue) or
drain (red) across the UAV survey period.
regime and that of crevasse initiation and water distribution. Crevasses tend to
initiate - or at least become identifiable in the decimetre resolution data - in the
upstream kilometre of the study zone (Figure 5.7a). In the next kilometre down-
glacier, crevasses open from < 3 m wide to full size (∼10–60 m wide) by the centre
of the study zone (Figure 5.7a insets). Crevasse initiation and opening is coinci-
dent with a zone of highly positive mean stress, consistent with satellite-derived
observations (Section 5.3.1). In the southwestern sector of the study zone, crevasse
size remains relatively stable, but crevasses transition from dry to water-filled
in the down-glacier direction (Figure 5.7a). This region of water-filled crevasses
is seen where the mean stress regime is negative (Figure 5.8a–b), which is again
consistent with satellite datasets.
The stress regime as estimated from UAV-derived velocity fields is highly variable
on the scale of tens of metres, making it difficult to compare to the stress regime
estimated from MEaSUREs data. To address this, we apply a 31 pixel (198.4 m)





























Fig. 5.9 Examples of crevasse drainage when (a–b) a draining crevasse is
supraglacially and/or englacially connected to adjacent crevasses and (c–d)
when no connections are present. Interpretations are marked where crevasses
underwent direct drainage (D), drained via supraglacial connection to a drain-
ing crevasse (S), drained via englacial connection to a draining crevasse (E), or
remained unconnected to a draining system (U).
resolution of the MEaSUREs stress field (Figure 5.8e–f). The results show that the
UAV and MEaSUREs data are in close general agreement, despite the different
spatial resolution (6.4 m vs 200 m) and timescales over which velocity was cap-
tured (10 days vs 1 year composite). This reveals that crevasse fields exhibit high
local variability in surface stresses (on the scale of 10s of metres) that cannot be
captured by satellite observations. For instance, in the southwestern sector of the
study zone, there are many localised areas of positive stress, despite the fact that
MEaSUREs data is consistently negative. This suggests that one source of uncer-
tainty in the satellite analysis is the degree to which localised variability occurs
within its 200 m grid cells.
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Water routing in ponded crevasse fields
Satellite-derived analysis (Section 5.3.1) identified regions of wet crevasses in com-
pressive mean stress regimes, but did not provide information as to whether or
how water is routed to the bed in these areas. Over the 13-day period in July 2018
over which repeat UAV surveys were undertaken (see Appendix C, Table C.1),
three crevasse systems in the UAV ROI were observed to drain, and six under-
went significant filling. The locations of these events are correlated with mean
stress regime (Figure 5.8c–d). For instance, crevasse water filling was observed in
a region that had recently advected from a net extensional into a net compressive
zone. Elsewhere, crevasse drainage was observed in a region that had recently
advected from a net compressive area (where σm < 0) into a net extensional area
(σm > 0), and also in locations where the 200 m-resolution stresses were observed
to be negative but local stresses displayed high heterogeneity (cf. Figure 5.8a–b;
c–d). This suggests that, in general, crevasses fill with water when advecting into
a negative mean stress regime, and display a higher propensity to drain when
advecting into a region of positive mean stresses.
Closer analysis of these draining crevasses revealed two key observations regard-
ing water routing. First, there was little evidence to suggest that surface water
was routed for significant distances between crevasses in crevasse fields. Where
supraglacial streams existed, connecting larger crevasses, they were easily identi-
fied in the imagery (see Appendix C, Figure C.4a), but this is not common across
the survey zone. In one case, a crevasse system that was overflowing with water
(Figure 5.9a) formed local supraglacial networks, and upon one crevasse draining,
water levels across the entire network dropped (Figure 5.9b). This event appeared
to result in the formation of incised channels in the days following drainage
(see Appendix C, Figure C.4b–c). It was less common for adjacent crevasses to
drain when no surface routing was visible (Figure 5.9b), and indeed individual
crevasses were able to drain without affecting water levels in the surrounding
crevasses at all (Figure 5.9c–d). This suggests that supraglacial and englacial hy-
drological connections between crevasses may be rare. Second, crevasse drainages
appear to be rapid. Of the three drainages we identified, two represent crevasses
that were stable or filling in sequential imagery prior to drainage, before losing a
majority of water between two adjacent images (e.g. Figure 5.9c–d). One crevasse
system lost a substantial volume of water in less than 24 hours (Figure 5.9a–b),
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and water levels continued to drop for the rest of the survey period (see Appendix
C, Figure C.4b–c). This suggests that either a moulin had formed, and that water
therefore continued to drain into the subglacial system, or that small open frac-
tures continued to transfer water inefficiently into the englacial system.
5.4 Discussion
5.4.1 Relationships between surface stress and observed crevasse
hydrology
Our findings show that stress measures previously used to predict water drainage
through crevasses - including the first principal stress (Poinar et al., 2015; Williamson
et al., 2018b), longitudinal stress (Clason et al., 2015), and von Mises stress (Everett
et al., 2016; Koziol et al., 2017) – are not good at estimating the hydrological state
of crevasses. Longitudinal stress (σl) is effective at predicting where crevasses ini-
tiate, which aligns with the assertion that crevasses can be considered as Mode I
fractures that open up perpendicular to the direction of flow when stress in this
direction exceeds a certain threshold. However, the fact that both first principal
stress (σ1) and σl are poor at predicting crevasse hydrology, whilst second princi-
pal stress (σ2) performs better, suggests that the full range of normal stress, and
not only the stress acting in the direction of flow, affect the ability of water to drain
englacially. The von Mises (σv) criterion, which accounts for only the deviatoric
stress, does not clearly distinguish crevasse hydrological state compared to al-
ternative measures which incorporate the full first invariant stress (e.g. mean
stress). Additionally, σv displays an inverse relationship to hydrology, whereby
higher σv values are more likely to see water ponding occur (Figure 5.6d). This
is counter-intuitive when considering σv as a planform equivalent to a σxx in an
LEFM framework, where high positive σxx values (tensile stress) are associated
with greater fracture propagation (Van der Veen, 1998). We suggest this is because
the von Mises stress does not differentiate between a compressive or extensional
stress regime. In contrast, stress measures that account for the magnitude and di-
rection of the full first invariant stress (i.e. mean stress, σm, and signed von Mises
stress, σsv) were better at predicting surface crevasse hydrology. Surface crevasses
118 Results III
that were identified to be water-filled through the 2018 ablation season were more
likely to exist in regions where mean surface stress was negative (i.e. compressive).
In contrast, surface crevasses where no water was observed were more likely to
exist in positive (i.e. extensional) mean stress regimes. To explain this link, we
interpret that in negative mean stress regimes, hydrological pathways between
the surface and active englacial system will likely be subject to enhanced closure.
This will be the case regardless of the stress acting in the direction perpendicular
to crevasse orientation (Section 5.4.2.1).
There has been limited consideration of the role of the full first invariant stress in
crevasse hydrology, with most studies focussed on first principal or longitudinal
stress. A few studies have considered the role of σ2 in crevasse formation (Cuf-
fey and Paterson, 2010; Hambrey and Müller, 1978), and indirectly in studies of
Mode II (van der Veen, 1999) and Mode III (Colgan et al., 2016) shear in mixed-
mode crevasse formation. Whilst LEFM modelling can, in theory, be extrapolated
to two or even three dimensions (van der Veen, 1999), this is nontrivial (Colgan
et al., 2016). As a result, studies modelling water transmission to the bed have
tended to extrapolate from 1-D LEFMmodels by directly replacing the σxx stress
term with pre-existing measures that have been recommended for crevasse for-
mation - in particular, the von Mises stress, following Vaughan (1993). Our work
suggests that this can be improved upon, and that accounting for crevasse hydrol-
ogy requires a more complete consideration of stresses, i.e. both surface-parallel
principal stresses.
5.4.2 Crevasse drainage mechanisms
Wet crevasses
A number of drainage processes could be consistent with observations of water-
filled crevasses. For instance, water-filled crevasses in compressive regions can
be part of an active supraglacial network, with water being routed to a moulin
elsewhere in the system (Poinar, 2015). However, the UAV data presented here
suggests that, where crevasses are large, significant hydrological connections
between them are rare and of limited spatial extent (Figure 5.9b,d). Even where
hydrological connections exist, they appear to form as a consequence, rather than
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a cause, of drainage events (see Appendix C, Figure C.4b–c). If channels do not
exist in many cases, the drainage of water in ponded crevasse systems cannot,
for the most part, be caused by water being routed to moulins via supraglacial
networks.
Given that we found little direct evidence for hydrological connections, we con-
sider hydrofracture to the subglacial environment to be the most likely mecha-
nism by which water-filled crevasses drain (Boon and Sharp, 2003; Krawczynski
et al., 2009; van der Veen, 2007; Weertman, 1973). In negative mean stress regimes,
we assume that englacial connections undergo what Irvine-Fynn et al. (2011) de-
scribed as ‘pinch-off’, whereby crevasse closure or ice creep can isolate the ponded
crevasse from the englacial drainage system. In an environment where ablation is
ongoing, this will result in the filling of surface crevasses, allowing hydrofracture
to occur when water depth reaches a critical level. This would be consistent with
the rapid and heterogenous crevasse drainages observed in UAV data, and align
with the numerous observations of hydrofracture occurring during rapid lake
drainages (Chudley et al., 2019b; Das et al., 2008; Doyle et al., 2013; Stevens et al.,
2015).
The state of a subglacial drainage system and subsequent ice dynamic response
is known to be affected by the variability (Schoof, 2010) and distribution (Banwell
et al., 2016) of meltwater inputs. Our evidence indicates that episodic crevasse
drainage events should be expected to deliver distinct, isolated pulses of meltwa-
ter to the bed in the same fashion as - but likely smaller than - rapid lake drainages.
The full hydrological consequences of rapid lake drainages are explored in de-
tail elsewhere (e.g. Nienow et al., 2017), but it is apparent that similar principles
can be applied to crevasse drainages. For instance, studies focussing on draining
crevasse systems at the shear margin of Jakobshavn Isbrae have established that
water delivery is of sufficient volume to overwhelm the capacity of the subglacial
system (Lampkin et al., 2013), increasing ice mass flux across the shear margin
and enhancing glacier discharge (Cavanagh et al., 2017; Lampkin et al., 2018).
However, there may be several features of crevasse drainages that are distinct from
better-studied lake drainage events. After hydrofracture, ongoing meltwater de-
livery via the newly open moulin is an important hydrological component of lake
drainages (Hoffman et al., 2018; Koziol et al., 2017) but, given the smaller catch-
ments that individual crevasses have, this effect is likely less important in crevasse
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drainage scenarios. Unlike lakes, it appears to be relatively common that crevasse
systems can drain multiple times through a single ablation season (Cavanagh
et al., 2017). However, the net effect of this has yet to be properly considered.
Dry crevasses
As water is never observed to pond in the crevasses we classify as ‘dry’, surface
meltwater produced within the crevasse catchment must either (i) drain via moulins
to the glacier bed, or (ii) drain less efficiently into the englacial system, but still
rapidly enough that water is never collecting at a rate sufficient to fill the crevasse.
We argue that the second interpretation is more likely. Whilst it seems unlikely
that discharge rates are sufficient to maintain open moulins, positive mean stress
regimes may mean that, unlike in compressive environments, creep closure does
not close narrow hydrological pathways to the englacial system. This is consistent
with the view of crevasse systems on temperate valley glaciers as continually, al-
beit inefficiently, hydraulically connected to englacial and/or subglacial drainage
systems through a linked network of small fractures (Fountain et al., 2005).
This conceptual model of inefficient, continuous crevasse drainage has previously
been applied to the Greenland Ice Sheet by Colgan et al. (2011) and McGrath
et al. (2011). Both studies assumed that water reaches the bed, albeit slower than
through moulins. Colgan et al. (2011) suggested the difference may be 200-fold
between the two types of surface-to-bed connection (∼1 hour for a 1 m2 moulin
vs. ∼12 hours for a 0.1 m wide crevasse), whilst McGrath et al. (2011) suggested
that crevasses may slow englacial drainage to such an extent that a diurnal cycle of
meltwater input can be damped to a quasi-steady-state discharge on the timescale
of hours-days. This sustained inefficient delivery of meltwater to the glacier bed
through crevasses would be less likely to overwhelm the transmission capacity
of the subglacial system. Therefore, they argue that regions of the bed subject to
continuous inefficient delivery are less likely to exhibit enhanced basal sliding
compared to regions experiencing episodic, efficient meltwater pulses.
There is no direct evidence, however, that water draining inefficiently through
crevasses is able to reach the bed of the Greenland Ice Sheet. Another likelihood is
that much of this water does not make it to the bed, and instead freezes englacially.
This has consequences for the thermal structure of glaciers, as it has been argued
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that widespread, inefficient meltwater delivery through open crevasses would
facilitate cryo-hydrologic warming relative to regions fed by discrete moulins
(Colgan et al., 2011). This is because a dense spacing of hydrological pathways
increases the volume of ice warmed by the latent heat release of englacial freez-
ing, and hence can act to enhance ice velocity via deformation (Lüthi et al., 2015;
Phillips et al., 2010). In contrast, episodically-draining, water-filled crevasses may
focus cryo-hydrologic warming into the upper few hundred metres of the ice col-
umn (Poinar, 2015), and open moulins provide little latent heat to the surrounding
ice (Lüthi et al., 2015). As such, it is likely that crevasses that drain continuously
into the ice sheet may act to enhance latent heat delivery relative to other hydro-
logical pathways. Colgan et al. (2011) concluded that increased crevasse coverage
on an accelerating ice sheet would increase the area of the bed experiencing en-
hanced cryo-hydrologic warming. Based on the findings presented here, it might
be expected that an accelerating ice sheet would result in a transition of some
crevassesed regions from episodic to continuous drainage if the mean stress were
to become positive (extensional). If this is the case, some areas of the bed could ex-
perience a transition to enhanced cryo-hydrologic warming, even in regions where
crevasse fields already existed.
5.4.3 Implications for large-scale ice sheet modelling
Neither of the two states of crevasse drainage described above is new, with both
episodic full-depth hydrofracture and continuous englacial drainage having nu-
merous examples of observations and model implementations in literature focus-
ing on the Greenland Ice Sheet. Nevertheless, in the past, regional models of ice
sheet hydrology and dynamics have rarely included crevasse drainage (Arnold
et al., 2014; Banwell et al., 2016, 2013). Recent 2-D regional hydrological mod-
els have begun to include the process, but have yet to account for heterogeneous
drainage styles. Clason et al. (2015) incorporated crevasse drainage in a manner
similar to the episodic hydrofracture described above. They identified crevassed
regions based on a σv threshold, which were then allowed to fill and hydrofracture
according to an LEFMmodel (van der Veen, 2007). Once a crevasse fractured to
the full ice thickness, a moulin formed and water was transferred continuously to






Fig. 5.10 Comparisons of methods of using stress thresholds to identify crevassing.
(a) Predicted distribution of crevassing using a von Mises yield threshold of 67.5
kPa. (b) Observed distribution of crevasse-filled pixels (crevasse fraction > 1%) ,
crevasse-filled pixels where water is observed , and manually identified crevasse
initiation zones. (c) Predicted location of water-filled crevasses and crevasse initia-
tion zones based on signed von Mises thresholds.
continuously draining crevasses, whereby meltwater produced at the surface of
crevasse fields (again identified according to a σv threshold) drained immediately
without requiring hydrofracture. This water was assumed to reach the bed of the
ice sheet without freezing englacially. These two studies, reflecting a paucity of ob-
servations, assumed that all crevasse drainage falls into one of the end-members
of crevasse hydrology observed and described here.
Given the above, we are able to use the findings of this study to provide recom-
mendations as to how future studies may be able to account for a wider diversity
of crevasse hydrology whilst keeping inputs and classifications as simple as pos-
sible. We compare our results to the common method of crevasse field predic-
tion via a qualitatively identified von Mises stress threshold. A threshold yield
strength of 67.5 kPa was determined to result in the best visual match between
predicted (Figure 5.10a) and observed (Figure 5.10b) crevasse fields. This method
provides a reasonable first-order estimate but is (i) poor at predicting marginal
cases including zones of false negative results in regions of relict crevasses, and
(ii) cannot distinguish between zones of episodic and continuous drainage as iden-
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tified in this study. Accepting that zero stress models cannot account for relict
crevasse advection (Mottram and Benn, 2009), we retain the use of our own direct
observations rather than using stress thresholds to predict crevasse location (Fig-
ure 5.10c). This is achievable for future studies as the method we use is simple and
relies only on ArcticDEM data. Then, based upon the stress distribution of surface
types (Figure 5.6f) and visual matching with observed distribution (Figure 5.10b),
we prescribe that water-filled crevasses exist in MEaSUREs grid cells where σsv
is less than -65 kPa or greater than +140 kPa (Figure 5.10c). On a pixel-by-pixel
level, these thresholds are able to predict the presence or absence of water in 63%
of crevassed grid cells correctly. Visual comparison shows that this thresholding
technique provides a good match with broad trends in crevasse ponding. This
includes the diagonal band of ponding across the tongue of Store Glacier, a bias
of ponding towards the shear margins of the northern tributary of Perlerfiup Ser-
mia, and even some of the specific localised patterns further upstream into the
drainage basin at Store Glacier. This suggests that simple thresholding such as
this could be used as input to regional hydrological models to investigate the sea-
sonal and long-term effects of spatial heterogeneity in crevasse hydrology on the
subglacial dynamics of the ice sheet (see, for example, Poinar et al., 2019).
In another example of implementing signed Von Mises stress as an improved
simple stress threshold, we use the distribution of stresses in manually identi-
fied crevasse initiation zones (Figure 5.4e) to prescribe a yield criterion of +55
kPa for crevasse initiation (Figure 5.10c). This falls within the 30-90 kPa bounds
predicted by (Van der Veen, 1998), but is lower than the 67.5 kPa we prescribed
for von Mises stress alone, as well as those thresholds used by other studies (e.g.
Clason et al., 2015; Koziol et al., 2017). By using a directional measure of stress, a
relatively low critical yield criterion can be prescribed without enhancing regions
of false positive identification in compressive stress regimes. Initiation zones are
clustered where anticipated, at the upstream margins of crevasse fields, which
gives us confidence in this threshold. There also exist scattered initiation zones
at the farthest inland regions of the study area, where crevasses are not observed
in our ArcticDEM-derived dataset. However, examination of higher-resolution
Sentinel-2 data reveals that there are visible crevasse features here, not identified
within the study due to either being too small to appear in ArcticDEM data or
snow-filled.
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The regional observations presented in this study utilise bulk analysis of annual
velocity and seasonal water presence to identify potential links between crevasse
hydrology and stress regime. Future work should explore opportunities to better
define this relationship using time-series datasets. For example, the proliferation
of remote sensing platforms has allowed for the production of ice velocity datasets
at extremely high temporal resolutions (e.g. Minchew et al., 2017), as well as the
ability to track the filling and drainage of individual hydrological systems on
the surface of ice sheets (Williamson et al., 2018a). These advances highlight the
possibility of being able to relate the behaviour and drainage of crevasses with
time-variable stress regimes induced by short-term instabilities in ice dynamics
- as has been previously proposed from a modelling perspective for supraglacial
lake drainage events (Christoffersen et al., 2018) - and hence provide new insights
into the relationship between crevasses and the delivery of meltwater to the bed of
ice sheets.
5.5 Conclusions
In order to be able to model and predict the response of GrIS dynamics to increas-
ing runoff, it is necessary to understand where and how water is transferred to
the bed of the ice sheet. Our results indicate that surface stresses, and in particu-
lar the mean normal stress, determines whether crevasses drain episodically via
hydrofracture, influencing basal sliding, or drain inefficiently into the englacial
system, enhancing cryo-hydrologic warming via refreezing. Our observations
suggest that crevasse drainage state exists on a spectrum that is controlled by
spatially heterogeneous surface stress. We find that these behaviours cannot be
distinguished based upon the yield criterion previously used to predict crevasse
distribution, suggesting that controls on crevasse hydrology are distinct from
controls on crevasse initiation. Simple thresholds obtained from visual analysis
remain, however, a suitable approach to predict the first-order distribution of
crevasse hydrological state. Hence, we can recommend mean stress thresholds
as a simple and practical method for improving the representation of crevasse
hydrology in regional hydrological models, which is necessary to be able to accu-
rately model the spatially variable impact of seasonal ice sheet hydrology on the
thermal regime and ice dynamic behaviour of the Greenland Ice Sheet.
Chapter 6
Synthesis and Conclusions
In the preceding three chapters, this thesis has attempted to address the funda-
mental aim of developing and exploring the potential of UAVs to gain further
understanding of the relationship between the hydrology and dynamics of the
marine-terminating GrIS. The three goals were set in Chapter 1: to (i) develop a
new method of inferring short-term, high-resolution glacier velocity fields that
are not typically wells-served by traditional satellite nor GNSS method; and to use
this method to investigate hydro-dynamic interactions at (ii) lake and (iii) crevasse
environments. These goals were addressed in Chapters 3–5 respectively. This
chapter aims to place these developments into a broader context, identify the lim-
itations of the work, and suggest directions for future research. The first section
deals with the methodological implications of the workflows developed in this
thesis, and the second the glaciological implications of the findings, before a final
summary and conclusion is made.
6.1 UAVs
6.1.1 Advances made in this study
The first objective of this thesis was to establish and validate a method of UAV
photogrammetry suitable for producing short-term (∼daily) glacier velocity fields
in areas where GCP networks are impractical, if not logistically impossible. This
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was motivated by the degree to which traditional techniques for measuring ice mo-
tion prove logistically challenging at marine-terminating glaciers, which are more
difficult to access and operate on than slow-flowing, land-terminating sectors of
the ice sheet. In Chapter 3, a viable alternative option, utilising carrier-phase GPS
to geolocate camera positions in the SfM-MVS workflow, was described. It was
shown that this allows for precise and robust observations of short-term glacier
dynamics, sensitive to ∼decimetre-scale displacements (∼1.1 × the GSD hori-
zontally ∼1.3 × vertically) in environments that would be unsuitable for ground-
based observations, including calving fronts and crevasse fields.
One major advantage of the method developed in this study is that, at approxi-
mately GBP 1500 unit-1, it continues to utilise the low-cost, self-built ethos that has
characterised the use of UAVs in the earth and environmental sciences. This was
partly out of necessity: at the beginning of this project, no commercially available
UAVs were available with on-board carrier-phase GNSS receivers that could pro-
vide kinematic correction capability. However, as of 2020 it is now standard for
companies providing commercial UAVs for surveying to offer a kinematic option -
fixed-wing examples include the QuestUAV DATAhawkPPK, the WingtraOne, and
the eBee Plus. This means that direct geolocation methods will now be available
to research groups who are not able to dedicate the resources to maintaining in-
house UAVs. This is not to say that in-house development is now defunct, as the
UAVs built in this study can be produced for an order of magnitude less than the
cost of an off-the-shelf kinematically-enabled UAV. As such, self-building provides
a viable alternative for research groups not able to dedicate large amount of funds
to an off-the-shelf option, or, as for the case in this thesis, where a hazardous oper-
ational environment means that cost-effective hardware redundancy is desirable.
Given the relatively recent proliferation of GNSS-AT as a method, there are still
few published uses in glaciology outside of the work presented in this thesis. Jou-
vet et al. (2019) went on integrate the method of Chudley et al. (2019a) to perform
large-scale precision surveys of Eqip Sermia in July 2018. They surveyed over
30 km2 of ice, including two calving fronts and ice up to 6 km up the flowline -
a scale that would be not be suitable for GCP-based geolocation. The high accu-
racies allowed for not only a large are to be surveyed but also for a 105-minute
separation velocity field to be generated, highlighting the potential of UAVs (and
in particular GNSS-AT) to capture hourly differences in velocity at fast-flowing
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Greenlandic outlet glaciers. However, as identified in Chapter 3, this method
opens up a variety of other sections of the cyrosphere for dynamic assessment,
including the interior of Antarctica and ice caps, but also for the feature tracking
of sea ice movement, which is challenging to achieve via satellite-based methods
(Parno et al., 2019). Directly geolocated UAV-SfM surveys might be particularly
suited for characterising glacier surge activity. Surge environments are particu-
larly challenging for field-based operation whilst also in some instances changing
on scales too rapid to qualify using satellite methods. The combination of optical
and topographic data provided by UAV assessment would allow for a variety of
surge parameters to be measured, from the development of crevasses through to
changing dynamic parameters such as ice strain/stress.
6.1.2 Directions for future research
The primary limitation of the direct geolocation method used in this study is the
dependency on single-frequency L1 GPS. This limits the baseline over which PPK
can accurately determine location to ∼10 km, and necessitated a second on-ice
base station for inland operation. Whilst this adaptation was suitable for the work
performed in this thesis, ongoing advances in UAV technology allow for better
endurance and the possibility of larger or more distant surveys. One recent ad-
vance is the availability of off-the-shelf lithium ion batteries (cf. less energy dense
lithium polymer cells) suitable for use in UAVs, as used during the 2018 field sea-
son in this thesis. By making use of 2 × 16 Ah Li-Ion batteries, Jouvet et al. (2019)
were able to produce a Skywalker X8 build that could fly up to three hours, or 180
km. This was used to survey the calving fronts of six outlet glaciers terminating
in Inglefield Bredning in northwest Greenland. With such high endurance, flights
could be based from the village of Qeqertat rather than at a field camp, saving
logistical costs. However, calving fronts were located up to 25 km away, meaning
that single-frequency kinematic processing was not suitable for accurate geoloca-
tion, and no GCPs were used, leading to high uncertainties that had to be partially
mitigated by coregistration of scenes using stable bedrock areas. Alleviating this
limitation requires the use of dual-frequency post-processing. Dual-frequency re-
ceivers are now becoming cheaper, lighter, and more widely available, particularly
with the introduction of new civilian GPS frequencies in the L2C and L5 bands.
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Fig. 6.1 Set-up of L1 GPS receiver for measuring in-situ ice motion.
As identified in Chapter 3, there are now sub-USD 1000 dual-frequency receivers
on the market, with some now specifically targeted at use in UAVs. These include
the Piksi Multi, an L1/L2 receiver with an in-built IMU for full DSO, or the Emlid
Reach M2, an L1/L2 receiver that is sub-$500. As these new low-cost receivers
become integrated into UAVs, this should open up new opportunities for long-
distance UAV surveying in the future, as well as reduce the cost of commercial
off-the-shelf UAVs.
In the meantime, the availability of low-cost, light-weight, carrier-phase GNSS
receivers provides new opportunities for integration into glaciological studies.
Accurate geolocation of on-board data collection is not just useful for photogram-
metry but, in combination with accurate IMU data, holds value for UAV-based
LiDAR. This technique is beginning to see use in environmental science applica-
tions (Sankey et al., 2017), but requires accurate geolocation if UAV LiDAR data
was to be applied to applications such as measuring surface mass balance. In an
alternate application focussing on the GPS data itself, Jouvet et al. (2020) installed
a single-frequency carrier-phase GPS receiver into a quadcopter. After landing in
a highly crevassed region of Eqip Sermia, it acted as a ground-based GPS, mea-
suring 70 cm of surface displacement over 4.36 hours. This shows how accurate
geolocation data can open up alternate uses for UAVs, acting to deliver in-situ
instrumentation for glacier monitoring.
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Indeed, the increasing affordability of carrier-phase GPS receivers targeted at
the UAV market brings into question their viability in measuring ice motion as
more traditional continuous in-situ GPS receivers. In July 2018, four Emlid Reach
units, designed for use in the UAV workflow, were installed at Store Glacier in
an in-situ configuration (Fig. 6.1). Not only were these receivers cheaper than
full dual-frequency units (sub-GBP 500 cf. >GBP 10,000), they were were smaller,
lighter, and less power-intensive (and so required a smaller, lighter, 12Ah battery).
Upon decommissioning in July 2019, data had been successfully collected, with
only an expected data gap between November and April due to a lack of solar
power in the winter. Although only single-frequency, and as such requiring cor-
rection against nearby (<10 km) base stations, the new availability of low-cost
dual-frequency units holds potential for expanding this use case. Cheaper con-
tinuous GPS stations hold the potential to expand GPS coverage within a single
study, for instance, by creating a ‘grid’ of many receivers, without increasing costs.
Post-processing of the 2018–19 data to compare the final data quality against more
expensive receivers is ongoing.
6.2 GrIS Hydrology and Dynamics
6.2.1 Advances made in this study
Supraglacial lake drainages
Despite over a decade of research into supraglacial lake drainages, there are still
key questions surrounding their occurrence, and being able to predict the future
evolution of supraglacial lake drainages on the Greenland Ice Sheet remains of on-
going value. From the observational record, it is known that lakes are responding
to recent warming by advancing further inland, increasing in number and area,
and draining more water (Cooley and Christoffersen, 2017; Howat et al., 2013).
Although individual rapid drainage events may deliver only small fractions of
total melt to the bed (Koziol et al., 2017) and induce mostly short-term dynamic
accelerations (Stevens et al., 2015), research published since the beginning of work
on this thesis has shown that they continue to be key in affecting the seasonal evo-
lution of the drainage system (Andrews et al., 2018) and forming the majority of
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moulins (Hoffman et al., 2018). However, studies to date have been unable to find
any significant controls on lake drainage (culminating in the study of Williamson
et al., 2018b), suggesting that although we may be able to model the future dis-
tribution of lakes (Ignéczi et al., 2016), translating this into predictions of rapid
lake drainage may be non-trivial. By identifying additional factors modulating
lake drainage, including inter-annual dependency and controls from the local
strain regime, this work has identified new potential controls that may be able to
be contribute to understanding how lake drainage behaviour may change in the
future.
As the first study of a supraglacial lake in a marine-terminating context, this work
can begin to inform the extent to which knowledge of lake drainages at land-
terminating systems can be applied to faster-flowing sectors (Nienow et al., 2017).
It is clear that rapid delivery of meltwater to the bed can still cause dynamic accel-
eration in the short-term, as has been observed in land-terminating on scales of
hours to days (Doyle et al., 2013; Joughin et al., 2013; Stevens et al., 2015). Our ob-
servations of spatially distributed dynamics builds upon the acceleration observed
by Joughin et al. (2013), with distributed uplift suggesting that transient water
storage or localised inefficiencies may explain observed acceleration. It was also
suggested that in regions of high positive background strain, lakes may be more
prone to drain without requiring ‘precursory activity’ such as cascading transient
stress perturbations from upstream (Christoffersen et al., 2018). Given that fast-
flowing marine-terminating regions will experience larger regions under greater
positive strain, cascading drainages may be less common in marine-terminating
sectors, where more lakes can drain without requiring external influence. As dis-
cussed in detail in Chapter 4, it is possible lakes that exist in fast-flowing sectors
may exhibit unique inter-annual variability due to the advection of structural
weaknesses in the ice. This behaviour may also explain the inability of Williamson
et al. (2018b) to find statistically significant differences between rapidly and non-
rapidly draining lakes: if a significant proportion of rapidly draining lakes are
controlled in part by behaviour in previous years, or are reliant on other lakes to
‘trigger’ drainage, looking at one year would be insufficient to identify patterns
or controls. Hence, when returning to questions of glaciological controls on lake
drainages, it may be more appropriate to consider the propensity of a lake to drain
across a sample of years.
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It is also worth considering the findings of Williamson et al. (2018b) in the context
of Chapter 5. We find that different measures of stress perform variably when pre-
dicting crevasse formation and hydrology: given that the fundamental physics of
hydrofracture remains the same, there is no reason to suspect this is any different
for studies of supraglacial lakes. Williamson et al. (2018b) consider two measures,
the first being the first principal strain rate, and the second being Von Mises stress.
It may be, then, that consideration of alternative measures identified in this study,
such as mean stress, may elucidate further controls on lake drainage. Addition-
ally, they only examine the average strain/stress across the lake basin. In Chapter
4, it was shown that Lake 028 fractures from the west side of the lake where ten-
sile strains are highest. Hence, the average strain/stress regime across the entire
basin may not be relevant if hydrofracture needs only to exploit the ice under the
greatest tensile strain/stress. In summary, although this study has highlighted
a number of pathways forward in potential controls on rapid lake drainage, the
number of complexities involved (with regards to individual lake setting, drainage
history of the lake, and dependency on the behaviour of surrounding lakes) may
make predicting the drainage of any specific lake in any specific year near impossi-
ble.
Crevasses
Knowledge of crevasse hydrology was, and remains, one of the most poorly un-
derstood aspects of the hydrological system of the GrIS. Whilst recent research has
established that a significant plurality of meltwater makes its way the bed through
crevasses (Koziol et al., 2017), it is still unclear how this varies in space and how
it may vary into this future. The work in this thesis has provided new insights
into the diversity and spatial distribution of crevasse hydrology, linking studies
that conceptualise crevasses to inefficiently deliver water to the englacial system
to those that conceptualise them to rapidly hydrofracture to the bed into a single
coherent framework. This framework identifies two broad divisions: crevasses
in compressive mean stress regimes, where englacial conduits undergo creep clo-
sure and water can pond, than drain episodically via rapid hydofracture to the
bed; and crevasses in extensional mean stress regimes, where englacial conduits
can remain open, than drain continuously but inefficiently into the englacial net-
work. The concept that there may be spatial variation in the way meltwater is
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delivered to the bed of the GrIS has not been previously considered in the pub-
lished literature, and, as outlined in Chapter 5, may hold significant consequences
for processes such as subglacial drainage system evolution and cryo-hydrologic
warming.
This thesis has been been able to recommend simple but effective thresholds that
allow for the estimation of crevasse routing style from estimations of background
stress. Previous literature has used inconsistent stress measures to model crevasse
drainage, including applying those used to predict crevasse presence. Chapter
5 has shown stress likely impacts the initiation and hydrological connectivity of
crevasses in different ways, and alternative measures of stress may be more ap-
propriate. This is particularly important given the recent debate surrounding the
extent to which water may be able to be delivered to the bed at higher elevations
of the GrIS, which has been proposed to be limited above 1600 m a.s.l. based on
a threshold principal strain rate (Poinar et al., 2015). However, others have pro-
vided evidence for hydrological activity above this threshold based upon GPS
(Doyle et al., 2014) and satellite (Cooley and Christoffersen, 2017) observations. It
may be that alternative measures of strain/stress, as described in Chapter 5, could
provide insight into limits of crevasse formation that are consistent with these
observations. Better understanding of the relationship between surface stresses
and crevasse hydrology is also important for building into hydrological models.
At the current point in time, models that incorporate crevasses are rare (Clason
et al., 2015; Koziol et al., 2017), but those moving forward will be able to utilise
simple thresholds to incorporate the diverse conceptualisations of crevasse rout-
ing style. This will allow for better representation of crevasse heterogeneity into
these models and allow for the quantification of the significance of spatially vari-
able crevasse processes. Additionally, as discussed above, being able to better link
surface stresses and crevasse hydrology may also prove of use when considering
the spatial variability in the ability of supraglacial lakes to hydrofracture to the
bed of the ice sheet.
Although Chapter 5 considered only the spatial variation of crevasse hydrol-
ogy in a single ablation season, the findings are also significant when consider-
ing multi-annual variation. As crevasses are expressions of a glacier’s dynamic
regime, recent dynamic changes to the GrIS have resulted in parallel changes to
crevasse extent. At Sermeq Avannarleq in west Greenland, crevasse extent has
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been shown to have significantly increased (13% between 1985–2009) in response
to ice thinning and steepening (Colgan et al., 2011). It may be the case that, if dy-
namic changes have introduced significant changes to the ice surface stress regime,
there may also be changes to crevasse hydrology. In land-terminating regions, net
slow-down (Tedstone et al., 2013; Williams et al., 2020) might be expected during
a transition to an increasingly compressive regime. According to the framework
developed in Chapter 5, this may result in more regions of the bed experiencing
rapid, episodic delivery of meltwater via crevasse hydrofracture. In contrast, in
marine-terminating sectors, where acceleration is occurring (King et al., 2018), it
might be expected that crevasse fields transition to an inefficient drainage mode
as extensional stresses increasingly dominate. Marine-terminating glaciers have
exhibited particularly dramatic dynamic changes in recent decades (Catania et al.,
2020), and so it may be that crevasse fields at marine-terminating sectors are par-
ticularly vulnerable to changes in drainage style.
6.2.2 Directions for future research
Supraglacial lake drainages
Work presented in Chapter 4 identified several previously unidentified features
of a supraglacial lake drainage, including partial rapid drainage, intra-annual
variation with a dependency on the previous drainage state, and a spatial distri-
bution to dynamic uplift. However, the main limitation to these findings is the
extent to which these features are generalisable across the GrIS. Upscaling these
findings through the use of satellite remote sensing could help to identify what
observations made in this thesis are of particular importance at an ice-sheet scale.
In particular, three pertinent research directions are identified here.
The first direction is to assess the extent to which rapid supraglacial lake drainages
are being under-identified due to partial drainages being discounted in previous
remote sensing classifications. Cooley and Christoffersen (2017) have previously
shown the sensitivity to thresholding that can occur when defining lake drainages
as representing a specific proportion of area/volume loss within a set period. The
work in this thesis may guide these thresholds towards prioritising water losses
that are tightly temporally constrained rather than those representing high relative
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losses of area/volume. This may be increasingly viable as more satellite observa-
tions become available, allowing for the integration of different datasets to provide
a high temporal resolution (Williamson et al., 2018a). Alternatively, it may moti-
vate alternate methods of remotely sensing lake drainages. It is challenging, but
possible, to differentiate slow from rapid partial drainages, based on features such
as visible fractures and the cutting off overflow drainage pathways (Fig. B4). Con-
volutional neural networks (CNNs) may be able to automate the identification of
indicative features such as fractures and surface water. CNNs have only seen pre-
liminary use in glaciological remote sensing through the identification of features
such as calving fronts (Mohajerani et al., 2019), but have shown promise for object
identification in a range of remote sensing applications (Alshehhi et al., 2017; Ding
et al., 2018). By better refining existing methods, and incorporating new ones, it
may be possible to quantify the extent to which rapid lake drainages have been
underestimated.
The second direction is to properly account for the role of inter-annual variation.
Few studies have produced multi-annual observations of rapid lake drainage
events, and even fewer have addressed the interannual variability of rapid lake
drainage events. Selmes et al. (2013) identified that, between 2005–2009, only 6%
of lakes that drained rapidly did so every year, whilst 42% did so only once. Mean-
while, Morriss et al. (2013) identify that the majority of the 73 lakes they identify
to drain do so in fewer than half of years. Whilst these data suggest that Lake
028’s interannual variability may be more representative of many lakes than the
persistently draining North Lake and Lake F, they do not address interannual vari-
ability on a lake-level scale. Deeper analysis would allow for the clarification of
patterns observed at Lake 028. For instance: (i) do partial drainages occur exclu-
sively in years following rapid drainages? (ii) Once a rapid lake drainage occurs,
are drainages more like to occur in the following year? (iii) Is there a relationship
between ice velocity and the occurrence of partial drainage? These questions can
only be answered by looking at interannual variability on the scale of individual
lakes.
The final direction is the further refining assessing the relationship between
strain/stress and drainage. As discussed in Section 6.2.1, it may be the case that
previous studies have not assessed all the possible ways in which strain/stress
regime can affect supraglacial lake drainages. Potential routes to explore include
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assessing the predictive capability of alternative stress measures such as mean
stress, as well as considering the extent to which localised strain/stress state,
rather than basin-wide averages, can lead to hydrofracture initiation. Addition-
ally, no observational studies have considered the direction of strain/stress (be it
first principal, longitudinal, etc.) in controlling drainage style. Following Chapter
4, it could be the case that, if background strain/stress rates control fracture di-
rection rather than subglacial water flow direction (cf. Christoffersen et al., 2018),
then regions where fractures initiate transverse to flow could be typified by inter-
mittent rapid drainage. The importance of the magnitude of background stresses
may also be key. Chapter 4 hypothesised that regions of high extensional flow may
not require a precursory transient stress perturbation to initiate hydrofracture (al-
lowing for the existence of ‘trigger lakes’), whilst Chapter 5 showed that crevasse
hydrology displays distinctly different behaviours under different stress regimes.
Assessment of GrIS-wide, multi-year remotely sensed datasets will allow for these
hypotheses and relationships to be tested at a regional scale.
Crevasse hydrology
Chapter 5 identified broad-scale relationships between crevasse hydrology and
glacier dynamics across a single season, supported by high-resolution observa-
tions of a single crevasse field. However, a lack of detailed continuous observa-
tions of crevasse hydrology and strain/stress means that it is difficult to fully
understand the mechanistic link between the two. Additionally, whilst drawing on
the existing literature makes it clear that crevasses are important for both glacier
hydrology and thermal regime, there is limited information as to the extent to
which variation in crevasse extent and drainage style may impact ice sheet hydro-
dynamics. From these limitations, the following future research directions may
wish to be investigated.
The first direction, as discussed in Chapter 5, relates to investigating crevasse-
stress relationships at high temporal resolutions. Recently, time-series obser-
vations of lake area and volume have been collected at high (∼daily) temporal
resolution by taking advantage of multiple optical remote sensing platforms
(Williamson et al., 2018a), and new cubesat constellations such as Planetscope pro-
vide the opportunity for daily observations at high spatial resolutions (∼metres)
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suitable for even smaller crevasses. These data could be paired with velocity
datasets of high temporal resolutions (Minchew et al., 2017; Palmer et al., 2011)
to investigate if stress thresholds for crevasse drainage could be inferred. Alterna-
tively, field-based approaches could be taken. This may include a repeat-survey
UAV campaign, or take advantage of ground-based approaches to get continuous
records. Pressure transducers would be able to track water depth (see Chapter 4)
and strain rates inferred from GPS measurements (Andrews et al., 2018) - perhaps
taking advantage of low-cost GPS receivers in order to maximise coverage (Section
6.1.2). This will allow for an understanding of crevasse drainage dynamics at a
time-variable local scale, better pairing the regional inferences made in this thesis
with modelling approaches such as LEFM.
Moving from a local-scale approach, the second research direction should involve
scaling up findings across multiple years and wider spatial coverage. Following
Section 6.2.1, it is important to consider how changing GrIS dynamics could influ-
ence crevasse hydrology in the future. The historic record provides an opportu-
nity to examine this, either through the use of historic aerial photography (Colgan
et al., 2011) or long satellite records such as those from the Landsat programme.
Changing crevasse hydrology could be linked to estimates of changing surface
stress via new historic velocity datasets such as the NASAMEaSUREs ITS_LIVE
project, providing velocity datasets of the GrIS back to 1985 (Gardner et al., 2019).
Together, these datasets may provide some clues as to how changes may continue
to occur in the future. Widening the coverage should not only be temporal, how-
ever, but also spatial. Expanding the coverage to the whole of the GrIS would
allow for potential differences between land- and marine-terminating sectors to be
ascertained (Section 6.2.1). Further afield, Antarctic ice shelves are another sector
where there has been a close investigation into the relationship between surface
stresses and meltwater penetration (Doake et al., 1998), and some of the findings
raised in this thesis may also be applicable here.
Once the relationship between glacier dynamics and crevasse hydrology is better
understood, the final proposed research direction would be to be able to quan-
tify the glaciological impact using numerical modelling. 2D models of subglacial
hydrology (e.g. Werder et al., 2013) are well-established for modelling the sea-
sonal impacts of meltwater inputs to the GrIS, including through crevasses (Koziol
and Arnold, 2018; Poinar et al., 2019). The opportunity to account for diversity in
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crevasse hydrology using simple stress thresholds, as outlined in Chapter 5, will
allow for a detailed assessment as to the degree to which subglacial hydrology
may be impacted by surface stresses. Linking these models to future predictions
of dynamic change may also allow for future changes to be quantified (Colgan
et al., 2011). There will also be value in pairing numerical modelling of hydrology
with that of thermodynamics (e.g. Lüthi et al., 2015; Phillips et al., 2013b; Poinar
et al., 2017a), in order to quantify the potential variation in cryo-hydrologic warm-
ing that heterogenous crevasse hydrology may create. Between a more detailed
understanding of the interaction between crevasse hydrology and surface stress,
a large-scale understanding gained from the GrIS-wide historical record, and a
quantification of the impacts using numerical modelling, the research directions
described in this section will allow for the full consequences of the observations
made in Chapter 5 to be understood, and potentially predicted into the future.
6.3 Conclusions
In this thesis, a low-cost workflow was developed for extracting UAV-derived
velocity fields of glaciers and ice sheets at high spatio-temporal resolution, be-
yond the range of traditional satellite and GNSS methods, without requiring the
use of logistically-intensive ground control. The resulting datasets were used to
investigate the relationship between the hydrology and dynamics at the marine-
terminating Store Gacier in West Greenland. Together with supporting data from
in-situ instrumentation and satellite remote sensing, the causes and consequences
of meltwater delivery to the bed of the Greenland Ice Sheet via lakes and crevasses
were investigated at high spatio-temporal resolution.
By integrating a low-cost carrier-phase L1 GPS receiver into a fixed-wing UAV
platform, images recorded as an input for SfM-MVS photogrammetry could be
geolocated to centimetric accuracy. Validation showed that this technique was suit-
able to achieve horizontal uncertainties of ±0.12 m ( ±1.1 × the GSD) and vertical
uncertainties of ±0.14 m ( ±1.3 × the GSD) when flying at ±450 m above ground
level. This level of accuracy is highly suitable for the production of glacier velocity
fields with separation times of hours–days at fast-flowing sites such as marine-
terminating outlet glaciers. This study was the first to integrate the GNSS-assisted
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aerial triangulation for glaciological purposes, opening up new opportunities to
assess glacier dynamics at spatio-temporal scales between the continuous in-situ
measurements of ground-based GNSS receivers and the regional capability of
satellite remote sensing.
The first observations of rapid drainage of a supraglacial lake in in a marine-
terminating sector of the GrIS were made in July 2018 using data from repeat
UAV surveys, ground-based GPS, pressure sensors, and seismometers. These data
reveal several new aspects to drainage, some of which may be unique to lakes
located in fast-flowing sectors of the ice sheet. UAV surveys show dynamic re-
sponses were observed to be greatest ∼4 km downstream from the lake, possibly
related to regions of transient subglacial water storage. Interannual variability
due to the rapid advection of fractures controlled key aspects of the drainage be-
haviour, including the resulting partial drainage, a feature that has previously
been interpreted to result from slow (overtopping) drainage.
Investigations were made into the spatial variability of the hydrology of crevasse
fields from a combination of UAV surveys and satellite remote sensing. Regions
where crevasses were observed to pond through a melt seasons could be ex-
plained in terms of the mean surface stress regime, which were proposed to re-
late to rates of englacial conduit closure and subsequent connection the englacial
drainage network. Using UAV surveys, ponding crevasses were interpreted to
undergo episodic rapid drainage, whereas dry crevasses were seen to drain con-
tinuously but inefficiently to the bed. This suggests that spatially variable crevasse
hydrology, as controlled by surface stresses, may have distinct consequences for
subglacial hydrology and thermal regime. Simple recommendations were made
as to how these findings could be directly implemented into regional hydrological
models using simple stress thresholds.
Discharge from marine-terminating glaciers will remain a significant contributor
to GrIS mass loss in the 21st century (King et al., 2018), and the extent to which
hydrological controls will influence or modulate these changes is still largely un-
known (Catania et al., 2020; Nienow et al., 2017). The observations presented in
this thesis have enabled new insights into these interactions, describing new con-
trols on, and consequences of, the delivery of meltwater to the bed in fast-flowing
regions. Continued investigations are required to substantiate the extent to which
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these patterns are applicable across the wider marine-terminating Greenland Ice
Sheet, and to understand the extent to which they may change in the future.
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Results I Supplementary Material
Table A.1 List of flights used to produce data in this study. ‘Time’ refers to the
local time (West Greenland Summer Time) at the flight midpoint.
Location Date Time










Downstream Transverse 2017-07-22 15:22
2017-07-26 19:29
Upstream Longitudinal 2017-07-22 21:35
2017-07-26 11:26
Downstream Longitudinal 2017-07-22 14:24
2017-07-26 08:43
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Fig. A.1 Components and set-up of Skywalker X8 UAV used in this study.
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Depth Correction of Photogrammetry-Derived Lake Bathymetry
Photogrammetry is known to underestimate the depth of water bodies observed
from the air due to influence from refraction at the air-water interface (e.g. Fryer,
1983; Fryer and Kniest, 1985; Harris and Umbach, 1972; Mulsow et al., 2018; Tewinkel,
1963; Westaway et al., 2000). Under idealised conditions, corrections can be deter-
mined precisely if the imaging geometry relative to the interface is known but, in
the Photoscan software used here, the critical information on which photographs
contribute to each individual point in the final model, is not available. Although
estimates and simplifications can be used (Dietrich, 2017), through having repeat
DEMs of the lake basin (i) prior to and (ii) following lake drainage, our study
allowed us to infer an empirical correction factor on observed lake depth. This cor-
rection factor was derived as the slope of a linear regression performed between
the apparent depth of the submerged regions and their ‘true’ position derived af-
ter lake drainage. Areas of <0.5 m apparent depth were eliminated prior to this re-
gression as they often contained floating ice. We performed this regression across
multiple comparisons between three DEMs of the highest water level (5th, 6th, and
7th July) against the four DEMs of the lowest water level (12th, 15th, 24th, 28th July)
in order to minimise the influence of vertical error and artefacting in individual
DEMs. The average slope of the regression fit was 1.32, which was applied as the
correction factor to all submerged regions of DEMs. We note that this value is
within 1% of the refractive index of water – suggesting that, for our Photoscan-
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processed nadir image sets, a straightforward first-order refraction correction (e.g.
Westaway et al., 2000) would suffice.
To produce a single time-averaged lake bathymetry for pressure-sensor depth-
volume calculation, we median-averaged all the pre-drainage DEMs (5th, 6th, and
7th July) before applying a 2 m gaussian filter in order to remove the impacts of
floating lake ice, advecting crevasses, progressive ice surface ablation, and data
artefacts present in individual DEMs.
Supplementary Movie
Movie B.1 Time lapse photography of the lake drainage taken every 10 seconds
between 2018-07-07 21:21:10 and 2018-07-08 01:30:00. Displayed alongside is a
zoomed-in and time-marked version of Figure 3 in the main text. The movie is
available as supplementary information to the published version of this chapter
(Chudley et al., 2019b) at https://doi.org/10.1073/pnas.1913685116.
Supplementary Table
Table B.1 Dates and time (UTC) of UAV flights used in this study. Times represent
the midpoints of flights, rounded to the nearest five minutes. For further informa-



















Fig. B.1 Surface principal strain rates (red and blue lines) around Lake F derived
from 2017 annual MEASUREs velocity data (Joughin et al., 2010). Maximum
lake extent (black) and fracture (grey) from (Doyle et al., 2013). Note the order-
of-magnitude difference in strain vector scale between this figure and figure 6.







Fig. B.2 The 2019 drainage of Lake 028 as captured by RGB Sentinel-2 (a, c) and










































































Primary Secondary No Drainage Insufficient Data
Fig. B.3 Drainage history of Lake 028, as manually assessed from historical Land-
sat and Sentinel-2 data.









































(g) (h) (i) (j)
(k) (l) (m) (n)
(r)(q)(p)(o)
(s) (t) (u) (v)
Fig. B.4 Sentinel-2 false colour and Landsat 7 ETM+ (SLC-off) panchromatic im-
agery showing examples of the three modes of drainage of Lake 028 (left-hand
lake in images) paired with Lake 031 (right-hand lake in images). (a–f) Type I ‘pri-
mary’ drainage occurring when Lake 028 had not drained the year before, show-
ing the total loss of lake volume. (g–n) Type II ‘secondary’ drainage, occurring in
years where type I drainage had occurred in the prior year, showing partial lake
drainage and cut-off of outflow channel. (o–v) Examples of no drainage (NB the
continuation of outflow channel, in contrast to reactivation drainage).
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Supplementary Table
Table C.1 Dates and time (UTC) of UAV flights used in this study. Times represent




















































































































Fig. C.1 Results of mutual information tests for all potential input variables against
training data. Median value is marked by the dotted line. BTH is black top-hat
filter. SD is standard deviation.
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Fig. C.2 Confusion diagrams for object-based image analysis of 2018-07-08 im-
agery for (A) all input variables; and (B) selected input variables with mutual
information test results greater than median.








Fig. C.3 Example results for object-based image analysis of 2018-07-08 imagery. (A)














Fig. C.4 Supraglacial connections between crevasses. (A) Southwestern extent
of UAV survey area, displaying clear incised supraglacial pathways between
crevasses. (B–C) Crevasse system identified in main figure 7A–B in the 24 hours
following (B) and 12 days following (C) drainage, showing the development of
incised streams as water level lowers. Inset: subfigure extents identified in full
UAV survey extent.

