The purpose of this paper is to point out a new connection between information theory and dynamical systems. In the information theory side, we consider rate distortion theory, which studies lossy data compression of stochastic processes under distortion constraints. In the dynamical systems side, we consider mean dimension theory, which studies how many parameters per iterate we need to describe a dynamical system. The main results are new variational principles connecting rate distortion function to metric mean dimension.
I. INTRODUCTION
I N THE late 1950's, Kolmogorov revolutionized ergodic theory by using Shannon's entropy theory to study measure preserving systems. This enabled one to solve one of the big questions in ergodic theory at the time: consider the i.i.d stochastic process on a two letter alphabet {0, 1} with equal probability given to each letter. This gives a probability measure on the space of possible sequences {0, 1} Z , which is invariant under the shift map σ . We call this measure preserving system -that is to say, a measure space (X , B, μ) equipped with a measurable map map T : X → X preserving μ -the (1/2, 1/2)-Bernoulli shift. Is it isomorphic to the (1/3, 1/3, 1/3)-Bernoulli shift (whose underlying space is {0, 1, 2} Z )? Certainly these are different as stochastic processes, but no invariant known at the time was able to distinguish between them as abstract measure preserving systems.
The answer is no. Komogorov and Sinai, his student at the time, defined for any measure preserving system an invariant -the ergodic theoretic entropy of a measure preserving system -that is log 2 for the (1/2, 1/2)-Bernoulli shift and log 3 for the (1/3, 1/3, 1/3)-Bernoulli shift [1] , [2] (from now on, all logarithms will be to base 2). The ergodic theoretic entropy Manuscript is also often referred to as metric entropy or Kolmogorov-Sinai entropy.
For measure preserving systems, ergodic theoretic entropy is "THE" invariant. Ornstein [3] showed that two measure preserving systems arising from Bernoulli processes are isomorphic if and only if their ergodic theoretic entropy is equal. As Ornstein and Weiss show, entropy is the only ergodic theoretic invariant that can be finitely approximated for a stationary ergodic process [4] .
So far we have considered two kinds of objects: stationary processes and measure preserving systems, where a stationary process gives rise to a measure preserving system but has further structure (for instance, a well defined past σ -algebra and, at least for discrete processes, a cannonical generating partition). There is another object which will be fundamental in our discussion, that is that of a dynamical system, which for us consists of a compact metrizable space 1 X and a homeomorphism 2 T : X → X . Since the term dynamical system might mean different things to different people, we will sometimes use the term topological dynamical system as a synonym emphasizing the structure being preserved. An analogous notion of entropy, called the topological entropy, was introduced in this context by Adler, Konheim and McAndrew [5] . In the context of symbolic systems, i.e. shift invariant closed subspaces X ⊆ A Z where A is a finite alphabet, the topological entropy is simply the asymptotics as n → ∞ of the logarithm of the number of words of length n in the alphabet A that can be completed to form a bi-infinite sequence of X , divided by n, and in this case it is already discussed in Shannon's foundational paper [6] .
It turns out that there is a beautiful relation between ergodic theoretic entropy and topological entropy, namely that the topological entropy h top (X , T ) of a dynamical system (X , T ) is the supremum over all T -invariant probability measures μ on X of the ergodic theoretic entropy of μ. This relation is called the variational principle and is discussed in detail in §II-C. We note in the passing that the interplay between the study of measure preserving systems and that of (topological) dynamical systems yields fascinating analogies and points of connection in many other directions, and we refer the interested reader to the excellent survey by Glasner and Weiss [7] for more details.
Despite this close analogy, it seems that topological entropy plays a less fundamental role in the theory of dynamical systems than ergodic theoretic entropy in ergodic theory. In particular, it is of little use in trying to answer the following natural question: Let I denote the interval [0, 1], which we think of as an alphabet of uncountable cardinality (but with its usual, compact, topology).
What are the obstructions of embedding a dynamical system (X , T ) inside the system (I Z , σ )? Here, as before, σ denotes the shift map, in this case from I Z to itself. By an embedding of a dynamical system (X , T ) into another, say (Y, S), we mean a continuous, injective map ι : X → Y so that ι • T = S • ι.
There could be trivial obstruction to embedding: for instance, if a system (X , T ) has a two-dimensional set of fixed points it cannot be embedded in (I Z , σ ). But are there other obstructions? For instance, if (X , T ) is minimal (every orbit is dense, so there are no periodic points), is the system embeddable in (I Z , σ )? Entropy certainly is not an obstacle as the topological entropy of (I Z , σ ) is infinite. This question, posed by Auslander in the 1970s, remained open for many years and was eventually resolved by Lindenstrauss and Weiss [8] in the late 1990s using a new topological invariant for dynamical systems introduced by Gromov at around that time [9] , called mean dimension.
Loosely, the mean dimension of a topological dynamical system measures the number of "parameters" per iteration needed to describe an orbit in the system, in a way analogous to topological entropy measuring the number of bits per iteration needed to describe an orbit. Following [8] , we denote the mean dimension of a system (X , T ) by mdim(X , T ) (the "m" stands for mean); the precise definition of mean dimension is given in §II-A. For instance, mdim(I Z , σ ) = 1 and if S is the square [0, 1] 2 , mdim(S Z , σ ) = 2 (in general there is no reason the mean dimension of a system has to be a natural number; this just happens to be so for these two simple examples; see bellow for a natural class of systems with arbitrary mean dimension). Mean dimension has the property that a system of given mean dimension cannot be embedded in a system of lower mean dimension, and as one can construct a minimal σ -invariant subspace X ⊂ S Z with mdim(X , σ ) > 1 this gives a negative answer to Auslander's question.
The relevance of mean dimension to information theory becomes clearer when considering the following more sophisticated example: Let B(W ) be the space of all bounded functions (signals) ϕ : R → [−1, 1] that are band-limited in [−W, W ]. This means functions ϕ whose Fourier tranform ϕ(ξ) = e 2π √ −1ξ t ϕ(t)dt (which should be interpreted in the sense of distributions) is supported on [−W, W ] or, equivalently, functions ϕ that are unchanged by convolution with any filter function ψ whose fourier transform satisfiesφ(ξ) = 1 for all ξ ∈ [−W, W ]. We define the shift σ :
. Then the pair (B(W ), σ ) is a dynamical system. 3 As it turns out, the mean dimension of this system is exactly the bandwidth: in other words, mdim(B(W ), σ ) = 2W . For more details and further references, see [10] .
The question of when a topological dynamical system can be embedded in a model systems such as (I Z , σ ) would seem to be a question of pure mathematical interest with no relation to information theory; on the contrary, it is very connected to a key information theoretic concept that predates even Shannon's foundational work -that of sampling. Indeed, an embedding F : (X , T ) → (I Z , σ ) is determined by the continuous map f : X → I obtained by considering only the 0th-component of F, and saying that F is an embedding amounts to saying that the "sampling" ( f • T n (x)) n∈Z determine x uniquely. For instance, an L ∞ -analogue of the Shannon-Nyquist Sampling Theorem (see e.g. Beurling's [11, pp. 341-368] ) gives that for the space of bandlimited signals B(W ), letting f (x) = x(0) the corresponding map F : B(W ) → I Z is an embedding if 2W < 1 and fails to be an embedding when 2W > 1.
An important concept both in the theory and practice of contemporary electrical engineering is compressed sensing; this concept was originally devised in the context of finite dimensional measurements by Candès et al. [12] and Donoho [13] . In the context of sub-Nyquist sampling this concept has been systematically considered by Eldar in her book [14] , which contains also an extensive list of other relevant publications. Specifically, Eldar has shown that by analog (time-dependent) preprocessing sparse signals can be successfully sampled, also at a practical level, at sub-Nyquist rates. In the context of compressed sensing, the analog preprocessing is done using a linear map, but in theory one could also use nonlinear analog preprocessing, which would in our context become sampling a signal in B(W ) using some more general continuous function of the signal (time-dependency can be built in the theory by replacing (B(W ), σ ) by a product system (B(W )×Y, σ × S)). It follows from the theory of mean dimension that (not too surprisingly) even in this more general framework sub-Nyquist sampling does not recover a band-limited signal unless the signal is assumed to have additional structure.
There is a deep connection between entropy theory and dimension, which goes back at least 60 years, including classical works by Rényi [15] and Kolmogorov and Tihomirov [16] . Therefore, it is not surprising that mean dimension and entropy would be related, and indeed such a connection between mean dimension and topological entropy was established by Weiss and the first author in [8] . In particular, in [8] it was shown that any topological dynamical system of finite topological entropy must have zero mean dimension, and that an upper bound for the mean dimension may be obtained by considering how fast the amount of entropy detected by looking at the system of a given resolution grows as → 0. For a precise formulation, see §II-B. This rate of growth defines a quantity 4 -the metric mean dimension, denoted by mdim(X , T, d) -that depends not only on the dynamical system (X , T ) but also on a choice of metric (i.e. distance function) d compatible with the topology of X . In [17] it is shown that under a suitable technical condition (existence of an infinite minimal factor), one can find a metric d on X so that mdim(X , T ) = mdim(X , T, d); it remains an important open problem to establish this in general. As in the case of Hausdorff dimension, an artificial choice of metric can make the metric mean dimension artificially large, but this connection has been helpful in calculating the mean dimension and gives a powerful method for establishing upper bounds on the mean dimension. This was used by the second named author to establish tight upper bounds on the mean dimension in function spaces arising in geometric analysis and complex geometry [18] , [19] .
It is very natural to try to tie mean dimension also to the ergodic theoretic entropy, which is a close relative to the entropy of stochastic processes. Ideally, we would like to develop a kind of variational principle for mean dimension theory. At first sight, it might look nice if we can define a certain "measure-theoretic mean dimension" and prove a "variational principle" between topological/measure-theoretic mean dimensions. But any naïve attemp to carry out this idea is doomed to failure. Evidence for that in the electrical engineering literature can be found in the paper by Wu and Verdú [20] , which essentially shows that using a single invariant measure it is impossible to define a reasonable notion of parameters per iterate that would be stable under continuous maps. From the ergodic theoretic perspective, a different difficulty can be seen using the Jewett-Krieger theorem [21] , [22] . Consider an arbitrary ergodic measurable dynamical system. Suppose we want to define its "measure theoretic mean dimension". Then by the Jewett-Krieger theorem there exists a topological dynamical system (X , T ) such that it is uniquely ergodici.e., there is one and only one T -invariant measure on X , say μ -and (X , μ, T ) is measurably isomorphic to the given system. It is known that uniquely ergodic systems always have zero topological mean dimension [8, Th. 5.4 ]-so this naïve approach fails.
It turned out that metric mean dimension (defined in §II-B) and rate distortion theory ([6, Ch. V], [23] , [24, Ch. 10] ) provide a much better framework to formulate a problem. The point is that both metric mean dimension and rate distortion theory use distance as a crucial ingredient.
Our approach in this paper was inspired by the paper Kawabata and Dembo [25] . In this paper, the authors study the rate distortion function R(ε) of an i.i.d. process taking values in a fractal set. They defined the rate distortion dimension of the process as the limit of R(ε)/| log ε| and proved that it coincides with the Rényi information dimension under a natural condition. This was extended to more general stochastic processes by Rezagah et al. [26] .
Let d be a distance on X . We recall that an invariant probability measure μ defines a stationary stochastic process {T n x} ∞ n=0 where x ∈ X is distributed according to μ, and that the rate distortion function R μ (ε) for this process quantifies how many bits per iterate we need to describe the process {T n x} ∞ n=0 within the given distortion bound by ε (with respect to the distance d). Ignoring technical details, the main result of this paper is the following identity (see Theorem 6) :
where μ runs over all T -invariant probability measures on X in the right-hand side. A similar equality also holds for lim sup and mdim. The left-hand side of (1) is the metric mean dimensiona quantity in dynamical systems theory -and the right-hand side is one in information theory. Thus the identity (1) can be viewed as a bridge between two theories.
The variational principle [27] - [29] , and its generalization to what is known as topological pressure [30] , are quite prominent in the study of smooth dynamical systems, in particular axion A diffeomorphism [31] . In many interesting cases, it turns out that there is a unique invariant measure whose entropy is the topological entropy of the system, and this allows one to choose a distinguished invariant measure out of the often uncountable collection of ergodic invariant measures. In the case of geodesic flows, such a measure of maximal entropy was used by Margulis to establish the asymptotics of the number of periodic geodesics on manifolds of variable negative curvature [32] . It is not clear to which extent the variational principle we give here will find applications in the theory of dynamical systems, though the use of metric mean dimension referred to above to bound mean dimension of natural spaces as in [18] and [19] suggest that it may well be useful in similar contexts.
Organization of the paper is as follows: We gather background materials on topological/metric mean dimensions, variational principle and rate distortion theory in §II. We explain the statements of the main results (Theorems 6 and 9 below) in §III. We recall basics of mutual information in §IV. Theorems 6 and 9 are proved in §V and §VI respectively. We construct a certain dynamical system in § VII, which explains the relevance of an assumption used in Theorem 6. We discuss some possibilities of future developments in §VIII. We review elementary facts on optimal transport (which are used in §V and §VI) in the Appendix.
II. BACKGROUND

A. Mean Dimension
Here we briefly review the definition and an application of mean dimension [8] , [9] . Let (X , T ) be a dynamical system. Let U = {U i } i∈I be an open cover of X , namely each U i is an open set of X and X = i∈I U i . We define the order ord(U) as the maximum integer d ≥ 0 such that there exist pairwisely
An open cover
We define the degree D(U) as the minimum order ord(V) over all refinements V of U. It is known [ 
We can check that
Then the quantities
become subadditive in n. Hence the limit
exists. We define the (topological) mean dimension mdim(X, T ) of the dynamical system (X , T ) as the supremum of (2) over all open covers U of X . The term "mean" comes from the averaging operation in (2) . The mean dimension is a topological invariant, namely it does not depend on the distance of X . Recall the dynamical system (B(W ), σ ). This is the dynamical system of signals band-limited in the interval [−W, W ] introduced in Section I. Since we understand well the sampling properties of this system, and since it can have any positive real number as its mean dimension, it seems a better formulation of Auslander's question quoted in the introduction is the following:
When can we embed a dynamical system (X , T ) in the system (B(W ), σ )? In mathematical terms, this question asks whether we can find a topological embedding (i.e. a continuous injection) f : X → B(W ) satisfying f • T = σ • f ; a more picturesque way of asking this question is asking under what conditions can the state of the system be transmitted using a signal band-limited
Clearly a necessary condition is that
Using an approach started in the work of Lindenstrauss [17] , Gutman and Tsukamoto [10] proved that if (X , T ) has an infinite minimal system as a factor and satisfies mdim(X , T ) < W then we can embed it in (B(W ), σ ). Namely, under some technical assumptions that guarantee in particular that (X , T ) has no periodic points, if mdim(X , T ) < W then we can encode all the information of (X , T ) into signals band-limited in [−W, W ]. This theorem is another realization of the general theme of applying the ideas of communication theory to dynamical systems. An example by the authors shows this is optimal [34] .
Besides the above application, mean dimension theory turns out to have connection to problems in several different mathematical fields, e.g. topological dynamics ( [8] , [17] , [35] - [38] ), geometric analysis ( [39] , [40] ), and operator algebra ( [41] , [42] ).
B. Metric Mean Dimension
Next we explain metric mean dimension, which is a central object of the paper (a warning to the reader -our use of the word "metric" here is completely different than e.g. that of Kolmogorov! For us metric simply means related to the structure of X as a metric space with metric d.) Let (X , T ) be a dynamical system with a distance d on X . For a positive number ε we define #(X , d, ε) as the minimum cardinarity N of open covers {U 1 , . . . , U N } of X such that all U i have diameter smaller than ε. For a natural number n we define a distance d n on X by
We set
This limit always exists because log #(X , d n , ε) is a subadditive function of n. We define upper and lower metric mean dimensions by
If the limit supremum and infimum agree, we denote the common value by mdim(X , T, d).
The metric mean dimensions always dominate the topological mean dimension [8, Th. 4.2] :
It is also known ( [17, Theorem 4.3]) that if (X , T ) is minimal then there exists a distance d on X satisfying
It is conjectured that such a distance exists for every system. Metric mean dimension is not just a theoretical object. It is an important tool for computing topological mean dimension. It is generally difficult to prove upper bounds on topological mean dimension. The most powerful method (known to the authors) is to use metric mean dimension. If we obtain an upper bound on metric mean dimension, then we can also bound topological mean dimension by the inequality (5) . The papers [18] , [19] employ this method to compute the topological mean dimensions of dynamical systems in geometric analysis and complex geometry.
C. Variational Principle
Here we review the classical variational principle ( [27] - [29] ). Let (X , T ) be a dynamical system with a distance d. We define the topological entropy h top (T ) as the limit of (4):
This is a topological invariant of (X , T ) as in the case of topological mean dimension.
We denote by M T (X ) the set of all invariant probability measures on X . Take μ ∈ M T (X ) and let f : X → A be a measurable map from X to some finite set A (i.e. f is of finite range). We define a stationary stochastic process {X n } ∞ n=0 by X n = f • T n : X → A, where the underlying probability structure is given by μ. We consider the Shannon entropy of the process:
We define the ergodic theoretic entropy h μ (T ) as the supremum of (6) over all finite range measurable maps f :
It is also called the Kolmogorov-Sinai entropy.
The variational principle connects the ergodic theoretic entropy h μ (T ) to the topological entropy h top (T ) by
D. Rate Distortion Function
We briefly review rate distortion theory here. Its primary object is data compression of continuous random variables and their processes. Continuous random variables always have infinite entropy, so it is impossible to describe them perfectly with only finitely many bits. Instead rate distortion theory studies a lossy data compression method achieving some distortion constraints.
For a couple (X, Y ) of random variables we denote its mutual information by I (X; Y ) (see §IV). Let (X , T ) be a dynamical system with a distance d on X . Take an invariant probability measure μ ∈ M T (X ). For a positive number ε we define the rate distortion function R μ (ε) as the infimum of
where n runs over all natural numbers, and X and Y = (Y 0 , . . . , Y n−1 ) are random variables defined on some probability space (, P) such that • X takes values in X , and its law is given by μ.
• Each Y k takes values in X , and Y approximates the process (X, T X, . . . , T n−1 X) in the sense that
Here E(·) is the expectation with respect to the probability measure P. Note that R μ (ε) depends on the distance d although it is not explicitly written in the notation.
Remark 1: It might look more customary to consider (8) . But indeed this coincides with (8) in our setting because T X, . . . , T n−1 X are determined by X. R μ (ε) is the minimum rate of quantizations of the process {T k X} ∞ k=0 under the distortion constraint (9) [43, Ch. 11] . Namely if the invariant measure μ is ergodic then there exists a sequence of maps f n = ( f n,0 , . . . , f n,n−1 ) :
where X is a random variable obeying μ and | f n (X )| denotes the cardinality of the set f n (X ). Then we can represent the process {T k X} n−1 k=0 by the quantization
This approximates {T k X} n−1 k=0 by ε in average, and (if n is sufficiently large) we need
for describing the sequence. There also exists a similar theorem for non-ergodic μ, but the statement is a bit more involved. See [43] - [45] for the details. Remark 2: The existence of the above maps f n is a nontrivial theorem. On the other hand the "reverse" direction is an immediate consequence of the definition: If a map f = ( f 0 , . . . , f n−1 ) : X → X n satisfies the (operational) distortion condition (10) then it follows from the definition of rate distortion function that
E. Example
Here we calculate the metric mean dimension and rate distortion function of a simple example for illustrating the above definitions.
Let X = [0, 1] Z be the infinite product of the unit interval and T : X → X the shift:
for x = (x m ) m∈Z and y = (y m ) m∈Z in X . First we calculate the metric mean dimension. Let ε > 0 and set l = log(4/ε). Then |n|>l 2 −|n| ≤ ε/2. We consider an open cover of [0, 1] by
I k has length ε/6. Let n ≥ 1. We consider the following open cover of [0, 1] Z :
Each open set has diameter less than ε with respect to the distance d n . Hence
On the other hand, any two distinct points in the sets
Thus mdim(X , T, d) = 1. It is known that the topological mean dimension mdim(X , T ) is also equal to one [8, Proposition 3.3].
Next we consider the rate distortion function for the measure μ = (Lebesgue measure) ⊗Z . The calculation of R μ (ε) is a bit involved. So we postpone the details to Example 22 in §IV, and here we state only the result:
Therefore
We would like to generalize this phenomena to arbitrary dynamical systems.
F. Tameness of a Distance
For some of our results, we need to introduce a certain regularity condition on the underlying mertic space.
Condition 3: Let (X , d) be a compact metric space. It is said to have tame growth of covering numbers if for every δ > 0 we have
Note that this is purely a condition on metric spaces and does not involve the dynamics.
For example, if X is a compact subset of the Euclidean space R n , then
and so X satisfies Condition 3. Indeed the tame growth of covering numbers condition is a fairly mild condition:
Lemma 4: Every compact metrizable space admits a distance satisfying Condition 3.
Proof: Every compact metrizable space can be topologically embedded into the infinite dimensional cube [0, 1] Z , so it is enough to prove the statement for [0, 1] Z . Let d be the distance introduced in (11). By (12) 
This satisfies the tame growth of covering numbers condition.
Remark 5: It is easy to check that if (A, d) is a compact metric space satisfying Condition 3 then the distance d on the shift A Z defined by
also satisfies Condition 3.
III. MAIN RESULTS
A. Variational Principle Between Rate Distortion Function and Metric Mean Dimension
Our first main result is:
Therefore we can say that metric mean dimension is a topological dynamics counterpart of rate distortion theory.
Although Condition 3 is a mild condition, it might still look technical and one might want to remove it. But indeed the equalities (14) do not hold in general without an additional assumption:
Proposition 7: There exists a dynamical system (X , T ) with a distance d such that
Remark 8: Here are several remarks.
• As noted in the introduction, our formulation of the variational principle (14) is strongly influenced by the work of Kawabata and Dembo [25] . For a metric space A, they studied connections between the fractal dimensions of A and the rate distortion functions of i. The former is used in the definition of metric mean dimension. The latter is closely related to the distortion condition (9) in the definition of rate distortion function. Under Condition 3, these two distances behave quite similarly. More precisely, we defineS(X , T, d, ε) by replacing the distance d n in the definition (4) of S(X , T, d, ε) with the latter distance of (15) . This is more directly relating to R μ (ε). Under Condition 3
The same is true for the lower metric mean dimension. See Lemma 26 in §V-B for the details. A rough idea of the proof of Proposition 7 is to construct a system (X , T ) where the two distances (15) show radically different behaviors. • From the very beginning of the development, Kolmogorov and his collaborators viewed ε-entropy as a non-probabilistic counterpart of Shannon's rate distortion function [16, Appendix] . The quantity S(X , T, d, ε) used in the definition of metric mean dimension is just ε-entropy in the dynamical systems setting. From this respect, it is natural to expect that metric mean dimension is also relating to rate distortion theory. Indeed one direction of (14) is an immediate consequence of the (easy) fact that ε-entropy dominates rate distortion function:
See also Lemma 24 in §V-A. The main point of Theorem 6 is the reverse inequality where we need to construct appropriate invariant measures to capture dynamical complexity at fixed scale. We establish this by combining the techniques of Misiurewicz [46] and basic properties of mutual information. See also §III-C below. The definition of the rate distortion function R μ (ε) in §II-D, or the similar L 2 -rate distortion function defined in §III-B below, seems to be the most widely used one. It has from our point of view the disadvantage that in this case we need to assume Condition 3 for establishing the variational principle (14) . Next we propose another version of rate distortion function and establish a corresponding variational principle without any additional condition.
Let (X , T ) be a dynamical system with a distance d and an invariant probability measure μ. For positive numbers ε and α we define the L ∞ -rate distortion functionR μ (ε, α) as the infimum of
• Each Y k takes values in X , and they satisfy the following modified distortion condition:
In other words, we defineR μ (ε, α) by replacing the distortion condition (9) in the definition of R μ (ε) with (16) . We set
The reason for our use of terminology "L ∞ -rate distortion function" will (hopefully) become clearer to the reader in the next subsection.
Our second main result is: Theorem 9: For any dynamical system (X , T ) with a distance d, we have
We emphasize that we do not need any additional condition for establishing (17) in this case. Remark 10: The condition (16) might look very different from the original condition (9) . But indeed they have a quite similar structure (so called single-letter fidelity criterion [43, Sec. 10.2]). For two points x, y ∈ X we define
Then the condition (16) is equivalent to
Thus the difference between (9) and (16) is just that we use ρ in (16) as a distortion measure whereas the distance function d is used in (9) .
B. L p -Variants
We can also consider L p -versions of the variational principle. The L 2 -case might be of special interest because it is related to the least squares method. Let (X , T ) be a dynamical system with a distance d. For 1 ≤ p < ∞, ε > 0 and μ ∈ M T (X ) we define the L p -rate distortion function R μ, p (ε) by replacing the distortion condition (9) in the definition of R μ (ε) with
By the Hölder inequality, this is stronger than (9), hence
On the other hand, the condition (18) is essentially weaker than (16) in the definition ofR μ (ε). Indeed
So the condition (16) implies
This leads to R μ, p (ε ) ≤R μ (ε) for any ε > ε. Thus we get
Therefore Theorems 6 and 9 imply Corollary 11: If the distance d satisfies Condition 3, then for any p ≥ 1
C. Comments on the Proof
The uniform distribution on the set {1, 2, . . . , n} has entropy log n, and this is the maximal entropy measure among all probability distributions on it. There exists a similar result about mutual information I (X; Y ): Roughly speaking, if X is uniformly distributed over an ε-separated set S of a compact metric space X , and if ε −1 E (d(X, Y ) ) is sufficiently small, then I (X; Y ) is almost equal to log |S| (for precise statements, see Corollary 16 and Lemma 17 below). This observation is key to the proofs of Theorems 6 and 9. Starting from this, we will follow a line of ideas analogous to Misiurewicz's proof [46] of the variational principle. Misiurewicz's argument adapts quite naturally (perhaps even suprisingly so) to the setting of rate distortion theory.
IV. MUTUAL INFORMATION
In this section we recall some basic properties of mutual information [24, Ch. 2] .
Throughout this section (, P) is a probability space. Let X and Y be measurable spaces, and X : → X and Y : → Y measurable maps. We define the mutual information I (X; Y ) as the supremum of 1≤m≤M 1≤n≤N
where {P 1 , . . . , P M } and {Q 1 , . . . , Q N } are partitions of X and Y respectively, with the convention that 0 log(0/a) = 0 for all a ≥ 0. The mutual information I (X; Y ) is nonnegative and symmetric: I (X; Y ) = I (Y ; X) ≥ 0. If X and Y are finite sets, then I (X; Y ) is given by
where H (X|Y ) is the conditional entropy of X given Y . The formula I (X; Y ) = H (X) − H (X|Y ) shows a meaning of mutual information; it is the amount of information which the random variables X and Y share.
The following two lemmas are trivial but important in the proofs of the main theorems.
Lemma 12: Suppose X and Y are finite sets.
Proof: This follows from the first line of (20) . 
Proof: This immediately follows from the definition of I (X; Y ).
Remark 14: Lemma 13 implies that, in the definition (8) of the rate distortion function R μ (ε), we can assume that the random variable Y there takes only finitely many values, namely that its distribution is supported on a finite set. Indeed, let X and Y be as in (8) and (9) . Take a sufficiently fine partition P of X and for each atom A of P choose one point
if P is sufficiently fine. Hence Z satisfies the distortion condition (9) . Lemma 13 implies
The random variable Z obviously takes only finitely many values.
Similarly we can also assume that Y takes only finitely many values in the definition ofR μ (ε, α): Suppose Y satisfies the modified distortion condition (16) . Then we can find 0 < ε < ε satisfying
If the partition P is sufficiently fine, then for Z k as above
For real numbers 0 ≤ p ≤ 1 we set Let (X , d) be a compact metric space. Let ε > 0 and D > 2. Suppose S ⊂ X is a (2Dε)-separated set (i.e. any two distinct points in S have distance ≥ 2Dε). Let X and Y be measurable maps from to X such that X is uniformly distributed over S and
Proof: Since S is a finite set, X takes only finitely many values. We can assume that Y also takes only finitely many values as in Remark 14. Define f : X → X by
By Fano's inequality (Lemma 15),
Since X is uniformly distributed over S, its entropy is log |S|. Thus
The next lemma is used in the proof of Theorem 9. Lemma 17: Let (X , d) be a compact metric space with a finite subset A. Let n be a natural number and ε, α positive numbers with α ≤ 1/2. Suppose S ⊂ A n is a 2ε-separated set with respect to the distance d n ((x 0 , . . . , x n−1 ), (y 0 , . . . , y n−1 )) = max Let X = (X 0 , . . . , X n−1 ) and Y = (Y 0 , . . . , Y n−1 ) be measurable maps from to X n such that X is uniformly distributed over S and 6 As in the case of data-processing inequality, Fano's inequality is more general than this statement; see [24, Sec. 2.10].
Then
Proof: The argument is similar to the proof of Fano's inequality [24, Sec. 2.10] . We can assume that Y takes only finitely many values as in Remark 14. We define a random variable Z by
Note that by assumption (21) we have that E|Z | < αn.
Claim 18:
We have |Z | = Z 0 + · · · + Z n−1 and
where we used α k = E|Z | < αn and α ≤ 1/2.
Expanding H (X, Z |Y ) in two ways:
We have H (Z |X, Y ) = 0 because Z is determined by X and Y . Hence by Claim 18
Take a subset E ⊂ {0, 1, . . . , n − 1}. (We write E c = {0, 1, . . . , n − 1} \ E.) We estimate the conditional entropy H (X|Y, Z = E). Under the condition Z = E, we have max k∈E c d(X k , Y k ) < ε. Since S is 2ε-separated with respect to d n , for each a ∈ X n the number of x ∈ S satisfying max k∈E c d(x k , a k ) < ε is at most |A| |E| . Therefore the number of possible outcomes of X (given Y and Z = E) is at most |A| |E| . Thus
It follows that
= log |A| · E|Z | ≤ αn log |A| by the assumption E|Z | < αn.
Combining (22)
Here we used H (X) = log |S| since X is uniformly distributed over S.
In the rest of this section we assume for simplicity that X , Y, Z are finites sets.
Lemma 19 (Subadditivity of Mutual Information): Let X, Y, Z be measurable maps from to X , Y, Z respectively. Suppose X and Z are conditionally independent given Y , namely for every y ∈ Y with P(Y = y) = 0 we have
for every x ∈ X and z ∈ Z. Then
Proof: From the conditional independence,
Indeed
By using (23) we can easily check (24) . Then
In the passage from the second line to the third, we used
On the other hand, we have: Lemma 20 (Superadditivity of Mutual Information): Let X, Y, Z be measurable maps from to X , Y, Z respectively. Suppose X and Z are independent. Then
Let X : → X and Y : → Y be measurable maps. (Recall that X and Y have been assumed to be finite.) We define a probability mass function μ(x) and a conditional probability mass function ν(y|x) by
Notice that ν(y|x) is defined only for x ∈ X with P(X = x) = 0. The distribution of (X, Y ) is given by μ(x)ν(y|x) and it determines the mutual information I (X; Y ), hence we sometimes write I (X; Y ) = I (μ, ν).
Lemma 21 (Concavity/Convexity of Mutual Information): I (μ, ν) is a concave function of μ(x) for fixed ν(y|x) and a convex function of ν(y|x) for fixed μ(x). More precisely,
1) Suppose that for each x ∈ X we are given a probability mass function ν(·|x) on Y. Let μ 1 and μ 2 be two probability mass functions on X . Then
Here the left-hand side is the mutual information of the joint distribution (1−t)μ 1 (x)ν(y|x)+ tμ 2 (x)ν(y|x). 2) Suppose that for each x ∈ X we are given two probability mass functions ν 1 (·|x) and ν 2 (·|x) on Y. Let μ be a probability mass function on X . Then
Here the left-hand side is the mutual information of the joint distribution
Example 22 (Continuation of §II-E):
Here we sketch the proof of the estimate (13) in §II-E. Note that this is not used for the proofs of Theorems 6 and 9. We use the notations in §II-E. It is easy to prove lim sup
See Lemma 24 below for the details. The main issue is a lower bound on R μ (ε). Let X and Y = (Y 0 , . . . , Y n−1 ) be random variables defined on some probability space such that X has distribution μ and Y k take values in [0, 1] Z satisfying the distortion condition (9) . We write X = (X m ) m∈Z and
by data-processing inequality; see Lemma 13
by data-processing inequality.
It follows from the distortion condition (9) that
We denote by r (ε) the infimum of the mutual information 
and hence R μ (ε) ≥ r (ε). Then R μ (ε) ∼ | log ε| follows from the next claim. Claim 23:
Proof: It is again easy to prove lim sup ε→0 r (ε)/ | log ε| ≤ 1. So we prove a lower bound on r (ε). Let U and V be random variables in the above definition of r (ε). Fix D > 1 and set l = 1/(Dε). We define a partition P of [0, 1] by
For u ∈ [0, 1] we denote by P(u) the atom of P containing u. It follows from E|U − V | ≤ ε that
By the data-processing inequality
Under the condition |U − V | < Dε, if we know V then the number of possibilities of P(U ) is at most three. This implies
Since U obeys the Lebesgue measure, H (P(U )) is bounded from below by
Letting D → ∞ we get lim inf ε→0 r (ε)/| log ε| ≥ 1.
V. PROOF OF THEOREM 6
In this section we prove Theorem 6. Throughout this section (X , T ) is a dynamical system, and d a metric on X . Recall that for n ≥ 1 we defined the distance d n on X by d n (x, y) = max 0≤k<n d(T k x, T k y).
We define another distanced n on X bȳ
Obviouslyd n (x, y) ≤ d n (x, y). For ε > 0 we set S(X , T, d, ε) = lim n→∞ 1 n log #(X ,d n , ε).
This limit exists because log # (X ,d n , ε) is a subaddtive function of n. We havẽ
A. Metric Mean Dimension Dominates Rate Distortion Functions
Lemma 24: For ε > 0 and every invariant probability measure μ on X we have T, d, ε) .
Proof: Let n > 0, and let {U 1 , . . . , U K } be an open covering of X such that every U k has diameter smaller than ε with respect to the distanced n . We choose a point p k ∈ U k for each k. We define a map f : 1 f (X) ). This satisfies the distortion condition (9):
The mutual information I (X; Y ) is bounded by
where the second inequality holds because Y takes at most K values. This shows R μ (ε) ≤S (X , T, d, ε) . Lemma 24 immediately implies one direction of Theorem 6:
The same holds for the lower metric mean dimension. Notice that we have not used Condition 3 so far.
B. Condition 3 Implies That d n andd n Look the Same
This subsection is the only place where Condition 3 plays a role. We set [n] = {0, 1, 2, . . . , n − 1}. For a finite subset A ⊂ Z we define d A (x, y) = max a∈ A d(T a x, T a y) for x, y ∈ X . In particular d n = d [n] .
Lemma 25: For any natural number n and any real numbers ε > 0 and L > 1 we have 1 n log #(X , d n , 2Lε) d n , ε) .
Proof: Let X = W 1 ∪· · ·∪W M be an open cover such that diam(W m , d) < ε for all 1 ≤ m ≤ M and M = # (X , d, ε) . We also take an open cover X = U 1 ∪ · · · ∪ U N such that diam(U i ,d n ) < ε for all 1 ≤ i ≤ N and N = # (X ,d n , ε) .
We choose a point p i ∈ U i for each 1 ≤ i ≤ N. Every point x ∈ U i satisfiesd n (x, p i ) < ε, and hence
It follows that U i is contained in the union of the open balls
where A runs over subsets of [n] = {0, 1, 2, . . . , n − 1} satisfying |A| < n/L.
The sets (29) have diameter less than 2Lε with respect to the distance d n . Hence
There are N choices of U i and at most 2 n choices of A ⊂ [n]. Thus
This proves the statement. Proof: We prove the equality for mdim (X , T, d) . The case of the lower metric mean dimension is the same. From S(X , T, d, ε) ≥S (X , T, d, ε) , it is obvious that
Take 0 < δ < 1 and apply Lemma 25 with L = (1/ε) δ . Then we get T, d, ε) .
By Condition 3, the second term in the right-hand side goes to zero as ε → 0 (this is the only place where we use Condition 3). It follows that
Letting δ → 0, we get the statement.
C. Completion of the Proof of Theorem 6
For n ≥ 1 we define a distanced n on X n bȳ d n ((x 0 , . . . , x n−1 ), (y 0 , . . . , y n−1 )) = 1 n n−1 k=0 d(x k , y k ).
In particular for x, y ∈ X d n (x, y) =d n (x, T x, . . . , T n−1 x), (y, T y, . . . , T n−1 y) .
Proposition 27: For any real numbers ε > 0 and D > 2 there exists an invariant probability measure μ on X satisfying
Proof: For each n ≥ 1 we choose S n ⊂ X a maximal (6D + 2)ε-separated set with respect to the distanced n . It follows
Let ν n be the uniform distribution over S n :
We can choose a subsequence {μ n i } ∞ i=1 converging to an invariant probability measure μ in the weak * topology. We prove that this μ satisfies the statement.
Consider random variables X and Y = (Y 0 , . . . , Y m−1 ) defined on a probability space (, P) such that Law(X) = μ and Y i take values in X with
We estimate the mutual information I (X; Y ) from below. Strategy 28: Before going into the details, we explain the rough strategy of the proof (ignoring technicalities). For simplicity we assume m = 1, namely both X and Y take values in X and Ed(X, Y ) < ε. Fix large n so that μ n ≈ μ. We can find a coupling (X, X ) so that X takes values in X with Law(X ) = μ n , Ed(X, X ) 1 and
We choose Ed(X, X ) so small that Ed(X , Y ) < ε. We take a random variable Z taking values in X with Law(Z ) = ν n . Set
We define random variables W 0 , . . . , W n−1 taking values in X such that • They are conditionally independent given Z n−1 0 .
Notice that Z n−1 0 are uniformly distributed over a (6D + 2)εseparated set of cardinality |S n | on the space (X n ,d n ). Then by Corollary 16
By the conditional independence and Lemma 19
From the concavity of mutual information (Lemma 21 (1))
(This step might be unclear. The simplest way to understand is probably to write down everything in terms of measures as in the proof below.) It follows from (32) and (33) that
This is what we want to prove. We implement this strategy with some modifications. Main technical issues are as follows.
• m is not equal to one in general. This makes the construction of W n−1 0 (which corresponds to the conditional probability mass function σ n (y|x) below) more complicated. • We use terminologies of optimal transport in order to construct the coupling (X, X ), which corresponds to the probability measure π n below. • The property (32) comes from Lemma 12. But, rigorously speaking, Lemma 12 is valid only if the target spaces X and Y are finite sets. So we need to replace the space X with an appropriate finite set. We address this issue by introducing a partition P below. The first issue is the most substantial one. The other two are purely technical.
We choose a partition P = {P 1 , . . . , P K } of X such that • Every P k has diameter smaller than ε with respect to the distance d. • μ(∂ P k ) = 0 for all 1 ≤ k ≤ K . We choose a point p k ∈ P k for each 1 ≤ k ≤ K . Set A = { p 1 , . . . , p K }. We define a map P : X → A by P(x) = p k for x ∈ P k . It follows that
For n ≥ 1 we set P n (x) = (P(x), P(T x), . . . , P(T n−1 x)).
Claim 29: 1) The set
is a 6Dε-separated set with respect to the distanced n .
2) The push-forward measure P n * ν n is the uniform distribution over P n (S n ). Moreover |P n (S n )| = |S n |.
Proof:
By (34) we haved n ((x, T x, . . . , T n−1 x), P n (x)) < ε. For any two distinct points x, y in S n , the distancē d n (P n (x), P n (y)) is bounded from below bȳ d n (x, y) −d n (x, T x, . . . , T n−1 x), P n (x) −d n (y, T y, . . . , T n−1 y), P n (y)
This proves part (1) of the claim. Moreover it shows that the map
is bijective. Since ν n is uniformly distributed over S n , the measure P n * ν n is uniformly distributed over P n (S n ). This establishes part (2) .
Recall that we have considered random variables X and Y = (Y 0 , . . . , Y m−1 ) such that Law(X) = μ and Y i take values in X with (31) . We need to estimate I (X; Y ) from below. As in Remark 14, we can assume that the distribution of Y is supported on a finite set Y ⊂ X m . From the data-processing inequality (Lemma 13)
Here we used d(P(T i X), T i X) < ε and (31). For each n ≥ 1 we choose a probability measure π n on A m × A m such that • π n is a coupling of (P m * μ n , P m * μ), namely its first and second marginals are P m * μ n and P m * μ respectively. • π n minimizes the integral
among all couplings π of (P m * μ n , P m * μ). These two conditions means that π n is an optimal transference plan between P m * μ n and P m * μ in the language of Optimal Transport.
Claim 30: The sequence π n i converges to (P m × P m ) * μ in the weak * topology.
Proof: Since μ(∂ P k ) = 0, the sequence P m * μ n i converges to P m * μ. Then the statement becomes a very special case of a theorem of optimal transport [47, Th. 5.20] . As all the measures here are supported on finite sets, our situation is simpler than the general setting in [47] , and we provide a selfcontained elementary proof in Lemma 42 in the Appendix. The second marginal of π n and the first marginal of τ are both equal to the measure P m * μ. So we can compose them and produce a coupling τ n of (P m * μ n , Law(Y )). Namely
for x ∈ A m and y ∈ Y. Here we identify probability measures with their probability mass functions. From Claim 30 the measures τ n i converge to τ in the weak * topology. In particular, it follows from (35) that (36) for all sufficiently large n i . We define a conditional probability mass function τ n (y|x) by
. This is defined for
Take n ≥ 2m and let n = qm + r with m ≤ r ≤ 2m − 1. Fix a point a ∈ X . We denote by δ a (·) the delta probability measure at a on X . For x = (x 0 , . . . , x n−1 ) ∈ P n (S n ) we let x l k denote the (l − k + 1)-tuple x l k = (x k , . . . , x l ) for 0 ≤ k ≤ l < n. For x ∈ P n (S n ) we define probability mass functions σ n,0 (·|x), . . . , σ n,m−1 (·|x) on X n by
See Figure 1 . Finally we set σ n (y|x) = σ n,0 (y|x) + σ n,1 (y|x) + · · · + σ n,m−1 (y|x) m .
Claim 31:
Here I P m * μ n , τ n and I P n * ν n , σ n are the mutual informations of the probability distributions P m * μ n (x)τ n (y|x), P n * ν n (x)σ n (y|x) respectively.
Proof: We use the concavity/convexity of mutual information (Lemma 21). From the convexity
From (37) and the subadditivity of mutual information (Lemma 19)
by the concavity in Lemma 21 (1)
We would like to remark that the above calculation is quite analogous to Misiurewicz's proof [46] of the standard variational principle. Claim 32: We denote by E P n * ν n ,σ n (d n (x, y) ) the expected value ofd n (x, y) (x, y ∈ X n ) with respect to the probability measure P n * ν n (x)σ n (y|x). Then for sufficiently large n i E P n i * ν n i ,σ n i (d n i (x, y)) < 3ε,
Proof:
.
Here x, y are random points in X n , whereas x , y are in X m . Therefore
In the last line we used μ n = (1/n) n−1 k=0 T k * ν n . As a conclusion,
By (36) and r ≤ 2m − 1, this is bounded by 3ε for sufficiently large n = n i . By Claim 29, P n * ν n is uniformly distributed over P n (S n ), which is a (6Dε)-separated set of cardinarity |S n |. Then (38) follows from Corollary 16.
We conclude that for sufficiently large n i (30) .
The probability measures τ n i (x, y) converge to τ = Law (P m (X), Y ) in the weak * topology by Claim 30. Therefore it follows from Lemma 12 that
From the data-processing inequality (Lemma 13)
This proves the statement. Lemma 24 and Proposition 27 immediately imply:
Theorem 6 follows from Lemma 26 and Corollary 33.
VI. PROOF OF THEOREM 9
Here we prove Theorem 9. The proof is very close to that of Theorem 6, and in view of this our explanation is more concise. Throughout this section, (X , T ) is a dynamical system with a distance d. For x = (x 0 , . . . , x n−1 ) and y = (y 0 , . . . , y n−1 ) in X n we set
Lemma 34: For every ε > 0 and every invariant probability measure μ on X we havẽ R μ (ε) ≤ S(X , T, d, ε).
Proof: Let n > 0 and choose an open covering {U 1 , . . . , U K } of X such that every U k has diameter less than ε with respect to d n . Choose a point p k ∈ U k for each k. We define f : X → {p 1 , . . . , p K } by f (x) = p k where k is the smallest integer satisfying x ∈ U k . Then d n (x, f (x)) < ε. Let X be a random variable obeying μ, and set Y = ( f (X), T f (X), . . . , T n−1 f (X)). We have d n (X, f (X)) < ε almost surely. It follows that
Thus (X, Y ) satisfies the distortion condition (16) for any α > 0. Since Y takes at most K values
This proves the statement. Proposition 35: For any positive number ε there exists an invariant probability measure μ on X satisfying T, d, 12ε) .
Proof: For each n ≥ 1 we take a maximal 6ε-separated set S n ⊂ X with respect to the distance d n . It follows |S n | ≥ #(X , d n , 12ε). Let ν n be the uniform distribution over S n and set
Choose a subsequence {n i } so that μ n i converges to μ ∈ M T (X ) in the weak * topology. We prove that this μ satisfies the statement. For n ≥ 1, x = (x 0 , . . . , x n−1 ) and y = (y 0 , . . . , y n−1 ) in X n we set f n (x, y) = the number of k ∈ [0, n − 1] satisfying d(x k , y k ) ≥ 2ε.
Here we chose "2ε" for our convenience in the sequel. We take a partition P = {P 1 , . . . , P K } such that diam(P k , d) < ε and μ(∂ P k ) = 0 for all 1 ≤ k ≤ K . Choose a point p k ∈ P k for each k and set A = {p 1 , . . . , p K }. We define a map P : X → A by P(P k ) = {p k }. We have d(x, P(x)) < ε for all x ∈ X . For n ≥ 1 we set P n (x) = (P(x), P(T x), . . . , P(T n−1 x)).
Claim 36: 1) The set P n (S n ) is 4ε-separated with respect to the distance d n .
2) The measure P n * ν n is uniformly distributed over P n (S n ) and |P n (S n )| = |S n |. Proof: See Claim 29. Let 0 < α < 1/4. Let X and Y = (Y 0 , . . . , Y m−1 ) be random variables such that Law(X) = μ, and Y i take values in X and satisfy
We estimate I (X; Y ) ≥ I (P m (X); Y ) from below. As in Remark 14, we can assume that the distribution of Y is supported on a finite set Y ⊂ X m . Set τ = Law(P m (X), Y ), which is a probability measure on A m × Y.
Since d T i X, P(T i X) < ε, it follows that
Thus
For each n ≥ 1 we take a coupling π n of (P m * μ n , P m * μ) which minimizes
among all couplings π of (P m * μ n , P m * μ). As in Claim 30 in Section V, it follows from μ(∂ P k ) = 0 and Lemma 42 in Appendix that the measures π n i converge to (P m × P m ) * μ in the weak * topology. We define a coupling τ n of (P m * μ n , Law(Y )) by composing π n and τ :
where x ∈ A m and y ∈ Y.
τ n i converges to τ in the weak * topology. In particular
for sufficiently large n i . (Here notice that f m (x, y) is a continuous function on A m ×Y because A m ×Y is a finite set.) We define a conditional probability mass function τ n (y|x) by
, which is defined for
Fix a point a ∈ X . For n ≥ 2m, let n = mq + r with m ≤ r ≤ 2m − 1. For x ∈ P n (S n ) we define probability mass functions σ n,i (·|x) (0 ≤ i ≤ m − 1) on X n as in (37) :
Exactly as in Claim 31
Claim 37: We denote by E P n * ν n ,σ n f n (x, y) the expected value of the function f n (x, y) (i.e. the number of k ∈ [0, n −1] satisfying d(x k , y k ) ≥ 2ε) with respect to the measure P n * ν n (x)σ n (y|x). Then for sufficiently large n i
E P n * ν n ,σ n,i f n (x, y).
We have E τ n f m (x, y) < αm for sufficiently large n = n i by (39) . Thus (by r ≤ 2m − 1)
for sufficiently large n i . In view of Claim 36, Claim 37 and Lemma 17 imply that for sufficiently large n i ,
It follows from |S n | ≥ #(X , d n , 12ε) and the inequalities (40) and (41) that
for sufficiently large n i . Recall that the measures τ n i (x, y) converge to τ = Law (P m (X), Y ). By letting n i → ∞ we obtain that
Thus we concludẽ
Now notice that K depends only on ε and independent of α. By letting α → 0 we get T, d, 12ε ).
Theorem 9 follows from Lemma 34 and Proposition 35.
VII. PROOF OF PROPOSITION 7
In this section we construct a dynamical system (X , T ) with a distance d satisfying lim ε→0S (X , T, d, ε) | log ε| = 0, mdim(X , T, d) = ∞.
This proves Proposition 7 because R μ (ε) ≤S(X , T, d, ε) by Lemma 24.
Let V be an infinite dimensional Hilbert space. We denote its norm by ||·||. We can take A 1 , A 2 , · · · ⊂ V such that • 0 ∈ A n for every n.
• For every n and any two distinct points a, b ∈ A n we have ||a − b|| = 1/n. • log |A n | = (2 n (log n) 2 ), namely there exists C > 1 independent of n satisfying
Set B = n≥1 A n . This is a compact subset of V and its diameter is bounded by 2. For each n ≥ 1 we define X n ⊂ A Z n as the set of (x k ) k∈Z such that ∃l ∈ Z : x k = 0 for all k ∈ Z \ l + 2 n Z .
Set X = n≥1 X n ⊂ B Z . This is compact with respect to the distance
Let T : X → X be the shift. We show that (X , T, d) satisfies the property (42) .
Claim 38:
Proof: Let N be a multiple of 2 n . For 0 < ε ≤ 1/n
For any 0 < ε < 1
It follows
Let ε > 0 and set L = L(ε) = log(8/ε). It follows |n|>L 2 −|n| ≤ ε/4. Claim 39: If N ≥ 2L + 2 n and n > log(1/ε) + log (48L + 24) then every x ∈ X n satisfiesd N (x, 0) < ε/2. Here 0 = (. . . , 0, 0, 0, . . . ) ∈ X .
Proof: Let x ∈ X n . There exists an integer l such that x k = 0 for all k ∈ Z \ (l + 2 n Z). Then d(T i x, 0) ≤ ε/4 for any i outside of [l − L, l + L] + 2 n Z. We count how many i ∈ [0, N) fall in [l − L, l + L] + 2 n Z:
We take ε 0 > 0 so that all 0 < ε < ε 0 satisfy log(1/ε) > log(48L(ε) + 24). We set N 0 (ε) = 2L(ε) + 2 6/ε . In the rest of this section we always assume 0 < ε < ε 0 , N ≥ N 0 (ε).
Claim 40:
n≥2 log(1/ε)
where the right-hand side is the open ε/2-ball around 0 with respect to the distanced N . Therefore
Proof: For n > 6/ε every x ∈ X n satisfies d(x, 0) ≤ 3/n < ε/2. Thus X n ⊂ B ε/2 (0,d N ). For 2 log(1/ε) ≤ n ≤ 6/ε it also follows that X n ⊂ B ε/2 (0,d N ) by Claim 39 because the assumptions imply N ≥ 2L + 2 n and n > log(1/ε) + log(48L + 24).
From Claim 40 and an elementary inequality log(a 1 + a 2 + · · · + a K ) ≤ log K + max 1≤i≤K log a i , (a 1 , . . . , a K > 0), it follows that log #(X ,d N , ε) ≤ log (1 + 2 log(1/ε)) + max 1≤n<2 log(1/ε) log #(X n ,d N , ε).
The term log #(X n ,d N , ε) can be easily estimated:
#(X n ,d N , ε) ≤ #(X n , d N , ε) ≤ 2 n |A n | 1+2 −n (N+2L) by |n|>L 2 −|n| < ε/4. log #(X n ,d N , ε) ≤ n + {1 + 2 −n (N + 2L)} log |A n | ≤ n + (2 n + N + 2L)O (log n) 2 .
Hence log #(X ,d N , ε) is bounded by 2 log(1/ε) + log (1 + 2 log(1/ε))
ThusS (X , T, d, ε) = lim
So we conclude lim ε→0S (X , T, d, ε) | log ε| = 0.
VIII. CONCLUDING REMARKS
We have established a variational principle between rate distortion function and metric mean dimension:
under the tameness condition (Condition 3) of the distance function d. This is a bridge between dimension-type quantities which were independently studied in information theory and dynamical systems. Here are remarks on (43) and possible future directions:
• After the initial appearance of the preprint version of our paper, some people asked (privately or publically; cf. [48, Sec. 6]) whether we can exchange the order of the limit and supremum in (43) . Namely the question is whether the following holds or not: Thus either (44) or the corresponding statement for the L ∞ -rate distortion function does not hold.
• Although (44) is false in general, the above consideration does not preclude research in this direction. We expect that (44) (or some modification) holds for some nice distance d. We hope to return to this question in a future. • We used the language of optimal transport in the proofs of the main theorems. This is just for convenience of the presentation and it is possible to eliminate it from the proofs. Nevertheless the use of optimal transport might indicate an interesting research direction. From the mathematical point of view, the most important achievement of the paper is the introduction of measures in the context of mean dimension theory. The study of dynamical systems from measure theoretic viewpoint (i.e. ergodic theory) is traditionally one of the most important branches of dynamical systems theory. So our work connects mean dimension theory to the mainstream of dynamical systems. But our new variational principle (43) also has an untraditional aspect; the use of metric structure. As we explained in §I, it is inevitable to use metric structure if we try to develop variational principles for mean dimension theory. In other words, the variational principle (43) naturally lives in the context of geometry of metric measure spaces. Geometry of metric measure spaces is an important mathematical research field and optimal transport is one of the most active subfield. A fairly natural appearance of optimal transport in the proofs of our main theorems might suggest that there should exist more substantial interactions between mean dimension theory and geometry of metric measure spaces.
APPENDIX ELEMENTARY LEMMAS ON OPTIMAL TRANSPORT
The purpose of this appendix is to prove lemmas on optimal transport which are used in the proofs of Theorems 6 and 9. Our argument here is completely elementary. Much more general and systematic treatments can be found in [47] and [49] . In this appendix we identify probability measures with their probability mass functions.
Let A be a finite set with a distance d. For two probability measures μ and ν on A we denote by M (μ, ν) the set of probability measures π on A × A whose first and second marginals are μ and ν respectively. We define the L 1 -Wasserstein distance W (μ, ν) by W (μ, ν) = min π∈M (μ,ν)
A×A d(x, y)dπ(x, y).
A measure π ∈ M (μ, ν) attaining this minimum is called an optimal transference plan between μ and ν.
Lemma 41: Let {μ n } n≥1 be a sequence of probability measures on A converging to μ in the weak * topology. Then lim n→∞ W (μ n , μ) = 0.
Proof: This is a consequence of the general fact that the Wasserstein distance metrizes the weak * topology ([47, Th. 6.9]). Here we prove it directly. For the notational convenience we identify A with some cyclic group Z/K Z.
We define π n ∈ M (μ n , μ) as follows. First we set π n (0, 0) = min(μ n (0), μ(0)), π n (0, y) = min μ n (0) − y−1 k=0 π n (0, k), μ(y) for 1 ≤ y ≤ K − 1.
Here we defined π n (0, y) inductively with respect to y. Next we set π n (1, 1) = min(μ n (1), μ(1) − π n (0, 1)), and for 2 ≤ y ≤ K π n (1, y) = min μ n (1) − y−1 k=1 π n (1, k), μ(y) − π n (0, y) .
Note that y = K is the same as y = 0 in Z/K Z. In general we set π n (x, x) = min μ n (x), μ(x) − π n (k, y) .
The assumed convergence μ n → μ in the weak * topology means that μ n (x) → μ(x) for every x. Then it is easy to check that π n (x, x) → μ(x), π n (x, y) → 0 (x = y).
This implies
W (μ n , μ) ≤ A×A d(x, y)dπ n (x, y) → 0.
Lemma 42: Let {μ n } n≥1 be a sequence of probability measures on A converging to μ in the weak * topology. Let π n be an optimal transference plan between μ n and μ. Then the sequence π n converges to (Id × Id) * μ.
Proof: For any a = b in A π n (a, b) ≤ 1 d(a, b) A×A d(x, y)dπ n (x, y) = W (μ n , μ) d(a, b) .
The right-hand side converges to zero by Lemma 41. In the diagonal
