I. INTRODUCTION
A robust model of acoustic interaction with sandy sediments is vital to assessing sonar performance and self-noise propagation in littoral areas. A key parameter in modeling reverberation and transmission in shallow water waveguides is the value of the refleciton loss at the ocean bottom. However, the measured value can deviate from the theoretical reflection coefficient through many factors including interface roughness scattering, spherical wave effects, volume scattering, and density fluctuations. In shallow water wave guides, sound rays will interact with the rough interface of the sea surface and the sea bottom numerous times. Therefore, even small deviations from the expected value are magnified at long ranges. This study seeks to determine the proper model of the reflection loss for a sandy sediment and quantify the effects of interface roughness through a careful in situ measurement of not only the reflection loss over a large range of frequency and angles but also the interface roughness.
In this study, the reflection loss was measured at grazing angles from 7 -77 degrees and frequencies from 5 -80 kHz as part of the Experimental Validation of Acoustic modeling techniques in 2006 (EVA06). Additionally, the interface roughness was measured on-site using a remotely operated underwater vehicle mounted laser profiling system (ROV-LPS).
Bulk sediment and water parameters were measured directly through core and CTD measurements.
This study concentrates on three main contributions to bottom loss: the value of the reflection coefficient, spherical wave effects and interface scattering. The value of the reflection coefficient depends on the representation of the acoustic interaction with the sediment. The most common model is an elastic representation, but recently, more complex poro-elastic models have been suggested based on sound speed dispersion and attenuation data. These models include the Biot model 1,2 , the complex density approximation to the Biot model 3 , a three parameter Biot model 4 , and extended poro-elastic models which include flow effects in a) Electronic address: misakson@arlut.utexas.edu the interstitial fluid and grain rotation. 5, 6 In this work, both elastic and poro-elastic models are considered with the well known Biot/Stoll formulation used for the poro-elastic case.
Spherical wave effects are well understood 7 , but still must be accounted for in low frequency, small geometry reflection experiments. These effects have been documented experimentally in low frequency sea tests 8 and high frequency laboratory measurements 9 . Here, the effects will be modeled using a plane wave decomposition technique.
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The effect of interface scattering has been studied extensively due to its importance in reverberation modeling and sub-critical penetration. Most of this work has modeled the scattering analytically via approximations to the Helmholtz-Kirchhoff integral. There have been numerous studies on the validity of these analytic approximations. 11, 12 The approximations have also been compared with measurements for both high 13, 14 and low 15 frequencies.
Although most studies concentrate on non-specular scattering, the low frequency work of Holland 15 involves forward loss. For this study, the Kirchhoff scattering model will be employed.
The paper is organized as follows. The experiment and data analysis are described in Sec. II. Models, including theoretical reflection coefficients and interface roughness scattering, are described in Sec. III. Results of the model/data comparison are discussed in Sec. IV and conclusions are drawn in Sec. V.
II. EXPERIMENTAL SETUP AND DATA ANALYSIS
A. Acoustic Experimental Set-Up The experiment consisted of two main parts: acoustic bottom loss measurements and laser line micro-topography measurements. The acoustic and laser measurements were not conducted simultaneously but were both conducted on the same day over the same site.
B. Geo-Acoustic Measurements
The measurements were taken in 12 m deep water over a sandy seabed. The sea floor was nominally flat and free from Posidonia sea grass which is prevalent in the area in slightly deeper waters. The temperature and salinity profile of the water column was measured daily using a CTD probe. The water sound speed was 1525 m/s and iso-velocity within measurement error. A core measurement, taken at 200 kHz, revealed an average compressional sound speed of 1778 m/s, a density of 2047 kg/m 3 , and a porosity of 0.42; all of which were fairly depth independent. These values represent the mean of the top 10 cm. (See Fig. 2 .) The measurements are consistent with the earlier GOATS experiment. 17 There were no on-site measurements of the sound attenuation. However, a nominal value of 0.5 dB/kHz/m can be assumed for this type of sediment. This is the same value as assumed in the GOATS experiment.
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C. Acoustic reflection measurements
In order to measure reflection loss, four receiving and one source transducer were deployed from the CRV Leonardo in the geometry shown in Fig. 1 . The ship was in a four point moor. The four receiving hydrophones were hung nominally 1.5 m from the seafloor weighted by dive shot which was found to be acoustically dark in the experimental frequency range.
The source transducer was raised and lowered relative to the receivers. Approximately 30
nominal source depths were used with approximately 1500 transmissions per grazing angle bin. Actual source depth was computed from the data. The geometry allowed grazing angles from 7 to 77 degrees to be probed.
Both the sending and receiving transducers were spherical. The receiving transducers were ITC 1089 while the sending transducer was an ITC 1042. 
D. Interface Roughness Measurement
The interface roughness was measured using a remotely operated vehicle mounted laser profiling system (ROV-LPS). For this measurement, six diode lasers, spread into lines using cylindrical lenses, were mounted on the ROV which was piloted about 1 m from the seafloor. The projected laser lines were imaged using a CCD video camera. The NTSC video recordings were analyzed to extract the laser profiles. These laser profiles were analyzed using the relative position of the camcorder and the lasers to produce coordinates relative to the camera in three dimensions. Aberrations due to the refraction caused by the water, plastic camera casing and air, imperfections in the glass and camera lens and the scanning and interlacing effects of the NTSC video were corrected by carefully calibrating the system prior to measurement. Individual profiles were stacked using an image registration algorithm which tracked the trajectory of the camera. The stacked images provided a topological map of the seafloor. The six lasers lines provided a mean and standard deviation of the measured topography. The measured topography had a root mean square residual error of 1 mm for over 80% of the measured data. Larger errors commonly occurred when the motion of non-stationary debris affected the detection of the stationary bottom.
Experimental and analysis details for this system can be found in Ref. 19 . An example of the measured topography and the standard deviation is shown in Fig. 3(a) and Fig. 3(b) respectively. Typically, a 1 meter swath over several meters was measured. This compared well with the largest calculated insonified areas of 1.5 m.
The two dimensional auto-correlation function of the measured roughness is shown in Fig. 4(a) and demonstrates that the roughness is isotropic. From the measured topography, a one dimensional power spectrum of the roughness is calculated and shown in Fig. 4(b) .
The measured power spectrum is fit to a modified power law given by Equation (1).
Here K is the spatial wavenumber, K L is the low frequency cut-off, 0.215 cm −1 , γ is the power law exponent, 3.15, and w 1 is the spectral strength, 0.0061 cm 3−γ .
The high spatial frequency cutoff on the measured spectrum is due to the limited resolution of the system. The RMS height is calculated as 5.6 mm.
E. Acoustic Data Analysis
The data analysis for the acoustic measurements has been described previously in Ref. 9 and will only be summarized here. The raw data were matched filtered using a experimentally determined replica that was unique to each source-hydrophone pair. Each time series recorded included a direct and reflected path. These time series were bandpass filtered into 19 frequency bins. The frequency bands will be referred to by their center value. The direct path was subtracted from the data to reveal the reflected path. This was necessary to reveal the reflected path especially at small grazing angles and lower frequencies. An example of the matched filtered data with and without the direct path extracted for both the whole band and a sub-band or 10-11.5 kHz is shown in Fig. 5 . Note how both the direct and reflected path peaks are clearly visible in the wide band, but the reflected path is only revealed after subtraction in the sub-band.
The grazing angle was experimentally determined from the data. The range between the source and receiver was acoustically measured when the source and receiver were at the same depth. Then the time difference between the direct path arrival and the reflected path arrival determined the grazing angle.
The magnitude of the reflection loss is determined in two ways: a ratio of the area under the peak of the direct path to that of the reflected path (referred to as the "energy" reflection loss) and a ratio of the peak of the signal of the direct and reflected paths (referred to as the"peak" reflection loss). Both paths are corrected for spherical spreading based on the arrival time of the peaks. The area for peak integration was determined by summing from 6 dB down from the maximum of the peak on either side. Peaks that were highly asymmetrical or occurred more than 1 meter from the expected reflection were not considered for analysis.
These correspond to a high degree of path interference such as fish in the water column.
Although the data were taken using spherical transducers, there was a significant beam pattern effect. This was mitigated by measuring the beam pattern in deep water and correcting for the effect in the data.
In addition to the magnitude, the phase of the reflection loss was measured. This was done by determining the phase at the interpolated peak of the reflected path match filter response and comparing the measured phase to that of the direct path. This method is described in detail in Ref. 9 .
III. MODELING A. Reflection Coefficient
Two types of reflection coefficients were chosen to compare with the data. The first was a visco-elastic model based on the on-site and accepted geo-acoustic measurements given in Table I . The second reflection coefficient model is the poro-elastic model as formulated by
Stoll. It has 13 parameters describing the interstitial fluid, sand grains and coupling between the fluid and solid motion. 21 These parameters are provided in Table II 
B. Spherical Wave Effects
Spherical wave effects in reflection loss measurements are reviewed thoroughly in a previous publication and will only be summarized here. 9 These effects occur when the evanescent spectrum of the spherical wave is converted into a propagating wave at the interface between two media producing a lateral wave which reradiates into the first medium. The propagating wave interferes with the reflected wave and produces effects such as an apparent decrease in the critical angle and sub-critcal angle oscillations. Although a depth dependent Green's function approach such as that calculated using OASES 23 will include spherical wave effects by integrating over both the evanescent and propagating spectra, these effects can also be calculated using plane wave decomposition (PWD). 10 By using PWD, the spherical wave effects can be included in the scattering models described below by modifying the reflection coefficient.
C. Interface Roughness Scattering
In this study interface roughness scattering was significant especially for the higher frequencies. Traditionally, the effects of scattering have been quantified using approximations to the Helmholtz/Kirchhoff integral at the interface. These approximate methods are the Kirchhoff approximation (also known as the tangent plane approximation), the perturbation method (also known as the Rayleigh-Rice pertubation theory) and the small slope approximation which is a hybrid of Kirchhoff and perturbation approximations. 24 The Kirchhoff approximation is most valid near the specular angle while the perturbation approximation is most valid at angles far from specular. Therefore, the Kirchhoff approximation will be used in this study.
The derivation of the Kirchhoff approximation begins with the Helmholtz integral equation in two dimensions:
This equation expresses the received pressure, p(r ), at a vector r , in terms of the incident pressure, p inc (r), on the rough surface, S. Here G(r ) is the 2 dimensional Green's function, G(r ) = H
0 (k|r − r'), a zero-order Hankel function where k is the wavenumber in water.
All of the quantities in the Equation (2) are known except the pressure on the surface and its normal derivative. For these quantities, the Kirchhoff approach makes two approximations:
∂p(r) ∂n
Here R(θ i ) is the reflection coefficient for an infinite plane interface.
The first approximation assumes that the reflection coefficient is not a function of position on the surface. In other words, it assumes that the local reflection coefficient can be approximated by the nominal reflection coefficient. It also neglects multiple scattering and diffraction effects. The second approximation follows from the derivative of the incident field and the first approximation. These expressions are exact for a flat surface. As the roughness increases, Kirchhoff becomes increasingly inaccurate. The assumptions are most valid for surfaces that appear locally planar with respect to the incoming wave.
The reflection coefficient used is the poro-elastic reflection coefficient described in Sec. III.A including the spherical wave effects from plane wave decomposition. For this model, one dimensional realizations, S, of the surface were calculated from the measured power spectrum (Fig. 4 ) using equation (18) Because the Kirchhoff approximation requires the evaluation of the Helmholtz-Kirchhoff integral over the surface, the acoustic field on the surface must be truncated in some manner.
Although some studies have used the spatial extent of the pulse due to its spread in time, 
where
Here k is the wave number vector, r is the vector position, x and z are the scalar positions, g is the width of the Gaussian on the interface and θ i is the incident angle. The length of the entire modeled surface, L, is given by 4g. The pressure was evaluated at a point 1 meter from the surface for each incident angle using the near-field form of the Helmholtz-Kirchhoff integral, Eq. (2).
For all but the lowest source position, the area was pulse limited. For the lowest source depth, grazing angles 22, 47, 64 and 65.4 degrees for the four receivers, the predicted value of reflection loss is significantly perturbed due to the small insonified area.
Lastly, a time series was calculated through Fourier synthesis by evaluating the model at the same range of frequencies as the measured data. The frequency increment was determined by considering the time to traverse the insonified area. In this way, all of the scattered energy is conserved. The "peak" and "energy" responses are calculated from the modeled results using the same analysis method as the for the measured data.
D. Limitations of the Kirchhoff Scattering Model
The Kirchhoff model is known to be inaccurate for shallow grazing angles because it neglects shadowing and multiple scattering effects. In order to quantify the inaccuracy at shallow grazing angles, the reflection loss predictions are compared with a finite element model. The finite element model does not use a local value for the reflection coefficient, only the water and sediment sound speed, attenuation and density. The Kirchhoff model used a plane wave elastic reflection coefficient based on the measured sound speeds, attenuations and densities. The results are shown in Fig. 7 for two frequencies, 6.1 kHz and 56.7 kHz.
In this model, a L = 80λ surface is produced with a beam width of L/4. One hundred realizations are calculated. As seen in the figures, the Kirchhoff model predicts the scattering well at all angles 15 degrees and higher relative to the FE model.
IV. MODEL/DATA COMPARISON
The data are compared with four models of reflection loss in increasing complexity: a plane wave, elastic model (ELPW); a spherical wave elastic model (ELSW); a spherical wave, poro-elastic model (PESW) and a spherical wave, poro-elastic model with scattering (PESWScat). Since the experimental reflection loss was determined by two different methods, it must first be determined which method is appropriate for the data/model comparison.
A. Peak vs. Energy Measurements
Both the peak and the energy measurements only estimate the reflection loss. The peak measurement will fail to account for arrivals that are slightly scattered. As the insonifed area decreases, the peak measurement will be less accurate. 26 The energy estimate is also inaccurate because the peak cannot be totally integrated due to the noise and volume scattering will be included.
Since the models are based on Fourier synthesis, both the peak and energy reflection loss can be calculated and compared with experiment. This is done in Fig. 8 for the PESWScat representation at two different frequencies, 5.4 kHz and 56.7 kHz. As is evident in the figure, the peak and energy models were not significantly different implying that contributions of interface scattering from non-specular angles was negligible. However, the peak and energy measurements are significantly different for higher frequencies. This implies that the energy measurement is significantly contaminated with other effects which are not considered in the model such as volume scattering. Therefore, only the peak measurements and models will be compared.
B. Model Comparison
The peak reflection loss data with one standard deviation error bars is compared to all models in Fig. 6 as a function of angle at two center frequencies, 5.4 kHz and 56.7 kHz. Note the low reflection loss estimates from the scattering model at angles, 22, 47, 64, and 65.4
degrees where the source is very close to the bottom. Also, the scattering model prediction decreases sharply at low grazing angles due to the small insonified areas.
Overall, it is evident that different mechanisms are important in different frequency regimes. At the lower frequency, the models and the data indicate that scattering is not very significant (PESW vs PESWScat). However, at these frequencies, the spherical effect changes the value of the predicted reflection loss significantly especially at critical and subcritical angles (ELPW vs ELSW). At high frequencies, the plane wave and spherical wave models predict almost identical values of reflection loss (ELSW vs PESW), and scattering becomes very significant (PESW vs PESWScat).
At low frequencies, the data fit well with the PESW and PESWScat models. The data are not consistent with the ELSW model which was based on the measured parameters especially near the critical angle. Past critical, the measured data are about 2 dB lower than the elastic model. In order to fit the model to the data, a lower sound speed of 1700 m/s and decreased effective density of 1500 kg/m 3 would be required. These values are well outside the measured range. The density, in particular, is not consistent with the observed medium sand. A similar result was found in the GOATS experiment in which a lower sediment sound speed was necessary to fit the data. 16 Modeling reflection loss measurements from sand in other sites also required adjustments to the sound speed and density.
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For the higher frequencies, scattering is an important mechanism and the data exhibit much more variance. The measurements are consistent with the poro-elastic scattering (PESWScat) model based on realizations of the surface from the measured power spectrum.
The visco-elastic model (ELSW) predictions are consistently at the edge of the one standard deviation confidence interval of the measured data.
The EVA measurements span the highly dispersive section of the sound speed and evidence of the dispersion should be evident in the value of the critical angle response as a function of frequency. Considering the magnitude of the reflection loss as a function of frequency in Fig. 9 , at an angle near critical, the data are consistent with PESWScat. Note the clear dispersion evident in the lower frequencies which is masked by the large effect of scattering as the frequency increases. At near normal incidence there are some oscillations in the response which may indicate layering, although the overall trend is consistent with
PESWScat.
In Fig. 6 and Fig. 10 , it is seen that the models do not predict large differences in phase although there are some effects close to the critical angle. Scattering has little effect on mean phase at any frequency except in an increased variance. When comparing the data as a function of angle, the phase is consistent with all models at both high frequency ( Fig. 6(d) ) and low ( Fig. 6(c) ). As a function of frequency near the critical angle, the phase measurements are most consistent with the poro-elastic models (PESW or PESWScat). This is the only regime in which the models predict measurable differences in phase. At angles approaching normal incidence, the data exhibit a phase that is consistently higher than the predicted value. This effect may be due to the layering noticed in the magnitude data. As the returns from the layers are mixed, the phase will be perturbed. The phase may be much more sensitive to the additional arrivals than the magnitude data.
C. Standard deviation of the magnitude and phase of the reflection coefficient
Since the poro-elastic, spherical wave scattering (PESWScat) model uses 1000 realizations of the surface, it also predicts a standard deviation. These predictions are compared to the measured standard deviation for magnitude of the reflection loss at three different grazing angles as a function of frequency in Fig. 11(a) . The phase predictions are compared in Fig. 11(b) . The most shallow grazing angles were associated with the lowest variance but the spread of the data increased with frequency. Except for around the critical angle, the data had a larger variance than the model, indicating additional fluctuations in the medium.
The theoretical limit for standard deviation from a completely random process is 5.6 dB.
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This is the limit of saturation for the measured data as the grazing angle approaches normal and the frequency increases.
The phase standard deviation comparison is less clear. The phase consistently displays more variation than the model predicts. This may be due to the layering effect to which the phase measurements are more sensitive and to fluctuations in the medium.
V. CONCLUSION
The magnitude and phase of forward scattering from a spherical wave were measured as a function of grazing angle and frequency over a range of 7-77 degrees and 5-80 kHz. The ocean bottom was a medium sand nominally free from vegetation. The interface roughness
was measured with a laser profiling system mounted on a remotely operated vehicle (ROV-LPS). The measured power spectrum was compared with a power law spectrum with a cut-off frequency. Approximately 1500 measurements were collected for each angle and the data were normalized with an experimentally derived beam pattern. The reflection loss was measured in two ways: a "peak" response was determined from the ratio of the peak of the direct path to the forward scattered path and an "energy" response was determined from the ratio of the integration of both peaks over a -6 dB width.
The data were compared with three models each of which included spherical wave effects The data and the model comparison first indicated that the "energy" measurement included additional effects such as volume scattering not included in the model. Therefore only the "peak" measurements were compared with the models. At lower frequencies, scattering was not a dominant mechanism at the lower frequencies and the data were consistent with the poro-elastic model. At higher frequencies, scattering was a dominant mechanism and the data were consistent with the poro-elastic scattering model based on the realizations of the surface.
The different models did not exhibit a large difference in the predicted value of phase except near the critical angle. Here the data were most consistent with the poro-elastic scattering model. The data were consistently higher than the predicted values when the phase was close to zero. This may be due to the effects of a sub-bottom layer.
Because of the large amount of data available and the statistical Kirchhoff modeling method, the standard deviation of the magnitude and phase of the measured reflection loss could also be compared to model. The data generally exhibited a higher than predicted standard deviations indicating fluctuations in the propagating medium. The data exhibited a saturation effect for high frequencies and grazing angles. The standard deviation of the phase was not consistent with the model indicating that the phase may be more sensitive to medium fluctuations and the effects of layering. Fig. 4(b) is an exponential fit to the data given by Equation (1) where K L = 0.215 cm −1 , γ = 3.15, and w 1 = 0.0061 cm 3−γ . 
