ABSTRACT. We study the set of the representable numbers in base q = pe i 2π n with ρ > 1 and n ∈ N and with digits in a arbitrary finite real alphabet A. We give a geometrical description of the convex hull of the representable numbers in base q and alphabet A and an explicit characterization of its extremal points. A characterizing condition for the convexity of the set of representable numbers is also shown.
INTRODUCTION
In this paper we deal with expansions with digits in arbitrary alphabets and bases of the form pe 2πi n with p > 1 and n ∈ N, namely we are interested in developments in power series of the form for a sequence (x j ) j 1 with digits in the alphabet A, we say that x is representable in base q and alphabet A and we call (x j ) j 1 a representation or expansion of x.
The first number systems in complex base seem to be those in base 2i with alphabet {0, 1, 2, 3} and the one in base −1 + i and alphabet {0, 1}, respectively introduced by Knuth in [11] and by Penney in [14] . After that many papers were devoted to representability with bases belonging to larger and larger classes of complex numbers, e.g. see [10] for the Gaussian integers in the form −n ± i with n ∈ N, [9] for the quadratic fields and [2] for the general case. Loreti and Komornik pursued the work in [2] by introducing a greedy algorithm for the expansions in complex base with non rational argument [13] . In the eighties a parallel line of research was developed by Gilbert. In [5] he described the fractal nature of the set of the representable numbers, e.g. the set of representable in base −1 + i with digits {0, 1} coincides with the fascinating space-filling twin dragon curves [12] . Hausdorff dimension of some set of representable numbers was calculated in [6] and a weaker notion of self-similarity was introduced for the study of the boundary of the representable sets [7] . Complex base numeration systems and in particular the geometry of the set of representable numbers have been widely studied by the point of view of their relations with iterated function systems and tilings of the complex plane, too. For a survey on the topology of the tiles associated to bases belonging to quadratic fields we refer to [1] .
We study the convex hull of the set of representable numbers by giving first a geometrical description then an explicit characterization of its extremal points. We also show a characterizing condition for the convexity of the set of representable numbers.
Expansions in complex base have several applications. For example, in the context of computer arithmetics, the interesting property of these numerations systems is that they allow multiplication and division of complex base in a unified manner, without treating real and imaginary part separately -see [12] , [6] and [4] . Representation in complex base have been also used in cryptography with the purpose of speeding up onerous computations such as modular exponentiations [3] and multiplications over elliptic curves [17] . Finally we refer to [15] for a dissertation on the applications of the numerations in complex base to the compression of images on fractal tilings.
Organization of the paper. Most of the arguments of this paper laying on geometrical properties, in Section 2 we show some results on complex plane geometry. In Section 3 we characterize the shape and the extremal points of the convex hull of the set of representable numbers. In Section 4 we give a necessary and sufficient condition to have a convex set of representable numbers, this property being sufficient for a full representability of complex numbers.
GEOMETRICAL BACKGROUND
By using the isometry between C and R 2 we extend to C some definitions which are proper of the plane geometry. Elements of C are considered vectors (or sometimes points) and we endow C with the scalar product u · v := |u||v| cos(arg u − arg v). A polygon in the complex plane is the bounded region of C contained in a closed chain of segments, the edges, whose endpoints are the vertices. If two adjacent edges belong to the same line, namely if they are adjacent and parallel, then they are called consecutive and their common endpoint is a degenerate vertex. If a vertex is not degenerate, it is called extremal point. The index operations on the vertices v 1 , . . . , v H ∈ C of a polygon are always considered modulus their number, namely v h+s := v h+s mod H so that for instance v 0 = v H and v H+1 = v 1 .
Consider an edge whose endpoints are two vertices v h−1 and v h and its normal vector
A set of vertices {v 1 , . . . , v H } is counter-clockwise ordered if there exists s ∈ {0, . . . , H − 1} such that for every h = 1, . . . , H − 1 (3) arg n h+s arg n h+s+1 .
A set of vertices {v 1 , . . . , v H } is clockwise ordered if there exists s ∈ {0, . . . , H − 1} such that for every i = 1, . . . , H − 1 (4) arg n h+s arg n h+s+1 .
Remark 2.2.
A polygon is convex if and only if its vertices are clockwise or counterclockwise ordered (see [8] for the R 2 case, the complex case readily follows by employing the isometry (x, y) → x + iy).
We are now interested in establishing condition on a point x ∈ C to belong to a convex polygon. The following result is an adapted version of the exterior criterion for the Point-In-Polygon problem (see for instance [16] ). Proposition 2.3. Let P be a convex polygon whose vertices are v 1 , . . . , v H . Then a complex value x belongs to P if and only if for every h = 1, . . . ,
The convex hull of a set X ⊂ C is the smallest convex set containing X and it is denoted by using the symbol conv(X). When X is finite, its convex hull is a convex polygon whose vertices are in X.
We now study the convex hull of the set P ∪ (P + t), being P a convex polygon, t ∈ C and P + t := {x + t | x ∈ P}. Remark 2.4. If t ∈ C then arg t ⊥ = arg t + 3π 2 mod 2π
Theorem 2.5. Let P be a convex polygon with counter-clockwise ordered vertices in {v 1 , . . . , v H } and let t ∈ C. Denote h 1 and h 2 the indices respectively satisfying
Then the convex hull of P ∪ (P + t) is a polygon whose vertices are:
Remark 2.6. As the index operations on the vertices are considered modulus H, if h 1 > h 2 the expression in (7) means
conversely if h 1 < h 2 the extended version of (7) is
Proof. As P is a convex polygon, its vertices are either clockwise or counter-clockwise ordered. We may assume without loss of generality the latter case and, in particular, that (10) arg(n h ) arg(n h+1 )
for every h = 1, . . . , H − 1. Therefore h 1 and h 2 are well defined. By definition h 1 = h 2 , hence we may distinguish the cases h 1 > h 2 and h 1 < h 2 . We discuss only the latter case, because the proves are similar. We use the symbol P to denote the polygon whose vertices are listed in (7), in particular we set
Remark that by shifting the vertices of P of s := H − h 1 + 2 positions, we obtain the ordered list
and, in particular,
Thus the definition of h 1 and of h 2 , together with (10), implies that for every h = 1, . . . , H + 1 (11) arg n h+s arg n h+s+1 namely the vertices of P are counter-clockwise ordered. In view of Remark 2.2 we may deduce that P is convex and, in particular,
Now we want to show
by double inclusion. Since P is convex, we have
To prove the other inclusion, it suffices to show that P ∪ (P + t) ⊆ P. In view of Proposition 2.3, this is equivalent to prove that for every y ∈ P ∪ (P + t) and for every h = 1, . . . , 2H
Now consider y ∈ P ∪ (P + t) and remark that
for some x ∈ P and α ∈ {0, 1}. Therefore we may rewrite (12) as follows
First of all remark that, by Proposition 2.3, for every
and, consequently,
Therefore,
and (16) imply
Then
•
. . , H + 2. Hence (13) holds for every x ∈ P and α ∈ {0, 1} and the proof is complete.
Corollary 2.7. Let P be a convex polygon with l edges and let t ∈ C. Then conv(P ∪ (P + t)) has H + 2 (possibly consecutive) edges, in particular l edges of conv(P ∪ (P + t)) are parallel to the edges of P and 2 edges are parallel to t.
Proof. It immediately follows by the list of vertices given in (7).
Corollary 2.8. Let P be a convex polygon with e extremal points and let t ∈ C. Then: (a) if t is not parallel to any edge of P then conv(P ∪ (P + t)) has e + 2 extremal points; (b) if t is parallel to 1 edge of P then conv(P ∪ (P + t)) has e + 1 extremal points; (c) if t is parallel to 2 edges of P then conv(P ∪ (P + t)) has e extremal points.
Proof. Set l the number of edges of P and d := l − e the number of degenerate vertices. By definition, a vertex v is degenerate if the normal vectors of its adjacent edges have the same argument. It follows by (7) that the normal vectors of conv(P ∪ (P + t)) are the following:
with h 1 and h 2 satisfying:
Thus by denoting l t the number of vertices of P t , by d t the number of the degenerate vertices and by e t the number of extremal points, by Corollary 2.7 we have that l t = l + 2 and :
Hence thesis follows by the relation e t = l t − d t .
We conclude this section with the following result on the convexity of P ∪ P + t. Proposition 2.9. Let P be a convex polygon and assume that 2 edges of P are parallel to the real axis on the complex plane and that their length is equal to 1. Consider t 1 , . . . , t m ∈ R such that
is a convex set.
Proof. Only if part.
By the inequality above, the edge with endpoints v 1 and v 2 is parallel to the real axis and, consequently,
Now define for every i = 1, . . . , m
and remark that the convexity of P implies
By (17), for every α ∈ (0, 1) and every i = 1, . . . , m − 1
. Now, setting x 1 := v 2 + t i 1 and x 1 := v 1 + t i 1 +1 , we have that for every α ∈ (0, 1)
and
(P + t i ).
is not a convex set.
If part
Let m P and M P be such that P is a subset of {x ∈ C|m p im (x) M P }. For every m P y M P we consider the set I y := {x ∈ R | x + iy ∈ P} As P is convex, I y is an interval, whose endpoints are denoted by a y and b y . The convexity of P also implies | I y | 1; therefore t i+1 − t i 1 implies
We want to prove that m i=1 (P + t i ) is a convex set by showing that it contains any convex combination of its points. So fix
If x 1 and x 2 are both in P + t i for some i = 1, . . . , m the convexity of P implies the thesis. Otherwise suppose x 1 ∈ P + t i 1 and x 2 ∈ P + t i 2 with t i 1 < t i 2 and consider a convex combination αx 1 + (1 − α)x 2 , with α ∈ [0, 1]. Remark that x 2 ∈ P + t i 2 implies x 2 − (t i 2 − t i 1 ) ∈ P + t i 1 and, consequently,
Therefore
for some x ∈ I y + t i 1 and y ∈ [m P , M P ]. Hence
In view of (19) we finally get αx 1 + (1 − α)x 2 ∈ m i=1 P + t i and hence the thesis.
CHARACTERIZATION OF THE CONVEX HULL OF REPRESENTABLE NUMBERS
In this section we investigate the shape of the convex hull of the set of representable numbers in base pe 2π n i and with alphabet A. We adopt the following notations. We set
and P n,p := conv(X n,p ).
Remark 3.2. As X n,p is finite, P n,p is a polygon.
The following result represents a first simplification of our problem: in fact the characterization of the convex hull of the infinite set Λ n,p,A is showed to be equivalent to the study of P n,p . k ∈ {λ min , λ max }; k = 1, . . . , n; h = 1 . . . , 2 n } be the set of sequences of length k and with digits in {λ min , λ max }.
Then there exist µ 1 , . . . , µ 2 n 0 such that
Proof. Consider the linear system with 2 n indeterminates µ 1 , . . . , µ 2 n and with n + 1 equations
We may rewrite the above system in the form
where the h-th column of A satisfies
k , 1) and b = (λ 1 , . . . , λ k , 1). In order to apply Farkas' Lemma consider u ∈ R n+1 such that
for every h = 1, . . . , 2 n . We recall that λ k ∈ [λ min , λ max ] for every k, then we may consider the sequence (x
By Farkas' Lemma, there exist µ 1 , . . . , µ 2 n 0 with ∑
for every k = 1, . . . , n and, consequently, µ 1 , . . . , µ 2 n also satisfy
Proposition 3.5. For every n 1, p > 1 and q n,p = pe 2π n i :
Proof. Fix n and p and, in order to lighten the notations, set q = q n,p , X n = X n,p and P n = P n,p . Consider
with
Therefore by Lemma 3.4 any element of Λ n,p,A is a convex combination of complex numbers that can be written in the form
We now give a geometrical description of conv(Λ n,p,A ).
Theorem 3.6 (Convex hull of the representable numbers in complex base).
For every n 1, p > 1 and alphabet A, the set conv(Λ n,p,A ) is a polygon with the following properties:
(a) the edges are pairwise parallel to q 0 , . . . , q n−1 , where q = pe 2πi n ; (b) if n is odd then conv(Λ n,p,A ) has 2n extremal points; (c) if n is even then conv(Λ n,p,A ) has n extremal points.
Proof. Fix n and p and, in order to lighten the notations, set q = q n,p , X n = X n,p and P n = P n,p . Our proof is based on showing P n to have properties (a), (b) and (c); indeed these properties are invariant by rescaling and translation and, by Proposition 3.5, they extend from P n to conv(Λ n,p,A ).
We divide the proof in three parts.
Part 1. The edges of P n are pairwise parallel to q 0 , . . . , q n−1 .
To the end of studying P n , we consider the sets
for m = 1, . . . , n. We have
and consequently
We remark that P 1 can be looked at as a polygon with two vertices and with two overlapped edges that are parallel to q 0 . By iteratively applying Corollary 2.7 we deduce that P n has pairwise parallel edges and every couple of edges is either parallel to q 0 or to any of the successive translation, i.e. q 1 , . . . , q n−1 .
Part 2. If n is odd then P n has 2n extremal points.
First remark that n odd implies that q j and q k are not parallel for every j = k. We showed above that for every m = 1, . . . , n the edges of the polygon P m−1 are parallel to q 0 , . . . , q m−2 and, consequently, the translation q m−1 is not parallel to any edge. Hence, denoting e m the number of the extremal points of P m , the first part of Corollary 2.7 implies that e m is defined by the recursive relation:
for every m = 1, . . . , n. Hence e n = 2n.
Part 3. If n is even then P n has n extremal points.
If n is even then q m+n/2 n is parallel to q m n for every m = 1, . . . , n/2. Since P m has pairwise parallel edges, we deduce by (a) and (c) in Corollary 2.8 that e m is defined by the relation:
hence e n = n and this concludes the proof. Remark that when A = {0, 1} then P n,p = conv(X n,p ) coincides with 1 p n − 1 conv(Λ n,p,A ).
After establishing the shape of conv(Λ n,p,A ), we are now interested on the explicit characterization of its extremal points. By Proposition 3.5, this is equivalent to characterize the extremal points of P n,p and we shall focus on this problem. Let us see some examples.
The sets Λ n,2 1/2 ,{0,1} with n = 3, . . . , 8 and their convex hulls. Λ n,2 1/2 ,{0,1} is approximated with the set of expansions with length 14. Remark that q 8,2 1/2 = 1 + i is a Gaussian integer that has been studied, for instance, in [5] .
Example 3.8. Set p > 1 and q := q 3,p = pe 2π 3 i . By a direct computation, the set of extremal points f P 3,p , say E (P 3,p ), is
Example 3.9. Set p > 1 and q := q 4,p = pe 2π 4 i . By a direct computation, the set of extremal points f P 4,p , say E (P 4,p ), is
Example 3.8 and Example 3.9 suggest that the set of extremal points of P n,p has an internal structure. In general the vertices of P n,p are element of X n,p and in particular they are (finite) expansions in base q n,p . In order to make the structure of the extremal points more evident, in next examples we focus on the sequences of binary coefficients associated to the extremal points. This point of view requires some notations.
Notation 3.10. Let (x 0 · · · x n−1 ) be a sequence in {0, 1} n and q ∈ C. We define
x k q k and we introduce σ, the circular shift on finite sequences:
The closure of (x 0 · · · x n−1 ) with respect to σ is denoted by
Finally we define 
If q = q 6,p then
In Example 3.11 the set of extremal points E (P n,p ) is shown to be intimately related to the sequences (1 n/2 0 n− n/2 ) and (1 n/2 0 n− n/2 ) when n = 3, 5 and to the sequence (1 n/2 0 n/2 ) when n = 4, 6. We now prove that this is a general result. We set q = q n,p and for h = 1, . . . , n we introduce the vertices
where
Remark 3.12. By a direct computation, if n is odd then for every h = 1, . . . , n
while if n is even then v 2h = v 2h−1 hence
In view of (29) and of (31), for every n and every h 
reduces to
π 2 Hence (34) follows by the definition of k ∈ K(h) and by recalling that (k − h + 1) mod n ∈ N.
To prove (35), we first remark that if n is even then n 2h = 0 and (35) is immediate. If otherwise n is odd then
if and only if
Relation (35) hence follows by the definition of K(h).
Lemma 3.14. For every x ∈ X n,p and for every h = 1, . . . , n
Proof. Let
indeed Lemma 3.13 and x k ∈ {0, 1} imply that all the terms of the above sums are non-positive. Similarly, again by Lemma 3.13 and by x k ∈ {0, 1} we may deduce
Remark 3.15. Proposition 2.3 and Lemma 3.14 imply that X n,p is a subset of the polygon whose vertices are v 1 , . . . v 2n , therefore
This, together with the fact that v h ∈ X n,p for every h = 1, . . . , 2n, implies
In particular when n is odd v 1 , . . . , v 2n coincide with the 2n vertices of P n,p . When n is even, v 1 = v 2 , . . . , v 2n−1 = v 2n are the n vertices of P n,p .
Theorem 3.16. For every n 1, p > 1 and for every finite alphabet A
Moreover if n is even then
Proof. In view of Remark 3.15, (43) immediately follows by Proposition 3.5. while (44) holds because if n is even then v 2h = v 2h−1 for every h = 1, . . . , n.
REPRESENTABILITY IN COMPLEX BASE
In this section we give a characterization of the convexity of Λ n,p,A . To this end we recall some basic elements of the Iterated Function System (IFS) theory. An IFS F is a finite set of contractive maps over a metric space X, in particular if X = C then F = { f i : C → C|i = 1, . . . , m} for some m ∈ N and for every x, y ∈ C and i = 1, . . . , m | f i (x) − f i (y)| c i |x − y| for some 0 < c i < 1. The Hutchinson operator acts on the power set of C as follows
By the contraction principle, every IFS has a unique fixed point R = F (R) that can be constructed starting by any subset of C, indeed for every 
is an IFS.
We define
Lemma 4.2. Let q ∈ C, |q| > 1 and A = {a 1 , . . . , a m } ⊂ R. Then the fixed point of F q,A is
Proof. For every
Moreover if
namely Λ n,p,A is the fixed point of F q,A .
FIGURE 4. First 6 iterations of F {0,1} = {x/q 3,2 , 1/q 3,2 (x + 1)} over conv(Λ 3,2,{0,1} ).
If q = q n,p we define
Lemma 4.3. For every n ∈ N, p > 1 and A ⊂ R, with |A| < ∞, if F n,p,A (conv(Λ n,p,A )) is convex then
Proof. Consider w 1 , . . . , w 2n , the (possibly pairwise coincident) vertices of Λ n,p,A . By Theorem 3.16, for every h = 1, . . . , 2n
Proof. Let y ∈ F n,p,A (conv(Λ n,p,A )) so that y = f i (x) for some i = 1, . . . , m and some x ∈ conv(Λ n,p,A ). In particular x = αx 1 + (1 − α)x 2 for some x 1 , x 2 ∈ Λ n,p,A and, consequently,
because f i is a linear map. Since Λ n,p,q is the fixed point of an IFS containing f i we have f i (x 1 ), f i (x 2 ) ∈ Λ n,p,A and, consequently, y ∈ conv(Λ n,p,A ). Thesis follows by the arbitrariness of y.
Lemma 4.5. For every n ∈ N, p > 1 and A ⊂ R, Λ n,p,A is convex if and only if F n,p,A (conv(Λ n,p,A )) is convex.
Proof. If Λ n,p,A is convex, then the convexity of F n,p,A (conv(Λ n,p,A )) follows by (50) conv(Λ n,p,A ) = Λ n,p,A = F n,p,A (Λ n,p,A ) = F n,p,A (conv(Λ n,p,A )). Example 4.8. If p = 2 1/n and A = {0, 1} then Λ n,p,A is a convex set coinciding with P n,p . In particular Λ n,p,A is an 2n-gon if n is odd and it is an n-gon if n is even.
Example 4.9. If A = {0, 1, . . . , p n } then Λ n,p,A is a convex set or, equivalently, p n p n − 1 P n,p is completely representable.
