The barotropic ideal uid with step and -function discontinuities coupled to Einstein's gravity is studied. The discontinuities represent star surfaces and thin shells; only non-intersecting discontinuity hypersurfaces are considered. No symmetry (like eg. the spherical symmetry) is assumed. The symplectic structure as well as the Lagrangian and the Hamiltonian variational principles for the system are written down. The dynamics is described completely by the uid variables and the metric on the xed background manifold. The Lagrangian and the Hamiltonian are given in two forms: the volume form, which is identical to that corresponding to the smooth system, but employs distributions, and the surface form, which is a sum of volume and surface integrals and employs only smooth variables. The surface form is completely four-or three-covariant (unlike the volume form). The spacelike surfaces of time foliations can have a cusp at the surface of discontinuity. Geometrical meaning of the surface terms in the Hamiltonian is given. Some of the constraint functions that result from the shell Hamiltonian cannot be smeared so as to become di erentiable functions on the (unconstrained) phase space. Generalization of the formulas to more general uid is straifgtforward.
Introduction
Spherically symmetric thin shells or dust stars (like the Oppenheimer-Snyder one) are popular models used extensively in the study of a number of phenomena: properties of classical gravitational collapse 1], properties of classical black holes 2], quantum gravitational collapse 3], the dynamics of domain walls in early Universe 4] , the back reaction in Hawking e ect 5], entropy on black holes 6] or quantum theory of black holes 7] , 8] , to mention just few examples.
The classical dynamics of objects with discontinuities in matter density is wellunderstood; it is determined by Einstein's equations, the matter dynamical equations and some jump conditions at the discontinuity. The jump conditions for the step-like discontinuity require that there are coordinates in which the metric is C 1 at the discontinuity surface 9]; for the thin shells, they have been rst formulated by Dautcourt 10 ]; Dautcourt's equations have been rewritten in a covariant form by Israel 11] .
In many investigations, however, a variation principle, or a Hamiltonian is needed from which this classical dynamics follows. Often, such principles (suitable eg. for spherically symmetric models) are just guessed from the dynamical equations; some attempts to obtain them from more general variational principles are 12] and 5]. Indeed, this is an interesting problem by itself: how the large number of di erent one-degree-of-freedom Hamiltonians scattered in literature is related to the EinsteinHilbert action? For our overal picture of the world has to be self-consistent, even if we indulge in using a number of di erent models, each just applicable for a situation under study.
In the present paper, we reformulate the dynamics of gravitation and ideal discontinuous uid in the Hamiltonian form. That is, we identify the canonical variables (p's and q's) and Lagrange multipliers and write down a Hamiltonian functional of these variables; we show that the constraints and the canonical equations resulting from this Hamiltonian are equivalent to the system of Einstein equations and the ideal uid dynamical equations (plus the Israel equations in the case of a thin shell).
To identify the suitable symplectic structure and nd the variational formulas, we employ the methods described in detail in 13] and their application to general relativity as given in 14]. We will, however, keep the paper self-contained by motivating and explicitly performing all relevant derivations.
The model of matter used extensively in this paper is that of the simplest kind: the barotropic ideal uid. This can be formulated as a Lagrangian eld theory without any constraints 15] . Generalization to ideal uid with internal degrees of freedom (such as 16]) or to any conservative continuum should be straightforward; in any case, the gravitational parts of our Lagrangians and Hamiltonians (which represent the solution to the main problem) have general validity.
In each particular case, the classical dynamics can be obtained from a variational principle that has the same form as the corresponding variational principle for a smooth system, if some particular generalized functions are allowed to describe the matter distribution: the step function for star boundaries and the -function for thin shells (cf. 12] ). This simplicity is, however, traded for the freedom in the choice of coordinates: the generalized function approach works only if the metric is C 1 for the step, and C 0 for the -discontinuity. We transform, therefore, the Lagrangians and the Hamiltonians to the so-called surface form containing only smooth variables; such Lagrangians and Hamiltonians as well as symplectic forms decompose into sums of volume and surface integrals. The transformation can best be done in the so-called adapted coordinates; these are coordinates in which the embedding functions of the surfaces of discontinuity acquire the simplest possible form. The result, however, is covariant in the sense that arbitrary smooth coordinates can be chosen inside of each separated volume (left or right to the discontinuity surface) as well as along the discontinuity surface itself.
An important trick is used throughout the paper: we work in coordinate systems which are always adapted to the position of the discontinuity surface. This way the discontinuity surface may be considered as a xed submanifold of the spacetime. Thus, the dynamics of the star surface or thin shell is not described by the spacetime coordinates of these objects but by the evolution of the physical elds like metric of matter elds along the surfaces. Then, for example the variations and time derivatives of the embedding functions of the two-surfaces of discontinuity in the three-surfaces of constant time both vanish identically. Our formulas are written only for one hypersurface of discontinuity; an extension to arbitrary many hypersurfaces is easy if they do not intersect each other.
Two interesting problems arise. First, we do not show that the dynamics makes sense even on-shell. By that, we mean that there is to be a well-posed initial value problem. One ought to be able to de ne some nice space of initial data, consisting of those values of the canonical variables that satisfy some well-de ned set of constraints, jump and fall-o conditions so that a unique solution to the dynamical equations will exist in a neighbourhood of the initial surface. In this paper, we shall just assume that the dynamics is all right. At least in some special cases (like spherical symmetry), the space of classical solutions is well-known and it is as large as one expects.
The second problem is to show that the Hamiltonian formalism de nes a (regular) constrained system. This means that one can nd a phase space (possibly an extension of ours), a complete set of constraints, and a Hamiltonian satisfying the following conditions: 1) the constraints and Hamiltonian must be di erentiable functions on the phase space so that their Poisson brackets are well-de ned and 2) the Hamiltonian must be rst class and the constraint set must be split nicely into the rst and second class constraints (Bergmann-Dirac analysis, cf. 17]). Of course, such an`o -shell' formulation is necessary as a starting point for Dirac quantization. The di culty is that some constraints at the shell are not di erentiable functions on the phase space even if they are smeared along the shell, because the smearing is then only two-dimensional, whereas the di erentiability would require a threedimensional smearing. Without an o -sell formulation, the way to quantum theory need not be barred however. One can try to solve the singular constraints and to substitute the solution back into the action so that a variational principle results which leads to equivalent dynamics without the singular constraints 18]. A problem with such a procedure seems to be that equations quickly grow very messy.
The plan of the paper is as follows. Sec. 2 is devoted to the step, Sec. 3 to the -function discontinuities. Sec. 2.1 introduces the ideal uid model and its dynamics in a xed spacetime (metric) background. Basic formulas of the Lagrange and Euler pictures concerning Lagrangians, Hamiltonians, strees-energy tensors and equations of motion are derived; these equations apply to both step and function discontinuity. The method of variation formulas is presented, which enables us to nd the symplectic structure as well as to generate the equations of motion. The surface of discontinuity can be moved without problems as far as the metric is xed. In Sec. 2.2, the uid is coupled to the dynamical gravity. Relevant formulas concerning the variation of the Einstein-Hilbert action are collected. The surfaces of discontinuity are now xed. This helps to avoid some formal problems. The variation formulas for the system are written in Lagrangian and Hamiltonian form.
In Sec. 3.1, an action for the thin shell and dynamical gravity is written down in the Lagrangian formalism; the shells are xed and generalized functions are employed. In Sec. 3.2, the adapted coordinates are used to transform the (Lagrange formalism) action into a sum of volume and surface integrals disposing of the generalized functions and gaining more coordinate (gauge) freedom (four-covariance): arbitrary coordinates can be chosen left to the shell, right to the shell, and along the shell. In Sec. 3.3, the variation of the action in the surface form is calculated and the obtained dynamical equations are listed; they contain Israel's equation. The variation formula is derived; this is only three-covariant: the foliation by spacelike surfaces t = const must be such that the t-surfaces are continuous but can have a cusp at the discontinuity surface; the embedding functions of the discontinuity twosurface in the t-surfaces must be time-independent. Sec. 3.4 contains a Legendre transformation to a Hamiltonian formalism; the general form of the Hamiltonian for the system of thin shells and gravity is presented. In sec. 3.5, the explicit functional dependence of the Hamiltonian on the dynamical variables is written down and the geometrical meaning of the surface terms in the Hamiltonian is disclosed. In Sec.
3.6, the variation of the Hamiltonian is explicitly calculated so that all canonical equations and constraints following from the Hamiltonian can be listed. This not only enables us to check that the Hamiltonian generates the desired dynamics (including Israel's equation) but also to classify the resulting equations into`canonical equations' and`constraints.' For example, the six relations that are equivalent to Israel's equation consist of one super-Hamiltonian constraint, two supermomentum constraints, two singular constraints (these cannot be made di erentiable by smearing), and one canonical equation. Some, necessarily preliminary, discussion of the result is given.
2 Fluid with a step discontinuity Our point of departure in this section is the description of relativistic barotropic perfect uid as given in Ref. 15] (observe that this description is easily extended to any conservative continuum). We will extend and modify the method so that it allows for discontinuous matter distributions admitting such situation like a jump of density at the boundary of a star (a step-function type of discontinuity along a timelike hypersurface).
Fluid in gravitational eld

The description of the uid
The uid that have just`mechanical' degrees of freedom consists of identi able elementary volumes|mass points of the uid. It can, therefore, be completely described by specifying the mass and the spacetime coordinates of each of these mass points. All mass points form the so-called matter space Z, which is a three dimensional manifold; let z a , a = 1; 2; 3, be some coordinates in Z. Let us denote the spacetime by M and let x , = 0; 1; 2; 3 be some coordinates in M. The state of the uid can then be described by a map : M 7 ! Z, in coordinates z a (x ); the particle trajectories are then determined by z a (x) = const. The matter space Z is equipped with a scalar density h(z), which determines the mole or particle density of the uid, so that the number N of particles or moles in the volume V z Z is given by N(V z ) = R Vz d 3 z h. We assume further that h has a step discontinuity at a two surface z in Z, de ned by the equation F(z) = 0, where F is a smooth function with non-zero gradient F a . Let := ?1 ( z ) be a timelike three-surface separating M in two open subsets V + and V ? so that h(z(x)) > 0 for x 2 V ? and h(z(x)) = 0 for x 2 V + . One can make much more general assumptions (e.g. allowing for several matter lled regions), but this will only complicate the description without requiring any new method of approach.
The map and the density h de ne mole (particle) current j in M by j = h z 1 z 2 z 3 ;
(1) where z a := @z a @x :
j (x) is discontinuous at , j 6 = 0 in V ? , j = 0 in V + and j ? is tangential to .
(We denote the limits to from inside by the index ?.) j is a vector density; it is easy to show that j is identically conserved everywhere in M, j ; = 0. The current j (x) de nes the spacetime four-velocity u (x) and the rest mole (particle) scalar density n of the uid in V ? and at by j = q jgj nu ; (2) where g := det(g ) and g u u = ?1. Hence,
n has a discontinuity of a step type at .
In 15], it is shown that the uid equations of motion can be obtained from the Lagrange density L m which is given by L m = ? q jgjne(n); (4) where e(n) is the energy per mole in the rest frame of the uid and L m is considered as a function of z a , z a and g . As the speci c volume V (i.e. volume of one mole in the rest frame) is 1=n, we obtain for the presure p of the uid p = ? @e @V = n 2 e 0 (5) in V ? .
Stress energy density
By de nition, the stress-energy tensor density of ideal uid (see, eg. 9]) has the form T = q jgj(( + p)u u + pg ) ;
(6) where = ne(n) (7) is the rest mass density; T has a step discontinuity at . In this section, we collect some important formulas valid for this tensor density. and a straightforward calculation using Eqs. (7), (5) and (6) leads to
The next important relation is the Belinfante-Rosenfeld theorem ( 19] , 20] and 21]) applied to our case: the Lagrange density L m must satisfy the following identity @L m @z a z a + 2 @L m @g g = L m : (11) This equation is equivalent to the requirement that L m is a scalar density, and its derivation is straightforward. From the identity (11) and the formula (10), we obtain immediately that T = L m ? @L m @z a z a : (12) Thus, the so called canonical stress-energy tensor density on the right hand side is equal to the source of gravitational eld. The formulas (10) and (12) 
The rst two integrals can be transformed to surface integrals along , S 1 and S 2 . For this aim, we use the coordinates x in M that are adapted to the surfaces. This means that x 0 = t i along S i , i = 1; 2 and F(z a (x)) = x 3 (15) 
and surface equations that hold at :
The surface of the star is an observer independent dynamical element of the system. Let us discuss the meaning of the eld equations. For the volume equation (17), we just invoke Noether's identity, Eq. 
However, F b z b is covector normal to , so the three surface equations (18) can be written in a covariant form as
(20) where T ? = T m andm is any normal covector to . Of these four equations, only three are independent, because T ? j is identically zero, as one easily veri es; in fact, the three equations T ? k j = 0 imply (20) . It follows further from Eq. (6) and from F b z b u = 0 that Eq. (20) is equivalent to the condition that the pressure vanishes, p = 0, at the surface.
Formula (16) is only valid in the adapted coordinates; in particular, the Lagrangian density L m must be expressed in these coordinates. Let us pass to more general coordinates. In fact, the volume integrals are already in a covariant form, so we have just to transform the boundary integrals. However, we will need explicitly only the integrals over the Cauchy surfaces.
Let us de ne p a := @L m @z a 0 :
The reader can easily verify that Eq. (21), which is written in the adapted coordinates, de nes a three-density p a along S i (independent of the adapted coordinates), because the quantity L m is a four-density. The eld equations (both volume and surface) are, therefore, equivalent to the formula and this formula is valid in any coordinates x in V ? and y k , k = 1; 2; 3, along S i . Let us denote the matter occupied part of the Cauchy surface x 0 = t by S t and the corresponding part of the matter space by Z ? . The following coordinates will simplify all calculations: the intersection S t \ is given by x 3 = x 3 (t) and S t by x 3 < x 3 (t); x k , k = 1; 2; 3, are coordinates on S t ; we will call them`time dependent adapted coordinates.' Then, we can write 
The variation formula has been derived by careful inclusion of all`boundary terms'; this will be the main strategy for our derivation of the Lagrangian and Hamiltonian formalism that admit discontinuities. The role of the variational formula is to generate all dynamical equations (including the de nition of momenta): the variation of the L. H. S. is to be calculated and compared with the R. H. S. Eq. (22) is also the point of departure for the transformation to the Hamiltonian formalism.
The Hamiltonian formalism
Let us disregard the surface term in the formula (22) (23) From this equation, not only the canonical equations are obtained, which will consist of volume and of surface equations, but also the symplectic structure of the system can be read o , which is given by the st two integrals on the R.H.S.; these integals can be interpreted as !( z a ; p a ; _ z a ; _ p a ), where ! is the symplectic form and ( z a (x); p a (x)), ( _ z a (x); _ p a (x)) are two vectors; notice that ! has a surface part. This is a general and very important observation, which will, for instance, help to decide what are the canonical variables for the shell in the second part of the paper. The last integral in (23) represents variation with respect to non-dynamical`parameters' g (x).
We will need the following relations between the Hamiltonian density and the stress-energy density: 
Combining the three equations, we easily nd
where j 0 depends only on z a and z a k (cf. (1)): Then, Eqs. (12) and (21) yield
According to the formula (24), this determines the form of the Hamiltonian H m . 
If the eld z a (x; t) is changed toz a (x; t), then x k (z; t) is changed tox k (z; t) satisfying x k (z(x; t); t) = x k ; 8x k ; t:
Thus, ifz a (x; t) = z a (x; t) + z a (x; t), the above equation implies that
The symbol is to stress and to remind us that this variation is of di erent kind than , if applied to elds: the former is obtained by comparing the values of the eld at the same point of the matter space, that is at di erent points of the spacetime; the latter compares the values of the eld at the same point of the spacetime. With the help of the above relations, we can transform all formulas of the Hamiltonian formalism. Let us start with Eq. (23). First, the inverse transformation for the momenta follows from Eq. (33): p a (x; t) = ?X ?1 (x; t)x k a (z(x; t); t)P k (z(x; t)t); 
where we introduced the abbreviation z a kl := @ 2 z a @x k @x l and similarly x k ab . Analogous formula holds for the variation p a , one just have to replace dots by 's. Employing these equations, we obtain after a lenghty but straightforward calculation
Then, we transform the second integral on the R.H.S. of Eq. (23):
we have used Eqs. 
Thus, the symplectic form has no surface term in the Euler picture. The variation of the metric in the last term on the R.H.S. is independent of the other variations, and it is de ned by comparing values of the metric at the same spacetime points. Let us suppose that g (x) = 0, and let us introduce the transformed 
Let us check that Eq. (45) is equivalent to (20) . We have which is equivalent to (20 
The gravity becomes dynamical
In the foregoing sections, gravity was just an external eld. Here, it will become dynamical: the metric g (x) will satisfy Einstein's equations with the uid stress energy tensor as a source.
Description of the system
The main problem which we shall meet is the following. If Einstein's equations are satis ed, the discontinuity in the distribution of the uid leads to a discontinuity in derivatives of the metric. Thus, we must allow for such discontinuity from the very beginning. Moreover, a general variation of the metric, which includes a shift of the coordinates of the discontinuity, will have a jump of higher order than the metric itself: if the second derivatives of the metric have a jump, then the rst derivative of its variation will have a jump, etc. If we write naively the usual expression for the variation of the action in the case of delta-function uid distribution, then many terms in it look meaningless within the theory of distributions ( -functions multiplied by discontinuous functions, etc.). Some ingenious calculation of all variations might still lead to meaningful expressions. Instead, we resort to a simple trick by which the problem is avoided: we x the spacetime coordinates of the discontinuity surface . In this way, the surface of the discontinuity is formally made to an`externally given' boundary. The elds z a (x) and g (x) will satisfy simple boundary conditions at , and these conditions will be`inherited' by their variations. Such a strategy is possible within the general relativity, because it can be considered as a partial xing of gauge. Indeed, any change of the coordinates of the discontinuity surface can be considered as a superposition of a transformation of coordinates in a neighbourhood of keeping the physical elds xed, and a change of the physical elds keeping the coordinates xed; the rst step is just a change of gauge. The dynamics of the surface is determined by the form of the metric near and at the surface.
To be more speci c about the boundary conditions, let us choose the coordinates z a in Z such that z is given by z 3 = 0, and the coordinates x in M such that is de ned by x 3 = 0. Thus, for the matter elds, we require z 3 j = 0; z 3 j = 0:
It follows that x 3 j z = 0; x 3 j z = 0 (50) in the Euler picture. We further assume that Condition 1 the spacetime (M; g) is asymptotically at and globally hyperbolic; Condition 2 the metric g (x) is piecewise C 1 in M, the only discontinuity being that its second derivatives jump at .
Then the variation g (x) satis es analogous Condition 2.
The total action for our uid-gravity system is I = I m + I g . Here The integration volume V is chosen to be bounded by two Cauchy surfaces, S 1 and S 2 , and by a timelike surface + (which will be eventually pushed to the in nity). Let the coordinates x be adapted also to + so that + is de ned by x 3 = r + . The matter boundary divides V into V ? and V + , and S i into S ? i and S + i .
The variational formula
The variation of the gravity action I g can be obtained from the following fundamental lemma that has been shown in 14]. n is the future directed unit normal to S i so that K kl is the second fundamental form of the surface S i , is the metric induced on written with respect to the coordinates , its determinant
m is the external (with respect to the volume V ) unit normal to so that L is the second fundamental form of , is the determinant of the 2-metric AB induced on @S i written with respect to the coordinates A and is de ned by := ?arcsinh(g n m ):
The Lemma 1 is completely general, independent of the form and description of the matter; it determines the`gravitational part' of the variation formula that we are going to derive. For the`matter part', we can use the formula (16) 
This can be solved for p 3 j ; the second Eq. of (58) is the solution.
As an example, we work out the explicit form of Eq. (59) for the dust. We easily obtain from Eq. (1 G ? = 0 and the surface eld equation follows from Eq. (63). We also observe that the dynamics can be completely shifted to the gravity if the ideal uid is described by co-moving coordinates everywhere in V ? .
Putting everything together, we obtain in an analogous way as in Sec. 2.1.3: the eld equations are equivalent to the following relation (which is an analogon of Eq. are the super-Hamiltonian and the supermomentum of our system (or scalar and vector constraint functions). Let us return to the formula (67), which not only implies the eld equations, if we perform the variation on the L.H.S. and compare the result with the R.H.S., but it also determines the so-called control mode (see, eg. 13]) and the type of boundary value problem for the eld equations. We observe that this mode is a kind of \curvature-control-mode"; it amounts to keeping xed (controling) the external curvature Q at the boundary + (see 14] 
Fluid shell
In this section, we are going to describe the dynamics of a delta-function distribution of uid. The matter will be coupled to the dynamical gravity from the start. We shall consider a special case: just one shell in vacuum; a generalization to more shells surrounded by a piecewise smooth matter is straightforward as far as the shells do not intersect.
Action in the volume form
The shell can be represented as a delta-function singularity in the mole density h. The action can then be written as a volume integral of the same form as for a regular distribution of matter. This holds also for the gravitational part. We shall give a more detailed description of this volume form and then transform it to a combinations of volume and surface integrals, where no delta-functions will feature. This may be useful, because much more general choice of coordinates is then allowed. Indeed, the -function method works only if the coordinates are such that the corresponding components of the four-metric are continuous. Further, the coordinate position of the shell|the three-surface in the spacetime M and the twosurface in the matter space Z|will be kept xed. so the decomposition is independent of the choice of adapted coordinates, and denes, in fact, a two-dimensional matter space z with a two-dimesional mole density h s ; later, we will pass to this space. In the spacetime M with coordinates x , the matter elds are z a (x ); the shell occupies a three-dimensional surface , which can be described by the embedding functions x = x ( ), = 0; 1; 2, or by means of the equation z 3 (x ) = z 3 0 . Later, we will pass to the the matter elds z A = z A ( ), where z A ( ) = z A (x ( )).
The gravitational eld is described by the metric g (x); we require:
Condition 1' the spacetime (M; g) is asymptotically at and globally hyperbolic; Condition 2' there are coordinates x in a neighbourhood of each point of such that the metric g (x) is C 0 everywhere, piecewise C 1 , so that the only discontinuity is a jump in the rst derivatives at .
The second derivatives of the metric will then have a delta-function singularity at so that the Einstein's equations can be satis ed.
The total action for the system consisting of the shell and the gravitational eld can then be written in the following form
One can use this volume form of the action to derive the equations of motion. However, there is also a`surface form' of the action; we are going to derive this one in the next section.
The surface form of the action
The coordinates satisfying Condition 2' are not uniquely determined. We can use this freedom for the derivation of the surface form; the tool will be the adapted spacetime coordinates x , de ned by the property We obtain easily relations analogous to the Eqs. (11), (12) and (13): 
Gravitation action
The next task is to rewrite the shell part of the gravitational action I g in the surface form. The following lemma is vital. 
This action functional is equivalent to that given by Eq. (77), if the coordinates satisfy Condition 2'. It has, however, two advantages in comparison with (77):
1. all integrands in (94) are smooth, 2. it is valid and can be used with more general coordinates, namely arbitrary smooth coordinates x within V and arbitrary coordinates within .
The elds in the action (94) are the matter elds z A (y) on (observe that the ctitious eld z 3 disappeared from the action), the gravity elds g (x) in V and (y) in . The metric has to satisfy the so-called continuity relations 
where the symbols () denote the limits from the volumes V towards . The role of the continuity relations (95) is to de ne the con guration space of our system similarly as a control mode or some fall-o conditions do. The embedding functions x ( ) are xed; their variation is zero. We also have to specify the integration volumes; this will be done in analogy to Sec. 2.2.1: the volume V is chosen to be bounded by two Cauchy surfaces, S 1 and S 2 , and by a timelike surface + (which will be eventually pushed to the in nity); the surface separates V in two parts, V , and the surfaces S i into S i ; the intersections of with S i will be denoted by @ i and we will assume that they together form the complete boundary of ; the intersections of + with S i will be denoted by @S i and we will assume that they form the complete boundary of + .
This form of the action will be our starting point to the derivation of the eld equations as well as the Hamiltonian formalism. (which comprises only two independent equations). Eq. (100) implies a generating formula for the eld equations analogous to Eq. (22). In order to derive this formula, we rst have to introduce a foliation of the integration volume in (100). This is an arbitrary smooth family of spacelike surfaces S t such that S i = S t i ; we allow for the surfaces S t having a cusp at @ t = \ S t so that the normal n can have a step discontinuity there. This leads to jumps in kl and across @ t .
The variational formula
We also have to introduce adapted cordinates x so that the surfaces S t are given by x 0 = t, by x 3 = 0 and + by x 3 = r + ; further, y k = x k j St , = x j , = x j +, A = x A j @ t and A = x A j @St . 
The form of the Hamiltonian
In this section, the Hamiltonian (108) will be expressed as a functional of the canonical variables N, N k , q kl , kl , and .
Observe that the formulas (107) and (108) are valid in any coordinates that are adapted to the foliation and that make the embedding formulas for and + time independent. More speci cally, the coordinate t must be constant along the surfaces S, the embedding formulas for and + must read t = 0 ; y k = y k ( K ); and the embedding formulas for S \ in is 0 = const; K = K :
Let us recall that one important point of our method is that the boundaries are time independent in the above sense and their variations are zero.
The 2+1 decomposition of the metric at and + is analogous to that of g . In particular, we de ne the (surface) lapse and the (surface) shift K 
The form of Q 0 0 ] can be given explicitly. Let us observe (cf. 14]) that the normals m, n and m are related bym = n sinh + m cosh ; n = n cosh + m sinh ; recall that n is the normal to S in M, m is the normal to S \ in S (m is orthogonal to n),ñ is the normal to S\ in andm is the normal to in M (ñ is orthogonal tõ m). A 
The surface term at + is left unchanged; it has to be transformed according to the control mode used and/or shifted to in nity. 
where K KL = ?~ KL + (1=2)~ KL . They give the jumps of the two independent second fundamental forms of the shell 2-surface in the spacetime, one corresponding to the normalñ in the direction of the shell motion (continuous), the other tom, which is perpendicular to the direction of motion. It seems that some of the constraints are second class. For example, Eq. (129) follows from the variation with respect to = (1=2)( + + ? ), which is a Lagrange multiplier. Eq. (129) contains this Lagrange multiplier; thus, its Poisson bracket with , which is the momentum conjugate to , and which is also constrained to vanish, is not zero (if we extend the system by this momentum).
Another important observation is that the L. H. S. of Eq. (129) can be smeared only by a function of two variables, because the domain of de nition of the L. H. S. is the shell surface. On the other hand, Eq. (129) contains so-called volume quantities, namely kl and l KL ; a derivative with respect to these variables and the Poisson brackets of these variables result in three-dimensional -functions. Thus, the L. H. S. of Eq, (129) cannot be smeared so that it becomes a di erentiable function on the phase space. We call such constraints singular. The best way of tackling this constraint may be to solve it for and insert the solution back into the action (cf. 18]). A similar procedure exists hopefully for the two constraints which result from the tracefree part of Eq. (130) Finally, using Eqs. (79) and (151), we obtain Eq. (109) immediately.
