Abstract. We consider the optimal structure of couplings for the Martingale transport problem with initial and terminal laws µ, ν on R d . Here optimality means that such solutions will minimize the functional E|X − Y| p . We show how such optimal couplings are described and unique when 0 < p ≤ 1. We apply the monotonicity principle introduced in [4] , and the assumption of radial symmetry of µ and ν is important.
Introduction
In the paper 'Model-independent bounds for option prices: a mass transport approach' [1] , the authors proved a duality result under martingale constraints with fixed marginals. They provided a concise proof by applying the duality result in optimal transport and minimax principle, but we can still ask two questions; first of all, we may ask the uniqueness of the minimizing martingale measure and its structure, and secondly, we may ask how we obtain optimal sub-hedging portfolios.
Hobson and Neuberger [2] consider the second question, in the context of negative distance cost function (in financial viewpoint, the cost function is considered as an option written on the underlying asset, and the asset is assumed to be a martingale). By Lagrangian approach, they could start with an arbitrary convex function to produce a super-hedging portfolio α, β, γ. But such portfolio is not optimal, so in order to produce an optimal one they start with the discrete marginal case and take limits. Hobson and Klimmek [3] consider the similar question with positive distance cost function.
Another line of research is to establish the 'no duality gap' result in continuous time case. Dolinsky and Soner [5] approaches the problem by discrete approximation. Galichon, Labordere and Touzi [6] applies optimal control approach.
Finally, there has been a long line of research on the so called 'Fundamental theorem of asset pricing'. A recent result in the context of model-free is given by Schachermayer et al [7] .
Here we will consider the first question. In the paper 'On a problem of optimal transport under marginal martingale constraints' [4] , the authors introduce the monotonicity principle in the context of martingale transport problem, and they apply it to analyze the distance cost case with marginals defined in R. Here we generalize the result where marginals are in R d and radially symmetric. Financially speaking, we consider the minimum price of options which depend on arbitrary many assets. where MT(µ, ν) (Martingale Transport plan) is the set of joint probabilities of µ and ν on R d ×R d , such that for each x ∈ R d and π ∈ MT(µ, ν), the disintegration π x has its barycenter at x; in other words, for any convex function ϕ on
We interprete the disintegration as dπ x (y) = P(Y = y|X = x), so that dπ(x, y) = dπ x (y)dµ(x). Or, probabilistic notation is going to be
over all martingales (X, Y) (i.e. E[Y|X] = X) with laws X ∼ µ and Y ∼ ν.
[4] noted that for MT(µ, ν) to be nonempty, µ and ν should be in convex order [8] .
Definition 1.1. Two measures µ and ν are said to be in convex order if (1) they have finite mass and finite first moments, (2) for convex functions ϕ defined on
In that case we will write µ ≤ c ν.
Note that measures µ, ν in R 1 having the same finite mass and the same first moments are in convex order if and only if (
Let u : R + → R, f (0) = 0, be a continuous function. In this paper, we are interested in the following cost functions:
A particular example is when u(r) = r p , p > 0,
LR-symmetrization
This section is identical to the companion paper [9] .
2.1. L-symmetrization. Let L be a straight line in R d and let ψ be a probability measure on R d . For simplicity, let L be the x d -axis. Let H h be the lower half-plane {x ∈ R d : x d < h}, h ∈ R, and let (e 1 , ..., e d ) be the standard basis of R d .
Definition 2.1. The L-density λ ψ is a measure on R, such that
Measures ψ and ϕ are called L-equivalent if λ ψ = λ ϕ . A measure ψ is called L-symmetric if for any set B ⊆ R d and for any rotation matrix M which fixes e d , we have ψ(B) = ψ(M(B)). Definition 2.2. We define L[ψ] to be the unique L-symmetric measure which is L-equivalent to ψ, and we call L be the L-symmetrization operator.
Intuitively, the measure L[ψ] is obtained by taking average of measures Mψ for all M. Analogous definition of L-operator for arbitrary straight line L should be clear.
2.2. R-symmetrization. Let S = {x : |x| = 1} be the unit sphere in R d , let ζ be a probability measure on S , and let (π x ) x∈S be a set of probability measures on R d attached on each x ∈ S . We can view this as a mass transport plan π with initial mass ζ, by seeing π x as the disintegrations. We denote this as π = (ζ, π x ). Let (M x ) x∈S be a choice of rotation matrices with the property M x (x) = e d . For u ∈ R d , let T u (z) = z + u be translations. We can simply extend the definition of L-symmetrization operator on the above plans.
where L x is the symmetrization operator with respect to the x-directional straight line.
Now let U be uniform probability measure on S , and consider the probability measure
Definition 2.5. The R-symmetrization operator is defined by
where
Remark 2.6. Thus, σ is an average of appropriately translated and rotated π x 's with weight ζ, and R-symmetrization operator uniformly pushes σ back on S .
In general, the R-symmetrization operator depends on the choice of (M x ) x∈S . However, if a plan π is L-symmetric, then R[π] does not depend on the choice, hence the RL-operator is unambiguously defined, and RL = LR. Also, observe that if the cost function is of the form u(|x − y|), then the L-or R-operator does not change the cost.
Analogous definition of R-operator for plans on any sphere S r = {x : |x| = r} is clear.
Example 2.7. Let d = 2, S be the unit circle, and ζ = 2) , and let π = (ζ, π x ). In words, π is a transport plan which sends (1, 1) and similarly at other points on S .
Monotonicity principle
An important basic tool in optimal transport is the notion of c-cyclical monotonicity. A parallel statement was given in [4] . Definition 3.1. Let α be a measure on R d × R d with finite first moment in the second variable. We say that α is a competitor of α if α has the same marginals as α and for (proj
, where (α x ) x∈R d and (α x ) x∈R d are disintegrations of the measures with respect to proj [4] ). Assume that µ, ν are probability measures in convex order and that c :
Borel measurable cost function satisfying the sufficient integrability condition. Assume that π ∈ MT (µ, ν) is an optimal martingale transport plan which leads to finite costs. Then there exists a Borel set Γ with π(Γ) = 1 such that the following holds:
If α is a measure on R d ×R d with |spt(α)| < ∞ and spt(α) ⊆ Γ then for every competitor α of α we have c dα ≤ c dα .
The meaning of the monotonicity principle is clear; spt(α) ⊆ Γ means that α is a "subplan" of the full transport plan π, and the definition of competitor means that if we change the subplan α to α , then the martingale structure of π will not be disrupted. Now if we have c dα > c dα , then we may modify π to have α as its subplan, achieving less cost, therefore the current plan π is not a minimizer. For details and proofs, see [4] . Now we introduce a special case of the above lemma for our radially symmetric marginals.
Lemma 3.3. (Monotonicity principle) Assume that our cost function is of the form u(|x − y|) and µ, ν be radially symmetric marginals in R d . Let x ∈ R d , π ∈ MT (µ, ν) and π x be its disintegration at x. Suppose ψ x is a probability measure with barycenter x, and is R-equivalent to π x . If we have
for all x ∈ B with µ(B) > 0, then π is not a minimizer of E u(|X − Y|). If we have the opposite inequality, then π is not a maximizer of E u(|X − Y|).
Remark 3.4. We see that the condition for "competitor" ψ x is weakened; ψ x and π x are not marginally the same as the requirement of definition 3.1, but they are only R-equivalent. Let ψ be the martingale transport plan, whose disintegrations are the same as π but at the points x ∈ B it is switched to ψ x . Then ψ may not be in MT (µ, ν) but its LR-symmetrization is in MT (µ, ν) by R-equivalence, and we have
The second equality holds by remark (2.6). This shows that π is not a minimizer.
4. The structure of optimal martingale transport Definition 4.1. We define the set of probability measures (M -measures) by M(x) = {ψ x : ψ x is a probability measure on R d with barycenter x.} (4.1)
The following stability result and its proof are identical to [9] .
Theorem 4.2. Let π be a minimizer of the problem (1.1) with cost c(x, y) = |x − y| p , 0 < p ≤ 1. Then under π, the common mass µ ∧ ν stays put, hence we are reduced to the martingale transport problem betweenμ := µ − µ ∧ ν andν := ν − µ ∧ ν.
See, for example, theorem 7.4 in [4] for more information.
Proof.
If not, then there is a particle at x in µ ∧ ν which splits to some non-Dirac measure ψ x ∈ M(x) under the plan π, and so another particle at y, y x, has to transport to x and make up for the loss. We may write this as
But the inequality is strict whenever ψ x δ x , hence by variational lemma, π is not a minimizer.
We note that radial symmetry of µ, ν is not necessary for the proof.
4.1.
Reduction to the 1-dimensional problem. For x 0, let L x = {ax : a ∈ R} be the 1-dimensional subspace containing x. Let µ, ν be radially symmetric marginals in R d .
Lemma 4.3. If u (r)
r is strictly decreasing for r > 0, then any optimal L-symmetric plan π ∈ MT (µ, ν) satisfies spt(π x ) ⊆ L x .
In words, in an optimal L-symmetric martingale coupling, each mass at x split only along the ray L x . For example, u(r) = r p , 0 < p < 2, or u(r) = −r p , p > 2, satisfies the assumption of the lemma.
Proof. Let π be an L-symmetric optimal plan. If π x is not supported on L x , then we can define a competitor ψ x of π x such that spt(ψ x ) ⊆ L x , ψ x is R-equivalent to π x and C(π x ) > C(ψ x ). To show this, we present a computation. , z) . Now for 0 ≤ t ≤ 1, let z n (t) = z + t(r − z), z s (t) = z − t(r + z), and
Now define the cost
Let us pause and explain what's going on. C(t) is the cost of transporting the point mass δ x to, say ψ(t) =
where , is the inner product.
s (t) = 0, and
.
Now we compute
We see that
Thus in any case C (t) < 0. Hence, C(0) > C(1) and ψ(1) is supported on the ray L x . Now we return to the beginning of the proof and assume that π x is L x -symmetric but not supported on L x . Consider a pair of points z 1 , z 2 in R d that are symmetric with respect to L x , i.e. |z 1 | = |z 2 | = r, x, z 1 − z 2 = 0 and
, so we can perform the continuous deformation along a great circle of radius r, and by above computation the cost is strictly decreasing. Hence, after performing the deformation to all such pair of points z 1 , z 2 in the support of π x , we get a competitor ψ x , which is supported on the ray L x and C(ψ x ) < C(π x ), as claimed.
By the lemma, we are led to the 1-dimensional optimal martingale transport problem. 4.2. 1-dimensional martingale transport problem with 0 < p ≤ 1. We will consider the cost function c(x, y) = |x − y| p with 0 < p ≤ 1 and determine the structure of optimal coupling in 1-dimension. In this section, we do not assume the symmetry of marginals µ, ν with respect to the origin. We denoteμ := µ − µ ∧ ν andν := ν − µ ∧ ν.
The following theorem for the 1-dimensional marginal case is from Beiglböck and Juillet [4] . Here, µ is continuous means that µ does not assign positive mass at a point; µ({x}) = 0 for every x ∈ R, and Γ is the support set of a plan π appearing in variational lemma. And Γ x := {y : (x, y) ∈ Γ}.
Theorem 4.4. [4]
Assume that µ and ν on R are in convex order and that µ is continuous. There exists a unique optimal martingale transport plan π abs for the cost function c(x, y) = |x − y|.
Moreover there is a set Γ such that π abs is concentrated on Γ and |Γ x | ≤ 3 for every x ∈ R. More precisely, π can be decomposed in π stay + π go where π stay = (Id ⊗ Id) # (µ ∧ ν) (this measure is concentrated on the diagonal of R 2 ) and π go is concentrated on graph(T 1 ) ∪ graph(T 2 ) where T 1 , T 2 are real functions.
Of course, the part π stay is the same as in theorem 4.2. In addition, they show that the other martingale part, π go , is the martingale transport betweenμ andν realized by two-way splitting T 1 , T 2 . Now we prove an extension: Theorem 4.5. The same result in the above theorem holds for all cost functions c(x, y) = |x − y| p where 0 < p ≤ 1.
Proof. Suppose (x, y − ), (x, y + ), (x , y ) ∈ Γ, with y − < y < y + . Then we cannot have y − < x < x ≤ y or y ≤ x < x < y + . Suppose y − < x < x ≤ y and let t ∈ (0, 1) so that ty − + (1 − t)y + = y . Now consider the function
Taking derivative,
We observe
Hence for y − < x < x ≤ y , we have G(x ) < G(x). In other words,
This means that if we define α by α = tδ (x,y − ) + (1 − t)δ (x,y + ) + δ (x ,y ) , where 0 < t < 1 is chosen such that ty − + (1 − t)y + = y , then we have a cost-efficient competitor α by α = tδ (x ,y − ) + (1 − t)δ (x ,y + ) + δ (x,y ) . Hence by variational lemma, (x, y − ), (x, y + ), (x , y ) ∈ Γ, with y − < y < y + and y − < x < x ≤ y cannot occur. The case y ≤ x < x < y + can be proven similarly. Now we follow the proof of [4] ; Suppose the set A := {x ∈ R : |Γ x | ≥ 3} is uncountable. Then we will have (x, y − ), (x, y + ), (x, y) ∈ Γ, with y − < x < y < y + or y − < y < x < y + . Assume the first case. Then lemma 3.2 in [4] says that any given ε > 0, we have (x , y ) ∈ Γ with x − ε < x < x and |y − y| < ε by the uncountability of A. Then we have the first forbidden case, and similarly if y − < y < x < y + then we have (x , y ) ∈ Γ with x < x < x + ε and |y − y| < ε, the second forbidden case. Hence, A must be countable, therefore by continuity of µ, A is negligible.
In fact, we can observe more. Recallμ ∧ν = 0. Let I be an open interval such that ν(I) = 0 whileμ(I) > 0. (We may say that I is in the support ofμ.) Then we have Lemma 4.6. The functions T 1 , T 2 are decreasing on I.
Proof. Write I = (a, b) . Suppose T 2 is not decreasing on I, then we have x, x ∈ R with a < x < x < b and T 2 (x ) < T 2 (x). Sinceν(I) = 0, b ≤ T 2 (x ) < T 2 (x) and T 1 (x) ≤ a. This is the forbidden case, a contradiction. Similarly T 1 must decrease on I.
We may say the above result as "local decreasing property". We observe that if we make the following assumption, we will have global decreasing property.
Assumption. There is an interval I so thatμ is concentrated in I andν is concentrated in I c .
For example, two Gaussian measures in the convex order satisfy this assumption. Now we observe that the global decreasing property determines T 1 , T 2 explicitly. Theorem 4.7. Under the assumption, a two-way splitting martingale coupling π ∈ MT (μ,ν), (i.e. π is realized by two functions T 1 , T 2 ) for which the T 1 , T 2 are decreasing, is unique and does not depend on p. Hence, the optimal solution is identical for all 0 < p ≤ 1.
Proof. Write I = (a, b), and letν l be the restriction ofν on (−∞, a] and letν r be the restriction ofν on [b, ∞). We also assume continuity ofν for simplicity. Intuitively, we take the mass ofμ from the left and transport it to fill outν l andν r from the right via the functions T 1 and T 2 in a martingale way. This is described mathematicallȳ
t dν r (t) (4.14)
The first equation says the preservation of mass, and the second says the preservation of barycenter. The pair of equations uniquely determine T 1 and T 2 , and we see that the equations do not depend on p but only come from the decreasing property of T 1 , T 2 .
Remark 4.8. We may need to assume that the density function ofν is strictly positive in I c in order to define T 1 (x) and T 2 (x) unambiguously for all x ∈ I, but in general the functions will be determinedμ -almost surely. The continuity assumption does not seem very essential, and the important thing is that any decreasing T 1 and T 2 should follow the above intuition. Such couplings must be unique, even when the source µ is not continuous; in this case at some point x we may have µ(x) > 0, and there the coupling may not be described by single-valued functions T 1 and T 2 , but still the coupling itself will be unique by the global decreasing property.
If we assume symmetry of µ, ν, then we have: Corollary 4.9. The coupling in theorem 4.7 is symmetric.
Proof. We can prove it directly, or we let σ be an optimal coupling in theorem 4.7, and let τ = 1 2 (σ + σ ) be a symmetrization of σ, where σ is the reflection of σ with respect to origin. Then τ is also optimal, so by uniqueness, σ = τ. Proof. By radial symmetry of f and g, f 0 and g 0 have the same mass and the same barycenter 0. Thus, we only need to check that
Then H is a symmetric convex function, hence
where C is the surface area of unit sphere in R d .
Now with the aid of corollary 4.9, we conclude Theorem 4.11. There is a unique optimal plan among all L-symmetric plans and it is also R-symmetric. The plan makes the common mass µ ∧ ν stay put, and it transports the rest of the massμ intoν via the locally decreasing functions T 1 , T 2 on each 1-dimensional subspaces of R d . Furthermore, the optimal solution is identical for all minimization problem with respect to 0 < p ≤ 1 under the assumption thatμ is concentrated in a ball andν is concentrated outside the ball.
We may still ask why every optimal coupling is L-symmetric, thus the optimal solution is unique. We will show that for any optimal plan π, π x ⊆ L x for all x ∈ R d , which is obviously enough for L-symmetry. If this is not true, then there exists an optimal plan π and a subset A in R d with µ(A) > 0 such that for all x ∈ A, spt(π x ) L x . But then we can imagine that the LR-symmetrization of π, sayπ may satisfy that spt(π x ) L x for all x ∈ B, where B is an annulus shape set with µ(B) > 0, a contradiction by monotonicity principle. The computation is carried out: Lemma 4.12. Let X, Y be random variables with joint probability measure π and law(X) = µ. Assume µ is described by a density f . Let A x be subsets in R d defined for all x ∈ R d such that A x is rigid under rotation: for any x, y ∈ R d and any rotation matrix S such that y = S x, we have A y = S (A x ). Letπ be the LR-symmetrization of π.
, and note that
For r > 0, let S r be the sphere of radius r, and let σ r be the surface measure on S r . Then we can write
P¯π(Y ∈ A X |X ∈ S r ) f (x) dσ r (x) dr (4.15)
Let u(r) = P¯π(Y ∈ A X |X ∈ S r ). Now, sinceπ is the symmetrization of π, P¯π(Y ∈ A X |X ∈ S r ) = x∈S r P µ (X = x|X ∈ S r )P π (Y ∈ A x |X = x) (4.16) and the relative density is defined by Note that the above proof simply indicates the fact thatπ is the average of π on each sphere, and also note that we do not need symmetry of µ for the lemma.
Of course, the rays (L x ) x∈R d satisfy the rigidity assumption. The lemma immediately implies Corollary 4.13. The symmetric plan in theorem 4.10 is a unique optimal coupling among all π ∈ MT (µ, ν).
Proof. Let π be any optimal plan and ψ be the symmetric optimal plan in Theorem 4.10. If P π (Y L X ) > 0, then by lemma P¯π(Y L X ) > 0. However,π is symmetric optimal, so by Theorem 4.10π = ψ, which is a contradiction since we know that P ψ (Y L X ) = 0. Hence, P π (Y L X ) = 0 and we showed in the previous section that this implies π = ψ.
Further questions
We would like to address further questions:
Question. (Other costs) What is an optimal symmetric plan for other costs? In particular, for the costs c(x, y) = |x − y| p , p > 1?
Question. (Multi-marginals) What is the structure of optimal plan in symmetric multimarginal case?
Question. (Attainment of dual in higher-dimension) Hobson et al proved that in 1-dimensional marginal case, there is no duality gap and there exists an optimal (super-or sub-) hedging portfolio. Is this also true in higher-dimensional case, and how do we construct such one?
Finally, we may ask:
Question. (Non-symmetric marginals) For general non-symmetric marginals, in optimal plan how are each disintegrations described? Do they exhibit some common properties?
