We show new upper bounds for permanents and hafnians, which are particularly useful for complex matrices. Multidimensional permanents and hyperhafnians are con- 
1 Introduction and main results for permanents 1 
.1 Motivation
The permanent of a square matrix is defined as a kind of "signless" determinant; a precise definition can be found in (3) below. However, unlike determinants, permanents are in many cases difficult to evaluate, see Valiant [40] . Therefore inequalities for permanents have been extensively studied in the literature. For upper bounds of permanents of non-negative matrices (or matrices with entries in {0, 1}), see Minc [28] , Soules [36, 37, 38] , Cheon and Eckford [14] , Samorodnitsky [34] , and the references therein. Such inequalities can also easily be employed for complex matrices by using the triangle inequality, see [28, Section 6.4] . In fact, suppose that Z = (z j,r ) is a complex n × n matrix for n ∈ N = {1, 2, 3, . . . } and per(Z) denotes its permanent. Then |per(Z)| per(|Z|), where |Z| = (|z j,r |). Now any permanental upper bound for non-negative matrices can be applied to the right-hand side of the inequality above. But the resulting bound for |per(Z)| only depends on the absolute values of the entries of Z, that is, on |Z|. In particular, this holds for an upper bound of Hadamard type for the permanent, which we discuss below, see (4) .
In recent years, there has been increasing interest in permanents of complex matrices, see, for example, Fürer [19] , Aaronson and Arkhipov [1] , Barvinok [3] , and Eldar and Mehraban [18] . However, it seems that there are only a few upper bounds of per(Z) available not simply depending on |Z|. An important one is due to Marcus and Minc [26] . From their Corollary 3.2, it follows that
where α 1 , . . . , α n are the singular values of Z, that is, the non-negative square roots of the eigenvalues of ZZ * . Here Z * denotes the complex conjugate transpose of Z. Another inequality was proved by Bhatia and Elsner [7, Remark 3] and says that
where p ∈ [1, ∞] and Z p = sup{ Zx p | x ∈ C n×1 , x p 1} is the operator norm of Z with respect to the ℓ p -norm on C n×1 . Here C is the set of complex numbers. For p = 2, (2) also follows from (1) as has been noted by Bhatia [6, page 273] . The more general approach in Gurvits [21, Section 5] leads to a simple proof of (2) (see also Aaronson and Hance [2, Section 2] for the case p = 2). Unfortunately, the computation of the bounds in (1) and (2) may be somewhat complicated.
An inequality of Hadamard type for the permanent of a matrix Z = (z j,r ) ∈ C n×n = C n×n for n ∈ N states that
see Carlen et al. [ 13, Theorem 1.1] and Cobos et al. [16, Theorem 5.1] . In [13] , the reader can find two different proofs of (4), the second of which contains a slightly stronger assertion on permanents of submatrices of Z, that is permanental minors. For sets J ′ ⊆ J, K ′ ⊆ K and a matrix Z = (z j,k ) ∈ C J×K , let Z[J ′ , K ′ ] ∈ C J ′ ×K ′ denote the submatrix of Z with entries z j,k for (j, k) ∈ J ′ × K ′ . Carlen et al. [13, Theorem 3.1] proved that, for Z = (z j,r ) ∈ C n×n , M ⊆ n, and m = |M|, 
where, for a set K and m ∈ Z + = {0, 1, 2, . . . } with m |K|, we denote by
the set of all subsets of K containing exactly m elements. For M = n and m = n, (5) reduces to (4) .
The main aim of the present paper is to present inequalities better than (5) , where the bounds do not only depend on |Z|. For instance, see Corollary 1.1, for upper bounds of the permanent of a matrix with entries on the unit circle in the complex plane. It turns out that the method of proof also leads to upper bounds of some other matrix functions, such as multidimensional permanents, hafnians, and hyperhafnians. In fact, we only need that the matrix function under consideration satisfies a generalized Laplace type expansion, see Lemmata 3.1 and 3.2 below. These expansions together with a general inequality given in Theorem 3.1 immediately imply our upper bounds. It should be mentioned that our main inequalities can be generalized in the case of matrices over a complex unital Banach algebra.
However, we do follow this idea here. For the proof of Theorem 3.1, we use Theorem 4.2, which generalizes Theorem 4.1, which, in turn, contains a non-trivial generalization of an auxiliary inequality in Roos [33, Proposition 3.1] on subset convolutions of set functions. We note that, due to lack of space, we omitted the characterizations of equality in our inequalities except for the one presented in Theorem 4.1, see Remark 4.1.
The structure of the paper is as follows. The next subsection introduces some further notation on weak compositions of non-negative integers and ordered weak partitions of sets. Subsection 1.3 is devoted to our upper bounds for permanents. The purpose of Section 2 is to present our bounds for multidimensional permanents, hafnians, and hyperhafnians. The proofs of the results of Section 2 are given in Section 3 by using the general Theorem 3.1. The latter theorem is proved in Section 4 with the help of an inequality on subset convolutions of set functions. Section 5 contains all the remaining proofs.
Weak compositions and ordered weak partitions
This subsection is devoted to further notation. For n ∈ Z + , let a weak composition of n be as is easily shown. Here, as usual, we let
be the set of ordered weak partitions of M consisting of d blocks.
Whenever we speak of a composition (resp. partition), we mean a weak composition of a non-negative integer (resp. ordered weak partition of a finite set) if not specified otherwise. It should be emphasized that, in the present paper, compositions (resp. partitions) are allowed to contain zero parts (resp. empty blocks).
Inequalities for permanents
In what follows, let n ∈ N, ∅ = M ⊆ n, m = |M|, and Z = (z j,r ) ∈ C n×M . For K ⊆ M and
Further, we set f (Z, ∅) = 1. For k ∈ {0, . . . , m}, let
We have f (Z,
In Remark 1.2(c), one can find a formula for f (Z, K) in the case |K| = 2 and for F (Z, 2). An application of (4) to the summands in (6) gives
Employing the notation above, inequality (5) can be reformulated as
Using a generalization of the second method of proof in Carlen et al. [13] , it was shown in Roos [33, Theorem 3.1] that, for arbitrary d ∈ m and W ∈ Part d (M), we have
and, in the case M = n and m = n,
One of the main results of the present paper is the following improvement of (9) and (10).
In particular, in the case K = M = n and k = m = n, we have
The proof of Theorem 1.1 and also the proofs of Remark 1.1(c) and Theorem 1.2 below will be omitted since, in Subsection 2.1, we give some generalizations to multidimensional permanents. For the proofs, see Section 3. (a) From (11), it follows that the set function f (Z, · ) is logarithmically subadditive on the power set of M.
(b) The right-hand side of the inequality in (11) depends on the choice of d ∈ N and the partition W ∈ Part d (K) of the set K. It should be observed that the finer the partition is, the worse is inequality (11) . More precisely, suppose that d
is another partition of K, which is finer than W , that is, for every r ′ ∈ d ′ , there is an
In particular, it turns out that (8) is the worst inequality among those given in (11) for an upper bound, which however is difficult to compare with the one mentioned above.
be as in (6) , and F (Z, k) for k ∈ {0, . . . , m} be as in (7) . For k ∈ {0, . . . , m}, d ∈ N, and w ∈ Comp(k, d), we then have
In particular, in the case k = m, we have
If M = n and k = m = n, then we obtain
Remark 1.2. Let the assumptions of Theorem 1.2 hold.
(a) From (13) , it follows that the function F (Z, · ) is logarithmically subadditive on the set {0, . . . , m}.
(b) In (13) , equality holds if all the z j,r for j ∈ n, r ∈ M are identical.
= , and K = {u, v}, then we have |K| = 2 and, as is easily shown,
where z j,r = a j,r exp(ix j,r ), a j,r ∈ [0, ∞), x j,r ∈ R for j ∈ n and r ∈ M (with R denoting the set of real numbers), and, for (j, k) ∈ n 2 = and (r,
Further
If, for example, a j,r = 1 for all j ∈ n and r ∈ M, then
The following corollary contains two upper bounds for the permanent of a matrix with entries on the unit circle in the complex plane. Here, for x ∈ R, let ⌊x⌋ ∈ Z be the largest integer x.
n×n with z j,r = exp(ix j,r ) and
Inequality (19) now follows from (12), (17), and the fact that f (Z, {r}) =
for all r ∈ n. Inequality (20) follows from (15) and (18).
be the sum of all permanental minors of order k of Z. In particular, we have ϕ(Z, m) =
. A simple application of the Cauchy-Schwarz inequality gives, for all k ∈ {0, . . . , m},
The right-hand sides of the inequalities in (21) can now be further estimated by using any upper bound for F (Z, k) or f (Z, M) given above. It seems to be difficult to give a detailed comparison of the resulting bounds with those from the literature. For inequalities concerning ϕ(Z, k) for non-negative square matrices, see Brualdi and Newman [9] , Malek [24] , Kopotun [22] , Cheon and Eckford [14] , and the references given there.
2 Further results
Inequalities for multidimensional permanents
For ℓ ∈ N, finite sets
Two-dimensional permanents are permanents as defined in (3), that is per 1 (Z) = per(Z).
Sometimes (ℓ + 1)-dimensional permanents are called (ℓ + 1)-way permanents, see Rice [32] and Muir [31, Chapter XXIV] or hyperpermanents, see Matsumoto [27] and Shashua et al. [35] . For properties and applications of multidimensional permanents, see Dow and Gibson [17] , Barvinok [4, Chapter 4], Taranenko [39] , and the references therein.
(23)
Remark 2.1. In (24), equality holds if
and J 1 , . . . , J ℓ ∈ S(n, |W r |).
and, for k ∈ {0, . . . , m},
where f ℓ (Z, K) for K ∈ S(M, k) is defined as in (23) . For k ∈ {0, . . . , m}, d ∈ N, and w ∈ Comp(k, d), we then have
Remark 2.2. In (27) , equality holds if all the z(j 1 , . . . , j ℓ , r) for j 1 , . . . , j ℓ ∈ n, r ∈ M are identical. 
Inequalities for hafnians
Let m ∈ N, J be a set with |J| = n = 2m, Z = (z j,r ) ∈ C J×J be a symmetric matrix, that is z j,r = z r,j for all j, r ∈ J. The hafnian of Z, introduced by the physicist Caianiello [11] , is defined by haf(Z) = 
For convenience, we set haf(Z) = 1 for Z ∈ C J×J with J = ∅. We note that haf(Z) is independent of the values z j,j for j ∈ n. Hafnians are generalizations of permanents since, for Z ∈ C n×n , we have
where Z T is the transpose of Z. This and further properties of hafnians can be found, e.g., in
Barvinok [4, Chapter 4] and Caianiello [12] . The following theorem contains our inequality for hafnians. For a generalization to hyperhafnians, see Theorem 2.4 below, which is proved in Section 3.
Theorem 2.3. Let m ∈ N, n = 2m, Z = (z j,r ) ∈ C n×n be a symmetric matrix, and
For k ∈ {0, . . . , m}, d ∈ N, and w ∈ Comp(k, d), we then have
In particular, if k = m, then
Remark 2.3. Let the assumptions of Theorem 2.3 hold.
(a) From (31), it follows that the function G(Z, · ) is logarithmically subadditive on the set {0, . . . , m}.
(b) In (31), equality holds if all the z j,r for (j, r) ∈ n 2 = are identical.
(c) We have
The following corollary is a simple consequence of Theorem 2.3 and Remark 2.3(c).
In particular, if d = 0 and m = ℓ, we have
Remark 2.4. Let the assumptions of Theorem 2.3 hold.
(a) The inequality given in Gibson [20, Theorem 1] implies that
where |Z| = (|z j,r |) ∈ [0, ∞) n×n as previously. This inequality is not easily comparable with (32) . Numerical examples show that it is sometimes better, but sometimes worse than (36) . Further, if z j,r = y = 0 for all (j, r) ∈ n 2 = and z j,j = 0 for all j ∈ n, then, in (32), equality holds, but the right-hand side of the inequality in (37) (b) For k ∈ {0, . . . , m}, let
denote the sum of all subhafnians of order 2k of Z. The Cauchy-Schwarz inequality implies that
Now inequalities for G(Z, k) can be used to give upper bounds of the right-hand side of the inequality in (38) . For instance, (31) and (33) imply that
In (39), equality holds if all the z j,r for (j, r) ∈ n 2 = are identical. A further upper bound can immediately be written down by applying (31), (33) , and (34).
Inequalities for hyperhafnians
The last result of this section contains an inequality for hyperhafnians. Let ℓ ∈ N with ℓ 2, m ∈ N, J be a set with |J| = n = ℓm, Z = (z(j 1 , . . . , j ℓ )) ∈ C J×···×J be an ℓ-dimensional symmetric matrix, that is z(j 1 , . . . , j ℓ ) is invariant under permutations of j 1 , . . . , j ℓ ∈ J.
Then the hyperhafnian of Z can be defined by + 1) , . . . , j(rℓ + ℓ)).
For convenience, we set haf ℓ (Z) = 1 for Z ∈ C J×···×J with J = ∅. In the case ℓ = 2, (40) reduces to (30 
symmetric matrix, and
for k ∈ {0, . . . , m}.
For ℓ = 1, Theorem 2.4 reduces to Theorem 2.3. The proof can be found in the next section. The proofs of the theorems in Section 2 are based on the following general theorem. 
(44)
In particular, if k = n, then
For ℓ = 1, Theorem 3.1 simplifies to the following corollary.
Corollary 3.1. Let d, k, n ∈ N with k n, A be a set with |A| = n, w = (
The following Lemmata 3.1 and 3.2 contain generalized Laplace type expansions for multidimensional permanents and hyperhafnians, respectively, and indicate how to specify g in Theorem 3.1 in order to prove the theorems of Section 2.
Lemma 3.1. Let ℓ ∈ N, J 1 , . . . , J ℓ , K be sets with
Part(K, w), we then have
Furthermore
In the case ℓ = 1, Lemma 3.1 simplifies to the following corollary.
Corollary 3.2. Let J and K be sets with
and w ∈ Comp(k, d). For arbitrary (W 1 , . . . , W d ) ∈ Part(K, w), we then have
Identity (47) Lemma 3.2. Let ℓ, k ∈ N, J be a set with |J| = ℓk, Z = (z(j 1 , . . . , j ℓ )) ∈ C J×···×J be a symmetric matrix, d ∈ N, and w ∈ Comp(k, d). Then we have (S(n, w r )) ℓ −→ C for r ∈ d, where g r (V r,1 , . . . , V r,ℓ ) = 1 (wr!) ℓ per ℓ (Z[V r,1 , . . . , V r,ℓ , W r ]) for V r,1 , . . . , V r,ℓ ∈ S(n, w r ). For J 1 , . . . , J ℓ ∈ S(n, k), we obtain from (45) that
where g = (g 1 , . . . , g d ).
By (23), (49), and Theorem 3.1, we get
Proof of Remark 2.1. Let the assumptions of Theorem 2.1 hold. If condition (i) of Remark 2.1 is true then both sides of (24) are equal to zero. Now suppose that condition (ii)
Using (45), we obtain for J 1 , . . . , J ℓ ∈ S(n, k) that
From (23), we then get
. . , V r,ℓ ∈ S(n, w r ), and V r,ℓ+1 ∈ S(M, w r ). For J 1 , . . . , J ℓ ∈ S(n, k) and J ℓ+1 ∈ S(M, k), (46) implies that
where g = (g 1 , . . . , g d ). Then, (26), (50), and Theorem 3.1 give
Proof of Theorem 2.4. Let k ∈ {0, . . . , m}, d ∈ N, and w ∈ Comp(k, d). Further, let
. . , V r ]) for r ∈ d, V r ∈ S(n, ℓw r ). For J ∈ S(n, ℓk), we get from Lemma 3.2 that
where g = (g 1 , . . . , g d ). Therefore, (51) and Corollary 3.1 give
An auxiliary inequality and proof of Theorem 3.1
The proof of Theorem 3.1 requires the following result.
Theorem 4.1. Let n ∈ N, A be a set with |A| = n, j, k ∈ Z + with j k n, and 
The following result is a consequence of Theorem 4.1. But it also reduces to this theorem for ℓ = 1.
Theorem 4.2. Let ℓ ∈ N, n ∈ N ℓ , A s be a set with |A s | = n s for all s ∈ ℓ, j, k ∈ Z ℓ + with j s k s n s for all s ∈ ℓ, and g : × ℓ s=1
Proof of Theorem 3.1. Let T d denote the left-hand side of the inequality in (44). We now use induction over d to show that
, and hence
In the proof of the assertion for d ∈ N \ 1, we assume its validity for d − 1. From (43), we obtain that, for
where
for J s ∈ S(A s , k s − w d,s ). By (54), we get
which together with Theorem 4.2 implies
In view of (55) and (56), we see that the assertion now follows by applying the induction hypothesis to the second factor above.
5 Remaining proofs
Proofs of Lemmata 3.1 and 3.2
The following remark contains some arguments needed in the proofs below.
Remark 5.1. Let J, K be non-empty sets with |J| = |K| = k. 
vice versa. In particular, we have J 
For arbitrary t (r,1) , . . . , t (r,ℓ) ∈ (W r ) Wr = , (r ∈ d), we obtain from (22) and Remark 5.1(b) that
Using Remark 5.1(c), (57), and (58), we get Proof of Lemma 3.2. Let n = ℓk and (W 1 , . . . , W d ) ∈ Part(n, ℓw). It suffices to show that
In fact, this together with Remark 5.1(c) implies that
for all r ∈ d and s ∈ M r , then Remark 5.1(b) gives
For r ∈ d and j ∈ J n = , we get from Remark 5.1(a) that
Therefore, using (61) and (60), we obtain (ℓ(s − 1) + 1)) , . . . , j(t(ℓ(s − 1) + ℓ)))
which implies (59). For the proof of (52), we use induction over n. The observations above imply the validity of the assertion in the case n ∈ 2. In the proof of the assertion for general n ∈ N \ 2, we assume its validity for n − 1. We may assume that 0 < j < k < n. Let m ∈ A be fixed and set
Proofs of
Then we have
for all J ∈ S(A ′ , k − 1). Using the Minkowski inequality, we obtain
Proof of 
We note, that (64) is not needed here. In what follows we consider two cases.
(a) Let us first assume that k < n − 1.
(i) The induction hypothesis and (65) imply that, if m ∈ A, I, I ′ ∈ S(A \ {m}, j), J ∈ S(A \ {m}, k − j), g(I) > 0, and h(J) > 0, then we have g(I) = g(I ′ ). Here, we had to use condition (v) of Remark 4.1, since j / ∈ {0, k} and k < n − 1.
(ii) Let I ∈ S(A, j). We now show that g(I) = g(I 0 ). We note that |A \ (I 0 ∪ J 0 )| n − k 2. Let m 1 , m 2 ∈ A \ (I 0 ∪ J 0 ) with m 1 = m 2 .
If there is an r ∈ 2 with m r / ∈ I, then (i) implies that g(I) = g(I 0 ), since I, I 0 ∈ S(A \ {m r }, j), J 0 ∈ S(A \ {m r }, k − j), g(I 0 ) > 0, and h(J 0 ) > 0.
Let us now assume that m 1 , m 2 ∈ I. Since |A \ (J 0 ∪ I)| 2, there is an m 3 ∈ A \ (J 0 ∪ I).
If m 
