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11. Artificial Morality - Normen aus 
dem Computer 
Lothar Philipps 
11.1 Das Gefangenendilemma und die Vertragssituation 
Es ist eine der wichtigsten Einsichten der modernen Moralphilosophie, daß 
viele Vertragsbeziehungen die Struktur des Gefangenendilemmas haben. Diese 
Einsicht ist wesentlich mit dem Einsatz des Computers verknüpft, der sich dabei 
als ein Instrument der Philosophie erwiesen hat. 
Das Gefangenendilemma wird durch eine Szene beschrieben, die in den USA 
spielt:1 Nach einem Raubüberfall werden in der Nähe des Tatortes zwei Landstrei­
cher festgenommen. Der Staatsanwalt ist überzeugt, die Täter vor sich zu haben, 
aber er kann es nicht beweisen. Er sperrt die Verdächtigen in zwei getrennte Zel­
len ein und macht ihnen ihre Lage klar: 
(1) Wenn einer der beiden gesteht, aber der andere nicht, wird der Geständige als 
Kronzeuge freigesprochen. Der andere aber wird zu einer hohen Freiheitsstrafe 
verurteilt. 
(2) Wenn freilich beide gestehen, gibt es für einen Kronzeugen kein Bedürfnis 
mehr. Beide werden zu einer Freiheitsstrafe verurteilt, die allerdings nur von mitt­
lerer Länge ist; schließlich müssen die Geständnisse strafmildernd berücksichtigt 
werden. 
(3) Wenn keiner der beiden gesteht, wird dem Gericht nichts anderes übrigblei­
ben, als beide zu einer nur kurzen Freiheitsstrafe zu verurteilen - wegen Land­
streicherei. 
Die Situation der Gefangenen läßt sich in einer spieltheoretischen Matrix 
veranschaulichen. (Zum Verständnis der Matrix: Eine hohe Auszahlung bedeutet 
nicht etwa eine hohe Freiheitsstrafe, sondern umgekehrt: je höher die Zahl, desto 
besser steht man da.) 
leugnen gestehen 
leugnen 2,2 0,3 
gestehen 3,0 1,1 
Die Matrix macht deutlich, was wahrscheinlich geschehen wird: beide wer­
den gestehen. Denn jeder sagt sich: Für den Fall, der andere wird gestehen, ist es 
besser, ich gestehe ebenfalls; anderenfalls wird meine Strafe hoch sein. Sollte der 
andere aber nicht gestehen, ist das erst recht günstig für mich: dann werde ich 
freigesprochen. Spieltheoretisch gesprochen: die Strategie des Gestehens domi-
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niert die des Schweigens. Vielleicht orientiert man sich auch an dem vorsichtigen 
Maximin-Prinzip, sich so zu verhalten, daß das schlimmste Ergebnis, das eintre­
ten kann, noch das relativ beste ist. Das schlimmste Ergebnis im Falle eines Ge­
ständnisses ist eine mittellange Freiheitsstrafe; im Falle man gesteht nicht, ist es 
eine lange Freiheitsstrafe. 
Das Bezeichnende an der Situation ist, daß das, was für den einzelnen ratio­
nal ist, für die beiden insgesamt gar nicht vernünftig ist. Es wäre besser, beide 
hielten den Mund; dann käme jeder mit einer kurzen Freiheitsstrafe davon. 
Die grundlegende rechtsphilosophische Bedeutung des Gefangenendilem­
mas ist schon vor längerer Zeit erkannt worden. Es war meines Wissens David 
Gauthier, der als erster darauf hingewiesen hat, daß die Situation bei einem wech­
selseitigen Vertrag die gleiche ist.2 Das gilt jedenfalls für Verträge im "Naturzu­
stand", zu deren Durchsetzung man keine staatliche Hilfe erwarten kann. Jeder 
Partner sagt sich voraussichtlich: Ich würde ja gerne meine Leistung erbringen; 
aber weiß ich, ob sich auch der andere an die Abmachung hält? Schließlich muß er 
mit der Möglichkeit rechnen, daß ich mich nicht daran halte. Also wird, um den 
Schaden in Grenzen zu halten, sich wohl keiner an die Abmachung halten. Was für 
die völlige Leistungsverweigerung gilt, gilt ebensogut auch für die Schlechtlei­
stung, und diese Möglichkeit ist sogar noch realistischer. 
Solche Verträge im Naturzustand gibt es auch in der gegenwärtigen Gesell­
schaft. Ich erinnere nur an das plea bargaining, das Aushandeln des Strafmaßes 
zwischen Richter, Verteidiger und Staatsanwalt. Es gilt in Deutschland als unzu­
lässig, findet aber trotzdem immer wieder statt.3 Da kann es geschehen, daß der 
Richter sich nicht an die Abmachung hält, oder der Angeklagte legt ein falsches 
Geständnis ab und belastet womöglich einen unschuldigen Dritten. 
Wir alle kennen das Instrumentarium der Rechtsordnung, das für die Durch­
setzung von vertraglichen Verpflichtungen vorgesehen ist. Aber vielleicht verhal­
ten sich viele Leute auch vertragstreu, ohne daß der drohende Schatten des Staates 
auf sie fällt. Dies ist jedenfalls dann der Fall, wenn längerwährende Geschäftsbe­
ziehungen im Spiele sind, wenn sich also die Situation des Gefangenendilemmas 
öfters wiederholt. Jeder verhält sich dann vertragstreu, weil er befürchten muß, 
daß anderenfalls die profitable Beziehung ein vorzeitiges Ende findet. 
Der amerikanische Politologe Robert Axelrod hat Wissenschaftler aus der gan­
zen Welt - Politologen, Psychologen, Biologen, Spieltheoretiker - zu einem Turnier 
herausgefordert.4 Jeder sollte ein Computerprogramm einsenden, das sich in der 
Situation des wiederholten Gefangenendilemmas zu bewähren hatte. Jedes Pro­
gramm hatte gegen jedes andere Programm anzutreten und auch gegen sich selbst, 
außerdem gegen ein Programm, dessen Spielzüge von einem Zufallszahlengene­
rator geleitet wurden. Das erstaunliche Ergebnis zweier Turniere war, daß sich 
jedesmal das einfachste Programm an die Spitze setzte: TIT FOR TAT. Das Pro­
gramm beginnt kooperativ und macht dann den Spielzug des Gegners nach. Ver­
hält sich dieser ebenfalls kooperativ, bleibt es dabei. Defektiert dagegen der Part­
ner, so defektiert das Programm ebenfalls - solange, bis der Partner gegebenen­
falls wiederum auf Kooperation umschaltet: dann folgt es ihm wiederum sofort. 
164 
11.2 Das Gefangenendilemma als moralphilosophisches Spiel 
Das Prinzip dieses Erfolges ist leicht zu verstehen, wenn man TIT FOR TAT 
mit dem Verhalten eines Programms vergleicht, das fortwährend defektiert (wie es 
ja beim einmaligen Gefangenendilemma in der Tat individuell rational ist). Wenn 
die beiden Programme gegeneinander antreten, wird TIT FOR TAT übervorteilt, 
weil es mit einem Vertrauensvorschuß beginnt. Diese Niederlage erstreckt sich 
aber nur auf eine Runde und bringt dem Gegner insgesamt gesehen nicht viele 
Punkte ein. Andererseits häuft TIT FOR TAT, wenn es gegen seinesgleichen an­
tritt, Runde für Runde Punkte an und steht am Ende erfolgreich da. Das moralisch 
befriedigende Ergebnis ist die Herausbildung einer stabilen Population von TIT-
FOR-TAT-Spielern, aus der die notorischen Defekteren hinausgedrängt werden.5 
Das Prinzip ist plausibel; aber es bleibt trotzdem erstaunlich, daß es keinem 
noch so listigen und kunstvollen Programm gelungen ist, TIT FOR TAT zu über­
spielen. Auch Peter Danielson, der Verfasser eines Buches über Artificial Morali­
ty, gesteht, daß er einmal den "besseren Teil eines Wochenendes" darauf verbracht 
habe, eine Strategie zu entwickeln, von der er glaubte, sie werde TIT FOR TAT 
schlagen.6 Dies erwies sich ebenfalls als Illusion. So scheint sich zu bestätigen, 
was einmal Levi-Strauss bemerkt hat: daß das Gesetz der Reziprozität in den so­
zialen Beziehungen eine ebenso grundlegende Stellung einnehme wie das Gesetz 
der Schwerkraft in der Physik. Tatsächlich gilt das Gesetz der Reziprozität nicht 
nur in der Menschenwelt, sondern auch im Tierreich. Die Biologen kennen zwei 
Phänomene von Altruismus in der Tierwelt: Das eine ist der Verwandtschaftsaltru­
ismus: man verzichtet auf individuelle Vorteile, um die Verbreitung der eigenen 
Gene zu fördern. Das andere ist der Reziprozitätsaltruismus: man verzichtet auf 
gegenwärtige Vorteile zugunsten zukünftiger Vorteile aus einer längerwährenden 
Beziehung. 
Voraussetzung ist freilich, daß man den Partner wiedererkennt; aber hierfür 
gibt es lehrreiche Surrogate: Beispielsweise lassen sich manche großen Raubfi­
sche im "Heimathafen" die Zähne von kleinen Fischen säubern, was diesen zur 
Nahrung dient. Auf hoher See würde der Raubfisch seine Freunde verschlingen, 
weil er sie nicht wiedererkennt. Beide Arten von Fischen sind nicht imstande, ein­
ander zu erkennen; aber sie erkennen die Gegend, in der eine friedliche und nutz­
bringende Begegnung stattfindet. 
11.2 Das Gefangenendilemma als moralphilosophisches 
Spiel 
Sollte man bei den hier beschriebenen Phänomenen von Moral sprechen? 
Vielleicht von Quasi-Moral oder von Proto-Moral, wenn es um das Verhalten von 
Tieren geht, und von "künstlicher Moral", wenn Computerprogramme im Spiel 
sind? Peter Danielson, der Verfasser des Buches Artificial Morality, lehnt das ent­
schieden ab. Bei all diesen Phänomenen gehe es schließlich um einen Mechanis­
mus des Eigennutzes und nichts anderes. Wenn das Gefangenendilemma zur Be­
schreibung und Analyse moralischen Verhaltens geeignet sei, müsse sich das bei 
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der einmaligen Dilemma-Situation erweisen, wo keine Aussicht auf zukünftigen 
Nutzen besteht. Ich selber möchte Danielson in seinem Forschungsansatz, aber 
nicht in der terminologischen Frage folgen. "Artificial Morality" - analog "Art i f i ­
cial Life" - ist ein viel zu schönes und allgemeines Wort, als daß man es für einen 
beschränkten Gegenstandsbereich reservieren könnte. Auch sind Eigennutz und 
Moral so vielfältig ineinander verwoben, daß es gut ist, einen umfassenden Titel 
zu haben. Man wird auch im Reziprozitätsprinzip einen der biologischen Ur­
sprünge der Moral zu sehen haben, den aus moralischen Diskursen ausschließen 
zu wollen verfehlt wäre, auch wenn Moral im heutigen Sinne sich längst nicht 
mehr auf einen solchen Ursprung reduzieren läßt. 
Das "moralische Gefangenendilemma" im Sinne Danielsons unterscheidet 
sich von dem Gefangenendilemma üblichen Zuschnitts dadurch, daß die Beteilig­
ten die Verhaltensmaxime des anderen erkennen und damit sein Verhalten vorher­
sagen können. Auf den ersten Blick scheint die Sache nun spieltheoretisch witzlos 
zu sein; philosophisch gesehen ist sie das jedoch nicht. Angenommen, ich er­
kenne, daß der andere sich kooperativ verhalten wird. Wenn ich ein Egoist bin, 
werde ich defektieren, um den größtmöglichen Gewinn einzustreichen; bin ich 
dagegen ein Altruist, werde ich vermutlich ebenfalls kooperieren. Plausiblerweise 
wird man mein Verhalten im ersten Falle "unmoralisch" nennen, im zweiten Falle 
aber "moralisch". Gewiß ist es wenig wahrscheinlich, daß der andere, wenn er 
wiederum meine egoistische Verhaltensmaxime erkennt, sich immer noch koope­
rativ zeigen wird, aber ganz ausgeschlossen ist es nicht, und die Frage der Wahr­
scheinlichkeit hat wenig mit der moralischen Wertung zu tun. 
Danielson hat PROLOG-Programme geschrieben, durch die interagierende 
Computer wechselseitig ihre Strategien zu erkennen vermögen. In diesem vorge­
gebenen Rahmen - einmalige Begegnungen mit wechselseitiger Durchschaubar-
keit - können sich aber die Strategien nach darwinistischen Prinzipien weiterent­
wickeln, und es zeigt sich dabei: die Ergebnisse sind immer noch überraschend 
und differenziert genug. 
Soviel zu den Rahmenbedingungen des moralischen Gefangenendilemmas. 
Wenden wir uns nun inhaltlichen Fragen zu! Der kanadische Philosoph Gauthier 
hat als moralisches Subjekt den "gebundenen Nutzenmaximierer" (constraint ma-
ximizer) eingeführt. 7 Der gebundene Maximierer kooperiert mit denen und nur 
mit denen, die ihrerseits ihm gegenüber kooperationsbereit sind. Er verweigert 
sich den "ungehemmten Maximierern" (straightforward maximizer), die gewillt 
sind, die Kooperationsbereitschaft ihres Gegenüber zum eigenen größeren Nutzen 
auszubeuten. Indem der gebundene Maximierer seinen eigenen Nutzen anstrebt, 
fördert er zugleich den gemeinsamen Nutzen. Gauthier glaubte, auf diese Weise 
Rationalität und Moralität zur Deckung zu bringen. 
Danielson hat Gauthier vorgerechnet, daß dies nicht aufgehe. Er hat in Gau­
thiers Moralität eine Rationalitätslücke entdeckt. Warum, fragt Danielson, soll 
man eigentlich jene Naiven, die ohnehin und unbedingt zur Kooperation bereit 
sind, nicht ausbeuten? Die Vernunft mache es lediglich erforderlich, mit jenen zu 
kooperieren, die ihrerseits nur bedingt zur Kooperation bereit sind - unter der 
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Bedingung nämlich, daß man wiederum mit ihnen kooperiert. Danielson setzt 
deshalb auf den "reziproken Kooperator" - im Unterschied zum schlicht "beding­
ten Kooperator" Gauthiers. Um ein Beispiel für den Unterschied einzuführen: Ein 
Kaufmann, der reziprok kooperiert, würde eine Ware nur dann zu einem angemes­
senen Preis weggeben, wenn der Käufer darum feilscht; ein bedingt kooperieren­
der Kaufmann würde dies in jedem Falle tun (natürlich würde er die Ware nicht 
verschenken). 
Gauthier hat Danielson entgegengehalten, sein reziproker Kooperator sei ein 
"moralisches Monster". Danielson hat sich daraufhin keineswegs auf die Verteidi­
gungslinie der formalen Rationalität zurückgezogen, sondern ist Gauthier in das 
Feld der inhaltlichen Auseinandersetzungen gefolgt. Er hat einen "Evolutionstest" 
(evolutionary test) vorgeschlagen, in dem man einen Nachhall der Untersuchun­
gen Axelrods vernimmt. Wie würde eine Gesellschaft aussehen, an der die beding­
ten Kooperatoren im Sinne Gauthiers beteiligt sind? Diese würden nicht nur sich 
selbst wechselseitig fördern, sondern auch jene gutwillig Naiven, welche ohnehin 
kooperationswillig sind (unbedingte Kooperatoren). Das möchte ja angehen; aber 
indem man die unbedingten Kooperatoren fördert, unterstützt man indirekt auch 
die unmoralischen "ungehemmten Maximierer", deren natürliche Beute die unbe­
dingten Kooperatoren sind. Andererseits: wenn man sich auf das strenge Ethos 
reziproker Kooperation beschränkt, drängt man zusammen mit den unbedingten 
Kooperatoren auch die ungehemmten Maximierer aus der Gesellschaft heraus. 
Gauthier veranschaulicht einmal dieses Verfahren mit einem Beispiel aus der 
Landwirtschaft: Der Bauer rottet die Kaninchen auf seinen Feldern aus, um den 
Füchsen ihre nächstliegende Nahrung zu nehmen. In Verhaltensmaximen über­
setzt, könnten sich vielleicht folgende Nutzanwendungen ergeben: Du sollst die 
Schwachen beseitigen, um den Bösen ihre natürliche Beute zu nehmen! Und spe­
zieller: Du sollst die Leichtsinnigen beseitigen, um den Wucherern ihre Einkom­
mensquelle zu nehmen! Und aktueller: Du sollst die Asylbewerber entfernen, um 
den Neonazis ihre nächstliegende Angriffsfläche zu nehmen! 
Übrigens kann man, bei einem ganz ähnlichen Spielkonzept und einer ver­
wandten Argumentationsweise, die Sache auch anders sehen. Ich verweise auf die 
Schrift "Zur Verteidigung des Wuchers", die Bentham Ende des 18. Jahrhunderts 
verfaßt hat. Bentham vertritt darin die Ansicht, daß es gut für eine Gesellschaft 
sei, wenn es Wucherer in ihr gebe. Das seien Hechte im Karpfenteich: Die Leute 
würden aus ihrer Bequemlichkeit aufgerüttelt und ihr Gefühl für Selbstverantwor­
tung würde geweckt. Die Schrift war sehr einflußreich, auch in Deutschland. Die 
Liberalen setzten eine Entkriminalisierung des Wuchers durch. Deshalb kannte 
unser Strafgesetzbuch in seiner ursprünglichen Form von 1871 keinen Wuchertat­
bestand, was dann allerdings schon bald wieder geändert wurde. 
Benthams Argumentation hat die Struktur einer Theodizee: Das Böse wird 
als ein Instrument zum Bösen begriffen. Auch dies ist ein immer wieder aktueller 
Argumentationstyp. Viele verachten die Neonazis, freuen sich aber, daß diese eine 
unangenehme Arbeit verrichten. 
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Sobald man nicht mehr an abstrakte Subjekte denkt und als Beispiele allen­
falls Kaninchen und Füchse wählt, sobald man sich vielmehr konkrete Menschen 
in konkreten Rollen und Situationen vorstellt, erkennt man, daß auch dieser Ver­
such, Moralität aus reiner Rationalität abzuleiten, gescheitert ist. Was würden wir 
von einem Staat, einem Gesetzgeber halten, der sich willig oder widerwillig an 
die Prinzipien reiner Rationalität gebunden sieht? Er würde als moralisches Sub­
jekt abgedankt haben. 
Sobald man sich konkrete Menschen vorstellt, sieht man aber auch, daß die 
Danielsonschen Untersuchungen kein leeres intellektuelles Spiel sind, sondern 
daß man sie ernstnehmen muß. Man erkennt dann nämlich, daß die in Frage ste­
henden Argumentationsweisen realistisch sind und in den Argumenten zur Moral 
und Rechtspolitik immer wieder vorkommen. 
11.3 Das Spiel Chicken und die Wettbewerbssituation 
Lange Zeit hat man das Gefangenendilemma als den einzigen Spieltyp ange­
sehen, der für Recht und Moral grundlegend ist. Danielson hat aber zu Recht her­
vorgehoben, daß der Typ "Chicken" nicht minder wichtig sei. Chicken wird unter 
amerikanischen Teenagern in verschiedenen Varianten gespielt; eine davon ist die 
folgende: Zwei Jugendliche rasen in zwei Autos aufeinander zu. Wer als Erster 
ausweicht, ist das "Chicken" und hat verloren. Natürlich kann es auch vorkom­
men, daß beide Fahrer "aus-chicken" oder aber keiner. Chicken ist vom Gefange­
nendilemma dadurch unterschieden, daß im Falle beiderseitiger Defektion für bei­
de Beteiligten das schlechteste Ergebnis herauskommt. Im Normalfall des ur­
sprünglichen Spiels ist man tot. Wenn man dagegen ausweicht, hat man zwar sein 
Gesicht verloren, lebt aber noch - das zweitschlechteste Ergebnis. Beim Gefange­
nendilemma ergibt umgekehrt die beiderseitige Defektion das zweitschlechteste 
Ergebnis, und das schlechteste Ergebnis erhält der, der einseitig kooperiert. In der 
spieltheoretischen Literatur hat es sich, vom Gefangenendilemma her, eingebür­
gert, das Ergebnis der einseitigen Defektion mit Τ zu bezeichnen (von Tempta­
tion) und das Ergebnis der einseitigen Kooperation mit S (von Sucker); das Ergeb­
nis beiderseitiger Kooperation wird mit R bezeichnet (von Reward), das Ergebnis 
beiderseitiger Defektion mit Ρ (von Penalty). Beim Gefangenendilemma gilt fol­
gende Rangordnung der Ergebnisse: Τ > R > Ρ > S. Bei Chicken sind Ρ und S 
vertauscht; es gilt jetzt Τ > R > S > P. Natürlich haben die Buchstaben nur im 
Gefangenendilemma einen heuristischen Sinn, aber man behält sie um der Ver­
gleichbarkeit willen für die Beschreibung anderer Spiele bei. 
Ist das Gefangenendilemma besonders geeignet zur Beschreibung von Situa­
tionen, die durch gegenseitige Verträge geregelt werden können, so paßt Chicken 
auf zwei ganz andere Typen von Situationen. Das erste ist die Konkurrenzsitua­
tion: Zwei Konkurrenten können sich gegenseitig ruinieren; aber wer vorher aus­
steigt, hat auch einen Schaden. Tatsächlich ist Chicken, wie es von amerikani-
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sehen Teenagern gespielt wird, nur der Grenzfall eines Verhaltens, das wir tagtäg­
lich auf unseren Straßen erleben können. 
Die zweite Situation, auf die Chicken paßt, ist die Erhaltung eines gemeinsa­
men Gutes. In der Literatur findet sich folgendes Beispiel:8 Zwei holländische 
Bauern haben ihre Äcker hinter einem gemeinsamen Deich liegen. Angesichts ei­
ner bevorstehenden Sturmflut muß dieser Deich verstärkt werden. Jeder Bauer 
kann entweder am Deich arbeiten (C) oder es sein lassen (D). Wenn keiner der 
beiden etwas tut (D/D), bricht der Deich, und die Katastrophe tritt ein. Arbeiten 
beide (C/C), so hält der Deich, und beide haben einen mäßigen Arbeitszeitverlust. 
Wenn nur einer arbeitet, so hält der Deich auch (C/D bzw. D/C); allerdings hat 
dieser Bauer einen großen Arbeitszeitverlust, während sein Nachbar in der ge­
sparten Zeit Geld verdienen kann. Es gibt also ein beiderseitiges Interesse an der 
Erhaltung des gemeinsamen Gutes, wobei das jeweilige Privatinteresse dahin 
geht, dies auf Kosten des anderen zu erreichen. 
Daß sowohl die Situation der Konkurrenz wie die des gemeinsamen Gutes 
von dem Spiel Chicken erfaßt werden, weist auf die Abstraktheit dieses Spieltyps 
hin. Ein Unterschied könnte jedoch darin liegen, daß im Falle der Konkurrenz das 
Defektieren durch ein positives Tun geschieht, im Falle des gemeinsamen Gutes 
dagegen durch ein Unterlassen. Daß es aber in der Tat Zusammenhänge zwischen 
der Konkurrenz einerseits und dem gemeinsamen Gut andererseits gibt, zeigt fol­
gendes Beispiel: In einer bestimmten Stadt sind zur Zeit des Berufsverkehrs die 
Zugangsstraßen so verstopft, daß kein Durchkommen mehr ist. Die Leute kom­
men regelmäßig zu spät zur Arbeit. Hier haben wir die Situation der paralysieren­
den Konkurrenz. Nun wird ein gut funktionierendes Nahverkehrssystem einge­
führt. Jetzt haben wir die Situation des gemeinsamen Gutes. Freilich: viele fahren 
schwarz, und deswegen müssen die Preise erhöht werden. Wenn immer mehr 
schwarzfahren und die Verbleibenden nicht mehr bereit sind, die entsprechend ho­
hen Preise zu bezahlen, bricht dieses System auch zusammen. 
Ein wesentlicher Unterschied zwischen dem Gefangenendilemma und Chik-
ken besteht darin, daß es beim Gefangenendilemma sinnvoll ist, den anderen 
durch ein Versprechen zur Kooperation zu bringen, beim Chicken dagegen durch 
eine Drohung. Wenn man beim Gefangenendilemma mit einer Defektion droht, 
wird der andere, wenn er bei Sinnen ist, selbstverständlich auch defektieren. Aber 
beim glaubhaften Versprechen wird er, wenn er moralisch handelt, kooperieren. 
Beim Chicken dagegen wird der andere rationalerweise dann kooperieren, wenn 
man ihm glaubhafterweise die Defektion ankündigt. (Ob man beim Gefangenen­
dilemma das Versprechen ernst meint und beim Chicken die Drohung nicht nur 
ein Bluff ist, ist freilich wiederum eine andere Frage.) 
Ein Versprechen bezieht sich in erster Linie auf einen selbst (ich werde etwas 
Nützliches tun). Eine Drohung bezieht sich in erster Linie auf den anderen (du 
wirst einen Schaden erleiden). Man kann diesen Gedanken generalisieren, indem 
man beim Gefangenendilemma einerseits und beim Chicken andererseits vier 
Grundtypen von Handelnden unterscheidet (je nachdem ob sie mit Kooperieren­
den oder Defektierenden kooperieren oder gegenüber Kooperierenden oder De-
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fektierenden defektieren). Dabei liegt beim Gefangenendilemma der Schwer­
punkt des Typus auf "Ego", beim Chicken dagegen auf "Alter". Die folgende Zu­
sammenstellung deutet eine solche Typologie an: 
Unter dem Gesichtspunkt des moralischen Spieles ist Chicken sehr viel pro­
blematischer als das Gefangenendilemma. An die Stelle des "Verläßlichen", der 
sicherlich unsere Hochachtung verdient, tritt jetzt der Typ des "Erziehers", der 
auch dann bei Grün in die Kreuzung hineinfährt, wenn er sieht, daß sich aus der 
Seitenstraße ein Auto nähert. Dem Erzieher stehe ich jedenfalls mit gemischten 
Gefühlen gegenüber. Viel vernünftiger handelt da doch der "breite Kooperator" 
(broad cooperator), der mit dem Erzieher kooperiert - allerdings auch mit dem 
entschlossen rücksichtslosen Kamikaze-Spieler. Der breite Kooperator läßt also 
auch die Rücksichtslosen gedeihen - und schadet damit den Erziehern, die sich 
immer wieder selbst aufopfern müssen. Bedenklich ist auch, daß in Spielen vom 
Typ Chicken diejenigen florieren, die weich gegenüber den Harten, aber hart ge­
genüber den Weichen sind. Im Gefangenendilemma war ein solcher Typ irratio­
nal, aber beim Chicken ist er als "Radfahrer" erfolgreich. 
Viel weniger als beim Gefangenendilemma scheint es beim Chicken eine 
Verhaltensweise zu geben, die zugleich moralisch und rational ist. Vielleicht kön­
nen wir daraus den Schluß ziehen, daß der Gesetzgeber bei sozialtypischen Situa­
tionen, die dem Spieltyp Chicken entsprechen, eher Anlaß zum Eingreifen hat als 
bei Situationen vom Typ Gefangenendilemma. Für die Klärung solcher Fragen 
könnten Computersimulationen und Computerspiele hilfreich sein. 
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