The performance of Hilbert spectrum (HS) in time-frequency representation (TFR) of audio signals is investigated in this paper. HS offers a fine-resolution TFR of time domain signals. It is derived by applying empirical mode decomposition (EMD), a newly developed data adaptive method for nonlinear and non-stationary signal analysis together with Hilbert transform. EMD represents any time domain signal as a sum of a finite number of bases called intrinsic mode functions (IMFs). The instantaneous frequency responses of the IMFs derived through Hilbert transform are arranged to obtain the TFR of the analyzing signal yielding the HS. The disjoint orthogonal property of audio signals is used as the decisive factor to measure the efficiency in TFR. Several audio signals are considered as disjoint orthogonal if not more than one source is active at any time-frequency cell. The performance of HS is compared with well known and widely used short-time Fourier transform technique for TFR. The experimental results show that HS based method performs better in time-frequency representation of the audio signals with the consideration of disjoint orthogonality.
Introduction
The time-frequency distribution of a signal provides information about how the spectral content of a signal evolves with time, thus providing an ideal tool to dissect, analyze, and interpret non-stationary signals. The need for a time-frequency representation (TFR) is stemmed from the inadequacy of either time domain or frequency domain analysis to fully describe the nature of non-stationary signals. A variety of methods to obtain energy density as a function of time and frequency simultaneously have been devised, for example, the short time Fourier transform (STFT), the wavelet transform (WT), and the Wigner-Ville (WV) distribution (WVD). The TFR is also used to clarify and provide additional information about the behavior of non-stationary signals.
One form of TFR can be formulated by the multiplicative comparison of a signal with itself, expanded in different directions about each point in time. Such formulation is a quadratic TFR which is known as Wigner-Ville distribution (WVD) [Pola et al. (1996) ]. On the whole, it gives better temporal and frequency resolution, at the expense of many artifacts and the introduction of negative values, which would correspond to negative energy. This is not physically possible and represents a significant defect in WVD method. These are known issues with the WV spectrum, and there are ways to compensate. The short-time Fourier transform (STFT) localizes frequency components of the signal by modulating it with a window function. The selection of window to have roughly the same shape as the analyzing signals improves the performance although these benefits are usually slight however [Ronald and Duncan] . Another pupular method of TFR is the wavelet tranform (WT) which expands the time domain signal in terms of wavelet functions which are localized in both time and frequency axes [Mertins (1999) ]. The wavelet function makes use of a dilation factor and a translation factor. Although time and frequency do not appear explicitely in the transform results, the variable dilation gives the frequency scale and translation maps the temporal location of an event. It is a critical decision to select the proper wavelet basis function for decomposition based of the characteristics of the analyzing signals. For specific applications, the basic wavelet function can be modified according to the special need, but the requirement has to be given before the analysis [Leng and Forinash (1998) ]. The main problem of wavelet decomposition is that it is not able to manipulate the phase information of the signal.
The TFR of audio signal has many potential applications including blind signal separation, speech recognition, signal characterization, and speech enhancement. Many researches are putting forward the assumption of disjoint orthogonality of the audio signals to separate the sources from the mixtures in time-frequency domain. The disjoint orthogonality of the audio signals is a consideration which means that not more than one signal is active at any time-frequency cell, i.e., at the same time with the same frequency. An efficient TFR is the key tool of implementing such source separation techniques. Among the existing TFR methods Wavelet transform is mainly used in image processing and WVD has a wide range of applications. The STFT is widely used to analyze audio signals in time-frequency space especially when both magnitude and phase information are required. The phase information plays vital role to localize the sources in multi-source audio environment [Roman et al. (2003) ]. Although, WT is widely used in TFR, it does not carry the exact phase information. The proper reconstruction of the signal after some further processing in time-frequency space is rather difficult without the phase information. That is why, only the STFT is taken into consideration to compare with the HS as TFR methods of audio signals. In several algorithms for audio source separation based on source localization and binary masking in time-frequency domain, it is considered that the audio sources are disjoint orthogonal in TF space [Yilmaz and Rickard (2004) ; Baeck (2003) ; Molla et al. (2005) ]. In [Baeck (2003) ], STFT is employed in TFR and it is argued that better disjoint orthogonality of the audio signals yields higher the separation performance. The disjoint orthogonality depends on the technique used in time-frequency representation and on the nature of the source signals. It is an underlying assumption that the finer the resolution of TFR usually offers the better disjoint orthogonality of the signals is achieved.
In this paper, the performance of Hilbert spectrum (HS) is explored as a technique for TFR of audio signals. Any signal is represented as a sum of bases called intrinsic mode function (IMF) obtained by applying EMD, a data adaptive method to analyze non-stationary and nonlinear signals [Huang et al. (1998) ]. The instantaneous frequency and amplitude of each IMF is derived by Hilbert transformation. Then the instantaneous responses of the IMFs are arranged to construct the HS, i.e., time-frequency space corresponding to time domain signals. The basis functions of the EMD are directly derived from data. Each basis function has frequency response as a function of time preserving the non-stationarity of the original signal. The STFT assumes any signal as piecewise stationary and uses suitable window function to produce the short time spectral characteristics of the signal. Whereas, most of the real world signals including speech, audio, radar signals are usually non-stationary. The Fourier transform (FT) based technique treat the signal as a sum of predefined basis functions. If the analyzing signal is well matched with the bases it performs better otherwise the performance is degraded.
When the application domain becomes broader (e.g. audio signals other than voiced speech) and the signal characteristics are unknown, a robust and adaptive TFR method is the candidate for efficient analysis. The TFR using EMD based HS is fully data adaptive and the signal decomposition is performed without any pre-defined basis functions. The disjoint orthogonality of the audio signals is used here to measure the efficiency of the TFR techniques quantitatively. The HS is found as an efficient TFR for audio signals with better disjoint orthogonality. The performance of HS is compared with STFT and the experimental results show the superiority of HS over STFT. Regarding the arrangement of this paper, section two describes the concept and measure disjoint orthogonality, HS and STFT techniques are presented in section three and four respectively, experimental results and discussion are illustrated in section five and finally section six includes the concluding remarks.
Disjoint Orthogonality of Audio Signals
In a multi-source acoustic environment, the simple definition of disjoint orthogonality of audio source is that there is not more than one active source at the same time and with same frequency. This is very hard definition to comply with the audio signals. Some assumptions relax this rigid condition in [Yilmaz and Rickard (2004) ; Baeck and Zolzer (2003) ]. Two audio signals s 1 (t) and s 2 (t) are called as W -disjoint orthogonal if for a given window function w(t), their windowed Fourier transforms are disjoint. Let S 1 (k, l) and S 2 (k, l) be the windowed Fourier transforms (i.e., STFT) of s 1 (t) and s 2 (t) respectively, where k and l are the indices of frequency bins and time frames respectively. The W -disjoint orthogonality (WDO) assumption is stated as:
Considering three audio sources, the disjoint orthogonality condition given by Eq. (1) is illustrated in Fig 1. It represents that each time-frequency cell of the mixture of three sources comes from a single source. This definition makes it clear that the WDO of STFT based method directly depends on the window function. The window function is not necessary to construct the proposed Hilbert spectrum (HS) for TFR of audio signals. The measure of disjoint orthogonality (DO) with HS based TFR is independent of window function. Hence it is simply called as DO by dropping the w term.
We propose a binary mask for individual source signal to measure the DO in time-frequency (TF) domain. The mask for the jth source is defined as:
where N is the number of audio sources. Eq. (2) defines that any cell of the mask M j (k, l) is set to 1 if the jth source contributes to the energy higher than any other source at that cell and 0 otherwise. Then the preserved signal ratio (PSR) representing how much power of the original signal is preserved using the timefrequency mask M j (k, l), is expressed as:
Then how good the mask M j (k, l) suppresses the interfering sources is termed as signal to interference ratio (SIR) and it is defined as:
where
which is the sum of all sources interfering with source j. Combining both values, the measure of disjoint orthogonality ∂ j of the jth source is expressed as:
where the average disjoint orthogonality (ADO) for N sources is finally used to measure the performance of STFT and HS in TFR of the audio signals. It is noted that the ADO of STFT depends on many factors including the type of window function, size and overlapping of the window as well as the number of FFT points. But HS based TFR requires only one parameter, i.e., the number of desired frequency bins.
EMD and Hilbert Spectrum
Empirical mode decomposition (EMD) represents any time-domain signal into a finite set of AM-FM oscillatory components which are the bases of the decomposition. The key benefit of using EMD is that it is an automatic decomposition and fully data adaptive. The principle of the EMD technique is to decompose a signal x(t) into a sum of band-limited functions, g b (t), called intrinsic mode functions (IMFs). Each IMF must satisfy two properties: (i) the number of extrema and the number of zero crossings are either equal or differ by one; (ii) the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero. A special "sifting" process is employed to extract all of the IMFs. [Huang et al. (1998); Flandrin et al. (2004) ] This sifting process is described as following. Firstly, the upper-and lower-envelopes of the signals x(t), as well as their mean value µ 1 (t), are calculated respectively. The first step of the sifting process is to calculate the difference h 1 (t) = x(t) − µ 1 (t). However, h 1 (t) rarely satisfies the two IMF properties and is not taken as the first IMF of the signals straightway. Therefore, the sifting usually has to be implemented for more times, where the "difference" obtained in the previous sifting is taken as "signals" in present sifting. If after (d + 1)th sifting, corresponding difference, h 1d (t) = h 1(d−1) (t) − µ 1d (t), satisfies the IMF properties, then it can be taken as the first IMF component, denoted by g 1 (t), that is, g 1 (t) = h 1d (t). In practice, to determine whether or not h 1d (t) well satisfies the IMF properties, we usually use so-called standard deviation (δ) criterion, i.e., to check if the following inequality holds [Huang et al. (1998) ]:
where T is the frame length and 0.2 ≤ η ≤ 0.3. Next, taking rest data r 1 (t) = x(t)− g 1 (t) as "new" signals and implementing the sifting process on it, we can obtain the second IMF g 2 (t). This procedure should be repeatedly used for B (total number of IMF components) times until the last residue r B (t) becomes a monotonic function. When the decomposition procedure finished, the signals then can be expressed as
where g 1 (t), g 2 (t), . . . , g B (t) are all of the IMFs included in the signals and r B (t) is a negligible residue. Another way to explain how EMD works is that it extracts out the highest frequency oscillation that remains in the signal. Thus locally, each IMF contains lower frequency oscillation than the one extracted just before. The IMFs are interpreted as the basis vectors representing the original signal. The decomposition is performed in a dyadic nature [Wu and Huang (2004) ]. Being data adaptive, the basis usually offers a physically meaningful representation of the underlying processes. Unlike Fourier transform, there is no need of considering the signal as a stack of harmonics and, therefore, EMD is ideal for analyzing non-stationary and nonlinear data.
Each IMF is considered as a mono-component contribution such that the derivation of instantaneous amplitude and frequency provides a physical significance. The advantage of this time-space filtering is that the resulting band passed signals preserve the full non-stationary property in physical space. This filtering method is intuitive and direct, its basis is a posteriori and data adaptive. The completeness of the decomposition is given by the Eq. (8). The original signal can easily be reconstructed by simply adding the bases with negligible error term.
A noisy speech signal and its lower order seven IMF components are shown in Fig 2. It can be observed that higher order IMFs contain lower frequency oscillations than that of lower order IMFs. This is reasonable, since sifting process is based on the idea of subtracting the component with the longest period from the data till an IMF is obtained. Therefore the first IMF will have the highest oscillating components; the components with the highest frequencies. Consequently, the higher the order of the IMF corresponds the lower its frequency content.
Instantaneous frequency
Instantaneous frequency (IF) represents signal's frequency at any time instance and it is defined as the rate of change of the phase angle at the instant. The detail discussion about the signal IF is available in [Huang et al. (2009)] . Every IMF is a real valued signal. The discrete Hilbert transform (HT) is used to compute the analytic signal for an IMF. Then the analytic version of the bth IMF g b (t) is defined as [Huang et al. (1998) ]
where a b (t) and θ b (t) are instantaneous amplitude and phase respectively of the bth IMF and H d [.] denotes the discrete Hilbert transform defined as [Long (2004) ]:
The analytic signal is advantageous in determining the instantaneous quantities such as energy, phase and frequency. The discrete-time IF of bth IMF is then given as the derivative of the instantaneous phase θ b (t) response calculated as,
whereθ b (t) represents the unwrapped version of instantaneous phase θ b (t). The derivative in Eq. (11), is evaluated at discrete instant of t. It should be noted that such derivative introduces the abrupt fluctuations of IF and hence nonlinear smoothing is required. Here, the moving average smoothing filtering is used to remove such fluctuations. The filtering scheme improves the effectiveness of computing IF using discrete derivative. The concept of IF is physically meaningful only when applied to mono-component signals. In order to apply the concept of IF to arbitrary signals it is necessary to decompose the signal into a series of monocomponent contributions. In the recent approaches [Huang et al. (1999) 
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obtained by using Fourier transform are clearly identified. The method of deriving the IMF components is fully data adaptive; it does not employ any mathematical formulation.
Hilbert spectrum
Hilbert spectrum represents the distribution of the signal energy as a function of time and frequency. It is also designated as Hilbert amplitude spectrum H(k, t) or simply Hilbert spectrum (HS). The number of desired frequency bins is an input parameter to construct HS. The overall HS is expressed as the superposition of the individual IMFs' HSs defined as: Molla et al. (2006) ]. Hence, each element H(k, t) of the overall HS is defined as the weighted sum of the instantaneous amplitudes of all the IMFs at kth frequency bin.
where the weight factor w
falls within kth band, otherwise it is 0. After computing the elements over the frequency bins, H represents the instantaneous signal spectrum in time-frequency space as a 2D matrix. It is noted that the time resolution of H is equal to the sampling rate and the frequency resolution can be chosen up to Nyquest limit [Huang et al. (2003) ]. The marginal spectrum represents the cumulated energy over the entire data span in a probabilistic sense at a frequency index. The marginal power spectra corresponding to the Hilbert spectrum H(k, t) can be defined as:
where T is the total data length. The marginal HS of speech signal presented in Fig. 2 is shown in Fig. 5 . It is found that the marginal Hilbert spectra play a different interpretation rather than Fourier spectra [Molla et al. (2006) ]. In the Fourier spectra, the existence of energy at a frequency, k, means a component of a sine or a cosine wave persisted through the time span of the data. The Fourier energy spectrum clearly represents a stack of harmonics. Whereas, the existence of energy in marginal Hilbert spectrum at the frequency, k, means only that, in the whole time span of the data, there is a higher likelihood for such a wave to have appeared locally.
Orthogonality of the decomposition
To measure the efficiency of the decomposition it should also be checked the orthogonality of the decomposition. The elements should all be locally orthogonal to each other. The higher the degree of orthogonality corresponds to less amount of information leakage (cross terms of the data between the components) between the elements. The amount of leakage usually depends on the decomposition method as well as the length of data. To check the orthogonality of IMFs from the EMD, an overall index of orthogonality, IO, is defined [Huang et al. (1998) ] as:
where m and p stand for the indices of IMFs. The residue is also included to evaluate the IO and that is why m and p are extended to B + 1 instead of B.
In the decomposition of the above described speech signal, the overall IO value is only 0.0712. The orthogonality can also be measured for any pair of components g m and g p as:
A set of perfect orthogonal IMF components will give zero values of IO and IO (m,p) . In practice, the accepted solution for those with IO and IO (m,p) are smaller than 0.100 [Molla et al. (2006) ]. The indices of orthogonality between all possible pairs of the first six IMF components illustrated in Fig. 2 are shown in Table 1 . It is noted that the index of orthogonality between two different IMF components is always less than the proposed acceptable value, 0.100. It implies that the cross terms among the IMF components are negligible and hence EMD produces orthogonal. 
Accuracy of inverse transformation
In many speech processing applications including audio source separation, it is often required to reconstruct the time domain signal after performing the processing in time-frequency domain [Roman et al. (2003) ; Yilmaz and Rickard (2004) ; Baeck and Zolzer (2003) ; Molla et al. (2005) ]. The perfect reconstruction of the time domain signal is possible if the time-frequency transformation technique supports proper inverse transformation with minimum required parameters. The experiments demonstrate that EMD as well as Hilbert spectrum is a reversible representation. With step-by-step summing up the IMFs (including the final residue) it is possible to build up the original signal with a negligible error. One can also reconstruct the time domain signal from the Hilbert spectrum. During the Hilbert transform the real part of the signal remains unchanged ]. The time domain signal x r (t) can easily be reconstructed by filtering out the imaginary part from the HS and summing over frequency bins as: where [.] represents the real part of Hilbert spectrum and r B (t) is the final residue of EMD. The signal x r (t) reconstructed from the Hilbert spectrum is shown in Fig. 6 . The reconstruction error (of the order 1 × 10 −15 ) is considered as negligible in reality. On the other hand, it is difficult to reconstruct the original time domain signal from the STFT representation, especially when the window function is used in an overlapping fashion. The inverse transformation becomes more troublesome when the tapered window is used instead of square one. It is also required to know the parameters (e.g. number of FFT points, window function and its length, amount of overlap) which are used in STFT for proper inverse transformation. On the contrary, no parameter is required to get back the time domain signal from the corresponding HS.
The segmental SNR (SSNR) is a good measure of distortion in time domain between original and reconstructed signals [Molla and Hirose (2007) ]. The SSNR of the lth frame is defined as SSNR(l) = 10 log 10
where x (l) (t) andx (l) (t) are the original and reconstructed signals respectively of the lth frame. Then the average SSNR (avgSSNR) is expressed as the mean of SSNR(l) for l = 1, 2, . . . , L, where L is the total number frames. The measure of SSNR is a direct time domain method to illustrate the difference between two signals. This error measure is quite well understood and mathematically tractable. Its main characteristic is that it puts great emphasis on large errors and little emphasis on small errors. Purely from the time domain, it is often difficult to say whether such an error measure is a desirable one or not for the problem at hand. The speech signal and SSNR of the signals reconstructed from HS and STFT based TFR are shown in Fig. 7 . The 512 point FFT, 30 ms Hamming window with 60% overlap are used as the parameters for STFT and inverse STFT (ISTFT). It is noticed that the signal reconstruction error in terms of SSNR is much higher for STFT than HS.
The error measurement between two signals can also be performed in the frequency domain and can be interpreted as a goodness of fit between a given signal spectrum and a model spectrum that approximates it. For determining the quality of the reconstructed power spectrum envelop, its segmental spectral distortion (SSD) is calculated over the power spectrum over the frequency plane as an objective measure. The SSD for the lth frame is defined as in [Ramirez and Minami (2006) ],
where, X (l) (k) andX FFT, 30 ms Hamming window with 60% overlap) are used for STFT and inverse STFT (ISTFT). The spectral distortion is always higher for STFT than HS based method.
Comparisons Between STFT and HS

Temporal and spectral resolution
The signal events are localized in both time and frequency scales in time-frequency space. The time localization clearly identifies signal events which manifest during a short time interval. On the other hand, the frequency localization means to identify the signal components which are concentrated at particular Fourier frequencies, such as sinusoids. In order to better measure a signal at a particular time and frequency, it is natural to desire that the temporal and spectral resolution ∆ t and ∆ k respectively be as narrow as possible. If the waveform is well-localized in both of time and frequency, then ∆ t ∆ k will be small. In STFT the selections of ∆ t and ∆ k are not independent, which means that the scaling cannot be increased simultaneously both time and frequency resolution ]. There is a trade-off of the selection of the time and frequency resolution i.e. ∆ t ∆ k ≥ 0.5. If the window function w(t) is chosen to have good time resolution (smaller ∆ t , then its frequency resolution must be deteriorated larger ∆ k ), or vice versa. The use of STFT can not provide the desired time-frequency resolution.
In Hilbert spectrum the time resolution ∆ t is equal to the sampling period. It does not make use of any window function and it leaves the time axis undisturbed. The HS carries some interesting properties of frequency resolution. If T is the length of data and t is the digitizing rate, 1/T Hz is the lowest frequency possible to extract from the data, the highest frequency extracted from data is 1/κt Hz, where κ is the minimum number of t needed to define the frequency accurately. The Hilbert transform defines instantaneous frequency by differentiation, more data points are of course required to represent an oscillation. For instance, the minimum number of data points is five for a whole sine wave. The whole sine wave is not required to define its frequency but many points within any part of the wave are required to get stable derivative. The maximum number of frequency bins K max of the HS is defined as [Huang et al. (1998) ]:
In order to make the stable derivative, some adjacent frequency components (3/4) are averaged to produce the final representation. From the above discussion it is argued that HS has a better TF representation than the STFT based method. The proper time and frequency localization helps to interpret the events of a signal jointly with time and frequency scales. The time-frequency uncertainty problem with the STFT has something to do with the width of the window function being used. To be technically correct, this width of the window function is known as the support of the window. If the window function is narrow, it is known as compactly supported. If we use a window of infinite length, we get the Fourier transform (FT), which gives perfect frequency resolution, but no time information. Furthermore, in order to obtain the stationarity, we have to maintain a very short window, in which the signal is stationary. The narrower we make the window, the better the time resolution, and better the assumption of stationarity, but poorer the frequency resolution. To explore the uncertainty phenomenon, the EMD as well as Hilbert spectrum are examined for the mixture of two pure tones (cosine waves of frequencies 80 Hz and 250 Hz sampled at 1 kHz) illustrated in Fig. 9 . Applying EMD, the tones are properly separated as two IMFs (IMF-1 and IMF-2) shown in Fig. 9(a) and the corresponding HS is presented in Fig. 9(b) . The components are sharply localized in the TF domain in HS, whereas, it produces two energy bands with a range of frequencies including some additional energies beyond the frequency range contained in the mixture, clearly illustrated in Fig. 9(d) . The EMD based method is fully data adaptive and does not consider that the signal is piece wise stationary. It demonstrates the original nonlinearity and non-stationarity if the signal holds such properties, hence it properly localize the components of a signal efficiently.
Cross-spectral energy
Being a harmonic analysis technique, STFT spreads energy to the high frequency range as the harmonics. Conventionally, these harmonics are viewed as a matter of fact, but the HS reveals that Fourier expansion is a mathematical approximation to a nonlinear process, in which the true physical meaning is beyond the reach of Fourier-based analysis. The Fourier spectrum offers a nice mathematical presentation, yet lacks physical meaning. The energy of the signal is distributed over the predefined harmonics. Even with windowed Fourier transform, any change of signal characteristics shorter than the selected window will be obscured. Due to the overlapping of the window function the STFT also includes the cross-spectral energy between the adjacent time frames.
In HS, it is possible to present the spectral characteristics of the signal at each sampling point but more data points are required to compensate the end effects of IF calculation [Ivan and Baraniuk (1998) ]. It does not include any noticeable amount of cross-term between the time frames. In all fairness, it should be noted that the marginal spectrum of a non-stationary signal does not make sense. That is why, to explore the event of cross-spectral term, the marginal Hilbert and STFT spectra of the mixture of two pure tones are illustrated in Fig. 9 . The HS represents a sharper frequency definition than that shown by the STFT based spectrogram as illustrated in Fig. 9(b) . The spectrogram illustrates the stacks of energy consisting of spurious harmonics and also includes a remarkable amount of cross-spectral terms. The phenomenon becomes clear by concentrating the observation to the marginal energy spectra of Fig. 9(c) . The marginal spectrum calculated from the HS represents the proper frequency localization of the tones with sharp energy bands at that specific frequency location.
A slight spread is occurred due to the end effect of IF calculation by differentiation. Whereas, the marginal Fourier spectrum demonstrates the pure tones with wide range of frequency bands and also some energy terms are present over the whole frequency ranges. Such additional energy terms outside of the actual signal's components are introduced due to the use of window function with overlapping in STFT method and termed as cross-spectral energy.
Experimental Results and Discussion
To explore the performance of Hilbert spectrum (HS) in time-frequency representation of audio signals in term of disjoint orthogonality (DO), the experiments are performed using the speech (male and female speech) signals from TIMIT database.
All the speech signals are with 16 kHz sampling rate and 16 bits amplitude resolution. Each speech signal is transformed to time-frequency domain using HS and STFT based methods. The simulation results are compared with the STFT based time-frequency representation. The TFR by using STFT and HS of male and female speech are shown in Figs. 10 and 11 respectively. It is observed that the signal events are more localized in time-frequency space of HS than that of the STFT. The variations of ADO for different parameters with three speakers are shown in Fig. 12 . Figure 12 length); whereas, the ADO of STFT varies with the FFT length as well as the window functions. There is also a noticeable variation of ADO using STFT with the variation of amount of window overlapping as shown in Fig. 12(b) . The HS does not make use of window function and hence it is constant for such variation. Figure 13 shows the ADO for different number of speakers versus the FFT length. As expected, the results are getting worse while more speakers are in the mix. The signals with three speakers lead to results above 0.8, which means nearly perfect time-frequency representation [Baech and Rickard (2004) ]. There are just very few artifacts. The representation with four speakers is still very good to handle, the ADO is about 0.7, which means there are some noticeable artifacts. The case with five speakers produces the ADO about 0.5, which means that the individual source includes many artifacts and can be described as not intelligible.
With HS the number of frequency bins are defined directly just satisfying the condition of the Eq. (19). The variation of ADO for Hilbert spectrum with the number of frequency bins is very small. There are many factors affecting the time frequency resolution in the STFT based technique. Window size, window type, percentage of overlapping, number of FFT points etc., are the major factors influencing the resolution and performance of STFT. It is also a vital decision to select the appropriate parameters to fit for better ADO with STFT based TFR. Whereas Hilbert spectrum (HS) requires only one parameter, namely, the desired number of frequency bins. At any situation and with any parameter value the ADO of Hilbert spectrum is better than that of STFT based TFR of audio signals. The only deficiency of the HS based TF representation technique is the computational complexity. It requires a longer computational time than the STFT based method. The better efficiency can easily compensate such tiny insufficiency. The overall index of orthogonality is always less than acceptable value 0.10 and hence the amount of cross term of the IMF components is negligible. This is the analytical evidence that HS does not include the cross-spectral energy. In Fourier based filtering the index of orthogonality mainly depends on the number of filters and their predefined bandwidths. On the other hand, the EMD does not require any of those parameters in priori to decompose the given signal into arbitrary number of IMF components. Another effective characteristic of HS based TFR is the less (almost negligible) amount of reconstruction error. In many applications of TF representation including audio source separation, it is required to reconstruct the time domain signal even after performing some processing in TF domain. The reconstruction from spectrogram outputs some spurious error comparing with the original signal. The signals reconstructed from HS are with very high SNR (greater than 300 dB) which is treated as noiseless. In the context of reconstruction error, the HS can be proposed as the reversible technique between time and TF domain. The EMD parameters (number of IMF components, overall index of orthogonality (IO)) and the reconstruction errors in terms of average SSNR (avgSSNR) and average SSD (avgSSD) for HS and STFT based TFR of some typical audio signals are presented in Table 2 . Each of the audio signals is with 5 s length. It is observed that the HS offers better accuracy of inverse transformation to get back the time The use of STFT is faced with the problem of resolution in both time and frequency axes at the same time. Some researches argued that TF domain based audio signal separation technique has better separation efficiency with higher resolution in TF representation [Molla et al. (2004) ]. Narrow windows give good time resolution, but poor frequency resolution. Wide windows give good frequency resolution, but poor time resolution; furthermore, wide windows may violate the condition of stationarity. With the assumption of piecewise stationary is not always justified in non stationary data like the audio signals. Even if the signal is piecewise stationary it is not guaranteed that the window length always coincides with the stationary time scale. It is also not possible to track the variations longer than the local stationary time scale. There is no assurance that the collection of locally stationary pieces constitutes some longer period phenomena. The problem is a result of choosing a window function once and that window is used in the entire analysis. The selection is of course application dependent: If the frequency components are well separated from each other in the original signal, then we may sacrifice some frequency resolution and go for good time resolution, since the spectral components are already well separated from each other. However, if this is not the case, then a good window function could be more difficult than finding a good stock to invest in. The most difficulty is occurred when the signal characteristics are fully unknown. From the phenomenon of the cross-spectral term of Sec. 4.2, it is clear that the STFT includes a noticeable amount of energy other than with the real frequency components contained by the analyzing signal. In another way it can be said that, the STFT also produces some energy spectra with the frequency components which are not really contained by the analyzing signal. The use of HS is capable to overcome all of the mentioned limitations of the STFT based time-frequency representation.
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Conclusions
We have presented the effectiveness of Hilbert spectrum (HS) in time-frequency representation of audio signals. The performances of HS and STFT based TFR methods are compared in term of disjoint orthogonality (DO) of audio signals. The experimental results provide the evidence that Hilbert spectrum based TFR performs better. The higher resolution in TFR offers better DO of the audio signals. It is not possible to increase the TF resolution in STFT based representation to the desired level. Hilbert spectrum can easily meet such type of requirement that can be used in audio signal separation methods.
The specialty of Hilbert spectrum is that the time resolution can be as precise as the sampling period and the frequency resolution depends on the choice up to Nyquist limit. Hence it serves the potential resolution of TFR for the consideration of signal disjoint orthogonality (DO). Another major cause of the improvement of DO is that STFT includes a noticeable amount of cross-spectral energy terms during the use of window function with overlapping, whereas, HS does not suffer from such cross-spectral terms. The robust analysis of disjoint orthogonality for various audio signals using HS and the application of this technique in separating the audio sources from their mixtures are the main concerns as the future works.
