Abstract-The detection of outliers is very essential because of their responsibility for producing huge interpretative problem in linear as well as in nonlinear regression analysis. Much work has been accomplished on the identification of outlier in linear regression, but not in nonlinear regression. In this article we propose several outlier detection techniques for nonlinear regression. The main idea is to use the linear approximation of a nonlinear model and consider the gradient as the design matrix.
I. INTRODUCTION
ANY statistics practitioners have been using residuals for the identification of outliers. The use of residuals resulting from the ordinary least squares (OLS) estimates will give a misleading conclusion because the residuals are functions of leverages and true errors. According to Habshah et al. [9] , the high leverage points together with large errors (outliers) and the residuals are responsible for the cause of masking and swamping of outliers in linear regressions. There are a considerable amount of good written papers relating to identification of outliers in linear regression [see for example, Hadi [10] , Habshah et al. [9] , Cook and Weisberg [7] , Belsley et al. [6] , Anscombe and Tukey [1] and the discussion on the properties of Atkinson's distances in [3] and [4] ). However, not much work has been explored in the formulation of the outlier's identification method in nonlinear regression. Cook and Weisberg [6] and Fox et al. [7] introduced a measure for the identification of outliers in nonlinear model, which is based on the OLS method. However, it is now evident that outliers have an adverse effect on the OLS estimates (see for example Habshah et al. [9] ). In this situation, we suspect that any measures which are based on the OLS estimates are not efficient and this may cause swamping (false positive) and masking (false negative) effects. In this paper, an attempt is made to propose robust method of identification of outliers in nonlinear model.
II. ROBUST NONLINEAR REGRESSION
Consider the nonlinear model with additive error terms: However, many statistics practitioners are not aware of the fact that outliers have an unduly effects on the OLS estimates. As an alternative, robust methods which are not easily affected by outliers are put forward to remedy these problems. There are many robust methods in the literatures and in this paper, only the M and MM estimators are considered (See Huber [14] and Stromberg [20] [14] ). The Newton method (see [21] ) is used to estimate the parameter theta. When convergence is not achieved due to large residuals, the Levenberg-Marquardt is utilized.
Yohai [22] and Stromberg [20] introduced the the MM estimator in linear and nonlinear regression, respectively. Stromberg proposed the computation of MM estimator in three stages as follows; [20] demonstrated that selecting k 0 = 0.212 and k 1 = .9014 will guarantee a high breakdown estimate and will result in 95% efficiency under normal errors, respectively. The parameter estimates computed by these three techniques will be utilized in the development of the outlier measures in nonlinear regression that is discussed in Section III.
III. THE OUTLIER MEASURES
Consider the multiple linear regressions, Hoaglin and Welsh [13] (1) around the true value
at estimated point. Based on this approximation, an equivalent measure for equation (5) which is called as tangent plane leverage matrix is given by
This leverage matrix in nonlinear plays a similar role as the Hat matrix W in linear form, as defined by equation (5) (see [7] p.187 and [16] Chapter 10).
Linear regression uses the Hat Matrix W as a beginning idea of influence detection tool, and creates several statistical measures for outlier detection. In this article, the leverage matrix H in Equation (6) is used in the formulation of the method of the identification of outliers in nonlinear regression.
In this section we extend the idea of influence outlier measures of linear regression for nonlinear case. Instead of using the Hat matrix W defined in (5), the gradient matrix H, as defined in (6) is utilized in the formulation of the influence measure.
A prevalent way of developing an influence detection method is to re fit a model with deleting a special case or a set of cases. Then, observe the amount of change of some statistics such as the parameter estimates, predicted, likelihoods, residuals, and so on, for a recalculated measure with the i'th data point, removed. The notation (-i ) is used for each removed observation. It is important to point out that the three estimators namely the OLS, the M and the MM estimator are used to estimates the parameters of the nonlinear regression.
Subsequently, the respective estimates were utilized in the computation of the influence measures.
The Six outlier measures are briefly discussed as follows;
A. Studentized and Deletion Studentized Residuals
This measure (hereafter refer as i t ) is used for identifying outliers. Suppose ii h is the diagonal of leverage matrix H based on gradient in Equation (6), the studentized residual and the deleted studentized residuals are defined as follows The i'th observation is considered as an outlier if
B. Hadi potential
Hadi [10] proposed Hadi's potential denoted as pii to detect high leverage points or large residuals:
Hadi [10] proposed a cut-off point for pii as
where MAD represents the Mean Absolute Deviance defined by:
C is an appropriately chosen constant such as 2 or 3.
C. Elliptic Norm (Cook Distance)
The Cook Distance (hereafter is refereed as CD) which is defined by Cook and Weisberg [7] , is used to asses the influential observations. An observation is influence if the value of CD is greater than one. They defined CD as
is the parameter estimates when the i'th observation is removed. When
θ is replaced by the linear approximation (see [7] , and [8] ), this norm changes to 
D. Difference in Fits
Difference in Fits, denoted by DFFITS, is another diagnostics measure used in measuring the influence, defined by Belsley et al. [6] . For the i'th observation, DFFITS is defined as 
E. Atkinson's Distance
Atkinson distance (hereafter refer as i C ) for observation i was developed by Atkinson [1] and it is used to detect the influential observation (See [3] and [4] for the discussion of the Atkinson's property). Atkinson [1] defined the Atkinson's distance as follows;
where i d is the deleted studentized residuals. He suggested a cut-off value equals to 2.
IV. NUMERICAL EXAMPLE
In this section, a real data which is referred as the lake data, taken from Stromberg [20] is used to compare the preceding methods. The data set is collected from 29 lakes in Florida by United States Environmental Protection Agency (1978). Stromberg [20] has identified observations 10 and 23 as outliers.
The data presents the relationship between the mean annual total nitrogen concentration, TN, as the response variable and the average influence nitrogen concentration, NIN, and water retention time, TW, as predictors. The model associated with the data is: 
V. SIMULATION STUDY
In this Section, a simulation study was performed to investigate whether the results of the simulation study confirm the conclusion of the real data set that the ti-MM based and CD-MM based are capable of identifying correct outliers.
The simulated value from the logistic model is based on the following function: It can be observed from Table 3 It is interesting to note the results of Table 4 , when there are three outliers in the y directions. The i t -M based, the i t -MM based and the CD-MM based are able to identify the 3 outliers correctly. Other outliers measures fail to identify even a single outlier. For instance, the ii p -MM based masked the 3 outliers and swamps 2 observations (cases 18 and 19) .
The presence of six high leverage points makes it harder for almost all outlier detection methods to detect high leverage points correctly. In this situation, most detection measures fail to identify even a single high leverage point because of the masking effects. It can be seen from Table 5 that again the ti-MM based and CD-MM based did a credible job. Both measures can identify the six high leverage points correctly. World 
VI. CONCLUSION
In this paper, a linear approximation of a nonlinear model is formulated and subsequently leverage matrix based on the gradient is formed. The outlier measures for nonlinear regression are then formulated by incorporating the leverage matrix and the commonly used detection measures based on the OLS, M and MM estimates. The results of the study clearly reveal that the proposed measures which are based on the OLS and M estimates can hardly detect the high leverage points correctly. The studentized residuals-OLS based and CD-M based can detect a single outlier correctly while the i t -M based able to detect 3 outliers correctly. The results of simulation study agree reasonably well with the results of the real data that the ti-MM based and CD-MM based are the best outlier measures in nonlinear regression because they consistently can identify outliers correctly in different outliers scenarios. 
