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Abstract
Biometrics provide an intrinsic method to identify humans based on who you
are, rather than what you remember (PIN, passwords..) or what you possess (ID
cards, keys...). Due to the current success of biometric systems, there is a trend
towards deploying biometrics in less constrained conditions, especially at a long
acquisition distance. There are three main challenges for human identification at
a distance: (1) reduced resolution, (2) quality variation, and (3) unavailability of
a part of biometric modalities.
To address the challenges of (1) and (2), super-resolution (SR) techniques have
been applied. Most current SR approaches are designed to improve the clarity
of the general scene, and thus operate on the pixel values (pixel domain SR). In
the case of biometrics, applying SR is intended to improve the recognition per-
formance of biometric systems, not the clarity of the images. This PhD aims to
improve the recognition performance of SR approaches when applied to biomet-
rics.
Super-resolution can be performed either in the pixel domain or in the feature
domain. In the pixel domain for the iris biometric, this research has shown
that incorporating the quality of iris observations can bolster the accuracy of the
super-resolution reconstruction. The quality of iris observations is assessed based
on image characteristics such as illumination variation, and motion blur, focus,
ii
and off-angle, which are combined to obtain a single weight that characterizes
the quality of the image.
Rather than super-resolving pixel values, super-resolution can also be performed
in the feature domain to directly enhance the features that are used for recogni-
tion. Transforming from the pixel domain to the feature domain, feature-domain
super-resolution constrains the reconstruction and reduces the effect of noise.
However, current feature-domain super-resolution techniques are limited to sim-
ple linear features such as Principal Component Analysis (PCA) and Linear Dis-
criminant Analysis (LDA), which are not the most discriminant features for bio-
metrics. Gabor-based features, which have been shown to be one of the most
discriminant features for biometrics including face and iris, have not been in-
vestigated for feature-domain super-resolution due to their non-linearity. This
research proposes a framework to conduct super-resolution in the non-linear Ga-
bor feature domain to further improve the recognition performance of biometric
systems. Experiments have confirmed the validity of the proposed approach,
demonstrating superior performance to existing linear approaches for both face
and iris biometrics.
To address the challenges of (2) and (3), various fusion approaches have been em-
ployed to fuse multiple biometric modalities. While Bayesian probability based
fusion techniques produce optimal fusion for multibiometric systems, they require
a large amount of training data to construct the model which is not always avail-
able in real-world applications. Hence other techniques are required to deal with
the lack of data and/or the uncertainty of the data. Dempster-Shafer (DS) theory
has been shown to be a powerful method for combining measures of evidence from
different classifiers. One of the major advantages of this technique is the introduc-
tion of an uncertainty concept, which explicitly models the statistical dependence
without any further assumptions. In a biometric context, the uncertainty is in
iii
form of the uncertainty of the data (i.e. data quality) and the varying accuracy
of the classifiers. The ability to adapt for the uncertainty of the data (such as
quality variation, classifier accuracy variation) is particularly critical given the
growing trend towards performing biometric identification at a distance and on
the move. This research seeks to develop a unified framework for multimodal bio-
metric fusion to take advantage of the uncertainty concept of Dempster-Shafer
theory, improving the performance of multibiometric authentication systems.
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Chapter 1
Introduction
1.1 Motivation and Overview
Biometrics are reliable methods for the automatic identification of individuals
based on their physiological and behavioral characteristics such as face, finger-
print, palmprint, gait, iris, retina, and voice [110]. These methods address the
question of automatic identification based on who you are, rather than what you
remember (passwords, PIN number...) and/or what you possess (key, ID cards...).
While traditional authentication methods based on knowledge and tokens are vul-
nerable to being lost, stolen or shared; biometrics provide an intrinsic and reliable
way to identify humans. The physiological and behavioral characteristics are be-
lieved to be unique to each individual, and be stable over a person’s life [110].
While biometrics systems have their own limitations, they have an edge over tra-
ditional security methods in that they can not be easily stolen, shared, or forged.
Besides bolstering security, biometric systems also enhance user convenience by
alleviating the need to remember passwords and carry ID tokens. Given the afore-
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mentioned advantages, biometrics have been employed in a wide range of appli-
cations from personal use (property access control, computer login control...) to
corporate use (time and attendance management, ATM, access control...), from
forensics use (criminal investigation, parenthood determination, missing child...)
to government use (national ID card, driver’s license, border crossing...) [111].
Due to the current success of biometric systems, there is a growing trend in
research to extend biometrics in to less constrained conditions, especially recog-
nition at a long acquisition distance [121]. Performing biometric recognition at a
distance not only extends the applicability and convenience of biometric systems,
but also enables additional applications including border control, surveillance in
critical infrastructure and ambient intelligence.
In 2001, the Defense Advanced Research Project (DARPA) organised a project
called “Human Identification at a distance (HumanID)”. This project aimed to
develop automated biometric identification technologies to detect, recognise, and
identify humans at great distances [105]. From this project, a body of biometric
research has been conducted on gait, face, and iris recognition at a distance. In ad-
dition, a recent book entitled “Handbook of Remote Biometrics: for Surveillance
and Security” [121] has further boosted the growing research trend on biometric
recognition at a distance.
A number of iris recognition at a distance systems have been developed including
Iris on the Move (IOM), operating at 2-3 meters with subjects walking at normal
speed [77]; Eagle-Eyes, operating at 3-6 meters and a capture volume of 3×2×3m3
[8]; Stand-off-Iris, operating at 1.5 meters [126]; Pan-tilt-zoom Iris, operating at
1.5-10 meters [130]; and Long range iris acquisition system, operating at 8-12
meters [123].
Two major challenges when recognising irises at a distance are:
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• The resolution of the captured irises: when recognising irises, it is expected
to have at least 200 pixels across the iris diameter as shown in the Interna-
tional Standards Organization (ISO) Iris Image Standard released in 2005
[46]. This resolution is not a problem for iris recognition at a close distance
(less than 1 meter as in most current commercial iris systems). However,
when extending the capture distance, the resolution of the iris is reduced,
which in turn degrades the recognition performance of the system.
• Quality of the captured irises: when capturing irises at a distance with less
constraints imposed on the participants, the quality of the acquired irises
may vary significantly due to factors such as motion blur, focus, distortion,
or the subjects pose. The variation in quality affects the accuracy of the
whole iris system.
For iris recognition to work reliably at a long distance, these two issues need to
be addressed properly.
Super-resolution (SR) techniques have been employed to address the problem
of low resolution [96]. However, most of current SR approaches are for general
scene enhancement, to improve the overall clarity of the scene. In the case of
biometrics, applying SR to biometric images is aimed at increasing the recognition
performance, not the clarity of the images. SR techniques can be broadly classified
into two groups:
1. Pixel-domain SR: super-resolution is performed at each pixel of the image.
The pixel intensity and the relationship to neighbor pixels are the main
components in the pixel-domain SR approaches.
2. Feature-domain SR: prior to the recognition stage, selected features are
extracted from the image, and the set of feature vectors are super-resolved
to create an enhanced feature vector.
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The research in this PhD is divided into three main sections. The first section
focuses on pixel-domain SR for iris recognition under less constrained acquisition
conditions, including how iris image quality can be assessed to improve the re-
sultant super-resolved image. The second section investigates the feasibility of
performing SR in the feature domain. While feature domain techniques are better
suited to biometric systems, existing approaches have been limited by an inability
to super-resolve non-linear features, such as the Gabor-based features commonly
used in iris recognition. The method is first proposed for super-resolving iris fea-
tures, and is subsequently further developed into a general framework for other
biometric modalities including faces.
When recognising humans using biometric traits, a mono trait may not be always
available or may not be sufficient quality to decide the identity of the subject. Fus-
ing information from multiple biometric traits not only enhances the robustness,
but also the accuracy of a multi-modal biometric system. The third section of the
PhD research is devoted to multimodal biometric fusion using Dempster-Shafer
theory to fuse information from different biometric modalities, with auxiliary
information from quality measures for a robust multibiometric authentication
system.
In the remainder of this chapter the aims and objectives of this thesis will be
described. The scope of the thesis will be defined, and an outline of the thesis
will be presented. Finally, the contributions made in this thesis will be stated.
1.2 Aims and Objectives
This thesis aims to improve the performance of human-recognition-at-a-distance
systems by contributing originally to three components : (a) pixel-domain super-
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resolution for iris, (b) feature-domain super-resolution for biometrics and (c)
multibiometric fusion. These contributions will be in the nature of:
1. Improvements to pixel-domain super-resolution applied to iris biometrics to
improve the recognition performance of the biometric system. See Section
1.2.1 for more detail.
2. Improvements to feature-domain super-resolution for biometrics to improve
the recognition performance of the biometric system. See Section 1.2.2 for
more detail.
3. Improvements to multibiometric fusion to deal with uncertainty factors in-
cluding quality variation and classifier accuracy variation. See Section 1.2.3
for more detail.
1.2.1 Improvements to Pixel-domain SR for Iris Recogni-
tion
Under less constrained conditions when acquiring iris images at a distance, the
quality of the images varies significantly. The quality variation can be due to
out-of-focus, motion blur, off-angle, dilation, occlusion, lighting variation, and
interlacing. Consequently, this variation can decrease the performance of the SR
process. Traditionally, the quality of an image will be assessed and the best qual-
ity frame will be selected for identification and verification. However, instead
of simply discarding low quality images, fusing multiple images with the use of
a quality score in the identification and verification process has been shown to
improve system performance. This research investigates different approaches to
incorporate quality measures into a reconstruction-based super-resolution pro-
cess to generate a high resolution iris image from a low resolution and quality
1.2 Aims and Objectives 6
inconsistent video sequence of an eye.
1.2.2 Improvements to Feature-domain SR for biometrics
There are two questions to applying SR to biometrics:
• If the aim of applying SR to biometrics is recognition performance improve-
ment, then why don’t we focus on super-resolving items needed for recogni-
tion only, rather than all data, much of which may be discarded later in the
feature extraction process. As images are transformed into features before
recognition, it is features that are directly involved in recognition process.
Hence, performing SR on features rather than original pixels, is expected
to reconstruct high-resolution (HR) features which are close to the ideal
true features. Performing SR in the feature domain is expected to be less
noisy and result in a more accurate reconstruction than performing SR in
the pixel domain.
• Any given biometric trait has its own characteristics. When performing
SR on each individual biometric trait, how can we take advantage of these
characteristics to strengthen the reconstruction process. Moreover, since
we perform SR on the feature domain, how do these specific characteristics
present in the feature domain.
These two aforementioned questions have been investigated in a number of papers.
However, the major limitation of the current approaches is that they operate on
linear features such as PCA and LDA [32]. These linear features are limited in
discriminability for biometrics. Gabor-based features such as Gabor-based phase-
quadrant iris features or Gabor-based Local Binary Pattern (LBP) face features
are among the most discriminant features for biometrics. However, there is a
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gap in the literature when performing super-resolution with these Gabor-based
features due to their non-linearity. The second part of this research focuses on
solving the super-resolution problem with these nonlinear features. From this
research, a framework for super-resolving the nonlinear Gabor-based features for
biometrics is proposed.
1.2.3 Improvements to Multibiometric Fusion Using DS
theory
Bayes theory has been used to fuse scores from multiple biometric traits into
one representative score. The approaches based on Bayesian theory can achieve
optimal fusion results. However, these approaches require accurate estimation
of genuine and impostor score distributions. In real life applications, especially
in less constrained acquisition conditions, a large amount of data to accurately
estimate distributions is not always available. When data is lacking, the inaccu-
rate estimation of score distributions will degrade the performance of the fusion,
which in turn reduces the recognition performance of the whole system.
Dempster-Shafer (DS) theory has been developed as an alternative to Bayesian
theory for fusing information to deal with the lack of information and uncertainty
factors in the data [115]. DS theory has been used for multibiometric fusion
[4, 5, 56, 57, 62, 80, 118, 128], however, it lacks a thorough analysis of how
to effectively model the mass concepts in terms of genuine scores and impostor
scores within multibiometric identification/verification problem. This research
aims to provide a thorough analysis of approaches which have been proposed in
the literature, provide pros and cons of these approaches, and propose a novel
approach to deal with problem of multibiometric score fusion. In addition, DS
theory has also seen limited use for dealing with the uncertainty of data such as
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quality variation and classifier accuracy. The ability to deal with these factors
is particularly critical given the trend towards performing biometric recognition
in less constrained conditions. Hence, this research aims to investigate effective
ways to incorporate quality measures into the fusion. From this research, a unified
framework is developed for multibiometric score fusion incorporating uncertainty
factors such as quality measures and classifier accuracy.
1.3 Scope of Thesis
The scope of this thesis is defined by the following research questions:
1. Can incorporating quality measures improve SR for iris biometrics?
2. Can feature-domain SR outperform pixel-domain SR for iris/face in term
of recognition performance?
3. Can nonlinear features (such as Gabor quadrant phase for iris, and Lo-
cal Gabor Binary Pattern Histogram Sequence for face) be employed for
feature-domain SR?
4. How can the concepts of the mass in DS theory be effectively and meaning-
fully modelled for multibiometric fusion?
5. How can uncertainty factors such as quality measures and classifier accuracy
be incorporated within a DS-based fusion approach?
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1.4 Original Contributions and Publications
The original contributions made in this thesis are: (i) A novel pixel-domain super-
resolution approach incorporating quality measures for iris recognition, (ii) A
novel feature-domain super-resolution framework for biometrics using nonlinear
Gabor features, and (iii) A novel score fusion framework using DS theory incor-
porating uncertainty factors such as quality measures and classifier accuracy.
(i) A novel pixel-domain super-resolution approach incorporating qual-
ity measures for iris recognition
Less constrained iris identification systems at a distance and on the move suffer
from poor resolution and poor quality of the captured iris images, which sig-
nificantly degrades iris recognition performance. A reconstruction-based super-
resolution process incorporating quality scores to generate a high resolution iris
image from a low resolution and quality inconsistent video sequence of an eye is
proposed. A novel approach for assessing the focus level of the iris image, which
is invariant to lighting and occlusion conditions, is introduced. The focus score
is combined with several other quality factors to perform the quality weighted
super-resolution where the highest quality frames contribute the greatest amount
of information to the resulting high resolution images without introducing spuri-
ous high frequency components. Experiments conducted on the Multiple Biomet-
ric Grand Challenge (MBGC) portal dataset show that our proposed approach
outperforms the traditional best quality frame selection approach and other exist-
ing state-of-the-art signal-level and score-level fusion approaches for recognition
of less constrained iris at a distance and on the move.
This research has led to one SoICT’2010 conference paper [89], one IVCNZ’2010
conference paper [90], one IEEE Transactions on Information Forensics and Se-
curity journal paper [94].
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(ii) A novel feature-domain super-resolution framework for biometrics
using nonlinear Gabor features
Feature-domain super-resolution has been proposed for face and iris biometrics,
and is shown to further improve recognition performance by capitalising on direct
super-resolving the features which are used for recognition [32]. However, current
feature-domain super-resolution approaches are limited to simple linear features
such as Principal Component Analysis (PCA) and Linear Discriminant Analysis
(LDA), which are not the most discriminant features for biometrics. Gabor-
based features have been shown to be one of the most discriminant features for
biometrics including face and iris [19, 114]. We propose a framework to conduct
super-resolution in the non-linear Gabor feature domain to further improve the
recognition performance of biometric systems. Experiments have confirmed the
validity of the proposed approach, demonstrating superior performance to existing
linear approaches for both face and iris biometrics.
This research has led to one ICIP’2011 conference paper [91], one CVPR’2012
conference paper [93] and a Computer Vision and Image Understanding 2013
journal paper [92].
(iii) A novel score fusion framework using DS theory incorporating
uncertainty factors such as quality measures and classifier accuracy
While Bayesian probability based fusion techniques produce optimal fusion for
multibiometric systems, they require a large amount of training data to construct
the model, and this may not always be available for a real-world application.
Hence other techniques are required to deal with the lack of data and/or the
uncertainty of data. Dempster-Shafer theory has been shown to be a powerful
method for combining measures of evidence from different classifiers. One of the
advantages of this technique is the introduction of an uncertainty concept into
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the theory, which in a biometric context facilitates fusion based on the confidence
of each modality. The ability to adapt for the uncertainty of the data (such as
quality variation, classifier accuracy variation) is particularly critical given the
growing trend towards performing biometric identification at a distance and on
the move. This research develops a unified framework for multimodal biometric
fusion to take advantage of the uncertainty concept of Dempster-Shafer theory,
improving the performance of multibiometric authentication systems.
This research has led to a paper being submitted to IEEE Transactions on Infor-
mation Forensics and Security, which is currently under review .
1.5 List of Publications
The journal articles that have been published as part of this research are as
follows:
1. Kien Nguyen, C. Fookes, S. Sridharan, S. Denman, ‘Quality-Driven
Super-Resolution for Less Constrained Iris Recognition at a Distance and
on the Move’, IEEE Transactions on Information Forensics and Security,
vol. 6, pp. 1248-1258, 2011.
1. Kien Nguyen, C. Fookes, S. Sridharan, S. Denman, ‘Feature-domain
super-resolution for iris recognition’, Computer Vision and Image Under-
standing (CVIU), vol. 117, pp. 1526-1535, aug. 2013.
1. Kien Nguyen, S. Denman, S. Sridharan, C. Fookes, ‘Score-level multibio-
metric fusion based on Dempster-Shafer theory incorporating uncertainty
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factors’, IEEE Transactions on Information Forensics and Security, under
review.
The conference articles that have been published as part of this research are as
follows:
1. K. Nguyen, S. Denman, S. Sridharan, C. Fookes, ‘Feature-domain super-
resolution framework for Gabor-based face and iris recognition’, in IEEE
Conference on Computer Vision and Pattern Recognition (CVPR), USA,
2012, pp. 2642-2649.
2. K. Nguyen, C. Fookes, S. Sridharan, S. Denman, ‘Feature-domain super-
resolution for iris recognition’, in 18th IEEE International Conference on
Image Processing (ICIP), 2011 , Belgium, 2011, pp. 3197-3200.
3. K. Nguyen, C. Fookes, S. Sridharan, S. Denman, ‘Focus-score weighted
super-resolution for uncooperative iris recognition at a distance and on the
move’, in 25th International Conference of Image and Vision Computing
New Zealand (IVCNZ), 2010, New Zealand, 2010, pp. 1-8.
4. K. Nguyen, C. Fookes, S. Sridharan, ‘Fusing shrinking and expanding
active contour models for robust iris segementation’, in 10th International
Conference on Information Sciences Signal Processing and their Applica-
tions (ISSPA), Malaysia, 2010, pp. 185 - 188.
5. K. Nguyen Thanh, C. Fookes, S. Sridharan, ‘Robust mean super-
resolution for less cooperative NIR iris recognition at a distance and on
the move’, in Symposium on Information and Communication Technology,
ACM, Hanoi, Vietnam, 2010, pp. 122-127.
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1.6 Structure of thesis - Thesis by publication
According to QUT PhD regulation a thesis may be submitted as a “thesis by
publications”.
This thesis has been structured to meet the QUT PhD regulations of “thesis
by publication” by presenting only the key outcomes of my research published
(or under the review process) in peer reviewed quality international journals and
conferences.
The journals that I have targeted for the published and submitted papers of my
key results are:
(a). IEEE transactions in Information Forensics and Security (IEEE IFS) - A
prestigious relatively new journal with former ARC ERA 2010 rating of A and
impact factor of 1.34.
(b). Journal of Computer Vision and Image Understanding (CVIU) - A presti-
gious journal with former ARC ERA rating of A and impact factor of 2.485.
The conferences that I have targeted for the published papers are:
(a). Computer Vision and Pattern Recognition (CVPR) - The most prestigious
conference in the area of computer vision with very low acceptance rate.
(b). IEEE Image Processing (ICIP) - A conference of high quality in which key
researchers in the area of image processing publish .
The thesis is outlined as follows:
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Chapter 2: Literature Review
Provides a detailed survey of literature related to iris recognition, super-resolution
and multibiometric fusion using DS theory.
Chapter 3: Pixel-domain super-resolution for iris
(Kien Nguyen, C. Fookes, S. Sridharan, S. Denman, “Quality-Driven Super-
Resolution for Less Constrained Iris Recognition at a Distance and on the Move”,
IEEE Transactions on Information Forensics and Security, vol. 6, pp. 1248-1258,
2011).
This chapter includes the following:
• Overview of super-resolution techniques.
• Details focus assessment for less constrained iris at a distance and on the
move.
• Describes quality metrics for iris images.
• Presents a novel quality-driven super-resolution approach.
• Illustrates the improvement of the proposed approach against other super-
resolution approaches.
Chapter 4: Feature-domain super-resolution for iris and
face
(1. K. Nguyen, S. Sridharan, S. Denman, and C. Fookes, “Feature-domain super-
resolution framework for gabor-based face and iris recognition,” Computer Vision
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and Pattern Recognition (CVPR), 2012 IEEE Conference on, pp. 2642-2649, jun.
2012.
2. K. Nguyen, C. Fookes, S. Sridharan, and S. Denman, “Feature-domain
super-resolution for iris recognition,” Computer Vision and Image Understanding
(CVIU), vol. 117, pp. 1526-1535, aug. 2013.).
This chapter includes the following:
• Describes the common encoding flow in iris and face recognition systems
using Gabor-based features.
• Presents a framework for super-resolving Gabor-based features for iris and
face recognition.
• Illustrates the performance of the proposed framework against pixel-domain
SR approaches and linear feature-domain SR approaches.
Chapter 5: Multibiometric fusion using Dempster-Shafer
theory
(K. Nguyen, S. Sridharan, S. Denman, and C. Fookes, “Score-level multimodal
biometric fusion based on Dempster-Shafer theory incorporating uncertainty fac-
tors,” IEEE Transactions on Information Forensics and Security, submitted 2013).
This chapter includes the following:
• Overviews Dempster-Shafer fusion theory.
• Describes how to apply DS theory to multimodal biometric fusion.
• Proposes a unified framework for multibiometric fusion based on DS theory,
incorporating uncertainty factors including quality measures and classifiers
accuracy.
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• Presents the advantages of the proposed fusion approach over other DS-
based fusion approaches and other conventional quality-based fusion ap-
proaches.
Chapter 6: Conclusions and Future Work
Provides a summary of the research as well as possible avenues of future work.
Chapter 2
Literature Review
2.1 Iris recognition
2.1.1 Iris anatomy
The iris is a protected internal organ of the eye, located behind the cornea and
the anterior cavity, but in front of the lens. The iris consists of muscle tissue
that comprises a sphincter muscle that causes the pupil to contract, and a group
of dilator muscles that cause the pupil to dilate. In general, the iris surface is
divided into an inner pupillary zone and an outer ciliary zone, separated by a
sinuous structure, the collarette [109].
As the pupil dilates and contracts, cryptspit-like oval structures in the zone
around the collarette permits fluids to quickly enter and exit the iris. A se-
ries of radial streaks, caused by bands of connective tissue enclosing the crypts,
straighten when the pupil contracts and become wavy when the pupil dilates.
Concentric lines near the outer ciliary zone become deeper as the pupil dilates,
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causing the iris to fold. These contraction furrows are easily discernible in dark
irises [109].
The limbus and pupillary boundaries define the iris spatial region boundaries
between other ocular structures such as the eyelashes, eyelids, sclera, and pupil.
All the features described above contribute to a highly detailed iris pattern that
varies from one person to the next, providing a strong biometric cue for human
recognition.
Figure 2.1: Iris anatomy [67],[109].
Iris images are usually captured with near-infrared light, since near-infrared imag-
ing not only greatly improves identification in individuals with very dark, highly
pigmented irises, but also makes the system relatively immune to anomalous fea-
tures related to changes in pigmentation [67].
2.1.2 Conventional iris recognition systems
The very first complete iris recognition system, which still dominates commercial
iris systems today, was proposed by Daugman [18]. Daugman’s system will be
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described here as a typical iris recognition system. A typical iris recognition
system consists of six modules as depicted in Figure 2.2.
Figure 2.2: Block diagram of an iris recognition system.
Pre-processing
Acquired iris images may have unexpected factors which need to be eliminated
before proceeding. Pre-processing techniques include, but are not limited to: eye
detection; image quality enhancement such as histogram equalization or contrast
stretching; and image quality evaluation. Image quality is evaluated in order to
decide whether the iris image is of sufficient quality for recognition. One of the
cases in which iris images are not suitable for recognition is when the eye is closed.
The pre-processing techniques vary from system to system.
Segmentation
The iris segmentation module extracts the actual iris region from an eye image.
The iris region is usually approximated by two non-concentric boundary circles:
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the inner boundary circle (or pupil circle) and the outer boundary circle (or limbus
circle).
Figure 2.3: Iris inner and outer boundary circles [18].
An integro-differential operator acting as a circular contour detector is used,
maxr,x0,y0|Gσ(r) ∗
∂
∂r
∮
r,x0,y0
I(x, y)
2pir
ds|. (2.1)
The integro-differential operator searches over the whole image for the maximum
in the blurred partial derivative, with respect to increasing radius, of the nor-
malised contour integral of I(x, y) along with a circular arc, ds, of radius, r, and
center coordinates, (x0, y0).
The iris region can be obscured by upper and lower eyelids and eyelashes. In
Daugman’s approach, eyelids are localised in a similar manner with the inner
and outer boundary circles, with the path of contour integration changed from
circular to an arc.
Normalisation
After being extracted from the eye image, the iris region needs to be transformed
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to a fixed dimension so that it can be used for comparison. The normalization
module uses a rubber-sheet model to transform the iris texture from cartesian to
polar coordinates. The remapping of the iris image, I(x, y), from raw cartesian
coordinates (x, y) to the dimensionless polar coordinates (r, θ) can be represented
as,
I(x(r, θ), y(r, θ))→ I(r, θ), (2.2)
where r is in the unit interval [0,1]; θ is an angle in the range of [0,2pi]; x(r, θ) and
y(r, θ) are defined as linear combination of both of the set of pupillary boundary
points (xp(θ), yp(θ)) and the set of limbus boundary points (xs(θ), ys(θ)), such
that
x(r, θ) = (1− r)xp(θ) + rxs(θ), (2.3)
y(r, θ) = (1− r)yp(θ) + rys(θ). (2.4)
Figure 2.4: Normalisation process: the segmented iris is normalised into a rect-
angle. The occluded region in the iris (caused by the eyelids) is masked out
[18].
The benefits of using polar coordinates are: a normalised iris is invariant to
iris size and/or pupil dilation; normalised irises can be easily registered due to
the common size; a normalised iris is invariant to eye image translation and
transforms eye image rotation into normalised iris translation. Associated with
each unwrapped iris is a binary mask that separates iris pixels from the pixels
that correspond to the eyelids and eyelashes identified during segmentation (see
Figure 2.4).
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Encoding - Feature extraction
Each normalised iris is then demodulated to extract the phase information using
quadrature 2D Gabor wavelets,
hRe,Im = signRe,Im(
∫
ρ
∫
φ
I(ρ, φ)e−iω(θ0−φ)e−(r0−ρ)
2/α2e−(θ0−φ)
2/β2ρdρdφ), (2.5)
where hRe,Im can be regarded as a complex-value bit whose real and imaginary
parts are either 1 or 0 depending on the sign of the 2-D integral; I(ρ, φ) is the
normalised iris; α and β are the multi-scale 2-D wavelet size parameters; and
(r0, θ0) represents the two dimensions of the normalised iris. Only phase infor-
mation is used for recognition because amplitude information is not discriminant
and it depends on extraneous factors such as imaging contrast, illumination and
camera gain. Altogether, 2048 phase bits establish the IrisCode.
Matching
Matching is the step that determines the similarity of a gallery image with a
query image. The Hamming distance is used to calculate the similarity score,
HD =
||(ICA ⊗ ICB) ∩MA ∩MB||
||MA ∩MB|| , (2.6)
where ICA, ICB are the IrisCodes of the gallery iris and the probe iris; and
MA, MB are the corresponding masks. If two bit patterns are completely in-
dependent, such as iris templates generated from different irises, the Hamming
distance should be equal to 0.5. If two bit patterns are from the same iris, the
Hamming distance should be 0.0. However, in practice, because of non-ideal cap-
ture conditions, a threshold is usually used for differentiating between irises from
the same person or from the others.
The Hamming Distance mainly uses the XOR operator, so this method has negli-
gible computational expense. Daugman has claimed this algorithm could execute
up to 1 million comparisons in 1 second with a 3GHz CPU [18].
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Figure 2.5: Hamming distance distribution of genuine and impostor comparisons
[18].
Besides the conventional approach by Daugman [18], there are a number of other
approaches to recognise iris images. Monro et al. [83] employ an approach based
on differences in discrete cosine transform (DCT) coefficients of overlapped an-
gular patches from normalized iris images. Miyazawa et al. [81] employ phase
components in 2D discrete Fourier transforms (DFT) to recognise irises. Sun et al.
[119] represent iris images by ordinal measures with the objective of characterizing
qualitative relationships between iris regions rather than precise measurements
of iris image structures. Dong et al. [20] use a class-specific weight map learned
from the training images of the same iris class to treat different regions of the iris
images differently. These approaches achieve competitive results in comparison
to Daugman’s approach.
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2.1.3 Non-ideal iris recognition approaches
There has been a plethora of work focus on dealing with non-ideal iris recogni-
tion. There are two prominent issues in non-ideal iris recognition approaches:
segmentation and quality assessment.
Segmentation
An iris has conventionally been approximated by two circles. However, for non-
ideal irises, this assumption needs to be re-defined. In 2002, Camus and Wildes
[11] propose using an ellipse for modeling the iris. In 2006, Proenca et al. [103] use
a pre-processing method that applies a fuzzy k-means clustering algorithm to the
position and intensity feature vector of the iris image. Their experimental results
show significant improvement in the robustness of non-ideal iris segmentation.
Another recent method for iris localization which was originally proposed by
Ritter [108], then modified by Abhyankar et al. [2] and Daugman [19] is the
Active Contour Model. Active contours respond to pre-set internal and external
forces by deforming internally or moving across an image until equilibrium is
reached. The contour contains a number of vertices, whose positions are changed
by two opposing forces, an internal force, which is dependent on the desired
characteristics, and an external force, which is dependent on the image. For
localisation of the pupil region, the internal forces are calibrated so that the
contour forms a globally expanding discrete circle. The external forces are usually
obtained from the edge information. In order to improve accuracy Ritter et al.
use the variance image, rather than the edge image.
Iris segmentation using Geodesic Active Contours was first introduced by Arun
Ross and Samir Shah [112] in 2007, and had since been refined [116] in 2009.
The proposed scheme elicits the iris texture in an iterative fashion and is guided
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by both local and global properties of the images. The experiments on CASIA
and WVU non-ideal iris databases show better performance in comparison with
Masek and Daugman’s method.
Another noteworthy recent approach is described by Rui Chen et al. [15]. They
present a probabilistic active contour model by combining level set theory with
a variational method. Two probabilities (the probability of the pixel (x, y) be-
longing to the iris region and the probability of the pixel (x, y) belonging to the
non-iris region) are incorporated into a stopping term of an energy function to de-
cide accurately when to stop iterating (which means that the contour is defined).
In their own recorded iris database, their proposed method shows the high seg-
mentation accuracy (100% in comparison with 76% and 65% for Daugman and
Wildes methods respectively).
Also to handle non-circular iris images, Zhaofeng He et al. [35, 36] describes
a smoothing spline-based edge fitting scheme in addition to their Pulling and
Pushing algorithm to detect non-circular irises.
Quality assessment
For applications in non-ideal conditions, captured iris images can be significantly
degraded by factors such as defocus, lighting variation, and occlusions. These low
quality iris images in turn degrade the recognition performance. The quality of iris
images needs to be evaluated to discard low quality images from the recognition
procedure, or to combine low quality data with other imagery to improve the
recognition capabilities of an iris system. From the first proposed iris recognition
approach in 1993, Daugman introduced a metric to assess the focus level of an iris
image [16]. This metric was further developed by Kang et al. [54]. Both Daugman
and Kang et al. measured the energy of the high-frequency components in an
image to assess the focus level of the image. To assess the focus level of an
iris image, Zhang et al. filed a patent on examining the sharpness of the region
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between the pupil and the iris [131].
In [13], Chen et al. proposed a wavelet-based quality measure for iris images.
The energy of concentric iris bands obtained from 2-D wavelets is measured to
evaluate the quality of the iris image. Ma et al. [75] measured the defocus,
motion, and occlusion by analysing the Fourier spectra of local iris regions. Also
evaluating those three factors, Wei et al. [125] exploited power-based metrics and
simple statistical features.
All above methods are global metrics as the operation is done over the whole
image. In many cases, the local quality of the iris region is not similar to the
quality of the whole image, and a number of local quality metrics have been
introduced. Krichen et al. [61] proposed Gaussian mixture models and active
contours to estimate occlusion and defocus blur. Another local quality metric
was proposed by Hollingworth et al. [37]. The metric evaluates the pupil dilation,
and investigates the degradation caused by pupil dilation.
The major feature of the above methods is that the quality estimation is reduced
to the evaluation of a discrete number of factors (less than 3). A broader number
of quality factors and a combination approach is proposed by Kalka et al. [53].
The proposed factors include out-of-focus and motion blur, occlusion, specular
reflection, illumination, off-angle, and pixel count. These discrete quality factors
can be fused or combined with each other into a single quality score by simple
static or adaptive rules such as Bayesian, Dempster-Shafer, or weighted sum.
Feature representation
Observing that there are a number of bits in the IrisCodes which are more “frag-
ile” or inconsistent than others, Hollingsworth et al. [38, 40] proposed masking
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out these fragile bits to calculate a Fragile Bit Distance (FBD). This FBD is
then combined with the Hamming Distance to generate a fused score, which is
representative for the similarity of the query and the template image.
With the trend towards performing recognition using sparse representations, Pil-
lai et al. [99] propose a unified framework based on random projections and
sparse representations to simultaneously address all the three issues in relation
to iris biometrics: ability to handle unconstrained acquisition, robust and ac-
curate matching and privacy enhancement without compromising security. The
proposed approach divides the Gabor image of the iris image into patches. Each
patch is then compared with the dictionary to find the best match using the
L1-norm. The proposed approach is reported to be accurate and robust against
noise.
To deal with in-plane nonlinear deformations in iris images, Thornton et al. [120]
propose a maximum a posteriori probability (MAP) approach to estimate the
parameters of the relative deformation. The probabilistic framework for matching
iris images accomplishes two things simultaneously: it normalizes for pattern
warping and it returns a distortion-tolerant similarity metric which can be used for
matching two non-linearly deformed image patterns. Proenca et al. [104] propose
dividing the segmented and normalized iris image into six regions, performing an
independent feature extraction and comparison for each region, and combining
each of the dissimilarity values through a classification rule. Another approach
to represent iris features is proposed by Zhenan et al. in [119]. They use ordinal
measures to represent iris features with the objective of characterizing qualitative
relationships between iris regions rather than precise measurements of iris image
structures. Such a representation may lose some image-specific information, but
it achieves a good trade-off between distinctiveness and robustness. They show
that ordinal measures are intrinsic features of iris patterns and largely invariant
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to illumination changes with compactness and low computational complexity.
2.1.4 Iris recognition at a distance and on the move
Iris recognition, which is one of the most robust and highly accurate methods of
recognition, has found popular deployment in real-life applications such as air-
ports for access control or border control. Notwithstanding, most conventional
iris recognition systems require participants to “stop and stare”, which can cause
inconvenience to participants. Three major problems for conventional iris recog-
nition systems are:
• Close acquisition distance in comparison to other biometrics (i.e. face)
• Slow acquisition time, leading to low throughput
• Need to stay still during acquisition
Recent iris recognition research is seeking to overcome these limitations by de-
veloping techniques that can function “on the move” [77] and “at a distance”
[24], [8], [9]. In this section, details on techniques to solve issues relating to iris
recognition on the move and at a distance will be discussed.
Acquisition
In order to acquire iris images on the move and at a distance, new imaging
systems need to be considered rather than conventional cameras. Significantly,
for moving objects and objects at a distance, the quality of images captured will
determine the feasibility of iris recognition systems. For iris on the move and at
a distance, the main concern is the resolution of acquired iris images. According
to The International Standards Organization (ISO) Iris Image Standard released
in 2005, a diameter of 200 pixels of the iris is required for recognition [45]. This
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resolution can be reached easily at a distance of under 1 meter, however is more
challenging at greater distances. As such, the remote iris recognition systems
must be carefully designed to achieve this resolution. The second problem with
iris images acquisition hardware is illumination. The changes in illumination
can cause the iris to dilate or contract. Poor illumination control will degrade
the recognition procedure, potentially generating unusable images. The third
problem of image acquisition is how to track the iris to decide where and when
to capture.
Figure 2.6 depicts a typical configuration of an iris acquisition system. There are
five major components in the system:
• A low-resolution wide Field-Of-View (FOV) camera for human detection
and tracking
• A low-resolution wide FOV camera for face detection and tracking
• A high-resolution narrow FOV camera for capturing irises
• A pan-tilt head to move both the face and iris cameras simultaneously
• Illumination controllers
Most remote iris recognition use this configuration with only slight modifications.
The very first remote iris recognition system was proposed by Fancourt et al. [24].
Their system used an infrared camera together with a telescope to image the iris
at a distance of 5 to 10 meters. Illumination is provided by a 880nm collimated
illuminator. The system can acquire iris images with 128-pixel resolution across
a typical iris diameter. This resolution is good enough for recognition. Nonethe-
less, this system imposes many constraints on the participants, including a fixed
position of the head, staring at a fixed spot. Other researchers have tried to relax
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Figure 2.6: An iris at a distance and on the move recognition system [9].
the constraints on participants by increasing the vertical range of acquisition [3]
and by increasing the depth-of-field [87].
The very-first complete remote iris recognition system is described by Matey et
al. [77], and has been commercialized under the name “Iris on the move Portal”
(IOM) by the Sarnoff Corporation. The system requires moving participants
to pass through a portal with a moderate level of cooperation: looking forward,
normal walking speed, and not engaging in behavior intended to prevent iris image
acquisition. IOM uses a commercial off-the-shelf Pulnix TM-4000CL 2048×2048
15 frames/s camera to cover a capture volume of 20cm wide × 40cm high ×
10cm deep at a distance of approximately 3 meters. More cameras can be used to
increase the coverage area. The position of a camera is fixed, and a participant
has to walk along a guide line and look directly at the camera. Illumination
is provided by 8 strobed illuminators with high-power Light Emitting Diodes
(LEDs). These LEDs are synchronized with the camera through an embedded
circuit. The test with 119 Sarnoff employees showed 99% and 78% identification
accuracy for trained and untrained participants respectively.
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There are three disadvantages to Sarnoff’s system. Firstly, because of the small
height of the capture volume (20 cm wide × 40 cm high × 10cm deep), it can’t
capture irises for people with differing heights. Secondly, users should be very
cooperative: looking forward, normal walking, not engaging in behavior intended
to prevent iris image acquisition. Thirdly, there are many specular reflections in
iris images and glasses that can corrupt the iris image. Using a large number of
illuminators (8) makes this problem significantly worse.
In 2005, Mitsubishi Corporation [63] presented an iris recognition system using
one video camera with a wide field of view for face detection, and a high resolution
digital still camera with a narrow field of view for capturing a series of iris images.
These two cameras are rigidly attached to a pan-tilt unit. This pan-tilt unit is
used to move the cameras so that the eye regions are always in the field of view of
the high resolution still camera. Yet three disadvantages remain. Since they use
a fixed focal-length lens for narrow-field-of-view camera, the depth of field of the
operating range is limited. Secondly, both cameras must be calibrated. Thirdly,
users have to stay very still.
In 2007, Yoon et al. [130] proposed using a light stripe projector for depth
estimation of the stationary subject in the capture volume. Their system covers
a 1 × 1 × 1 m3 capture volume at a stand-off distance of 1.5m to 10m. Only
one pan-tilt-zoom camera is used for both face detection and iris capturing. The
zoom level is adjusted according to whether the system is engaged in face or iris
capture.
In 2008, Wheeler et al. [126] also constructed a stand-off iris recognition system,
but the recognition distance is only 1.5m and it imposed heavy cooperation from
participants.
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The least-constrained system to date is proposed by Bashir et al. [8], [9]. This
system uses video surveillance techniques to acquire multiple biometrics: 2D face
in combination with iris. This system can detect multiple subjects in the capture
volume for face and iris acquisition with a stand-off distance of 3 to 6 meters and
a capture volume of 3 × 2 × 3 m3. Multiple cameras with hierarchically-ordered
fields of views, a highly precise pan-tilt unit (PTU) and a long focal length zoom
lens are combined to acquire face and iris biometrics at a large stand-off distance.
The three cameras are:
• Fixed scene camera for multiple people tracking
• Face camera for face detection
• NIR iris camera for iris image capturing
The scene camera has the largest field of view but lowest resolution, and the iris
camera has the narrowest field of view but highest resolution. Face and NIR iris
cameras are mounted on the pan-tilt unit. These cameras are carefully mounted
such that when a face is detected in the face camera, the iris of the subject is
in the capturing volume of the iris camera. Illumination is provided by a laser
illumination approach. The laser illumination propagates a collimated beam that
maintains its uniform illumination profile over large distances. The laser illumina-
tor is mounted on the PTU assembly and is targeted at the subject. Experimental
results obtained with 13 subjects and 3 attempts show an identification accuracy
of 92% for distances 3.5m to 4.5m. No further experiments are described.
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2.2 Super-resolution
Super-resolution is a technique to improve the resolution of images, by combining
multiple low resolution views to recover or learn the lost high frequency compo-
nents. Super-resolution techniques involve three problems: observation model
design, image registration and reconstruction [96].
Observation model design
The first step in the super-resolution reconstruction problem is the formulation
of an observation model, which relates the high-resolution (HR) image to the
observed low-resolution (LR) images. Several models have been proposed, but
generally the observation model can be expressed as [96],
yk = DBkMkx+ nk, (2.7)
where yk denotes LR images, D is a sub-sampling matrix, Bk is the blur matrix,
Mk is the warp matrix, x is the original HR image, and nk is the additive noise
that corrupts the image. Most techniques proposed for the reconstruction of a
HR image from LR images are based on above observation model. The key step
in the super-resolution process is the registration between the LR source images.
Image registration
Image registration is the process of aligning two or more images of the same scene
taken at different times, from different viewpoints, and/or by different sensors,
by geometrically aligning the images onto a common reference grid. Registering
images involves defining a mapping or a transformation for pixels from the sensed
to the reference image. The transformation can be modeled by the following
formula,
I2(x, y) = g[I1(f(x, y))], (2.8)
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where I1(x, y), I2(x, y) are the pixel values at coordinates (x, y) in images I1 and
I2, f is a transformation that maps the spatial coordinates and g transforms the
intensity. The registration process usually consists of the three steps: feature de-
tection and matching, transformation parameter estimation, and warping. There
are two classes of transformation - global and local [96]. Global methods use
the same transform parameters for the whole image while local methods treat
individual regions differently. Global transformations are useful when the scene
is relatively static, while local transformations are suitable when objects in the
scene move and change independently.
Reconstruction-based super-resolution
Reconstruction-based methods operate directly on the pixel values of the low
resolution images without prior knowledge, so these methods can be applied to
images of various subjects. These algorithms can be divided into two classes: fre-
quency domain and spatial domain [96]. Frequency domain approaches capitalize
on the aliasing that exists in the LR images, an effect easily modelled in the fre-
quency domain. The frequency domain super-resolution algorithms are superior
to spatial domain methods in their theoretical simplicity. These frequency-based
super-resolution methods also have low computational complexity and are suit-
able for parallel implementation due to the simple decoupling of the frequency
domains equations. However, the principal limitation of these techniques is that
they are limited to using a global translation in the observation model. Nu-
merous spatial domain reconstruction-based methods have also been proposed.
Examples include regularized super-resolution reconstruction [34, 95], projection
onto convex sets [97], hybrid ML/MAP/POCS reconstruction [22], iterative back-
projection [44] and adaptive filtering [31]. These methods try to model a wide
range of motions and degradations and include prior knowledge for regularization.
The flexibility, however, comes at the cost of increased computational complexity.
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Learning-based super-resolution
While reconstruction-based super-resolution methods try to recover lost high fre-
quency components caused by aliasing, learning-based methods synthesize them
instead [96]. A set of high resolution images and corresponding low resolution
image patches are used to train the system by providing prior knowledge to the
reconstruction process. These methods almost always produce visually pleasing
images due to the high frequency components created by the process. The prob-
lem is that when reconstruction error is high, the resulting super-resolution image
is often still a clear image, but it may not look like the original image as the high
frequency components that are inserted may not be appropriate for the image
being resolved.
Since learning-based super-resolution techniques may introduce spurious high fre-
quencies, they are less suited to biometric applications.
2.2.1 Pixel-domain super-resolution for iris
In [68], authors from CMU proposed the first technique implementing super-
resolution for iris images (authors claim “Iris Super-Resolution is a very new
topic in the field of image processing and biometric recognition. There is no
relevant information found in the literature”). The proposed procedure is as
follows:
• Step 1: Select the best image from a sequence of iris images.
• Step 2: Interpolate the selected image with with zeros in order to enlarge.
• Step 3: Break the interpolated image into smaller patches, and align each
patch with the template.
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• Step 4: Combine information about the numerical value for each pixel
from scene patches (using linear combination) and fill the holes in template
patches with new values.
• Step 5: Smooth the boundaries of the patches.
However, this approach has not been validated experimentally.
Recently, a number of super-resolution techniques have been proposed for iris bio-
metrics. Kwang et al. [117] proposed a learning-based super-resolution method
based on multiple MLPs (multi-layer perceptrons). The middle and high fre-
quency components of a low resolution iris image are restored from the trained
neural network architecture. The procedure is explained as follows:
• Step 1: Each LR image is divided into small blocks (size 4 × 4, or 5 × 5
depending on the original size of the LR image) as shown in Figure 2.7.
Figure 2.7: Block sizes for reconstructing a HR iris image from a LR iris image
as shown in [117].
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• Step 2: Each block is classified into one of 3 types: vertical, non-edge, and
horizontal, based on the following criteria:
– Vertical if (V −H) >= T
– Non-edge if −T <= (V −H) < T
– Horizontal if ((V −H) < −T
where V = |(I1 + I3) − (I2 + I4)|, H = |(I1 + I2) − (I3 + I4)|, and T is a
threshold to determine edge direction.
• Step 3: These 3 types of blocks are fed into 3 corresponding multi-layer
perceptron neural networks to estimate the selected pixel values (O1, .., O4
for the block size 4× 4, and O1, ..., O5 for the block size 5× 5).
• Step 4: Blocks are reassembled into a HR iris image. Pixels without values
are filled in using bi-linear interpolation.
This proposed approach has been shown to outperform conventional bi-linear
interpolation in terms of the Equal Error Rate (EER) of the iris recognition
system.
Huang et al. [47] proposed another learning-based method based on the Circular
Symmetric Filter (CSF). Their algorithm predicts the prior relationship between
iris feature information in different bands and incorporates this into the process
of iris image enhancement. This approach works as follows:
• Step 1: Enlarge the test image using cubic interpolation.
• Step 2: Filter the interpolated image using the CSF to generate the initial
features.
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• Step 3: Break the obtained medium frequency image in a raster-scan order,
and normalize the low-resolution patches using a local contrast normaliza-
tion method.
• Step 4: Scan over each low-resolution patch. Use the L1 distance to find
200 patch pairs from the training set whose feature vectors are closest to
the input patch at each step.
• Step 5: Use spatial constraints at adjacent patch borders to select the best
matching pair from this sub-set of patch pairs.
• Step 6: Reverse the normalization for the predicted high-resolution patch
and add it to the corresponding output patch. The average pixel values are
used in overlapping regions.
• Step 7: Obtain the desired super-resolution image by adding the high fre-
quency image to the test image.
Experiments shows improvement in correct classification rates for the proposed
approach in comparison with the traditional interpolation super-resolution and
the approach of [30].
Both Huang et al. [47] and Kwang et al. [117] are reported to show good per-
formance in visual and recognition enhancement. However, the robustness of iris
recognition is due to the high level of distinction among different irises; the learn-
ing process as used in [47, 117] can introduce spurious high frequencies, which
may mislead a recognition procedure. In addition, both methods are tested using
artificially-created low resolution images (low resolution iris images are produced
by degrading high resolution images with a Gaussian kernel and down-sampling),
casting doubt as to whether they will work with real low resolution images that
suffer from additional challenges. There is also the question of how to effectively
learn the dictionary for these techniques.
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From a reconstruction perspective, Fahmy [23] proposed a reconstruction-based
super-resolution technique to reconstruct higher resolution iris images from video
sequences. From 3 seconds of video (90 to 100 frames), a set of 16 frames is se-
lected and registered using a cross correlation model [134]. From these 16 aligned
frames, a set of 9 frames is chosen for reconstructing one HR iris image (no se-
lection criteria is provided in the paper). The auto-regressive signature value
between the reference frame (the first frame in the chosen sequence) and each of
the 8 remaining frames is calculated in 3 directions: vertical, horizontal, and di-
agonal. Then, one frame with the highest auto-regressive signature value in each
direction is selected. These 3 selected frames are interleaved with the reference
frame to generate one image at 4-times higher resolution. This process can be
iterated to reconstruct a 16-times higher resolution frame. Experiments shows
improvement in terms of recognition performance for the 4 and 16 times resolu-
tion images in comparison with the original LR image. However, Fahmy’s [23]
approach uses the whole eye image for registration, which is potentially problem-
atic due to iris dilation and contractibility properties. Furthermore, the situation
will be worse in less constrained iris recognition applications. In addition, the
frames employed for super-resolution have to be in focus, otherwise the perfor-
mance of the reconstruction will significantly degrade. This constraint makes this
approach impractical and thus unsuitable for real life applications.
2.2.2 Feature-domain super-resolution for iris
While pixel domain super-resolution has been shown to improve performance for
iris recognition, there are two problems with this approach:
• The aim of applying SR to biometrics is not for visual enhancement, but
to improve recognition performance. Most existing SR approaches are de-
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signed to produce visual enhancement. If recognition improvement is de-
sired, why do we not focus on super-resolving only items essential for recog-
nition?
• Each biometric modality has its own characteristics. Most existing SR ap-
proaches for biometrics are general-scene SR approaches. Can any specific
information from biometric models be exploited to improve SR performance?
In the literature, to the best of authors’ knowledge, there is no previous work
concerning feature-domain super-resolution for iris recognition. The only exist-
ing work concerns super-resolving face features [32] to improve recognition per-
formance. Observing that most face recognition systems employ a pre-processing
step to reduce the dimension of the image prior to further processing, Gunturk
et al. proposed to transfer the SR reconstruction from the pixel domain to the
lower dimensional face space.
The original image, x, is transformed to a low resolution image by Downsampling,
D(i); Blurring, B(i); and Warping, W (i), as follows,
y(i) = D(i)B(i)W (i)x+ n(i), (2.9)
where y(i) is the low resolution image and n(i) is the observation noise.
The original and low resolution images are represented as a combination of coef-
ficients in the eigenface domain:
x = Φa+ ex, (2.10)
y(i) = Ψaˆ(i) + e(i)y , (2.11)
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Substituting Equation 2.10 and 2.11 into 2.9, we have
Ψaˆ(i) + e(i)y = H
(i)Φa+H(i)ex + n
(i). (2.12)
Withdrawing a(i), we have,
aˆ(i) = ΨTH(i)Φa+ ΨTH(i)ex + Ψ
Tn(i) (2.13)
Equation 2.13 presents the relationship between high resolution features and low
resolution features. The relationship between the high resolution and low resolu-
tion image of Equation 2.9 has been transformed into the feature domain. From
this relationship in the feature domain, the high resolution features can be esti-
mated using a maximum a posterior (MAP) approach to maximise the product
of the conditional probability p( ˆa(1), ..., ˆa(M)|a) and the prior probability p(a),
a˜ = argmaxap(
ˆa(1), ..., ˆa(M)|a)p(a). (2.14)
These approaches no longer super-resolve images in the pixel-domain, but super-
resolve the extracted features that are used for classification in the feature-
domain, and the SR output (a super-resolved feature vector) is directly employed
for recognition.
Different linear features including Principle Component Analysis (PCA) [32, 91]
and Tensor Face [50] have been investigated to improve biometric performance.
These features are super-resolved using a maximum a posterior estimation ap-
proach. Specific knowledge of face models is incorporated in the form of prior
probabilities to constrain the SR process, improving robustness to noise and seg-
mentation errors. These approaches have been shown to outperform the equiva-
lent pixel-domain SR approaches for face recognition.
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2.3 Multibiometric fusion using Dempster-
Shafer theory
The Demspter-Shafer theory of evidence [115] is a powerful tool for representing
uncertain knowledge. In a finite discrete space, DS theory can be interpreted as
a generalisation of probability theory where probabilities are assigned to sets as
opposed to mutually exclusive singletons. DS theory employs degrees of belief
(or mass, a generalisation of probability) assigned to sets of hypotheses (rather
than single events). Consequently, evidence in DS theory can be meaningful at
a higher level of abstraction without having to resort to assumptions about the
events within the evidence set. When the evidence is sufficient enough to permit
the assignment of probabilities to only single events, DS theory collapses to the
traditional Bayesian probability counterpart. In other words, DS theory directly
represents the uncertainty in the form of the probability of evidence sets (rather
than single events), which allows the system to deal with the lack of data without
any further assumptions. DS theory also introduces a framework for combining
evidence.
Let Θ = {θ1, θ2, ..., θk} be a finite set of mutually exclusive possible hypotheses,
referred to as the frame of discernment. The power set, 2Θ, is the set of all subsets
of Θ including itself and the null set, . Given these definitions, DS theory is
outlined as follows.
Basic Belief Assignment (BBA): DS theory assigns a mass (degree of belief)
to each subset in the power set, 2Θ. While traditional probability theory employs
a measure of probability to assign to each atomic hypothesis θi in the frame of
discernment, the mass in DS theory is assigned not only to each atomic hypoth-
esis, but also to combinations of hypotheses. Hence each subset in the power set
is assigned a mass. The function, m, that assigns a mass in the range of [0, 1] to
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each subset, A, is called a basic belief assignment (BBA). This function satisfies
the following,
m() = 0, and
∑
A⊆2Θ
m(A) = 1. (2.15)
The value of a mass (roughly equivalent to probability) is the belief that supports
hypothesis A, but does not support any subsets of A.
Belief function: From the basic belief assignment, the upper and lower bounds
of the interval which contains the precise probability of a subset of interest, are
bounded by two non-additive continuous measures called Belief and Plausibility
respectively. These two bounds for a set, A, are defined as,
Bel(A) =
∑
B|B⊆A
m(B), (2.16)
Pl(A) =
∑
B|B∩A 6=
m(B). (2.17)
There is a direct relationship among three quantities: m(A), Bel(A), and Pl(A).
Given any one of these three measures, it is possible to determine the values of
the other two. If the mass is known, belief and plausibility can be derived as
shown in Equation 2.16 and 2.17. If the belief is known, the other two measures
can be derived as follows,
m(A) =
∑
B|B⊆A
(−1)|A−B|Bel(B), (2.18)
Pl(A) = 1−Bel(A), (2.19)
where |A−B| is the difference of the cardinality of the two sets, A and B; and A
is the classical complement of A. This definition of plausibility in terms of belief
comes from the fact that all BBAs must sum to 1 (see Equation 5.1).
Bel(A) =
∑
B|B⊆A
m(B) =
∑
B|B∩A=
m(B) (2.20)
= 1−
∑
B|B∩A 6=
m(B) = 1− Pl(A). (2.21)
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Combination rule: Consider two BBAs, m1(.) and m2(.), for two belief func-
tions, Bel1(.) and Bel2(.), respectively. Let A and B be focal elements of Bel1(.)
and Bel2(.). Then two evidence sources m1(.) and m2(.) can be combined to ob-
tain the belief mass committed to C ⊂ Θ according to the following combination
or orthogonal sum [115],
m12(C) = m1(C)⊕m2(C) (2.22)
=
∑
A∩B=Cm1(A)m2(B)
1−∑A∩B=m1(A)m2(B) , (2.23)
when C 6= . The denominator is a normalisation factor, which intuitively
measures how much m1(.) and m2(.) are conflicting.
The DS combination rule is commutative and associative; and it can be effortlessly
extended to combining multiple evidences sequentially,
m = ((m1 ⊕m2)⊕m3)...⊕mN = ⊕Ni=1mi. (2.24)
Note that the DS combination rule assumes that the evidences are independent.
If the evidences are not independent, the DS combination rule has to be modified
as shown in [85],
m12(C) =
∑
A∩B=C [m1(A)m2(B)]
n
1−∑A∩B=[m1(A)m2(B)]n , (2.25)
where n is a weight. More justification for the DS combination rule can be found
in [106, 113]. In this research, the evidences from different biometric modalities
are assumed to be independent.
For biometric verification, DS theory requires three masses to be determined:
genuine, impostor, and either (see Section 5.3). Researchers have modeled the
mass of Genuine using various approaches. Since m(G) is the hypothesis that
the query and the template belong to the same class, it is obvious that this mass
should be proportional to the similarity score.
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In [56], Dakshina el al. employ DS fusion theory to combine scores from a face
classifier and an ear classifier. The mass of genuine, m(G), is simply assigned by
the matching scores. Then a fused score is generated by the DS theory combina-
tion rule:
m(G) =
∑
ΓFace∩ΓEar=Cm(Γ
Face)m(ΓEar)
1−∑ΓFace∩ΓEar=m(ΓFace)m(ΓEar) . (2.26)
where m(ΓFace) and m(ΓEar) are matching scores of Face and Ear respectively.
Using the same fusion strategy, [57] combines face local feature scores and face
global feature scores. Similarly, in [76], Mahoor et al. combine matching scores
of a 2D face classifier and a 3D face classifier as follows,
m(G) =
sn1s
n
2
1 + 2sn1s
n
2 − sn1 − sn2
, (2.27)
where sn1 and s
n
2 are the match scores computed from 2 face classifiers. It is not
explicitly described in all 3 papers how the mass of impostor is modeled. It can
be inferred that the mass of impostor is estimated by complementing the mass of
genuine. However, there is no normalisation process prior to combination process,
and it is not clear how the fusion really works.
In [80], the authors employed an increasing function, Ψ(.), such as a sigmoid or
exponential, which maps the scores into the range [0, 1]. The estimation of three
masses (genuine, impostor, either) is decided by the value of the match score,
if (S > Maximp) : m(G) = Ψ(S),m(E) = 1−Ψ(S)
else if (S < Mingen) : m(I) = 1−Ψ(S),m(E) = 1−Ψ(S)
else if (S ∈ [Mingen,Maximp] :
if (S > t) : m(G) = Ψ(S),m(E) = 1−Ψ(S)
else m(I) = 1−Ψ(S),m(E) = 1−Ψ(S)
In [118], Richa et al. proposed to estimate m(G) by weighting the normalised
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scores with the recognition rate of the corresponding classifier as follows,
m(G) = P ∗ S, (2.28)
where S is the matching score and P is the recognition rate of the corresponding
classifiers.
In [5], the authors formulate m(G) through a combination of the distance scores
between the query, xi, and the template, x; the rank of the prototypes according
to their distance values; and the number of prototypes belonging to the same
class,
mi(G) =
fi(x)∑k
j=1 fj(x)
, (2.29)
fi(x) =
ai
1− ai , (2.30)
ai =
Nx(C)
√
R(xi)Vi(x)
d(x, xi)
. (2.31)
While the approaches to define m(G) make intuitive sense, these existing ap-
proaches are limited in the way they model the mass of the uncertainty. To
summarise, m(E) has been defined in one of the following two ways:
• m(E) = 0,m(I) = 1−m(G) (see [56, 57, 76, 118]),
• and m(E) = 1−m(G),m(I) = 0 (see [5, 80]).
In the first case, m(E) = 0 means that there is no uncertainty in the match score
inputs. As when m(E) = 0, DS theory collapses to traditional probability theory,
setting m(E) = 0 negates any benefits from using DS theory. In the second case,
complementing m(E) with the mass of genuine is unreasonable as it sets the mass
of impostor, m(I), to 0, meaning that the system is assuming that an impostor
attempt will never occur.
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Authors in [4] attempt to address this limitation by treating the uncertainty as a
constant to be learnt from the training data to minimise the overall mean squared
error. While this does allow m(G), m(I) and m(E) to be utilised, m(E) does
not necessarily indicate the reliability of a given query. Rather it is simply set
as a constant to maximise accuracy, and is perhaps a better indicator of each
classifiers uncertainly instead of each piece of input data. Another approach
employing DS fusion simply imposes the remaining belief on the uncertainty,
such that m(E) = 1 −m(G) −m(I) [107]. No specific meaning is given to the
mass of uncertainty.
Instead of simply canceling m(E) out, complementing it with m(G), or modeling
it with a constant to be learnt; this mass of uncertainty should meaningfully
reflect the uncertainty of a given query image in the biometric system.

Chapter 3
Pixel-domain super-resolution for
iris
This chapter is made up of a published journal paper (IEEE transactions on
IFS):
Kien Nguyen, C. Fookes, S. Sridharan, S. Denman, “Quality-Driven Super-
Resolution for Less Constrained Iris Recognition at a Distance and on the
Move”, IEEE Transactions on Information Forensics and Security, vol. 6, pp.
1248-1258, 2011.
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ABSTRACT Less constrained iris identification systems at a distance and on
the move suffer from poor resolution and poor quality of the captured iris im-
ages, which significantly degrades iris recognition performance. This paper pro-
poses a new signal-level fusion approach which incorporates a quality score into
a reconstruction-based super-resolution process to generate a high resolution iris
image from a low resolution and quality inconsistent video sequence of an eye. A
novel approach for assessing the focus level of the iris image, which is invariant
to lighting and occlusion conditions, is introduced. The focus score is combined
with several other quality factors to perform the quality weighted super-resolution
where the highest quality frames contribute the greatest amount of information
to the resulting high resolution images without introducing spurious high fre-
quency components. Experiments conducted on the Multiple Biometric Grand
Challenge portal dataset show that our proposed approach outperforms the tra-
ditional best quality frame selection approach and other existing state-of-the-art
signal-level and score-level fusion approaches for recognition of less constrained
iris at a distance and on the move.
3.1 Introduction
Biometrics are reliable methods for the automatic identification of individuals
based on their physiological and behavioural characteristics such as face, finger-
print, palmprint, gait, iris, retina, and voice. Among the biometrics, the iris has
been shown to be one of the most accurate traits for human identification due
to its stability and high degree of freedom in texture [18, 49]. Most existing iris
recognition systems require users to present their irises to a camera at close dis-
tance (less than 0.6m), to ensure images of sufficient quality are captured. The
research community is interested in enabling iris recognition to be conducted in
less constrained environments, such as on the move and at a distance. The most
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challenging problem with less constrained iris identification at a distance and on
the move is the lack of pixel resolution. In [53], Kalka et al. demonstrated the
significant recognition performance degradation when the iris image resolution
decreases.
Super-resolution techniques have previously been employed to address the low
resolution problems for a number of applications [96], especially for intelligent
surveillance [28, 72]. These techniques reconstruct or learn lost high-frequency
information to enhance the resolution of an imaging system. Super-resolution
techniques can be categorized into two classes: reconstruction-based methods
and learning-based methods [96]. The former reconstructs lost high-frequency
information by taking advantage of multiple low resolution frames of the same
scene. In contrast, the latter attempts to guess the lost high-frequency informa-
tion from pre-trained templates. Both methods have been utilized extensively in
face image enhancement [29, 32, 51, 71, 72].
Recently, super-resolution techniques have been considered for iris resolution en-
hancement. Kwang et al. [117] propose a learning-based super-resolution method
based on multiple MLPs (multi-layer perceptrons). The middle and high fre-
quency components of a low resolution iris image are restored from the trained
neural network architecture. Huang et al. [47] propose another learning-based
method based on the CSF (Circular Symmetric Filter). Their algorithm predicts
the prior relation between iris feature information of different bands and incor-
porates this into the process of iris image enhancement. Both Huang et al. [47]
and Kwang et al. methods [117] are reported to show good performance in visual
and recognition enhancement. However, the robustness of iris recognition is due
to the high level of distinction among different irises; the learning process as used
in [47, 117] can introduce spurious high frequencies, which may mislead a recog-
nition procedure. In addition, both methods are conducted in artificially-created
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low resolution images (low resolution iris images are produced by degrading high
resolution images with Gaussian kernel and down-sampling), casting doubt as to
whether they will work with real low resolution images that suffer from additional
challenges.
From a reconstruction perspective, Fahmy [23] proposed a reconstruction-based
super-resolution technique to restore multiple low-resolution iris frames captured
at a distance of 3 feet. The process of building a high resolution image is based
on an autoregressive signature model between successive low resolution images in
filling the sub pixels in the constructed high resolution image. However, Fahmy’s
[23] approach uses the whole eye image for registration, which is potentionally
prone to errors due to iris dilation and contractibility properties. The situation
will be worse in less constrained iris recognition applications.
Along with low resolution, iris biometric systems at a distance and on the move
also suffer from inconsistent quality such as out-of-focus, motion blur, off-angle,
dilation, occlusion, lighting variation, and interlacing [53, 133, 135] as seen in Fig-
ure 3.1. These factors significantly degrade the recognition performance [53, 135].
Traditionally, the quality of an image will be assessed and the best quality frame
will be selected for identification and verification [18]. A number of quality met-
rics have been proposed [53, 133, 135]. However, instead of simply discarding
low quality images, fusing multiple images with the use of a quality score in the
identification and verification process has been shown to improve system perfor-
mance [1, 27, 86]. To make super-resolution robust in such poorly-constrained
environments, a super-resolution approach needs to exploit multiple factors to
intelligently fuse information from different frames in the video sequence.
This paper proposes a novel approach to incorporate the quality score into a
reconstruction-based super-resolution process to reconstruct a high resolution iris
image from a low resolution and quality inconsistent video sequence of an eye.
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The proposed iris recognition system uses a novel focus assessment approach,
and a quality metric [53] that incorporates this focus score amongst other cri-
teria, to perform a weighted super resolution where the highest quality frames
contribute the greatest amount of information to the resulting high resolution
images. The highest quality frames provide the strongest contribution to the fi-
nal super-resolved image, while the others provide reinforcement and potentially
additional information when occlusions are present. This fusion approach takes
advantage of multiple frames instead of simply selecting the best quality frame
and discarding the others.
Performance of the proposed technique has been evaluated on the Multiple Bio-
metric Grand Challenge (MBGC) portal dataset [98]. This dataset is organized
by the National Institute of Standards and Technology (NIST) and the University
of Notre Dame du Lac (UND) to provide near-infrared (NIR) face portal videos
recorded when participants walked through a portal located 3m from a fixed-
focal-length NIR camera. This less constrained at-a-distance and on-the-move
iris dataset is a challenging dataset since the quality of video frames is variant
with out-of-focus, motion blur; the iris region can be severely obscured by re-
flection, glasses, eyelids, eyelashes, shadows and participants closing or blinking
their eyes in a number of frames. Examples of poor quality eye images can be
found in Figure 3.1.
The proposed technique is compared to the traditional best quality selection
approach [18, 65], a robust mean super-resolution approach described in both [70,
89], and a Linear Weighted super-resolution approach proposed in [90]. From a
multibiometrics point of view, a super-resolution technique can also be considered
as a signal-level fusion technique. Hence, the proposed technique is also compared
to a signal-level fusion approach proposed in [39, 41], and other score-level fusion
approaches to show the validity. To the best of our knowledge, this paper is the
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Figure 3.1: Bad quality eye images: a) Out of focus, b) Closed eye, c) Severely
occluded by eyelids, d) Glass and reflection, e) Missing, f) Dark and low contrast.
Figure 3.2: A sequence of frames in one video sequence. The level of illumination
and focus level of the iris varies significantly. In several sequences, there is also
variable occlusions, but this is not shown in this sequence.
first to propose a super-resolution technique for a real low resolution, low quality
iris video sequence dataset - the MBGC NIR iris portal dataset. While most
other iris recognition algorithms proposed for the MBGC portal dataset analyse
the quality and choose the best quality frame from a portal video sequence for
comparison [65, 66, 98], our approach fuses information from all frames that
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are above a given quality score to take advantage of multiple frames in a video
sequence. The proposed technique is also novel in the development of a quality-
driven super-resolution fusion scheme.
The remainder of this paper is organized as follows: a super-resolution overview
is presented in Section II; Section III describes the proposed quality-driven super-
resolution approach; Section IV explains our experiments on the MBGC portal
dataset, and the research results are discussed and concluded in Section V.
3.2 Super-resolution overview
Super-resolution is a technique to improve the resolution of images, by combining
multiple low resolution views to recover or learn the lost high frequency compo-
nents. Super-resolution techniques involve three problems: observation model
design, image registration and reconstruction [96].
Observation model design
The first step in the super-resolution reconstruction problem is the formulation of
an observation model, which is to develop a model that relates the high-resolution
(HR) image to the observed low-resolution (LR) images. Several models have
been proposed, but generally the observation model can be expressed as [96],
yk = DBkMkx+ nk, (3.1)
where yk denotes LR images, D is a sub-sampling matrix, Bk is the blur matrix,
Mk is the warp matrix, x is the original HR image, and nk is the additive noise
that corrupts the image. Most techniques proposed for the reconstruction of a
HR image from LR images are based on above observation model. The key step
in the super-resolution process is the registration between the LR source images.
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Image registration
Image registration is the process of aligning two or more images of the same scene
taken at different times, from different viewpoints, and/or by different sensors
by geometrically aligning the images onto a common reference grid. Registering
images involves defining a mapping or a transformation for pixels from the sensed
to the reference image. The transformation can be modelled by the following
formula,
I2(x, y) = g[I1(f(x, y))], (3.2)
where I1(x, y), I2(x, y) are the pixel values at coordinates (x, y) in images I1 and
I2, f is a transformation that maps the spatial coordinates and g transforms
the intensity. The registration process usually consists of the three steps: fea-
ture detection and matching, transformation parameters estimation, and warping.
There are two classes of transformation - global and local [96]. Global methods
use the same technique for the whole image while local methods treat various
regions differently. Global transformations are useful when the scene is relatively
static, while local transformations are suitable when objects in the scene move
and change independently.
Reconstruction-based super-resolution
Reconstruction-based methods operate directly on the pixel values of the low
resolution images without prior knowledge, so these methods can be applied to
images of various subjects. These algorithms can be divided into two classes: fre-
quency domain and spatial domain [96]. Frequency domain approaches capitalize
on the aliasing that exists in the LR images, an effect easily modelled in the fre-
quency domain. The frequency domain super-resolution algorithms are superior
to spatial domain methods in their theoretical simplicity. These frequency-based
super-resolution methods also have low computational complexity and are suit-
able for parallel implementation due to the simple decoupling of the frequency
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domains equations. However, the principal limitation of these techniques is that
they are limited to using a global translation in the observation model. Nu-
merous spatial domain reconstruction-based methods have also been proposed.
Examples include regularized super-resolution reconstruction [34, 95], projection
onto convex sets [97], hybrid ML/MAP/POCS reconstruction [22], iterative back-
projection [44] and adaptive filtering [31]. These methods try to model a wide
range of motions and degradations and include prior knowledge for regularization.
The flexibility however, comes at the cost of increased computational complexity.
Learning-based super-resolution
While reconstruction-based super-resolution methods try to recover lost high fre-
quency components caused by aliasing, learning-based methods synthesize them
instead [96]. A set of training images with high resolution and corresponding low
resolution image patches is used to provide prior knowledge to the reconstruction
process. These methods almost always produce visually pleasing images due to
the high frequency components created by the process. The problem is that when
reconstruction error is high, the resulting super-resolution image is often still a
clear image, but it may not look like the original one as the high frequency com-
ponents that are inserted may not be appropriate for the image being resolved.
Since learning-based super-resolution techniques may introduce spurious high fre-
quencies, our proposed system employs a reconstruction-based super-resolution
technique to reconstruct a double resolution image from multiple frames of a
video sequence.
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Figure 3.3: Flow diagram of the proposed quality-driven super-resolution tech-
nique for less constrained iris recognition at a distance and on the move.
3.3 Proposed quality-driven super-resolution
approach
The algorithm proposed in this paper takes a NIR iris video sequence as the
probe input, and a NIR iris still image as the gallery input and outputs the sim-
ilarity of the two. A double resolution image will be reconstructed from the NIR
iris video sequence using the proposed quality-driven super-resolution technique.
This procedure is illustrated in Figure 3.3. The major steps are described as
follows:
1. Preprocess the video sequence: detect and extract the eye region from each
frame of the iris video sequence.
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2. Segment the iris using two non-concentric circles to approximate for pupillary
and limbic boundaries for each frame. The segmented iris region is normalised
using Daugman’s doubly dimensionless projected polar coordinate [18].
3. Assess the quality level of each frame in the iris video sequence.
4. Super-resolve multiple normalised iris frames to a double resolution iris image
using our proposed quality-driven fusion scheme.
5. Extract features using a log-Gabor filter. Match with the templates using
Hamming distance as described in [18].
Eye regions need to be detected and extracted from the NIR face video sequence.
The Viola-Jones object detector [124] is employed to identify the eye region in
each NIR facial image. As the iris on the move portal is designed to capture the
entire face and both eyes, we use the eye-pair classifier in [12] with 45× 11 pixels
and 19 stages. To improve the searching speed, the minimum size for a two-eye
region (which is 1000× 300 pixels for MBGC NIR face portal dataset) is defined.
In addition, to take advantage of a continuous video sequence, eye movement
between successive frames is estimated to limit the search region. After the two-
eye regions are detected in each frame, the left eye and the right eye are extracted
as the left and the right halves. Frames where both eyes cannot be found are
discarded, however as this only occurs in a very small number of cases it is not
seen as a significant problem.
After the eye extraction phase, the iris region needs to be segmented and nor-
malised. Here an iris region is considered to be the region between two non-
concentric circles. Inner and outer iris circles are located using the approach
proposed by Daugman in [18]. Daugman’s method of extracting the iris from one
eye image is based on the integro-differential operator acting as a circular contour
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detector,
maxr,x0,y0|Gσ(r) ∗
∂
∂r
∮
r,x0,y0
I(x, y)
2pir
ds|. (3.3)
The integro-differential operator searches over the whole image domain for the
maximum in the blurred partial derivative, with respect to increasing radius of
the normalised contour integral of I(x, y), along with a circular arc ds of radius
r and center coordinates (x0, y0).
The iris region can be obscured by reflection, upper and lower eyelids and eye-
lashes. The occlusion regions need to be masked out to retain the similarity of
the probe image with the gallery image. In our approach, reflection (or specular
highlight) is simply detected by an intensity threshold (which is defined as 216
through experiments), while parabolic curves in the form of y = a(x − b)2 + c,
are fitted to edge images to find the upper and lower eyelids as described in [69].
According to the geometric relationship between eyelids and iris, the parameters
of the upper-eyelid parabola can be constrained as, parameter a ∈ (0, 1/(2r)),
b ∈ [xc − r/2;xc + r/2]; c ∈ [yc − 3r/2; yc + 2r/3], where r is the iris radius, and
(xc, yc) is the iris center coordinate. A RANSAC-like technique is employed to
search for the best fit three-tuple parameters (a, b, c). The best fit parameters are
the parameters to maximise the number of edge points which position themselves
on or close to the fitted curve. In case of no occlusion, the detected parabola is
effectively ignored because it does not intersect with the iris circle. More details
can be found in [69].
After the segmentation stage, the quality of the iris region is measured (this
measurement is discussed further in Section 3.3.2). The very low quality iris
frames are discarded, while the others are kept for further processing. Then,
Daugman’s doubly dimensionless projected polar coordinate [18] is exploited to
normalise the iris region as shown in Figure 3.4. This normalisation approach is
robust to variations in size and pupil dilation.
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Figure 3.4: a) Iris segmentation using two non-concentric circles approximation,
b) Iris normalisation using Daugman’s doubly dimensionless projected polar co-
ordinate. The upper is the normalised iris, the lower is the mask for occlusion.
The size of a normalised image is 20× 240.
The normalised irises are used for the proposed Quality-driven super-resolution
process (see Section 3.3.3). After the super-resolution stage, a super-resolved
normalised iris image is produced. The super-resolved normalised iris image is
encoded using a log-Gabor filter to create an IrisCode, which is matched against
IrisCode templates using Daugman’s approach [18]. The Hamming distance is
calculated to determine the similarity of the probe IrisCode and the template
IrisCode.
In the following sections, our two major contributions in focus assessment and
quality-driven fusion for super-resolution will be outlined in detail. Inspired by
[53], a quality metric based on the Dempster-Shafer theory [84, 115] is also pro-
posed for this research.
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3.3.1 Focus assessment for less constrained iris at a dis-
tance and on the move
Due to the shallow depth of field, iris frames captured from a portal typical of
those used for less constrained iris at a distance and on the move can be out
of focus, which significantly degrades recognition performance. Severely out-of-
focus iris frames need to be eliminated from the set of probe images. Defocus
primarily attenuates high frequency components, so the focus level of an image
can be measured by high frequency energy in the image. Daugman [18] proposes
a 2-D focus assessment approach which exploits a spatial 8× 8 filter as depicted
in Table 3.1 to extract the middle and upper frequency band components.
Table 3.1: Daugman’s spatial 8× 8 high pass filter
-1 -1 -1 -1 -1 -1 -1 -1
-1 -1 -1 -1 -1 -1 -1 -1
-1 -1 +3 +3 +3 +3 -1 -1
-1 -1 +3 +3 +3 +3 -1 -1
-1 -1 +3 +3 +3 +3 -1 -1
-1 -1 +3 +3 +3 +3 -1 -1
-1 -1 -1 -1 -1 -1 -1 -1
-1 -1 -1 -1 -1 -1 -1 -1
Based on Parseval’s theorem which states that total power is conserved in the
spatial and frequency domains, as depicted by,∫ ∫
|I(x, y)|2dxdy =
∫ ∫
|F (u, v)|2dudv; (3.4)
the total power of a frame in the frequency domain can be calculated by inte-
grating the power of that frame in the spatial domain after being filtered by the
high pass filter shown in Table 1. The focus score can be normalised using the
following function,
f(x) = x2/(x2 + c2), (3.5)
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where c is the energy of a “clear” image. The focus level is shown in the magnitude
of the focus score, with a greater magnitude indicating a greater level of focus.
Kang and Park [54] use the same approach, but they propose a 5 × 5 high pass
filter as depicted in Table 3.2 in lieu of Daugman’s 8×8 filter. This 5×5 high pass
filter is reported to reveal more high frequency components than Daugman’s.
Table 3.2: Kang and Park’s spatial 5× 5 high pass filter
-1 -1 -1 -1 -1
-1 -1 +4 -1 -1
-1 +4 +4 +4 -1
-1 -1 +4 -1 -1
-1 -1 -1 -1 -1
The two above approaches have been shown to perform well with close-distance
iris images. However, when dealing with long-distance and on-the-move iris video
sequences like in the MBGC portal dataset, there are two factors that severely
affect the accuracy of these methods: variant lighting and variant occlusion among
frames. Because of the short illumination range in the recording environment of
the MBGC experiments, frames are usually very bright in the middle of a video
sequence, and very dark at the beginning and the end of a video sequence. This
variance in lighting alters the energy of high frequency components, which in turn
alters the final focus score. In addition, several participants in the dataset blink
their eyes during the capturing period. A slight movement of the eyelids can
change the energy of high frequency components. Kang et al. and Daugman’s
methods perform poorly when dealing with these two factors.
Here, we propose a new approach for assessing the focus level of an iris image in
variant lighting and variant occlusion conditions outlined by the following steps:
1. Segment the iris (as shown in Figure 3.4) and extract the lower half of the
segmented iris image.
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2. Apply Kang and Park’s 5×5 high-pass filter to the lower half of the segmented
iris image.
3. Calculate the total energy of the filtered image in the spatial domain.
4. Calculate the normalised focus score ultilising the following novel formula,
FS =
col∑
x=1
row∑
y=1
[I ′(x, y)]2
( col∑
x=1
row∑
y=1
I(x,y)
N
)2 , (3.6)
where FS is the normalised focus score, I(x, y) is the original lower half of the
iris region, I ′(x, y) is the filtered lower half of the iris region, N is the number
of pixels in the lower half of the iris region image. The sum of both I ′(x, y) and
I(x, y) will increase or decrease with the lighting conditions. The denominator,
which is the average pixel intensity of the lower half of the iris region before
being filtered, plays the role of a normalisation factor to ensure comparison can
be made between images of different illuminations.
The proposed approach is shown to be effective when using a portal to acquire
images (i.e. MBGC dataset). Focus scores calculated for a video sequence are
illustrated in Figure 3.5. The first and the last in the video sequence are shown to
be blurred images with low focus scores even though they have different illumina-
tions. The proposed focus measurement is robust to illumination and occlusion
variations.
The use of only lower half of the iris region ensures the focus score is robust to
eyelid movement since the lower half of the iris region is less occluded by eyelids
and eyelashes than the upper. The lighting variation is overcome by introducing
a normalisation factor in the focus score formula. Compared with other typical
illumination normalisation methods such as DCT-based [14] and wavelet-based
[21] illumination normalisation, our proposed approach is preferred as the others
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Figure 3.5: Focus scores of iris images with different illumination and different
focus level estimated by different approaches: our proposal: 2.7, 3.5, 4.2, 3.8,
3.2, 2.5; Daugman: 3.1, 3.7, 4.3, 4.2, 4.7, 4.8; and Kang et al.: 2.6, 3.1, 3.5,
3.5, 3.6, 3.8 (the values by Daugman and Kang et al. have been rescaled to
fit the problem here). By simple inspection, one can tell image number 3 is
the best focused image. However, the approaches by Daugman and Kang et al.
estimate incorrectly the last image as the most focus one. Our proposed approach
estimates focus scores correctly despite of illumination variations.
introduce additional high frequency components which can lead to an erroneous
focus score as illustrated in Figure 3.6. The proposed focus score is robust to
both lighting and occlusion variations.
Figure 3.6: DCT-based [14] and wavelet-based [21] illumination normalisation
approaches produce additional high frequency components. a) Orginal iris image
with high frequency energy is 2.3×108, b) Iris image after DCT-based illumination
normalisation with increased high frequency energy 6.5× 108, c) Iris image after
wavelet-based illumination normalisation with increased high frequency energy
21.0× 108.
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3.3.2 Quality metric for iris images
Focus is one of the major quality metrics which have been employed extensively
for iris images. However, when dealing with iris images at a distance, there are
other factors that degrade the system performance. A number of other quality
factors have been considered, including occlusion, off-angle, motion blur, illumi-
nation variation, resolution, interlacing, and eye blinking [53, 133, 135]. These
individual metrics have been shown to significantly affect the recognition perfor-
mance. In this research, the quality of each frame is incorporated into the fusion
step to produce a high resolution image from low resolution frames in a video
sequence. While the quality is employed as an indicator of a frame to contribute
to the reconstruction process, not all of the above quality factors have the same
effect on the super-resolution process.
Firstly, resolution of frames in one MBGC portal video sequence does not change,
so there is no need to include the resolution in the quality factor. Secondly,
severely occluded frames are still able to significantly contribute to the fusion
process when there is no out of focus effect. Thirdly, interlacing only appears
in interlace-mode cameras, it is not present in MBGC portal dataset since the
cameras used in the IOM are progressive-scan models. Hence, those three factors
are not included in the overall quality score in our technique. Four other remain-
ing quality factors including focus, off-angle, illumination variation, and motion
blur are employed for estimating the overall capacity of one frame to contribute
to the fusion process. Focus score is calculated as shown in the previous section,
other factors including off-angle, illumination variation, and motion blur have
been calculated as proposed in [53].
A single unified quality score is needed for overall assessment. The Dempster-
Shafer theory has shown the advantages in fusing information from multiple
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sources with low complexity, explicit treatment of statistical dependence among
dimensions, and has demonstrated good performance in a number of applications
including robotics and biometrics [6, 53]. Kalka et al. [53] propose an approach
employing the Dempster-Shafer theory to combine multiple quality factors into
one unified quality score. A similar approach is applied here to compute the
overall quality score from four individual quality factors. This approach will be
described briefly here for reference.
The Dempster-Shafer theory measures “belief” - certainty that evidence A is true
- by adding up the beliefs of all subsets Ai belonging to A,
Bel(A) =
∑
Ai⊂A
m(Ai). (3.7)
A generalised expression for combining beliefs from k quality factors m1 to mk is
given by,
mˆi(A) =
(mˆi−1(A)×mi(A))n
(mˆi−1(A)×mi(A))n + (mˆi−1(B)×mi(B))n , (3.8)
where i = 2, ..., k indicates quality factor index, A is the belief that quality is bad,
B is the belief that quality is good, m(A),m(B) are beliefs of A,B respectively,
mi is the individual quality factor belief for factor i, mˆi is the combined belief
of quality factors from m1 to mi. The final combined quality belief is mˆk, which
incorporates all quality factors (1..k). The belief of A is assigned by the normal-
ized values for each quality factor, while the belief of B is, m(B) = 1 − m(A)
since A,B are complements of each other. Murphy has shown that different or-
derings result in different values for the combined beliefs [84]. With n = 0.5, the
minimum value can be obtained by sorting different quality factors in descending
order. This minimum value represents the worst case quality, which is used as an
overall quality score in our proposed technique.
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Figure 3.7: Proposed quality-driven super-resolution diagram.
3.3.3 Quality-driven super-resolution approach
Effectively fusing information from different frames within a video sequence is
the key to improve the performance of a biometric recognition system. Due to
the distinctive features of an iris, not all super-resolution techniques are suitable.
A number of super-resolution techniques have been introduced for iris [23, 47,
89, 117], however, these techniques do not consider the quality of images in the
super-resolution. In [90], an approach has been proposed to exploit focus score
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to linearly weight the fusion scheme as follows,
I(y, x) =
∑N
i=1 Ii(y, x)× FSi∑N
i=1 FSi
, (3.9)
where I(y, x) is the intensity value of the pixel of the target super-resolved image
at row y and column x; Ii(y, x) is the intensity of the pixel at the same location of
the frame number i; FSi is the focus score of the frame number i; N is the number
of frames. While this approach does acknowledge that some frames are more
important than others, it only considers a single parameter (focus), disregarding
other important factors in measuring frame quality.
In this paper, we expand the super-resolution technique by considering incorpo-
rating a more comprehensive quality metric into the super-resolution process. In
addition, we propose an exponential weighted fusion scheme, in which the highest
quality frames contribute the greatest amount of information to the resulting high
resolution image and the other less quality frames still contribute to the fusion
wisely. The proposed approach is illustrated in Figure 3.7. The major steps are
described as follows:
1. Interpolate the original normalised iris frames and correspondent masks to
twice the input resolution using bilinear interpolation.
2. Register the interpolated normalised iris frames with the reference frame using
the patch-based registration approach outlined in [43]. A patch size of 7× 7 and
neighborhood size of 10×10 are used. Phase correlation is employed to judge the
similarity between patches. In our experiments, three peaks are employed in the
phase correlation map for estimating the shift of the patch. Iris images usually
suffer from image deformation problems. Dividing normalised iris frames into
smaller patches and aligning each local patch with the template will compensate
for the local deformation. After all patches have been aligned, the edges of several
patches contain a number of reference pixels which have no or more than one
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aligned pixel in the probe image. Since all images are later used for fusion using
the proposed quality-driven super-resolution fusion approach, our system simply
uses whatever number of aligned pixels are available at each location for fusion.
The rotation of iris images about the optical axis is normally considered by a
cyclic permutation of the columns of the iriscode template. In MBGC videos, the
amount of angular shift is negligible, so no extra processing is required in this
step to account for head rotation.
3. Estimate the super-resolved image using an exponential quality-score weighted
fusion scheme from the reference image and other registered images,
I(y, x) =
∑N
i=1(Ii(y, x)×Mi(y, x))× eQi∑N
i=1Mi(y, x)× eQi
, (3.10)
where I(y, x) is the intensity value of the pixel of the target super-resolved image
at row y and column x; Ii(y, x) is the intensity of the pixel at the same location
of the frame number i; Mi(y, x) is the occlusion mask at the location (y, x), Qi
is the quality score of the frame number i, and N is the number of frames.
4. Restore the final super-resolved image by applying a deblurring Wiener de-
convolution filter [127] with a point-spread function in the form of a rotationally
symmetric Gaussian function of size 5 and standard deviation 0.46 (these values
are chosen based on a number of training images to give the best deblurring re-
sult). Applying a spatially invariant Wiener filter reduces the amount of noise
present in an image by comparison with an estimation of the desired noiseless
signal.
3.4 EXPERIMENTS
Iris verification experiments have been conducted on the MBGC portal dataset.
The dataset consists of 628 NIR face portal video sequences recorded when par-
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ticipants walked through a portal (Iris On The Move [77]) located 3m from a
fixed-focal-length NIR camera (Pulnix TM-4000CL), and 8589 NIR high-quality
iris still images of 129 participants. Iris video sequences are processed, and the
individual frames are assessed and fused using the proposed quality-driven super-
resolution approach to generate a high resolution iris image for comparison. Then,
the super-resolved image is compared to the high-quality still iris images. Detec-
tion Error Trade-Off (DET) plots are employed to show the performance of dif-
ferent approaches. Experiments have been conducted to determine the optimum
number of frames for super-resolution (see Section 3.4.1), to compare the system
to other signal-level fusion techniques (see Section 3.4.2), to show the contribution
of increased resolution to performance improvement (see Section 3.4.3), to com-
pare to the traditional best quality selection technique (see Section 3.4.4), and to
compare to other score-level fusion techniques (see Section 3.4.5). Through these
experiments, we show that the proposed algorithm outperforms other signal-level
fusion, score fusion, and frame selection techniques for iris recognition.
3.4.1 The optimum number of frames used in the fusion
step
The benefit of fusing more frames is the availability of extra information to con-
tribute to improving the accuracy of the recognition performance. On the other
hand, fusing more poor quality frames could also harm the accuracy with more
noise included. To investigate the trade-off, an experiment has been conducted
to determine the best number of frames for fusion.
Because of the inconsistent quality of the MBGC dataset, there are only 3 to
9 frames left after the very low quality frames have been eliminated. Super-
resolution fusion and recognition has been performed with the number of frames
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Figure 3.8: Effect of the number of fusion frames on the recognition performance.
running from 1 to all frames that are above the minimum quality level and is
illustrated in Figure 3.8. When the number of frames increases from 1 to 5, the
recognition performance increases with the introduction of more available data.
When the number of frames increases beyond 5, the decrease in quality caused
by illumination, occlusion, or poor focus counteract the addition of extra infor-
mation, resulting in degradation in the performance. For all future experiments
contained within, the best number of frames (5) will be combined unless stated
otherwise. Using the best number of frames (5) for fusion, the success rate for
enrollment is 99.3% relative to the number of MBGC videos that have more than
five frames and two eyes detected.
It is also worth noting that the optimal number of frames to fuse will depend
on the dataset. For the MBGC portal dataset, the best number of fusing frames
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Figure 3.9: Comparison of recognition performance of the proposed Exponential
Weighted to Averaging [41], Robust Mean [70, 89], Linear Weighted [90] methods.
is 5. If there is greater Depth of Field (DOF) and/or better illumination this
number would increase, and poorer illumination and shallower DOF would lead
to a smaller number.
3.4.2 Comparison of different signal-level multiple-frame
fusion approaches for super-resolution
The fusion strategy is the key to the success of a signal-level fusion method. A
super-resolution approach is also regarded as a signal-level fusion method. To
demonstrate the effectiveness of our proposed approach, four different techniques
of signal-level fusion have been evaluated.
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• Averaging [39, 41]: the Averaging technique simply calculates the mean of
intensity values at one pixel location from different frames. This technique
not only incorporates information from multiple frames, but also averages
a number of outliers.
• Robust Mean [70, 89]: the Robust Mean fusion technique provides a more
intelligent fusion approach, since with the assumption of a normal distribu-
tion for intensity values, the output is the mean of the 80% of the values
that lie closest to the centre of distribution.
• Linear Weighted [90]: the Linear Weighted technique incorporates quality
scores of frames linearly into the fusion step. Different frames with different
quality are treated differently to exploit information from all frames.
• Our proposed Exponential Weighted technique for fusion: see Section 3.3.3.
Figure 3.9 depicts the performance of these four techniques. The proposed tech-
nique outperforms the other three fusion techniques, showing that it can better
exploit the trade-off between incorporating more poor quality frames to improve
performance, and limiting the number of poor quality frames fused to avoid noise.
3.4.3 Contribution of increased resolution to performance
improvement
There are a number of factors contributing to the performance boost of the pro-
posed Quality-Driven super-resolution approach. When witnessing the perfor-
mance improvement, we wish to determine the extent to which resolution in-
crease contributes to the performance enhancement. An experiment has been
conducted to isolate the contribution of increase in resolution from other factors
to the performance improvement. An approach named Quality-Driven fusion,
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Figure 3.10: Comparison of the proposed Quality-Driven super-resolution ap-
proach with Quality-Driven fusion approach.
which is similar to the proposed Quality-Driven super-resolution explained in
Section 3.3.3 without interpolation in the first step, has been applied to fuse
frames in a video sequence. The Quality-Driven fusion approach registers nor-
malised iris images without interpolation, then fuses them using Equation 3.10.
This approach exploits as much signal-level information from multiple frames in
a video sequence as the proposed Quality-Driven super-resolution except for the
increased resolution. Figure 3.10 demonstrates that it is the increase in resolu-
tion achieved in the proposed Quality-Driven super-resolution that contributes
significantly to the recognition performance improvement.
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Figure 3.11: Comparison of the proposed Quality-Driven super-resolution ap-
proach with the best score selection method and the best quality selection method.
3.4.4 Comparison to the best quality selection and the
best score selection methods
A common concern when performing signal-level fusion is that fusing more poor
quality frames might degrade the performance. Hence, the best quality frame
selection approach [18, 65] is implemented here to compare with the proposed
quality-driven super-resolution approach. This technique simply chooses the
frame with the best quality score from a video sequence for comparison to the still
iris images. Figure 3.11 shows that the Quality-Driven super-resolution technique
outperforms the best quality frame selection technique. The addition of extra in-
formation from poorer quality frames is capable of contributing to performance
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Figure 3.12: Comparison of the proposed Quality-Driven super-resolution ap-
proach with Quality-Driven score fusion method and Mean score fusion method.
improvement.
Another popular method is to select the best score (minimum score) among all
scores generated by comparing all frames with the template. As depicted in
Figure 3.11, this best score selection method is also outperformed by the proposed
quality-driven super-resolution approach.
3.4.5 Comparison to other score-level fusion techniques
The proposed approach can be considered as a signal-level fusion technique. It
has been compared with another state-of-the-art signal-level technique in Sec-
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tion 3.4.2. In this section, it will be compared with other score-level fusion tech-
niques. A mean score fusion technique, which calculates the mean of all scores of
all frames in one video sequence in matching with the template, is implemented
here for reference. The proposed quality metric is also employed to weight the
score for fusion as follows,
S =
∑N
i=1 Si × eQi∑N
i=1 Si
, (3.11)
where Si is the Hamming distance score when comparing frame i with the tem-
plate, Qi is the quality score of frame i, and S is the combination score of all
frame in the video sequence. Figure 3.12 shows the performance of the proposed
approach in comparison with Mean Score fusion and Quality-Driven score fusion
techniques. The proposed Quality-Driven super-resolution approach outperforms
those two score-level fusion techniques.
3.5 DISCUSSION AND CONCLUSION
In this paper, we have considered the effective use of super-resolution to improve
the performance of less constrained iris recognition at a distance and on the move.
Effectively fusing information from multiple frames is critical to the success of a
super-resolution process. A fusion scheme is considered to be ‘good’ when it is
capable of:
1. Incorporating various high frequency components from all frames.
2. Taking advantage of the differing appearance of reflections and occlusions.
3. Evaluating the quality of each frame and incorporating the quality into the
fusion process.
The proposal by Hollingsworth et al. on averaging normalised iris images from a
video sequence [39, 41], satisfies the first and second of these fusion criteria. The
Robust Mean super-resolution approach proposed in [89] as an improved fusion
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scheme over averaging also addresses only the first two criteria. In this paper,
all three criteria are considered in the proposed quality-driven super-resolution
scheme. By incorporating a quality metric into a reconstruction-based super-
resolution approach, the proposed scheme is capable of improving recognition
performance. The main features of the proposed approach are:
+ Fusing additional information from different frames to generate a double reso-
lution image which can improve the recognition performance.
+ Enhancing resolution simultaneously with recognition performance. Most ex-
isting super-resolution techniques used to enhance resolution do not improve
recognition performance.
+ An intelligent fusion scheme that allows the best quality frames according to
a multiple criteria assessment to be given a higher weighting during the fusion,
whilst still allowing lower quality frames that may contain regions otherwise oc-
cluded to contribute.
+ Making fusion robust to the inconsistent quality of frames captured in an iris
on the move and at a distance system.
The proposed quality-driven super-resolution approach has been shown to outper-
form the traditional best quality selection technique [18], another state-of-the-art
signal-level fusion technique (Averaging [39, 41]), other super-resolution tech-
niques (Robust Mean [70, 89], Linear Weighted [90]), and other score-level fusion
techniques (Mean Score, Quality-Driven Score fusion).

Chapter 4
Feature-domain super-resolution
for biometrics
This chapter is made up of a published conference paper (CVPR) and a submit-
ted journal papers (CVIU):
1. K. Nguyen, S. Sridharan, S. Denman, and C. Fookes, “Feature-domain super-
resolution framework for gabor-based face and iris recognition,” Computer Vision
and Pattern Recognition (CVPR), 2012 IEEE Conference on, pp. 2642-2649,
jun. 2012.
2. Kien Nguyen, C. Fookes, S. Sridharan, S. Denman, ‘Feature-domain super-
resolution for iris recognition’, Computer Vision and Image Understanding
(CVIU), vol. 117, pp. 1526-1535, aug. 2013.
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abstract The low resolution of images has been one of the major limitations
in recognising humans from a distance using their biometric traits, such as face
and iris. Super-resolution has been employed to improve the resolution and the
recognition performance simultaneously, however the majority of techniques em-
ployed operate in the pixel domain, such that the biometric feature vectors are
extracted from a super-resolved input image. Feature-domain super-resolution
has been proposed for face and iris, and is shown to further improve recognition
performance by capitalising on direct super-resolving the features which are used
for recognition. However, current feature-domain super-resolution approaches are
limited to simple linear features such as Principal Component Analysis (PCA)
and Linear Discriminant Analysis (LDA), which are not the most discriminant
features for biometrics. Gabor-based features have been shown to be one of the
most discriminant features for biometrics including face and iris. This paper pro-
poses a framework to conduct super-resolution in the non-linear Gabor feature
domain to further improve the recognition performance of biometric systems. Ex-
periments have confirmed the validity of the proposed approach, demonstrating
superior performance to existing linear approaches for both face and iris biomet-
rics.
4.1 Introduction
Super-resolution (SR) techniques have previously been employed to address the
low resolution problems of imaging systems. There are two differing SR ap-
proaches: reconstruction-based and learning-based [96]. Reconstruction-based
approaches fuse the sub-pixel shifts among multiple low resolution images to ob-
tain a higher resolution image. Alternatively, learning-based approaches model
the relationship between low-resolution and high-resolution training images and
learn prior knowledge to constrain the SR process [96].
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Recently, SR techniques have been applied to biometric systems. A number of
SR techniques have been successfully developed for face [7, 42, 51, 72, 129] and
iris [23, 47, 94, 117]. However, one main concern raised by both Gunturk et al.
[32] and Nguyen et al. [91] is how to apply SR for a specific biometric modality
effectively to improve recognition performance, rather than visual clarity. Two
issues have been raised:
• The aim of applying SR to biometrics is not for visual enhancement, but
to improve recognition performance. Most existing SR approaches are de-
signed to produce visual enhancement. If recognition improvement is de-
sired, why do we not focus on super-resolving only items essential for recog-
nition?
• Each biometric modality has its own characteristics. Most existing SR ap-
proaches for biometrics are general-scene SR approaches. Can any specific
information from biometric models be exploited to improve SR performance?
Based on these concerns, feature-domain SR techniques have been proposed for
face [32, 50] and iris [88, 91] to improve recognition performance. These ap-
proaches no longer super-resolve images in the pixel-domain, but super-resolve
the extracted features that are used for classification in the feature-domain, and
the SR output (a super-resolved feature vector) is directly employed for recog-
nition. Different linear features including Principle Component Analysis (PCA)
[32, 91], Linear Discriminant Analysis (LDA) [88], and Tensor Face [50] have
been investigated to improve biometric performance. These features are super-
resolved using a maximum a posteriori estimation approach. Specific knowledge
of face and iris models is incorporated in the form of prior probabilities to con-
strain the SR process, improving robustness to noise and segmentation errors.
These approaches have been shown to outperform the equivilent pixel-domain
SR approaches for face and iris recognition.
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However, the linear features such as PCA and LDA are not optimum for recog-
nition, and nonlinear Gabor-based features have been shown to be one of the
most discriminant features for face [114] and iris [19]. The challenge of using
these nonlinear features in super-resolution is the difficulty in formulating the
relationship between the low-resolution features and the high-resolution features
in the feature domain. To further improve the recognition performance, we seek
to conduct feature-domain SR using these nonlinear Gabor-based features.
The remainder of this paper is organised as follows: Gabor-based encoding tech-
niques for face and iris are analysed in Section 4.2; a framework for applying
feature-domain SR with these nonlinear Gabor-based features is proposed in Sec-
tions 4.3 and 4.4; experiments applying the proposed framework to face and iris
recognition are presented in Section 5.5, and the paper is concluded in Section 5.6.
4.2 Gabor-based encoding techniques for face
and iris recognition
Gabor-based features have been shown to effectively extract discriminant infor-
mation for both iris [19] and face [114] since they achieve the best trade-off in
both spatial and spectral resolution when mimicking the human brain cortex [17].
For Gabor-based iris recognition, a typical recognition approach is illustrated in
Figure 4.1. The iris region is segmented from the eye image, then normalised
to a fixed-size rectangle before being encoded using the phase-quadrant Gabor
wavelet encoding technique to create an IrisCode [18].
For Gabor-based face recognition, there are two types of techniques applicable:
analytical approaches and holistic approaches, as illustrated in Figure 4.2. While
the analytical approaches compute the response of an image to a Gabor wavelet in
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Figure 4.1: A conventional iris encoding procedure [18]. The iris image is seg-
mented, then normalised to a fixed-size rectangle. This normalised rectangle is
then encoded using the phase-quadrant 2D Gabor wavelet encoding technique to
create an IrisCode. The IrisCode is the representation of an iris.
Figure 4.2: There are two types of encoding techniques based on Gabor features
for face recognition: analytical approaches and holistic approaches. While the
analytical approaches compute the response of an image to a Gabor wavelet in a
set of discrete locations, the holistic approaches employ a global response, which
is subsequently processed with another encoding techniques [114].
a set of discrete locations, the holistic approaches employ a global response, which
is subsequently processed with other encoding techniques [114]. In this research,
we choose to work with the holistic approaches as they are closely aligned with
the iris techniques, making the proposed framework more practical.
Despite of the superior recognition performance when compared to linear tech-
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niques such as PCA and LDA [19, 114], these Gabor-based features have not
been exploited for feature-domain SR. The major challenge that prevents feature-
domain SR from being successfully applied to the Gabor-based encoding tech-
niques is the non-linear nature of the encoding technique (e.g. phase-quadrant
[18] for iris; and Local Gabor Binary Pattern Histogram Sequence (LGBPHS)
[132], Gabor Fisher Classifier (GFC) [74], Kernel PCA [73] for face). The exist-
ing feature domain SR frameworks of [32, 50, 88, 91] are unable to super-resolve
nonlinear features such as Gabor-based features. In this paper, to further im-
prove the recognition performance of feature-domain SR approaches when ap-
plying to biometrics, we propose a framework to enable feature-domain SR in
nonlinear features such as Gabor phase-quadrant for iris and LGBPHS for face.
The framework is introduced in the next section.
4.3 Feature-domain SR framework for Gabor-
based face and iris recognition
4.3.1 General framework
When investigating Gabor-based face and iris recognition processes, we observe
that at a high level there is a common framework for Gabor-based iris approaches
and holistic Gabor-based face approaches, as illustrated in Figure 4.3. Both
approaches compute the global response of the normalised image with a Gabor
wavelet before further encoding with other nonlinear techniques (e.g. phase-
quadrant for iris, and LGBPHS for face).
Importantly, we note that the global Gabor response is linear, whilst the nonlin-
earity of the overall encoding techniques results from the secondary encoding steps
4.3 Feature-domain SR framework for Gabor-based face and iris
recognition 91
Figure 4.3: The common encoding flow in iris and face recognition systems using
Gabor-based features. Both face and iris systems calculate the global response by
convolving the whole image with the Gabor filter. After that, the Gabor images
are further encoded with nonlinear steps such as phase-quadrant, LGBPHS.
(e.g. phase-quadrant for iris, and LGBPHS for face). Hence, if feature-domain SR
is conducted on the global Gabor response, rather than the final features; we can
take advantage of the linear property of the global Gabor response. This global
Gabor response is in the form of complex-valued 2D Gabor features. From this
observation regarding the origins of the non-linearity, we propose a framework to
apply feature-domain SR using nonlinear Gabor-based features as presented in
Figure 4.4.
4.3.2 Feature-domain SR approach
Stage 1: Observation model in the spatial domain
Let x be the original HR iris/face image, and y(i) be the ith observed LR iris/face
image after being degraded by downsampling, D(i); blurring, B(i); and warping,
W (i). The relation between x, y(i) is described as follows,
y(i) = D(i)B(i)W (i)x+ n(i), (4.1)
where n(i) is the observation noise.
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Stage 2: Observation model in the feature domain
We seek to transform the observation model from the spatial domain to the
feature domain. The nonlinear 2D Gabor-based features (phase-quandrant 2D
Gabor features for iris and LGBPHS for face) of HR irises/faces, H, and LR
irises/faces, h(i), are represented as follows,
HRe,Im = signRe,Im(G),
h
(i)
Re,Im = signRe,Im(g
(i)), (4.2)
for iris, and
HRe,Im = LBPHS(G),
h
(i)
Re,Im = LBPHS(g
(i)), (4.3)
for face, where G and g(i) are the complex-valued 2D Gabor features of HR
irises/faces and LR irises/faces given by,
G =
∫
ρ
∫
φ
xe−((r0−ρ)
2/α2+(θ0−φ)2/β2)e−iω(θ0−φ)ρdρdφ, (4.4)
g(i) =
∫
ρ
∫
φ
y(i)e−((r0−ρ)
2/α2+(θ0−φ)2/β2)e−iω(θ0−φ)ρdρdφ. (4.5)
Substituting the spatial observation model of Equation (4.1) into the LR feature
representation of Equations (4.5), we have,
g(i) =
∫
ρ
∫
φ
(D(i)B(i)W (i)x+ n(i))×
e−((r0−ρ)
2/α2+(θ0−φ)2/β2)e−iω(θ0−φ)ρdρdφ
=
∫
ρ
∫
φ
D(i)B(i)W (i)xe−((r0−ρ)
2/α2+(θ0−φ)2/β2) ×
e−iω(θ0−φ)ρdρdφ
+
∫
ρ
∫
φ
n(i)e−((r0−ρ)
2/α2+(θ0−φ)2/β2)e−iω(θ0−φ)ρdρdφ
= G1 +G2 (4.6)
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Figure 4.4: Feature-domain super-resolution framework for Gabor-based face and
iris recognition.
We make the following assumptions:
1. For each iris/face image, blurring and warping factors, which degrade the
quality of the iris/face image, are changing along the image. This explicitly
means the blurring and warping level varies due to the location of the pixel in
the image. In this case, B(i) and W (i) are a function of ρ and φ. However, we
can make an approximation and assume that B(i) and W (i) are uniform over
the normalised iris/face image. With this assumption, the first component of
Equation (4.6) can be represented as,
G1 =
∫
ρ
∫
φ
D(i)B(i)W (i)xe−((r0−ρ)
2/α2+(θ0−φ)2/β2) ×
e−iω(θ0−φ)ρdρdφ
= D(i)B(i)W (i)
∫
ρ
∫
φ
xe−((r0−ρ)
2/α2+(θ0−φ)2/β2) ×
e−iω(θ0−φ)ρdρdφ
= D(i)B(i)W (i)G (4.7)
2. Noise n(i) is properly assumed to be an Independently Identical Distributed
(IID) Gaussian signal. The 2D Gabor wavelet transform can be considered as
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a local Fourier transform. Moreover, the 2D Fourier transform of an Gaussian
signal has a Gaussian form. Hence, the 2D Gabor wavelet transform of the noise,
which is the second component in Equation (4.6), can be approximated as an IID
Gaussian signal.
G2 = v(i) (4.8)
With these two assumptions, Equation (4.6) can be re-written as,
g(i) = D(i)B(i)W (i)G+ v(i). (4.9)
Equation (4.9) shows the relationship between the HR and observed LR features.
The following sections will discuss a solution to estimate the HR features from
this equation.
Stage 3: Estimating HR features
In Bayes statistics, a maximum a posteriori probability estimate can be used to
estimate an unobserved quantity on the basis of empirical data. Using Bayes
maximum a posteriori probability estimation, a HR feature can be estimated as,
G˜ = argmaxgp(g
(1), . . . , g(M)|G)p(G). (4.10)
The estimated HR feature, G˜, is the value that maximises the product of the
conditional probability p(g(1), . . . , g(M)|G) and the priori probability p(G).
Stage 4: Incorporating iris/face model information
To solve the above estimation problem, specific information relating to iris/face
models can be incorporated in the form of prior knowledge of the prior probability
and noise. We proposed to incorporate the following two constraints:
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• 1. Prior probability is jointly Gaussian,
p(G) =
1
Z
exp(−(G− µG)TΛ−1(G− µG)). (4.11)
• 2. Noise v(i) is an Independent Identically Distributed (IID) Gaussian with
a diagonal covariance matrix,
p(v(i)) =
1
Z
exp(−(v(i) − µ(i)v )TK−1(v(i) − µ(i)v )). (4.12)
From Equation (4.9), the individual conditional probability can be estimated as,
p(g(i)|G) = 1
Z
exp(−(g(i) −D(i)B(i)W (i)G− µ(i)v )T ×
K−1(g(i) −D(i)B(i)W (i)G− µ(i)v )). (4.13)
From (4.9), g(i) − D(i)B(i)W (i)G is IID as a consequence of the fact that v(i) is
IID, thus,
p(g(1), . . . , g(M)|G) =
∏
i
p(g(i)|G) =
1
Z
exp(−
M∑
i=1
(g(i) −D(i)B(i)W (i)G− µ(i)v )TK−1(g(i) −D(i)B(i)W (i)G− µ(i)v )).
The estimation problem can then be rewritten as,
G˜ = argmaxG
(
p(g(1), . . . , g(M)|G)p(G))
= argmaxG
1
Z
exp(−
M∑
i=1
(g(i) −D(i)B(i)W (i)G− µ(i)v )TK−1(g(i) −D(i)B(i)W (i)G−
µ(i)v ))×
1
Z
exp(−(G− µG)TΛ−1(G− µG)) = argminG(
M∑
i=1
(g(i) −D(i)B(i)W (i)G−
µ(i)v )
TK−1(g(i) −D(i)B(i)W (i)G− µ(i)v ) + (G− µG)TΛ−1(G− µG)).
Stage 5: Estimating the solution
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The estimation in Stage 4 is an unconstrained optimisation problem. This opti-
misation can be solved by both iterative steepest descent and iterative conjugate
gradients [102]. With a proper choice of the step size and the maximum number
of steps, the iterative steepest descent method is capable of converging to the
local minimum sharply. However, iterative steepest descent may never reach the
true minimum [102]. Instead of employing steepest gradient directions for itera-
tive updating, a conjugate gradients method utilises conjugate directions, which
enables the method to converge more accurately in at most n steps, where n is
the size of the matrix of the system [102]. Given this, we solve the optimisation
problem in Stage 4 by iterative conjugate gradients. Let the cost function, E(g),
be defined as,
E(G) =
M∑
i=1
(g(i) −D(i)B(i)W (i)G− µ(i)v )TK−1(g(i) −D(i)B(i)W (i)G− µ(i)v ) + (G−
µG)
TΛ−1(G− µG).
The solution for optimisation can be estimated iteratively as follows,
G˜n+1 = G˜n + αnΓG˜n, (4.14)
where ΓG˜n is defined as,
ΓG˜n = 4G˜n + βnΓG˜n−1, (4.15)
where 4G˜n = −∇GE(G˜n) and βn = max(0, βPRn ), and
βPRn =
4G˜Tn (4G˜n −4G˜n−1)
4G˜Tn−14G˜n−1
. (4.16)
αn is the parameter to minimise E(G˜n + αnΓG˜n) through a line search. Hence,
with an initial estimation G˜0, the iterative conjugate gradients estimation G˜n will
converge to the true high-resolution G which minimises the cost function E(G).
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4.4 Estimating the statistics of prior probabili-
ties of the features and noise
The estimation solution as explained in Section 4.3 requires the statistics of noise
and the prior probability of HR features to be estimated before hand. This section
describes this prerequisite estimation performed on a training set (details of the
training set used in this work are presented in Section 5.5).
4.4.1 The statistics of prior probability of HR features
Prior probability of the HR features has been assumed to have a Gaussian form
with mean vectors µg and covariance matrix Λ given by,
µg =
1
M
M∑
i=1
G(i), (4.17)
Λ =
1
M
M∑
i=1
(G(i) − µg)(G(i) − µg)T , (4.18)
where G(i) is the HR features vectors of the ith training image, M is the total
number of training images.
4.4.2 The statistics of noise
From Equation 4.9, 2D Gabor complex features of noise in the observation equa-
tion can be estimated as,
v(i) = g(i) −D(i)B(i)W (i)G.
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The statistics of noise in the form of a mean vector µv and a covariance matrix
K can be estimated as,
µv =
1
M
M∑
i=1
(g(i) −D(i)B(i)W (i)G), (4.19)
K =
1
M
M∑
i=1
{
(g(i) −D(i)B(i)W (i)G− µv)×
(g(i) −D(i)B(i)W (i)G− µv)T
}
. (4.20)
The statistics of noise and prior probability estimated here are used to bolster
the estimation process described in Section 5.5.
4.5 Evaluation of the proposed framework
Experiments on face and iris verification are conducted on the MBGC dataset
[98] to evaluate the validity of the proposed framework.
For iris, 628 NIR iris portal video of 129 individuals are employed to verify the
identity against 8589 NIR high quality still iris images. The resolution of the still
iris images is high with approximately 220 pixels across the diameter of the iris
boundary circle, while the resolution of the iris in the portal videos is significantly
lower with less than 90 pixels across the diameter of the iris. There are variety
of degradation factors which reduce the quality of portal iris images as shown in
Figure 4.5.
The dataset is divided into two subsets for training and testing. For training,
5 still images and 1 video sequence per identity are used to estimate the statis-
tics of noise and prior probability of HR features. Parameters of the statistics
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Figure 4.5: Examples of low quality iris images with a) Out of focus, b) Closed
eye, c) Severely occluded by eyelids, d) Glass and reflection, e) Eye not in frame,
f) Dark and poor contrast.
are estimated as described in Section 4.4. For testing, the 4 remaining video se-
quences for each identity are matched against the HR still images. For each video
sequence, all frames are evaluated for quality. The quality metrics proposed in
[94] are employed to evaluate the quality of each frame. Individual quality factors
including focus, off-angle appearance, illumination variation, and motion blur are
fused using Dempster-Shafer theory to produce an overall quality score for each
frame. Nguyen et al. [94] have shown the optimal performance is achieved by
fusing the 5 best quality frames for each video. As [94] also used the MBGC
portal dataset, we also select the best five frames for super resolution. However
it should be noted that as observed by [94], the optimal number of frames may
vary for a different database.
For face, the portal videos in the MBGC dataset focus on capturing eyes for iris
recognition, hence the faces in these portal videos rarely contain images of the
whole face. While it would be ideal to use actual low resolution imagery, the
limitations of existing databases make this difficult and so in this research we
use a subset of the MBGC visible dataset to generate synthetic low resolution
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Figure 4.6: Examples of face images in the MBGC visible dataset.
video sequences for our experiments on face super-resolution. The synthetic data
has also been employed in other face super-resolution work, such as in [32, 72].
This data has 3482 high resolution images for 129 individuals. The visible face
images are captured at high quality with a size of 2616×3904. One high quality
visible face image for each identity is used as the gallery image, while five other
high quality visible face images for each identity are degraded with warping,
Gaussian blurring, and downsampled to a size of 40×40, forming five synthetic
low resolution sequences of 16 frames. Two out of five low resolution sequences
are used for training, to estimate the statistics of noise and prior probability of
the HR features. The remaining three sequences are used for testing. All 16
frames in each sequence are used for super-resolution.
For both face and iris, the complex-valued 2D Gabor features in each image
sequence for one identity are extracted by globally convolving each normalised
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(a) Iris
(b) Face
Figure 4.7: Linear vs. Nonlinear features in the feature-domain SR approach:
Two linear features (LDA,PCA as in [88, 91]) have been employed to com-
pare with the proposed approach using the nonlinear 2D Gabor phase-quadrant
features for iris (a), and Local 2D Gabor Binary Pattern Histogram Sequence
(LGBPHS) for face (b).
image in the sequence with the Gabor filter. The intermediate Gabor features
are then combined using the proposed feature-domain SR approach, to generate
a high resolution feature. Subsequently, the super-resolved features are encoded
with the nonlinear techniques (phase-quadrant for iris, and LGBPHS for face).
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Note that there are plethora of different nonlinear techniques used for both iris
and face, however, in this paper, we choose to work with phase-quadrant for iris,
and LGBPHS for face due to their popularity. It should be noted that all other
techniques have the same structure of a global Gabor convolution followed by a
nonlinear transformation, and so are equally applicable.
The final features are compared with the gallery features using the hamming
distance [18] and the histogram intersection distance [132] for iris and face recog-
nition respectively. Detection Error Trade-Off (DET) plots are employed to show
the performance of different approaches.
We conduct experiments to compare the performance of the proposed approach
with feature-domain super-resolution using linear features, and the performance
of the proposed feature-domain SR approach against equivalent pixel-domain
techniques. These experiments are presented in Sections 4.5.1 and 4.5.2 respec-
tively.
4.5.1 Linear vs. Nonlinear features
Linear features including PCA and LDA have been employed for feature-domain
SR for iris [88, 91] and face [32]. In this section, the advantage of employing
the nonlinear 2D Gabor-based features against the linear PCA and LDA fea-
tures is demonstrated. Without SR, Gabor-based features outperform PCA and
LDA features in the recognition performance for both face and iris as shown in
Figure 4.7. It can be seen that feature domain super resolution improves the
performance of all three techniques for both modalities. However, the superior
discriminability of the gabor features is clearly evident by the fact that the non-
SR gabor techniques outperform the SR-PCA and SR-LDA techniques for both
modalities. Applying super resolution to the gabor features results in a further
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(a) Iris
(b) Face
Figure 4.8: Recognition performance comparison of the proposed feature-domain
SR and other pixel-domain SR. The proposed feature-domain SR outperforms
other pixel-domain SR techniques due to the direct super-resolving in the feature
domain and the incorporation of specific information from iris models (a), and
face models (b)
performance improvement, thus highlighting the benefit of being able to perform
super-resolution on the more discriminative gabor features.
Employing nonlinear 2D Gabor-based features in the feature-domain SR frame-
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work, as proposed in this paper, capitalises on both the boost in recognition
performance obtained through the feature-domain SR approach and the discrim-
inant property of the Gabor features.
4.5.2 Comparison to pixel-domain SR
In this section, the proposed feature-domain SR framework is compared with
other pixel-domain SR approaches including a conventional interpolation SR ap-
proach, (bicubic [55]), and a state-of-the-art pixel-domain SR for iris [94] and face
[72]. For all pixel based approaches, features are encoded with the non-linear Ga-
bor techniques (phase-quadrant and LBPGHS for iris and face respectively).
Figure 4.8 shows that the conventional bicubic interpolation approach does not
improve the recognition performance considerably. The pixel-domain SR ap-
proaches in [72, 94] fuse information from multiple low-resolution images to
generate a high-resolution image from which features are extracted, which im-
proves the recognition performance. The proposed framework further improves
the recognition performance with the super-resolution processing performed di-
rectly in the feature domain and the incorporation of prior knowledge of specific
iris/face model. This illustrates the benefits of super-resolving the information
that is used for recognition directly as is proposed in this paper.
4.6 Conclusion
Feature-domain SR has been shown to improve the recognition performance
of biometric systems in comparison to pixel-domain SR, through direct super-
resolution of the features used for classification, and incorporation of specific
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prior biometric model knowledge. This paper further improves the performance of
feature-domain SR by introducing a new framework to enable feature-domain SR
with nonlinear discriminant features (Gabor-based features). By employing non-
linear 2D Gabor-based features, our framework can boost the recognition perfor-
mance when capitalising on both the boost in recognition performance obtained
through the feature-domain SR approach and the highly discriminant property
of the Gabor-based features. We have demonstrated the proposed framework on
two biometrics (face and iris), and demonstrated similar performance gains in
both modalities. The proposed framework can also be used for other biometrics
and other nonlinear feature extraction techniques.

Chapter 5
Multibiometric fusion using
Dempster-Shafer theory
This chapter is made up of a submitted journal paper (IEEE transactions on
IFS):
K. Nguyen, S. Sridharan, S. Denman, and C. Fookes, “Score-level multimodal
biometric fusion based on Dempster-Shafer theory incorporating uncertainty fac-
tors,” IEEE Transactions on Information Forensics and Security, submitted 2013.
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ABSTRACT While Bayesian probability based fusion techniques produce op-
timal fusion for multibiometric systems, they require a large amount of training
data to construct the model which is not always available in real-world applica-
tions. Hence other techniques are required to deal with the lack of data and/or
the uncertainty of data. Dempster-Shafer theory has been shown to be a powerful
method for combining measures of evidence from different classifiers. One of the
advantages of this technique is the introduction of an uncertainty concept, which
in a biometric context facilitates fusion based on the confidence of each modality.
The ability to adapt for the uncertainty of the data (such as quality variation,
classifier accuracy variation) is particularly critical given the growing trend to-
wards performing biometric identification at a distance and on the move. This
research seeks to develop a unified framework for multimodal biometric fusion to
take advantage of the uncertainty concept of Dempster-Shafer theory, improving
the performance of multibiometric authentication systems.
5.1 Introduction
Biometric traits such as fingerprint, face, and iris have long been employed to
authenticate humans. However, these unimodal biometric systems are commonly
challenged by: (a) noise in the input data, (b) non-universality, (c) an upper-
bound on identification accuracy, and (d) spoof attacks [110]. Multibiometric
systems seek to alleviate some of these drawbacks by consolidating the evidence
presented by multiple biometric sources. These multibiometric systems can signif-
icantly improve the recognition performance in addition to improving population
coverage, better preventing fraud, and reducing the failure-to-enroll rate. The ad-
vantage of the multibiometric systems over the traditional unibiometric systems
are enumerated as follows [111]: (a) Multibiometric systems address the issue
of non-universality (i.e., limited population coverage) encountered by unibiomet-
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ric systems; (b) Multibiometric systems can facilitate the filtering or indexing
of large-scale biometric databases; (c) It becomes increasingly difficult (if not
impossible) for an impostor to spoof multiple biometric traits of a legitimately
enrolled individual; (d) Multibiometric systems also effectively address the prob-
lem of noisy data; (e) These systems also help in the continuous monitoring or
tracking of an individual in situations when a single trait is not sufficient; (f)
A multibiometric system may also be viewed as a fault tolerant system which
continues to operate even when certain biometric sources become unreliable due
to sensor or software malfunction, or deliberate user manipulation.
Multibiometric systems have demonstrated success in enhancing the recognition
performance and the robustness of biometric systems. However, with the re-
cent trend toward performing biometrics in less constrained conditions such as
at a distance or on the move [8, 10, 77, 79, 94], the level of cooperation from
participants varies significantly, which in turn impacts upon the quality of the
acquired data. The variation in the quality of input data introduces some degree
of uncertainty about the achieved match scores. Incorporating quality into the
fusion of multiple modes has been a growing trend in multibiometric research
since it can improve the overall performance of the system by applying higher
weights to better quality data. Recently, quality-based multimodal biometric
fusion has attracted significant interest, and a variety of approaches have been
proposed including quality-weighted sum fusion [26], quality-incorporated like-
lihood fusion [86], discriminative quality-based fusion [58], quality-incorporated
SVM fusion [25], quality-incorporated Bayesian Belief Network [78], and quality-
based cluster-based fusion [101]. A survey of state-of-the-art fusion approaches
incorporating quality metrics can be found in [101].
There are two major approaches in data fusion: Bayesian and Dempster-Shafer
[60]. Bayesian probability theory fusion techniques such as [86] normally achieve
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the optimal result for fusion. However, estimating probabilities requires a large
amount of training data which is not always available in real-life applications.
Dempster-Shafer (DS) theory provides us with a powerful tool to deal with the
variation present in the data by introducing an uncertainty concept directly into
the fusion [115]. When the quality of the acquired data varies significantly, there
is some degree of uncertainty about the similarity scores achieved from the classi-
fiers, which affects the confidence and reliability of the recognition result. Hence,
the motivation for applying DS theory to multibiometric fusion is to take advan-
tage of the uncertainty concept in DS theory to deal with uncertainty factors that
impact biometric accuracy and reliability in less constrained biometric systems.
While DS theory has been successfully employed for combining classifiers in a
wide range of applications such as robotics [84], software fault prediction [33],
remote sensing [64], medical [52], and object tracking [59]; it has seen limited
use in biometric fusion applications. Although there are a number of DS-based
fusion approaches for biometric verification/identification [4, 5, 56, 57, 62, 80, 118,
128], none of these are concerned with how to effectively employ the concept of
uncertainty in DS theory, or how to ultilise quality metrics (indicating the quality
of the acquired biometrics) within the fusion to improve the overall performance
of the system. The major concerns when applying DS theory to multibiometric
fusion are:
• How to best take advantage of the uncertainty concept of DS theory to
effectively incorporate quality measures into the fusion?
• How to further evolve the fusion approach into a unified framework to deal
with other uncertainty factors?
Uncertainty factors such as quality measures and classifier accuracy are non-class
discriminatory, which means they are not discriminative in distinguishing the
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identity of individuals themselves; however the auxiliary information they pro-
vide is capable of strengthening the recognition process. This paper thoroughly
analyses how the multibiometric recognition problem can be modeled using DS
theory, including how quality metrics and classifier accuracy can be incorporated
into the model, and seeks to provide a general framework for fusion.
There are different levels of fusion including sensor level, feature level, score
level, rank level, and decision level [111]. Apart from the raw data and features,
the match scores contain the richest information about the input pattern. In
addition, the only available data from commercial biometric hardware systems
are the match scores. Consequently, fusion at score level is the most commonly
employed approach in multibiometric systems [110, 111]. It is for this reasons,
we focus on applying DS theory for fusion at score level in this paper.
The remainder of this paper is divided into 5 sections. Section II briefly intro-
duces Dempster-Shafer theory. Section III analyses how to apply DS theory to
multimodal biometric fusion and existing approaches. Section IV proposes a uni-
fied framework for fusion. Experimental results are presented in Section V. The
paper is concluded in Section VI.
5.2 Introduction to Dempster-Shafer theory
The Demspter-Shafer theory of evidence [115] is a powerful tool for representing
uncertain knowledge. In a finite discrete space, DS theory can be interpreted as
a generalisation of probability theory where probabilities are assigned to sets as
opposed to mutually exclusive singletons. DS theory employs degrees of belief
(or mass, a generalisation of probability) assigned to sets of hypotheses (rather
than single events). Consequently, evidence in DS theory can be meaningful at
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a higher level of abstraction without having to resort to assumptions about the
events within the evidence set. When the evidence is sufficient enough to permit
the assignment of probabilities to only single events, DS theory collapses to the
traditional Bayesian probability counterpart. In other words, DS theory directly
represents the uncertainty in the form of the probability of evidence sets (rather
than single events), which allows the system to deal with the lack of data without
any further assumptions. DS theory also introduces a framework for combining
evidence.
Let Θ = {θ1, θ2, ..., θk} be a finite set of mutually exclusive possible hypotheses,
referred to as the frame of discernment. The power set 2Θ is the set of all subsets
of Θ including itself and the null set . Given these definitions, DS theory is
outlined as follows.
Basic Belief Assignment (BBA): DS theory assigns a mass (degree of belief)
to each subset in the power set, 2Θ. While traditional probability theory employs
a measure of probability to assign to each atomic hypothesis θi in the frame of
discernment, the mass in DS theory is assigned not only to each atomic hypoth-
esis, but also to combinations of hypotheses. Hence each subset in the power set
is assigned a mass. The function, m, that assigns a mass in the range of [0, 1] to
each subset, A, is called a basic belief assignment (BBA). This function satisfies
the following,
m() = 0, and
∑
A⊆2Θ
m(A) = 1. (5.1)
The value of a mass (roughly equivalent to probability) is the belief that supports
hypothesis A, but does not support any subsets of A.
Belief function: From the basic belief assignment, the upper and lower bounds
of the interval which contains the precise probability of a subset of interest, are
bounded by two nonadditive continuous measures called Belief and Plausibility
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respectively. These two bounds for a set, A, are defined as,
Bel(A) =
∑
B|B⊆A
m(B), (5.2)
Pl(A) =
∑
B|B∩A 6=
m(B). (5.3)
There is a direct relationship among three quantities: m(A), Bel(A), and Pl(A).
Given any one of these three measures, it is possible to determine the values of
the other two. If the mass is known, belief and plausibility can be derived as
shown in Equation 5.2 and 5.3. If the belief is known, the other two measures
can be derived as follows,
m(A) =
∑
B|B⊆A
(−1)|A−B|Bel(B), (5.4)
Pl(A) = 1−Bel(A), (5.5)
where |A−B| is the difference of the cardinality of the two sets, A and B; and A
is the classical complement of A. This definition of plausibility in terms of belief
comes from the fact that all BBAs must sum to 1 (see Equation 5.1),
Bel(A) =
∑
B|B⊆A
m(B) =
∑
B|B∩A=
m(B) (5.6)
= 1−
∑
B|B∩A 6=
m(B) = 1− Pl(A). (5.7)
Combination rule: Consider two BBAs, m1(.) and m2(.), for two belief func-
tions, Bel1(.) and Bel2(.), respectively. Let A and B be focal elements of Bel1(.)
and Bel2(.). Then two evidence sources m1(.) and m2(.) can be combined to ob-
tain the belief mass committed to C ⊂ Θ according to the following combination
or orthogonal sum [115],
m12(C) = m1(C)⊕m2(C) (5.8)
=
∑
A∩B=Cm1(A)m2(B)
1−∑A∩B=m1(A)m2(B) , (5.9)
when C 6= . The denominator is a normalisation factor, which intuitively
measures how much m1(.) and m2(.) are conflicting.
The DS combination rule is commutative and associative, and it can be effortlessly
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extended to combining multiple evidences sequentially,
m = ((m1 ⊕m2)⊕m3)...⊕mN = ⊕Ni=1mi. (5.10)
Note 1: the DS combination rule assumes that the evidences are independent.
If the evidences are not independent, the DS combination rule has to be modified
as shown in [85],
m12(C) =
∑
A∩B=C [m1(A)m2(B)]
n
1−∑A∩B=[m1(A)m2(B)]n , (5.11)
where n is a weight. More justification for the DS combination rule can be found
in [106, 113]. In this paper, the evidences from different biometric modalities are
assumed to be independent.
Note 2: when multiple sources of evidence are incorporated using DS theory, the
order of the sources to fuse does affect the fusion result [84]. Mladenovski [82]
has proved that a maximum value can be attained by sorting first the beliefs in
ascending order with n = 0.5. Similarly, if sorted in descending order, a minimum
value can be obtained. The minimum-maximum range defines the operating range
of the fusion result. In this paper, the evidence sources are sorted in ascending
order prior to fusion.
5.3 Applying DS theory to multimodal biomet-
ric fusion
In this section, we analyse the problem of multimodal biometric verification fusion
(which can be trivially extended to the identification case), limited to score-level
fusion. We outline how DS theory can be applied to the task of multibiometic
verification, and analyse existing DS theory based approaches.
Problem definition: Let us assume that there are N different biometric traits,
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M1,M2, ...,MN , for each identity in the dataset. Each classifier for these modal-
ities generates a match score, Si, with i = 1, .., N . We further assume that the
quality of each biometric trait (template and query data) has been measured by a
quality metric, which generates a quality score, Qi, for modality Mi. The problem
in this multimodal biometric system is to effectively fuse these N biometric traits
to generate one fused score, which is representative of the identity, and which in
turn will improve the recognition rate of the biometric system.
Analysis: For the verification task, there are two possibilities:
1. Genuine: the query and the template belong to the same class;
2. Impostor: the query and the template belong to different classes.
Expressing this in terms of DS theory, there are two hypotheses: Genuine, G,
and Impostor, I. Thus, the frame of discernment, Θ = {G, I}.
The power set is defined as 2Θ = {, G, I, E}, where  is the empty set, and
E is either genuine or impostor. The either subset, E, is meaningful at a high
abstraction level when in some conditions (such as the quality of the query data
being very poor), the input can not be trusted, making the score meaningless.
For example, if the query image is heavily blurred, then even though the match
score is very high, we can not say the query image belongs to the same class as
the template image and vice versa. The E subset introduces a level of uncertainty
into the model to capture this situation.
From the definition of the BBA, m() = 0, and,
m() +m(G) +m(I) +m(E) = 1. (5.12)
The BBA function, m(.), can be in different forms, but fundamentally:
• m(G) is the hypothesis that the query and the template belong to the same
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Figure 5.1: Modeling the mass of genuine, impostor, and either (genuine or im-
postor) from DS theory point of view for a multimodal biometric fusion problem.
class, hence it is based on the similarity score;
• m(I) is the hypothesis that the query and the template belong to different
classes, hence it is based on the dissimilarity score;
• m(E) is the hypothesis that we can not determine if the query and the
template belong to the same class or different classes. This hypothesis
represents the uncertainty in the model, which will be exploited to model
the uncertainty in matching. If m(E) = 0, then the model collapses to
traditional probability theory.
A summary of how the masses are modeled is illustrated in Figure 5.1.
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5.3.1 Existing applications of DS theory to multibiomet-
ric fusion
In the literature, several approaches using DS theory to fuse multiple biometric
scores have been proposed. This section surveys different approaches systemati-
cally, and then proceeds to propose an unified framework in Section 5.4.
For biometric verification, DS theory requires three masses to be determined:
genuine, impostor, and either (see Section 5.3). Researchers have modeled the
mass of Genuine using various approaches. Since m(G) is the hypothesis that
the query and the template belong to the same class, it is obvious that this mass
should be proportional to the similarity score. Dakshina el al. and Mahoor et al.
simply used match scores directly to define m(G) [56, 57, 76]. In [80], the authors
employed an increasing function such as a sigmoid or exponential, which maps the
scores into the range [0, 1]. Similarly, Richa et al. [118] proposed to estimatem(G)
by weighting scores with the recognition rate of the corresponding classifiers. In
[5], the authors formulate m(G) through a combination of the distance scores
between the query, xi, and the template, x; the rank of the prototypes according
to their distance values; and the number of prototypes belonging to the same
class. In [122], Vatsa et al. compute the genuine mass and the impostor mass by
estimating the multivariate Gaussian density function.
While the approaches to define m(G) make intuitive sense, these existing ap-
proaches are limited in the way they model the mass of the uncertainty. To
summarise, m(E) has been defined in one of the following two ways:
• m(E) = 0,m(I) = 1−m(G) (see [56, 57, 76, 118, 122]);
• and m(E) = 1−m(G),m(I) = 0 (see [5, 80]).
5.4 Proposed framework 120
In the first case, m(E) = 0 means that there is no uncertainty in the match score
inputs. As when m(E) = 0, DS theory collapses to traditional probability theory,
setting m(E) = 0 negates any benefits from using DS theory. In the second case,
complementing m(E) with the mass of genuine is unreasonable as it sets the mass
of impostor, m(I), to 0, meaning that the system is assuming that an impostor
attempt will never occur.
Authors in [4] attempt to address this limitation by treating the uncertainty as a
constant to be learnt from the training data to minimise the overall mean squared
error. While this does allow m(G), m(I) and m(E) to be utilised, m(E) does
not necessarily indicate the reliability of a given query. Rather it is simply set
as a constant to maximise accuracy, and is perhaps a better indicator of each
classifiers uncertainly instead of each piece of input data. Another approach
employing DS fusion simply imposes the remaining belief on the uncertainty,
such that m(E) = 1 −m(G) −m(I) [107]. No specific meaning is given to the
mass of uncertainty.
Instead of simply canceling m(E) out, complementing it with m(G), or modeling
it with a constant to be learnt, this mass of uncertainty should meaningfully
reflect the uncertainty of a given query image in the biometric system. In the
next section, we propose an approach to model the uncertainty of the query
images in the form of quality measures, which model the mass of uncertainty in
DS theory.
5.4 Proposed framework
In this section, we present our proposed framework for multibiometric fusion.
The framework is presented in Section 5.4.1, while Section 5.4.2 outlines a specific
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case of the framework where quality measures and the accuracy of classifiers are
incorporated into the fusion. Section 5.4.3 outlines how the match scores and
quality scores are normalised. Section 5.4.4 outlines how multiple quality scores
for one modality are fused to generate a single representative quality score for
that modality.
5.4.1 A unified framework for multibiometric fusion
We propose to define the three masses in our DS theory fusion approach as follows,
mi(E) = f(u1, u2, ..., uKi), (5.13)
mi(G) = Si
(
1−mi(E)
)
, (5.14)
mi(I) = (1− Si)
(
1−mi(E)
)
, (5.15)
where Si is a match score, and f(u1, u2, ..., uKi) is an uncertainty function with
uncertainty factors u1, u2, ..., uKi affecting the recognition performance of the bio-
metric systems. Examples of these uncertainty factors include the quality of the
input data and the accuracy of the classifiers. The function, f(.), has to satisfy
the following properties:
• Proportional to uncertainty. For example it must be inversely proportional
to the quality of both the query image and the reliability of the classi-
fier, since a high quality input query and reliable classifier results in low
uncertainty, and vice versa;
• 0 ≤ m(E) ≤ 1, where 1 indicates complete uncertainty, and 0 indicates
complete certainty.
The modeling of these masses in Equations 5.13, 5.14, 5.15 conforms to the con-
straint that m() +m(E) +m(G) +m(I) = 1. The major benefits of the above
modeling are:
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• The ratio between m(G) and m(I) is preserved, identical to the traditional
ratio between genuine and impostor scores,
m(G)
m(I)
=
S(1−m(E))
(1− S)(1−m(E)) =
S
1− S . (5.16)
• Uncertainty factors are directly encoded in the mass of the uncertainty,
m(E), so the fusion is robust to variations and noise.
By incorporating the uncertainty factors (such as quality measures, classifier ac-
curacy) into the uncertainty term, the biometric system is capable of dealing with
quality variation in the input data, and is able to make the best decision with the
available data. This makes the system robust to changes in the quality of inputs,
especially in uncooperative acquisition conditions.
Two sources of evidence m1(.) and m2(.) are combined as follows,
m12(G) =
m1(G)m2(G) +m1(G)m2(E) +m1(E)m2(G)
1−m1(G)m2(I)−m1(I)m2(G) , (5.17)
m12(E) =
m1(E)m2(E)
1−m1(G)m2(I)−m1(I)m2(G) , (5.18)
m12(I) = 1−m12(G)−m12(E). (5.19)
Multiple sources of evidence are combined iteratively as shown in Equation 5.10.
Hence, from N biometric modalities, each with one match score, Si, and a col-
lection of uncertainty factors, (u1, u2, ..., uKi), a fused match score (Sf ,mf (E))
is output using the proposed fusion scheme as shown in Figure 5.2. The quality
scores for each modality can also be combined (see Section 5.4.4), providing a
merged quality score that indicates the overall quality of the data. The com-
bined quality score needs to be above a threshold (the threshold is determined
experimentally as shown in Section 5.5.2) otherwise a failure to enroll is claimed.
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5.4.2 Incorporating multiple sources of quality informa-
tion
In our proposed approach, we consider the situation where both modality qual-
ity scores and classifier accuracy (in the form of an EERs) are available. The
simplest approach to combine these is a linear combination of the quality scores
and the EERs to determine the mass of uncertainty as follows,
mi(E) = w1(1−Qi) + w2EERi, (5.20)
where w1 and w2 are weights imposed on the normalised quality score, Qi, and
the accuracy of the ith classifier in form of EERi (these two weights are to be
learnt from the training set). To satisfy the properties of the uncertainty function
as stated above,
mi(E) = β
(
α(1−Qi) + (1− α)EERi
)
, (5.21)
where α is a weight that determines the relative importance of the two components
(input quality measures and EER) to the overall fusion, and β is the scaling
weight. Both satisfy 0 ≤ α, β ≤ 1.
The major benefits of the above modeling are:
• The quality measure is incorporated into the uncertainty mass: higher qual-
ity leads to lower uncertainty, and vice versa;
• The accuracy of the classifier (in form of EER) is also incorporated into
the uncertainty mass: a more accurate classifier leads to lower uncertainty,
and vice versa;
• A weighing coefficient, β, imposed on the overall combination of the quality
measure and the classifier accuracy allows flexibility of the model, which
makes the model become robust to noise.
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Figure 5.2: Combining multiple sources of evidence using DS theory. N biometric
traits, M1,M2, ...,MN , generate N pairs of score and quality measures, (Si, Qi).
N classifier accuracy values are also supplied in form of EER to bolster the fusion.
These N trio are combined using the proposed unified DS fusion framework to
output a fused score, Sf , and a fused quality score, Qf .
Both α and β can be learnt from the training set.
5.4.3 Normalising the match scores and the quality scores
Prior to fusing, the match scores and the quality scores need to be normalised
between [0,1]. There are various methods of normalisation including min-max,
decimal scaling, Z-score, median, double sigmoid, and tanh [48, 111]. In this
research, min-max normalisation is chosen due to its simplicity in computation
and effective performance. Provided a score Sold (either match score or quality
score), the corresponding normalised score is estimated as,
Snormalised =
Sold − Smin
Smax − Smin , (5.22)
where Smin, Smax are the min, max values of the score range. These min and
max values can be estimated given the nature of the measures, or learnt from the
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training set.
5.4.4 Fusing multiple quality measures
There are situations where multiple quality metrics are available for one biometric
modality. In this situation, these multiple measures can be fused to generate one
representative quality score to be used in the proposed approach. DS theory has
been shown to effectively fuse multiple quality scores [53]. The quality fusion ap-
proach in [53] is employed in this research to fuse both multiple quality measures
for a single modality, and each modality quality measure into an overall quality
score.
A fused quality score is iteratively calculated through each quality factors as
follows,
mˆi(A) =
mˆi−1(A) ∗mi(A)
mˆi−1(A) ∗mi(A) + mˆi−1(B) ∗mi(B) , (5.23)
where A is a hypothesis that the quality is poor, B is a hypothesis that that
quality is good, and i = 2, ..., N is the order of the quality factors. Further
explanation can be found in [53].
5.5 Evaluation of the proposed framework
The Biosecure DS2 database [100] 1 has been ultilised to conduct our experiments
on the proposed fusion work. To our knowledge, this is the only publicly avail-
able benchmark database consisting of both match scores and quality measures
for biometrics, and as such it is used to evaluate our proposed approach. There
are 17 channels of data including 3 still face channels (low quality, high quality
1This database can be downloaded from http://face.ee.surrey.ac.uk/qfusion
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Table 5.1: Biometric modalities and quality measures in the Biosecure DS2
database. Even though iris is mentioned in the manual, this modality is not
provided due to the difficulties the database owners experienced with recognition
performance.
Modality Quality measures
Still Face: Low Quality Face detection reliability,
Brightness, Contrast, Fo-
cus, Bits per pixel, Spatial
resolution, Illumination,
Uniform Background, Back-
ground Brightness, Reflection,
Glasses, Rotation in plane,
Rotation in Depth, Frontal-
ness.
Still Face: High Quality Same as above
Fingerprint thermal Texture richness (based on lo-
cal gradient)
Fingerprint optical Same as above
Iris Texture richness, difference be-
tween iris and pupil diame-
ters, proportion of iris used for
matching
with flash, and high quality without flash), 6 optical fingerprint channels, 6 ther-
mal fingerprint channels, and 2 iris channels (though these are not provided due
to the difficulties the database owners experienced with recognition performance).
The corresponding quality measures for each modality are shown in Table 5.1.
There are 333 identities divided into one development set (training set) and one
evaluation set (testing set). There are 51 genuine users in the development set
and 156 in the evaluation set. These two sets of users constitute the 207 users
available in the database. The remaining 126 subjects are considered as an exter-
nal population of users who serve as zero-effort impostors [100]. The evaluation
set is divided into two subsets: the first subset is optimised for the owner’s spe-
cial purpose, the second subset is un-edited data. The second evaluation subset
is used in this experiment. More details about the dataset can be found in [100].
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Figure 5.3: Performance of individual modalities present in the Biosecure DS2
database. Face HR modality and Fingerprint Optical modality achieve better
recognition performance in comparison with Face LR modality and Fingerprint
Thermal modality.
Performance of the individual modalities is depicted in Figure 5.3. The figure
shows that still face (high quality) and fingerprint (optical) achieve higher accu-
racy than still face low quality and fingerprint thermal. Equal error rates (EER)
vary from 0.08 and 0.09 for HR face and optical fingerprint, to 0.33 for thermal
fingerprint. Only the highest performing individual modality (face HR) is plotted
in later figures for visual clarity reasons, although all modalities are used in the
fusion.
As outlined in Section 5.1, Bayesian probability fusion approaches require a large
amount of training data to estimate the distribution correctly and reliably. More-
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over, with the fusion of the quality with the match scores, the joint distribution of
the match scores and the quality must also be estimated as shown in [86]. How-
ever, in the BioSecure DS2 database, there are only 2 to 4 genuine scores with a
corresponding quality measures for each identity, which is insufficient for reliably
estimating this distribution. So in our experiments, we do not make comparisons
with Bayesian fusion approaches and only compare to other techniques that have
similar data requirements to the proposed approach.
5.5.1 Selection of quality measures for the face modality
Even though 14 quality measures are supplied for the face modality as shown
in Table 5.1, their effect on overall recognition performance significantly differs,
and it can be seen from Table 5.1 that several factors are captured by multi-
ple criteria (i.e. rotation in plane and rotation in depth are both captured by
frontalness). Having observed the relationship between low match scores and ex-
treme quality measures in the database, we found that only 5 (out of 14) quality
measures (face detection reliability, brightness, focus, illumination, frontalness)
have considerable impact on the recognition scores. In essence, these five fac-
tors effectively encapsulate a variety of complicating factors including the pose
of the subject (frontalness, face detector reliability), the lighting conditions (illu-
mination, brightness) and the capture conditions (focus). To further validate the
observation, we have conducted an experiment using the quality-based DS fusion
approach on the whole evaluation dataset using the 5 chosen quality measures
and all quality measures. The performance is illustrated in Figure 5.4. The EER
has been reduced from 0.0173 for all quality measures to 0.0130 for 5 chosen qual-
ity measures. Hence in the results presented in this paper, only these 5 quality
measures for face are employed.
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Figure 5.4: Selection of 5 quality measures (face detection reliability, brightness,
focus, illumination, frontalness) out of all 14 quality measures boosts the recog-
nition performance.
5.5.2 Impact of the overall quality threshold on the failure
to enroll rate
After fusing with the proposed approach, a fused quality score in form of mE is
produced together with a fused matching score. This fused quality score repre-
sents the overall quality of the multimodal data provided. A threshold can be
applied to exclude low quality input. Note that the fused quality score is in form
of the uncertainty score, so a high threshold should lead to reduced performance
(as poor quality data is enrolled in the system), while low thresholds should im-
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Table 5.2: Impact of overall quality threshold on the number of failure to enroll
and the recognition performance (EER).
Quality Threshold 0 0.00004 0.00006 0.00008 0.0001 0.0002 0.0005 0.001 0.005 0.01 0.1 1
Failure to Enrolls (percentage) 100 8.7 4.8 3.1 2.1 0.67 0.07 0.01 0 0 0 0
EER 0 0 0.0036 0.0037 0.0040 0.0069 0.0097 0.010 0.010 0.010 0.010 0.010
prove performance, but at the cost of not being able to enroll everyone. For the
experiments conducted on the BiosecureDS2 dataset, when the quality threshold
is higher than 0.005, there are no failures to enroll, and the EER is 0.010. As the
threshold is decreased, the EER is reduced at the cost of an increased failure to
enroll rate. It is important to note that through the use of this quality threshold,
a recognition rate of 100% (EER = 0) can be achieved by the setting of a suit-
ably aggressive threshold (0.00004 in our experiments). While this does result
in a significant failure to enroll rate (8.7%), it allows for very secure systems to
be implemented. The impact of this threshold on the recognition performance is
illustrated in Table 5.2.
5.5.3 Comparison to other DS approaches
Performance of the proposed DS fusion approach incorporating quality measures
and EER is illustrated in Figure 5.5 in the form of both DET and ROC plots. The
proposed approach is compared with other DS-based fusion approaches including
m(E) = 0, m(E) = 1 − m(G), m(E) = constant (learnt from training set to
minimise overall EER), and when only the input query quality is incorporated
(see Section 5.3.1 for details on each of these approaches). The EERs of each
approach are provided in Table 5.3.
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Table 5.3: EER performance of different approaches to model the uncertainty
using DS fusion theory.
Approaches EER
DS fusion: m(E) = 0 0.022
DS fusion: m(E) = 1- m(G) 0.026
DS fusion: m(E) = constant 0.019
DS fusion (quality) 0.013
DS fusion (quality and EER) 0.010
The traditional DS-based fusion approaches achieve improvement over the best
individual modality (face HR). With the introduction of quality factors into the
fusion, a further improvement can be reached. This demonstrates that the in-
corporation of quality measures into the fusion can bolster the performance of
multimodal biometric systems. The other uncertainty factor, the accuracy of
classifiers in form of EERs, can also be employed to further support the fusion.
Figure 5.5 illustrates the performance the aforementioned approaches.
5.5.4 Comparison to other quality-based approaches
We further demonstrate the performance of the proposed approach against
other quality-based approaches including quality-incorporated sum and quality-
incorporated product fusion. DET and ROC plots are shown in Figure 5.6. For
quality-incorporated sum and product fusion, the fusion scores are estimated as
follows,
Ssumf =
∑N
i=1 QiSi
N
, (5.24)
Sproductf =
N
√√√√ N∏
i=1
QiSi. (5.25)
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Table 5.4: EER performance of different approaches to model the uncertainty.
Approaches EER
Quality-based sum 0.019
Quality-based product 0.023
DS fusion (quality and EER) 0.010
From Figure 5.6 and Table 5.4, it can be clearly seen that the proposed approach
outperforms the sum and product fusion techniques, demonstrating the advantage
of DS theory for a situation where the quality of the input scores is highly varied.
5.6 Conclusion
In this paper, we have shown the advantage of DS theory in modeling the uncer-
tainty for multimodal biometric fusion. A unified framework has been proposed
to take advantage of the uncertainty in DS theory to deal with the variation
in the quality of the acquired input images. With the appropriate modeling of
uncertainty in the form of the uncertainty mass, the proposed approach can ef-
fectively fuse multiple biometric modalities. The robustness of the fusion against
variations in quality and classifier accuracy can enable multibiometric systems to
operate in less constrained conditions. Furthermore, by restricting the system to
only accept high quality data, very accurate performance (at or close to 100%)
can be achieved.
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(a) DET
(b) ROC
Figure 5.5: Performance of different approaches to model the uncertainty using
DS fusion theory in DET and ROC form.
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(a) DET
(b) ROC
Figure 5.6: Performance of the proposed approach against other quality-based
fusion approaches in DET and ROC form.
Chapter 6
Discussion and conclusion
6.1 Conclusions
Human identification at a distance is a growing and challenging trend in biomet-
rics. This PhD dissertation has addressed 3 major challenges in human identifi-
cation at a distance: 1. input image resolution; 2. input data quality variation; 3.
unavailability of a part of biometric modalities. The lack of resolution is addressed
through super-resolution techniques. This research has proved that incorporating
quality measures into the SR process can improve recognition performance of the
biometric system. On the other hand, transferring SR from the pixel domain to
the feature domain has shown the advantage of reconstructing the features (which
are more directly employed in the recognition stage than the input image) to im-
prove the recognition performance, rather than the visual clarity as in general
scene SR. This dissertation further enhances the feature-domain SR techniques
by introducing a framework for the non-linear Gabor-based features, which are
recognised as the most discriminant encoding technique for biometrics.
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In less constrained acquisition conditions, there are cases when the required bio-
metric modalities are not available, or the quality of the input modality is insuffi-
cient for a confident recognition result. Fusing multiple modalities can provide a
solution for this issue. This research has proved that Dempster-Shafer theory can
effectively address the fusion with uncertainty factors such as the uncertainty in
quality of the input data, the uncertainty in accuracy of the employed classifiers.
The second challenge in considering variation in the quality of the input data
is addressed by incorporating this auxiliary information into the super-resolution
and the fusion process. The quality of the input data does not provide discrimina-
tion information for the recognition process, however, this auxiliary information
allows the system to determine the proper contribution from different frames to
strengthen the combination process.
6.2 Summary of contributions
Three main contributions have been made in this thesis:
(I) Pixel-domain super-resolution
We have considered the effective use of super-resolution to improve the
performance of less constrained iris recognition at a distance and on the
move. Effectively fusing information from multiple frames is critical to the
success of a super-resolution process. A fusion scheme is considered to be
‘good’ when it is capable of:
1. Incorporating various high frequency components from all frames.
2. Taking advantage of the differing appearance of reflections and occlu-
sions.
3. Evaluating the quality of each frame and incorporating the quality into
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the fusion process.
The proposal by Hollingsworth et al. on averaging normalised iris images
from a video sequence [39, 41], satisfies the first and second of these fu-
sion criteria. The Robust Mean super-resolution approach proposed in [89]
as an improved fusion scheme over averaging also addresses only the first
two criteria. In the approach outlined in Chapter 3, all three criteria are
considered in the proposed quality-driven super-resolution scheme. By in-
corporating a quality metric into a reconstruction-based super-resolution
approach, the proposed scheme is capable of improving recognition perfor-
mance. The main features of the proposed approach are:
+ Fusing additional information from different frames to generate a double
resolution image which can improve the recognition performance.
+ Enhancing resolution simultaneously with recognition performance.
Most existing super-resolution techniques used to enhance resolution do
not improve recognition performance.
+ An intelligent fusion scheme that allows the best quality frames according
to a multiple criteria assessment to be given a higher weighting during the
fusion, whilst still allowing lower quality frames that may contain regions
otherwise occluded to contribute.
+ Making fusion robust to the inconsistent quality of frames captured in
an iris on the move and at a distance system.
The proposed quality-driven super-resolution approach has been shown to
outperform the traditional best quality selection technique, another state-
of-the-art signal-level fusion technique, other super-resolution techniques,
and other score-level fusion techniques.
(II) Feature-domain super-resolution
Feature-domain SR has been shown to improve the recognition performance
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of biometric systems in comparison to pixel-domain SR, through direct
super-resolution of the features used for classification, and incorporation of
specific prior biometric model knowledge. The work presented in Chapter
4 further improves the performance of feature-domain SR by introducing a
new framework to enable feature-domain SR with nonlinear discriminant
features (Gabor-based features). This is the first technique proposed that
is able to perform feature domain super resolution on non-linear features.
By employing nonlinear 2D Gabor-based features, the proposed framework
can boost the recognition performance by capitalising on both the boost in
recognition performance obtained through the feature-domain SR approach
and the highly discriminant property of the Gabor-based features. The
proposed framework is demonstrated on two biometrics (face and iris), and
similar performance gains are observed in both modalities. The proposed
framework is also applicable to other biometrics and other nonlinear feature
extraction techniques.
(III) Multimodal fusion
Chapter 5 presents a multi-modal fusion approach that demonstrates the
advantage of DS theory in modeling the uncertainty for multi-modal bio-
metric fusion. A unified framework has been proposed to take advantage of
the uncertainty in DS theory to deal with the variation in the quality of the
acquired input images. This is the first multi-biometric fusion approach
to appropriately model the uncertainty based on input image quality and
classifier confidence. With the appropriate modeling of uncertainty in the
form of the uncertainty mass, the proposed approach can effectively fuse
multiple biometric modalities. The robustness of the fusion to variations in
quality and classifier accuracy can enable multi-biometric systems to oper-
ate in less constrained conditions. Furthermore, by restricting the system
to only accept high quality data, very accurate performance (at or close to
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100%) can be achieved.
6.3 Future work
Feature-domain SR has shown promising results in reconstructing the high-
resolution feature vectors from multiple low-resolution feature vectors. Currently,
two biometrics, iris and face, have been investigated and are shown perform well
in the proposed framework. Other modalities such as gait and palmprint can
also be potential candidates for the proposed approach. In addition, there are
other nonlinear features being used for biometrics. Investigating these nonlinear
features and how they can be employed in super-resolution can further extend
the applicability of SR to real-life applications.
While the proposed multi-biometric DS fusion approach has been shown to work
well, it does not deal the interdependancies of the biometrics modalities and as-
sumes that all modes are independent. There are several relationships among
modalities such as multiple instances from the same modality, multiple scores
from different algorithms for the same modality, and multiple samples from the
same modality (such as left iris and right iris, frontal face and profile face) [111].
Incorporating this dependency information into the fusion process has the poten-
tial to further improve the performance of the fusion.
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