Abstract. We consider the interior transmission problem in the case when the inhomogeneous medium has cavities, i.e. regions in which the index of refraction is the same as the host medium. In this case we establish the Fredholm property for this problem and show that transmission eigenvalues exist and form a discrete set. We also derive Faber-Krahn type inequalities for the transmission eigenvalues.
1. Introduction. The interior transmission problem is a new class of boundary value problems for elliptic equations which was first discussed by Colton, Kirsch and Monk in the mid nineteen eighties in connection with the inverse scattering problem for acoustic waves in an inhomogeneous medium [6] , [9] . Since that time the interior transmission problem has come to play a basic role in inverse scattering for both acoustic and electromagnetic waves (c. f. [2] , [4] , [10] ). In its simplest formulation, . Note that the case when n(x) = 1 for x ∈ D is singular in the sense that in this case every k > 0 is an eigenvalue having infinite multiplicity. Hence until recently all of the results on the interior transmission problem have assumed that either n(x) > 1 for x ∈ D or n(x) < 1 for x ∈ D. For a survey of known results for the interior transmission problem we refer the reader to the survey paper [7] . It is worth noting that the existence of transmission eigenvalues was only established very recently, again for case when either n(x) > 1 or n(x) < 1 for x ∈ D [13] .
The case when n(x) may be equal to one in a portion of D was first considered in [1] in connection with problems in non-destructive testing. In particular, it was demonstrated in [1] that transmission eigenvalues can be determined from the far field pattern of the scattered wave and numerical evidence was presented suggesting that the presence of cavities in the scattering object, i.e. regions D 0 ⊂ D for which n(x) = 1, cause the transmission eigenvalues to become larger. However, due to the singular nature of the transmission eigenvalue problem in this case, the theoretical results for the case when n(x) > 1 or n(x) < 1 for x ∈ D no longer apply. In particular, when cavities are present nothing is known about either the existence of a solution to the interior transmission problem or the existence and countability of transmission eigenvalue nor has an analog of the Faber-Krahn inequality given in [7, Theorem 7] been establish for transmission eigenvalue problems with cavities. The purpose of this paper is to provide these missing theoretical results. Due to the singular nature of the interior transmission problem with cavities, the mathematical methods we shall employ are different than those used in the non-singular case. In particular, it is no longer possible to write (1.1)-(1.4) as a fourth order elliptic equation for v − w in D which is the starting point for the analysis in the non-singular case [13] , [14] .
Interior Transmission Problem.
We first consider the scattering problem of finding a function u ∈ H where x ∈ R 2 , r = |x|, k > 0 is the wave number, u i (x) = e ikx·d with |d| = 1 is the incident field, u s is the scattered field satisfying the Sommerfeld radiation condition (2.3) uniformly inx = x/|x| and n ∈ L ∞ (D) such that Im n(x) ≥ 0, Re n(x) > 0 for x ∈ D and n(x) = 1 for x ∈ R 2 \ D. Here D is as defined in the Introduction. Then it can be shown [4] that u s has the asymptotic behavior
as r → ∞ uniformly inx where u ∞ is the far field pattern of the scattered field u s and we can define the far field operator F :
where Ω is the unit circle in R 2 . We note that by linearity (F g)(x) is the far field pattern corresponding to (2.1)-(2.3) where the incident field e ikx·d is replaced by the Herglotz wave function
The following theorem is a reformulation and strengthening of Theorem 8. 
such that v is a Herglotz wave function.
Values of k > 0 such that there exists a nontrivial solution of the homogeneous interior transmission problem (2.7)-(2.10) are called transmission eigenvalues. It can be easily shown that if Im n(x) > 0 for x in some neighborhood contained in D then transmission eigenvalues do not exist [4] . On the other hand, if n(x) > 1 for x ∈ D (or n(x) < 1 for x ∈ D) it is known that the Fredholm property holds for (1.1)-(1.4) and transmission eigenvalues exist and form a discrete set [13] , [14] . In this paper we will allow the possibility of regions D 0 ⊂ D such that n(x) = 1 in D 0 and in this case these results no longer apply. We will assume that D 0 is possibly multiply connected such that D \ D 0 is connected and that ∂D 0 is a smooth curve. Our goal in the following is to establish the Fredholm property for (1.1)-(1.4) in this case, to show that transmission eigenvalues exist and form a discrete set and to establish FaberKrahn type inequalities for transmission eigenvalues analogous to that of [7, Theorem 7] for the case where D has no cavity. We remark that for the sake of presentation we limit ourselves to the two dimensional case. Everything in the following analysis holds true in the corresponding three dimensional case as well.
We now precisely formulate the interior transmission problem that is the main subject of this study. Let D ⊂ R 2 be a simply connected and bounded region with C 2 boundary ∂D. Inside D we consider a region D 0 ⊂ D which can possibly be multiply connected such that D \ D 0 is connected and assume that its boundary ∂D 0 is also a C 2 curve. Let ν denote the unit outward normal to ∂D and ∂D 0 (see Fig 2.1) .
Given f and h we are interested in finding v and w that satisfy
(2.14)
In the following, the interior transmission problem (2.11)-(2.14) is referred to as (ITP). Motivated by the case where D 0 = ∅, it is reasonable to define a weak solution to (ITP) to be the pair of functions w and v in L 2 (D) that satisfy (2.11)-(2.12) in the distributional sense such that u = w − v ∈ H 2 (D) satisfies (2.13)-(2.14), where
, let w and v be a weak solution to (ITP).
Dividing both sides of (2.15) by (n−1) and applying the operator (∆+k 2 n) we obtain
together with
with the continuity of the Cauchy data across ∂D 0
where, for a generic function φ,
for x ∈ ∂D 0 and ν the outward unit normal to ∂D 0 (see Fig 2.1) . The latter equations for u are not sufficient to define w and v inside ∂D 0 and therefore one needs to add an additional unknown inside D 0 , for instance the function w that satisfies
with the continuity of the Cauchy data across ∂D 0 that can be written using (2.15) as
We note that (2.23) is interpreted as equalities between functions in H −1/2 (∂D 0 ) and H −3/2 (∂D 0 ) respectively. It is easily verified that the solutions u ∈ H 2 (D) and w ∈ L 2 (D 0 ) to (2.17)-(2.23) equivalently define a weak solution w and v to (2.11)-(2.14) by 
which is a Hilbert space equipped with the H 2 (D) scalar product and look for the solution u in V (D, D 0 , k). We also consider the closed subspace
where
For the sake of presentation we assume that u and ψ are regular enough to justify the various integration by parts and then use a denseness argument. Multiplying (2.17) by ψ and integrating by parts we obtain
Using the fact thatψ ∈ V 0 (D, D 0 , k), the boundary conditions (2.23) and equation (2.22) we obtain that
Therefore we finally have that
which is required to be valid for all
be the lifting function [11] such that θ = f and ∂θ/∂ν = h on ∂D and
for some c > 0. Using a cutoff function we can guarantee that
As one can see, the above variational formulation involves only u (in particular it does not involve w). The following lemma shows that the existence of w is implicitely contained in the variational formulation. 
and w = β on ∂D 0 (see Remark below on how one can construct this solution from H 1 (D 0 ) solutions by using a classical duality argument, (i.e. the traces of w and ∂w/∂ν can be defined in this case by duality argument, see also [11] ). Then applying Green's formula between w and a test function
and therefore
We know that the traces of Herglotz wave functions are dense in H 
Then standard regularity results imply that v ∈ H 2 (D 0 ) and there exists a constant c independent of v and u
and therefore the solution operator g → u is continuous from H
. Similar arguments also show that if k 2 is not an eigenvalue for the Neumann problem then the solution operator g → u where 
Then the existence and uniqueness of a weak solution w and v to the interior transmission problem (2.11)-(2.14) is equivalent to the existence and uniqueness of a solution u 0 of the variational problem (3.7).
Proof. It remains only to verify that any solution to (3.7) defines a weak solution w and v to the the interior transmission problem (2.11)-(2.14). Taking a test function ψ to be a C ∞ function with compact support in D \ D 0 one can easily verify from (3.6) that u satisfies (2.17). In particular, the function
we can apply Green's formula and (3.6) to obtain
Finally, applying Lemma 3.1, we now obtain the existence of w − ∈ L 2 (D 0 ) satisfying (2.22) and (2.23).
We now proceed with the proof of existence and uniqueness of a variational solution. In the following we exclude the values of k for which the uniqueness does not hold, namely the so-called transmission eigenvalues.
Definition 3.3. Values of k > 0 for which the homogeneous variational problem (3.7) (i.e. (3.7) for θ = 0) has nontrivial solutions u 0 are called transmission eigenvalues.
Remark 3. Note that by Theorem 3.2, if k 2 is not both a Dirichlet and a Neumann eigenvalue, then if k is a transmission eigenvalue there exists a nontrivial weak solution to (2.11)-(2.14) for f = h = 0 (see also Remark 2 above).
Then the interior transmission problem (3.7) has a unique solution provided that k is not a transmission eigenvalue. This solution depends continuously on the data f and h.
Proof. Let us define the following bounded sesquilinear forms on
where the upper sign corresponds to the case when Re(n) > 1 whereas the lower sign to the case when Re(n) < 1. In terms of these forms the variational equation (3.7)
It is clear that if the real part of 1/(n − 1) is positive definite or negative definite then there exists a positive constant γ, that only depends on n, such that
, so that 0 < ǫ < 1 and ǫk
(3.17)
From standard elliptic regularity results we deduce that 
In order to study transmission eigenvalues it suffices to study (4.2).
We now proceed with the proof of the fact that if the index of refraction n has a nonzero imaginary part in D \ D 0 then there are no transmission eigenvalues. From now on we assume that Im(n) = 0 and set n * = inf D\D0 (n) and n * = sup D\D0 (n) (essential infimum and supremum, respectively) .
Faber-Krahn type inequalities for transmission eigenvalues.
We now want to show that if k > 0 is sufficiently small then k is not a transmission eigenvalue. It suffices to show that if u 0 ∈ V 0 (D, D 0 , k) satisfies (4.3) then u 0 is zero. To this end we first notice that since
where λ 1 (D) is the first Dirichlet eigenvalue of −∆ in D.
To obtain a lower bound for the first transmission eigenvalue we rewrite (4.2) in an equivalent form. In particular, combining terms differently, (4.2) takes the equivalent form
Assume first that 1 + α ≤ n * ≤ n(x) ≤ n * for x ∈ D \ D 0 and some positive constant α > 0. In this case 1/(n−1) > 0 almost everywhere in D \ D 0 and therefore if the sum of the last four terms in (4.5) is nonnegative then obviously k is not a transmission eigenvalue. Hence we have
Therefore all k > 0 such that k 2 ≤ λ 1 (D) n * are not transmission eigenvalues. This means that all transmission eigenvalues satisfy
provided n * = sup D\D0 n > 1.
Next, if 0 ≤ n * ≤ n(x) ≤ n * < 1 − β for x ∈ D \ D 0 and some positive constant β > 0 then 1/(1 − n) > 0 almost everywhere in D \ D 0 . Hence from (4.3) after multiplying by −1 we see that k > 0 is not a transmission eigenvalue as long as
. Hence all transmission eigenvalues satisfy
provided 0 < n * = inf D\D0 n < 1.
For the case of 1 + α ≤ n * ≤ n(x) ≤ n * we can rewrite (4.7) in terms of the L p -norm of n for some p > 1. Letñ be equal to n in D \ D 0 and equal to 1 in D 0 . Using Hölder's inequality we have
where α = 2p/(p − 1). Hence
which is shown to exist in [8, Theorem 9.2.8]. Therefore, all transmission eigenvalues satisy
Finally, again for the case of 1 + α ≤ n * ≤ n(x) ≤ n * , we can refine (4.7) in order to involve the geometry of D 0 . To this end we introduce
. (4.14)
We remark that for all k ≥ 0, we have that 
we have that all transmission eigenvalues satisfy
4.2. The existence and discreteness of transmission eigenvalues.
Discreteness of transmission eigenvalues.
First we show that the transmission eigenvalues form at most a discrete set. To this end, with the aim of using the analytic Fredholm theory, we first show that an operator associated with the resolution of the ITP problem is analytic with respect to k ∈ C in some neighborhood of the real axis.
As indicated in the previous sections, finding transmission eigenvalues is equivalent to finding k > 0 such that the problem
has non trivial solutions u 0 ∈ V (D, D 0 , k). This is equivalent to finding the values of k for which
has a nontrivial kernel where A k and B k denote the operators associated with A and B k , respectively, by using the Riesz representation theorem. According to last section the operator A k is invertible and the operator B k is compact.
To avoid dealing with function spaces depending on k we shall make use of an (analytic) operatorP k from H 
where Y 0 denotes the Bessel function of second kind of order zero. Then, using standard continuity properties of volume potentials, θ k u ∈ H 2 loc (R 2 ) and there exists a constant C(k) such that
We recall that Y 0 is analytic outside the non-positive real axis. We also observe that t → Y 0 (kt) − 2/π log(t) is a smooth function for real positive t and all k ∈ C with Re(k) > 0. We then conclude that θ k : H 
(4.24)
We first observe that
Furthermore, since
We finally observe that, by analyticity of θ k ,P k also depends analytically on complex k with positive real part.
Using the Riesz representation theorem, we now introduce the operatorsÃ k and
for all u and v in H 2 0 (D) where α is a sufficiently large positive constant that will be fixed later (and is independent of k). The analyticity of P k and θ k as well as the expression for B k show thatÃ k andB k depend analytically on k ∈ C with Re(k) > 0. Moreover, the operatorB k is compact.
Observe that, if k is real, then for v ∈ V (D, D 0 , k) we have thatv ∈ V (D, D 0 , k), and hence from (4.25), we have that
Hence we conclude that for real k if A k + B k is not injective thenÃ k +B k is not injective. Consequently, in order to show that the set of transmission eigenvalues is at most discrete, it is sufficient to prove that the set k for whichÃ k +B k is not injective is at most discrete. For that purpose we shall prove the following lemma: Lemma 4.2. Assume that n satisfies the assumptions of Theorem 3.4. Let k be positive and real and letÃ k andB k be the operators defined by (4.27). Then
• There exist α 0 independent of k such that for all α ≥ α 0 the operatorÃ k is strictly coercive for all k > 0.
• There exist k 0 such that for all 0 < k ≤ k 0 the operatorÃ k +B k is injective. Proof. Assume that k is real and consider the first statement. According to the definition of θ k andP k we have that
where as in (3.18) γ k can be chosen such that γ k =γ/(1 + k 4 ) whereγ depends only on n and D. From the expression of P k u one sees that there exists a constant c that depends only of χ such that
(4.32) Let α 0 =γc 2 . Since γ k <γ, we observe that (γ k c) 2 < γ k α for all k and α ≥ α 0 and therefore the operator A k is strictly coercive for α ≥ α 0 .
We now prove the second assertion. We observe that
According to the previous section, there exists k 0 > 0 such that for all 0 < k < k 0 if (4.34) holds thenP k u = 0. We conclude that u = P k u − χθ k u = 0. Theorem 4.3. The set of transmission eigenvalues is discrete. Proof. The previous lemma proves in particular that for α sufficiently largeÃ k is coercive in a neighborhood of the positive real axis (sinceÃ k is continuous with respect to k) and therefore invertible. In this neighborhoodÃ −1 k is analytic and hence the operator I +Ã −1 kB k depends analytically on k and is injective for k sufficiently small. The analytic Fredholm theory now shows that this operator is injective for all values of k in this neighborhood except for at most a discrete set of values.
Existence of transmission eigenvalues.
We shall prove in this section that there exist at least one transmission eigenvalue and therefore we assume here that k is positive. To this end, we observe that k is a transmission eigenvalue if and only if the operator
has a nontrivial kernel, where A k is the positive definite self-adjoint operator associated with the coercive bilinear form A(· , ·) and B k is the compact self-adjoint operator associated with the bilinear from B(· , ·). Define the operator A is also bounded, positive definite and self-adjoint. Hence it is obvious that k is a transmission eigenvalue if and only if the operator
has a nontrivial kernel. Note that A −1/2 k
is a compact self-adjoint operator. Similarly to above, in order to avoid dealing with function spaces depending on k we shall introduce this time the orthogonal projection oprator P k from H 
(4.37)
To show that a k > 0 is a transmission eigenvalue it suffices to show that for this k the kernel of the operator (4.37) is nontrivial since the injectivity of (4.36) implies the injectivity of (4.37).
whence w = 0. The injectivity of A −1/2 k B k A −1/2 k now implies that P k u = 0 which means that (4.37) is injective.
Our next goal is to prove that
P k depends continuously on k. To this end, in the following two lemmas we prove the continuity of the projection operator P k .
Lemma 4.4. Assume that 0 < k ≤ k 0 . Then there exists a constant C(k 0 ) such that
0 (D) and letP k be the operator defined by (4.24). Then
Since θ k depends continuously on k, one can bound CC(k) by a constant that only depends on k 0 for all k ≤ k 0 Theorem 4.5. The projection operator P k :
Proof. Let k and k ′ be positive numbers less than k 0 and let u be in
On the one hand, using Lemma 4.4,
( 4.42) and, on the other hand,
(4.43)
Applying Lemma 4.4, we have
(4.44)
Therefore we conclude that
Using the previous estimates in the first equality yields
which proves in particular that k → P k u is continuous.
(D) and observe that it is a selfadjoint and positive definite operator and also depends continuously on k. We deduce that the positive definite selfajoint operatorÂ −1/2 k also continuously depends on k (this follows immediately from the continuity of P k and the definition of A k ). Simple calculations show that A
We now only need to prove that k → R k B k P k is continuous. The latter follows immediately from the expression for B k and the continuity of P k .
From the max-min principle for the eigenvalues λ(k) of the compact and selfadjoint operator R k A −1/2 k B k A −1/2 k P k and from Corollary 4.6 we can conclude that λ(k) is a continuous function of k. The proof of the existence of transmission eigenvalues is based on the following theorem which was first proved in [13] and we include here for reader's convenience. Proof. If I + T κ0 is positive it means that it has a trivial kernel and so does the operator given by (4.36), whence κ 0 is not a transmission eigenvalue. In particular 0 is not an eigenvalue of I + T κ0 and hence all eigenvalues satisfy λ j (κ 0 ) > 0. Next the assumption 2) guaranties that the operator I + T κ1 has p negative eigenvalues λ j (κ 1 ) < 0 for j = 1 . . . p, counting the multiplicity. The continuity of the spectrum implies that there is a k ∈ [κ 0 , κ 1 ] such that λ j (k) = 0, for each 1 ≤ j ≤ p. This means that I + T k has a non trivial kernel for those p values of k, whence we can conclude that there are p transmission eigenvalues counting the multiplicity.
Let us denote by µ p (D \ D 0 ) > 0 the p − th clamped plate eigenvalue (counting the multiplicity) on D/D 0 and set
where again λ 1 (D) is the first eigenvalue of −∆ in D.
Then, there exist p transmission eigenvalues (counting the multiplicity).
Proof. First we assume that the assumption 1) holds. Then from (4.7) and the fact that A k + B k is positive if and only if 
Applying the Poincaré inequality to u ∈ H 
The minimizing value of k 2 of the right hand side is now k 
