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  نویسکنترل فازی پاداش یادگیری تقویتی برای تشخیص ارقام دست
 
 
 1صابر ملک زاده
 رفسنجان، رفسنجان، ایران (عج)گروه علوم کامپیوتر، دانشگاه ولیعصر -1
 
  خلاصه
 
ین موضوعات در دانش هوش مصنوعی ترمهمای، همواره یکی از ی رایانههاسامانههای انسانی توسط یطمحتشخیص 
ی آن برای رایانه به عنوان یکی از مباحث در این عرصه سازمفهومخط انسان و در این میان تشخیص دست ست.بوده ا
های یادگیری ماشین در هوش مصنوعی، تلاش برای استفاده از این ی اخیر با گسترش روشهاسالمطرح شده است. در 
 داشته است.روش برای حل مسائل مختلف مطرح در هوش مصنوعی افزایش چشمگیری 
ای فازی، میزان پاداش یادگیری تقویتی، جهت تشخیص ارقام کنندهکنترلدر این مقاله سعی شده با استفاده از 
ه و سپس شددادهای معیار، به عامل فونت رایانه 11شود. برای این منظور ابتدا یک نمونه از هر رقم با  ینهبهیس نودست
ی هادادهیله وسبه هانمونهی بعد به آزمایش است. در مرحله شده پرداختهامل به آموزش ع مرحله بهه مرحل صورتبه
آمده حاکی از تأثیر مستقیم بهبود عملکرد تشخیص، در زمان کنترل فازی میزان دستو نتایج به شده پرداختهآموزشی 
 پاداش یادگیری تقویتی بوده است.
 
 یسنودستفازی، تشخیص رقم،  یکنندهیادگیری تقویتی، کنترل واژه های کلیدی:
 
 
 مقدمه.  1
و تقویت عامل با آموزش  †دهیی یادگیری ماشین است که با روش پاداشهاروشی در زمره ]1[  *یادگیری تقویتی
شود. پاداش در هر مرحله به ازای انتخاب درست توسط عامل، یمخوب و بد به آن، عامل را به سمت هدف خوب رهنمون 
ی دودویی به ازای هر عمل مثبت، عامل یک امتیاز مثبت اشد. در سامانهب §فازی صورتبهیا  ‡دودویی رتصوبهتواند یم
پاداش اختصاص  عنوانبه 1و  1ی فازی، کیفیت عمل خوب نیز مهم است و عددی بین کند، اما در سامانهیمدریافت 
 یابد. یم
با استفاده از آزمایشی، اثر یادگیری تقویتی بر روی مغز انسان ، برآن شد تا  ]1[ **میلادی ثورندایک 10در اوایل قرن 
ی در قفسی کارتونی قرار داده شد. هر بار که این گربه برای بیرون رفتن از قفس اگربهرا اثبات کند. در این آزمایش 
ه سمت بهترشدن ی خود را بهاتلاش) ††کرد. بدین ترتیب گربه (عاملیمداد، غذا دریافت یمی بهتری انجام هاتلاش
ی خوب بودند، توانست از قفس نجات هاتلاشمتمرکز کرد تا غذا دریافت کند و پس از چند تلاش که در اواخر، همگی 
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میلادی دانشمندان علوم  10ی بود که در مغز انسان نیز وجود داشت. در اوایل دهه *یسمیمکانپیدا کند. این همان 
را وارد هوش مصنوعی سازند و با پاداش و جزا، عامل هوش مصنوعی را تقویت کنند یسم مکانکامپیوتر سعی نمودند تا این 
 کرده و سریعتر به دست آورند. تا نتایج را بهینه
ی فازی را معرفی نمود. با ورود منطق فازی به علوم کامپیوتر دانشمندان هامجموعه ]2,1[ زادهلطفی 1061در سال 
دست آوردن نتایج از ی فازی در کنترل نتایج و همچنین بههاکنندهکنترلی آن تیجهسعی کردند تا از منطق فازی و در ن
 ی دودویی جهت دقت بیشتر استفاده کنند.سامانه
پیش  تردرستی هاانتخابی یادگیری تقویتی، زمانی که عامل به سمت هاپاداشدر این مقاله به بررسی کنترل فازی 
ی آموزشی، از منطق فازی هانمونه تأثیرریتم یادگیری تقویتی نیز برای تعیین رود، پرداخته شده است. در الگویم
 است. شدهاستفاده
 کارهای مشابه. 2
ها های عصبی مصنوعی انجام شده است. در این پژوهشی شبکهدرگذشته نیز فعالیت هایی در این زمینه بوسیله
ند، با درصد بسیار بالایی تشخیص دهند. همچنین از های عصبی که به طور مناسب تنظیم شده بودند توانستشبکه
هایی با مقادیر ثابت بوده و یا یادگیری تقویتی برای بهینه نمودن تشخیص استفاده شده است که صرفا محدود به پاداش
 (غیرفازی) بوده است. †کلاسیک
 ی آموزشیهانمونه. 3
ی آموزشی مناسب بود که تصاویر آن، هم به یک نمونه نیاز ترمناسبعامل برای یادگیری بهتر و  ‡جهت آموزش دادن
ی واقعی در سطح قابل قبولی باشند و هانمونهشان به و شباهت هانمونهکیفیت  ازلحاظوضوح مناسب باشند، هم  ازلحاظ
ن منظور انجام شود. برای ای سرعتبه هاآنهای کمتری داشته باشند تا عملیات پردازش بر روی ساختار یکسلپهم تعداد 
های ی سیاه و نوشتهینهزمپس، تصاویری با هانمونهاستخراج شدند. این  ]3[  TSINMی یی از ارقام پایگاه دادههانمونه
خط ی آموزشی و آزمایشی از دستهانمونهاستانداردی از  عنوانبهیس از ارقام بودند. این پایگاه داده نودست صورتبهسفید 
 شود.انگلیسی شناخته می
 یادگیری. 4
صاورت گیارد. باه هماین  گاام بهگامجهت استفاده از یادگیری تقویتی نیاز بود که یادگیری عامل در مراحل مختلف و 
ی آموزشی) هانمونه اندازهبه( **پیکسل 28در  28ای در سایز یانهرامعیار  §هایمنظور برای هر یک از ارقام، چند نمونه فونت
درصاد (باه صاورت تصاادفی)  82ینه سیاه و نوشته سفید) ساخته شد. ساپس زمپسشی (با ی آموزهانمونهبه همان شکل 
   ††miSSی تااب یلهوسا باه ای، یانهراهای معیار نمونه برای هر رقم بودند، با نمونه فونت 882ی آموزشی که شامل هانمونه
 متلب مقایسه شدند. افزارنرمدر  ]4,1[
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انحاراف  σهای تصااویر و یکسلپمیانگین مقادیر  µتصاویر ورودی به تاب  جهت بررسی شباهت،  yو  xدر این فرمول 
نسبت به یکادیگر  yو  xر پیکسل های تصاویر نیز انحراف معیا σyxهای تصاویر است. همچنین ضریب یکسلپمعیار مقادیر 
 yتار از هماان پیکسال در تصاویر چقدر متفااوت  xکند که پیکسل در حال بررسی در تصویر است. این معیار مشخص می
ی مختلف فرمول هستند که به ایجاد ثبات در فرماول، باه هنگاام هابخشنیز، ضرایبی جهت ایجاد ثبات در  cاست. مقدار 
 ها بستگی دارند.یکسلپی مقادیر کنند. این مقادیر به محدودهیمعیف کمک ظهور مخرج ض
ی تشابه را در قالب عددی باین ی فرمول بالا سنجیده و نتیجهیلهوسبهتشابه ساختاری میان دو تصویر را  miSSتاب  
کاه در  طاور هماان ترناد. ایان تااب  یهشببه هم  شدهدادهدهد که به هر میزان این عدد بیشتر باشد، تصاویر یمارائه  1و  1-
های دو تصویر با یکدیگر، جهت تشاخیص میازان یکسلپی میان میانگین مقادیر شود، از مقایسهیمفرمول بالا نیز مشاهده 
ی دو بناد قطعاه برای این تاب ، تفاوت میاان دو تصاویر باا  منتشرشدهی تازه هانمونهکند. همچنین در یمشباهت، استفاده 
برای اولین باار وارد سااختار  2188شود. این تاب  در سال می با یکدیگر نیز سنجیده هاآنی هاقطعهسنجی باهتتصویر و ش
 شد. *متلب افزارنرم
دهاد. بارای مثاال های متفاوتی ارائه مییممماکزبرای ارقام مختلف  miSSها، مشاهده شد که تاب  یسهمقای یجهدرنت
نموناه بودناد،  81درصاد باود،  80ای بیشاتر از یاناه راهای معیاار با نمونه فونت شانتشابه که درصد 8ی رقم هانمونهتعداد 
ی آموزشای نسابت باه ی نتیجه داشت که نشان از نامتوازن بودن پایگااه داده نمونه 1تنها  7که همین مثال در رقم یدرحال
 80ای بیشاتر از یاناه راهاای با نمونه فونت هاآنتشابه  یی که درصدهانمونهبود. بنابراین در آموزش اولیه، ابتدا  miSSتاب  
ی نمونه عنوانبه شدهانتخابی هانمونهی آموزشی سابق (بدون هانمونهدرصد بودند، انتخاب شدند. سپس همین عملیات با 
هاایی کاه یسناو دسات ای و یاناه را هاای فونات ی آموزشی با نموناه هانمونهخوب در مرحله قبل) انجام شد. در این مرحله 
ی خاوب میاانگین گرفتاه شاد و بااز هانمونهی آموزشی با بودند، مقایسه شدند و از تشابه نمونه شدهانتخابنمونه  عنوانبه
هاای خاوب مراحال قبال) ای و نموناه یاناه راهای ی فونتی خوب (نمونههانمونهبا تمامی  هاآنیی که درصد تشابه هانمونه
ی خاوب و هانمونهمرحله ادامه یافت. زیرا کمتر از آن باعث انتخاب کم  2تخاب شدند. این تکرار تا درصد بود ان 80بیشتر از 
 افازار نرمی خوب و کم شدن سرعت هانمونهعدم وجود اطلاعات کافی برای تشخیص مناسب و بیشتر از آن علاوه بر فزونی 
یجه باعاث درنتی خوب بیشتر و هانمونهخوب ارقام دارای  یهانمونهی بد در میان هانمونهدر هنگام آزمایش، باعث افزایش 
  شد.یمتشخیص نامناسب 
یی که در هانمونهای (حتی آن یانهراهای (تنها) با نمونه فونت شدهانتخابی در تمامی مراحل میزان شباهت نمونه
شدند.) به یمای مقایسه یانهراهای تمرحله پنجم انتخاب شدند برای دریافت میزان شباهت، جهت ذخیره، تنها با نمونه فون
هایی که برای هر رقم مجزا بودند، ذخیره شدند تا در ی خوب، در فایلهانمونهی آن در میان ی ذخیرهترتیب شماره
 مؤثردر پاداش یادگیری تقویتی،  هاآنیرگذاری تأثای در میزان یانهراهای به فونت هاآنی آزمایش میزان شباهت مرحله
 .باشد
 آزمایش. 5
باا  miSSعملیاات شاباهت سانجی هاا، ی نموناه درصد بااقی ماناده  88ی آزمایش نیاز بود، برای جهت انجام مرحله
ای یاناه راهاای فونات اساتاندارد ی خاوب، باه نموناه ی خوب انجام پذیرد. در این میان، میزان شاباهت هار نموناه هانمونه
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باشاد و  ماؤثر ی نهاایی یجاه درنتای یاناه راهاای معیاار دن آن نسبت به فونات ی قرار گرفت تا میزان استاندارد بوموردبررس
ی تشاخیص نیاز بیشاتر باشاد. تر باشد، اثر آن بر نتیجهیکنزدای یانهراهای ی خوب به فونتنوشتهدستی نمونه هرچقدر
گذاشات، یما  تاأثیر ی تشاخیص ای متفاوت بود و این بار نتیجاه یانهراهای معیار ی خوب به فونتهانمونهمیانگین شباهت 
ی آزمایشی، تمایل بیشتری را به انتخاب آن رقام هانمونهی که هر میزان این میانگین برای رقمی بیشتر بود، تمامی اگونهبه
های معیار در هر رقام، از بیشاترین میازان آن ی خوب به فونتهانمونهرقم نتیجه داشتند. کمترین میزان شباهت  عنوانبه
انتخاب شد. برای مثاال اگار  1و  8عددی بین  عنوانبهین مقدار ترکوچکین یا تربزرگکم شد و میزان نزدیکی هر عدد به 
باود، عادد  8.38و میازان کمتارین شاباهت  0.38هاای معیاار بیشترین میازان میاانگین شاباهت فونات خاوب باه فونات 
که بیشترین مقادار باود،  0.38، برای 2838ین مقدار بازه بود ترکوچککه  8.38ی دارای میزان تشابه ه به نمونهیافتاختصاص
که کمترین مقدار را برابر صفر و بیشترین مقدار برابر یدرصورتاختصاص یافت.  238ی بازه بود که در میانه 0.38و برای  2738
 0.38ی خوب دارای میزان تشاابه شد و همچنین نمونهیمتأثیر یب 8.38ن تشابه ی خوب دارای میزاگرفت، نمونهقرار می 1
 ای (به طور کامل شبیه به خودش) بود.های رایانهی فونتتنها مختص نمونه 1که میزان شباهت یدرحالبود.  مؤثر کاملاً
ی معیاار ی خوب باه نموناه ابه نمونهی فازی بود. چرا که هر زمان میزان تشکنندهکنترلسازی یادهپی نوعبهاین بخش 
ی آزمایشی به رقام ماورد بررسای نیاز و به طب  میزان تشابه نمونه شدهکنترلای بیشتر بود، میزان اثرگذاری آن نیز یانهرا
 شدهگرفتهپاداش یادگیری تقویتی در نظر  عنوانبهی خوب که هانمونهشد تا میزان اثرگذاری یمبیشتر بود. این عمل باعث 
 ی فازی باشند.کنندهکنترلی ه نتیجهبناب 1و  8بودن، عددی میان  1یا  8ی جابهبودند، 
 همچنین با توجه به فرمول یادگیری تقویتی:
 
 
از یاادگیری اسات، عامال  t+1ی میزان پااداش در مرحلاه  rعامل تخفیف و  γمیزان پاداش کل،  Rکه در این فرمول 
های معیاار ی خوب به نمونهبود. این میزان اثرگذاری همان میزان تشابه نمونه مؤثر هاداشپاتخفیف نیز بر میزان اثرگذاری 
 بود.
ی خاوب انتخااب شاده در هانمونهی تمامبهی خوب در هر مرحله از یادگیری نسبت هانمونهکه میزان تشابه یدرصورت
ی آخار یاادگیری ی کاه در مرحلاه انمونهبود شد، محتمل ی ثبت میموردبررسی خوب پاداش نمونه عنوانبهمراحل قبلی 
بود، داشته باشد.  شدهانتخابی بهتری که در مرحله نخست یادگیری بود میزان پاداش بیشتری نسبت به نمونه شدهانتخاب
در  یی کاه هانمونهشد، یمی معیار تعیین ی خوب در حال انتخاب، تنها با نمونهکه پاداش میزان شباهت نمونهیدرصورتاما 
بودناد، دارای  شاده انتخااب یی کاه در مرحلاه نخسات یاادگیری هانمونهشدند، نسبت به یممراحل بالاتر یادگیری انتخاب 
در یاادگیری  اساتفاده د ماور همان نرخ یادگیری و همچنین عامل تخفیاف یناپاداش کمتری بودند و (در این مثال خاص) 
ی جدید ترجیح داده شوند و عامال هانمونهی قدیمی به چه میزان به هاهنمونکند که یمتقویتی است. نرخ یادگیری تعیین 
هاای انتخااب شاده در ی میزان اثرگذاری هر نمونه است. با توجه به لزوم بیشتر بودن تاثیر نموناه تخفیف نیز تعیین کننده
 ر دو یکسان هستند.های انتخاب شده در مراحل قبلی، نرخ یادگیری و عامل تخفیف همراحل جدید نسبت به نمونه
های کنترل فازی پاداش یادگیری تقویتی، تعیین میزان خوب یا بد بودن تشخیص است. برای یتمزیکی دیگر از 
ی ی آزمایشی است و نمونهدر تشخیص یک نمونه آمدهدستبهمثال اگر تفاوت میان رقمی که دارای بیشینه مقدار 
یاد تشخیص صحیح نبوده است. زیرا مقدار شباهت ز احتماله بحدس زد  نتوامیبسیار کم باشد،  آن از بعدی بیشینه
دانیم که انتخاب صحیح به طور حتم ی آزمایشی نزدیک به هر دو رقم دارای بیشینه مقدار است. در این صورت مینمونه
می مشکل است و این یک از آن ارقام، انتخاب صحیح هستند، ککدامیکی از این دو رقم خواهد بود ولی انتخاب اینکه 
 ، اعلام نمود.کنندهاستفادهبه کاربر  توانمیمشکل در تشخیص را 
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 نتایج. 6
 آمد: دست به زیر انجام شد، نتایج ارقام از هرکدام ) ازنمونه 888( های پایگاه دادهدرصد نمونه 88روی  بر که آزمایشی در
ی به دست آمده، ) نتیجهmiSSتنها با استفاده از تاب  ی فازی (کنندهبدون استفاده از یادگیری تقویتی و کنترل 
 های تجاری نبود.درصدی بود و باز از نظر زمانی نیز قابل عملیاتی شدن در نمونه 20تشابه 
های یادگیری بدون ی فازی (مقایسه با تمام نمونهکنندهبدون استفاده از یادگیری تقویتی و با استفاده از کنترل 
ی یادگیری نسبت آمده در تشابه نمونهدستها با استفاده از یادگیری تقویتی و ضرب تشابه بهانتخاب بهترین آن
درصد بود. با توجه به زمان زیاد لازم برای مقایسه، از نظر زمانی نیز قابل  .2ی تشخیص ی معیار) نتیجهبه نمونه
 های تجاری نبود.عملیاتی شدن در نمونه
های معیار های خوب و نمونهی فازی (بدون استفاده از ضریب تشابه میان نمونههکنندبدون استفاده از کنترل 
 درصد کاهش پیدا نمود. 87ای) و با استفاده از یادگیری تقویتی، این درصد تشخیص به رایانه
ن درصدی را نشا 22ی ارائه شده در این مقاله، نتایج به دست آمده به طور میانگین، تشخیص ی شیوهوسیلهبه 
 دادند.می
های عصبی مصنوعی عمیق است. در این روش نویس، استفاده از شبکههای تشخیص ارقام دستترین روشاز مهم
شود تا ساختار نمونه را در ی عصبی قرار داده میی پنهان شبکهتوابعی برای تشخیص ساختار ارقام دست نویس در لایه
و میزان تشابه ساختاری دو نمونه را بازگرداند. این روش به تازگی نتایج  سطوح مختلف (از جزئیات تا کلیات) بررسی کرده
 درصد را نیز ارائه کند. 25خوبی به دست داده و توانسته تشخیص بالای 
، اما در این مقاله سعی شده است تا از  ]5[ دهندهای عصبی مصنوعی درصد تشخیص بالایی را ارائه میهرچند شبکه
که استفاده از شبکه های عصبی مصنوعی موجب میزان تشابه استفاده شود. با توجه به این جهت تشخیص miSSتاب  
که یکی از بهترین تواب  تشخیص آماری  miSSشد، به دلیل سادگی بیان مسئله از تاب  ایجاد تفاوت در موضوع مقاله نمی
ازی پاداش یادگیری تقویتی، باعث ایجاد بهبود شباهت دو تصویر نیز بود، استفاده شد. با استفاده از این تاب ، کنترل ف
توانست بهبود درصد تشخیص شد که میهای عصبی مصنوعی میتری در نتایج حاصله، نسبت به استفاده از شبکهمحسوس
و  miSSهای عصبی مصنوعی به جای را به خوبی نشان دهد. البته این بدان معنا نیست که در صورت استفاده از شبکه
 زی پاداش یادگیری تقویتی، بهبودی در نتایج حاصل نشد، بلکه تنها میزان بهبود درصد تشخیص ارقام، کمتر بود.کنترل فا
 نتیجه گیری. 7
ی فازی کنندهکنترلآمده حاکی از آن بودند که استفاده از یادگیری تقویتی تأثیر بیشتری نسبت به دستنتایج به
شود. ینمآمده دستی فازی باعث بهبود نتایج بهکنندهکنترلن معنی نیست که آمده دارد، اما این بدیدستیجه بهدرنت
بود و این همان هدف  miSSی در نتایج الگوریتم توجهقابلی بهبود دهندهنشان وضوحبهاستفاده از ترکیب هر دو روش 
 مقاله است.
های به نوشته هاآنمختلف و تبدیل ی هازبانخط در ین کاربرد این روش را بتوان در تشخیص دستترمهمشاید 
توان در بسیاری از موارد به های مختلف، میهایی از جنسی این ترکیب بر روی نمونهای تعیین کرد. البته با توسعهرایانه
 بهبود نتایج تشخیص یا انتخاب، کمک کرد.
ده از ترکیب یادگیری تقویتی و منطق توان به استفاازجمله کارهایی که در این زمینه در آینده قابل اجرا است، می
ی اخیر استفاده از هاسالخط پرداخت. همچنین در های عصبی بر روی تشخیص دستفازی در بهبود نتایج الگوریتم شبکه
اند که با در نظر گرفتن این موضوع تلاش یافتهگسترشهای عصبی مصنوعی نیز های یادگیری عمیق بر بستر شبکهروش
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