Abstract. For a parabolic equation associated to a uniformly elliptic operator, we obtain a W 3,ε estimate, which provides a lower bound on the Lebesgue measure of the set on which a viscosity solution has a quadratic expansion. The argument combines parabolic W 2,ε estimates with a comparison principle argument. As an application, we show, assuming the operator is C 1 , that a viscosity solution is C 2,α on the complement of a closed set of Hausdorff dimension ε less than that of the ambient space, where the constant ε > 0 depends only on the dimension and the ellipticity.
1. Introduction 1.1. Motivation and statement. In this paper, we prove a partial regularity result for viscosity solutions of the uniformly parabolic equation
We write u as a function of (x, t) ∈ R d × [−1, ∞) and D 2 u denotes the Hessian of u with respect to the x variable. The operator F is assumed to be uniformly elliptic and to have uniformly continuous first derivatives.
Recently, Armstrong, Silvestre and Smart [1] obtained a partial regularity result for viscosity solutions of the uniformly elliptic equation
with the same hypotheses on F . Specifically, they proved that, for every 0 < α < 1, a viscosity solution of (1.2) is C 2,α on the complement of a closed set of Hausdorff dimension strictly less than d.
We extend this result to the parabolic setting by showing that the singular set of a solution of (1.1) has Hausdorff dimension at most d + 1 − ε, where the constant ε > 0 depends only on the ellipticity of F and d. The hypotheses (F1) and (F2) are given in the next section. Theorem 1.1. Assume that F satisfies (F1) and (F2). Let u ∈ C(Ω) be a viscosity solution of (1.1) in a domain Ω ⊆ R d+1 . Then there exists a constant ε > 0, depending only on d, λ, Λ and a closed subset Σ ⊆ Ω of Hausdorff dimension at most d + 1 − ε, such that, for every 0 < α < 1, the solution u belongs to C 2,α (Ω \ Σ).
A new difficulty arising in the proof of Theorem 1.1 in the parabolic setting is to obtain an analogue of the W 3,ε estimate, an important and useful tool from the regularity theory of nondivergence form elliptic equations [11, 4] (see also [1] ). We prove it for viscosity solutions of the uniformly parabolic equation
where g ∈ C 0,1 (Ω).
To give the precise statement of this result, we require some notation. We denote by M d the set of real d × d matrices. The open ball of R d centered at x of radius ρ is denoted by B ρ (x). If x = 0, we simply write B ρ . The following elementary cylindrical domains play a central role in the theory: for all ρ > 0 and x ∈ R d , we define Q ρ (x, t) := B ρ (x) × (t − ρ 2 , t) and denote Q ρ := Q ρ (0, 0). Now we define, for u : Ω → R, the quantity .
We emphasize here that Ψ(u, Ω)(x, t) is defined in terms of cubic polynomials that touch u at (x, t) and stay below or above u in the whole domain Ω restricted to times less than t.
The statement of the parabolic W 3,ε estimate is given by the following theorem.
Theorem 1.2 (Parabolic W 3,ε estimate). Assume F satisfies (F1), g ∈ C 0,1 (Q 1 ) and u ∈ C(Q 1 ) solves (1.3) in Q 1 . Then there exist universal constants C, ε > 0 such that, for all κ > 0, (1.5) (x, t) ∈ Q 1/2 0, − The elliptic analogue of Theorem 1.2 has been used for example to obtain quantitative estimates for the convergence of monotone finite difference schemes [5] as well as rates of convergence in homogenization [2, 6] . We expect Theorem 1.2 to have similar applications in the parabolic setting.
The overall idea of the proof of Theorem 1.2 is similar to the elliptic case: we differentiate the equation to obtain the result from the parabolic W 2,ε estimate. In the parabolic case, there is an extra difficulty in controlling the derivative with respect to time. Unlike the elliptic case, here we need to use the PDE once more in order to show that by controlling all of the spatial derivatives we gain control over ∂ t u.
The argument for the partial regularity result is similar to the idea outlined in [1] . We apply a result of Wang [15] , which asserts that any viscosity solution of (1.1) which is sufficiently close to a quadratic polynomial must be C 2,α . This result is a generalization of a result of Savin [12] in the elliptic setting. Theorem 1.2 gives us such quadratic expansions except on a set of lower parabolic Hausdorff dimension.
Structure of the article: We start by gathering our notation and some preliminary results in Sections 2.1 and 2.2. The proof of Theorem 1.1 is presented in Section 2.3. Section 3 is devoted to the derivation of the parabolic W 2,ε estimate. Section 4 gives the proof of Theorem 1.2. 
−tr(AM ).
A convenient way to write the Pucci operators is and LSC(Q), respectively. We will use the following notation:
• u ∈ C 0,α (Q) means that there exists C > 0 such that for all (x, t), (y, s) ∈ Q, we have
. In other words, u is α 2 -Hölder continuous in t and Du is α-Hölder continuous in x.
• u ∈ C 1,α (Q) means that u is α+1 2 -Hölder continuous in t and Du is α-Hölder continuous in x.
• u ∈ C 2,α (Q) means that ∂u ∂t is α 2 -Hölder continuous in t and D 2 u is α-Hölder continuous in x. Throughout this paper, the nonlinear elliptic operator F : S d → R satisfies each of the two following conditions:
(F1) F is uniformly elliptic and Lipschitz; precisely, we assume that there exist constants 0 < λ ≤ Λ such that, for every M, N ∈ S d ,
1 and its derivative DF is uniformly continuous, that is, there exists an increasing continuous function ω :
We call a constant universal if it depends only on the dimension d and the ellipticity constants λ and Λ. If U ⊆ R d and s < t, then the parabolic boundary of U × (s, t) is denoted by
It is convenient to work with the parabolic Hausdorff dimension of a set E ⊆ R d+1 , which is defined by (2.1) H par (E) := inf 0 ≤ s < +∞ : for all δ > 0 there exists a collection {Q rj (x j , t j )} of cylinders such that E ⊆ +∞ j=1 Q rj (x j , t j ) and
The relationship between the parabolic Hausdorff measure H par (E) and the classical Hausdorff measure H(E) is given by
The reader is referred to [13] for further details about the parabolic framework. We remark that
2.2. Preliminaries. First we recall an interior C 1,α regularity result for solutions of (1.3).
Proposition 2.1 ([14, Section 4.2]).
If u is a viscosity solution of (1.3) in Q 1 , then u ∈ C 1,α (Q 1/2 ) for some universal 0 < α < 1. Moreover, there exists some universal constant C such that
Moreover, it is natural in the parabolic framework to introduce some other sets called parabolic balls. Precisely, we define parabolic balls of opening θ > 0 to be closed subsets of the following form
By direct computation, [15] ). Let θ ≥ 3/4. For all (x, t) ∈ G − θ,h0 (x 0 , t 0 ) and 0 < h ≤ t 0 − t, there exists a cylinder Q r (x 2 , t 2 ) such that
which satisfies the three following properties:
Proof. The reader is referred to [15, Lemma 2.2] for (P1) and (P3). For (P2), we deduce from (P1) that
It suffices to set η 0 :=
Finally, we recall a Vitali-type covering lemma for parabolic balls which was already used and proved in [15] . It is a convenient alternative in the parabolic setting to the "stacked" estimate lemma and the Calderon-Zygmund decomposition (see [8] ). Given (x, t) ∈ R d+1 and h > 0, we define the parabolic ball
We observe from (2.3) that the following ratio is a universal constant depending only on the dimension:
Lemma 2.3 (Vitali's lemma for parabolic balls). Let E be a bounded subset of R d+1 and h be a positive function on E. Let F be the following collection of parabolic balls such that
If sup{h(x, t) : (x, t) ∈ E} < ∞, then there exists a countable sub-family {G θ,h(xi,ti) (x i , t i )} i∈N of disjoint parabolic balls such that
Finally, we give the statement of a proposition required to obtain the partial parabolic result. This proposition was obtained by Y. Wang [15] and is the parabolic analogue of a first result of Savin [12] . It gives C 2,α regularity for flat viscosity solutions of uniformly parabolic equations. Roughly speaking, it states that a viscosity solution of a uniformly parabolic equation that is sufficiently close to a quadratic polynomial is, in fact, a classical solution.
Proposition 2.4 (Y. Wang, [15] ). Suppose in addition to (F1)-(F2) that F (0) = 0. Suppose that 0 < α < 1 and u ∈ C(Q 1 ) is a solution of (1.1) in Q 1 . Then there exists a constant δ 0 > 0 depending only on the ellipticity constants λ and Λ, the dimension d, the modulus of continuity ω, and α, such that sup
2.3. Proof of Theorem 1.1. The strategy of the proof is the following. By a covering argument, we can cover the singular set by parabolic balls centered in points for which Ψ presents large values. This is allowed by Lemma 2.5 that shows that u is not C 2,α close to (x 0 , t 0 ) implies Ψ(x 0 , t 0 ) is large. Then the parabolic W 3,ε estimate given by Theorem 1.2 provides an upper bound on the size of the set of the bad points.
Lemma 2.5. Suppose u ∈ C(Q 1 ) solves (1.1) in Q 1 and 0 < α < 1. There is a universal constant δ α > 0, depending on d, λ, Λ, ω and α such that for every (y, s 0 ) ∈ Q 1/2 0, −
Proof. Let δ > 0 to be adjusted. Suppose that 0 < r < 1/20, (y,
Noticing that (z + 4rx, s + 16r 2 τ ) ∈ Q 3/4 for (x, τ ) ∈ Q 1 , the inequality (2.5) implies that
Define the operator F (N ) := B + F (N + M ), and observe F satisfies (F1) and (F2), with the same ellipticity constants λ, Λ and modulus ω, and
Let δ 0 > 0 be the universal constant in Proposition 2.4, which also depends on α. Suppose that
, the proof is complete.
We now give the proof of the first main result.
Proof of Theorem 1.1. We assume without loss of generality that F (0) = 0. By a standard covering argument, we may fix 0 < α < 1 and assume that Ω = Q 1 , u ∈ C(Q 1 ) is bounded, and it suffices to show that
for a set Σ ⊆ V with H par (Σ) ≤ d+2−ε. Since, for every β > 0, the operator F β (M ) := β −1 F (βM ) satisfies both (F1) and (F2) with the same constants λ and Λ but a different modulus ω and the constant ε that we obtain does not depend on ω, we may therefore assume without loss of generality that sup Q1 |u| ≤ 1. Let Σ ⊆ V denote the set
Notice that Σ is closed, and thus compact. Fix 0 < r < 1/20. According to the Vitali covering theorem for parabolic cylinders [10, Lemma 7.8] , there exists a finite collection {Q r (x i , s i + 1 2 r 2 )} 1≤i≤m of disjoint parabolic cylinders of radius r, with centers (x i , s i ) ∈ Σ, such that
Since (x i , s i ) ∈ Σ, according to Lemma 2.5 there exists a constant δ such that
, we deduce that
for some universal constants C, ε > 0. Therefore,
In particular, this implies that
By using (2.2), we get
In this section, we state and prove the parabolic W 2,ε estimate associated to (1.3). It will be useful to prove Theorem 1.2 in Section 4. This result is essentially well-known but we give the argument here for the sake of completeness.
The key argument to prove Proposition 3.2 relies on a measure estimate on small parabolic balls stated in Lemma 3.7. Its proof consists in a suitable parabolic Aleksandrov-Bakelman-Pucci (ABP) inequality and a comparison principle achieved with a barrier function. Then we derive an induction relation in Lemma 3.6 by Lemma 2.3. Finally some classical arguments permit to obtain Proposition 3.2.
We say that u touches v from above at (x, t) ∈ Ω if v touches u at (x, t) ∈ Ω from below. Let (y, s) ∈ R d+1 . A polynomial P is called a concave paraboloid of opening κ > 0 if
Similarly, a polynomial P is called a convex paraboloid of opening κ > 0 if
To state the estimate, we require some notation. Given a domain Ω ⊆ R d+1 , and a function u ∈ LSC(Ω), define the quantity
Similarly, for u ∈ USC(Ω),
and, for u ∈ C(Ω),
The quantity Θ(x, t) is the minimum curvature of any paraboloid that touches u from below at (x, t). If u cannot be touched from below at (x, t) by any paraboloid, then Θ(x, t) = +∞. A similar statement holds for Θ(x, t), where we touch from above instead. Moreover, a function u is C 1,1 on a closed set Γ ⊆ Ω if and only if u has tangent paraboloids from above and below with respect to Ω at each point of Γ.
The form of the W 2,ε estimate we need is given by the following proposition.
and L ≥ 0 satisfy the inequality
then for all κ > 0,
where the constants C and ε > 0 are universal.
We emphasize here that Θ(u, Ω) is defined in terms of quadratic polynomials that touch u at (x, t) and stay below u in the domain Ω ∩ {(y, s) : s ≤ t}, which is full in space and restricted to global times less than t.
Instead of working with the sets {Θ ≤ κ}, we are going to consider some new sets A κ for κ > 0. We are inspired from the elliptic definition introduced by Savin [12] and recently also used by Armstrong and Smart in [3] . In the parabolic setting, define, for every κ > 0,
It is important to notice that s takes part in the definition of A κ only to adjust the infimum to be equal to zero. Moreover, the definition of A κ given is adapted to the domain Q 1 . It is clear how to change this definition of A κ to deal with more general domains. The next lemma gathers some properties about the sets A κ . In particular, the link between A κ and Θ is precised. Lemma 3.3. Let u ∈ LSC(Ω), κ > 0 and A κ be defined by (3.2). Then we have
After rearranging the terms, we get
An algebraic manipulation yields |x − y|
, the last inequality can be written in the form
Let P be the paraboloid given by
By completing the square in (3.4), the polynomial P can be written in the form
We choose (y, s) to impose the condition (z(y, s), τ (y 1 , s 1 )) = (x 1 , t 1 ). This leads to select
Then, by rearranging the terms,
and using that κ > κ 1 , we get that s ∈ (s 1 , t 1 ].
and P (x 1 , t 1 ) = 0. By using (3.3) and (3.5) for our choice (y, s), we conclude that (x 1 , t 1 ) ∈ A κ . Now we recall the standard tool in the theory of viscosity solutions (see [7] for further details). We denote the infimal convolution of u ∈ LSC(Q 1 ) by
Moreover, if f ∈ C(Q 1 ) and
then there exist a sequence of functions f ε ∈ C(Q 1 ) which converges locally uniformly to f respectively, as ε → 0, such that u ε satisfies (3.6)
when r ε → 0 and T ε → 0 as ε → 0. The function u ε is more regular than u and, in particular, is semiconcave. It is a good approximation to u in the sense that u ε → u locally uniformly in Q 1 as ε → 0. For us, the main utility of these approximations is the semiconcavity of u ε . If u ε can be touched from below by a smooth function ϕ at some point (y, s) ∈ Q 1 , then u ε is C 1,1 at (y, s), with norm depending only on ε and |D 2 ϕ(y, s)| and ∂ t ϕ(y, s). The following lemma is the form of the ABP inequality we are going to use.
Lemma 3.4. Assume that L > 0 and u ∈ LSC(Q 1 ) satisfy
Suppose that a > 0 and V ⊆ R d+1 is compact such that, for each (y, s) ∈ V , there exists (x, t) ∈ Q 1 such that
Proof. The proof is divided into two steps.
Step 1. We make two reductions. First, by replacing u by u + α 1 2 |x| 2 − t and L by L + Cα and letting α → 0, we may suppose that there exists η > 0 such that for every (y, s) ∈ Q 1 ,
Next we make a reduction to the case that u is semiconcave by an infimal convolution approximation. According to (3.9), for every sufficiently small ε > 0, there exists 0 < r ε < 1 and −1 < T ε < 0 such that, for each (y, s) ∈ V , there exists (x, t) ∈ Q 1−rε (0, T ε ) such that
and lim ε→0 r ε = 0 and lim
10) holds for u ε for some (y, s) ∈ V }. Assume that we have shown that
and for all ε > 0,
Then, since sup 0<ε<1/2 |W ε | ≤ |Q 1 | < +∞, the inequality lim sup ε→0 |W ε | ≤ |lim sup ε→0 W ε | holds true and we have
Thus we deduce (3.8) .
To obtain the lemma, it remains to show the assertions (3.11) and (3.12). For (3.11), let (x, t) ∈ lim sup ε→0 W ε . Up to a subsequence, we can assume that (x, t) ∈
Since V is compact, up to extracting a subsequence, there exists (y, s) ∈ V such that (y ε , s ε ) → (y, s) as ε → 0. By convergence of u ε , we deduce that u ε (x, t) −→ ε→0 u(x, t). Moreover, since u ε ≥ u and u ε → u locally uniformly on Q 1 , we have
Letting ε → 0 in (3.13) yields (x, t) ∈ W . This completes the proof of (3.11), and therefore it remains to prove (3.12) , that is, the statement of the lemma under the extra assumption that u is semiconcave.
Step 2. Assuming u is semiconcave, we give the proof of (3.8). Select a Lebesgue-measurable function Z : V → Q 1 such that the map
attains its infimum in Q 1 at (z, t) = Z(y, s) and this infimum is equal to zero. For example, we may take Z(y, s) to be the lexicographically least element of the (necessarily closed) set of infima. The function u is
By Rademacher's theorem, Y is differentiable almost everywhere on A for the d + 1-dimensional Lebesgue measure. Then, by using the Lebesgue differentiation theorem, we see that u is twice differentiable in space and differentiable in time at almost every point of (z, t) ∈ A and, at such (z, t), we have
Thus,
as well as
and therefore
An application of the area formula for Lipschitz function gives
from which we obtain the lemma, using that A ⊆ W .
In our analysis, an important role will be played by the functions φ which we define by
The parameters a, b and c will be adjusted with the uniform ellipticity constants and the opening θ of the parabolic balls of the form G θ,1+τ (0, −τ ) with τ > 0. More precisely, we will consider the choice given by (3.14) a = max 
with β > 0 given by
Proof. Let us introduce the variable ρ := |x| 2 /(t + τ ) and the function ψ given by
First, by inserting the value of c given by (3.16), observe that
The two last properties are immediate to check. Thus we focus on the first assertion. The time derivative of φ is given by
and the Hessian of φ is given by
and has eigenvalues 2aψ(ρ, t) (−1 + 2aρ) with multiplicity 1 and −2aψ(ρ, t) with multiplicity d − 1. Hence
By recalling (3.17), we obtain the desired upper bound. Now assume that (2a)
The function ρ → be which provides
−ψ(ρ, t).
By recalling (3.17), we obtain the desired upper bound.
The following lemma contains the measure theoretic information necessary to conclude the proof of Proposition 3.2. The argument relies on Lemmas 3.4 and 3.5. 
Proof. We decompose the measure estimate into two parts
For κ ≥ κ 1 , we define the collection of parabolic balls given by
Notice that for all (x, t) ∈ G − θ,h0 (x 0 , t 0 ), the point (x 0 , t 0 ) belongs to the parabolic ball G θ,t0−t (x, t). Observe that (x 0 , t 0 ) ∈ A κ by applying Lemma 3.3 with (x 0 , t 0 ) ∈ A κ1 . This implies that for all
By combining these, we get
Next we complete the proof under the assumption that
hi (x i , t i )| for some constants M > 1 and σ > 0, depending only on θ, d, λ and Λ. Using also that the selected balls are disjoint, we obtain that
Since every ball in B satisfies
The proof is complete, pending the verification of (3.18), which is achieved in the next lemma.
The following lemma is the key step in the proof of Proposition 3.2.
There exist constants M ≥ 1 and σ > 0 depending only on θ and d, λ, Λ such that if
By the definition of A κ , we can touch (z 1 , t 1 ) by a paraboloid of Hessian −κI: there exists y 1 ∈ B 1 and −1 < s 1 ≤ t 1 such that
Step 1. Let Q r (x 2 , t 2 ) ⊆ G θ,h (x, t)∩G − θ,h0 (x 0 , t 0 ) be the cylinder given by Lemma 2.2 (see Figure 1 ). In particular, If we set
we claim that the parabolic ball G 2 := G α,h(1/2+δ) (x 2 , t 2 − δh) (see Figure 1 ) satisfies
To obtain the first assertion, it suffices to show that the vertex (x 2 , t 2 − δh) of G 2 is in Q r/4 (x 2 , t 2 ) and G 2 ∩ {s = t 2 } ⊆ B r/4 (x 2 ). First, by using (3.21) and (3.22), the inequality
. By the definition of the parabolic ball G 2 and using (3.21) and (3.22), each (z,
16 . Then, for the second assertion, since (z 1 , t 1 ) ∈ G θ,h (x, t) ∩ {(y, s) : s = t + h}, it is enough to show that
This is equivalent to
The proof of (3.23) is complete.
Step 2. We claim that there exists (z 2 , t 2 ) ∈ G 2 ∩ {(y, s) : s = t 2 } such that
By applying (a properly scaled) Lemma 3.5, there exists a barrier function w which satisfies (3.25)
and
In particular, this implies by Step 1 that w(z 1 , t 1 ) > 0.
We have that w ≤ βh in G 2 ∩ {(y, s) : s > t 2 } by the maximum principle. Observe that the function ϕ(z, τ ) := ((dΛ + 1)κ + 2κ 1 )w − κ 2 |z − y 1 | 2 + κτ,
Notice that u satisfies (3.26)
The comparison principle implies that the map (z, τ ) → u(z, τ ) − ϕ(z, τ ) attains its infimum in
Moreover, it is impossible that (z 2 , t 2 ) satisfies t 2 = t 1 since ϕ satisfies
Hence (z 2 , t 2 ) ∈ G 2 ∩ {(y, s) : s = t 2 } and so, in particular, by (3.23) satisfies |z 2 − x 2 | ≤ 1 4 r, and
Using that w > 0 in G 2 ∩ {(y, s) : s > t 2 }, we obtain that
By combining (3.25) and (3.21), we deduce that
Using this together with (3.20),
Recalling (3.20), we obtain (3.24).
Step 3. Let γ := 17(dΛ + 3)βθν 2 . We claim that for all (y 2 , s 2
where the function χ is given by
16 . By combining Steps 1-2, observe that
By applying Lemma 2.2 part (P3), we get G 1/2,t2−s2 (y 2 , s 2 ) ⊆ Q r (x 2 , t 2 ). Define the application ζ by
To prove the claim, we will use the three following facts: 
By (3.28), the second infimum in the right-hand side above is nonnegative for t ∈ [s 2 , t 2 ] and it suffices to study the sign of ζ(t). First notice ζ(s 2 ) = χ(y 2 , s 2 ) ≥ 0. Then, since (z 2 , t 2 ) ∈ G 1/2,t2−s2 (y 2 , s 2 ) we obtain by (3.29) that
By (3.30), we deduce there exists a time t 3 ∈ [s 2 , t 2 ) such that
Since χ ∈ LSC(Q 1 ), there exists (z 3 , t 3 ) ∈ G 1/2,t2−s2 (y 2 , s 2 ) realizing this infimum, and so, satisfying (3.27). Then, the inclusion G 1/2,t2−s2 (y 2 , s 2 ) ⊆ Q r (x 2 , t 2 ) yields the claim. To complete the proof of (3.27), it remains to check (3.28), (3.29) and (3.30). To get (3.28), observe that, for all
and so,
By (3.20), the right-hand side in the inequality above is nonnegative. Therefore, we have χ(z, τ ) > 0 for all (z, τ ) ∈ Q 1 \ G 1/2,t2−s2 (y 2 , s 2 ), τ ≤ t 2 ≤ t 1 . By passing to the inf, we obtain (3.28). By repeating (3.20), we also obtain that 30) , it is clear that ζ is non-increasing. Moreover, ζ ∈ LSC(Q 1 ) since u ∈ LSC(Q 1 ). The lower semicontinuity and the monotonicity of ζ imply that ζ is right-continuous. To show that ζ is left-continuous, we argue by contradiction. Assume there exists t ∈ (s 2 , t 2 ] and a strictly increasing sequence r k → t such that
where ζ − (τ ) denotes the limit from the left of ζ at τ . Define P (z, τ ) := P y1,s1;κ (z, τ ) + P y2,s2;γκ (z, τ ).
By (3.31), we deduce that for all (z, τ ) ∈ G 1/2,t2−s2 (y 2 , s 2 ), τ < t,
and there exists (z, t) ∈ G 1/2,t2−s2 (y 2 , s 2 ) such that
Notice that by using (3.20), ζ(t) < 0 implies that (z,
Let φ be a smooth function such that u − φ has a local minimum at (z, t). Denote φ the application φ(y, s) := φ(y, s)− L(s− t) with L ≥ 0 to be selected below. Using that φ(z, t) = φ(z, t), we obtain, for s ≥ t,
For s < t,
On the set
the following inequality holds true
and by putting together the two cases (3.34) and (3.35), the map (y, s) → (u − φ)(y, s) has a local minimum at (z, t). Using that u is a supersolution of (3.19), we obtain
. t) ), we get a contradiction.
Step 4. Consider the function
Observe by completing the square that we have for all z ∈ R d , τ ∈ R,
It follows by Step 3 that the map
attains its infimum in Q 1 at some point of Q r (x 2 , t 2 ) and this infimum is equal to zero. Since u satisfies (3.26), we can apply Lemma 3.4 by taking L = κ 1 > 0 and we obtain
Since γ ≥ 1 and γ/(γ + 1) ≥ 1 2 , we deduce by the change of variables formula that
16
.
By combining the explicit expression of a parabolic ball and (2.2), we deduce there exists a numerical constant 0 < c < 1 such that
. By combining this observation with (3.36), (3.37) and (3.38), recalling that κ ≥ κ 1 and taking M := γ + 1, we obtain that
We next present the proof of the parabolic W 2,ε estimate.
Proof of Proposition 3.2. We begin with four reductions. First, we may assume that L = 0. Otherwise we replace u by u := u + Lt, which is solution of
Since L ≥ 0 and t − s ≥ 0, we deduce that, for all (y, s)
Then A ≥ Θ( u, Q 1 )(x, t), and so Θ( u, Q 1 )(x, t) ≥ Θ(u, Q 1 )(x, t). Under the assumption the estimate holds true for u, we get
Observing that sup Q1 | u| ≤ sup Q1 |u| + L, we get the desired estimate for u.
Next, using the positive homogeneity of P + λ,Λ and Θ and replacing u by u := u/ sup Q1 |u|, we may assume that sup Q1 |u| = 1. Finally, by Lemma 3.3, we have
Thus, it suffices to prove that there exist some universal constants C, κ 0 , ε > 0 such that for all κ ≥ κ 0 ,
Step 1 (Geometric configuration). Fix Figure 2 . The cube C R (0, T 0 ) and the parabolic balls G 1/2,H1 (0, T 1 ) and G 1/2,H2 (0, T 2 ).
and H cube , depending on R and θ, given by
To perform our analysis, we introduce two parabolic balls G 1/2,H1 (0, T 1 ) and G 1/2,H2 (0, T 2 ) (see Figure 2 ) where the parameters T 1 , H 1 , T 2 and H 2 denote
and a parabolic ball G − θ,H0 (x 0 , t 0 ) with (x 0 , t 0 ) selected at Step 2 and
To be well-defined, our argument requires that G 1/2,H1 (0, T 1 ) and G 1/2,H2 (0, T 2 ) are contained in Q 1 . In particular, we need to check the condition T 1 + H 1 < 0. By using the explicit expressions of T 1 , H 1 and (3.40), we get
Step 2 (Existence of the paraboloid for a certain κ = κ 0 ). We claim that there exists
In addition,
, and there exists 0 < ξ < 1, depending only on θ, such that
To prove the claim given by (3.41), first we are going to find (x 0 , t 0 ) realizing the infimum for a good choice of y 0 and κ chosen sufficiently large. Then we are going to determine s 0 such that this infimum will be equal to zero and we are going to check that −1 < s 0 ≤ t 0 to complete the proof.
and κ such that (3.44) κ ≥ κ 0 with κ 0 := max 24, 320 dR 2 .
Then for all (z, τ ) ∈ Q 1 ,
We check that
. By inserting the values of T 1 , T 2 and by using that τ 0 ∈ G 1/2,H2 (0, T 2 ), we get
. Since osc Q1 u ≤ 2, and recalling (3.44), this implies that
Thus there exists
In particular, we deduce that
Now let s 0 ≤ t 0 be defined by
Thus, the infimum in (3.41) is equal to zero. To complete the proof of the claim, it remains to check that s 0 > −1. By using that u(x 0 , t 0 ) − inf Q1 u ≤ 2, we get
Since x 0 , y 0 ∈ G θ,H1 (0, T 1 ) and by inserting the value of R and recalling that θ ≥ 3/4, we get
Thus we obtain
By using (3.44), we get
, in particular, − 1 2 ≤ T 0 ≤ t 0 ≤ 0 and we conclude that s 0 > −1. This completes the proof of (3.41).
To show (3.42), first notice that |x 0 | ≤ √ dR since (x 0 , t 0 ) ∈ G 1/2,H1 (0, T 1 ). Now observe that each (y, s) ∈ C R (0, T 0 ) satisfies t 0 − s ≤ H 0 and
This means (y, s) ∈ G − θ,H0 (x 0 , t 0 ) since T 1 − T 0 ≥ 4dθR 2 (see also Figure 2 ). By a direct computation, we check (3.43).
Step 3. By Step 2, the point (x 0 , t 0 ) belongs to A κ0 . By Lemma 3.3, we deduce that, for all κ ≥ κ 0 , (x 0 , t 0 ) belongs to A κ . Then we can apply Lemma 3.6 and we get that for all κ ≥ κ 0 ,
After rearranging the terms, this implies
Step 4. We claim that for all κ > κ 0 , we have 
Here ⌈r⌉ denotes, for r ∈ R, the smallest integer not smaller than r. Then by using iteratively (3.45) given by
Step 3, we deduce that
By inserting the value of N , we conclude that
By combining (3.42) and (3.43) (see Step 2), we come back to the cube C R (0, T 0 ) and obtain (3.46).
Step 5 (Covering argument). We cover Q 1/2 by
where the parabolic cylinders
By applying
Step 4 to each parabolic cylinder C R (X i , T i ), we get
we get the estimate given by (3.39).
Proof of Theorem 1.2
To prove Theorem 1.2, we differentiate the equation to obtain the result from the parabolic W 2,ε estimate obtained in Section 3. In the elliptic case, the proof of the elliptic W 3,ε estimate strongly uses the C 1,α estimates in order to apply W 2,ε estimates on the components of the gradient Du. In the parabolic case, the C 1,α estimates do not imply that u is differentiable with respect to the time variable. Thus the main new challenge which arises is to upgrade the regularity with respect to time, which is accomplished in Proposition 4.1.
The idea of the proof of Proposition 4.1 is to separate time and space in order to gain local regularity. First we are going to obtain regularity in space for a fixed time s, by applying the W 2,ε estimate on the derivatives of u. This step gives good quadratic approximations in space and, since u solves the PDE, we obtain a first-order approximation of the solution with respect to time. Instead of obtaining directly the estimate like in the elliptic case (see [1] ), we proceed by contradiction by considering a local maximum (or minimum) and we use viscosity solution arguments and the uniform ellipticity of the operator.
Note that we use u is solution of the PDE to obtain a connection between Ψ(u) and Θ(u xi ), which is different than the elliptic case.
Proposition 4.1. Assume that F satisfies (F1), F (0) = 0 and g(0, 0) = 0. Suppose that u ∈ C(Q 1 ) is a viscosity solution of (1.3) in Q 1 such that sup Q1 |u| ≤ 1. There exists a universal constant
Define the polynomial approximation P to u given by To estimate the difference between P and u, we separate the difference into two parts, a space term and a time term
We proceed in seven steps. Steps 1-2 provide the upper bound on the space term. Then by introducing an adequate test function and arguing by a comparison principle argument, Steps 3-7 will give the corresponding upper bound on the time term.
Step 1. We claim that for all
To prove this, notice that
By combining this inequality with (4.1), we get
The proposed estimate (4.4) directly follows.
Step 2. We next prove the following "slice estimate": for every (y, s) ∈ Q 1 , −1 < s ≤ t 0 , we have
Since u ∈ C 1 with respect to the space variable, we can write
It is clear that I ≤ I 1 + I 2 where I 1 and I 2 respectively denote
It remains to determine some upper bounds on I 1 and I 2 . For I 1 , Cauchy-Schwarz inequality implies that
Then
Step 1 gives We estimate I 2 by using (4.1) and the same computations than those used in [1] . For sake of completeness and reader convenience, we give here the arguments. According to (4.1),
By Cauchy-Schwarz inequality, To obtain (4.5), it suffices to apply Young inequality which yields |y − x 0 ||s − t 0 | ≤ 2 3 |y − x 0 | 3 + √ 2 3 |s − t 0 | 3/2 , and a simple calculation gives (4.5).
In particular, this yields (4.12).
Step 6. We next show that u − φ cannot achieve any local maximum in the cylinder Q given by
by arguing that φ is a strict supersolution in Q i.e., (4.14)
We verify (4.14) by a direct computation. By the uniform ellipticity condition (F1), and noticing that the perturbation is a positive matrix, This confirms (4.14).
Step 7. By Steps 4-6, u − φ cannot achieve any positive global maximum. Hence,
In particular, for s = t 0 , u(x 0 , t 0 ) ≤ φ(x 0 , t 0 ), this yields After rearranging the terms, we get
Thus, by using (4.11), it follows (4.7) by taking C 2 := 192(1 + β)(c 2 + 3).
Step 8. We conclude the argument. By combining both (4.5) and (4.6), we deduce that, for all (y, s) ∈ Q 1 , s ≤ t 0 , |u(y, s) − P (y, s)| ≤ |κ| By setting C 1 := C 2 + 7 6 , this implies Ψ(u, Q 1 )(x 0 , t 0 ) ≤ C 1 1 + g C 0,1 (Q1) |κ|.
Now we can give the proof of the parabolic W 3,ε estimate stated in the introduction.
Proof of Theorem 1.2. If u ≡ 0 on Q 1 , then the estimate is clear, so we may assume that sup Q1 |u| > 0. In Step 1, we reduce the proof of the theorem to the case of sup Q1 |u| ≤ 1, g(0, 0) = 0 and F (0) = 0 by scaling arguments. In Step 2, we prove the theorem under these assumptions.
Step 1. We first reduce to the case that g(0, 0) = 0. If g(0, 0) = 0, define g(x, t) := g(x, t) − g(0, 0) and u(x, t) := u(x, t) − tg(0, 0) is a solution of
By direct computation, By applying (4.17) and using (4.15), we obtain (x, t) ∈ Q 1/2 0, − , and we get the inequality given by Theorem 1.2.
Next we reduce to the case that sup Q1 |u| ≤ 1. Assume that we have shown if sup Q1 |u| ≤ 1 and F (0) = 0, then for all κ > 0, Define the function g := (1/β)g, the operator F (M ) := β −1 F (βM ) and observe g ∈ C 0,1 (Q 1 ) with g C 0,1 (Q1) = g C 0,1 (Q1) /β, F satisfies (F1) with the same ellipticity constants λ, Λ and F (0) = β −1 F (0) = 0. It is clear that u := u/β is a solution of
