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ABSTRACT
Regional stratigraphic interpretation to identify 
Minnelusa facies changes in the Powder River Basin is made 
particularly difficult and ambiguous if undesirable changes 
of wavelet phase occur along the survey lines. A seismic 
data set showed that the onset of lateral phase variations 
has a direct correlation with near-surface variations in 
geology. I reprocessed the data using five alternative 
prestack deconvolution and two prestack noise-suppressant 
methods in order to (1) identify the source of the lateral 
phase variations, and (2) investigate the effectiveness of 
these methods for stabilizing the wavelet's phase. Of the 
different processing methods, use of a single operator for 
an entire line gave the most consistent phase and event 
continuity. This simple result suggests that the seismic 
waveform may be fairly consistent across the survey area, 
but lateral variations in near-surface geology have caused 
the deconvolution process to misperceive the true seismic 
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The geologic objective behind this study is to 
interpret and identify from the seismic record profile, 
porous sandstones in the Pennsylvanian-Permian Minnelusa 
Formation. The Minnelusa Formation, a prolific oil producer 
in the Powder River Basin, is composed mainly of sandstones, 
dolomites, and anhydrites that were deposited in an Eolian 
environment. Unconformably overlying the Minnelusa 
Formation is the Opeche Shale. The majority of hydrocarbon 
traps in the Minnelusa sandstone are stratigraphic and are 
related to an updip facies change from sandstone to dolomite 
and to the presence of thick Opeche Shale deposits in 
interdunal areas, which provide an updip seal for migrating 
hydrocarbons.
The lateral facies changes within the Minnelusa and the 
overlying unconformable Opeche Shale are associated with 
seismic amplitude variations. In general, anomalously high 
amplitudes are associated with porous Minnelusa sandstones, 
and lower amplitudes are associated with tighter lateral 
facies. The relative positioning of the peak and trough of 
the seismic trace from one common midpoint (CMP) to another 
and an associated high-amplitude event are important in 
discriminating the various sandstone reservoirs within the 
upper Minnelusa Formation.
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The fundamental premise underlying this study is that 
regional stratigraphic interpretation of a particular 
seismic data set can be based on amplitude and phase 
anomalies of reflections associated with porous sandstones. 
That premise, however, can be undermined where phase changes 
or phase inconsistencies in the seismic data may have been 
caused by processing shortcomings associated with near­
surface geologic variations. If not properly accounted for, 
these phase changes add another variable that may result in 
interpretation pitfalls.
The phase near the dominant frequency of the stacked 
data is estimated by visually comparing the data with 
synthetic seismograms from nearby wells. The phase 
relationship between the data and zero-phase filtered 
synthetics over the depth of interest appears to vary from 
one control point to another across a 24-mile zone. 
Consequently, synthetic seismograms need to be phase rotated 
by up to + 120° at different control points in order to tie 
the seismic data. Figure 1 is an example of stack data 
where a zero-phase filtered synthetic visually matches the 
data. In contrast, Figure 2 shows a mismatch between a 
zero-phase synthetic and the data at surface location 1, 
approximately seven miles away. Phase rotation of the 
synthetic data at location 1 by 120° (Figure 3),
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Figure 1. Three (identical) zero-phase synthetic 
seismograms inserted between stack data at surface location 
3. The Dakota, Goose Egg, and Minnelusa reflectors are 
identified by KD, PGE, and PML, respectively.
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Figure 2. Zero-phase synthetic seismograms inserted between 
stack data at surface location 1. Notice the poor match in 
phase and reflector character between the synthetic, and 
data, and the high-amplitude event in the data implying 
porosity in the Minnelusa Formation (PML).
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Figure 3. Synthetic seismograms phase rotated 120° and 
inserted between stack data at surface location 1. Notice 
the consistent phase match between the data and synthetic, 
and the high-amplitude event implying porosity in the 
Minnelusa Formation (PML).
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however, yields an acceptable match and interpretation for 
that location. To allow reliable stratigraphic 
interpretations and, therefore, identification of porous 
sandstones on a regional scale, a laterally consistent phase 
between the data and synthetics is desirable. For example, 
does the high-amplitude events shown in Figures 2 and 3 at 
the Minnelusa (PML) level indicate porosity, or is it the 
result of the 120° phase appearance as demonstrated by phase 
rotating the synthetic to match the data? This study 
focuses on attempts to (1) explain the source of phase 
instability, (2) quantify the average phase in the zone of 
interest, and (3) determine which, if any, processing 
sequences can produce better phase consistency and, thus, 
allow accurate stratigraphic interpretation.
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DESCRIPTION OF DATA
The two reflection lines used in this research were 
provided by Union Texas Petroleum and are referred to as 
Lines 1 and 2. These two lines are 30 and 12 miles long, 
respectively, and are located just south of Gillette, 
Wyoming. The field acquisition parameters for these two 
lines are listed in Table 1. Synthetic seismograms 
generated from well data at ten locations along the survey 
were used as control points. Eight of the synthetics are 
associated with Line 1, and two are associated with Line 2. 
Figure 4 shows the two seismic lines in plan view, along 
with the relative positions of the surface locations where 
synthetic seismograms were obtained.
The data were originally processed by an independent 
contractor using a traditional processing sequence that is 
common to this area. The exact parameter choices of 
specific processing steps (i.e., deconvolution design time- 
windows, residual static time-windows, and coherency filter 
parameters) were not available. Nevertheless, these two 
lines will be referred to as the reference data set (data set 




Acquisition and recording parameters for the two
seismic lines.
RECORDING:
Recorded by: Sourcex Geoph LTD.
Instruments: DFS V
Field Filter: 12/36-128/ Hz


















D.O.P.: NE to SW
Far Trace: 5,28 0 ft
Group Interval: 110 ft
Dynamite; 25 lb at 140-ft depth 
At station SP Interval: 660 ft





































































The reference data set and the apparent visual-phase 
variations made from them (as demonstrated in Figures 1-3) 
provide the core rational for this research. These two 
lines were chosen for this study because they exemplify 
apparent lateral phase changes across the survey area that 
can confuse stratigraphic interpretation. At the 
northeastern end of Line 1 the data are of excellent 
quality, and synthetic seismogram ties are relatively 
consistent from one control point to another. At about 
surface location 3, the seismic data begin to deteriorate. 
That is, reflector coherency in the Cretaceous horizons 
decrease and apparent visual phase inconsistencies appear, 
as demonstrated in Figures 1 and 2. The observed lateral 
phase variations and deterioration of the data, in general, 
correspond to the presence of near-surface coal layers that 
outcrop at approximately surface location 3 (Figure 5) and 
dip gently westward into the basin. The two reflection 
lines are dip lines relative to these coal seams.
The Wyodak coal seam of Tertiary age is about 80-ft 
thick and has anomalously low impedance relative to the 
surrounding medium. The presence of the Wyodak coal and 
other thin, near-surface coal stringers ranging in thickness 

















































































































































and multiples that dominate shot gathers beyond surface 
location 3. Once the coal reaches a depth of about 1400 ft 
at the extreme west end of Line 2, these noises no longer 
dominate the shot gathers, and reflector coherency 
increases. The objective is to seek ways of stabilizing the 
phase of the processed data over this 24-mile stretch, thus 
allowing a more accurate interpretation of the Minnelusa 
Formation. To pursue these objectives, I consider two 
working hypotheses for the source of the phase instability.
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HYPOTHESES
Hypothesis I assumes that the near-surface earth filter 
causes the seismic wavelet to change along the line, and 
spiking deconvolution, for the same reason, is ineffective 
in responding to the changes. The large reflection 
coefficients associated with near-surface coal layers cause 
multiples, refractions, and reverberations between the 
surface and coal reflectors (and within the coal layers) 
that may lead to a complex propagating wavelet. A pattern 
of constructive and destructive interference (tuning) 
introduced by the dipping coal layers will cause this 
wavelet to change laterally across the survey area. Under 
this hypothesis, we could expect notches in the data 
amplitude spectrum at frequencies that depend on the depth 
and thickness of the Wyodak coal as well as its position 
relative to other coal seams. If prestack spiking 
deconvolution does not properly balance the spectrum or 
consistently compress the seismic wavelet, phase variations 
and misalignment of the signal will result when the data are 
stacked.
Figure 6 shows an impedance model depicting a dipping 
coal seam of constant thickness above a constant, well-log 
derived impedance function taken from a thick Minnelusa 












Shot Depth of 150 FT 
Thick Minnelusa Sand Modelled
Figure 6. Simple impedance model (Stoughton, 1990) showing 
an 80-ft coal seam dipping into the basin. Trace 8 has no 
coal seam in the near surface.
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multiples reflectivity function derived from this model with 
a 40—Hz Ricker, minimum-phase wavelet (representing the 
dynamite signature) yields a zero-offset model of the input 
data prior to deconvolution (Figure 7). Spiking 
deconvolution (150-ms operator length) was performed on the 
section shown in Figure 7, yielding the data shown in Figure 
8. Identification of the porous sandstone, at about 2 04 0 ms 
in traces 1-7, is difficult because of the variability 
across these traces when compared with the Minnelusa 
expression associated with trace 8. A consistency in trace 
character and amplitude for that event would be expected if 
deconvolution were successful in compressing the changing 
wavelet in the data* The results of the deconvolved model 
in Figure 8 raise the question as to why deconvolution is 
not adapting to the laterally variant wavelet? Phase 
spectra for traces 1-8, shown in Figure 9, imply an 
approximately 90° phase for traces 1-7, in contrast to a 0° 
phase for trace 8.
An alternative hypothesis, Hypothesis II. is that noise 
is the dominant factor influencing the outcome of spiking 
deconvolution and that the seismic wavelet is actually 
consistent over the survey area. Considering that the data 
are only eightfold, one can expect a low signal-to-noise 
























Figure 7. Synthetic traces obtained from the convolution of 
a 40—Hz minimum-phase wavelet with an all-multiples 
reflectivity function derived from the impedance traces in 
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2200
Figure 8. Coal model data deconvolved with a 150-ms spiking 
operator. Notice differences in character of traces 1-7 and 
trace 8 above 2000 ms, and the difficulty of identifying the 
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Figure 9. Average amplitude and phase response for traces 1- 
7, and amplitude and phase response for trace 8 in Figure 7. 
Notice about a 90° constant phase associated with traces 1-7 
and a 0° phase for trace 8 over the signal band (2 0-80 Hz) 
(Stoughton, 1990).
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gathers. If one also assumes that the seismic wavelet is 
consistent over the survey area, then the amplitude spectrum 
representing the wavelet should also be consistent. Since 
the data spectrum is contaminated by noise, the wavelet 
perceived by the spiking deconvolution is incorrect (Newman, 
1986). The seismic trace would then be improperly 
deconvolved; thus phase inconsistencies would result when 
the data are stacked. This second hypothesis assumes that 
the seismic wavelet is consistent over the survey area and 
that noise is causing instability in the deconvolution of 
the seismic data; i.e., a misperception of the seismic 
wavelet.
The perceived wavelets (i.e., the wavelet that 
deconvolution seeks to compress to a zero-lag spike) for 16 
shot gathers extracted in an area where noise is not 
dominant in the seismic record are shown in Figure 10. Each 
wavelet is the average of the inverse of the deconvolution 
operators for all the traces in a shot record. The time 
windows used to calculate the operator were between 500 and 
2200 ms (near trace) and 1300 and 2600 ms (far trace).
These wavelets were extracted between surface locations 1 
and 2 on Line 1, and then averaged to give the wavelet shown 
at the bottom of Figure 10. The amplitude and phase spectra 










Figure 10. Perceived wavelets of 16 shots extracted from a 
good-signal portion of Line 1, between surface locations 1 
and 2. The bottom half of the figure is the average of those 16 wavelets.
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Figure 11. Amplitude and phase spectra of the average
perceived wavelet between surface locations 1 and 2.
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The perceived wavelets for 16 shot gathers derived in 
an area where coherent noise is strong in the seismic record 
are shown in Figure 12. These 16 wavelets were extracted 
between surface locations 3 and 5 on Line 1. The similarity 
of character across the 16 extracted wavelets in Figures 10 
and 12 and the similarity in wavelet character when 
comparing the two figures can be attributed to the amount of 
averaging used in deriving the wavelets. However, the 
amplitude spectrum of the average wavelet shown in Figure 13 
is more bandlimited when compared to that shown in Figure 
11.
The perceived wavelets for these 16 "noisy" shot 
gathers after the data were moveout (velocity) filtered are 
illustrated in Figure 14, with amplitude and phase spectra 
of the averaged wavelet shown in Figure 15. Notice the 
higher relative amplitudes around 35 Hz, in comparison to 
those in Figure 13, which decay more rapidly once the 
relative amplitude reaches its maximum. The amplitude and 
phase spectra of Figure 15 are now relatively similar to 
those of the average wavelet extracted between surface 
locations 1 and 2 (Figure 11). This similarity suggests 
that the wavelet is fairly consistent or, at least, is 










Figure 12. Perceived wavelets of 16 shots extracted from 
noisy portion of Line 1, between surface locations 3 and 5 
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Figure 13. Amplitude and phase spectra of the average









Figure 14. Perceived wavelets of the 16 shots between 
surface locations 3 and 5, extracted after moveout 
(velocity) filtering to suppress coherent noise. The bottom 
half of the figure is the average of the above 16 wavelets.
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Figure 15. Amplitude and phase spectra of the average
perceived wavelet, extracted after moveout (velocity)
filtering, between surface locations 3 and 5.
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These two hypotheses are presented to show two extreme 
possibilities for the lateral phase variations in these 
seismic data. The cause of the phase variations is probably 
a mixture of both these hypotheses.
T-3884 2
PROCEDURE AND METHODOLOGY
The results from deconvolution of the zero-offset model 
show that the deconvolution of the seismic data may not 
properly compress the reverberatory energy and the seismic 
wavelet to a desired zero-lag spike across the survey area. 
The trace after deconvolution would then contain phase 
variations that are due to residual amounts of both 
reverberatory energy and the seismic wavelet. A research 
topic in itself would be to investigate why deconvolution is 
not able to perceive or adapt to a laterally changing wavelet. 
The various parameter and processing choices associated with 
deconvolution add additional uncertainty to the outcome of 
the process. To assess phase uncertainties associated with 
parameter and processing-flow choices, Hypothesis I was 
investigated by testing a variety of different prestack 
deconvolution algorithms. This methodology in addressing 
Hypothesis I was implemented in the hopes that a specific 
method would yield a phase that is more nearly constant 
along a line than would other methods.
Five prestack deconvolution approaches were used in 
addressing the first hypothesis: (1) one time window, trace- 
by-trace deconvolution; (2) one time window, surface- 
consistent deconvolution? (3) time-variant, three-window, 
trace-by-trace deconvolution; (4) a single average-operator
T-3884
deconvolution for an entire line? and (5) time-variant, 
three-window spectral whitening (zero-phase prestack 
deconvolution). To suppress the coherent noise that is 
relatively common in this data set, the data were 
prefiltered with a moveout (or velocity) filter before any 
of the above deconvolution methods were applied. The 
parameters of each process will be explained in the 
deconvolution section of this thesis.
The methodology to test the second hypothesis, that 
noise is responsible for lateral phase variations, consists 
of (1) varying the noise-suppression methods before 
deconvolution, and (2) assessing relative event and phase 
continuity on results obtained from a single average- 
operator inverse filter, derived in an area where noise is 
not dominant in the seismic record, as opposed to trace-by- 
trace and location-dependent deconvolution.
In an effort to reduce the low-frequency noise 
component in the shot records, two methods of noise 
suppression are compared. These two methods are (1) a 
moveout or velocity prefilter, and (2) a broadband zero- 
phase bandpass prefilter. To compare the effectiveness of 
these two methods, and their relation to deconvolution and 
phase stability, a stacked section which has no prefiltering 
(no filter in any form applied before deconvolution ) is
T-3884
also presented. The common deconvolution algorithm used in 




In the comparisons of results, a number of processing 
algorithms and parameters were held constant for all 
processed data sets. Table 2 lists those fixed processing 
algorithms and parameters.
A common set of static corrections values and stacking 
velocity functions was applied to each of the data sets.
The static corrections and velocity functions were 
determined by processing the line with a 250-ras operator, 
one-window, trace-by-trace spiking deconvolution. Before 
deconvolution, a moveout (velocity) filter was applied in 
the frequency-wavenumber (F-K) domain to suppress the 
coherent noise in the shot records.
The time-variant-spectral-whitening stack is shown 
twice, first with the static corrections and velocity 
functions common to all the data sets, and second, with its 
own unique static corrections and velocity functions. This 
comparison offered insight on how sensitive the resulting 
phase measurements were to the application of different 






2) true amplitude recovery (multiply trace amplitude by T2, 
where T is reflection time)
3) trace balance and trace edits
4) residual statics corrections, trim statics and velocity 
determination
a) two iterations of residual statics, over the zone 
interest (time window of 600 ms).
b) trim-static window 1000 ms over the zone of interest
c) NMO velocity functions every 100 CMP
5) CMP stack
6) time-variant spectral balance
a) performed over three time windows (0-900, 700-1600, 
and 1400-3000)
b) 10-Hz contiguous frequency gates
7) coherency filter
a) 15-trace width
b) 60-ms gate length
8) bandpass filtering, 10-15-65-75 Hz
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After the data were stacked, a spectral balance 
algorithm was performed so that all of stacks would have 
similar, relatively flat amplitude spectra. A unique bulk 
phase- and bulk time-shift was applied to each stack so that 
the phase and character of all stacks matched the reference 
stack reasonably well at a chosen location. This reference 
data set is the original contractor-processed data that 
exhibited the lateral phase variations initially. This 
normalization of the different data sets was done to ease 
the visual and quantitative analysis of the phase variations 
for the different data sets along the survey lines.
The general data processing flow and the resultant 
seven data sets used in this research are outlined in Figure 
16. Table 3 lists the names and descriptions of the seven 
data sets.
Relative average phase measurements were made by 
crosscorrelating traces of the reprocessed data with the 
reference data set at various control points. The resultant 
crosscorrelated trace was then phase-rotated so that the 
output was close to zero phase. The amount of phase 
rotation needed to bring this trace close to zero quantifies 
the residual phase (defined as Qr) of the reprocessed data 
relative to the reference data.
T-3884 34
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Figure 16. General flow used in the processing of this
data. Data sets A-G are described in Table 3.
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The seven reprocessed stacks.
A) Single-window, trace-by-trace deconvolution with moveout 
prefilter
B) Single-window, surface-consistent deconvolution with 
moveout prefilter
C) Three-window, time-variant trace-by-trace deconvolution 
with moveout prefilter.
D) Single window, average-operator inverse filter applied to 
whole line.
E) 3-window, time-variant spectral whitening, (zero phase 
frequency domain deconvolution with moveout prefilter.
F) Single-window, trace-by-trace deconvolution with no 
prefilter
G) Single-window, trace-by-trace deconvolution with zero- 
phase bandpass prefilter.
As mention above, the reference data set is called data 
set "Z". The average phase (over the signal band) of the 
wavelet in the reference set (defined as Q ^) was estimated 
by crosscorrelating the reflection coefficient series 
derived from well logs with the reference data set at 
various control points. These wavelet extractions were made 
over about a 300-ms window spanning the zone of interest.
The 300-ms window was implemented so that a consistency in
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measurements would be obtained across the line at each 
location. To use different time-length reflection 
coefficient series at each of the control points would 
introduce a statistically uncertainty, causing worthier 
measurements at one location opposed to others.
The average phase of the wavelet (defined as Q ^) 
associated with each reprocessed line at each of the surface 
control locations was determined by subtracting the residual 
phase measurement from the phase measurements obtained for 
the reference data set. The stack with the most consistent 
phase across the line is considered the best combination of 
deconvolution and noise-suppression methods that addressed 




The recorded seismic waveform s(t) in equation (1) is 
assumed to be the convolution of the reflected seismic 
waveform w(t) with the Earth's impulse response, or 
reflectivity function r(t), plus additive noise n(t):
s (t) = w (t) * r(t) + n(t) . (1)
A primary objective in the seismic reflection method is 
to extract information concerning the Earth's reflectivity 
that may be useful in interpreting changes in geology. The 
spiking deconvolution process designs an inverse filter 
which, when convolved with the recorded seismic waveform 
s(t), compresses the seismic waveform w(t) ideally into an 
approximately zero-lag spike. After the deconvolved data 
are bandpass filtered, the seismic waveform w(t) is replaced 
by a zero-phase wavelet. This process aids in resolution of 
the Earth's reflectivity function, a necessary processing 
goal when the geologic objective is stratigraphic.
Deconvolution assumes that (1) the Earth's reflectivity 
is an uncorrelated random sequence, (2) the seismic wavelet 
is minimum-phase, (3) the noise component is small, random, 
and uncorrelated, and (4) the seismic waveform does not 
change as it travels in the subsurface. (At least over the 
duration of the data window within which the deconvolution
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operator is designed and applied.) The main focus of this 
research addresses the validity of deconvolution assumptions 
three and four, by evaluating the resultant phase of seven 
stacked seismic profiles.
Noise-Suppression Methods 
One of the assumptions of deconvolution is that the 
noise component is insignificant and can be ignored in 
processing. In this study, this assumption is untrue 
because the data set have a large component of coherent 
linear noise. Thus, to effectively study a variety of 
deconvolution algorithms an effort is made to reduce the 
coherent linear noise in this data set. It is noteworthy 
that the onset of this noise seems to be directly correlated 
with the presence of coal in the near-surface. The shot 
gathers can be characterized as a superposition of a variety 
of linear, coherent noise trains with velocities ranging 
from 800 to 8000 ft/s. The wide range in velocities 
suggests that air waves, ground roll, and refraction energy 
all contribute to the noise n(t). Based on the above 
observations, a velocity filter was designed and applied to 
reduce the linear coherent noise in data sets A-E. 
Deconvolution would then be less influenced by the noise.
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Figure 17 shows two shot gathers, one represents a 
gather where no coal is present and the other a shot gather 
with linear coherent noise. Figure 18 shows the F-K domain 
spectral amplitude plot of shot gather 100 calculated for a 
time window extending from 1400 to 2400 ms. The linear 
noise in the shot gather transforms into F-K space between 
10 and 20 Hz, and between 2.73 and the spatial nyquist wave 
number. Figure 19 shows shot 100 after the velocity filter 
has been applied. Note the significant noise reduction and 
signal enhancement, particularly for earlier times. Table 4 
lists the parameters used in the F-K velocity filtering.
Table 4.
F-K velocity filter parameters.
Filter length: 60 ms
Filter width: 31 traces
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Figure 17. Shot gather 10 was acquired where no coal is 
present. Shot 100 is a shot gather where the coal is at a depth of 200 ft.
A64^B
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Figure 18, The amplitude spectrum of shot 100 in the F-K 
domain. The coherent noise is identified between 10 and 2 0 





Figure 19. Shot 100 filtered with the F-K filter defined in 
Table 4.
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Instead of velocity filtering, another way of reducing 
noise before deconvolution is to prefilter the data with a 
simple, temporal bandpass filter. A zero-phase trapezoidal 
bandpass filter with the frequency range of 8-12-75-85 Hz 
was applied to the data (data set ”G”). As a control 
measure, the data were also processed without any 
prefiltering (F-K or bandpass), by using a one-window, 
trace-by-trace spiking deconvolution with an operator length 
of 250 ms (data set "F").
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DESCRIPTION OF DECONVOLUTION METHODS 
Trace-bv-Trace Deconvolution (data set "A'M 
The objective of spiking deconvolution is to flatten 
the spectrum and remove the phase of the seismic wavelet 
embedded in the seismic data, in effect, removing the 
seismic waveform w(t) from the data. To remove w(t), an 
inverse filter is designed to compress w(t) to a zero-lag 
spike. Because the true form of the seismic waveform is 
unknown, the wavelet is estimated statistically from the 
autocorrelation of a time window of the seismic trace s(t) 
combined with the assumption that the wavelet is minimum 
phase via the Wiener-Levinson algorithm. The resulting 
deconvolution operator is then convolved with the original 
seismic trace s(t). Parameters used in this processing 
algorithm are listed in Table 5.
Surface-Consistent Deconvolution (data set "B'M 
In this type of deconvolution, the seismic trace is 
decomposed into convolutional components attributed to the 
source, receiver, and the Earth's impulse response, thus 
accounting for variations in the wavelet shape (Yilmaz,
1986) due to variable near-surface conditions such as 
variable shot signatures and irregular geophone coupling. 
This approach to deconvolution was used to address the issue
T-3884 4
of a complex, laterally changing, propagating wavelet and to 
determine if a surface-consistent approach could stabilize 
the phase in the data set.
The surface-consistent deconvolution method uses 
autocorrelations computed over the same time gate as does 
the trace-by-trace deconvolution and, then, averages the 
autocorrelations for (1) common-source gathers, and (2) 
common-receiver gathers. In other words, a mean 
autocorrelation is established for each shot and receiver 
station and then used in the Wiener-Levinson algorithm to 
calculate the filter coefficients used to deconvolve the 
that trace. The parameters used in this algorithm are the 
same as those for data set "A" (Table 5.)
Time-Variant Spiking Deconvolution fdata set "C'M
Typically the seismic wavelet in data varies in both 
shape and overall amplitude with reflection time; 
consequently signal-to-noise ratio changes with time. A 
wavelet (or perceived wavelet) changing with time is in 
violation of deconvolution assumption (4). Though the data 
has been corrected for both attenuation and geometric 
spreading losses, a time-variant spiking deconvolution 
algorithm was used to see if smaller autocorrelation 
windows, including one centered on the zone of interest,
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could better characterize the source waveform w(t). The 
parameter choices for autocorrelation design, listed in 
Table 6, reflect the three types of geologic intervals 
encountered in this area: (1) near-surface irregularities, 
(2) uniform Cretaceous section, and (3) deeper Paleozoic 
section including the Minnelusa.
Averaae-Qperator Deconvolution (data set 11D11)
This deconvolution choice would work best under 
Hypothesis II. If a single operator could improve event 
continuity and well ties, the wavelet in the data must have 
been somewhat consistent over the survey area, suggesting 
that the presence of noise may be degrading the ability of 
deconvolution to accurately perceive this wavelet in the 
data. The average-operator was derived from the same time 
window as in the trace-by-trace algorithm (data set "A"). 
First, 96 single-trace operators (for the 96-channel data) 
were obtained for a given shot. This procedure was 
performed for 24 adjacent shots between surface locations 1 
and 2 (the region where the both coal seams at the near­
surface and linear coherent noise were absent). The 
average-operators derived for all these shots were then 
averaged to create a single, average operator, which was 
then used across the entire survey area. Figure 20 shows
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Table 5.
Parameters used in the trace-by-trace deconvolution and 
surface-consistent deconvolution:
Type of deconvolution: Spiking
Design window:
500-2200 ms, near trace 1300-2500 ms, far trace
Application window: 0-3000 ms, Percent white noise: 0.1%
Autocorrelation length: 250 ms, Operator length: 250 ms
Table 6.
Parameters used in the time-variant deconvolution 
Deconvolution type: Spiking 
Operator length 250 ms White noise added: 0.1%
Design window 
Near Trace Far Trace 
200-1000 ms 1100-1400 ms
800-1700 ms 1200-1800 ms
1500-2600 ms 1600-2650 ms
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Figure 20. The time-domain and frequency-domain 
representation of the average operator used to deconvolve the data.
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the derived operator in both the time and frequency domains. 
After the average operator was applied to the gathers, the 
data contained a large amount of both low and high 
frequencies that masked the signal. (Trace-by-trace 
deconvolution, in contrast, suppressed much of this noise on 
individual traces.) A trace-by-trace time-variant spectral- 
balance algorithm (prestack) was therefore applied to the 
resulting data to suppress the strong noise components.
Time-Variant Spectral Whitening (data set "E'M 
Time-variant spectral whitening (TVSW) was used as an 
alternative to spiking deconvolution to flatten the 
amplitude spectra. This method does not alter phase in the 
data. Therefore, any lateral phase variations in the data 
before TVSW will remain after this process is applied. With 
results of this method, correlation between the onset of 
actual phase variations in the seismic wavelet and changes 
in geology at the near-surface might be detected. Time- 
variant spectral whitening not only does a more thorough job 
in flattening the amplitude spectrum than does conventional 
deconvolution (Yilmaz, 1986), it also acts as a signal-to- 
noise enhancement method and, to some extent, pulse- 
compression method, irrespective of the source wavelet's 
phase (Lee, 1986). Thus TVSW provides an alternative
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approach to pulse-compression and amplitude whitening 
without the phase uncertainties associated with spiking 
deconvolution.
TVSW operates under a highly different set of 
assumptions from those in spiking deconvolution? hence, its 
action where wavelet phase varies laterally may be quite 
different from that of the other deconvolution approaches. 
This is an important point because Hypothesis I suggests 
that time-domain deconvolution is not sensitive enough to 
the changing waveform across the survey area and, therefore, 
cannot fully compress the wavelet, thus leaving lateral 
phase variations across the survey area. Therefore, if 
lateral phase variations exist for the TVSW stack as well, 
it may be inferred that the source of phase variations in 
this data set is not a product of deconvolution but rather 
the result of an inconsistent source waveform before 
deconvolution is applied. It must be emphasized that TVSW 
is not effective in suppressing multiples and could mislead 
stratigraphic interpretation if the input wavelet is neither 
zero-phase nor known (Lee, 1986).
In the TVSW approach used here, the spectrum of the 
input data was whitened by raising it to a power constant N, 
within a user-defined frequency range. Values of N less 
than unity will reduce the relative amplitude variation and
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thus whiten the amplitude spectrum of the data. Because 
seismic frequencies are attenuated progressively by the 
Earth's filtering, it is appropriate to apply the process in 
a time-varying manner. The process is therefore applied 
independently to a set of time gates of each data trace.
For example, Figure 21 shows the input trace to TVSW (trace 
A). Trace B is the resultant trace when the whole trace is 
used as the input to the spectral whitening process (i.e., 
when it is not time varying). Trace C is the resultant 
trace after the application of a time-variant spectral 
whitening. Notice that trace C has better time-resolution 
and pulse compression than does trace B, for example between 
2100 and 2200 ms. The exponent N used to flatten the 
spectra was 0.1, and the seismic trace was partitioned into 








Figure 21. Trace A is the input trace. Trace B is the 
resultant trace after using the whole trace as input to the 
spectral whitening process. Trace C is the resultant trace 
after the application of time-variant spectral whitening. 
Notice, for example, the increase in resolution between 
1300-1400 ms and 2100-2200 ms.
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METHODOLOGY FOR PHASE EVALUATION
Our goal is to determine if any substantial differences 
in output phase stability arise from the different 
processing choices. A way of demonstrating this is to 
phase-rotate the synthetic seismogram until a good match is 
found between the data and the synthetic, as demonstrated in 
Figures 1-3. This process is highly subjective and often 
unreliable because the ideal match between the synthetic 
seismogram and data, usually over the dominant frequencies, 
often does not approximate the phase at the higher and 
weaker frequencies. This leads to interpretation 
uncertainties, especially when the amplitude anomalies are 
usually associated with the higher frequencies as in the 
case of the Minnelusa Formation. Also, uncertainty exists 
because certain portions of a trace show better match for 
one phase rotaion than others do for other rotations.
Hampsen (1980) discussed a way of extracting a seismic 
wavelet by correlating the seismic data with well-log 
reflectivity data. Using this method, phase changes along 
the line for the reference data set [denoted as z(t)] at the 
various surface locations were determined by extracting the 
relative constant-phase component of the wavelet.
To aid in comparing and evaluating the phase 
consistency within each of the reprocessed stacks, it was
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useful to first establish a "phase baseline"? that is, to 
condition each data set so that it "matches" the reference 
data set at a specified control location. By making the 
data of the different processing sequences look similar at 
one location, the task of visually comparing phase stability 
of the various stacks was made easier. This conditioning or 
normalization of the data was achieved by using a different 
bulk-phase shift and bulk-time correction for each of the 
stacks•
Residual-phase measurements, 0r(w), that occur laterally 
along the reprocessed lines, were determined by 
crosscorrelating the reference traces at the various 
locations with the bulk-phase shifted reprocessed data x(t). 
The amount of phase rotation needed to bring the 
crosscorrelated trace close to zero phase at each location 
represents the residual-phase measurement. The phase 
component of the wavelet associated with the reprocessed 
data ŵxOv) was then quantified by subtracting the residual- 
phase measurements 0r(w) from the phase of the extracted 
wavelet 0^0*0 at the various control points. The data set 
with the least spatial variation in phase 0^^) was judged 
to have the most consistent phase along the reprocessed 
lines.
T-3884 55
Wavelet Extractions for the Reference Data Set
The objective of wavelet extractions is to estimate the 
phase Qy,z(w) of trace z(t). This extraction is done by 
crosscorrelating (denoted by °) the reflectivity function 
r(t), derived from well control, with traces z(t) at the 
control points. This concept is best illustrated when 
explained in the frequency domain. The control data set is 
given by
z(t) = r(t) * wz(t) <— >
Z(w) = A r(M')Awz(vv)eIt®r + e wz(’v^, (2)
where A r(w) and A ^ w )  are the amplitude spectra, and 0T(w) and 
0wz(w) are Phase spectra, of the two time series, and
<— -> denotes Fourier and inverse Fourier transformation.
The crosscorrelation of synthetic reflection 
coefficients calculated from sonic logs at the control 
locations and the control data is given by
wz(t) = z(t)° r(t) = f  ds z(s) r(t+s)<— >
Ar(vi')Awz(w)eî r^lv) ~ (3)
Substitution of equation (2) into equation (3) and 
rearranging terms leaves the phase component of the wavelet
ARTHUR LAKES LIBRARY 
COLOR/iDO SCHOOL of MINES 
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in the crosscorrelated trace,
wz(t) = [r(t) * Wz(t)]° r(t) <— > Ar2(vv)Awz(w)e_iewz(M'). (4)
Note that, apart from the autocorrelation of the reflection 
series (assumed white), the crosscorrelation gives the time- 
reversed wavelet wz(t).
Following Hampsen (1980) a series of trial constant- 
phase filters is applied to the crosscorrelation and the one 
that results in an approximately zero-phase is chosen as the 
best constant-phase approximation to 0Wz(w). The 
crosscorrelation between the reflection coefficient series 
and data trace z(t) at surface location 3 is shown in Figure 
22. As shown, a 40-degree rotation yields Trace D, which is 
somewhat closer to zero-phase than Trace C, before rotation. 
This method was used to quantify the estimates of phase of 
the wavelet associated with the reference set. The constant 
phase shifts that bring the extracted wavelet for each 
control point close to zero-phase are listed in Table 7.
It is important to emphasize that wavelet extractions 
are subjective and time-consuming. The subjectivity occurs 
in the stretching and squeezing of the synthetic seismogram 









Figure 22. Trace A is the reflection coefficient series 
r(t) and Trace B is the control trace z(t) from refereance 
data set Z, both obtained at surface location 3 . Trace C 
is the crosscorrelation of the two traces, and Trace D is 
the phase-rotated version of rz(t). A 40° constant-phase 
shift brings trace C closer to zero phase here at surface 
location 3.
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of the reflection coefficient measurements themselves. The 
stretching and squeezing of the synthetic reflection 
coefficient series is necessary because the log is measured 
as a function of depth, and accurate velocity information is 
needed to calculate the reflectivity sequence as a function 
of two-way travel time (Hampsen, 1980). The method assumes 
that the reflectivity series measured in the borehole by a 
sonic survey is in close approximation of the reflectivity 
series measured by seismic reflection method. These two 
methods not only differ by a couple of orders of magnitude 
in their ability to resolve the subsurface, but are subject 
to error because of the less than ideal, variable hole 
conditions in which the velocity measurements were made. 
Other differences inclucde the fact that different portions 
of the Earth are sampled in the borehole and surface seismic 
experiments, and multiples are not treated the same. Thus, 
Trace D in Figure 22 is "ringy," with little standout near 
zero lag, and only gives a gross approximation of the zero- 
phase equivalent. To minimize these problems and 
uncertainties, the wavelet extraction was performed only on 
the reference data set.
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Table 7.
Constant-phase approximation to Q ^ w ) , determined by 
the wavelet extraction method for the reference data set, at 
each surface control location. Coal depth is in feet, and 
phase measurements are in degrees.
Location 1 2 3 4 5 6 7 8 9 10
Coal depth Na Na 0 77 200 395 430 572 1250 1320
T ,__„ T * -j. Line 2
Z -13 0 40 0 -60 -45 30 -43 50 -50
Bulk Phase-Shift and Residual-Phase Measurements
The bulk phase- and time-shift, and residual-phase 
measurement 9T{w) , that occur along each of the stacks was 
determined in the following manner:
(1) Seven neighboring stacked traces in the reference 
data set, [trace z(t)], were averaged at location 1 to 
derive an average trace about that control point.
(2) Seven neighboring stacked traces in each 
reprocessed data set, [trace x(t)], were averaged at 
location 1 to derive an average trace about that control 
point. This average trace was crosscorrelated with z(t), 
yielding y(t) (equation 6), and an example is shown in 
Figure 23.
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The reprocessed data are given by:
x(t) = r(t) * wx(t) <— > X(h>) * A x(w) e^x^) =
Ar(W)Awx(H.)e'fer (w ) + ewx(W >] . ( 5)
y(t) = f  ds x(s) z(t + s) = x(t)° z(t) <— >
A z(W )Ax(vv)eI' f W  (6)
(3) A bulk phase-shift was applied such that the 
filtered version of the crosscorrelated trace y(t) is close 
to zero-phase after rotation (Figure 23). Also, when the 
bulk phase-shift is convolved with x(t), the relative phase 
between z(t) and x(t) is now close to zero at location 1.
The bulk time-shift applied to each line is the time lag 
associated with the peak of the phase-filtered version of 
the crosscorrelated trace y(t). Once the optimal-phase 
shift is determined for each line, relative and visual phase 
comparisons can be made for each stack. Note, in contrast 
to the poor approximation to zero-phase of Trace D in Figure
22, Trace B in Figure 23 shows a fairly compact near-zero
phase behavior. In general, the variously processed data 
traces can be more readily "matched" with one another than 
can the data traces with the well-log derived reflectivity 
functions. Table 8 lists the bulk phase- and bulk time- 
































Figure 23. Trace A is the crosscorrelated trace y(t) , at 
surface location 1. Trace B, the constant-phase filtered 
version of y(t), is close to zero-phase. A -65° phase shift 
was applied to data set A so that comparative phase 
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(4) After all the data sets have been bulk phase- and 
bulk time-shifted, comparative residual-phase measurements 
0r(w) that may occur laterally across each of the lines can 
be assessed. The phases were quantified by crosscorrelating 
the bulk-phase corrected trace x(t) with the reference 
traces z(t), yielding traces y(t) (equation 6) at each of the 
10 well-log locations. The output, after crosscorrelating, 
is a trace that, again, departs somewhat from zero phase. 
Substituting equations (2) and (5) into equation (6) yields 
equation (7)
The residual-phase 9t , is a constant, such that phase 
rotation of y(t) by 0T yields a results that is close to zero 
phase. When that phase shift is applied to the bulk-shifted 
x(t), we get the phase-shifted version xr(t)
The residual-phase measurement Qr applied to the bulk- 
shifted x(t) yields a phase component of x(t) ° z(t) that is 
close to zero after rotation.
y(t) = [r(t) * w^t)] ° [r(t) * wz(t)] <— > 
Ar2 (vv)AWz(vv)Awx(w)eî wz(vv)" . (7)
xr(t) = r(t) * x(t) <— > Ax(w)ef̂ r + (8)
xr(t) ° z(t) <— > Az(w)Ax(w)eẑ z(w) ~ + (9)
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The residual-phase measurements obtained for each of 
the data sets (A-G) at each of the location points (1-10) 
are listed in Table 8. The residual-phase measurements can 
now be used with the phase measurements obtained from the 
reference data set in obtaining an estimate of the phase 
associated with each of the reprocessed data. Substituting 
equations (2), (8), and (5) into (9) , and rearranging terms
shows that the estimated phase of the wavelet 9 ^ { w ) at each 
of the control locations can be written as
These phase estimates are listed in Table 9, along with a 
standard deviation estimate of phase for each processed 
line. The standard deviation (SD) was calculated using
where X is the phase the wavelet at a specific location, X 
is the average for the ten phase measurements associated 
with each reprocessed line, and N is equal to the number of 
points used in the calculation; in this case N = 10.
x(w) — ŵz(w) *” 9r » (10)
SD T. t *  -  
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DISCUSSION
Phase measurements associated with each of the 
processed stacks are plotted in Appendix A, Figures A1 
through A10. Resultant phase measurements for five 
different deconvolution methods are superimposed in Figure 
A9. Likewise, resultant phase measurements for the two 
different noise-suppressing methods, along with the data set 
F (no prefilter), and the control data set are shown in 
Figure A10.
Calculations show that the standard deviations 
measurements listed in Table 9 are significantly smaller 
than what would be predicted from a purely random phase 
results drawn for a uniform distribution (i.e. 103.9°). 
However, the F-test shows that there is no statistically 
significant difference between the sample variances of the 
different processes. Considering the number of sample 
points (10) and the similarity of phase measurements at the 
first three locations in all the different processes, the 
resulting lack of significance in the standard deviation is 
not surprising.
Phase measurements for the two TVSW data sets (data 
sets E and Ea) listed in Table 8 are similar to one another. 
This similarity suggests that the common static values and 
velocity functions used in these data set comparisons did
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not have any influence on phase measurements. This result 
is important because phase variations observed in these data 
sets are, therefore, not sensitive to unique moveout 
velocities and static values which characterize data set Ea. 
As a consequence of this consistency in phase measurements, 
data set Ea is not represented either graphically in 
Appendix A or visually in Appendix B.
The similarity between the phase measurements for the 
different noise-suppressing methods (data sets A, F and G, 
Figure A10), shows that efforts at noise suppression were 
ineffective in stabilizing phase along the survey lines. At 
first this result suggests operator design is not being 
degraded or influenced by the presence of coherent noise.
As it turns out, this is not the case. The contradiction 
can be explained by observing that the noise dominates up 
shallow in the seismic record, whereas the target zone is 
deeper. Figure 24 shows that the velocity prefilter 
improved event continuity and coherency in the Upper 
Cretaceous Sussex Formation and shows little difference in 
reflector character between data sets A and F in the zone of 
interest; thus, the resultant phase measurements and lack of 
contrast in Figure A10 is not surprising.
Portions of the reprocessed data sets A, F and G (bulk 









Between Surface Locations 4 and 5
Figure 24. Final coherency stacks for data set A and data 
set F between surface locations 4 and 5. Notice the 
improvement of reflector coherency between 1400-1500 ms in 
data set A, and relatively little difference in reflector 
character between 1900 and 2200 ms, where phase measurements were performed.
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Appendix B. These data examples support the findings that 
efforts of noise suppression prestack had relatively little 
effect on reflector character in the zone of interest. A 
zero-phase synthetic is given for each location and is 
positioned in such a way that formations identified on the 
synthetic correlate across the page, which aids in 
identifying the reflectors on the seismic record. Some 
stretch and squeeze of the synthetics is necessary so that 
formations identified on the synthetics can be lined up with 
the corresponding reflectors in the data.
It can be concluded that the outcome of deconvolution 
shows an increase in event continuity and reflector 
coherency with the reduction of coherent noise, but the 
reduction of coherent noise by the velocity prefilter did 
not help in stabilizing the phase over long distances in the 
zone of interest. The conclusions and observations made in 
comparing these data sets only suggest that efforts of 
coherent noise suppression had little bearing on phase 
stability in the zone of interest. The wavelet in the data 
may still be relatively consistent, as suggested by 
Hypothesis II. Random noise may still be an issue.
The resultant phase measurements of method E (TVSW), 
Figure A5, are both contradictory and supportive of 
Hypothesis I. Hypothesis I stated that geologic variations
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at the near-surface generate a laterally variable, complex 
propagating wavelet, and deconvolution is not sensitive 
enough to compress the wavelet with consistency. The phase 
of the seismic wavelet in the TVSW data set was not altered, 
so phase changes remaining in this stack can be attributed 
directly to phase variations in the presence of the original 
wavelet, and not to processing shortcomings, such as 
ineffective deconvolution. Results in data set E suggest 
that the waveform is not consistent over this area.
Notice in Figure A5 that phase changes are minimal 
between surface locations 1 and 4; however, between 4 and 5, 
an abrupt change in phase is seen. This abrupt change in 
phase correlates with the onset of coal in the near-surface, 
and shows an approximate 90° phase shift. However, this 
phase shift is not associated with the outcome of 
deconvolution, as suggested by Hypothesis I, but instead is 
characteristic of the seismic wavelet before application of 
deconvolution. It can be concluded from the phase 
measurements in this stack that the onset of lateral-phase 
variations has a direct correlation to the presence of coal 
and is not simply the result of the deconvolution process 
misperceiving the wavelet in noise-contaminated data.
A comparison of Figures Al, A2, and A3, the resultant 
phase measurements of three different deconvolution methods,
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also shows the abrupt phase changes between surface 
locations 4 and 5. These phase changes suggest that one or 
more of the deconvolution assumptions has been violated.
As indicated in Table 9, results for surface-consistent 
deconvolution (data set B; see also Figure A2) show the 
largest deviation in phase between surface locations 3 and
5. This large deviation supports Hypothesis I.
Specifically, averaging the autocorrelations for shot and 
receiver stations across the spread length that straddles 
the near-surface environment of coal and no coal does not 
account for the large variations of the seismic waveform, 
and results in the most unstable phase across this area.
Likewise, phase-measurement results for the time- 
varying deconvolution (method C; see also Figure A3) also 
suggests that near-surface variations are influencing the 
abrupt lateral-phase change seen between surface locations 3 
to 5, The fact that this method is no more effective in 
achieving phase stability than the methods that produced 
data sets A and B suggests that the deconvolutions of the 
various data sets are consistent with one another. Whether 
the inverse filter is statistically calculated for different 
time windows in an attempt to account for a non-stationary 
waveform (data set C), or calculated "surface-consistently", 
in an effort to account for near-surface shot and receiver
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variations (data set B), or computed over one large time 
window,(data set A), these three methods consistently 
perceive the wrong waveform. This statement is based on the 
relative pattern of the resultant phase measurements seen in 
Figure A9.
Data set D has the smallest deviation in computed phase 
between surface locations 1 and 6 (Figure A4) in relation to 
the other stacks. For data set D, only a single-operator 
inverse filter was used to deconvolve the data. Comparison 
of portions of data sets A and D (Figure 25) shows not only 
better pulse compression and event continuity at various 
times, but also an increase in resolution and amplitude 
variations at the Minnelusa Formation in data set D. This 
increase in resolution at the Minnelusa Formation is also 
observed at the various surface locations displayed in 
Appendix B, Figures B1-B30, when compared with the other 
reprocessed stacks. The fact that this single operator 
worked well, even between surface locations 4 and 6, 
suggests that noise is a source of apparent wavelet 
variation perceived by the trace-by-trace and surface- 
consistent deconvolution methods. While near-surface 
changes induces some variations in the wavelet, noise 
introduces additional apparent variations. The seismic 














Between Surface Locations 3 and 4
Figure 25. Comparison of data sets A and D between surface 
locations 3 and 4. Zone of interest between 2050 and 2100 
ms.
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near-surface complication may instead be introducing noise 
and attenuating the signal, thus introducing a laterally 
variant wavelet across the survey area. It is important to 
comment on the increase in phase instability beyond location
6. The fact that phase variations were also observed on 
this stack suggests that the wavelet does vary laterally 
across the survey area, but these changes in the wavelet may 
not be as dramatic as first thought.
The reason why this operator works so well is 
attributed to (1) the uniform geology in the Cretaceous and 
Paleozoic sections, that provide a geologic interval similar 
to where the operator was designed; (2) the ghosting, 
reverberatory, and multiple energy proposed in Hypothesis I 
may not be as influential as first thought; and (3) the 
operator was designed in an area where the near-surface 
variations were not extreme, thus the extraction of the 
operator in this area provided a reliable and appropriate 
inverse filter to compress the source waveform.
Based on graphical comparisons of phase measurements 
and a direct correlation between loss of reflector coherency 
with the presence of coal, it can be concluded that the 
near-surface geologic variations are directly related to the 
onset of phase variations in the input data. Moreover, as 
the synthetic model data and field data results show,
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deconvolution is less effective in compensating for these 
variations than one would like. In fact, since the single 
operator worked so well, we conclude that because noise 
complicates the effort to estimate the wavelet, 
deconvolution also adds some instability to the seismic 
wavelet. It is also important to note that efforts at 
coherent noise reduction had little effect in stabilizing 
phase but did help increase reflector resolution in areas 
outside the zone of interest. The contradicting and 
supporting results of the two hypotheses examined in this 
thesis suggest that both hypothesis have truth as to why 
there are lateral phase variations in the original stacked 
data. These two hypotheses can now be refined and combined 
into a question as to why deconvolution cannot adapt 
laterally and perceive a wavelet that appears to be fairly 
consistent.
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RECOMMENDATIONS AND FUTURE WORK 
Future work in this data set should not concentrate on 
increasing the signal-to-coherent noise ratio in the hopes 
of obtaining a consistent phase in the data. This research 
has shown that the efforts of suppressing coherent noise 
have little bearing on the phase outcome here, because the 
noise is dominant outside the zone of interest. The issue 
of random noise and its influence on the ability of 
deconvolution to estimate the wavelet still needs to be 
investigated.
A more detailed study concerning deconvolution 
parameter choices versus phase stability should be pursued 
in the model proposed by Hypothesis I. Recall, for that 
model study deconvolution was unable to adapt to changes in 
the wavelet, despite the absence of noise. If favorable 
parameter choices yield a consistent phase in the synthetic 
data, an attempt should be made to utilize those parameter 
choices on the field data.
Another way of correcting for the variations in phase 
is to interpolate phase corrections laterally by a CMP-by- 
CMP constant-phase shift. This method assumes that the 
phase is linear between two control points where phase 
measurements have been made. The results here suggest that
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this process is best applied to the data deconvolved with a 
single operator.
More work is also needed for the application of the 
single operator to a line. Initial results of this method 
presented in this research are encouraging and suggests that 
this method, though a bit radical, might serve as a 
mechanism for yielding, at least, improved phase stability 
in this portion of the Powder River Basin. Future work 
involving this subject should concentrated on the design of 
a single laterally invariant or slowly changing operator for 
specific time windows.
The remaining large question is why deconvolution does 
not adapt to a changing wavelet in the data.
ARTHUR LAKES LIBRARY 




Identification of facies changes associated with porous 
Minnelusa sandstone reservoirs is based on large-amplitude 
anomalies. Lateral-phase variations of the wavelet in these 
data make reliable stratigraphic interpretations difficult 
and ambiguous. Stratigraphic interpretations are eased when 
the seismic wavelet is removed from these data by 
deconvolution, and a constant phase between the data and 
synthetic seismograms is achieved at various locations along 
the line. This study used a variety of deconvolution and 
noise-suppression methods to seek ways of stabilizing the 
phase in this data set. The initial results of coherent 
noise-suppression (prefiltering) before deconvolution did 
not improve phase stability in the zone of interest, nor did 
varying the type of deconvolution methods.
This study did show that the onset of lateral-phase 
variations across this area had a direct correlation with 
near-surface changes in geology. These changes in geology 
introduced both noise and a laterally variant seismic 
wavelet that deconvolution was unable to accurately 
perceive; thus, leaving a residual phase across the 
processed data. A single-operator inverse filter, extracted 
where the near-surface geology did not vary and where the 
data were relatively uncontaminated with noise, increased
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event continuity and led to the most improved phase 
stability for these data in comparison with the other 
methods used. This simple result suggests that the seismic 
waveform is more consistent across the survey area than 
might have been inferred from the reference data, but near­
surface geologic variations and noise are introducing a 
pattern of constructive and destructive interferences in the 
propagating wavelet, causing the deconvolution process to 
misperceive the true seismic wavelet in the data. A 
consistent phase for these data might be achieved if future 
efforts are made to understand and an attempt made to 
explain why the deconvolution process cannot adapt spatially 
to a laterally changing wavelet.
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Figure Al. Lateral phase measurements for the ten control


















Figure A2. Lateral phase measurements for the ten control


















Figure A3. Lateral phase measurements for the ten control




































Figure A5. Lateral phase measurements for the ten control

















Figure A6. Lateral phase measurements for the ten control

















Figure A7. Lateral phase measurements for the ten control
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Figure A8. Lateral phase measurements for the ten control
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Figure A9. Superposition of lateral phase measurements for
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Figure A10. Superposition of lateral phase measurements 
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