Abstract-Single image haze removal is a challenging and ill-posed problem. The existing haze removal methods in literature, including the recently introduced deep learning methods, model the problem of haze removal as that of estimating intermediate parameters, viz., scene transmission map and atmospheric light. These are used to compute the haze-free image from the hazy input image. Such an approach only focuses on accurate estimation of intermediate parameters, while the aesthetic quality of the haze-free image is unaccounted for in the optimization framework. Thus, errors in the estimation of intermediate parameters often lead to generation of inferior quality haze-free images. In this paper, we present CANDY (Conditional Adversarial Networks based Dehazing of hazY images), a fully end-to-end model which directly generates a clean haze-free image from a hazy input image. CANDY also incorporates the visual quality of haze-free image into the optimization function; thus, generating a superior quality haze-free image. This is one of the first works in literature to propose a fully end-to-end model for single image haze removal. Also, this is the first work to explore the concept of generative adversarial networks for the problem of single image haze removal. CANDY was trained on a synthetically created haze image dataset, while evaluation was performed on challenging synthetic as well as real haze image datasets. The extensive evaluation and comparison results of CANDY reveal that it significantly outperforms existing state-of-the-art haze removal methods in literature, both quantitatively as well as qualitatively.
I. INTRODUCTION
Images captured under bad weather conditions, such as fog, mist or haze suffer from problems of limited visibility, poor contrast, faded colors and loss of sharpness. These artifacts not only significantly deteriorate the aesthetic beauty of captured images, but also occlude salient regions. In presence of haze particles, the original irradiance received by camera from the scene point gets attenuated along the line-of-sight; this combined with the scattering of the atmospheric light produces a hazy image [1] . Koschmieder [2] formulated this physical phenomena as follows:
Here, I(x) is the observed hazy image, J(x) is the actual scene irradiance, t(x) is the scene transmission map, α is the atmospheric light and x denotes an individual pixel location. The degree of effect at each pixel of the image depends on the depth of the corresponding scene point from camera. The attenuation phenomenon causes the original scene point irradiance to decrease with increasing depth, while the atmospheric light component increases with increasing depth, resulting in a space-variant degradation. The scene transmission function is formulated as follows:
Here, d(x) is the depth of the scene point corresponding to the pixel location x and β is known as the scattering coefficient of the atmosphere. It can be seen that Eq. (1) contains three unknowns, viz., J(x), t(x) and α, which makes the problem of finding J(x) under-constrained.
A common and important step in all the existing haze removal methods is to estimate intermediate scene transmission map (t(x)) and atmospheric light component (α). The estimated scene transmission and atmospheric light are then substituted in Eq. (1) to obtain the original haze-free image J(x). The scene transmission and atmospheric light component are estimated independently, joint optimal estimation of these intermediate parameters is not performed by any of the existing works. The atmospheric light component is usually calculated from the estimated transmission map using ad-hoc empirical rules and is assumed to be a global constant. The inherent drawbacks of this approach adopted by existing methods are as follows:
• The existing methods do not accomodate visual quality of the generated haze-free image into the optimization framework. These methods are more focused on accurately estimating the intermediate parameters.
• As existing methods focus only on estimation of scene transmission and atmospheric light, inaccuracies in the estimation of these intermediate parameters often lead to erroneous or inferior quality haze removal. In this paper, we address the aforementioned limitations of existing haze removal methods. We present CANDY-Conditional Adversarial Networks based Dehazing of hazY images, a fully end-to-end model which directly generates haze-free image from a hazy input image. The proposed model also takes into account the visual quality of the generated haze-free image into the optimization function. CANDY is a fully end-to-end system which learns to directly generate superior quality haze-free image from a hazy input image (see Fig. 1 ).
II. RELATED WORK
The existing haze removal methods in literature can be broadly classified into following three categories:
A. Multiple image based:
These methods use multiple images captured under different weather or polarization conditions [1] , [3] . Schaul et al. [4] used an additional near-infrared image of the scene to perform haze removal. The problem with these methods is their limited practical applicability because of additional hardware requirements. Also, the assumption of static scene is too strong to hold true in real scenarios.
B. Single image based:
The early methods, such as [5] relied on user supplied information about the scene structure. Fattal [6] used Independent Component Analysis based method to estimate scene transmission. Tan [7] proposed a method which was based on local contrast maximization. He et al. [8] proposed the famous dark channel prior based haze removal method. Tarel and Hautire [9] addressed the problem of large computational time in [6] - [8] by incorporating median of median filter. Meng et al. [10] imposed a boundary constraint on the transmission function to deal with depth discontinuities. Sulami et al. [11] focused on estimating the atmospheric light vector from small image patches in which scene transmission is constant. An interesting investigation of different haze-relevant features was performed by Tang et al. [12] . Berman et al. [13] proposed a non-local prior for removing haze which they term as haze lines. Ancuti et al. [14] conducted an evaluation study using the NYU depth dataset [15] and found that none of the methods could produce high quality haze-free images without noticeable artifacts.
C. Deep learning based:
Ren et al. [16] presented a multi-scale convolutional neural network model to estimate the scene transmission map, Cai et al. [17] presented another such model called DehazeNet. A very recent work performed by Li et al. [18] shares the same motivation as ours and proposes a fully end-to-end deep learning model for single image haze removal called AOD-Net. However, the authors didn't explore adversarial training. In this work, along with adversarial training, we also experiment with different types of loss functions.
Following are the major contributions of this work:
• One of the first works in literature to propose a fully end-to-end model for single image haze removal problem.
Proposed model CANDY directly generates a clean haze-free image from a hazy input image.
• First work to explore generative adversarial networks for the single image haze removal problem.
• We conduct experiments with combination of different types of loss functions, including the recently introduced feature reconstruction loss [19] for overcoming the challenges of training a GAN and improving the quality of generated haze-free images.
• Extensive evaluation and comparison of CANDY on challenging synthetic and real haze image datasets show that it significantly outperforms existing state-of-the-art methods in literature [8] - [11] , [13] , [16] - [18] .
III. MODEL ARCHITECTURE
In this work, we formulate the problem of single image haze removal as a problem of generating a high quality haze-free image from a degraded hazy input image. We propose a novel deep conditional generative adversarial network architecture which comprises of two modules, viz., a generator (G) and a discriminator (D), who's combined efforts lead to generation of high-quality haze-free image from a degraded hazy input image. GANs were first introduced by Goodfellow et al. [20] , Mirza and Osindero [21] later presented GANs in conditional setting called conditional generative adversarial networks (CGANs). After this, CGANs and their variants have been successfully applied in various image generation and transformation problems, such as in [22] - [24] .
In brief, GANs are generative models which learn a mapping from random noise vector z to output image y. In contrast, CGANs learn a mapping from input image x and random noise vector z to output image y. The generator network G is trained to generate output images which are indistinguishable from real images to an adversary, called discriminator network D. D is trained to correctly distinguish between real images and fake images synthesized by G. Mathematically, the objective function of CGANs can be expressed as:
Here, G tries to minimize this objective function against D, which in turn tries to maximize it. Mathematically, the training objective of CGANs is:
The generator and discriminator networks of the proposed model CANDY have been designed based on experimental findings by Radford et al. [22] . The model architecture is explained in detail in the following subsections.
A. Generator Network
The proposed generator network (see Fig. 2 ) is a fully convolutional network. It comprises of six convolution layers followed by six deconvolution layers and a Tanh output layer at the end. Each convolution layer is followed by a batch-normalization and PReLU activation layer, except the first convolution layer where batch-normalization is not applied. Each deconvolution layer is followed by a batch normalization and ReLU activation layer. The design is symmetric in nature with convolution layers acting as encoder (feature extraction), while deconvolution layers acting as decoder (image recovery). This design feature is inspired from the fact that deconvolution layers have been proven to be better in recovering finer image details [25] . Each of convolution and deconvolution layers use filters of size 3 x 3 and generate 64 feature maps. The size of feature maps is kept same as input image size by setting both stride and zero-padding length to 1. Down-sampling is not performed as it leads to loss of important features in image [23] . In addition to the existing design features in our generator network, skip connections [25] are added after every two convolution layers to their corresponding deconvolution layers to tackle the problem of vanishing gradients; the feature maps from convolution layer are element-wise summed to deconvolution layer feature maps. Another benefit of skip connections is that they pass image details from convolution layers directly to the deconvolution layers; thus, promoting recovery of finer image details.
B. Discriminator Network
The proposed discriminator network (see Fig. 2 ) contains a stack of seven convolution layers, where each convolution layer (except first) is followed by batch-normalization and LeakyReLU [22] activation with λ (coefficient of leakage) set to 0.2. The input to the discriminator network is a pair of images concatenated along the channel axis. The input image pairs are of two types: 1) Real pair (positive example): Hazy image and ground-truth haze-free image 2) Synthesized pair (negative example): Hazy image and haze-free image synthesized by G The last layer in the discriminator network is a sigmoid layer which outputs the probability of the input image pair to be real (1) or fake (0). The discriminator network is alternatively fed with positive and negative image pairs. This way, the discriminator network learns to distinguish between real haze-free images (ground-truth) and synthesized haze-free images generated by the generator network. The output of discriminator constitutes the adversarial loss, which is used to train the generator. The kernel size used in discriminator is 3 x 3 with stride of length 2.
IV. TRAINING OBJECTIVE
In the proposed model CANDY, we don't provide noise vector z along with the input image to the generator because CGANs have been found to ignore z [23] . Hence, the slightly modified objective function for the proposed model CANDY can be stated as follows:
Here, symbols have same meaning as in Eq. (3). GANs are highly unstable to train and the generated images often contain artifacts. Therefore, apart from the adversarial loss, we propose and experiment with combinations of different types of loss functions which are discussed below.
A. Content Loss
Traditional content loss functions include L 1 and L 2 distances. Content loss encourages the generator to minimize pixel-level differences between the generated image and the ground-truth image. However, L 2 loss enforces strong penalty due to the squared terms and hence, susceptible to blurring [23] . Therefore, we also experiment with a smoother version of L 1 loss (L s1 ) which is less penalizing and is defined as follows:
Here, 1 denotes the standard L 1 norm.
B. Feature Reconstruction Loss
Johnson et al. [19] observed that rather than only encouraging pixel-wise similarity using content loss, it is beneficial to also minimize the differences between their high-level feature representations by a convolutional network. They called this loss as feature reconstruction loss and found that it significantly improves the output image quality. Let φ i (x) denote the activation (feature map) of i th layer of a convolutional neural network φ, therefore, our feature construction loss is defined as follows:
Here, 2 denotes the standard L 2 norm. We use a pre-trained VGG-Net model [19] for calculating the feature reconstruction loss between the ground-truth and generated haze-free image. We experiment with different layers of VGG-Net for feature reconstruction loss by setting value of i to one of 9 (relu2 2), 16 (relu3 3) and 23 (relu4 3).
C. Final Loss Function
The final loss function L of the proposed model which is minimized during training by the optimization framework is composed of losses described in Eq. (4), (6) and (7).
The weights of different types of losses were determined empirically using the validation dataset.
V. EXPERIMENTATION DETAILS

A. Dataset Creation
As there is no real haze image dataset, we synthetically created our own dataset using the popular Make3D depth dataset [26] , [27] and BSDS500 dataset [28] . Some of the existing methods [16] , [17] have used NYU depth dataset [15] but it contains only indoor images, which is not the most likely place to find weather conditions, such as fog or haze (except smoke). To synthesize realistic haze, we generated depth map for all the images using the state-of-the-art depth map estimation method of Liu et al. [29] . The depth map of an image was then used to synthesize hazy images as follows: Given an input image and its depth map, we randomly sample atmospheric light α and extinction coefficient β, such that α = [k k k] (one for each channel), where k ∈ [0.7, 1] and β ∈ [0.5, 1.5]. These values are substituted in Eq. (1) and (2) to obtain a synthetic hazy image.
B. Training and Evaluation Datasets
First, random 500 and 200 images were selected from Make3D and BSDS500 datasets respectively. For each of these 700 images, 3 synthetic hazy images (each with random α and β) were generated using the procedure in Section V-A, giving us 2100 hazy and ground-truth haze-free image pairs. A validation dataset of 40 hazy and ground-truth haze-free image pairs was used for determining the model hyperparameters. Testing was performed on synthetic as well as real haze image datasets: Test-Synthetic-A (90 image pairs from Make3D and BSDS500) and Test-Synthetic-B (23 image pairs from Middlebury dataset [30] ) were created. The real haze image test dataset, Test-Real-500 contained challenging 500 real hazy images downloaded from internet.
C. Training Details
The experiment was performed using Torch framework [31] with NVIDIA GTX Titan X GPU. The model was trained with Adam optimization method [32] using learning rate 2 x 10 −4
and momentum term 0.5. The model was trained till 1000 epochs using batch-size of 4. The size of the images used to train and evaluate our model was 256 x 256. The model was evaluated on validation dataset after every 50 training epochs.
D. Comparisons with Baseline Model and Variants
In order to prove the effectiveness of adversarial training, we first trained a baseline model GEN with exactly the same architecture as the proposed generator model (see Fig. 2 ); using only the content and feature reconstruction loss (no adversarial loss) till 1000 epochs. The version of model GEN which was trained till 500 epochs (GEN-500) was used to initialize weights of CANDY. This was done to prevent CANDY from converging into a local minima because GANs are highly unstable and difficult to train. The different configurations of models experimented are listed below:
• GEN: Only generator network trained with L 2 and L f eature with i = 9 till 1000 epochs • CANDY-L1-9P: Initialized with weights of GEN-500, trained using L s1 and L f eature with i = 9 till 500 epochs • CANDY-L2-9P: Initialized with weights of GEN-500, trained using L 2 and L f eature with i = 9 till 500 epochs A subjective evaluation of results was also in agreement with the quantitative results. L 2 loss was found to be less effective for adversarial training; it showed high variations and often led to considerable artifacts in the generated images (see Fig. 4 ). Smooth L 1 loss was found to be more effective and it decreased steadily during the adversarial training. The conditional adversarial model CANDY-L1-9P (hereinafter, referred to as CANDY) and the baseline model GEN are finally evaluated on the two synthetic test datasets: Test-Synthetic-A and Test-Synthetic-B. Table I shows that the quantitative results obtained with CANDY are considerably better than GEN, thus, proving the effectiveness of adversarial training. Table II shows the comparison of quantitative results obtained with CANDY and existing state-of-the-art methods on Test-Synthetic-A and Test-Synthetic-B datasets respectively. It can be observed that results generated by CANDY are significantly better, both in terms of SSIM and PSNR metric. Fig. 5 shows qualitative results of CANDY on synthetic hazy images and compares it with the results of existing state-of-the-art methods; the results generated by CANDY are very close to the actual ground-truth haze-free images. Fig. 6 demonstrates the qualitative results of CANDY and other methods on some of the very challenging real hazy images from Test-Real-500 dataset. It can be observed that CANDY is able to remove maximum haze, while also enhancing colors and sharpness of the image, for e.g., the tree and grass in the first row image look sharper with enhanced colors. The results of other methods still contain haze, in addition to color artifacts and blur.
In this work, we have additionally performed evaluation on real hazy images captured during night time. Third row in Fig. 6 shows the qualitative results of CANDY on night time hazy images compared to existing state-of-the-art. Although CANDY was trained on daytime hazy images, we are pleased to find that it generates good quality results even in case of hazy images captured at night. It can be observed that other methods either fail to completely remove haze [11] , [18] or severely boost the glow around the light sources [13] , [16] , [17] in the image.
VII. CONCLUSION
In this work, a novel fully end-to-end deep learning model was proposed for the single image haze removal problem. The approach adopted in this work was different from existing haze removal methods which focus on estimating the intermediate parameters from the hazy input image. The concept of generative adversarial networks was also applied [18] (e) [17] (f) [16] (g) [13] (h) [11] (i) [10] (j) [8] (k) [9] Fig. 5. Qualitative comparison of CANDY with existing state-of-the-art methods on synthetic hazy images (best viewed in color).
(a) Input (b) CANDY (c) [18] (d) [17] (e) [16] (f) [13] (g) [11] (h) [10] (i) [8] (j) [9] Fig. 6. Qualitative comparison of CANDY with existing state-of-the-art methods on some challenging real hazy images. In third row, we additionally show results on real night time hazy image. Please note that CANDY was trained only using daytime images. Pay attention to regions containing glowing light sources; compared to CANDY, other methods severely boost the glow around light sources, while [18] and [11] still contain haze (best viewed in color).
