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ABSTRACT
Spoken Language Understanding for both rich-resource languages (RRL) and
low-resource languages (LRL) is an important research area for academia and
the commercial world. In the conversational situations where either the lan-
guage used in speech is a minority one, or the environment is noisy, barriers
will emerge between the communicators. Essentially, people would like to un-
derstand the basic components of any language spoken by others who they
meet in their daily lives. On the other hand, machines can also be trained to
learn the process of modeling the basic language components such as phones,
keywords, topics and intents during both human/machine interactions and
human/human communications. Eventually, if we can develop a machine as-
sistant for people to understand the basic meaning of any language in speech,
we could make the human world much more efficient and harmonious.
This thesis addresses the problem with the help of mismatched-crowdsourcing-
based distant supervision, linguistic knowledge, and corpus-based transfer
learning. First we analyze the usefulness of mismatched transcripts and dis-
tinctive features, and then propose phone recognition based on the optimized
inference of the phone set in the low-resource language from the clustering
of the mismatched transcripts. Subsequently, the keyword discovery from
the phone-level results is explored. The topic information collected in the
corpus is then used as the additional knowledge for topic classification and
further improving phone recognition. Based on the keyword sequence, the
intents of the speaker are also eventually obtained. The experimental results
show that with the help of data collection design and existing knowledge,
we can achieve reasonably good machine language understanding for lan-
guages whose phones, keywords, topics, and intents were not learned before.
This work will lead to further investigations in the area of spoken language
understanding in any language.
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Imagine you meet someone when traveling but you do not understand what
he says. However, you want to be friends with him and try to understand
him as much as you can. How could we make this happen? Well, even if we
may not be able to get the words and sentences from his speech, we may still
be able to obtain spoken terms, phones, topics, keywords, sentiment, intents,
emotion, etc. In addition, when the language he is speaking is also a zero-
resourced or low-resourced language, can we design and train an automatic
system for the spoken language understanding in this case?
In 1950, Turing published his most cited paper, entitled “Computing Ma-
chinery and Intelligence”, trying to answer the question “Can machines think?”
[Tur09]. Then he proposed the famous imitation game, or the Turing test,
which tests whether or not a computer can successfully imitate a human in
a conversation. He also prophesied that “at the end of the century the use
of words and general educated opinion will have altered so much that one
will be able to speak of machines thinking without expecting to be contra-
dicted”. Yet, now there is still a long way to go before the machines are able
to understand all of us, in any language or cultural background.
Shannon, in his well-known 1948 paper on information theory, writes: “The
fundamental problem of communication is that of reproducing at one point
either exactly or approximately a message selected at another point” [Sha48].
Frequently the messages have meaning. These semantic aspects of communi-
cation are irrelevant to the engineering problem. It is ironic that information-
theory-based approaches now dominate the field of spoken language under-
standing. Apparently, and interestingly, using such data-driven approaches
is very well suited for processing spoken language. However, to better un-
derstand the messages in any language, transferring some human knowledge
to machine systems becomes essential.
Spoken language understanding (SLU) is an emerging interdisciplinary
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field that leverages technologies from machine learning (ML) and artificial
intelligence (AI) to address problems of speech processing and natural lan-
guage processing (NLP) [TDM11]. While speech is the most natural medium
people use to interact with each other, when using tools, machines, or com-
puters, we use many other modalities such as mouse, keyboard, stylus, but
not speech. Similarly, when people talk to each other, there is no record and
the words are simply lost. However there is strong interest – both commercial
and academic – in understanding such communications in different languages
and scenarios using advanced robots and tools.
1.1 The Problem: Phones, Keywords, Topics, and
Intents
Figure 1.1: Illustration of my full approach. The human transcription parts
are from Dr Van Hai Do’s ADSC presentation entitled “Noisy Channel Models
for Massively Multilingual Automatic Speech Recognition” in May 2016.
Spoken language understanding is a broad area of research interests. I
am particularly interested in tracking and spotting these four areas of infor-
mation: phones, keywords, topics and intents. Intent recognition is a more
established problem than topic classification, but in general, all four of these
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can be grouped together as general classification problems for utterances.
Figure 1.1 shows the general diagram of the cross-language transfer learn-
ing of phones, topics and keywords for low-resource languages. Given the
speech features input, the system first clusters and defines the phonetic units
of the utterance language, with the help of mismatched-crowdsourcing-based
manual transcripts in different annotation languages. Then it will use the
context of the conversations and prosodic features for topic classification and
keyword discovery.
Assume that we are just missing the native transcriptions of the target
zero-resourced language, but we have some basic knowledge of it online, such
as word and phoneme pronunciations. In the corpus of interview and oral his-
tory styled questions (in rich resource language) and answers (in zero resource
language), the basic level of language acquisition is syllables and phones of
the target zero resource language. Another level is the topic and keywords
detected from the answers. If we, in addition, get the machine transcription
of the questions in speech or text into the rich resource language for train-
ing a sequence to sequence model, we can eventually develop a system that
can understand, in terms of a rich-resourced language, the basic linguistic
structure, words, and topics of any speech from the target language.
Automatic speech recognition (ASR) for unwritten spoken languages re-
mains a challenge [Bha15, DSN17, HHG13, JCH10, LG12, OBČ16]. Linguists
have created orthographic systems for half of the world’s languages [All16];
when we say that a language is “unwritten”; therefore, what we really mean is
that native speakers (specifically, the native speakers who are available as lin-
guistic consultants for our research) do not know how to read and write their
own language, e.g., because they received their early education in a majority
language instead of their own language. Speech recognition of ‘unwritten’
languages is sometimes called ‘zero-resource speech recognition’ [VAJD16a].
Consider, for example, the cases of Cantonese, and Singapore Hokkien. Can-
tonese is spoken in Southern China, Hong Kong and Macau, by 97 million
people [Ser], most of whom receive primary education in Mandarin. Writ-
ten Cantonese is standardized in Hong Kong, but most Cantonese speakers
outside Hong Kong learn to read and write only in Mandarin [Sno04]. Sin-
gapore Hokkien, a language related to Min Nan, is the native language of
about 1.2 million people [Tie12] who received primary education in Mandarin,
English, Tamil or Malay. There have been some studies in phonological anal-
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ysis [Hon12] and phone definition for Teochew and Singapore Hokkien speech
recognition [LALL16]. Min Nan has an official orthography in Taiwan, but
the orthography of Min Nan is not taught in Singapore; therefore, Singapore
Hokkien speakers consider their language to be unwritten. The place names
and personal names in Singapore Hokkien and Teochew are usually translit-
erated into sound equivalent Latin words in different ways without following
a standard.
1.2 Contributions
The key contribution of this thesis is to propose a unified phone recognition,
topic identification, intent classification, and keyword discovery system us-
ing both speech and text features for low-resourced languages. The whole
project is about recognizing the speech of any language in oral conversations
at phone-levels, and obtaining the topics and keywords based on the lim-
ited supervision. Given the speech features input, the system first clusters
and defines the phonetic units of the utterance language, with the help of
mismatched-crowdsourcing-based manual transcripts in different annotation
languages. Then it will use the context of the conversations and prosodic
features for topic classification and keyword discovery. In addition, the key-
words in sequence are used for intent classification. The system is evaluated
on a low-resource corpus and self-collected dataset in languages such as Can-
tonese, Vietnamese, Hokkien, Teochew, and Xitsonga as well as the RRL
corpus in English. The research provides a further step toward recognizing
and understanding low-resourced languages in real-life conversational scenar-
ios with no native transcripts.
1.3 Thesis Outline
This thesis is organized as follows. Chapter 2 surveys the literature rele-
vant to our work, including the universal-phone-set-based multilingual speech
recognition, the transfer learning mechanism used in speech, the end-to-end
models used in transfer learning, the general methods used in speech recog-
nition for low-resource languages, the past work of keyword spotting and
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spoken term detection, and the relevant literature on topic and keyword
detection from spoken documents. Chapter 3 discusses the mismatched-
crowdsourcing-based corpus collection and transcripts analysis, including the
baseline approaches of model adaptation. Chapter 4 introduces our approach
of phone inference and clustering and their applications in phone recognition.
Chapters 5, 6, 7 describe the applications of the clusters in spoken language
understanding areas, such as topic and keyword detection and intent classifi-
cation. Each chapter discusses one area from problem to experiments. Lastly,




This chapter is divided into six sections. It will cover the areas related to
speech recognition for any language. Multilingual speech recognition with
the universal phone set is the most common method. It is followed by the
concepts and approaches of transfer learning and distant supervision. End-to-
end models for transfer learning are subsequently further introduced. Other
approaches for low-resource languages are then summarized. The last two
sections introduce the keyword spotting/discovery, spoken term detection
(STD), and topic detection.
2.1 Multilingual and Universal Speech Recognition
There are more than 6700 languages spoken in the world (www.ethnologue.com),
but only a few of them have been studied by the speech recognition commu-
nity. One of the main hurdles of automatic speech recognition (ASR) system
deployment in new languages is that an ASR system relies on a large amount
of training data for acoustic modeling. This makes a full-fledged acoustic
modeling process impractical for many under-resourced languages. To solve
this, various methods have been proposed.
One major obstacle to building an acoustic model for a new language is
that it is expensive to acquire a large amount of labeled speech data to train
the acoustic model. To build a reasonable acoustic model for an LVCSR
system, tens to hundreds of hours of training data are typically required.
This constraint limits the application of traditional approaches especially for
under-resourced languages. The above challenge motivates speech researchers
to investigate cross-lingual techniques that transfer acoustic knowledge from
well-resourced languages to under-resourced languages. Various cross-lingual
acoustic modeling techniques have been proposed. The universal phone set
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approach generates a common phone set by pooling the phone sets of different
languages. A multilingual acoustic model can therefore be trained by using
this common phone set. In general, with this approach, an initial acoustic
model for a new language can be obtained by mapping from the multilingual
acoustic model. Also, to improve performance on the target language, the
initial acoustic model is refined using adaptation data of the target language.
In this approach, a common phone set is generated by pooling the phone
sets of different languages to train a multilingual acoustic model. This al-
lows the model to be shared by various languages and hence reduces the
complexity and number of parameters for the multilingual LVCSR system.
The acoustic model for a new language can be achieved by mapping from
the multilingual acoustic model. Also, to improve performance, this initial
model is then bootstrapped using the new language training data.
One-to-one phone mapping is used to map a phone in a language to a
phone of another language. Phone mapping is used to pool the phone sets of
different languages when building a multilingual acoustic model. In addition,
phone mapping is also used to map the multilingual acoustic model to the
target language acoustic model. Phone mapping can be grouped into two
categories: the knowledge-based approach and the data-driven approach.
In the knowledge-based approach, a human expert defines the mapping
between the phone sets of two languages by selecting the closest IPA coun-
terpart. Hence, no training data is required in the knowledge-based phone
mapping.
In data-driven mapping approach, a mathematically tractable, predeter-
mined performance measure is used to determine the similarity between
acoustic models from different languages. The two popular performance mea-
sures are used: confusion-based matrices and distance-based measures.
The confusion matrix technique involves the use of a grammar-free phone
recognizer of the source language to decode the target speech. The hypothe-
sized transcription is then cross compared with the target language reference
transcription. Based on the frequency of co-occurrence between the phones
in the source and target inventories, a confusion matrix is generated. The
one-to-one phone mapping to a target phone is derived by picking the hy-
pothesized phone which has the highest normalized confusion score.
An alternative data-driven method is to estimate the difference between
phone models using the model parameters directly. The distance metrics
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between phone models which have been used include Mahalanobis, Kullback-
Liebler and Bhattacharya. Experiments on the Global Phone corpus showed
that in most cases, the two data-driven mapping techniques produce similar
mappings. Compared to the knowledge-based phone mapping, the two data-
driven techniques provide a modest improvement when mapping is conducted
for the matched conditions. However, the result showed that knowledge-
based mapping is superior when mappings are required in the mismatched
conditions.
The multilingual acoustic model is built based on the assumption that
the articulatory representations of phones are similar across languages and
phones are considered as language-independent units. This allows the model
to be shared by various languages and hence reduces the complexity and
number of parameters for the multilingual LVCSR system. Two combination
methods, Mixture and Tagging, are proposed to combine the acoustic models
of different languages.
In the Mixture combination, the training data are shared across different
languages to estimate the acoustic model’s parameters. The phones in dif-
ferent languages which have the same IPA unit are merged and the training
data of languages belonging to the same IPA unit are used to train this uni-
versal phone; i.e., during the training process, no language information is
preserved.
In contrast to the above method, the Tagging combination method pre-
serves each phone’s language tag. Similar to Mixture, all the training data
and the same clustering procedure are used. However, only the Gaussian
component parameters are shared across languages; the mixture weights are
different.
To build a new language acoustic model from the pre-trained multilin-
gual acoustic model, a phone mapping from the given multilingual model
phone set to the new language phone set is first identified. After that the
initial acoustic model of the target language is generated by copying the
required phone models from the multilingual acoustic model. The perfor-
mance of such initial model is usually very poor. To improve, the initial
target model is adapted using target language speech data. The rest of this
section discusses two popular methods for cross-lingual model refinement:
model bootstrapping and model adaptation.
Model bootstrapping is the simplest cross-lingual model refinement ap-
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proach. Bootstrapping simply means that the model is completely re-trained
with the target language training data using the initial acoustic model. Al-
though experimental results have shown that there is no significant improve-
ment over monolingual training of the target language, there is a significant
improvement in convergence speed of the training process.
When the amount of target training data is scarce, the traditional model
adaptation techniques can be applied to the initial acoustic model. Model
adaptation techniques can be grouped into two main categories: direct and
indirect adaptation. In direct adaptation, the model parameters are re-
estimated given the adaptation data. Bayesian learning, in the form of
maximum a posteriori (MAP) adaptation, forms the mathematical frame-
work for this task. In contrast, the indirect adaptation approach avoids the
direct re-estimation of the model parameters. Mathematical transformations
are built to convert the parameters of the initial model to the target condi-
tions. The most popular representative of this group is maximum likelihood
linear regression (MLLR) which transforms the input features to maximize
the likelihood of the acoustic model.
To sum up, the universal phone mapping is an intuitive approach for cross-
lingual acoustic modeling which is based on the assumption that phones can
be shared in different languages. In this approach, a multilingual acoustic
model is built by pooling the phone sets of different languages to train a mul-
tilingual acoustic model. The acoustic model for a new language is achieved
by using a one-to-one phone mapping from the multilingual acoustic model.
However, while phones in different languages can be similar, they are unlikely
to be identical. Hence, the one-to-one phone mapping may cause the poor
performance of the initial cross-lingual acoustic model.
2.2 Transfer Learning and Distant Supervision
Traditionally, machine-learning-based transfer learning is commonly used in
the applications of generalizing source domain to target domain. Modeling
of the transfer process includes the neural network hidden layers and GMM
parameter adaptation.
In our research, in addition to the machine learning methods, we also ex-
plore human-efforts-based transfer learning such as mismatched crowdsourc-
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ing. Mismatched crowdsourcing is a method of acquiring pseudo-phonetic
transcriptions of speech by asking people who do not speak the target lan-
guage to transcribe the audio into their own native orthography. It is transfer
learning in the sense that the people are using their rich knowledge of their
own language to transcribe the audio sound sequentially. These data are
collected as the distant reference labels for adapting the general multilingual
acoustic models.
Our approach is also motivated by Catherine Best’s perceptual assimilation
model for non-native perception of the speech sounds. In [HJJM+17], corpus-
based transfer learning was also discussed and used to generate probabilistic
transcripts.
In general, transfer learning is a machine learning technique for enhanc-
ing a model’s performance in a data-scarce domain by cross-training on data
from other domains or tasks. There are several kinds of transfer learning.
The predominant one being applied to ASR is heterogeneous transfer learn-
ing which involves training a base model on multiple languages (and tasks)
simultaneously. While this achieves some competitive results, it still requires
large amounts of data to yield robust improvements.
In terms of how much data is needed for effective retraining, a much more
promising type of transfer learning is called model adaptation. With this
technique, we first train a model on one (or more) languages, then retrain all
or parts of it on another language which was unseen during the first training
round. The parameters learned from the first language serve as a starting
point, similar in effect to pre-training. Vu and Schultz applied this technique
by first learning a multilayer perceptron (MLP) from multiple languages
with relatively abundant data, such as English, and then getting competitive
results on languages like Czech and Vietnamese, for which there is not as
much data available [VIP+14].
2.3 End-to-End Models for Transfer Learning
Recent advances in ASR have been mostly due to the advent of DL algo-
rithms such as deep neural networks (DNNs), convolutional neural networks
(CNNs), and recurrent neural networks (RNNs) [Das18].
Despite these advances, building a conventional ASR system is a cum-
10
bersome procedure since it involves training several components in the ASR
pipeline in a disjoint fashion. In ASR, we are given a sequence of feature
vectors, x, which are compact representations of the speech waveform in
an utterance. The objective is to decode the sequence of words y from x
with minimum probability of error. This is dependent on the acoustic model
(AM), pronunciation model (PM) and language model (LM). In practice, the
AM, PM, and LM models are trained separately. Thus, the ASR problem
becomes a complex disjoint learning problem. Apart from this, the decoding
process during test time involves a complex graph search step and fine tuning
other empirical parameters such as the scaling factor of AM likelihood and
the word-insertion penalty.
In contrast, an end-to-end (E2E) ASR system, directly models the poste-
rior distribution by transducing an input sequence of acoustic feature vectors
to an output sequence of words (or more generally tokens). The output se-
quence of tokens is better known as a transcription. Thus, this makes it
possible for all the components to be jointly trained. More specifically, for
an input sequence of feature vectors x of length T , an E2E ASR system
transduces the input sequence to an intermediate sequence of hidden feature
vectors h of length L. In ASR, the labels could be senones, graphemes, let-
ters, words etc. depending on the desired granularity of outputs. An E2E
system is able to convert input to output sequences of different lengths.
RNNs used in ASR optimize the Kullback-Leibler (KL) divergence between
the probability distributions of frame predictions and ground truth labels.
This forces the network to align its frame predictions with the ground truth
alignments. A ground truth alignment is a sequence of labels, one label per
frame. The labels in these alignments are usually phonemes. Alignments are
usually obtained as a result of the HMM-based forced alignment procedure
(constrained Viterbi decoding). However, for ASRs, the desired outputs are
larger linguistic units such as characters or words rather than smaller units
such as phonemes. The Connectionist Temporal Classification (CTC) error
criterion directly optimizes prediction of larger linguistic units, thereby cir-
cumventing the need for generating smaller linguistic units such as phonemes.
A CTC network uses a recurrent neural network (RNN) and the CTC error
criterion which directly optimizes the prediction of a transcription sequence.
As the length of the transcription is shorter than the length of input acoustic
vectors, CTC introduces an intermediate label representation called a path.
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A CTC path has the same length as the input sequence x which is made
possible by adding a blank symbol as an additional label and allowing rep-
etition of labels. Thus, after the addition, the lengths of input x, hidden h,
and intermediate output sequences are the same. Because of the addition, we
have an extended label set. The advantage of adding a blank label is that it
does not force the network to make non-blank predictions for frames whose
predictions are weak.
To produce the final output sequence y (transcription), CTC defines a
many-to-one function which maps multiple CTC paths to a single transcrip-
tion. The path represents an intermediate sequence of labels at every frame.
However, the final desired output sequence is a human-readable transcription
y.
This training criterion directly optimizes the probability of the transcrip-
tion rather than frame-level path or alignment. For decoding, it is very
simple to generate the transcription using greedy decoding: simply concate-
nate the tokens corresponding to posterior spikes in CTC to generate the
transcription. However, CTC has some limitations.
First, CTC is harder to train than a standard long short-term mem-
ory(LSTM) network since it is sensitive to initialization. CTC training was
initialized from a LSTM network trained with large amounts of data using
the frame-level cross entropy criterion.
Second, the conditional independence assumption for speech data, in gen-
eral, is not true. Due to this constraint, CTC does not model inter-label de-
pendencies very well although it can be argued that the recurrent structure
in RNN implicitly models time dependencies. Therefore, during decoding,
the CTC framework relies on external language models to achieve good ASR
accuracy.
2.4 Low-resource Language Speech Recognition
Cross-lingual ASR has a long history and has been applied to multiple ar-
eas, including language identification, keyword spotting and summarization.
While most of the past research is working on rich resourced language topic
detection, we are interested in the differences for low-resourced languages.
In zero-resource speech recognition, the transcription of speech data is
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not available. Therefore, the challenge is to develop a speech recognition
system without the extracted transcriptions. Zero-resource spoken term dis-
covery [PG08b] also involves finding similar audio segments in a large untran-
scribed corpus. Frequent long audio segments are considered as the keywords
that describe the audio corpus.
If a language has no written text, it is sometimes also referred to as a
low-resourced or under-resourced language. In this case, we need to find
a way to represent the meaning of an utterance other than text. Harwath
and Glass [HG15] proposed a spoken term discovery using audio captions
of Flickr8k images; the meaning of the utterance is therefore described by
correctly retrieving images. Duong et al. [DAC+16] proposed translation
from speech in an low-resourced language directly to text in a rich-resourced
language, without using text in the low-resourced language.
Acoustic unit discovery [Bha15, LG12, OBČ16] differs from spoken term
discovery in that it seeks to form clusters that account for all of the untran-
scribed speech. The clusters formed in this way (“acoustic units”) are usually
defined to be approximately the duration of a phonetic segment; thus, the
discovered units can be treated as an unsupervised approximation to the
phone inventory of the target language. In Kamper’s thesis, neural networks
are applied on the acoustic features to obtain the higher level Bayesian clas-
sification model [Kam17].
A small number of studies have specifically explored the problem of dis-
covering the phoneme inventory of unwritten languages [KM14]. The goal
of phoneme discovery studies is not merely to discover acoustic units in the
target language, but to associate each discovered unit with an IPA phone
symbol, so that it is possible to generate an IPA phonetic transcription of
speech in the target language without using any information about the (pos-
sibly non-existent) orthography of the target language.
Some propose a universal phone set [SW01, VKS11] that is generated by
merging phone sets of different languages according to the international pho-
netic alphabet (IPA). After that a multilingual acoustic model can be trained
for all languages using the common phone set. An initial acoustic model for
a new target language can be obtained by mapping from the multilingual
acoustic model. To improve performance on the target language, this initial
acoustic model is refined using adaptation data of the target language.
The work on cross-lingual acoustic modeling such as cross-lingual subspace
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Gaussian mixture models (SGMMs) [BSA+10, LGR12] and multilingual deep
neural networks (DNNs) [HLY+13, VIP+14, XDXC15] is to create an acoustic
model that can be effectively broken down into two components in which
the main component captures language-independent statistics and the other
component captures language-specific statistics. For cross-lingual acoustic
modeling, the language-independent part of a well-trained acoustic model of
the source language is borrowed by the acoustic model of the target language
to reduce the target language training data requirement.
In some cases, the source acoustic model is used as a feature extractor
to generate cross-lingual features, such as source language phone posteri-
ors, speech attribute posteriors or bottleneck features, for the target lan-
guage speech data. As these features are higher-level features as compared
to conventional features such as MFCCs, they enable the use of simpler
models trained with a small amount of training data to model the target
language acoustic space. Several examples of this approach are cross-lingual
tandem [SGH+06, LK13], cross-lingual Kullback-Leibler based HMM (KL-
HMM) [IBG12, IMBG14], phone mapping [SL08, DXCL13, DXCL14a], cross-
lingual speech attributes [SLSL12a, LSKL08], cross-lingual bottleneck fea-
ture [VKG+12, GKV14] and exemplar-based modeling [SRN+12, DXCL14b,
Cea16, DXCL15].
Recently, the zero resource speech challenges 2015, 2017, and 2019 all focus
on the problem of linguistic unit discovery for the unknown languages. The
Speech Rosetta Stone Project in 2017 also represents the new efforts on the
language unit definition and language acquisition.
2.5 Keyword Spotting and Spoken Term Detection
(STD)
Cross-language speech retrieval has recently attracted lots of research in-
terests due to the IARPA, DARPA and NIST projects such as OpenKWS,
Babel, MATERIAL, LORELEI and SAD [Mar18, Kal]. They typically sup-
port the training languages which are rich-resourced, and testing languages
which are low-resourced. The system needs to be trained to learn acous-
tic units and keywords in one language and applied them in another one.
It hence leads to research on word discovery through transfer learning or
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unsupervised learning.
In particular, audio search has been an ongoing research area for the last
three decades. STD is viewed as a variant of the speech recognition problem
and many of the techniques meant for speech recognition are useful in STD,
with some modifications. Early attempts on searching speech data assumed
that the set of query terms were known at the initial stage of search. There-
fore, it was possible to take into account the search term-related information
when performing any speech recognition process on the audio data.
In early studies on keyword spotting, dynamic time warping and artificial
neural networks were used to recognize isolated words and compare them with
the pre-specified queries. Morgan et al. used three templates per keyword
to find potential keywords using dynamic time warping algorithms [MSA91].
An artificial neural network was then used to accept or reject the potential
occurrences of the keyword. This work reported up to 78% detection rate
for spotting in an isolated word speech database; the false alarm rate was
not reported though. Zeppenfeld et al. extended this work and used a time
delay neural network and a dynamic programming method to improve the
performance of word spotting [ZW92]. However, they were unable to detect
keywords accurately in continuous speech. As many researchers stated, the
reason for the limitation in these systems was that they did not consider
non-keyword models, and as a result the score of keywords was not reliable.
Rose et al. proposed an HMM-based keyword spotting system in which non-
keyword terms were also modelled in the system [RP90]. In this work, a
keyword-filler network was used to normalize the score of the recognized key-
word according to the non-keyword filler model. The results of this approach
indicated 82% probability of detection of a 20-keyword vocabulary set at a
false alarm rate of 12 false alarms per term per hour of speech.
In the literature, sometimes the term keyword spotting has been used
instead of STD. However, keyword spotting differs from STD in the sense
that in keyword spotting, the user query is known in indexing time, while
in STD the query term is specified at search time. This makes STD more
challenging, as it has no prior knowledge of the queries being searched. STD
is defined as the process of finding all occurrences of a specified search term
in a large collection of speech segments. The general process of STD involves
two stages. The first stage, indexing, provides an intermediate representation
of the speech segments and stores it in a database. The second stage, search,
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is then responsible for finding any putative occurrence of query terms in
this intermediate database. The search should be performed rapidly and
accurately. As indexing is performed off-line and independent of the search
query, the search process can be performed fast enough for use in real-time
applications.
A straightforward approach to indexing audio segments is to perform
word-based indexing by producing a word-level transcription for each audio
segment using a large vocabulary continuous speech recognition (LVCSR)
system. Information retrieval techniques could be applied on the 1-best
word-level representation of the audio segments to explore the text and find
matches with the input query terms. However, generating 1-best output of
LVCSR contains errors that affect the performance of the STD system. In-
stead of 1-best transcription, word lattices generated by LVSCR are used for
indexing. A word lattice is an acyclic graph, in which each vertex represents
a time stamp and each edge is labelled with a word and its prior probabil-
ity. In an LVCSR-based STD system, posterior probabilities were estimated
for word occurrences in the LVCSR word lattices. An inverted index was
constructed for each word in the lexicon. For each word, there is a list of
segments ranked by the posterior probabilities estimated for the occurrence
of that word in that segment. A similar but compact representation of a
word lattice is called a word confusion network, which has also been used
for STD. LVCSR systems perform quite well at recognizing the words within
their dictionary, and as a result this approach has been shown effective for in-
vocabulary query terms, but is not applicable for out-of-vocabulary queries.
The reason is that LVCSR systems are not able to recognize any words out-
side their vocabulary set.
Generally, open vocabulary STD from LVCSR word lattices is based on
constructing a word-based index from these lattices and using an approx-
imate sub-word-based algorithm for accessing index entries from sub-word
expansions of query terms. Each entry in the index contains a list of lattice
paths that are likely to contain the vocabulary word. STD then is performed
in three steps. First, a word-based index is constructed off-line by identify-
ing lattice paths for each recognized word in the vocabulary. Second, once
a query term has been entered by the user, a first pass search is performed
to identify audio segments that are likely to contain the query term. The
third step involves verification of the occurrence of the search term through
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a detailed search of the audio segments identified in the first pass search. For
this step, a constrained and weighted phonemic distance is used to verify the
occurrence of the query term in the retrieved audio segments. Although this
approach could achieve out-of-vocabulary (OOV) query detection through
approximate matching, it was not able to detect OOV terms that have no
similar corresponding term in vocabulary. This is a major defect of such
systems, since users are usually more interested in finding proper nouns, like
names of people and places, which are likely to be absent in the vocabulary
set of LVCSR systems.
Sub-word-based strategies have been investigated to provide an open vo-
cabulary query search. Phoneme indexes can be created from phoneme lat-
tices generated for audio segments using a phone recognition system. All
the approaches used for locating candidate audio segments for a query term
involve obtaining a phonemic expansion for the query term. Recently, dy-
namic match lattice spotting (DMLS) methods have been proposed for open
vocabulary STD. DMLS utilizes phone sequences produced by a phone recog-
nition engine. The recognition was based on HMMs and was done by using
the HMM toolkit (HTK). To address the issue of phone recognition errors,
DMLS accommodates phone substitution, insertion, and deletion errors and,
using approximate phone sequence matching, dynamically matches the input
query in the search phase.
2.6 Topic and Keyword Detection for Spoken
Documents
In the field linguistics study of endangered languages [Sam67], a common
method for eliciting complex sentences is to ask the informant a series of
questions about standard topics. The linguist might, for example, ask the
informant to describe her favorite food as a child, to describe a typical day
during her childhood, or to describe what she was doing when she first heard
about a historical event that has been previously established to be of im-
portance to the community. A free-form elicited corpus of this type results
in speech that is not transcribed, but that is tagged for topic: the question
asked by the linguist can be treated as a marker of the topic of the informant’s
response. Topic markers of this kind permit future students, historians, and
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linguists to access the data using structured search methods, even if the data
are never completely transcribed. We propose, here, that topic labels of this
type can be used to train a spoken language topic labeling system, even in a
language for which no transcribed speech exist.
Topic detection is a heavily studied problem, including methods special-
ized for both text [BNJ03] and speech [ACD+98] sources. Topic detection and
tracking from speech is most accurately performed when one can first perform
automatic speech recognition (ASR), then apply text-oriented topic detec-
tion methods such as latent Dirichlet allocation [BNJ03] or partial semantic
parse [JF12]. It has been demonstrated that ASR-based topic detection out-
performs methods without transcription, even when the ASR output has a
relatively high error rate [MRG14, Haz11]. In a language without transcribed
speech, however, it may not be possible to train an ASR. When ASR is not
available, methods used in the Topic Detection and Tracking (TDT) com-
petitions of the 1990s become relevant: methods that search for sequences
or temporal patterns of phonemes [KND97, TSdP01], frames [NHNW97], or
parametric trajectory mixtures [BG03]. Recent studies of topic detection in
the speech of under-resourced languages have revived the study of discrim-
inatively extracted phonetic sequence information [HSG+11]. It has been
demonstrated, for example, that topic ID can also be applied to the output of
a phone recognizer constructed from self-organizing phone-like units learned
in an unsupervised way from untranscribed speech [SGCB10, SGC+14].
Traditionally, the two most popular forms of spoken term representation
are either a sequence of real-valued frame-level feature vectors (like Mel-
Frequency Cepstral Coefficients (MFCC) or spectrogram), or a sequence of
discrete tokens (like words or phonemes). Likewise, the works on unsuper-
vised speech technologies extracted either frame-level features or discrete to-
kens out of an unlabeled corpus. In recent years, spoken content retrieval has
achieved significant advances by primarily cascading ASR output with text
information retrieval techniques. With this approach, the spoken content is
first converted into word sequences or lattices via ASR. The cascade approach
was very successful for Spoken Document Retrieval (SDR, the term frequently
used for this task earlier) track of Text REtrieval Conference (TREC), and
achieved similar retrieval performance when compared with retrieval per-
formance from human transcriptions. However, the cascade approach was
subsequently found to work well mainly for relatively high ASR accuracies,
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because the achievable retrieval performance is inevitably highly dependent
on ASR quality. It naturally becomes less adequate when more challenging
real-world tasks were considered, such as the case for low-resourced languages
and high ASR WERs.
In many cases, there is too little topic-labeled data in the low-resourced
language (LRL) to train a topic detector from scratch. In one of the models
in the thesis, I propose to train the topic detector first using speech in a rich-
resourced language (RRL), like English or Mandarin. The words associated
with each topic will, of course, not transfer very well from one language to the
other, but the hidden layers of the neural net may encode features that can
be transferred between languages with greater success: formant transitions,
phones and phone sequences, syllables, perhaps even a few complete words
that are shared in common between the two languages. I therefore propose
to transfer knowledge from the RRL to the LRL by retaining the hidden






This chapter addresses the general analysis of the mismatched crowdsourcing
data and approaches for the speech recognition applications. It also discusses
the baseline methods as well as my contributions on utilizing the mismat-
ached transcripts for phone recognition.
3.1 Corpus and Dataset Description
Our speech corpus was obtained from openly accessible Special Broadcasting
Service Australia (SBS) radio podcasts published in 68 distinct languages.
We limited our dataset to seven of these languages for which we could locate
a local annotator willing to give orthographic transcriptions to about 1 hour
of speech: Arabic (AR), Cantonese (CA), Dutch (DT), Hungarian (HG),
Mandarin (MD), Swahili (SW) and Urdu (UR).
The dataset comprises 40 minutes of labeled audio speech for training, 10
minutes for development, 10 minutes for testing for each language. The or-
thographic transcriptions are converted into phonemic transcriptions in the
following steps. Starting with a list of the IPA symbols used in canonical de-
scriptions of all seven languages, symbols showing up in just a single language
were each merged with a symbol differing in only one distinctive feature; this
procedure continued until each phone in the universal set is represented in
at least two languages. English words are distinguished and changed over
to phonemes with an English G2P trained using the CMUdict. We take
the canonical pronunciation of a word if the word shows up in a lexicon;
otherwise, we estimate the word’s pronunciation using a G2P. The Arabic
dictionary is from the Qatari Arabic Corpus, the Dutch dictionary is from
CELEX v2, the Hungarian dictionary was provided by BUT, the Cantonese
dictionary is from I2R, the Mandarin dictionary is from CALLHOME, and
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the Urdu and Swahili G2Ps were compiled from simple rule-based descrip-
tions of the orthographic systems in those two languages.
Our ASR framework depends on weighted finite-state transducers (WF-
STs). In this framework, the acoustic model is specified by a probabilistic
mapping from acoustic signals to a sequence of discrete symbols, and a WFST
H mapping these symbol sequences to triphone sequences. The other WFSTs
in the framework are C which maps down triphone sequences to monophone
sequences, a pronunciation model L and a language model G. Since our tasks
involve phone recognition, L is essentially an identity mapping and G is a
phone N-gram model.
3.2 Mismatched Transcripts and Phone Recognition
When there is no transcribed speech in an under-resourced language, a
weaker form of transcription can be acquired using mismatched crowdsourc-
ing [CHJC18a, CHJCL17, HJJM+17, JHJ15a, JHJ15b, LJT+16, DHJ16,
DCLHJ16]. In this approach, people who do not speak the LRL are asked
to transcribe it as if it were a sequence of nonsense syllables in their native
language. These transcriptions are “mismatched” because the annotation
and target languages differ. The true utterance-language transcription is un-
known, and cannot be computed, because of ambiguity in second-language
speech perception, but by modeling second-language perception as a noisy
channel (the “mismatched channel”), we can compute a probability distri-
bution over the possible utterance-language phone transcriptions. This dis-
tribution is called a probabilistic transcription or PT, and is usually repre-
sented by a phone lattice, specifically, by a confusion network. The PT is
then used to adapt existing acoustic models which can be GMM [LJT+16]
or DNN [DHJ16]. One disadvantage of this approach is that we rely on
the quality of the learned model of the mismatch channel to compute a PT
from mismatched transcriptions. The scarcity of native transcriptions means
that the mismatched channel must be trained using a small amount of na-
tive transcriptions [JHJ15a], or even worse, native transcriptions of some
other under-resourced languages [HJJM+17], thus the channel is imperfectly
estimated.
Denote using T the set of mismatched transcripts produced by these English-
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speaking crowd workers, which we wish to interpret as a pmf over target-
language phone sequences, ρ(φ|T ). As an intermediate step, prior work de-
veloped techniques to merge texts into a confusion network ρ(λ|T ) over rep-
resentative transcripts in the annotation-language orthography. These tran-
scriptions are treated as a sort of noisy phone transcript, and can be used to
train an automatic speech recognizer. With such mismatched transcripts in
two languages (e.g., Mandarin and English transcriptions of Vietnamese), we
recently showed that improved probabilistic transcripts are obtained by clus-
tering alignments between the annotator languages [CHJC+16b, CHJCL17].
The approach represents the alignments in a bipartite-graph-based matrix
that shows the probability of phone mappings. The clusters are then ob-
tained iteratively by finding Mandarin and English phone pairs (or clusters)
that are often applied to the same audio segment, and by mapping these
clusters to the phones of the target language. We then proposed a new
optimization-based framework for inferring clusters of the graphemes in two
annotator languages that are similar to the phonemes of the target language,
where similarity is defined in terms of the probabilities of alignment between
orthographic symbols. When one of the annotator languages includes tone
labeling as part of its orthography (e.g., Mandarin Pinyin), the resulting
phonetic clusters automatically represent the interaction between tone and
phone, in a representation similar to the tone-dependent phone sets of most
ASR. This approach is different from other clustering algorithms in that it
considers the total number of the phones in the target language, obtains the
optimum number of representative clusters in the annotator language, and
derives the weights for each cluster. In addition, the clusters generated from
the mismatched machine transcriptions from the automatic ASR systems and
usage of the clusters in the modular systems are also proposed in [CHJC18a].
3.3 Mismatched Transcripts Analysis
This study used Cantonese audio from the Special Broadcasting Service Aus-
tralia (SBS) audio corpus [Aus] and collected the Hokkien conversational
speech spoken in Singapore. Native transcriptions were then acquired from
local speakers; Hokkien has no standard orthography, so our native infor-
mants used a phone set and orthography invented for this research [Hon12].
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Hokkien has 8 tones, but these were not transcribed, because transcribing
lexical tone slowed the annotators too much. Our multilingual mismatched
crowdsourcing corpus consisted of one hour of Cantonese transcribed by 6
Mandarin annotators and 10 English annotators, and 3.76 hours of Hokkien
language transcribed by 2 English and 2 Mandarin annotators per segment
(Table 3.1). None of the Mandarin-speaking or English-speaking annotators
knew Hokkien or Cantonese. They were told to listen to audio segments in
these languages, and to “write what it sounds like” using nonsense syllables
in their own languages. We have also obtained the transliteration and mis-
matched transcripts of 3.76 hours of Hokkien conversation data, which will
be used for deriving the target phone clusters in Singapore Hokkien. Another
language, Teochew, also has very limited resources. We collected the data
only in audio by interviewing Teochew speakers in Singapore. There are no
lexicon or phonetic transcriptions resources available for Teochew yet.
Table 3.1: Summary of transcription Data: minutes of audio in each language
(number of annotators who annotated each audio segment).
Transcriptions Audio
Languages Cantonese Hokkien
Mandarin 48 (6) 221 (2)
English 68(10) 221(2)
Native 68(1) 26(1)
Table 3.2 shows examples of Hokkien and Cantonese transcriptions. From
the transcriptions we can observe that the Mandarin Pinyin transcriptions
and the English transcriptions simulate the Hokkien pronunciations in dif-
ferent ways. For example, Mandarin has 4 tones and Hokkien has 8 tones.
The tone information in the Mandarin Pinyin transcription sometimes affects
the annotator’s choice of a vowel. For example, the vowels in Cantonese are
largely affected by different tones; therefore, differences that are perceived
as tone differences by native speakers may be perceived as vowel quality dif-
ferences by non-native transcribers (/o:i/ in tone 4 sounds similar to /a/ in
tone 6).
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Table 3.2: A sample utterance in Hokkien and Cantonese with mismatched
transcripts in English and Pinyin.
Language of Annotator Transcription of Hokkien Speech
Hokkien Native u tsit pai ua ei lau pei to tia lahng gohngah, i gohng hoh, ei, le tsi ku
English Trans. oo che bai wei wei buh tee eh nuhkoh wei kon oh eh lech go
Mandarin Trans.
wu3 qi1 bai4 wai4 wai4 lao3 bei3
dou1 tian1 lan2 gong1 ai3 gong1











number #1 hing kung gun chi
Annotator





number #1 pin3 geng2 gen1 ju3 le4
Annotator
number #2 pin2 gong4 gen1 ju2 ne1
(Cantonese)
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3.4 Phonological Distinctive Feature Weights
Distinctive features are useful dimensions of speech production that can be
used to measure the similarity of phonemes and validate the mismatched-
crowdsourcing-based approach. Suppose that X = [x1, . . . , xn] and Y =
[y1, . . . , yn] are two phonemes whose phonological distinctive features are
xk ∈ {0, 1} and yk ∈ {0, 1} representing positive (1) and non-positive (0)
distinctive feature values, respectively, 1 ≤ k ≤ n. The Hamming distance
between these vectors is






Let us consider a weighted Hamming distance between phonemes:
∆(X, Y ) =
n∑
k=1
G(k)|xk − yk|. (3.1)
In order to define ∆(X, Y ), it is necessary to choose some criterion for
defining the feature weights G(f). One such criterion, defined in [NH97],
is the information gain; we will not explore information gain further in this
paper because it requires text in the utterance language. Mismatched crowd-
sourcing, however, provides us with an alternative measure of the distance
between phonemes. Let t be a grapheme in the annotation language (English
or Mandarin). Let 0 ≤ SX(t) ≤ 1 be the frequency with which utterance lan-
guage phoneme X is aligned with annotation-language grapheme t. Then the
distance between phonemes X and Y can be measured by the total variation
distance (TVD) between their grapheme alignment distributions [VJHJ16],





|SX(t)− SY (t)|. (3.2)
TVD is defined in the range 0 ≤ B(X, Y ) ≤ 1. The more similar two
phonemes are (as perceived by annotators who speak a given language), the
more often they will be transcribed using the same grapheme; therefore, the
smaller will be the TVD between them. A reasonable model is that the
probability of confusion, 1−B(X, Y ), is the product of individual distinctive
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feature confusion terms of the form exp(−G(f)|xf − yf |); therefore,
1−B(X, Y ) = exp(−∆(X, Y )). (3.3)
By taking the logarithm of both sides of Eq. (3.3), and by using the
approximation − ln(1 − B(X, Y )) ≈ B(X, Y ), we obtain the approxima-
tion ∆(X, Y ) ≈ B(X, Y ). Minimizing the squared difference ‖∆(X, Y ) −
B(X, Y )‖2 provides a criterion for selecting the weights G(f), thus
G = arg min
G
||FG−B||22 (3.4)
where G is the vector whose elements are G(f), B is the vector whose ele-
ments are B(X, Y ), and F (XY, i) = |xi− yi| is a matrix with a row for every
pair of phonemes, and a column for each distinctive feature.
Table 3.3: Distinctive feature weights for the distance metric between pairs
of Cantonese phones, computed in two different ways: (1) Information gain
measures the importance of each distinctive feature in native Cantonese or-
thography, (2) TVD approximation measures the degree to which changes in
that distinctive feature are perceived by annotators who are native speakers
of either Mandarin or English, and who do not understand Cantonese.
Features Information Features From TVD Approximation:
gain weights Mandarin English
Low 2.9750 Front 0.3407 0.3575
Back 2.9210 Low 0.2293 0.1868
Tense 2.5247 Tone 0.1698 0.1216
Front 2.8905 High 0.1678 0.0940
Syllabic 2.8878 Tense 0.1678 0.0940
Tone 2.8878 Syllabic 0.1334 0.0630
Round 2.6673 Back 0.1087 0.0919
Labial 2.6570 Labial 0.1087 0.0919
High 2.1660 Round 0.1087 0.0919
Table 3.3 shows the theoretical information gain of the distinctive feature
weights computed from the phone occurrence frequencies of Cantonese, and
the estimated feature weights from the TVD approximation. The list of
features and the order for English and Mandarin are identical, except for
the feature [syllabic], and are quite different from the ordering of features
according to native language text statistics (information gain).
Next we apply the TVD analysis to the Cantonese tones (C1–C6) and
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Table 3.4: Total variation distance (TVD) between pairs of Cantonese
tones, based on their alignment with Mandarin mismatched transcripts. The
smaller the TVD between two tones, the more likely they are to be confused
in an MAP decoding of the mismatched transcript.
Can.
Tones C1 C2 C3 C4 C5 C6
C1 0 0.1668 0.0337 0.1946 0.1898 0.1221
C2 0 0.1352 0.0536 0.0322 0.0446
C3 0 0.1656 0.1617 0.0984
C4 0 0.0224 0.0724
C5 0 0.0676
C6 0
Mandarin tones (M1–M4) with the tonal features described in [CHJC16a].
Generally for each syllable of Mandarin, Vietnamese and Cantonese, the
tone levels on front, middle, and end positions can be categorized into five
amplitude levels, using the standard notation of the IPA11,12: level 5 = top,
4 = high, 3 = middle, 2 = low, 1 = bottom. The tone on each syllable can
therefore be represented by a sequence of three tone targets, each of which has
cardinality of five. Since pitch slope may be more salient than absolute pitch
level, we add two more delta-target features, representing the change between
consecutive tone targets; each of the delta-target features takes integer values
in the range [-4,4]. Thus, for example, the Mandarin low dipping tone (tone 3)
has pitch targets [2,1,4], and delta-targets of [-1,3]. Table 3.4 shows the TVD
between pairs of Cantonese tones, based on their alignments with Mandarin
mismatched transcripts. We observe that Mandarin annotators have trouble
creating a Pinyin transcript that distinguishes the Cantonese high vs. mid-
level tones (C1 and C3), or that distinguishes the low rising tone (C5) from
the mid-rising (C2) or low falling (C4) tones.
Table 3.5 lists the raw probabilities on which Table 3.4 is based: the prob-
abilities p(Mk|Ck) that Cantonese utterance tone Ck is transcribed using
Mandarin annotation tone Mk. We see that the Cantonese low falling (C4)
and low rising (C5) tones are each most frequently annotated in Pinyin using
the Mandarin low falling-rising tone (M3), whereas all three Cantonese tones
(C1, C3 and C6) are most frequently annotated by the Mandarin high-level
tone (M1).
Mismatched crowdsourcing substitution probabilities of Vietnamese anno-
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Table 3.5: Mismatched crowdsourcing substitution probabilities p(Mk|Ck) of
Mandarin annotation tone Mk given Cantonese utterance tone Ck.
CanTone
vs ManTone M1 M2 M3 M4
C1 0.568 0.105 0.270 0.055
C2 0.426 0.157 0.385 0.030
C3 0.562 0.104 0.304 0.029
C4 0.396 0.134 0.436 0.032
C5 0.400 0.151 0.413 0.033
C6 0.463 0.126 0.371 0.038
tation tone given Cantonese utterance tone are presented in Table 3.6. The
values show that there are more disagreements among the Vietnamese speak-
ers to choose which Vietnamese tone to represent each Cantonese tone. This
fact also agrees with our earlier study of checking the accuracy of recognizing
Cantonese tones by people from different language backgrounds, as in Figure
3.1, which found that Mandarin speakers tend to recognize Cantonese phones
more accurately than Vietnamese speakers.
Table 3.6: Mismatched crowdsourcing substitution probabilities p(Vk|Ck) of
Vietnamese annotation tone Vk given Cantonese utterance tone Ck.
C vs V tones V1 V2 V3 V4 V5 V6
C1 0.4591 0.0825 0.1406 0.0816 0.0117 0.2241
C2 0.3157 0.0528 0.1346 0.2323 0.0240 0.2403
C3 0.3735 0.0402 0.2077 0.0724 0.0080 0.2979
C4 0.2920 0.0663 0.1438 0.1084 0.0265 0.3628
C5 0.3287 0.0308 0.1541 0.1232 0.0171 0.3458
C6 0.2625 0.0530 0.2192 0.0935 0.0265 0.3449
3.5 Baseline Speech Recognition Methods
We now introduce a number of model-based transfer learning baseline ap-
proaches in this section.
The baseline labeled as “Multilingual” is a standard HMM trained with
the Maximum Likelihood (ML) criterion and training data from six lan-
guages, with hyperparameters tuned on the development set of the seventh
language, and tested on the test set of the seventh language. We assume
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Figure 3.1: The Cantonese tonal confusions from different language back-
grounds.
that the lexicon of the target language is unknown, but that we are allowed
to restrict the universal phone set at test time to output only phones in the
target language. Without a language-specific phone set, it is hard for a mul-
tilingual system to generalize to an unseen language. This is true even if the
system has seen closely related languages such as Mandarin when tested on
Cantonese.
The baseline labeled as “Self ” is a self-trained neural network [HJJM+17].
It uses the multilingual acoustic model to generate the self-training labels
and adapts the neural-networks-based acoustic models with the labels.
The baseline labeled as “Multi-task” is trained using Mandarin mis-
matched transcripts of target language data, and using 0.2 hours of native
transcripts in the target language [DCLHJ18]. Preliminary experiments de-
termined that using 0.2hr matched data was around the turn over point for
the MTL system to outperform the other systems.
The baseline labeled “Phone clustering of HMMs” clusters related hid-
den Markov models in the basis languages of the multilingual ASR system
using three-state Gaussian distances and maps them to the phonemes of the
target recognition language [SLSL12b].
In training the parameters of the baseline acoustic models, for each train-
ing utterance, we process the cascade H ◦C ◦L◦T , where T is a linear chain
FST representing the training transcript and C maps triphone sequences to
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monophone sequences. The multilingual baselines are trained in this way
using training data from languages other than the target language. During
adaptation, for each training utterance in the target language, we deal with
the cascade H ◦ C ◦ L ◦ PT , where PT is a WFST representing the prob-
abilistic transcript. Since PT contains significantly more information than
any single transcript extracted from it, the statistics for the MAP estimation
are accumulated from the lattice derived from the cascade H ◦ C ◦ L ◦ PT .
The baseline and the adapted models were implemented using Kaldi [PGB+11].
MAP adaptation for acoustic model was carried out for a number of itera-
tions (12 for CA & MD, 14 for HG & SW, with a re-alignment stage in
iteration 10). The USC/ISI Carmel finite-state toolkit is used for EM train-
ing of the WFST model and the OpenFST toolkit is used for all finite-state
operations. The Kaldi speech recognition toolkit is used to build speech
recognition. The input feature is mel filter bank energies plus F0 (pitch),
and the acoustic models are GMM with speaker adaptive training (SAT).
Performance of all the systems are evaluated in phone error rate (PER) on
20 minutes data.
3.6 Baseline Methods for Topic and Keyword
Detection
As shown in Figure 3.2, the baseline system for topic and keyword detection
uses the zero resourced answers’ speech feature sequence (such as MFCC
or I-vectors) as input, and the rich resourced questions’ word sequences as
output, to train a sequence to sequence neural network using XNMT and
Tensorflow.
With the available QA datasets, the model will jointly learn the topics
and keywords of the input low-resourced speech. It is trained and evalu-
ated with the two tasks at the same time. To prepare the data set, we
will look for the interview and oral history speech data in any zero- or low-
resourced languages, such as Hokkien interview data (396 question-answer
pairs), Teochew interview data (138 question-answer pairs), English-based
StoryCorps and Veteran’s Oral History dataset, and Microsoft Speech Trans-
lation Corpus. Fisher and Switchboard corpus are the topic-dependent con-
versations for benchmark comparison. More question-answer pairs could be
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generated from changing the existing paragraph structure of the queries and
answers in the query-based corpus. For example, we can perform machine
translation (e.g. Microsoft Speech Translation) on the interview questions
in Mandarin text or speech and translate them to English word sequence as
the labels for training. With carefully designed loss functions for training,
the system will be evaluated by the proposed measures of language acqui-
sition based on English translation, such as the topic coherence, F1 score,
cosine distances, or ROUGE for the keywords and topic words retrieved. We
will compare with the machine mismatched-crowdsourcing-based multi-task
learning baseline methods for key-word search tasks. For a full sequence to
sequence model, we will also measure the word error rate of the generated
questions with respect to the original questions.




DISTANT SUPERVISED PHONE SET
INFERENCE AND PHONE RECOGNITION
Phone recognition followed by language modeling (PRLM) has been suc-
cessfully adopted in other speech processing fields such as language recogni-
tion [Zis95], and similar concepts have also been applied to spoken language
summarization [CML13b]. This chapter demonstrates the effectiveness of
such a system in the task of speech recognition for zero-resourced languages.
4.1 The Clustering Algorithm
Table 4.1: A sample utterance in Hokkien with mismatched transcripts in
English and Pinyin.
Target language transliteration chi
English Graphemes ch e
IPA /ÙE/
Mandarin Graphemes q i1
IPA /tCh i/
Predicted Transcripts /ts i/
The key goal of clustering is to predict the target phones and transcripts
from mismatched transcripts. Let us first present an alignment example
in Table 4.1. In this example, the consonants denoted by the graphemes
< ch > and < q > are used by English and Mandarin annotators in their
native orthography to represent < ts >. They are supposed to be mapped to
< ts > after the clustering process. Similarly, < e > and < i1 > should be
in the same cluster that is mapped to < i >. We can see from this example
that clustering on the aligned transcriptions can be helpful in correcting the
variations given by the annotators using different native languages.
Suppose that we have mismatched transcripts in Mandarin Pinyin and
English orthography, but we do not have native Cantonese phone transcripts.
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Figure 4.1: Clustering of multilingual mismatched transcripts. First,
graphemes in the English and Mandarin mismatched transcripts are aligned.
Alignment frequencies weight the arcs in a bipartite graph. Graph clusters
define pseudo-phone units in the target language.
Additionally, let us assume that we do not know the Cantonese phone set.
Take one of the two probabilistic transcripts (English, say) to define the
number of Cantonese phone tokens per utterance. Align the other transcript
to it (the Mandarin one; Figure 4.1) using minimum string edit distance
where the cost of a substitution between the two phonemes is determined by
the distinctive feature vector distance. The Mandarin transcript has one or
two orthographic symbols (or a deletion symbol) aligned to every segment
of the English transcript; thus for each English transcription token q, its
substitution probability mass function (pmf) Sq(j) has up to two nonzero
entries, where j indexes a Mandarin grapheme type.
We first aggregate these probabilities over all tokens of the same English







where Xi is the set of all transcription instances of the ith English grapheme,
and N is the number of all transcription segments in the training data. Thus
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wij is the joint probability of Mandarin grapheme j and English grapheme
i, i.e., the elements of the W matrix sum to one.
In order to avoid losing tone information, we define the Mandarin orthog-
raphy to be composed of Pinyin onsets and tone-annotated rhymes. Thus,
the sequence < hai3, ya2, you1, len1 > is decomposed into the 8 graphemes
< h, ai3, y, a2, y, ou1, l, en1 >; this particular example, in the Hokkien mis-
matched transcript corpus, is aligned to the English orthographic sequence
< ch, an, h, eihn, n, uw, l, ah >.
Generally, the similarity between two sets A and B where A ⊂ E and





Hence the distance d(A,B) and normalized distance dN(A,B) between
English grapheme set A and Mandarin grapheme set B can be computed
using:
d(A,B) = W (A,Bc) +W (Ac, B)
dN(A,B) =
d(A,B)
W (A,M) +W (E,B)
+
d(Ac, Bc)
W (Ac,M) +W (E,Bc)
where c denotes set complement, A ∪ Ac = E, B ∪ Bc = M . The final opti-
mization criterion is then min
π(A,B)
dN(A,B) where π(A,B) denotes partitioning
into the A and B clusters.
It is shown in [ZHD+01] that
min
π(A,B)





|xTDXe+ yTDY e = 0}
(4.1)
where e is the vector with all elements equal to 1, DX andDY are the diagonal
matrices where each diagonal element is the sum of the corresponding row
or column of W .
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The largest left and right singular vectors of the matrix D−1/2X WD
−1/2
Y are
composed of uniformly non-negative elements, and are therefore not solutions
of Eq. (4.1). Equation (4.1) is therefore solved by the second largest left and













Y ŷ. The partitioning of the clusters from x and y is done through
finding the cut points cx and cy, usually the points that equally split x and
y. Then
i ∈ A iff xi > cx, else i ∈ Ac (4.2)
j ∈ B iff yj > cy, else j ∈ Bc. (4.3)
The procedure in Equations (4.1) through (4.3) can be performed itera-
tively, developing a recursive bifurcation called spectral recursive estima-
tion [ZHD+01]. Given a weighted bipartite graph with edge weight matrix
W , we form partitions A for vertex set E, and B for vertex set M as the
first cluster for the target segment. Subsequently we recursively partition the
subgraphs G(A,B) and G(Ac, Bc) until we test and obtain the same num-
ber of clusters as the number of segments of the target language in Phoible.
Each English and Mandarin grapheme in the clusters can be converted to
IPA using the grapheme to phoneme mappings previously learned for En-
glish and Mandarin [CHJC+16b, CHJC16a]. Then we know the distinctive
features of the graphemes in each cluster. Hence for each distinctive feature
in a cluster, we can compute the modal value of the distinctive features for
all of the graphemes that make up the cluster. Once we have computed the
modal distinctive feature vector for each cluster, we will choose the closest
phoneme in the target language to be tagged with each cluster, by matching
to the distinctive feature vectors in the Phoible inventory.
Theoretically, we define the relation between the target language segments
and English segments as the projection P1V = E where the V and E vectors
are phone occurrence frequency in the target language matched transcrip-
tions and grapheme occurrence frequency in English mismatched transcripts,
respectively. P1 is a dim(E) × dim(V ) matrix in which element P1(i, k) is
the alignment frequency between the kth target phoneme and the ith English
grapheme. In practice, we can only estimate V and P1, for which purpose we
define the following simplified estimate. We can consider each entry value of
P1, P1(i, k) as the probability that the corresponding target language phone
k is correctly represented by English grapheme i. Based on the clustering
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result, we set P1(i, k) = 0 if English grapheme i is not clustered to be in the
cluster k in the target language. If the grapheme i is clustered into cluster
k, then the entry P1(i, k) is the normalized similarity between phone i and
phone k estimated from the distinctive feature set in Phoible, i.e.





|if − kf |)
where if is the value of distinctive feature f for grapheme i after grapheme-
to-phoneme mapping, and the constant of proportionality is chosen so that∑
i P1(i, k) = 1.. Likewise we define Mandarin as M and we have P2V = M .
Suppose we have computed (using, e.g., a machine translation toolkit) an
alignment between English and Mandarin mismatched transcripts, and can
compute the relation between English and Mandarin as P3E = M , where, in
the previous notations, P3 = W TD−1X is the matrix of conditional probabili-
ties P3(j, i) = Pr(j|i) of Mandarin grapheme j given English grapheme i. So
we have P3P1V = P2V which will lead to
(P3P1 − P2)V = 0. (4.4)
In other words, V is in the null space of the projection matrix P3P1 − P2.
In our clustering algorithm, the clusters corresponding to the target seg-
ments are generated sequentially and tagged with the target-segments-based
on the distinctive feature similarity. Hence we can obtain a vector V at each
iteration of the cluster partitioning whose kth value is 1 if the corresponding
cluster is used to represent the target segment. Ideally, we want to map the
segment dimensions of English and segment dimensions of Mandarin with
tones into the segment dimensions of target language. In practice, we may
not need to use all the target segment clusters to achieve the optimum par-
titioning given the criteria in Eq. (4.4), since, according to the information
processing inequality [CT06], we know that the entropy
H(new segment clusters)
≤ H(full segments in the matched transcriptions of target language).
Iterating over all of the phones in V , we find that Eq. (4.4) must be true
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even if V is a diagonal matrix, representing dim(V ) consecutive applications
of Eq. (4.4) to the dim(V ) different phone-dependent subsets of the training
data. If it were possible to perfectly distinguish all phonemes of the target
language using mismatched transcripts, it would be possible to set V = I,
the identity matrix, and solve Eq. (4.4) to find P2 and P1. In the non-ideal
case, we initialize V = I, then allow the diagonal elements of V to shrink
in the range vk ∈ [0, 1]; small diagonal elements denote transcription seg-
ment clusters (target language phones) whose evidence from the mismatched
transcripts is equivocal.
The null-space clustering problem for finding the optimum V can be hence
equivalently reformulated [JZLS14] as
V = arg min
1
2
||I − V ||2F +
λ
2
||(P3P1 − P2)V ||2F (4.5)
where V is a diagonal matrix, initialized as V = I the identity matrix, and
|| · ||F is Frobenius norm. The diagonal values could vary in the interval [0, 1],
representing the weight for each cluster. In our experiments, we found that
λ = 0.6 gave plausible, interpretable clusters. Equation (4.5) is convex in V;
therefore, optimizing Eq. (4.5) results in the following unique closed form
solution:
(I + λ(WP2 − P1)T (P3P2 − P1))V = I. (4.6)
Equation (4.5) is also balanced between a regularizer (the first term) that
biases each column of V toward a delta-function centered on the correspond-
ing target phone, and a penalty (the second term) that biases each column
of V toward a solution in the null space of P3P1−P2. Upon convergence, the
non-zeros in the kth column of P2V can be interpreted as the projection to
Mandarin of the kth target language phoneme, while the k’th column of P1V
is its projection to English; Eq. (4.5) finds the number of non-zero diagonal
values of V as the number of phonemes in the target language that can be
distinguished based on mismatched transcripts without causing a large dif-
ference between P3P1V and P2V . The new number of clusters will further
improve the accuracy of the predicted transcripts.
The cluster sets obtained from English mismatched transcripts, Mandarin
mismatched transcripts, and jointly English and Mandarin mismatched tran-
scripts are different. The joint alignment of the English and Mandarin tran-
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scriptions give the largest amount of recovered target segments. The missing
segment and the missing distinctive features represent the information loss
of the mismatched channel.
4.2 Human Mismatched Transcriptions vs. Machine
Mismatched Transcriptions
We can transcribe speech into English and Mandarin phones simultaneously
using speech recognition systems and then cluster them into target phone se-
quence. By considering both the acoustic patterns and linguistic knowledge,
it could potentially improve the current human-probabilistic-transcription-
based system.
4.2.1 Steps of Machine Mismatched Transcription Algorithm
Step 1. Recognize the target speech using English and Mandarin phone
recognizers, such as the BUT phone recognizers [Sch09] and I2R speech rec-
ognizers [DCLHJ18], respectively. We collect the word-level outputs from
multiple available word recognizers, such as Google, CMU Sphinx, BUT,
I2R, as the different machine transcribers and then convert them to phone-
level sequences using lexicons. The results will be compared based on recog-
nition languages to find the more generalizable one to better recognize the
target language. In this thesis, recognition systems in a set of languages
(Hungarian, English, Mandarin, Czech, and Russian) are selected and used
to generate a set of phone error rates for comparison.
Step 2. Align the Mandarin and English (or other selected languages) phone
sequences using Minimum Edit Distance based on distinctive features from
linguistic knowledge of the languages [CHJC16a, VJHJ16] and then derive
the clusters using the clustering process as in [CHJCL17]. This makes use
of the distinctive feature knowledge to characterize the phone differences
between the languages [MMW14]. It provides additional information to the
acoustic models.
Step 3. Convert the aligned phone recognition results from the multiple rec-
ognizers to cluster sequences and use the majority vote method to determine
the final recognition results at target phone-level based on the clustering
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mapping derived in step 2. Evaluate the phone error rate of the predicted
transcripts.
4.2.2 Language Set Analysis
Table 4.2: A sample utterance in Vietnamese with mismatched machine
transcriptions in English phones and Mandarin Pinyin with 4 tones.
English Trans.
DH EY AA B EH N EY UW G
AA K Y NG AH M OW OP AY V
EY B AW W IH DH EH AH
Mandarin Trans.
HUA2 BEN4 SHU3 GANG1 HAO3
JUN2 AN1 MAO4 BAI3 ZEI2
LENG3 DA3 WEI3 BIE2
A sample utterance in Vietnamese with mismatched machine transcrip-
tions at phone-level in English and Mandarin Pinyin is shown in Table 4.2.
It shows that automatic speech recognizers can detect the pronunciations of
consonants and vowels in the speech signals. In our experiments, 2 tran-
scribers or ASR systems (from BUT, I2R and CMU Sphinx) are used for
English and Mandarin. One system is used for other languages. The phone
error rates of different systems and the clustering results from two language
pairs (English+Mandarin and Hungarian+Mandarin) are presented in Table
4.3. We can observe that, due to the different language similarities based
on the distinctive features, certain mismatched languages that have similar
phoneme pronunciations can be used to transcribe the similar languages in a
better way (English+Mandarin performs worse than Hungarian+Mandarin).
The cost or difficulty of getting transcribers from a certain language is re-
lated to the number of available transcribers or translators of certain language
we can find in Upwork (www.upwork.com). For example, we can find 159683
transcribers of English, 3746 transcribers in Mandarin and 1286 transcribers
in Hungarian. Because of the relative scarcity of Hungarian transcribers, it
it reasonable to predict that it will be much more costly to find Hungarian
transcribers than English transcribers [VJHJ16].
For a given target language, we can find in the language coverage ta-
ble [VJHJ16] a set of transcribing languages that cover all the distinctive
features in the target language. Since each language has a weight which in-
dicates the number of transcribers/translators in Upwork, we have to choose
39
Table 4.3: Phone error rate (PER) of different recognition systems from
BUT (Hungarian, English, Czech, Russian), I2R (English and Mandarin),
and CMU Sphinx (Mandarin).













the transcribers and native languages according to the difficulty and cost
of getting them. For our example as in Table 4.3, Hungarian+Mandarin
turns out to be the best combination for both Vietnamese and Hokkien.
The English+Mandarin transcription of Vietnamese is less accurate than
the corresponding Hungarian+Mandarin combination. This indicates that if
possible, getting Hungarian transcribers will perform better than getting En-
glish transcribers. However, since Hungarian transcribers are difficult to be
found online, we may better use mismatched machine transcriptions in Hun-
garian and Mandarin in this case instead of using human English+Mandarin
transcriptions online.
According to the language coverage table for the distinctive features, the
languages Hungarian, Mandarin, English, Czech and Russian could theoret-
ically cover all the distinctive features of most languages. Hence for any
zero-resourced language, we could test it using the recognition systems in
these five languages. If any one of the systems gives a phone recognition
accuracy higher than a threshold, we would suggest to use machine tran-
scriptions and then the proposed modular system, instead of using human
transcriptions. Next, we will propose such a system and try to find such a
threshold.
Post-processing of both machine and human transcriptions using our seg-
ment clustering method makes it possible to compare the machine and human
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Table 4.4: Phone error rate from predicted transcriptions. PT English is the
probabilistic transcript from English transcribers. Clustering(Human) is the
clustering of English and Mandarin transcriptions. Cluster(Machine) is the
clustering of the outputs of Hungarian and Mandarin recognizers.
PER of transcripts Vietnam. Hokkien
PT English 76.02% 70.34%
Clustering(Human) 68.45% 67.96%
Clustering(Machine) 74.11% 67.42%
transcriptions on the same settings of predicted transcriptions. The results
from the proposed machine transcription framework are compared with the
results from the previous probabilistic transcription approach in Table 4.4.
Mismatched transcribers from English background typically provide nonsense
word transcriptions that are more noisy for grapheme-to-phoneme conversion,
compared with the Mandarin transcriptions [DCLHJ18], due to the nature
of the languages. In Table 4.4, we can observe that for Vietnamese, since
human Mandarin transcribers do a good job on transcription, the result-
ing human transcriptions are better than the machine transcriptions. For
Hokkien, the machine transcriptions from Hungarian and Mandarin outper-
forms the human transcriptions from English and Mandarin. It shows that
the performance of the existing speech recognizers on the target language
does provide reasonable links to predict whether the machine transcriptions
are comparable with the human transcriptions when we evaluate on the clus-
ter sequence.
4.3 MAP Adaptation System Using Clusters
Clusters are now used as the training and testing labels representing acoustic
units with tagged phone classes for acoustic recognition purposes. After we
have generated the predicted transcriptions from the clustering algorithm on
the phone confusions computed from mismatched transcripts, they are used
for maximum a posteriori (MAP) adaption of an ASR system. The MAP
adaptation of Gaussian Mixture Models (GMMs) uses the weighted finite-
state transducers (WFSTs) where the acoustic model is specified through a
probabilistic mapping from acoustic signals to discrete symbol sequences and
the WFST H maps these symbol sequences to triphone sequences. During
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adaptation, for each training utterance in the target language, we use the pre-
dicted target phones from the cluster sequence as the labels. During training
of the acoustic models, we use the universal phone set and train the multilin-
gual system using 40 minutes data from each of the six languages including
Arabic, Dutch, Hungarian, Mandarin, Swahili and Urdu. The experiment
uses about 1 hour of mismatched transcripts of Cantonese and Hokkien for
adaptation and about 10 minute matched transcriptions for the evaluation.
4.4 Phone Recognizers Trained with Predicted
Clusters
This approach trains the system with the predicted clusters and target speech
data. The approach first learns the phone-level bigram language model from
the target phone sequences generated through the clustering process. Then
it trains an ASR system with the training data to be the target language’s
1 hour speech data transcribed by humans and machines . It uses the best
converted target phone cluster sequences as labels and the learned language
model. Finally it uses the trained system as the phone recognizer to recog-
nize 2 hr extra speech data in the target language to generate the self-trained
labels and then train the system again with the 3 hr speech data and the
generated labels. It uses the same 10 minute matched transcriptions for eval-
uation. It could also use the end-to-end CTC sequence-model-based phone
recognition system where the model and settings are trained using cluster
labels.
4.5 Modular Phone Recognition System Using the
Mismatched-transcripts-based Clusters
This section discusses the process of using the generated clusters from the
mismatched transcripts to propose and develop a phone recognition system
in zero-resourced languages.
Suppose that we have neural network or Gaussian mixture models trained
to compute Pr(Mk|xc) and Pr(El|xc), the posterior probabilities of the kth
Mandarin and lth English graphemes given acoustic feature vector xc. We
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wish to combine the neural nets to estimate the probability Pr(Cj|xc) of the
target-language phonetic clusters derived in the previous section. This can












where NM and NE are the total number of Mandarin and English phones and
acoustic models, respectively. The network output, Ykc, is compared with
the reference target phone labels V predicted from the clusters [CHJCL17]















The weights in the neural network define the soft boundaries of the clusters
and the resulting network can be used to combine the model outputs of En-
glish and Mandarin recognition systems and generate target phone sequences
during testing.
After we have developed the phone recognition system part as in Figure
4.2 and the previous section, where the clusters are used to train the soft
weightings of the corresponding English and Mandarin acoustic models, a
cluster-based language model is then developed and used to parse the output
from the speech recognizer to further improve the phone recognition accu-
racy. This modular system is inspired by chapter 7 in [Lev05]. It shows
that with the English and Mandarin recognizers and mismatched machine
transcriptions available, clustering can help prepare a large amount of tran-
scription labels for acoustic model training, without the need of hiring native
annotators. In this case, cluster sequences, when converted to IPA sequences,
are used as the generated transcriptions to combine the output of the English
and Mandarin recognizers.
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The cluster-based language model is trained with the previous recognized
clusters and current mismatched phones as inputs, and the finally predicted
cluster as output. In particular, we use an LSTM model with the vector
of [Ct−1,Mt−1, Et−1], [Ĉt,Mt, Et] as the two-time-step input, and Ct as the
output, where Ct is the generated target cluster sequence, E and M are the
English and Mandarin mismatched grapheme sequence, Ct−1,Mt−1, Et−1 are
the Ct,Mt, Et at the previous time step, Ĉt is the currently recognized cluster
from the adapted acoustic model given the current audio frame xt. The
general parsing model’s likelihood is hence p(Ct|Ĉt, Et,Mt, Ct−1, Et−1,Mt−1).
With mismatched crowdsourced data, this model is trained and used to do
further correction on the output of the recognition system, assuming that we
only know the number of phones in the target language.
Figure 4.2: The phone recognition and language model (PRLM) modular
system.
4.6 End-to-end Phone Recognition System Trained
Using the Cluster Labels
This section uses the generated clusters as the phone labels to train an end-
to-end phone recognition system for the zero-resourced speech using CTC
sequence models.
Given a sequence of acoustic feature vectors, x and the corresponding
graphemic label sequence, y, CTC trains the model to maximize the proba-
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4.7.1 Phone Coverage and Language Choice
For the clusters, we measure the list of Mandarin and English graphemes
that covered the target phones. Clustering can be performed on the English-
English and Mandarin-Mandarin aligned transcriptions as well. In this case
target phones are tagged only with English or Mandarin sounds. English
and Mandarin graphemes cover the set of target phones which is larger than
the set covered individually by English-English or Mandarin-Mandarin align-
ments. We now investigate the clusters optimized and observe the missing
phones as well as missing features in the tagged clusters. For example, Can-
tonese and English have the phone /æ/ but Mandarin does not have it, while
Cantonese and Mandarin have /kh/ which is missing in English. Hence the
individual Mandarin PT may have to use other graphemes to represent this
sound. For Hokkien, the phone /d”z”/ is missing in both English and Man-
darin and it is often transcribed to /d/, /Ã/ or /z/ by the annotators. In
these cases, we may need to find another language that has those phonemes
as the annotator language if it is not too hard to find those annotators.
Given the linguistic knowledge of the target language, the missing phones
with the corresponding frequency of occurrence can be used to compute the
information loss as in the section IV(B). This is used to consider whether it
is worth finding the new annotators who have the missing phones in their
native languages, by comparing the cost in time and money, information loss
and corresponding phone error rate reduction.
In all previous experiments, Mandarin annotators are asked to generate
mismatched transcripts. Mandarin may be a reasonable choice for Hokkien
and Teochew, because they are phonotactically similar, e.g., there are no
consonant clusters in these languages. Using English mismatched transcripts
achieves consistently worse PER than using Mandarin mismatched tran-
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scripts. Possibly, this is because English annotators have too many grapheme
variations to represent a syllable in the foreign language.
4.7.2 Clustering-based Phone Error Rate
This section tests our clustering-based method on Cantonese and Hokkien,
using matched data for evaluation, and compared with the simple majority
vote method based on the alignment results, the mismatched-channel-based
PT method and a general feed-forward neural network approach. Both meth-
ods are mappings from English and Mandarin graphemes to target phones
trained from the aligned transcriptions of 10 minutes native language la-
bels in the test corpus. To test on Hokkien data, we collected 2 annotators’
transcriptions in each mismatched language and evaluated them by matched
transcriptions. Hokkien phone set mapping and conversion are performed
according to [Hon12] on the adaptation and evaluation sets. The sample
predicted transcription output for the test Hokkien utterance as in Table 3.2
is < u, ts, b, ai, w, e, b, u, t, o, t, a, n, l, a, g, o, n, o, ei, l, e, g, o >, which is clus-
tered from the mismatched transcripts in English and Pinyin. We observe
some common phone alignment patterns of vowels, e.g. ‘oo’ in English is
often aligned to ‘u3’, ‘u4’ in Mandarin. As a result, ‘oo’, ‘u3’, ‘u4’ are even-
tually grouped in the same cluster and mapped to /u/ in Hokkien. Similarly
as another example for consonants, our algorithm successfully grouped ‘ch’
‘ts’ in English and ‘q’ ‘zh’ in Mandarin to /ts/ in Hokkien.
The first three rows in Table 4.5 are the lattice oracle results of the tran-
scriptions of Hokkien using Mandarin and English where we search the tran-
scriptions to get the best results. They are presented in phone error rate
of the final (predicted) phone sequence compared with the reference phone
sequences. This is to evaluate accuracy of the predicted phone sequences
for the testing sentences in the target language. The remaining seven rows
show the results of multilingual probabilistic transcription and clustering al-
gorithms applied to Hokkien. The similar results for Cantonese are shown
in Table 4.6. We observe the consistent improvement pattern on both Can-
tonese and Hokkien’s phone accuracies from monolingual PT, multilingual
PT and the proposed clustering method. The optimization procedures for
the optimum number of cluster and the soft clusters NN approach further
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improve the results from the clusters initially obtained from bipartite graph
mining.
Table 4.5: The first three rows show the oracle lattice phone error rate (most
correct path through the lattice) of the probabilistic transcriptions computed
from three different sources. The next seven rows show the phone error
rate (highest-scoring path through the lattice) of the Hokkien probabilistic
transcriptions computed from five different methods.
Probabilistic
Transcription Source Phone Error Rate
English 75.5%
Mandarin 69.3%
English+Mandarin (merged one-best) 64.1%
Majority Vote 87.1%
PT on English 76.6%
PT on Mandarin 73.4%
PT on E and M 70.3%
Clustering method before optimization 67.5%
Clustering method after optimization 66.9%
Neural Network (soft clusters) 66.2%
Table 4.6: Phone error rate (PER) for PT methods on Cantonese speech
data. The oracle results were reported in [CHJC16a][19].
Cantonese Phone Error Rate
Majority Vote 65.1%
PT on English 64.3%
PT on Mandarin 47.4%
PT on E and M 43.1%
Clustering method before optimization 39.1%
Clustering method after optimization 38.7%
Neural Network (soft clusters) 38.6%
4.7.3 Experimental Results for the Modular Systems
The modular system proposed earlier combines the well-trained rich-resourced
speech recognizers with the soft clustering step and then parses the output
by the learned language model from the clusters. The baseline and pro-
posed systems’ results for the phone recognition on Hokkien, Cantonese and
Teochew languages are shown in Table 4.7. The new predicted transcriptions
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adapted system is compared with the monolingual PT results based on tran-
scriptions by the English annotator as well as the merged multilingual PT.
The clear improvement is observed for all the test languages on the proposed
modular system. For example in Cantonese, the phone error rate of the rec-
ognized output reduces from 68.40% (Multilingual), to 57.20% (English PT),
to 53.15% (Mandarin PT), and to 50.67% (Modular system model). Hence
our current recognition experiment shows that the modular system model is
effective for the usage of the clusters. For Teochew, the relative performances
of the different approaches are measured based on the cluster error rate. In
this case, the predicted cluster sequences for the testing data based purely
on transcriptions are used as the ground-truth reference labels to measure
the output accuracy. We use this initial measure of performance because we
do not have any native transcriptions or even defined orthography system
for Teochew. For both phone error rate and cluster error rate, we see that
as in the natural language processing research, the database-based transfer
learning approach in the modular system also outperforms the model-based
transfer learning approaches.
Table 4.7: Systems’ phone recognition results with generated PTs and pre-
dicted transcriptions for Hokkien (PER), Cantonese (PER) and Teochew
(cluster error rate).
Phone/Cluster Error Rate Hokkien Cantonese Teochew
Multilingual 81.27% 68.43% 73.81%
English PT 70.04% 57.20% 62.67%
Mandarin PT 68.81% 53.15% 61.95%
Self-training of neural networks 77.34% 63.79% 70.68%
Phone clustering of HMMs 78.67% 65.82% 69.95%
Multi-task learning using PT 64.99% 51.18% 57.35%
MAP Adapted
(predicted clusters) 71.68% 56.93% 63.06%
Phone recognizer
(predicted clusters) 66.74% 52.21% 58.30%
Modular system model 64.73% 50.67% 56.64%
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4.7.4 End-to-end Fully Connected System Results on the Usage
of Cluster Labels
The CTC results are comparable to the modular systems. But because it is
using the limited zero-resourced speech data for training only, the phone error
rate still does not go below the modular system’s PER. We did manage the
reduce the PER from the normal phone recognizer from 52.21% to 51.69%
on Cantonese.
4.8 Discussion
This work demonstrates a new method and system for merging mismatched
crowdsourcing from two different annotator languages and using it for com-
bining and adapting acoustic models and parsing the output with language
models for phone recognition. The proposed method finds phoneme clus-
ters, each of which is similar to one phoneme of the utterance language,
where similarity is quantified by the probability of alignments between or-
thographic symbols in the two different annotator languages. Then the phone
recognizer followed by topic-based language model system uses the clusters
to construct a modular phone recognition system. The results have shown
the usefulness of the clustering method and the proposed system to improve
the phone recognition accuracy of zero-resource languages. The system also
shows the preliminary modelling of the acoustic units using the learned clus-
ters for speech recognition and mismatched crowdsourcing data without prior




This chapter focuses on the task of word boundary detection and keyword
discovery using transfer learning. Unsupervised keyword discovery is lim-
ited in knowledge and cannot solve the problem properly for low-resource
languages. Our approach utilizes the transfer learning mechanism to use
the well-trained rich-resource languages’ acoustic models and mismatched
crowdsourcing methods for obtaining the accurate keyword boundaries and
proposing the generated keyword sequences.
5.1 Previous Work
Traditionally, the two most popular forms of spoken term representation are
either a sequence of real-valued frame-level feature vectors (like mel-frequency
cepstral coefficients (MFCC) or spectrogram), or a sequence of discrete to-
kens (like words or phonemes). Likewise, the works on unsupervised speech
technologies extracted either frame-level features or discrete tokens out of an
unlabeled corpus.
In recent years, spoken content retrieval has achieved significant advances
by primarily cascading ASR output with text information retrieval tech-
niques. With this approach, the spoken content is first converted into word
sequences or lattices via ASR. For example, Chia used the ASR lattice out-
put to obtain the topic-detection-based query retrieval results [CSLN10]. The
cascade approach was very successful for the task of Spoken Document Re-
trieval (SDR, the term frequently used for this task earlier) track of the Text
REtrieval Conference (TREC), and achieved similar retrieval performance
when compared with retrieval performance from human transcriptions. For
the example of topic detection which includes methods specialized for both
text [BNJ03] and speech [ACD+98] sources, topic detection and tracking from
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speech is most accurately performed when one can first perform automatic
speech recognition (ASR), then apply text-oriented topic detection methods
such as latent Dirichlet allocation [BNJ03] or partial semantic parse [JF12].
It has also been demonstrated that ASR-based topic detection outperforms
methods without transcription, even when the ASR output has a relatively
high error rate [MRG14, Haz11]. However, the cascade approach was subse-
quently found to work well mainly for relatively high ASR accuracies, because
the achievable retrieval performance is inevitably highly dependent on ASR
quality. It naturally becomes less adequate when more challenging real-world
tasks were considered, such as the case for low-resourced languages and high
ASR WERs.
In a language without transcribed speech, however, it may not be possible
to train an ASR. When there is no transcribed speech in an under-resourced
language, a weaker form of transcription can be acquired using mismatched
crowdsourcing [CHJC18a, CHJCL17, HJJM+17]. In this approach, people
who do not speak the LRL are asked to transcribe it as if it were a sequence of
nonsense syllables. Their transcriptions are treated as a sort of noisy phone
transcript, and can be used to train an automatic speech recognizer. We
have previously demonstrated [CHJC16a] that mismatched crowdsourcing is
more useful when it is possible to acquire transcripts from more than one
group of transcribers: even if neither group of transcribers understands the
LRL, it is beneficial if the transcribers have distinct native languages, so
that they are able to recognize different types of phonetic distinctions in the
LRL. One of the technologies that becomes possible, in this situation, is a
null-space clustering approach [CHJCL17] that permits us to infer the phone
set of the LRL by observing the coincidence of different phonemes annotated
by crowd workers with different native language backgrounds. These works
ended at the phone-levels and this thesis will show that the transfer learning
framework will be able to extend to word-level tasks.
Prosody-based methods for word boundary detection have been widely
explored [IH99]. The pitch contour and intensity boundaries are often used
as the feature for word segmentation. For the case of low-resource languages
where we do not have the native transcriptions, the keyword segmentation
tasks become keyword discovery where we identify the unique words by the
spoken feature patterns and the word boundaries. This thesis will utilize
these methods for transfer-learning-based keyword discovery for low-resource
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languages.
5.2 Baseline Approaches for Keyword Discovery
This section describes two baseline approaches commonly used for keyword
discovery of zero-resourced and low-resourced languages.
5.2.1 DTW with Random Segmentation
Park and Glass [PG08a] proposed discovering keywords in a zero-resource
language using pairwise dynamic time-warping (DTW). As a baseline for
our work, we use a system that starts with the pairwise DTW similarity
matrix of Park and Glass, then clusters the resulting N segments into K
pseudo-keywords [13]. This method begins by using pairwise DTW to find
N candidate keyword tokens, S = S1, ..., SN . It then iteratively subdivides
the N candidates into K clusters.
The following algorithm is the core part of the DTW process to search the
similar segments in similarity matrix and align the utterances based on the
dynamic programming of relative cost [WKHR13].
1. Set k = 1. Choose the first segment Sk uniformly at random from the
set S.
2. Compute the DTW distances d(Sk, Si) between the chosen segment Sk
and all other N-1 segments in S, and store the distances in the vector dmin.
3. Increment k and choose the next seed value Sk ∈ S with probability
proportional to its distance in dmin.
4. Compute the DTW distances between Sk and all other segments and re-
place an entry in the minimum distance vector dmin if the computed distance
is smaller than the stored value.
5. Go to 3 until K clusters are found.
5.2.2 Segmental Bayesian Clustering
The baseline Segmental Bayesian Clustering algorithm with randomized and
unsupervised Gibbs sampler is shown below. It learns the acoustic model
from random cluster segmentation P (z|X) of the input acoustic features [Kam17]
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where z indicates the components to which the feature vector X is assigned.
The following algorithm is a basic summary of the process for segmenting
utterances s.
• Do an initial random segmentation.
• For j = 1 to J do Gibbs sampling iterations.
• For i = randperm(1 to S) do Select utterance si.
• Remove embeddings X(si) from acoustic model.
• Resample word boundaries for si, yielding new X(si).
• For embedding xi in newly sampled X(si) do:
Sample zi for embedding xi.
5.3 Keyword Discovery Algorithm from Speech Using
Clusters (KDSC)
5.3.1 Forced Alignment Using Clusters
This section discusses our proposed forced-alignment-based KDSC algorithm
using cluster-based acoustic models for keyword discovery.
First we obtain the clusters and convert the English and Mandarin ma-
chine transcripts to cluster-based transcripts using the process described
in [CHJCL17]. Then we use the converted cluster-based transcripts together
with the speech utterances to re-train the acoustic model for each cluster
that represents one inferred phone.






ŷi(t) log yi(t) (5.1)
where yi(t) ∈ [0, 1] is the value of the ith output of the softmax layer at time
t, ŷi(t) ∈ {0, 1} is the training label at time t given by forced alignment of
the matched GMM acoustic model, and i is a target language triphone state
(senone).
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Then we train the standard HMM-GMM acoustic models using EM algo-
rithn to model the clusters Ci sequence of the input acoustic features [Lev05].
Lastly, forced alignment of the acoustic models are performed using the dy-
namic programming and edit distance cost relative to the joint probabilities
softmax output.
5.3.2 Variations
Next we compare the proposed algorithm with purely unsupervised proba-
bilistic iterative Bayesian GMM methods. The key difference is that we have
the initial segmentation and estimation of the number of clusters from the
phone inference process and the linguistics knowledge. The pure estimation-
based baseline approach is worse than our approach which is both optimization-
based and linguistic-knowledge-inspired.
In addition, we applied the Bayes GMM method on the results of our ap-
proach to further fuse and improve the probabilistic distributions and acous-
tic models estimated from the cluster segmentation.
5.3.3 Boundary Detection Rules
For word boundary detection from speech utterances, we compute pitch val-
ues I and I0 and use the prosody rules-based on pitch contour and intensity
valley [Jai14]. The basic rules for word segmentation include:
1. Intensity valleys above threshold value I0 are not considered as word
segment boundaries.
2. Intensity valleys below I0 are considered as word boundaries.
3. Valleys on non-pitch range can be considered as word segment bound-
aries.
4. If there are more than one intensity valleys during pitch contour pattern,
the lowest value valleys will be considered as word segment boundaries.
5. If there is no intensity point in the undefined pitch pattern, there will
not be any word boundary.
6. If there are more intensity valleys on a pitch-defined range and the
duration difference is less than 0.1 sec, only the lowest intensity point will be
considered as a word boundary.
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7. None of the utterance will have the non-pitch range at the beginning of
the utterance.
5.3.4 Final Decision
The final decision rule for word boundary detection based on both the cluster
and prosody information is to find the minimum cluster sequence that covers
the detected continuous pitch contour pattern in each word.
Figure 5.1: The complete keyword discovery process.
Here, as illustrated in Figure 5.1, Ci are the clusters used to do the forced
alignment on the speech utterance. Then the pitch contour is used for
boundary detection and segmentation. Lastly the cluster sequence and seg-
ments are used to represent the keywords. As shown in the figure, keywords
C1C2, C3C4C5 and C7C8C9 have been discovered and the corresponding
time boundaries of the start and end clusters are the keywords’ boundaries.
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5.4 Experimental Results
5.4.1 Corpus Description and Evaluation Criteria
To test our system with the baselines, we used the following dataset. Zero-
resource Challenge 2015 data for English and Xitsonga is the training and
evaluation data used in zero-resource challenge 2015 on the task of keyword
clustering [VTS+15].
As shown in Table 5.1, English data is from the Buckeye corpus [PJH+05]
which consists of casual conversational speech. Twelve speakers were selected
from the corpus, with six male and six female, and six young and six old.
They had the highest common use of words. Of each speaker, between 16
and 30 minutes of speech were selected for a total of 5 hours, such that they
contained no speech overlap with the interviewer, no speaker noise and no
pauses. Segments that contained boundary mismatches between the phone
and word-level annotation were similarly excluded. Xitsonga data were col-
lected from a section of the NCHLT corpus [BDH+14] which consists of read
speech recorded by 24 speakers, with 12 male and 12 female. Of each speaker,
between 2 and 29 minutes were selected with the same criteria as for the
Buckeye corpus, for a total of 2.5 hours.
Table 5.1: Zero speech dataset.
Languages Duration No. of Speakers Word Types
English 5.0 hours 12 4538
Xitsonga 2.5 hours 24 2288
Systems are evaluated using a metric defined by the 2015 Zero-Resource
Speech Challenge: Boundary F-score [VTS+15]. Boundary F-score evaluates
how many of the gold word boundaries were found when compared with the
reference labels that have the words and time boundaries.
Machine mismatched transcripts using Kaldi trained English and Man-
darin recognizers are generated for both the English and Xitsonga data. En-
glish data were simulated and demonstrated for comparison as a biased case
for the mismatched recognizers. The word boundaries are applied on the
clustering results.
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5.4.2 Results and Discussion
The results in Table 5.2 are reported and compared with Bayes clustering
approaches, our KDSC approach and DTW, evaluated on boundary criteria.
KDSC outperforms unsupervised Bayes clustering by 9% (absolute) on En-
glish data. This is surprisingly low, since KDSC includes English-language
ASR as a component of the method. Its relatively small advantage over un-
supervised Bayes clustering can be interpreted as evidence that the following
stages of processing (phone clustering of English and Mandarin transcripts,
followed by re-training of the cluster-defined acoustic models, followed by re-
segmentation and prosodic post-filtering) have reduced the English-language
advantage of KDSC, and have caused it to be more language-independent.
Further evidence of the language-independence of KDSC is provided by its
performance on Xitsonga, where it beats unsupervised Bayes clustering by
5% absolute.
Table 5.2: Boundary F-scores of keyword discovery systems.
KDSC=proposed system; Fusion=fusion of KDSC and Bayes methods.
Boundary F score KDSC Bayes DTW Fusion(KDSC+Bayes)
English 45 34 8.6 47
Xitsonga 22 17 8.9 26
We further use the Bayes GMM approach after the KDSC approach. The
results in the last column of Table 5.2 show the fusion case. The Bayes GMM
method applied on the cluster boundaries from our approach continues to
improve the F scores in word boundary criteria.
The results show that combining clustering PT and the Bayes segmen-
tal clustering method can further improve the boundary detection accu-
racy; hence, the previous cluster-based phone recognition method works from
phone transcription to phone segmentation tasks.
The best approach reported in [VAJD16b] was Osc approach [RDF15],
which achieved the F scores of 46.7 and 33.5 for English and Xitsonga, re-
spectively. They used a simple damped harmonic oscillator, driven by the
amplitude envelope of speech, as a model of auditory entrainment to the syl-
labic rhythm. Our method is different from it in the sense that we can also
properly infer the target phone set at the same time of time segmentation,
which will be more useful for speech recognition of unknown languages at
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word and sentence-levels.
KDSC approach performs better than Bayes method on boundary detec-
tion accuracy. The reasons that our method works better than the unsuper-
vised methods are because we have limited additional information available in
the clustering process including the mismatched-crowdsourcing-based trans-
fer learning, as well as some language-independent knowledge from prosody.
5.4.3 Natural Language Generation and Cross Language
Keyword Comparison
After we obtain the segmented keywords, the keyword detection accuracy
was measured for Spanish and Hokkien data collected (to be described in
detail in Chapter 6). The randomly generated phone sequences from the
topic-dependent cluster-based language models in the modular system are
compared and the phone sequence segments that related to syllables and
words of the target language are observed.
Table 5.3: Keyword agreement results on each language.
Languages Cluster Sequence LM Sequence
Spanish 20.5% 17.8%
Hokkien 14.0% 15.3%
As shown in Table 5.3, we measure the agreement between the keywords
from original transcripts, keywords from cluster sequence and the keywords
from language model, as the measure of language acquisition. Since the lan-
guage model is topic-dependent, we take the average of the model agreement
among all the topics. The inter-agreement between the different language
models’ generated sentences are lower than 6.2%. The keywords from origi-
nal transcripts are used as the ground truth and denominator for comparison
on percentage of agreement. We can observe that the language model is able
to obtain most of the cluster information and could slightly outperform on
the Hokkien case.
5.4.4 Performance of the Neural Language Models
The results are compared using mean average precision (MAP) evaluation
across all the topics [CSLN10], as shown in Table 5.4. The keywords set is
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defined for each topic and the results are from the random generation outputs
of the topic-dependent language models. The baseline system is the finite
state transducer (FST)-based trigram language model for the input phone
sequence. The MAP for baseline is less than the MAP for the proposed
approach which indicates the effectiveness of the proposed method.
Table 5.4: MAP results on each language.




This chapter has described the approach of learning and discovering the
keywords of the low-resource spoken languages through mismatched crowd-
sourcing and unsupervised learning methods. Specifically it contributes in
the word boundary detection and keyword sequence comparison tasks when
there is no native transcriptions available. The results show the usefulness
of the human transfer learning and linguistics knowledge in boundary detec-
tion and keyword segmentation from the phone-level predicted clusters. The
approach is demonstrated as a first step in which the iteratively learned clus-




TOPIC CLASSIFICATION BASED ON
KEYWORD IDENTIFICATION
This chapter describes the topic identification and keyword detection model
from low-resourced speech data using clusters and phone-level machine tran-
scriptions. There are two categories of topic identification: classification and
detection. This thesis focuses on topic classification and keyword identifi-
cation tasks using only the phone-level cross-language ASR results with no
native transcriptions. The topic-dependent language model is also trained to
understand the low-resourced languages in a better way.
6.1 Introduction
Chapter 4 described the use of phone recognition and language modeling
(PRLM) methods for improved speech-to-phone transcription in an under-
resourced or zero-resourced language. In this chapter, similar methods will
be used for keyword detection. In particular, it is possible to train language
models dependent on the topic label, and to use them to detect the topics of
the low-resourced languages represented in the keywords of the rich-resourced
languages. For each input utterance, softmax layers give the probability for
the set of keywords extracted from the questions. Then we normalize them for
representing the topic vectors. In testing, we detect the topic vectors based
on the probability distribution (softmax output) on the keywords. The input
to the language model includes the topic vector that will be weighted and
summed in the neural network. Analyzing the generated language models
will produce a set of keywords in the target language comparable to the
keywords in Mandarin topic vectors.
Fisher Spanish data is used for benchmark comparison in addition to the
English and Hokkien data. The systems are learned individually on English,
Spanish and Hokkien. We propose a set of keywords extracted from the
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questions in the corpus and learn each topic as a probability distribution on
them, instead of directly learning discrete classes for the topics. This is to
obtain the cross-language relation on the topics and keywords; i.e., for the
same topic, we could get one set of keywords from Hokkien and one set from
Mandarin. The set of keywords from Hokkien is obtained by analyzing the
topic-based language model for Hokkien phone sequences.
The algorithm for extracting keywords from questions is through pars-
ing part of speech (POS). Microsoft Speech Translation Corpus and our
interview-based Hokkien and Teochew corpus are used for testing the new
application. For each question speech, we extract the nouns and verbs from
the transcriptions and define them as the keywords for the answer. Keywords
are not exactly topics, but a set of keywords is related to a topic and leads
to the answer response.
6.2 Modeling and Measuring Cognitive Language
Acquisition
When ASR is not available, methods used in the “Topic Detection and Track-
ing” competitions of the 1990s become relevant: methods that search for se-
quences or temporal patterns of phonemes [KND97, TSdP01], frames [NHNW97],
or parametric trajectory mixtures [BG03]. Recent studies of topic detec-
tion in the speech of under-resourced languages have revived the study of
discriminatively extracted phonetic sequence information [HSG+11]. It has
been demonstrated, for example, that topic ID can also be applied to the
output of a phone recognizer constructed from self-organizing phone-like
units learned in an unsupervised way from untranscribed speech [SGCB10,
SGC+14, SBB+18, CML13a]. Separately, language models have long been
a fundamental component of any NLP task involving generation or textual
normalization of a noisy input (including speech, OCR and the processing of
social media text). The primary purpose of a language model is to predict
the probability of a span of text at the sentence-level under the assumption
that sentences are independent of one another.
How to relate the language acquisition entropy measure to the mismatched
speech perception and topic understanding? Let us start from phonological
and morphological development and first state one criterion: the higher the
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accuracies of the perceived question’s phone sequences, the more acquisi-
tion information obtained. We can explore the usage of distinctive features
and tonal delta features in the analysis of mismatched acoustic perceptions
on consonants, vowels and tones for the low-resourced speech answers. An-
other criterion is related to the questions’ word sequences. If we can directly
learn the questions’ word sequences from the low-resourced speech, then we
can improve the language acquisition information significantly. Hence the
main work of this thesis is the design of new answer-to-question language-
mismatched neural models for language acquisition based on mismatched
language perceptions. We will analyze language acquisition from language
misperception perspectives and simulate the unsupervised language acquisi-
tion process. The triplet and Siamese networks are trained and learned from
limited examples and self-generated question labels in different environmen-
tal settings.
6.2.1 Dataset Design and Creation
As shown in Figure 6.1, the system uses the zero resourced answers’ speech
feature sequence (such as MFCC or I-vectors) as input, and the rich resourced
questions’ word sequences as output, to train a sequence-to-sequence neural
network using XNMT and Tensorflow. With the available datasets, the model
Figure 6.1: Block diagram of the proposed system.
will jointly learn the topics and keywords of the input low-resourced speech.
It is trained and evaluated with the two tasks at the same time. To prepare
the data set, we will look for the interview and oral history speech data in
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any zero- or low-resourced languages, such as Hokkien interview data (396
question-answer pairs), Teochew interview data (138 question-answer pairs),
English-based StoryCorps and Veteran’s Oral History dataset, and Microsoft
Speech Translation Corpus. Fisher and Switchboard corpus are the topic-
dependent conversations for benchmark comparison. More question-answer
pairs could be generated from changing the existing paragraph structure of
the queries and answers in the query-based corpus. For example, we can
perform machine translation (e.g. Microsoft Speech Translation) on the in-
terview questions in Mandarin text or speech and translate them to English
word sequence as the labels for training. The algorithm for extracting key-
words from questions is parsing part of speech (POS). For each question
speech, we extract the nouns and verbs from the transcriptions and define
them as the keywords for the answer. Keywords are not exactly topics, but
a set of keywords is related to a topic and leads to the answer response.
6.2.2 Language Model Analysis and Keyword Detection
The multi-task topically driven language models can be extended to detect
the topics of the low-resourced languages represented in the keywords of the
rich-resourced languages as shown in Figure 6.2. For each input utterance,
softmax layers give the probability for the set of keywords extracted from
the questions. Then we normalize them for representing the topic vectors.
In testing, we detect the topic vectors based on the probability distribution
(softmax output) on the keywords. The input to the language model includes
the topic vector that will be weighted and summed in the neural network.
Analyzing the generated language models will produce a set of keywords in
the target language comparable to the keywords in Mandarin topic vectors.
The details of the formulations are as follows:
Assumptions: We assume two resources: First is a topic labeled corpus
where S (“source”) refers to the rich-resourced language keywords representing
topics/questions and T (“target”) refers to the low-resourced language phone
utterances. The corpus is denoted as C = (c(S), c(T)), where each (c(S),c(T))
is a tuple of paired question and answer written in S and T.
Training: Given X(S) (topic ID) and Y(S) (answer sequence) and C, the
multitask training objective (loss) L considers both the topic model and
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language model:











where V is the shared input phone sequence parameters between the two
models. θ and λ are the parameters for individual models.
The algorithm for the model is:
1. Input to the CNN classification network is the MFCC features, translit-
erated phone sequence, and cluster sequence for the answers. Input to the
LSTM neural language models is the corresponding transliterated phone se-
quence and cluster sequence. Softmax layer output gives probability for each
keyword w, p(w) = sigmoid(w).
2. Normalize them for the general meaning topic. Each topic t is a vector
of w where each value is the normalized likelihood probability from p(w).
3. Classification neural network training is using Siamese and Triplet CNN
networks.
4. Use topic vectors s as part of the weighted input to the LSTM-based
language models.
zt = σ(Wzs+ Uzht + bz),
rt = σ(Wrs+ Urht + br).
5. In testing, detect the topic based on the probability distribution (soft-
max output) on the keywords. The cosine similarity is measured for detec-
tion.
6. Generate the random phone sequence from the language model and
keep a set of syllable phone clusters for each topic.
Multitask learning and language modeling are used for training the top-
ics [CHJC18b, WPD17, LBC17]. Fisher Spanish data is used for benchmark
comparison in addition to the English and Hokkien data. The systems are
learned individually on English, Spanish and Hokkien. We propose a set of
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keywords extracted from the questions in the corpus and learn each topic as a
probability distribution on them, instead of directly learning discrete classes
for the topics. This is to obtain the cross-language relation on the topics
and keywords; i.e., for the same topic, we could get one set of keywords from
Hokkien and one set from Mandarin. The set of keywords from Hokkien is
obtained by analyzing the topic-based language model for Hokkien phone
sequences.
Figure 6.2: Topic-dependent language model.
6.2.3 Network Modeling and Multi-objective Optimization
We treat the part of the network for cross-language keyword detection as
the topic classification and ranking process where the unsupervised learning
model such as Siamese network is used to classify the speech/text answers
and rank the classes and topics given in the keywords from the questions.
The preliminary formulas for computation of the multi-task joint training
models are shown below.
Siamese triplet network for classification of the target topics x w.r.t. the
x− (in different topic class) and x+ (in the same topic class) [HA14]:
J t1(x, x
+, x−, θf ) =
max(0, 1− ||f
(1)(x, θf )− f (3)(x−, θf )||2
||f (1)(x, θf )− f (2)(x+, θf )||2 +m
).
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For Siamese and Triplet networks, the loss functions try to maximize the
inter-class differences and intra-class similarities. We can then construct
the corresponding question as topics and the set of keywords in the topic
class. The tasks are performed on text word embeddings for Hokkien. The
speech and text features are used to train two separate networks and then
the softmax outputs are fused to generate the final classification. Multi-task
learning framework will also be adopted to learn both topic identification
and keyword labeling tasks. Data and I-vector transformation approaches
can also be used to extend the limited data for training.
6.3 Topic Detection Models
Topic detection algorithms in this work are convolutional neural networks
(CNNs), trained to observe speech acoustic features, phones from a cross-
language ASR trained on the RRL (rich-resourced language), or phonetic
clusters generated by an unsupervised null-space clustering algorithm [CHJCL17]
applied to RRL-phone transcripts generated by two different source-language
speech recognizers.
The acoustic features used in this study are mel-frequency cepstral coef-
ficients (MFCCs [DM80]). The feature-based CNN observes a sequence of
MFCC vectors.
The RRL is English, and the RRL phone set is noted in ARPABET [ZSG90].
The RRL-phone CNN therefore observes sequences of ARPABET phones, for
example, a sample utterance has the first input from the results of English
Recognizer: “EH, K, IH, N, CH, AA, UW, B, EH, IH, K, AA, CH, AA, N,
H, EH, IH, N, N, UW, L, AH.”
The null-space-clustering input is generated by analyzing RRL-phone tran-
scripts of the LRL (Singapore Hokkien, in this thesis) by ASRs trained
to perform phone recognition in English and Mandarin. The ASR tran-
scripts are clustered as described in [CHJCL17], and phonetic labels are
assigned to each cluster based on the set of phonological distinctive fea-
tures most frequently attested by transcriptions within each cluster. The




Here we describe the transfer learning networks from rich-resourced language
(RRL) corpus for low-resourced language (LRL) speech. The illustration is
shown in Figure 6.3. The purpose is to classify the topics of the input speech
and detect the keywords in the document. Here the keywords are defined as
phone sequence patterns in the low resourced language that are linked with
only one topic.
The transfer learning procedures are:
1. For both RRL and LRL speech, where each audio document has a topic
tag, we generate features that will be used as input to the CNN: MFCC
vectors, RRL-phones (ARPABET), or null-space-clustered segment la-
bels.
2. Documents in the training corpus are collected into subsets according
to their topic labels. Then we collect all the phone sequence cluster pat-
terns in the documents that occur more than once, with pattern length
between 5-10 phones. Create a set of the phone sequence patterns for
each topic.
3. Compare all the phone sequence patterns across the topics and delete
the phone sequence patterns that exist for more than one topic. The
remaining phone sequence patterns are called keywords from now on
and each keyword is attached to one topic. Make a set of all keywords
for both RRL and LRL.
4. Train the convolutional neural network (CNN) neural network using
audio waveforms in the RRL. Inputs to the CNN are MFCCs, RRL-
phones, or clusters. There are 2 softmax layer outputs: topic class
vector (length is number of topics) and keyword class vector (length is
number of keywords in the full keywords set). For each input document,
we have the corresponding topic and the set of keywords detected in
the document as the labels.
5. Then replace the output layer to be the topic class vector and keyword
class vector appropriate to the LRL. All weights in the network are
retained except the output softmax weights, which are re-initialized to
random values. Keep the input and middle layers of the network. Since
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the input format is the same in both LRL and RRL (either MFCCs,
RRL-phones, or null-sequence clustered segments), we re-train the en-
tire network (including both the softmax and all preceding layers) for
the LRL.
6. In testing, given the input documents in LRL after using cross-language
English phone recognizer, we can obtain the corresponding topic and
keyword set in LRL that uniquely occur for the corresponding topic.
These results are evaluated by the topic classification accuracy and
keyword detection F1 score.
Figure 6.3: Transfer learning step.
6.4 Topic Modeling and Multi-task Learning
A neural network can be trained to recognize only the topic of a document,
or only its keywords. Training to recognize just one or the other of these
outputs can achieve good accuracy on a rich-resourced language, but fails to
transfer well from the RRL to the LRL. Far improved accuracy is obtained by
training the CNN to detect both topic and keywords simultaneously, using
methods borrowed from the field of multi-task learning.
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Assumptions: for each document d, we have the topic t and keyword set
k. Given the topic and keyword labels in target language, we can build
the sequential modular neural network model using a multi-task learning
framework [DCLHJ18, HJJM+17].
Training: Given d, t, and k, we seek to train the topic detection softmax
weights λ, the keyword detection softmax weights θ, and their shared hidden
layer weights W . The training objective (loss) L(W,λ, θ) is:
L = αLt(d, λ,W ) + (1− α)Lk(d, θ,W ) (6.1)
where α is a convex combination weight that trades off the relative impor-
tance of topic detection versus keyword detection, Lt(d, λ,W ) refers to the
objective function for topic classification and Lk(d, θ,W ) refers to the objec-
tive function for keyword detection.
At the output softmax layer for classification, we have





ŷi(t) log yi(t;W,λ) (6.2)
where yi(t;W,λ) ∈ [0, 1] is the value of the ith output of the softmax layer
at time t, ŷi(t) ∈ {0, 1} is the training label at time t and i is a target lan-
guage topic/keyword index. The training objective consists a combination
of topic identification and keyword detection with multi-task learning frame-
work. The input document features are used to train a CNN network. The
CNN applies a convolution filter W on the input features X before passing
through the softmax output layer.
ci = I(W
TXi:i+h−1 + bv) (6.3)
yi(t;W,λ) = softmax(λmaxi{ci}) (6.4)
where I is the activation function, λ is the softmax weight matrix, and
yi(t;W,λ) is the topic classification probability.
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6.5 Use Topic Information for Phone Recognition
For each answer document, we label it with the topic ID and speaker tag. For
testing, we generate random sentences from the LM and compare with the
other random low-resource sentences for topic detection. We found that, for
English, the topically driven language model could produce utterances that
are 30.09% more likely to be detected as the corresponding topic compared
with random sentences. Transfer learning is used to learn the topics and key-
words in Hokkien and Teochew from the model trained in English [CHJC18b].
In testing, we accept the topic detection result of the model only if the lan-
guage model also gives a high likelihood score. Here the model learning
results are presented with perplexity and classification accuracies with the
full topics because it was shown in [LBC17] that more topics will improve the
performance of the topically driven language model. The classification accu-
racies for Hokkien and Teochew were 44.81% and 39.25% respectively. The
results from individual learning on Hokkien and Teochew cluster sequence
data are shown in Table 6.1. The topic-dependent language model’s perplex-
ity is compared with that of the language model that only learns from the
cluster sequence. It shows that our topic-based learning model is effective
for each of the two focused zero-resource languages Hokkien and Teochew as
compared with the raw cluster model and PT baseline model.
Table 6.1: Different language models’ perplexities on each language.
Languages/Perplexities Topic-based Clusters only PT baseline
Hokkien (15 topics) 77.59 83.51 102.45
Teochew (12 topics) 79.33 86.24 106.71
In Table 6.2, the modular system combines the well-trained rich-resource
speech recognizers with the soft clustering step, and then parses the output
by the learned cluster language model. The new predicted transcriptions
adapted system is compared with the monolingual PT results based on tran-
scriptions by the English annotator as well as the merged multilingual PT.
The monolingual system at the last row is the upper bound where we used 40
minutes of training data with native transcripts to train the DNN acoustic
model. Teochew language does not have native transcripts data and hence
does not have the upper bound results. The second-to-last row shows the
system where only the language model was trained using the native transcrip-
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tions or transliterations. This shows the upper bound if we only modify the
language model. Relative to the multilingual baseline, a clear improvement
is observed for all the test languages using the proposed modular system.
For example in Cantonese, phone error rate of the recognized output reduces
from 68.40% (Multilingual), to 57.20% (English PT), to 53.15% (Mandarin
PT), and to 50.67% (Modular system model). Hence our current recognition
experiment shows that the modular system model is effective for the develop-
ment of cluster-based acoustic models in an under-resourced language. For
Teochew, the relative performance of the different approaches are measured
based on the cluster error rate where the cluster sequences generated for the
test utterances are used as the reference labels. In this case, the predicted
cluster sequences for the testing data based purely on mismatched transcripts
are used as the ground-truth reference labels to measure the output accu-
racy. We use this initial measure of performance because we do not have
any native transcriptions or even defined orthography system for Teochew.
The improvement of the language model with topic information further helps
with the phone transcriptions of Hokkien and Teochew.
Table 6.2: Systems’ phone error rate (%) with generated PTs and predicted
transcriptions for Hokkien (PER), Cantonese (PER) and Teochew (Evaluated
with the inferred clusters using Cluster Error Rate).
Manner in which the
acoustic model is trained Cantonese Hokkien Teochew
Multilingual 68.43% 81.27% 73.81%
Phone clustering of HMMs 65.82% 78.67% 69.95%
English PT 57.20% 70.04% 62.67%
Mandarin PT 53.15% 68.81% 61.95%
Self-training of neural networks 63.79% 77.34% 70.68%
MAP Adapted
(predicted clusters) 56.93% 71.68% 63.06%
Phone recognizer
(predicted clusters) 52.21% 66.74% 58.30%
Modular system model 50.67% 66.54% 56.64%
Topic-dependent Language Model – 65.95% 52.54%
Native Language Model 36.92% 62.70% –
Monolingual system 28.42% 56.11% –
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6.6 Evaluation and Experiments for Language
Modeling
Using both speech conversations and text conversations data, the keywords
are extracted using English or Mandarin NLP parsers with part of speech
(POS) tags to be nouns and verbs. We expect that the word error rate for gen-
erated questions (text summarizations) and word misdetection/classification
rate (evaluated by cosine distances among the questions and extracted named
entities) to be measured are below the multi-task learning baseline, for both
the development and test sets. In addition, the joint evaluation and feedback
network framework as in [LBC17] for topic modeling and keyword detection
is to be developed. We will discusses the comparative models and show some
sample word outputs and topics/keywords detected in the input speech. The
outputs are also evaluated with Q&A and oral history corpus, where the
processing of the questions, key words and topic selection are needed. The
topic meaning class is more important than the language for Topically Driven
Language Model (TDLM) training. The hidden layers trained with English-
Mandarin corpus will be used as the initialization for the Hokkien-Mandarin
test corpus.
6.6.1 Corpus Construction
As shown in Table 6.3, we have Hokkien interview data which has 396
question-answer pairs and 15 topics, with average 6 sentences per answer
and average 15 words per sentence. Fisher English part 2 has 5849 docu-
ments, each up to 10 minutes, and 50 topics. Switchboard-1 English has
3638 5-minute telephone conversations involving 657 participants, consisting
of approximately 260 hours of speech. About 70 topics were provided, of
which about 50 were used frequently. Fisher Spanish consists of 819 tele-
phone conversations of 10 to 12 minutes in duration from 136 speakers. The
input to the system is the sound-based phone sequence of the speaking lan-
guage, i.e. English/Hokkien phone sequence after G2P processing from words
or forced alignment on the speech signals. The output is the topic class in
the rich-resourced language, such as Mandarin.
For each answer document, we label it with the topic ID and speaker tag. For
testing, we generate random sentences from the LM and compare with the
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Table 6.3: Corpus description.
#docs Training Development Test
Hokkien 320 38 38
FisherSpanish 650 70 70
Switchboard 3000 310 310
FisherEnglish 5000 424 424
other random low-resourced sentences for topic detection. We found that, for
English, the topically driven language model could produce the utterances
that are 30.09% more likely to be detected as the corresponding topic com-
pared with the random sentences. In testing, we accept the topic detection
result of the model only if the language model also gives a high likelihood
score. Here the model learning results are presented with perplexity and
classification accuracies. The results from individual learning on English,
Spanish and Hokkien monophone sequence data are shown in Table 6.4. It
shows that our learning model is effective for each of the three languages.
Table 6.4: Learning results on each language to Mandarin.
Languages Perplexity Class. Acc.
English (50 topics) 43.21 0.60
Spanish (25 topics) 60.81 0.52
Hokkien (15 topics) 77.59 0.34
6.6.2 Tasks and Methods
The tasks for the experiments include topic classification, language model
development, agreement measure of the LM input and output sequences,
and the spoken term detection task which treats topics as queries and uses
mean average precision evaluation metrics.
6.7 Experimental Results for Topic Classification
Section 6.7.1 describes the speech corpus used in these experiments, and Sec-
tion 6.7.2 describes the testing procedure. Section 6.7.3 gives the results of
testing using acoustic features (MFCCs) and RRL-phones (ARPABET) as
inputs to the CNN, for a truly low-resourced language (Singapore Hokkien)
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and a simulated low-resourced language (Spanish). Experimental results us-
ing the clustered mismatched transcripts generated using cross-language ASR
systems are described in Section 6.7.4.
6.7.1 Corpus Description
English is used in this study as the rich-resourced language (RRL). Singapore
Hokkien is a low-resourced language spoken by about one million people in
Singapore [Tie12]; it has no native orthography, but phonetic orthographies
have been developed for this language [Hon12], and have been adapted for
automatic speech recognition in previously published studies [LALL16]. In
order to have an LRL with more data than Singapore Hokkien, this study
will also use Spanish as a simulated LRL.
Data in Singapore Hokkien consist of interviews between Mandarin-speaking
ethnologists and Hokkien-speaking informants. Questions are asked in Man-
darin, and are used as the topic labels for the Singapore Hokkien replies.
There are 15 distinct topics, with a total of 396 question-answer pairs, with
an average of 6 sentences per answer and 15 words per sentence.
Fisher English part 2 [CMW04] has 5849 documents, each up to 10 min-
utes, and 50 topics. Informants were paired automatically, and were asked
to discuss a topic chosen at random by the software. Switchboard-1 En-
glish [GHM92] has 3638 5-minute telephone conversations involving 657 par-
ticipants, and consists of approximately 260 hours of speech. About 70 topics
were provided, of which about 50 were used frequently. Fisher Spanish con-
sists of 819 telephone conversations of 10 to 12 minutes in duration from 136
speakers.
RRL-phones were generated for all three languages using an ASR trained
in previously published work by other investigators [Sch09]; experimental set-
tings on Fisher and Switchboard English corpora are the same as in [Haz11].
Unsupervised phone cluster strings were produced by clustering the ASR-
based mismatched transcripts, as described in [CHJCL17, CHJC18a].
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6.7.2 Experiments on Hokkien
The Singapore Hokkien corpus contains data in the format of Q&A where the
interviewer is asking some oral history questions in Mandarin, and the inter-
viewee is responding in Singapore Hokkien, as shown in Figure 6.1. All the
response speech has been transliterated by human transcribers into represen-
tative words for Hokkien based on the pronunciation, using the transcription
system described in [Hon12], but these transliterations were not used for this
research. Instead, we can define one topic for each answer response based on
the question asked and find the keywords in each answer using the procedures
described in Section 6.3.1. The total number of topics was 15.
6.7.3 Topic Classification Results
For each document, we label it with the topic ID and keyword set. The
hidden layers trained with English corpora (Fisher + Switchboard) are used
as the initialization for the Spanish and Hokkien test corpora. In Tables 6.5-
6.7, the results are presented with keyword F1 scores and topic classification
scores.
The baseline system is a support vector machine (SVM) classifier trained
and tested as described in [Haz11]. The SVM observes either MFCC (39
dimensions: MFCC+d+dd) or vectors showing the expected presence fre-
quency of each English triphone. English triphone transcripts were generated
by the ASR described in [Sch09].
The proposed CNN outperforms an SVM baseline, even on the RRL En-
glish corpus (Table 6.5). We speculate that improvement on the English
corpus results from one of two factors: (1) the CNN is able to learn about
sequences longer than a triphone, and (2) the CNN is trained using a multi-
task learning paradigm that tries to detect not only the topic, but also the
set of keywords (phone N-grams for 5 ≤ N ≤ 10) uniquely associated with
each topic. Both the SVM and the CNN perform with greater accuracy using
phone-sequence inputs instead of raw MFCC sequence inputs.
Tables 6.6 and 6.7 show topic detection results for Spanish and Singa-
pore Hokkien. Because of the relatively small corpus sizes of both Spanish
(650 documents) and Hokkien (320 documents), the SVM baseline performs
rather poorly (54.8% accuracy on Spanish, 30.2% accuracy on Hokkien). The
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proposed transfer learning approach is able to outperform the baseline by a
considerable margin. Keyword detection accuracy is not very high on the
LRLs (28.4% for Spanish, 24.6% for Singapore Hokkien), but even though
the keyword detector is learned with only limited success, it seems to be a
useful secondary task for the multi-task training of the topic detector.
Table 6.5: Results for English corpus.
English Proposed Model SVM
Features Keyword F1 Class. Acc. Class. Acc.
MFCC 28.4% 67.3% 49.3%
Phone 37.5% 85.9% 82.1%
Table 6.6: Results for Spanish corpus.
Spanish Proposed Model SVM
Features Keyword F1 Class. Acc. Class. Acc.
MFCC 19.2% 43.1% 30.5%
Phone 28.4% 62.3% 54.8%
Table 6.7: Results for Hokkien corpus.
Hokkien Proposed Model SVM
Features Keyword F1 Class. Acc. Class. Acc.
MFCC 18.0% 25.4% 18.5%
Phone 24.6% 43.0% 30.2%
6.7.4 Usage of Clusters
The clustering approach is an unsupervised learning method to obtain the
target phone sequence labels for untranscribed speech in low-resourced lan-
guages [CHJCL17, CHJC18a]. It uses the cross-language ASR results from
2 speech recognizers, usually in English and Mandarin, on any low-resourced
speech. Then it iteratively clusters the frequently co-occurred pairs of English
and Mandarin phones that are used to represent the same target phone. Then
the clusters are optimized to agree with the target phones based on distinc-
tive features. These clusters are used to convert the machine transcriptions
into cluster sequence and then the target phone sequence to obtain the phone
labels for the target language. Here we use these phone labels as input to
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the CNN system for topic classification. As observed in Table 6.8, we see
that the clusters using the cross-language recognition results from two lan-
guages are consistently better in accuracy of the input, accuracy of the topic
classification and resulting in better keywords detection score.
Table 6.8: Results using clusters as input features.




This chapter has described the approach of learning the topics and keywords
of the spoken languages in the cross-language Q&A settings. It has the po-
tential to be applied to the case between LRL and RRL for understanding
zero-resourced languages and measuring language acquisition. Fundamen-
tally, the work provides an first angle of utilizing the existing human and







Previous solutions for keyword listening and detection systems mainly fo-
cused on the single key phrase detection such as Alexa, OK Google, Hey
Cortana, etc. From a user experience point of view, these systems are some-
what unnatural, as it requires the user to always say the key phrase. Our
system wakes up on intent, so that the use of key phrase can be eliminated
(or reduced, as a backup in case Wake on Keyword fails).
For example, in the autonomous driving scenarios where the passengers are
talking to the car agent for instructions, one to three sequential keywords in
an utterance may be detected to determine an intent of the speaker to utilize
an ASR system. In the utterances, examples of intent determination include:
1. If the first keyword is ‘increase’ and second keyword is ‘speed’, the
corresponding intent is ‘faster’.
2. If the first keyword is ‘turning’ and second keyword is ‘way’, the corre-
sponding intent is ‘destination’.
3. If the first keyword is ‘slowing’ and second keyword is ‘down’, the
corresponding intent is ‘slower’.
In all three examples, it is inappropriate (and dangerous!) for an au-
tonomous vehicle to change its behavior immediately in response to a few
detected keywords. Instead, it is appropriate for the vehicle to wake up its
ASR, in order to generate a careful and complete transcription of the user
utterance, so that an optimal response can be computed.
To achieve the goal of WOI, one possibility is to run large vocabulary
ASR, but the heavy processing required makes it not practical. For example,
battery powered devices such as Nexus 5 smartphone only contain a 2.26
GHz quad-core CPU and 2 GB of RAM which is far from sufficient to run
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the always-on GPU trained CTC/DNN-based acoustic models that contains
millions of parameters [MPA+16]. Our system proposed in this chapter will
detect keywords relevant to the intent and use enhanced features to perform
the final intent classification. After the intent is detected, it will trigger the
more power-costly ASR afterwards. The WOI system will be low-power and
low-complexity, which makes it suitable for always-on operation with suitable
hardware chips focusing on ultra-low-power always-listening scenarios, such
as Gaussian mixture models and Neural networks Accelerator (GNA) and
Movidius neural compute stick [HSP+18, DP17, DAAF18].
7.2 Previous Work
Keyword listening, wakeup and detection research has attracted a lot of
recent effort [MKM14]. Commercial speech recognition engines such as Siri
and Alexa are examples of such systems. Typically the system focuses on
modeling specific keywords or a set of keywords in lexicon and triggers the
following components if detected. But when the need of utterance-level intent
arises, traditional methods rely on automatic speech recognition (ASR) at
the full sentence-level, which is both a power-hungry solution and (in a noisy
environment) potentially a less accurate solution. Breaking the utterances
into keywords and learning the rules for intent recognition hence become
crucial in these situations.
Intent recognition from spoken words is also an important research area [AH10,
TD11]. Traditionally, intent recognition is based on the text only, and hence
requires the accurate spoken information retrieval and grammatically correct
sentence construction. However, in the applications of human-machine in-
teraction, noisy keywords spoken by the user have to be captured and used
for intent inference. The system has to overcome the difficulty of not hav-
ing clear intent rules from text semantics, and should therefore use machine
learning techniques for intent classification.
Such methodology could be applied to different application domains where
an agent is waiting for instructions from the user in an always-on mode. Run-
ning in low-power hardware, the system is able to capture the core intent from
the user while saving resources on battery power devices. Such a system is im-
portant in AI for human-agent communication and understanding when the
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environment is a noisy room or inside a car. The ‘intelligent’ meetings, par-
ties, and in-car environment that require active AI-based human-computer
interactions all involve the need for always-listening low-power intent recog-
nition systems.
7.3 General System
The full multi-stage wakeup system we used for the research is described
in Figure 7.1. The keyword detection model, keyword listening model and
classification system model are later summarized in further details. In the
WOI system, an utterance with an intent label is modeled by one to three
keyphrases with optional silence in between. Given the keyword recognition
and segmentation tools, we will show how the keywords from either speech
or text are used in intent recognition task. If a “wake” intent is detected, the
system will trigger a power-hungry and more complicated ASR engine and
text model for processing.
The full WOI system flowchart is:
1. Self-loop if the keyword is un-detected.
2. Segment the keyword and pass to input of intent classification, if key-
word is detected.
3. If end-of-utterance is detected, make the intent decision, and send to
output.
This system is the platform developed in Intel, in which our intent recog-
nition module will be applied.
The first stage Wakeup Word system has a rejection model representing
all the silence, noises, and non-keyphrase speech. The keyphrase sequence
represents subphonetic units, e.g., triphone states. For the phrase INTEL,
the phoneme sequence would be IH2 N T EH1 L in ARPABET lexicon nota-
tion, the tri-phone sequence would then be eps/IH2/N IH2/N/T N/T/EH1
T/EH1/L EH1/L/eps. In order to model the endpointing, we add a dummy
state after each keyword model to represent arbitrary speech, noise, and/or
silence after the keyphrase. By observing the transition from keyword model
to dummy model, we can estimate precisely (with an average error of 50 ms)
the time-stamp when the keyphrase ends.
The keyword listening model is shown in Figure 7.2. The system keeps
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Figure 7.1: Full system flowchart.
listening to the keywords and triggers the larger system once the current
keyword sequence gives the utterance intent with great confidence. If one
keyword is detected, and is insufficient for the detection of a “wake” intent,
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Figure 7.2: Keyword listening model.
Figure 7.3: Classification system model.
and if the utterance is still not over, then the system continues waiting for
the next stage (keyword) to be detected until the end of the utterance.
The classification system model is shown in Figure 7.3. The essential
system process is: given the output of the keyword detection module and the
detection of ‘end of utterance’, our followup model for intent classification
uses four features: speech2vec keyword vectors, phones, words and acoustic
spectrograms. Given the keyword recognition and segmentation tools, we
will show how the keywords from either speech or text are used in intent
recognition task.
7.4 AMIE Dataset
The AMIE corpus, collected by Intel Labs, consists of the videos recorded for
the smart cabin in-car environment where the virtual agent is talking to and
receiving instructions from the passengers to take actions in the car. This is
the first time this dataset is published, while the initial research efforts during
the data collection process were reported in [JRAC18]. The data contains
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recordings of 30 subjects tasked with performing various activities inside the
cabin of a real vehicle in real traffic. The activities have been designed around
a game play (i.e. scavenger hunt) for one hour where real-time instructions
on targets and tasks have been provided to each subject. The real-time in-
structions were provided by a human (called the “Game Master”) over the
phone. A total of 20 rides were performed where half of the rides included a
pair of subjects while the other half involved a single subject. The experience
has been designed as a “Wizard-of-Oz” simulation of an autonomous vehicle
where the car is driven by a real human driver and the autonomy of the car is
mimicked by a human called the “AMIE agent”. The driver is not allowed to
directly communicate with the subjects while the AMIE agent interacts with
the subject (i.e. the passenger) accepting commands and asking questions
for disambiguation as and when needed. Some examples of the tasks per-
formed by the subjects include eating, drinking, picking up items, entering
and exiting the car, moving between locations etc.
The hardware setup used in the audio and video data collection used 5
cameras for the passengers and road, and Lapel mics for the passengers. The
collected audio visual data profile is:
Video data: A total of 404 GB of data was collected over 20 sessions from
6 RGB cameras. Total video recording time is 1280 hours.
Audio data:
(i) – Lapel mic data: 135 hours of audio were captured.
(ii) – Phone conversations: Conversations between the subject and the
AMIE agent provided 3 hours 45 minutes of data.
(iii) – Interviews: Each subject was interviewed before and after the ride,
which yielded 9 hours of audio data.
In 20 sessions, 16 hours of dialog have been captured. These dialogues
include 10590 utterances, 1466 commands/intents, 2039 responses and 744
questions. Command/intent types include “change destination”, “change
route”, “go faster”, “go slower”, “stop”, “park”, “pull over”, “drop off”, “open
door” as well as some outside those categories (called “other”). Response
types include “clarify/confirm”, “acknowledge”, “repeat”, “cancel” as well as
some outside those categories (called “n/a”). Question types fall into “yes/no”
and “where/what“ categories. The manual transcribers were from AMT and
GlobalME to transcribe 3347 utterances with 9 intent labels. The sample
utterances with the intent labels and the total of 9 classes’ labels with 3
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sample keywords for each class are shown below.
Sentence 1: you please go(INTENT) to that destination(LOCATION)
Sentence 2: Reroute(INTENT) to three(LOCATION) six(LOCATION)
seven(LOCATION) one(LOCATION)
Class ‘door’: open, door, get
Class ‘pull’: get, pull, out
Class ‘stop’: pause, do, move
Class ‘slow’: slow, turn, slowing
Class ‘dest’: plans, get, new
Class ‘park’: open, door, move
Class ‘route’: get, three, make
Class ‘fast’: break, quickly, maximum
Class ‘other’: trip, quickly, hold
7.5 Features and Modelling
Features to represent the keywords fall into 4 categories: MFCC sequences,
phone sequence using distinctive feature vector representation for each phoneme
[MMW14], word-level GloVe vectors sequence [PSM14], and speech2vec vec-
tors [CG18]. The keyword detection system detects and segments the key-
words from the utterances, then converts the speech words to the correspond-
ing MFCC feature vector sequence, phone sequence, GloVe and speech2vec
vectors. Each input feature stream is passed to a separate LSTM (Figure
7.4) for intent classification. The fusion of the three systems will give the
final intent results.
As shown in Figure 7.5, system decisions are fused by a bagging mechanism,
i.e., by finding the maximum output of the averaged softmax outputs over
all the LSTMs. LSTMs are trained with dropout probability 0.5; the total
training time is 2.4 hours. The MFCC system is trained for 30 epochs,
the phone-based system for 20 epochs, and the word-based systems for 15
epochs each, all with learning rate = 0.001, units per hidden layer = 20, and
with 9 intent classes in the output softmax vector. The speech2vec [CG18]
representation takes a word-length speech segment, and converts it to an
N-dimensional vector representation (we used N=100). Training used the
Librispeech corpus with a seq2seq autoencoder model [PCPK15].
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Figure 7.4: Individual LSTM model structure.




We test our system on one application domain - the in-car environment
(smart cabin), i.e. the AMIE corpus. Currently it has 1207 word-intent-
labelled utterances and 380 distinct keywords-to-utterance-intent cases with
154 distinct keywords and 9 intent classes. We first use the Kaldi-based Gen-
tle tool [OH17] with its own DNN acoustic model to do forced alignment for
keyword segmentation and speech extraction from the utterances using both
the manual transcripts and speech audios with 93% keyword time segmen-
tation accuracy. There are some words that were used for different intent
classes but each utterance is only labeled with one intent.
In addition to AMIE corpus, the online available keywords datasets such
as Google Commands were used as well. Text-to-speech tools were also used
to generate the instances of some keywords for training. For the speech
data, the keyword dataset has also been expanded from the AMIE domain
to other domains. DSTC 5 is the text corpus on intent/dialog state track-
ing in conversations [516]. The example dialog states are recommendation,
explanation, acknowledgement, etc. The utterances and corresponding state
labels are selected and used to expand our current corpus. Utterance-level
intent recognition in the dialogue context is hence transferred to the new
domain from the smart cabin (AMIE domain) and the features include both
speech and text.
7.6.2 Methods and Results
In Table 7.1 and Figure 7.6, all the methods are trained and tested on the
AMIE corpus with 5 fold cross validation process. The first column shows the
five systems for comparison: the first row is the baseline using a commercial
ASR system, and the last row is the final fusion system. The other three
rows show the systems with different input features. The second column
shows the utterance-level intent classification results and the third column
shows the word-level intent classification results. The keyword sequence-
based utterance-level intent classification accuracy is better than the individ-
ual word-level accuracy. The fusion of the LSTM systems further improves
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the intent detection performance with the bagging decision mechanism as
compared with the individual feature input systems. The additional 4 fea-
tures enhances the classification accuracy as shown in the figure.
Table 7.1: Intent classification from spoken keywords in different features.
Classification Accuracy
for different input features Utterance-level Word-level
0. Commercial ASR
based GloVe LSTM 15% 13%
1. Forced Aligned
MFCC LSTM 80% 61%
2. Forced aligned
Phone sequence LSTM 81% 63%
3. Manual keyword transcript
GloVe LSTM 89% 74%
1+2+3: Phone+mfcc+manual
GloVe LSTM 91% 75%
Figure 7.6: Intent classification from spoken keywords in different features.
Table 7.2: Intent classification from spoken keywords in different domains.
F1 scores One Domain Expanded Two domains
Utterance-level 0.92 0.89 0.85
Word-level 0.81 0.76 0.73
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Now we expand the domain dataset by 5 times to include the added false
alarm and false rejection noisy words data and the collected conversational
text/speech data in the smart cabin and DSTC domains. Even with the pure
text-based conversations and dialogs, keyword model transfer mechanism can
use acoustics from TTS signals, speech2vec, word2vec and phone sequences
as the input features for the dialog state classification. Here the speech2vec
was trained and obtained using Librispeech data for the text. For the case of
AMIE data, speech2vec is used as an additional word-level feature that as-
sumes that the words are pronounced and recorded in standard clean English
way.
The results for both individual keyword detection and combined multiple
keyword detection and listening performance are compared in Table 7.2. The
manual labeling of the intent classes was again obtained from AMT and
GlobalME. One domain is mainly in smart cabin, expanded domain includes
the added false alarm and false rejection noisy words data, and two domains
are the smart cabin and DSTC. The table shows that the expanded domain of
data reduces the performance of the intent recognition. Table 7.3 shows that
adding speech2vec feature will further improve intent recognition process on
the two domains case.
Table 7.3: Intent classification from spoken keywords for additional features.





The experiments listed in Table 7.4 evaluate the effectiveness of all four
features, namely, 1: acoustics, 2: phones, 3: word2vec, 4: speech2vec. Here
each feature is passed to an LSTM-based intent classification system and the
final decision is made by bagging mechanism of the decision fusion from the
individual systems. The testing dataset is a combination of the keywords-
based utterances from the three different domains. F1 scores show that the
most effective features are word2vec and acoustics, while the relatively most
ineffective feature is phones. In the last row, the new updated weights for
each feature are determined by the relative effect of the individual features as
shown the in the upper rows. Adjusting weights in this way further improves
the performance of the 4 feature system.
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Table 7.4: Intent classification from spoken keywords for feature combination
and system improvement.






new weights 0.89 0.77
7.7 Conclusion
In this chapter, we developed the intent classification model from recognized
keywords. The conclusions are: (1) In a low-power setting, using keyword
sequences in an utterance is sufficient and necessary for utterance-level intent
recognition with 0.89 F1 score. (2) Using the fusion of speech-acoustics-based
features together with text input on words and phones further improves the
intent detection accuracy from text only. The proposed intent recognition
framework from detected keywords sets can be extended in different domains,





This thesis discusses the modeling from phones to keywords with topics and
then to the intents based on the keyword sequence for low-resource languages.
The work has impact for understanding zero-resourced languages and mea-
suring language acquisition. Fundamentally, the work provides a first ap-
proach at utilizing the existing human and ASR mechanisms to develop the
automatic language acquisition system.
The research also leads to the work of simulating and comparing the SLU
process in adult language learning and child language acquisition. We observe
that the language learners go through the process from finite knowledge to
infinite sentence generation when studying abroad. This common pattern can
be well-studied with the help of machine modeling processes in SLU. SLU in
any language can only be achieved if we utilize both machine learning and
human transfer learning knowledge.
SLU tasks aim at processing either human/human or human/machine com-
munications. Typically the tasks and the approaches are quite different for
each case. Regarding human/machine interactive systems, I heavily studied
the tasks of determination of intent of the arguments and their interaction
with the dialog manager within a spoken dialog system. Recently, question
answering from speech has become a popular task for human/machine in-
teractive systems. Especially with the proliferation of smart phones, voice
search is now an emerging field with ties to both NLP and information re-
trieval.
For future directions, in order to have more accurate topic and intent
recognition from the phones and keywords outputs, we should continue to
improve the probabilistic learning framework and models for understanding
the distribution of the topic and intent classes on the phones and keywords.
The suggested full framework is shown in Figure 8.1.
Based on the knowledge discovered in this thesis, for low-resource lan-
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Figure 8.1: Block diagram of the proposed future system.
guages, if we want to perform:
1. keyword detection, the best system architectures are word boundary
and phone sequence, and the figure is shown in Figure 5.1.
2. topic detection, the best system architectures are phone sequence and
keywords, and the figure is shown in Figure 6.2.
3. intent recognition, the best system architectures are keywords sequence
and utterance boundary, and the figure is shown in Figure 7.5.
They are the best approaches reported in the thesis because of the current
experimental results compared with baselines, and also because they can be
continuously improved with more accurate rich-resource acoustic models and
human mismatched transcripts.
Model adaptation for transfer learning has the advantage of utilizing the
matured models for linguistic units while the corpus adaptation has the ad-
vantage of data-specific knowledge. The results have shown that the mech-
anism of mismatched crowdsourcing and clustering of text transcriptions is
comparable to the clustering of HMM states and acoustic feature sequence,
on the clustering and classification tasks in spoken language understanding.
For both phone error rate and cluster error rate, the results show that the
database-based transfer learning approach in the modular system, i.e. the
model bootstrapping approach, outperforms the model-based transfer learn-
ing approaches, i.e. the model adaptation approaches, in the case of hav-
ing enough distant supervision-based data. The comparison with the mis-
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matched crowdsourcing adaptation system shows that this approach makes
the classification decision based on the keyword-level information, rather than
only on the phone-level probabilistic transcripts directly.
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