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Human exposure to air pollution is a known risk factor for the development or 
worsening of diseases and increased mortality.  Traditionally, air quality data available 
for health analyses are spatially and temporally sparse, which limits the capabilities of the 
health studies and introduces bias into methods and results. This dissertation is a 
presentation of novel data assimilation methods using air quality modeling of PM2.5 
source impacts for use in epidemiologic analyses. The presented methods improve 
spatially and temporally resolved source impact estimates and address uncertainties in 
current modeling techniques.  The methods developed include a novel hybrid source 
apportionment method that uses observed and modeled data to generate spatially and 
temporally resolved source impacts, and impacts of some sources presented here are 
commonly unresolved by traditional methods (e.g., agricultural/livestock impacts, 
biogenics, non-road mobile sources, and solvents).  The hybrid approach employs a 
nonlinear optimization method to generate adjustment factors that, when applied to 
CMAQ-DDM data, revise the original source impacts to better reflect observed 
concentrations.  An initial application and evaluation of this spatial hybrid (SH) approach 
was conducted for one winter month, January 2004, to estimate daily source impacts over 
the continental U.S. for 33 source categories.   In this application, it was found that 
biomass burning and dust impacts were subject to the most bias.  The SH method was 
then applied to three additional years (2005-2007). Multi-year trends are discussed, an 
urban-rural analysis is conducted for 3 U.S. cities, and PM2.5 nonattainment was assessed 
for 3 additional U.S. cities.   
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bias compared to observations decreased compared to the bias in concentrations 
estimated using the reference profiles. Further, a method is developed to address the 
modeling uncertainties associated with estimating concentrations and source impacts on 
secondary PM2.5.  The method improves the estimates of sulfate, nitrate, ammonium, and 
secondary organic carbon concentrations, while providing an estimate of numerical bias 
in source impacts on the species. The sources contributing to the most bias in secondary 
organic carbon were biogenics, mobile sources, and solvents; agricultural/livestock and 
mobile sources contributed most to nitrate and ammonium bias; and coal and fuel oil 
combustion contributed to the sulfate bias. 
Overall, the methods and results presented in this dissertation improve the 
estimates of impacts from the highest contributing PM2.5 sources in the U.S., such as 
vehicle emissions, coal combustion, biomass burning, and dust.   Also discussed in this 
dissertation are the uncertainties in source apportionment and PM2.5 modeling techniques, 
such as limitations in source resolution and spatiotemporal sparseness of results from 
traditional methods.  The methods and results presented generate useful source impact 
data for scientists interested in policy and health applications, such as establishing 
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NAAQS attainment for municipalities and further exploring links between human 









 A major anthropogenic pollutant is fine particulate matter (aerosol with an 
aerodynamic diameter of 2.5 microns or less, PM2.5).  Ambient PM2.5 impacts regional 
climate by influencing the radiative balance of incoming solar radiation and the outgoing 
radiation from the earth.  PM2.5 in high concentrations negatively impacts visibility and 
high enough concentrations interfere with air travel and grounds flights due to unsafe 
operating conditions [1, 2].  Most importantly, studies have shown that chronic and acute 
human exposure to PM2.5 has negative impacts on health and quality of life [3-5].  The 
2010 Global Burden of Disease Study recently reported that exposure to ambient 
particulate matter was the ninth leading risk factor of added disability-adjusted life-years 
(DALYs) globally, and this risk factor was ranked higher than physical inactivity and 
most dietary deficiencies [6].  One of the first studies to report the association between 
human exposure to PM2.5 and increased mortality was the six-city Harvard study by 
Dockery et al. (1993), which reported a positive association between death from lung 
cancer and cardio-pulmonary disease and air pollution [7]. Since then, several air 
pollution and health analyses were conducted as the seriousness of human exposure to 
particle pollution became more apparent [8-12]. 
 Recently, the Southeastern Center for Air Pollution and Epidemiology (SCAPE) 
was formed to further investigate the associations between acute human exposure to air 
pollution and health outcomes such as cardiovascular- and pulmonary-related emergency 
department visits, lower birth weights, and childhood asthma [13-16].  This effort was 
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conducted as a collaboration between the Georgia Institute of Technology and Emory 
University, where Georgia Tech researchers developed and applied novel approaches for 
generating high spatial and temporal resolution air quality data and Emory researchers 
developed and applied novel epidemiologic approaches to explore health correlations.  
The research presented in this dissertation was motivated by SCAPE objectives and 
focuses on the improvement of existing and development of new approaches to estimate 
the impact of pollutant sources on ambient concentrations of PM2.5, where the resulting 
fields are developed for use in health studies (e.g., inputs to epidemiological models) and 
air quality management (e.g., identification of sources that negatively impact NAAQS 
attainment designation).   
Current source apportionment methods, such as receptor modeling, are limited by 
spatial and temporal extent, which introduces biases into health analyses that seek to 
make daily correlations between human exposure and health effects over large study 
regions (e.g., statewide or regional correlations).  Further, daily and spatially complete 
source impact estimates allow health correlations to be made with specific sources. When 
important PM2.5 sources for health are identified, mitigation and health prevention 
strategies can be more targeted, since PM2.5 concentrations tend to be spatially 
homogeneous. 
 The methods and results presented in this dissertation are developed and 
generated with a data assimilation approach using several sources of data to improve air 
quality model-derived fields.  Other data assimilation approaches for improved fields 
include a data-fusion method for combining CMAQ concertation fields and observations 
using a distance-weighting approach [17] and an approach for conducting source 
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apportionment for organic carbon using a PMF-chemical transport model hybrid 
approach [18]. In this work, data were integrated to improve source apportionment 
estimates for gaseous pollutants and PM2.5, or the mass partitioning of a pollutant to 
specific sources of the pollutant (e.g. vehicles, industrial facilities, and residential 
activities).  This dissertation highlights the major sources of PM2.5, the spatial and 
temporal variability of the source impacts, and the uncertainties in modeling source 
impacts.  The studies presented in the chapters that follow are briefly summarized below. 
 Chapter 2 highlights the development, application, and evaluation of a novel 
hybrid source apportionment model that provides spatially and temporally resolved PM2.5 
source impacts for continental U.S. (CONUS). The method further improves upon 
traditional source apportionment approaches by increasing the number of sources that can 
be analyzed for one study.  In a previous study, it was noted that the choice of the number 
of sources analyzed may lead to negative contributions, often limiting receptor models 
[19].  Observations and modeled concentrations of total PM2.5 and 40 PM2.5 species are 
assimilated using a nonlinear optimization approach, and the resulting adjustment factors 
bring modeled air quality fields closer to observations when applied to the original source 
impact spatial fields.  The derivation, application, and evaluation of this hybrid source 
apportionment at 6 U.S. cities method is detailed in Hu et al. (2014) [20].  The method 
takes into account the uncertainty in the input data by including numerical uncertainty 
estimates in the calculations, which is important for health analyses that rely on the 
generated data.  The spatial extension of the hybrid source apportionment method was 
published in Geophysical Model Development, which details the use of geostatistical 
methods to extend the model over continental U.S. [21].  Optimized source impact spatial 
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fields are generated for major sources, such as biogenics, mobile sources, coal 
combustion, biomass burning, sea salt, and agriculture/livestock activities. Optimized 
source impacts are used to numerically reconstruct concentrations, and new 
concentrations are evaluated by comparison to observations.  Metals concentrations are 
greatly improved after the optimization step.  This application is one of the first instances 
of the development and evaluation of a method that produces daily, optimized source 
impacts over CONUS for several unique source categories.  
 Chapter 3 presents an application of the novel spatiotemporal hybrid method from 
Chapter 2 for a multi-year analysis.  Regional and seasonal trends in PM2.5 source impacts 
are explored for CONUS for nine major PM2.5 sources for the years 2005-2007.  Results 
are highlighted for three U.S. regions that were designated as nonattainment in the 2009 
PM2.5 NAAQS designation for the 2006 standard, and results are compared to previously 
published attainment studies for the three areas.  Seasonal and regional trends for the nine 
sources of PM2.5 are highly variable over the CONUS.  This study highlights the 
usefulness of the novel source apportionment method for regulatory applications, such as 
establishing PM2.5 attainment and identifying the greatest impacting sources for the 
region with data-assimilated source impacts. 
 Chapter 4 presents a novel data assimilation method for optimizing PM2.5 source 
profiles, which specify the percent composition of the PM2.5 emitted from a source.  In 
this study, profiles for 20 PM2.5 source categories and 23 PM2.5 species are revised using 
the novel optimization method, which combines hybrid source impacts and observed 
concentrations to adjust reference source profiles to better reflect local pollutant 
conditions.  Methods are applied for monitored locations with speciated concentrations 
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over CONUS for the year 2006, and the resulting optimized source profiles are analyzed 
for their regional and seasonal characteristics.  The performance of the optimized source 
profiles are evaluated by implementation in a widely-used receptor model.  The results 
from the receptor model application are compared to results from previously-published 
studies for two U.S. cities.  Higher seasonal and spatial variability in revised 
contributions is seen for metals species that are subject to high bias in modeled 
concentrations.   This source profile optimization method is useful for source 
apportionment studies in polluted locations where local source profiles are unavailable, 
and observations can be used to modify reference profiles to better reflect local 
conditions.  The optimization method has been formatted into a user-friendly interface for 
general use in the air quality community.   
 Chapter 5 explores the uncertainty of modeling secondary PM2.5 by implementing 
a novel method to improve modeled concentrations and source impacts of sulfate, nitrate, 
ammonium, and secondary organic carbon (SANOC).  In this novel method, the biases in 
observed and modeled SANOC concentrations are distributed across the source impacts, 
closing the gap between the model and observations and maintaining the relative 
contribution of the sources to ambient concentrations of SANOC.  Methods are applied 
over CONUS, and the results are analyzed for their spatial and temporal characteristics.  
The methods were applied for the year 2006, and this analysis was published in Frontiers 
in Environmental Science and Engineering. The results from this study shed light on the 
source-specific uncertainties in modeling secondary PM, which can be used for 
improving future modeling systems.  The spatial extent of the method also allows for the 
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identification of specific U.S. regions where secondary PM2.5 modeling performance is 
subject to the greatest bias.   
 This dissertation concludes with the major findings from the above studies.  Also 
presented are plans for future research to further improve source apportionment modeling 




DEVELOPMENT OF PM2.5 SOURCE IMPACT SPATIAL FIELDS 
USING A HYBRID SOURCE APPORTIONMENT AIR QUALITY 
MODEL 
As published in Geophysical Model Development 
Abstract 
 An integral part of air quality management is knowledge of the impact of 
pollutant sources on ambient concentrations of particulate matter (PM).  There is also a 
growing desire to directly use source impact estimates in health studies; however, source 
impacts cannot be directly measured. Several limitations are inherent in most source 
apportionment methods motivating the development of a novel hybrid approach that is 
used to estimate source impacts by combining the capabilities of receptor models (RMs) 
and chemical transport models (CTMs).  The hybrid CTM–RM method calculates 
adjustment factors to refine the CTM-estimated impact of sources at monitoring sites 
using pollutant species observations and the results of CTM sensitivity analyses, though 
it does not directly generate spatial source impact fields.  The CTM used here is the 
Community Multiscale Air Quality (CMAQ) model, and the RM approach is based on 
the chemical mass balance model (CMB).  This work presents a method that utilizes 
kriging to spatially interpolate source-specific impact adjustment factors to generate 
revised CTM source impact fields from the CTM–RM method results, and is applied for 
January 2004 over the continental United States.  The kriging step is evaluated using data 
withholding and by comparing results to data from alternative networks.  Data 
withholding also provides an estimate of method uncertainty.  Directly applied (hybrid, 
HYB) and spatially interpolated (spatial hybrid, SH) hybrid adjustment factors at 
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withheld observation sites had a correlation coefficient of 0.89, a linear regression slope 
of 0.83 ± 0.02, and an intercept of 0.14 ± 0.02.  Refined source contributions reflect 
current knowledge of PM emissions (e.g., significant differences in biomass burning 
impact fields).  Concentrations of 19 species and total PM2.5 mass were reconstructed for 
withheld observation sites using HYB and SH adjustment factors. The mean 
concentrations of total PM2.5 at withheld observation sites were 11.7 (± 8.3), 16.3 (± 11), 
8.59 (± 4.7), and 9.2 (± 5.7) µg m-3 for the observations, CTM, HYB, and SH 
predictions, respectively.  Correlations improved for concentrations of major ions, 
including nitrate (CMAQ–DDM (decoupled direct method):   0.404, SH: 0.449), 
ammonium (CMAQ–DDM: 0.454, SH: 0.492), and sulfate (CMAQ–DDM: 0.706, SH: 
0.730).   Errors in simulated concentrations of metals were reduced considerably: 295% 
(CMAQ–DDM) to 139% (SH) for vanadium; and 1340% (CMAQ–DDM) to 326% (SH) 
for manganese.  Errors in simulated concentrations of some metals are expected to remain 
given the uncertainties in source profiles. Species concentrations were reconstructed 
using SH results, and the error relative to observed concentrations was greatly reduced as 
compared to CTM-simulated concentrations. Results demonstrate that the hybrid method 
along with a spatial extension can be used for large-scale, spatially resolved source 
apportionment studies where observational data are spatially and temporally limited.   
2.1 Introduction  
 Variations in ambient pollutant species concentrations, including particulate 
matter (PM) and gases, are correlated with health outcomes–such as lower birth weight 
[22, 23], higher occurrences of bradycardia and central apnea [24, 25], decreased peak 
expiratory flows and increased respiratory symptoms in non-smoking asthmatics [26], 
and all-cause, lung cancer, and cardiopulmonary mortality [27]. Additionally, 
nanotoxicological studies report that particle uptake by cells and entry into blood and 
lymph leads to oxidative stress in sensitive areas of the body such as lymph nodes, bone 
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marrow, and the spleen [28].  Recently, in a study on the global burden of disease, of the 
67 risk factors studied, exposure to ambient particulate matter (PM) pollution was the 
ninth highest risk factor leading to disability-adjusted life years [6].  Many past 
epidemiologic studies focused on associating PM mass (e.g., PM2.5/10: PM with 
aerodynamic diameters less than 2.5 µm or 10 µm)  with the health outcomes, as opposed 
to individual species or the sources of the PM due to limited data availability or 
difficulties in quantifying source impacts.  Epidemiologic studies are examining the 
associations between individual species and health outcomes using data from ground 
observation networks, such as the Chemical Speciation Network (CSN) and the 
Southeastern Aerosol Research and Characterization Network (SEARCH) [29-32].  It is 
of further interest to determine the degree to which individual sources are influencing 
health events and to link human exposure and subsequent adverse impacts to sources and 
multi-pollutant mixtures [33, 34].  Attributing individual component concentrations and 
the overall mixture of observed air pollution to specific sources, as well as linking those 
sources with adverse health impacts is challenging.  Typically, receptor models (RM) are 
used to generate source apportionment (SA) results for epidemiologic studies because 
longer time series are required (e.g., greater than 2 years) [35]. 
 Several receptor-oriented SA models have been developed to quantify emission 
source impacts on pollutant concentrations.  Each model has its own unique 
characteristics and associated uncertainties [36, 37]. Schauer and Cass [38] used organic 
tracers for source apportionment using the chemical mass balance (CMB) method at two 
urban sites and one background site in central California [39].  Their implementation 
addressed the improper accounting of volatile organic compounds (VOCs) from motor 
vehicle exhaust and wood combustion.  Watson, Chow, and Fujita [40] reviewed several 
studies that used CMB for source apportionment, and reported that uncertainties in source 
contributions of VOCs led to uncertainties in impacts from important sources such as off-
road vehicles, solvent use, diesel and gasoline exhaust, meat cooking, and biomass 
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burning.  The authors also describe several limitations of CMB, including reliance on 
existing observations and overlooking profiles that change between source and receptor 
due to factors such as dilution, aerosol aging, and deposition.  Maykut et al. [41] used 
positive matrix factorization (PMF) for source apportionment at an urban Seattle, 
Washington (USA), site with selected trace elements to distinguish combustion sources 
[42].  Temperature-resolved organic and elemental carbon fractions were also used in 
Unmix to distinguish diesel and other mobile sources but did not lead to significantly 
different results [43].  There was also difficulty in distinguishing small sodium-rich 
industrial sources due to the similarity to the aged marine aerosol source profile.  
 In an effort to improve the spatial and temporal resolution of SA data and improve 
source distinction, chemical transport models (CTMs) have been adapted to estimate 
emission impacts on pollutant concentrations.  Marmur et al. conducted a comparison of 
source-oriented and receptor-oriented modeling results for a winter and summer month in 
the southeastern U.S. [44].  The brute force method was used in the Community 
Multiscale Air Quality (CMAQ) model to calculate impacts from mobile sources, 
biomass burning, coal-fired power plants, and dust.  The authors determined that 
meteorological effects had a strong impact on the temporal variation of CMAQ source 
impacts, where receptor model results exhibited more day-to-day variability. Koo et al. 
[45] used the decoupled direct method (DDM) in the comprehensive air quality model 
with extensions (CAMx) to determine the sensitivity of particle sulfate concentration to 
changes in emissions of SO2 and NOX from point sources; NOX, VOC, and NH3 from 
area sources; and all emissions from on-road mobile sources [46-49].  DDM first-order 
sensitivities underestimated the impacts on sulfate concentration when all emissions are 
removed due to nonlinearities, as compared to brute force method results.  Zhang et al. 
[50] addressed this issue by calculating second-order sensitivities of inorganic aerosols 




  This work utilizes a hybrid CTM–RM method to provide spatial fields of source 
impacts for use in detailed health-related, spatiotemporal analyses (e.g., Sarnat et al. 
2008) [35].  Spatially resolved source impacts and concentrations are key inputs for 
residential or county level exposure studies that investigate the impact of air pollution on 
regional health outcomes [51].   The CTM–RM method combines the strengths of both 
source apportionment techniques in an effort to reduce uncertainty in source impact 
estimates.  The goal of this study is to create spatial fields of source impacts by spatially 
interpolating source impact adjustment factors (ratios, or R’s) and then applying those 
adjustments to CTM source impact fields.  R’s are generated by a hybrid CTM–RM SA 
approach that integrates observational data and results from a CTM to calculate an 
emission-based adjustment of source impacts at receptor locations [52].  Kriging is 
employed to generate spatial fields of R’s for 33 emissions sources.  The spatial fields of 
adjustment factors are applied to original source impact fields to produce hybrid-adjusted 
source impact and species concentration fields for the continental USA  The adjustments 
can also be interpolated in time to adjust source impact fields on days when speciated 
observations are not available.  The performance of the spatial extension is evaluated by 
performing data withholding and by comparing results to observations from other 
monitoring networks.  The hybrid CTM–RM method, along with the spatial extension, 
provides air quality data fields for health studies that require spatially resolved exposure 
metrics.  This approach can also be used to assist air quality planners in developing state 
implementation plans (SIPs) and assessing exceptional events, such as wildland fires. 
2.2 Data and Methods 
2. 2.1 Data  
Observational data from 189 CSN monitors were used for model development 
and evaluation (Fig. 2.1).  Data were obtained on 1 in every 3 or 6 days in January 2004 
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for a total of 9 days (e.g., Jan. 4th, 7th, 10th…. 28th), which led to varying sample sizes 
for each observation day.   The number of available monitors with speciated PM2.5 data 
on observation days ranged from approximately 40 to 150 and each site had 5 to 9 
observations over the period examined. CSN monitor measurements include total PM2.5, 
organic and elemental carbon, ions, and 35 metals.  CSN monitors tend to be located in 
more densely populated areas such as urban and suburban areas, and data are more 
associated with high-population emissions sources such as mobile and cooking sources.  
Speciated PM2.5 data are also available from the SEARCH [53, 54] and IMPROVE [55] 
networks, and those data were used for further model evaluation.  The SEARCH network 
includes eight monitors in the southeastern USA, configured as urban/rural pairs.  
IMPROVE monitors are mainly located in pristine locations such as national parks and 
wilderness areas.  Thirty-eight IMPROVE monitors in the eastern USA were used for 
model evaluation.  IMPROVE monitors in the eastern USA were used due to their closer 
proximity with urban monitoring sites (e.g., less than 50 km), as opposed to western 
IMPROVE sites which are much more spatially sparse.  Additionally, modeled processes 
have higher uncertainty for the western USA due to complex terrain and meteorology, 




Figure 2.1. Modeling domain (dotted, red line) and CSN, SEARCH, and IMPROVE 
monitors used for model development, application, and evaluation.   
 
2.2.2 CTM–RM Hybrid Method  
This study utilizes a hybrid SA method that combines techniques of both CTMs 
and RMs to generate adjustment factors (symbolized by R) that improve source impact 
estimates.  Hu et al. [52] described the hybrid approach in detail, but it is briefly 
summarized here.  First, gridded concentrations and emissions sensitivities of PM2.5 
species are generated using CMAQ–DDM (v. 4.5).  CMAQ–DDM model sensitivities to 
emissions are designated as the original (base case) source impacts ( ) for species i 
and source j.  CMAQ–DDM was run with strict mass conservation [57], the SAPRC-99 
chemical mechanism [58] and the aerosol module described in Binkowski and Roselle 
[59]. The modeling domain contains the continental USA, southern Canada, and northern 
Mexico, with 36-km grid resolution, Lambert Conformal Conic geographic projection, 
and 13 vertical layers of variable thickness extending from the surface to 70 hPa.   
Meteorological inputs were generated using the fifth-generation PSU/NCAR 
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(Pennsylvania State University-National Center for Atmospheric Research) mesoscale 
model (MM5) with 35 vertical layers, implemented with the Pleim–Xiu land surface 
model [60, 61].   Emissions inputs were processed using the Sparse Matrix Operator 
Kernel Emissions (SMOKE) model (CEP, 2003). Emissions data originated from a 2004 
inventory that was projected from the 2002 National Emissions Inventory (NEI2002).  
Please refer to the preceding publication by Hu et al (2014) for additional details about 
the emissions inventory [52].   
Next, the original source impacts, receptor observations, and uncertainties are 
used as inputs to the objective function (Eq. 2.1) of the hybrid SA model:   
 ,  (2.1) 
where the adjustment factors are optimized by minimizing the objective function,
2 . 
The initial  values are specific to 1 site and 1 day, as the method is applied at monitors 
when speciated PM2.5 data are available on observation days, and are then kriged and 
interpolated. The terms and represent the observed and CMAQ-simulated 
concentrations, respectively;  weights the amount of change in source impact.  
Uncertainties in observation measurement ( ), modeled concentrations ( ), and 
source strength ( ) are also included in the model. Specifically,  is reported 
with measurements for each day from the CSN network; is error in modeled 
concentrations, which is proportional to observed concentrations and remains constant for 
all sites and days; and  is uncertainty in source contribution expressed as the log of 
the factor of uncertainty, which also remains constant for each site and day. The 
uncertainties weight the adjustment of modeled source impacts, in that components with 
larger uncertainties are weighted less.  
The objective function is minimized by using a nonlinear optimization approach 
known as sequential quadratic programming [62].  The function is modeled using a ridge 
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regression structure, as demonstrated by the second term, and uses an effective variance 
approach to balance model outputs.  The effective variance approach is also utilized by 
versions of CMB, and the optimization method used here is, in essence, an extended 
CMB approach (Watson et al., 1984).  Uncertainties in the first term of the objective 
function serve as effective variances of the numerator and are specified for each species i.  
Finally,  are applied to  to adjust original source impact estimates (Eq. 2.2) and 
reconstruct simulated concentrations ( ) at receptors to more closely reflect 
observations (Eq. 2.3).   
        (2.2) 
      (2.3) 
Given that many of the source impact profiles are similar between categories such that 
collinearities are present, the variation of the  values are constrained to 0.1 ≤ ≤ 10.   
Source impact profiles are derived from the information provided by Reff et al 
(2009). In this manuscript, “source impact profiles” are different than “source profiles” in 
that they describe the source fingerprint at the receptor. In other words, the source profile 
can be altered, for example by the formation of secondary species.  However, for many of 
the species, there is no secondary formation.  It is assumed that within the accumulation 
mode, which contains most of the fine PM mass in CMAQ, the composition of the 
primary portion of the PM2.5 from any source is the same, but secondary species can be 
formed, altering the source profile at the receptor.  The specific steps taken in applying 
source profiles to CMAQ-generated data are described as follows.  Source profiles for 84 
source categories were presented in Reff et al.[63], which were aggregated from roughly 
300 PM2.5 SPECIATE v4.0 profiles and contain estimates of trace metal contributions.  
The 84 PM2.5 profiles were further aggregated into 33 categories, consistent with the 
sources of interest in this study.  Then the contributions in the 33 profiles were used to 
speciate the “other” (sometimes called unidentified) portion of PM2.5 (species name: A25) 
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as output by CMAQ.  The contributions of the 35 trace species were then used to split the 
“other” PM2.5 into individual species, and results for these species, along with the other 
primary and secondary species are used. At the receptor, both the primary and secondary 
PM2.5 contribution at the receptor is used to determine the new, receptor-oriented, source 
impact profiles. This same approach was used to generate receptor-oriented profiles in 
the preceding publication by Hu et al. (2014). 
The hybrid method produces results that more closely reflect observations than 
the original CTM results, which are often biased [20]. It accounts for more known source 
categories than traditional RM approaches (e.g., 33 versus 6), and it links sources and 
observations both temporally and spatially.  Additionally, the hybrid method generates 
estimates of the uncertainty in source impact predictions and identifies potential errors in 
source strength and composition.  One limitation of the hybrid method is that results are 
only available at receptor locations when observations are available, limiting its spatial 
and temporal scope.  In this paper, a spatial hybrid method is presented and evaluated, 
and it extends the benefits of the hybrid CTM–RM method through spatial interpolation. 
2.2.3 Development of spatiotemporal fields 
Spatial and temporal source impact fields can be developed by combining the 
hybrid CTM–RM method and geostatistical techniques.  Hybrid-generated Rj values 
were spatially interpolated for each observation day using kriging to generate spatial 
fields of source impact adjustment factors.  Matlab © (v. 7.14.0.739) was used to perform 
all geostatistical and optimization calculations.  Daily-averaged spatial fields of CMAQ–
DDM source impacts are adjusted by grid-by-grid multiplication of the original fields by 
the corresponding adjustment factor field, resulting in spatial fields of hybrid-adjusted 
source impacts that are available every third day, as are observations.  Source impact 
fields for intervening periods are developed by interpolation of the Rj spatial fields.  
Temporally interpolating Rj values and then applying those adjustments to simulated 
 
 17 
source impact fields is preferred over simply interpolating the 1-in-3 day hybrid-adjusted 
source impact fields because temporally interpolating adjusted source impacts would 
smooth the fields, and the day-specific spatial and temporal variability in the emissions 
and meteorology captured by the CTM would be lost. 
2.2.4 Method evaluation 
Performance of the spatial extension was evaluated using a data withholding 
approach, as well as by comparison with data from the SEARCH and IMPROVE 
networks. For data withholding, we removed 10% of the available observations (75 sets 
of observations at the monitors with speciated PM2.5 data) and re-ran the spatial hybrid 
model.  This led to a total of 75 observation sets being used in the model evaluation.    All 
references to “withheld CSN data” refer to these 75 sets of withheld data.  The remaining 
90% of the available observations were used to fit the variogram models, which were 
used in kriging to produce spatial fields of Rj values.  Concentrations are reconstructed 
using Eq. 2.3 with the spatially interpolated adjustment factors.  Additionally, hybrid 
CTM–RM optimization is directly applied to withheld observation sites to assess the 
performance of the kriging model.  Then the original CMAQ–DDM, directly applied 
hybrid (CTM–RM), and spatial hybrid (SH) concentrations are compared to 
measurements at withheld observation locations to evaluate the performance of each 
method in simulating concentrations.  Linear regression was used to assess correlations 
between observations and modeled concentrations for each method.   
In order to evaluate prediction performance in remote locations and in locations 
independent of CSN, CMAQ–DDM and SH concentrations were compared to 
observations at SEARCH and IMPROVE locations.  Note that the application of the 
CTM–RM hybrid method, as conducted here, did not include SEARCH and IMPROVE 
data, and CTM–RM/SH results are independent of those observation data.  The SEARCH 
and IMPROVE comparisons also address the issue of spatial representativeness of using 
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only CSN data to produce spatial fields. This study uses available speciated CSN data 
over the entire USA, thereby providing a very spatially heterogeneous data set that is 
representative of key emissions and meteorology in each U.S. region.  The lack of rural 
data available may present uncertainties in the spatial representativeness of Rj values 
outside of urban regions. 
Also note that 41 species, including total PM, were used for spatial field 
construction, but only results for 20 species are presented for comparison of CSN results 
and 15 species for SEARCH and IMPROVE results, as measurements for some trace 
metals are seldom above measurement detection limit.  The possibility of added 
uncertainty in the optimization step due to detection limit issues was considered.  
Optimization was tested with the absence of species with limited availability, and no 
significant differences in model performance were found.  The use of the measurement 
uncertainty in the objective function minimizes the role of those measurements on days 
when they are below the detection limit, but still accounts for the concentration levels 
being low.  Using all available measurements in the optimization model is the preferred 
approach. 
2.3 Results 
2.3.1 Spatial extension evaluation 
CTM–RM and SH adjustment factors at withheld observation locations were 
compared using regression to evaluate the spatial interpolation that was performed using 
kriging. For each observation day (9 days), 10% of available observations were randomly 
withheld, resulting in a total of 2,475  data points (75 observations locations x 33 
source categories).  Five outlying data pairs (< 0.5%) were removed from this regression.  
Outlying data pairs are determined by examining the distribution of the directly 
calculated  values (mean = 0.84, SD = 0.48) and the kriged  values (mean = 0.83, SD 
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= 0.30) at the withheld observation locations.  Data pairs were removed if either value 
was more than 6 standard deviations from the mean  value.  The removed data points 
(5 points out of 2475) were well outside of this range. The remaining CTM–RM and SH 
factors had a Pearson correlation coefficient of 0.89, a linear regression slope of 0.83 ± 
0.02, and an intercept of 0.14 ± 0.02 (Fig. 2.2).   
 
Figure 2.2. CTM–RM vs. spatial hybrid adjustment factors for withheld CSN 
observations.  Regression statistics: intercept, α = 0.14 ± 0.02; slope, β = 0.84 ± 0.02; and 
correlation coefficient, r = 0.89. 
 
Root mean square errors (RMSEs) were calculated for the adjustment factors by 
source (Eq. 2.4): 
 (2.4) 
RMSEs for all sources were less than 0.4, with the exception of RMSEs for lawn waste 
burning, prescribed burning, and wood stoves (Table A.1).  This is expected given the 
uncertainty in the burn emissions (Table A.2).  Sources such as diesel, liquid petroleum 
gas, non-road natural gas, and Mexican combustion all had very low RMSEs, mean  
values near 1, and median  values near 1.  This indicates that there is little to no 
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adjustment to these source impacts and that kriging captures the  values calculated by 
the CTM–RM application. Mean and median  values are within 20% for most sources 
(Table A.1).  The overall mean  value at withheld observation locations for all sources 
for CTM–RM and SH adjustment factors was 0.84 and 0.83, respectively, indicating a 
high bias in CMAQ–DDM overall, as expected from the base model performance 
evaluation (PM2.5 was biased approximately 40% high). 
Cumulative distributions were examined for CTM–RM and SH adjustment factors 
for each source, and adjustment factors were highly correlated for each source (Fig. A.1).  
Spatial interpolation captured CTM–RM trends for sources dominated by adjustment 
factors near 0.1, such as dust, lawn waste burning, prescribed burning, and wood stoves, 
though did not capture all of the extremely low adjustments (e.g., meat cooking in some 
locations).  Sources that found little adjustment ( ) include aircraft, diesel 
combustion (stationary sources), fuel oil burning, Mexican combustion, non-road liquid 
petroleum gasoline combustion, and sea salt, and were well captured by the spatial 
extension, as demonstrated by nearly identical cumulative distributions.  The cumulative 
distribution plots exceed 1.0 (x-axis) for dust, lawn waste burning, prescribed burning, 
and wood stoves.  These sources are highly variable day-to-day, and CMAQ–DDM 
underestimations are possible in cases where the original emissions missed an actual burn 
or dust event.  
Spatial fields of hybrid adjustment factors are presented for dust, on-road diesel 
and gasoline combustion, and wood stove sources (Fig. 2.3). Average  values over all 
observation days are also presented for reference (Figure A.2). Typically,  values were 
less than 1 for dust and wood stove impacts, indicating a high bias in those source 
impacts in the base CMAQ–DDM simulations.  Spatial field values for on-road diesel 
and gasoline combustion  are generally near one over most of the USA; however,  
values for those sources tend be below one in the southeastern region of the USA.   
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In general, for an  value less than 1, the initial CMAQ–DDM estimate is reduced to be 
more consistent with observations.  In turn, for an  value greater than 1, the initial 
CMAQ–DDM estimate is increased to be more consistent with observations.  An  
value of one indicates that no adjustment to the CMAQ–DDM is necessary to improve 
consistency with observations. As such, after application of the SH method, it was found 
that while many of the source impacts were adjusted relatively little (i.e., ), dust-
related and biomass burning-related impacts were often biased high in the original 
CMAQ–DDM simulation and therefore considerably reduced.   
 
Figure 2.3. Spatial fields of kriged adjustment factors (RjSH) for dust, on-road diesel 
combustion, on-road gasoline combustion, and wood stove sources for January 4, 2004. 
Adjustment factors at CSN monitors (denoted by circles) were generated using hybrid 





The distribution of all  values was approximately lognormal, and an analysis 
was performed to determine whether log-transformation of  values prior to the kriging 
step was necessary to reduce bias in source impact and concentration estimates (Fig. 
A.3).  In one approach, we log-transform the  values at the monitors before kriging, 
and then the kriged values are unlogged before use in reconstruction.  In the second 
approach, we do not log-transform before kriging.  From the analysis it was determined 
that lognormal transformation of  values was not necessary, as no significant difference 
was observed in reconstructed concentrations and source impact fields as a result of the 
transformation. 
Additionally for method evaluation, withheld CSN observations were compared 
with SH concentrations, which were calculated using kriged   values and Eq. 2.3 (Table 
A.3).  The mean concentrations of total PM2.5 for withheld observation locations were 
11.7 (± 8.3), 16.3 (± 11), 8.59 (± 4.7), and 9.2 (± 5.7) µg m
-3
 for the observations, 
CMAQ–DDM, CTM–RM, and SH estimations, respectively.  Levels of crustal metals 
(Al, Si, Ca, and Fe), K, and Cl were biased very high in the base CMAQ–DDM 
simulation, oftentimes an order of magnitude greater than observations.  SH 
concentrations of metals were closer to the CSN observations.  Error in simulated (sim) 
concentrations is calculated using Eq. 2.5: 
        (2.5) 
 In Eq. 2.5, i represents observations and N represents the total number of observations 
withheld for evaluation.  The error was 295% and 139% for CMAQ–DDM vs. 
observations and SH vs. observations, respectively, for vanadium; and 1340% and 326% 
for CMAQ–DDM vs. observations and SH vs. observations, respectively, for manganese.  
The large remaining errors stem from the source profiles leading some elements to being 
biased consistently high and others low.  Further work to optimize source profiles can 
reduce residual errors.   
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Performance indicators for some species indicate poorer correlation, such as the 
beta values for calcium for CMAQ–DDM (beta = 1.22) and SH (beta = 0.16) regression 
comparison (Table A.4).  However, all metrics presented must be taken into account and 
evaluated holistically.  The alpha values for calcium indicate an improvement in 
performance, as the spatial hybrid value (alpha = 0.044) is closer to 0.0 than the CMAQ–
DDM value (alpha = 0.13).  Further, mean concentrations at withheld observation 
locations also indicate better performance of the SH model, where mean calcium 
concentrations were 0.041 (observed), 0.18 (CMAQ–DDM), and 0.050 (SH) (Table A.3).  
According to the mean concentrations, the SH method performs best. Throughout the 
analysis, CMAQ–DDM estimates of trace metal concentrations were orders of magnitude 
too high, while SH results were closer to observations. While some individual metrics 
indicate better performance of CMAQ–DDM, overall performance of the SH method is 
most favorable.  An important point is that the species where performance is less good 
are typically those species that have a smaller role in determining source impacts. For 
example, those species are very trace and/or have high uncertainties in the measurements 
or source profiles relative to their observed concentrations.   
The SH method was further evaluated by comparing simulated concentrations to 
independent data from the SEARCH and IMPROVE networks (Tables A.5-6).  The mean 
concentrations over observation days were compared, as well as regression statistics for 
observations versus modeled results.  For the SEARCH network (N = 8 monitors), 
average concentrations of 15 species were compared to observations.  Error in mean 
concentrations for crustal elements was significantly decreased (CMAQ–DDM and SH): 
Al, 2203 to 540%; Si, 1228 to 271%; K, 365 to 61%; Ca, 402 to 61%; Fe, 260 to 3%; Cu, 
231 to 38%; and Se, 63 to 25%.  For the IMPROVE network (N = 38 monitors), errors in 
mean concentrations for crustal elements were also significantly decreased: Al, 704 to 
24%; Si, 371 to 24%; K, 599 to 48%; Ca, 361 to 36%; Fe, 334 to 18%; Cu, 186 to 57%; 
and Se, 22 to 11%.  Linear regression metrics are also presented for SEARCH and 
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IMPROVE monitors (Tables A.7-8).  Correlations for all SEARCH and IMPROVE 
species did not improve; however, estimation performance for most trace metals and ions 
improved.   
2.3.2 Refined source impacts 
Refined dust and biomass burning source impacts led to better agreement between 
simulated and observed concentrations of crustal (Al, Ca, Fe, Si) and biomass burning-
derived elements (Cl, K).  Original CMAQ–DDM estimates were biased very high for 
these species compared to observations.  This is due to the apparently high bias in source 
impact  profile estimates for biomass burning sources, which do not take into account 
long-range transport and deposition of biomass burning-related PM.  Results suggest that 
due to atmospheric transformation processes, the source impact profiles are in error for 
some species, similar to the findings in Balachandran et al. [64].  Observations for some 
elemental species (Mg, P, V, Se) were highly influenced by measurement limitations (i.e., 
at or below detection limit) and showed the poorest correlation with modeled 
concentrations.  Additionally, conversion of observed carbon species between analytical 
methods, from total optical transmittance to total optical reflectance equivalents, 
introduced potential bias into concentration comparisons.  Other studies have shown that 
conversions may overcorrect observations of carbon species [64].   
Average source contributions to PM2.5 at withheld CSN observation locations 
were ranked from largest to smallest for base CMAQ–DDM, CTM–RM, and SH (Table 
2.1).  The top three sources were wood stoves, dust, and livestock emissions for base 
CMAQ–DDM simulations, the latter source capturing the influence of ammonia 
emissions on the formation of nitrate.  The livestock category includes impacts from 
agricultural and farming activities.  For CTM–RM and SH results, wood stoves (10
th
 for 
both) and dust (13
th
 for CTM–RM, 14
th
 for SH) were ranked much lower than for 
CMAQ–DDM.  Livestock emissions were ranked 1
st
 for both the CTM–RM and SH 
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 for both the CTM–RM and SH applications.  The fuel oil source impact 
ranking increased from 12
th





CTM–RM and SH results, respectively.  The order of source contributions at withheld 
observation locations for the CTM–RM and SH applications compared well, though often 
differed greatly from the base CMAQ–DDM rankings.  The difference in rankings 
between CTM–RM and SH contributions was, at most, two positions.   
The top three sources of primary PM2.5 for January 2004, based on source 
emissions, were dust, wood stoves, and coal combustion, estimated at 1275, 5301, and 
3407 metric tons per day, respectively (Table A.2).  However, uncertainties associated 
with dust and wood stove emissions are much higher than most of the other sources, a 
factor of 10 and 5, respectively [52, 65, 66]. This uncertainty is driven in part by source 
variability.  The large uncertainty and potential bias is reflected in the large shift in 
rankings for dust and wood stove source contributions to PM2.5.  Other biomass burning 
sources such as lawn waste burning and wildfires have similarly large emissions 
uncertainties and likely large temporal variabilities, and their rankings were also 
significantly decreased.   
Coal combustion includes the secondary formation of sulfate and remains in the 
top three sources for average SH PM2.5 contributions, as its emissions uncertainties are 
low due to the availability of continuous emission monitoring data.  SO2 emissions are 
large (Jan. 2004 domain totals: 72924.7 metric tons per day), as are NOX emissions 
(74619.7 metric tons per day) (Table A.9).  During the study period, coal combustion had 
the highest contribution to SO2 emissions (35080.3 metric tons/day) and the second 
highest contribution to NOX emissions (14250.1 metric tons per day) behind mobile 
sources.  The source impacts found here account for the transformation of these gaseous 
emissions from coal combustion. 
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Secondary formation processes increase the impact of coal combustion, biogenic 
and livestock emissions relative to their initial primary PM contribution.  January 2004 
primary PM emissions estimates for biogenic and livestock were ranked 33rd and 31st, 
respectively.  However, CMAQ–DDM, CTM–RM, and SH hybrid contributions ranked 
both sources significantly higher (biogenic rankings: 14th, 11th, and 9th, respectively; 
livestock rankings: 3rd, 1st, and 1st, respectively).  Although primary PM2.5 emissions 
from these sources are not large, secondary processes and emissions from gaseous 
precursors led to high source contributions (Table A.9).  Biogenic sources emit large 
quantities of volatile organic compounds which go on to form secondary organic 
aerosols.  Livestock emissions of gaseous ammonia react with sulfate, nitrate, and other 
acids to form ammonium salts.  Therefore, the SH method captures and refines impacts 





Table 2.1.  Source category abbreviations with average CMAQ–DDM, CTM–RM, and SH (spatial hybrid) source contributions to 
PM2.5 concentrations for withheld CSN observation locations (N = 75 observations) for January 2004.  Note: all averages and standard 
deviations are expressed in µg m-3.  Average total mass of withheld observations, and corresponding CMAQ–DDM, CTM–RM, and 
SH estimates were 11.7 (± 8.3), 16.3 (± 11), 8.59 ± 4.7, and 9.2 (± 5.7) µg m-3, respectively.  NR = Non-road, CM = Combustion.  
Source Categories Abbreviation CMAQ–DDM CTM–RM SH Hybrid 
  Avg. St. Dev. Rank Avg. St. Dev. Rank Avg. St. Dev. Rank 
Agricultural Burning AGRIBURN 0.0040 0.003 25 0.0016 0.011 26 0.0012 0.0052 28 
Aircraft Emissions AIRCRAFT 0.0038 0.013 26 0.0037 0.013 25 0.0038 0.013 25 
Biogenic Emissions BIOGENIC 0.074 0.22 14 0.069 0.22 11 0.074 0.22 9 
Coal CM COALCMB 0.16 0.39 9 0.15 0.38 4 0.15 0.38 3 
Diesel CM. DIESELCM 0.00060 0.0017 30 0.0006 0.0017 30 0.0006 0.0017 30 
Dust DUST 0.36 0.095 2 0.061 0.22 13 0.048 0.12 14 
Fuel Oil CM FUELOILC 0.14 0.54 12 0.14 0.62 6 0.14 0.63 5 
Livestock Emissions LIVEST2 0.31 0.89 3 0.31 0.85 1 0.31 0.88 1 
Liquid Petroleum Gas CM LPGCMB 0.0043 0.013 24 0.0043 0.013 24 0.0043 0.013 24 
Lawn Waste Burning LWASTEBU 0.10 0.032 13 0.018 0.067 21 0.010 0.026 22 
Metal Processing MEATALPR 0.18 0.16 7 0.12 0.70 7 0.064 0.22 12 
Meat Cooking MEATCOOK 0.034 0.089 19 0.034 0.10 16 0.032 0.10 17 





Table 2.1 Continued 
Source Categories Abbreviation CMAQ–DDM CTM–RM SH Hybrid 
  Avg. St. Dev. Rank Avg. St. Dev. Rank Avg. St. Dev. Rank 
Mineral Processing MINERALP 0.030 0.062 21 0.026 0.075 19 0.024 0.076 19 
Natural Gas CM NAGASCMB 0.17 0.21 8 0.11 0.36 8 0.078 0.20 8 
NR Diesel CM NRDIESEL 0.14 0.48 11 0.14 0.73 5 0.14 0.73 4 
NR Fuel Oil CM NRFUELOI 0.010 0.036 23 0.010 0.041 23 0.010 0.039 23 
NR Gasoline CM NRGASOL 0.063 0.22 16 0.061 0.23 14 0.064 0.23 13 
NR Liquid Petroleum Gas CM NRLPG 0.0014 0.0056 28 0.0014 0.0056 27 0.0014 0.0056 26 
NR Natural Gas CM NRNAGAS 0.0005 0.0014 31 0.0005 0.0014 31 0.0005 0.0014 31 
Other NR Sources NROTHERS 0.0005 0.0012 32 0.0005 0.0012 32 0.0005 0.0012 32 
Open Fires OPENFIRE 0.15 0.099 10 0.021 0.11 20 0.017 0.10 20 
On-road Diesel CM ORDIESEL 0.070 0.17 15 0.066 0.19 12 0.068 0.19 11 
On-road Gasoline CM ORGASOL 0.27 0.60 4 0.20 0.54 2 0.24 0.62 2 
Other CM Sources OTHERCMB 0.040 0.072 18 0.029 0.14 18 0.026 0.11 18 






Table 2.1 Continued 
Source Categories Abbreviation CMAQ–DDM CTM–RM SH Hybrid 
  Avg. St. Dev. Rank Avg. St. Dev. Rank Avg. St. Dev. Rank 
Prescribed Burning PRESCRBU 0.032 0.054 20 0.031 0.24 17 0.032 0.24 16 
Railroad Emissions RAILROAD 0.013 0.046 22 0.013 0.046 22 0.013 0.045 21 
Sea salt SEASALT 0.0001 0.0005 33 0.0001 0.0005 33 0.00 0.0 33 
Solvent Emissions SOLVENT 0.051 0.094 17 0.044 0.14 15 0.040 0.13 15 
Wildfires WILDFIRE 0.0018 0.0034 27 0.0012 0.0033 28 0.0013 0.00 27 
Wood fuel Burning WOODFUEL 0.22 0.28 5 0.20 1.3 3 0.12 0.90 6 





2.3.3 Refined spatial fields 
Base CMAQ–DDM spatial fields were refined by applying  fields for each 
source and on each observation day.  An example of the adjustment can be found in 
Figure 2.4, where the CMAQ–DDM spatial field of dust impacts is adjusted on January 4, 
2004.   Sources with high occurrences (~ >50%) of adjustment factors less than 1 include 
biomass burning, metals processing, and natural gas combustion, and refined spatial 
fields for these sources are presented in the supplemental information (SI Figs. A.5-A.7).  
Biomass burning includes impacts from agricultural burning, lawn waste burning, open 
fires, prescribed burning, wildfires, wood fuel burning, and wood stoves.  The SH method 




 in the eastern 
USA and for portions of the west coast (Fig. A.4), largely driven by the observed 
potassium and organic carbon (OC) levels being lower than simulated levels.  On average, 
CMAQ–DDM simulated levels were a factor of 3.1 (± 1.1) times higher than SH values 
on Jan. 4
th
, and a factor of 5.2 (± 1.0) times higher on Jan. 22
nd
.   Metal processing 
impacts were reduced for areas highly impacted by smelting and metal works industries 
including the Ohio River valley and mid-Atlantic regions (Fig. A.5).  On average, the 
CMAQ–DDM values were 21 (± 21) % higher than SH values on Jan. 4
th
, and 25 (± 
21) % higher on Jan. 22
nd 
for metal processing impacts.  Natural gas combustion impacts 
(area and point sources only) were reduced for the southeastern USA, the Ohio River 
valley region, the Gulf of Mexico states, and parts of California and Texas (Fig. A.6).  On 
average, CMAQ–DDM levels were 35 (± 14) % higher than SH values on Jan. 4
th
, and 72 
(± 28) % higher on Jan. 22
nd 






Figure 2.4. Hybrid-kriging adjustment of the dust impacts on PM2.5 on January 22, 2004: 
(a) original CMAQ–DDM simulation of dust source impacts; (b) spatial field of hybrid 








 Refined spatial fields  of Jan. 2004 averaged source impacts are presented for 
eight sources: (c,d) dust, (e,f) on-road mobile sources, (g,h) coal combustion, (i,j) sea 
salt, (k,l) metal-related sources, (m,n) fuel oil combustion, (o,p) biomass burning, and 
(q,r) agricultural activities (Fig. 2.5).  Total PM2.5 concentration fields are also included 
with overlapped observed concentrations from January 28
th
 (a,b).  The CMAQ–DDM 
spatial field overestimates concentrations in the Eastern USA,  while overlapped 
concentrations agree more with spatial hybrid results.  Modeled concentrations at 
monitors in mountainous areas, such as Salt Lake City, Utah, are underestimated due to 
local meteorological conditions [67, 68].  Wintertime temperature inversions, which 
cause stagnation in air circulation and consequently high air pollution episodes in 
industrial valleys, are challenging to capture in models.   
Improved spatial field correlation is reflected in monthly averaged spatial fields 
(Fig 2.5).  SH dust impacts are greatly reduced domain-wide as compared to CMAQ–
DDM. Monthly averaged refinement of biomass burning, where impacts were also 
greatly reduced,  and metal-related source impact fields are consistent with results 
previously mentioned for Jan. 4
th
 and Jan. 22
nd
.  Sea salt impacts are localized to coastal 
areas as expected, and agricultural activity most greatly impacts the mid-western U.S., an 
area dominated by farm lands.  Coal and fuel oil combustion impacts are highest in the 
eastern USA and western Mexico (fuel oil only) and were adjusted very little as 






Figure 2.5. Average CMAQ–DDM and spatial hybrid source impacts on PM2.5 for 
observation days in Jan. 2004 for eight source categories.  Total PM2.5 with overlapped 
PM2.5 observations for Jan. 28th (a,b). Impact of (c,d) soil/crustal material, (e,f) traffic-
related sources, (g,h) coal combustion, (i,j) sea salt aerosol, (k,l) metal-related sources, 














Figure 2.5 Continued. 
 
2.4 Discussion 
The SH method uses observations and modeled concentrations of species to adjust 
impacts on a source-by-source basis to provide spatially and temporally detailed source 
impact fields.  The SH method also captures the impacts of secondary aerosol formation 
from precursor emission sources. Hybrid adjustment factors can be used to estimate the 
amount of change in emissions necessary for modeled results to better reflect 
observations, as emissions are roughly proportional to source impacts for primary sources 





CTM–RM model and generating spatial fields of adjustment factors.  Kriging does not 
introduce significant error, as the adjusted fields maintain the spatial and temporal 
variability of the original fields, and this application led to simulated PM2.5 mass 
concentrations being closer to observations.  Adjusted spatial fields of source impacts 
capture prior knowledge of emissions impacts, meteorology, and chemistry. The SH 
method also improves simulated estimates of crustal and trace metal concentrations.   
The SH method is being developed both to develop spatiotemporally accurate 
source impact fields that are consistent with observations, and also to provide an 
approach to increase our understanding of the spatiotemporal characteristics of source 
impacts in the United States.  We find widespread adjustment to biomass burning and 
dust impacts (Rj less than 1).   These source impacts are consistent with observations, 
emissions estimates, and atmospheric transport and transformation. The SH method is 
also novel in that, although some sources may not emit a certain pollutant, there still may 
be some interactions with emissions from other sources leading to those species being 
part of the source impact.  For example, in the case of agricultural fertilizer emissions, 
although NOx is not directly emitted, the influence on nitrate concentrations is calculated. 
Although traditionally not quantified in receptor-oriented source apportionment methods, 
taking into account inter-source interactions is important for determining the primary and 
secondary impacts of sources on air quality.  This hybrid source- and receptor-oriented 
approach takes this into account and can determine impacts from elusive source 
interactions.  However, this also shows that the formation of secondary species is often 
dependent upon multiple sources, and the impact of one source is dependent upon other 
sources, leading to ambiguity in source attribution.  The approach here uses the 
sensitivities at current conditions, though also conducts a mass balance on a species-by-





Spatial hybrid inputs, methods, and results have inherent uncertainties and 
challenges that are associated with implementation.  Input uncertainties include 
measurement error and challenges are posed with temporal availability and spatial 
representativeness of concentrations.  Emissions inputs for each source are available at 
different temporal and spatial scales.  For instance point source emissions are available at 
hourly intervals in some cases, while dust emissions are highly variable, both spatially 
and temporally. Area source emissions are estimated at weekly or monthly intervals and 
averaged source fingerprints for the primary components of the PM2.5 emissions are used, 
which removes the consideration of locally varying source composition. Physical 
processes in CMAQ–DDM are uncertain as modeling atmospheric behavior is a complex 
undertaking. Also, first-order sensitivity approaches may not capture all nonlinearities in 
source-receptor relationships. SH results are also subject to potential systematic bias from 
the optimization and kriging steps, though our evaluation suggests those biases are 
minimal.   
2.5 Conclusion 
The spatial hybrid model is an effective approach for reducing the error in 
simulated source impact spatial fields through statistical optimization, instead of re-
running CMAQ–DDM which is more computationally expensive.  Despite the several 
points of uncertainty, SH source apportionment can provide daily, spatially complete 
source impacts across a large domain over a long time period.  The SH technique does 
not necessarily isolate specific atmospheric processes, as it is not a chemistry or physics 
model.  It is a model based on statistics with the assumption that by incorporating 
observations (truth) and modeled atmospheric processes (prediction), two results can be 
statistically combined together to yield a better approximation of source impacts.  Efforts 
are continual for reducing uncertainties, increasing the time span of available results, and 





field measurements.  In future studies, the model will be extended temporally to generate 
daily, adjusted spatial fields for the continental USA for multiple years and to develop 
improved source profiles for emissions characterization.  Results from SH 
implementation are beneficial to policy makers, public health analysts, and other air 
quality scientists that use spatially and temporally complete source impact data in studies 
where outcomes influence human welfare. 
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REGIONAL AND SEASONAL ANALYSIS FOR A MULTI-YEAR 
STUDY USING A HYBRID SOURCE APPORTIONMENT MODEL 
Abstract 
 Fine particulate matter is an important criteria pollutant due to the risk of 
exacerbating existing cardiovascular and respiratory conditions as a result of acute or 
prolonged exposure.  Recent epidemiologic studies have been conducted that seek to 
determine correlations between PM2.5 concentrations and source impacts and the 
occurrence of adverse health effects.  In previous studies, a hybrid source apportionment 
method was developed that uses chemical transport modeling (CTM) and receptor 
modeling (RM) frameworks to estimate source impacts.  This hybrid CTM-RM method, 
along with geostatistical methods, is used to generate spatial fields of source impacts that 
are adjusted to better match observed data.  Here, this spatial hybrid (SH) method is 
implemented for three years 2005-2007 to determine regional and seasonal trends in 
PM2.5 source impacts over the continental U.S.  Daily source impacts are generated for 16 
unique source categories at 36-km resolution.  A comparison is conducted for 3 U.S. 
metropolitan areas to analyze model representation of impacts on PM2.5 in both urban and 
rural areas.  Source impacts are also compared with results from other studies conducted 
as part of PM2.5 NAAQS attainment efforts.   
3.1 Introduction  
 Fine particulate matter pollution, particles with an aerodynamic diameter of 2.5 
microns or less, was deemed a criteria pollutant under the Clean Air Act, which was 





the standard for concentrations of primary and secondary PM2.5 has changes six times.  
The initial standard for 24-hour averaged primary PM2.5 was 260 µg per m
3 
in 1971, then 
changed to 65 µg per m3 in 1997, and the current standard set in 2012 is 35 µg per m3, 
with other changes in between (U.S. Environmental Protection Agency (EPA)).  The 
tightening of standards over the past four decades is also extended to the annual average 
standard.  The 1971 annual standard was 75 and 60 µg per m3 for primary and secondary 
PM2.5, respectively.  The most recent annual standard, set in 2012, is 12 and 15 µg per m
3 
for primary and secondary PM2.5, respectively. 
The Clean Air Act requires the U.S. EPA to designate areas as either 
“unclassifiable/attainment” or “nonattainment” after changing or revising the standard 
(See Supplemental Information for a map of EPA regions).  An area is classified as 
nonattainment if the PM2.5 standards have been violated in that area over a three-year 
period. The EPA issued designations in 2005 for the 1997 standard, in 2009 for the 2006 
standard, and designations are currently in progress for the 2012 standard.  Many areas 
moved into attainment after the 2009 designation, even with the tighter standard.  Several 
major metropolitan areas were designated as nonattainment during both periods.  In some 
cases, areas that were deemed in attainment in 2005 were re-classified as nonattainment 
areas in 2009.   
Several source apportionment and PM2.5 composition studies were conducted for 
nonattainment regions in response to the new 2006 standard to determine which sources 
were affecting the regions and which compounds were dominating the observed PM2.5 
mass.  Pancras et al. conducted a PMF study for measurements collected in July and 
August 2007 in Dearborn, Michigan, a nonattainment area in the Detroit area [69].  This 
area in particular has several major industrial facilities such as iron and steel 
manufacturing, petroleum refining, and lime production.  However, it was determined 





and not industrial sources.  Similarly, Clements et al. conducted a PM2.5 composition 
study (February 2009 to February 2010) for Pinal County, AZ which was designated as a 
nonattainment area in 2009 for violation of the 2006 standard [70].  The potential sources 
of PM2.5 in this area include railroad and roadway traffic, agricultural and livestock 
operations, and natural desert emissions.  Results from the composition analysis indicated 
that the dominant sources of PM2.5 were crustal materials and organic matter, where 
seasonality of these species was correlated with tilling and harvesting activities.  PM2.5 
composition studies were conducted for other nonattainment areas such as the San 
Joaquin Valley, California[71], Fairbanks, Alaska[72], Steubenville, Ohio[73], and 
Braddock (Pittsburgh), Pennsylvania[74]. 
The objective of this work is to examine the spatial and temporal trends of PM2.5 
source impacts over the continental U.S. for the period 2005-2007 with a focus on 
examining impacts on nonattainment areas and well as identifying the greatest impacting 
sources and comparing results to previous nonattainment studies.  A novel, hybrid source 
apportionment method with spatial capabilities is employed to generate source impacts 
over the continental U.S. for 16 distinct source categories, including biomass burning, 
agricultural activities, livestock operations, and fossil fuel combustion.  This study 
highlights the utility of the spatial hybrid source apportionment methods in evaluating 
regions for NAAQS attainment.  
3.2 Data and Methods 
3.2.1 Data  
Observations from the Chemical Speciation Network (CSN) are used for model 
calibration and evaluation (USEPA) (Fig. 3.1).  Available from the CSN network is total 
PM2.5 mass, carbon species, major ions, and 35 metal species.  PM2.5 mass and full 





year period (2005-2007). Organic and elemental carbon measurements were converted 
from TOT to TOR equivalents using methods from a previous study [75].  Site-days with 
any missing species concentrations were excluded from the hybrid optimization.  
 
 
Figure 3.1: Modeling domain and CSN monitors (blue dots) used in this study. 
 
3.2.2 CMAQ–DDM Modeling  
The Community Multi-Scale Air Quality (CMAQ) model is a chemical transport 
model that is equipped with the ability to estimate model sensitivities to perturbations in 
inputs or boundary conditions by implementing the decoupled direct method (DDM) for 
three-dimensional air quality models [46, 49, 76]. CMAQ-DDM modeling was 
performed for a three-year period from 2005 to 2007, using a 36-km resolution grid 
applied over the continental U.S. (CONUS), and the modeling domain includes southern 
Canada and northern Mexico.   Meteorological inputs were generated using the Weather 
Research and Forecasting (WRF) v3.3.1 with the Pleim-Xiu land-surface model, Kain-
Fritsch cumulus parameterization, Morrison 2-moment micro physics, RRTM longwave 
radiation, Dudhia shortwave radiation, and the ACM2 planetary boundary layer scheme 





Emissions (SMOKE) model (v2.6 and v3.1) [77].  The 2005 National Emissions 
Inventory (NEI) was used for modeling 2005 and 2006 source impacts (SMOKE v2.6).  
The 2008 NEI was used to produce a 2007-based inventory, and this 2007 inventory was 
used for modeling 2007 impacts (SMOKE v3.1).  Over the course of this study, a new 
version of CMAQ-DDM was released by the EPA, and two versions were used to model 
source impacts.  The 2006 modeling was performed with CMAQ-DDM v4.7, and the 
2005 and 2007 modeling was performed with CMAQ-DDM v5.0.2.  The effects of the 
use of different emissions inventories and modeling versions will be discussed in the 
results section. 
3.2.3 Spatial Hybrid Method 
The CMAQ-DDM model was used to generate sensitivities of PM2.5 to 16 unique 
sources (Table 3.1), and these sensitivities are used as the base (or initial) source impact 
estimates [49].  The spatial hybrid (SH) method for source apportionment combines 
geostatistical methods with chemical transport model (CTM) and receptor model (RM) 
capabilities to generate spatial fields of PM2.5 source impacts.  Details on the SH method 
can be found in Ivey et al. (2015) but methods are briefly summarized here [21].  The 
hybrid CTM-RM model (Eq. 3.1) is solved using nonlinear optimization, resulting in 
source impact adjustment factors (Rj) that are used to adjust base case CMAQ-DDM 
source impacts:   
   (3.1) 
In Eq. 3.1,  is the target function to be minimized and is made up of an error term (the 
first term on the right hand side) and a term that penalizes adjusting source impacts 
(second term);  and  are observed and CMAQ-simulated concentration of species 
i, respectively;  is the base-case CMAQ-DDM impact of source j on species i; 





source impacts, respectively; and  is a weighting term to balance the first and second 
terms and ensure a physically relevant solution. Refined concentrations and source 
impacts are expressed by Eqs. 3.2 and 3.3: 
     (3.2)        
       (3.3) 
Kriging is employed to spatially interpolate hybrid adjustment factors ( ) for 
each source category at monitoring locations with available speciated PM2.5 
measurements, where speciation data are typically available every third day.  Due to the 
limited availability of observation data, a temporal interpolation approach is implemented 
to allow for daily adjustment of source impact spatial fields, instead of adjusting fields 
only on days with available data.  This is achieved by temporally interpolating spatial 
fields of adjustment factors, where at most two days are interpolated.  After grid-by-grid 
temporal interpolation for each source category, daily spatial fields of adjustment factors 
are applied to daily base CMAQ-DDM spatial fields.  Finally, the SH method yields daily 
spatial fields of sources impacts that more closely capture observed data.   
Table 3.1: Source categories for the multi-year study of source impact spatial fields 
Source  Source 
1. Agricultural Activities and Livestock Operations 9. Natural Gas Combustion 
2. Aircraft 10. Non-road Diesel 
3. Biogenics 11. Non-road Gasoline 
4. Coal Combustion 12. On-road Diesel 
5. Dust 13. On-road Gasoline 
6. Fires 14. Others 
7. Fuel Oil Combustion 15. Sea Salt 
8. Metals Processing 16. Wood Burning 
 
 






3.3.1 Multi-year adjustment factors 
The spatial hybrid method was applied for years 2005-2007, and distributions of 
the resulting adjustment factors for 16 source categories are presented in Figure 3.2.  The 
distributions highlight the temporal characteristics of the adjustment factors for each year 
and each source.   The adjustment factors for agriculture/livestock activities, aircraft, coal 
combustion, fuel oil and natural gas combustion, and non-road diesel and gasoline 
vehicles are mostly 1, indicating little to no change in the optimized source impact over 
the three years.  For these sources, the 2006 adjustment factors have a slightly larger 
spread indicating the source impacts in 2006 underwent more change than the 2005 and 
2007 impacts.  Adjustment factors for biogenic are mostly greater than one for all three 
years, indicating an overall increase in biogenic impacts after optimization.  Adjustment 
factors for dust, fire, and wood burning have very wide distributions, indicating that the 
source impact adjustment was variable over all monitors.  This is expected due to the 
highly variable nature of these sources and the high uncertainty in the emissions from 
these sources.  Capturing the spatial and temporal behavior of sporadic wildfires, dust, 
and residential wood burning is often difficult to capture, and emissions from these 
sources are typically averaged over a specified time period.  For on-road gasoline and 
diesel sources, distributions are close to one for all three years; however, 2006 had more 
factors less than one (indicating a reduction in impact) and 2007 had more factors greater 
than one (indicating an increase in impact).  Adjustment factors for metals processing 
were less than or equal to one for all three years, indicating a reduction in impacts for 
most locations.   
While the general distribution of the adjustment factors is similar over the three 
year period, there are subtle differences year-to-year that reflect the various biases 
present in each modeling scenario. The 2006 modeling was conducted using a different 





difference in the modeling versions is that fewer metals were directly output from v4.7.1, 
which introduces added bias in the simulated metals concentrations, as any metal that is 
not directly output is derived using source profiles.  With inherent uncertainty in the 
source profiles, the derived metals concentrations are less certain than those directly 
calculated by CMAQ-DDM.  In future work, methods are developed to address the 
uncertainties in the PM2.5 source profiles. (Ch. 4).  
3.3.2 Spatial Hybrid PM2.5 Concentrations 
Modeled concentrations of PM2.5 are compared with observations to evaluate the 
hybrid source apportionment application over three years.  Total PM2.5 mass at CSN 
locations was compared to corresponding CMAQ-DDM and SH estimated PM2.5.  Mean 
concentrations were as follows: observations (2005: 13.8 ± 8.9 µg/m3, 2006: 12.3 ± 7.6 
µg/m3 , 2007: 13.2 ± 8.7 µg/m3); CMAQ-DDM (2005: 12.5 ± 8.3 µg/m3, 2006: 12.4 ± 8.4 
µg/m3 , 2007: 6.6 ± 5.1 µg/m3); and SH (2005: 11.7 ± 7.5 µg/m3, 2006: 10.2 ± 6.5 µg/m3 , 
2007: 7.8 ± 8.6 µg/m3) (Table B.1).  Mean concentrations for 2005 and 2006 CMAQ-
DDM were closer to observations than SH, and 2007 SH concentrations were closer to 
observations.  Scatter plots for observations and modeled concentrations of PM2.5 indicate 
little difference in scatter about the 1-to-1 line for all three years (Fig. 3.3). Though mean 
concentrations from CMAQ-DDM were closer to observations than SH concentrations, 
correlations between observations and CMAQ-DDM/SH estimates are similar: 
observations vs. CMAQ-DDM (2005: 0.13, 2006: 0.50, 2007: 0.32); observations vs. SH 
(2005: 0.13, 2006: 0.55, 2007: 0.36) (Table B.1).  Mean bias was higher for SH in 2005 
(CMAQ = -1.3, SH = -2.1) and 2006 (CMAQ = 0.0, SH = -2.1) and higher for CMAQ-
DDM (CMAQ = -6.7, SH = -5.4) in 2007.  These differences may be attributed to the 
differences in the emissions inventories used for the three modeling scenarios; 2005 and 
2006 were modeled using the 2005 emissions platform and 2007 was run using the 2008 













Figure 3.3: Observed and modeled PM2.5 scatter plots for 2005-2007.  Results are 





3.3.3 Multi-year Source Impacts 
Hybrid-optimized source impact spatial fields produced for 16 distinct source 
categories for years 2005-2007 (Table 3.1).  Monthly-averaged source impact spatial 
fields for nine sources are highlighted in this section: agricultural/livestock operations, 
biogenics, coal combustion, dust, fires, natural gas combustion, on-road diesel vehicles, 
on-road gasoline vehicles, and wood burning (Figs. B.1-B.9). For agricultural/livestock 
impacts, peak impacts occur in March and November of 2005-2007 (~5 µg·m-3), which is 
consistent with planting and harvest activities (Fig. B.1). The impacts are greatest in the 
Ohio River Valley region where agricultural activity is highly concentrated.  
Agricultural/livestock impacts decrease from 2005 to 2007.  This occurrence is most 
likely due to the use of a different algorithm for the temporal allocation of agricultural 
ammonia emissions in SMOKE v.3.1.  The spatial distribution of agricultural impacts is 
similar over the three years.   
For biogenic impacts, peak impacts occur from May to September (~3 µg·m-3), 
which is consistent with the active season for most plant life (Fig. B.2). Greatest impacts 
are seen in the Southeast and the Pacific Northwest.  Biogenic impacts are smaller in 
2005 and 2007 which is possibly due to the addition of meteorology-based temporal 
profiles.  For coal combustion impacts, the spatial and temporal variability are consistent 
over the three year period (Fig. B.3). Impacts peak during summer months (~4 µg·m-3), 
and display a gradual decrease over the time period of study.  The confidence in this 
decrease as an actual occurrence is high due to the low uncertainty in the emissions from 
coal combustion sources, as most large sources operate with continuous emissions 
monitoring (CEM).  
For dust, peak impacts are seen in 2007 (~2 µg·m-3) and are lowest (~0.2 µg·m-3) 
in 2006, and impacts vary in magnitude inter-annually (Fig. B.4). Spatially, dust impacts 





SMOKE versions where a meteorological adjustment is applied in the 2007 case.  For 
open fire (agricultural, prescribed, and wild fires) impacts, the highest impacts are seen in 
the southeast in the colder months and western U.S. in the summer months, which is 
consistent with prescribed burning and wildfire seasons (~5 µg·m-3) (Fig. B.5).  Fire 
impacts are much higher in 2007 case, likely due to the change in fire emissions from 
being monthly-averaged in 2005 and 2006 to being provided at daily intervals in 2007. 
For natural gas impacts, spatial and temporal variability is consistent over the three year 
period (Fig. B.6). Peak impacts do not follow a seasonal trend (~1 µg·m-3), and are 
highest over the eastern U.S. and California.   
For on-road diesel vehicles, impacts are highest in 2005 (~2 µg·m-3) and decrease 
over the following two years (Fig. B.7).  Impacts are highest in the eastern U.S., the 
Central Valley in California, and in the urban areas of the intermountain west (Salt Lake 
City, Utah; Boise, Idaho; Santa Fe, New Mexico; Phoenix, Arizona.  For on-road 
gasoline impacts, impacts peak in 2005 and decrease over the next two years (~2 µg·m-3) 
(Fig. B.8). There is no apparent seasonal pattern in the on-road gasoline impacts, and 
impacts are highest in the eastern U.S. and near urban areas.  For wood burning impacts 
(residential and industrial wood burning), highest impacts are seen in the northern half of 
the U.S. in the colder seasons, which is consistent with wood burning for heating 
activities (~4 µg·m-3)  (Fig B.9).  Higher impacts are seen in 2005 and 2007 because the 
2006 optimization reduced wood burning impacts for 2006 more than for other years, 
possibly due to higher biases in metals concentrations related to wood burning in 2006.  
3.3.4 Urban-Rural Analysis 
PM2.5 concentrations and source impacts are compared for three major U.S. 
metropolitan areas: Atlanta, GA; Denver, CO; and Los Angeles, CA. Results are 





rural location to determine the spatial differences in source contributions and model 
performance compared to observations.   
Atlanta, GA 
The urban site for Atlanta, GA is located near a major interstate roadway, and the 
rural site is located in northern GA Mountains. The two sites are located approximately 
160 km apart (Fig. 3.4).  Overall, for both urban and rural locations, SH concentrations 
are less than observations where the 3-year averaged PM2.5 concentrations were 15.3 
(urban obs.), 10.4 (urban SH), 11.4 (rural obs.), and 5.42 (rural SH) µg/m
3
 (Fig. 3.5, top). 
SH underestimates of PM2.5 are more pronounced during winter and fall. The SH model 
does capture the urban-rural spatial gradient seen in observations where urban 
concentrations are higher than rural concentrations. The correlation between observations 
and SH concentrations is better at the urban site (r = 0.47) compared with the correlation 
at the rural site (r = 0.28). Note that, if either CSN or IMPROVE measurements were 
missing, data for the day was excluded from the average and correlation calculations. 
 
 
Figure 3.4:  An urban and rural monitoring site in the Atlanta, GA area: South DeKalb 







SH source impacts indicate that biomass burning, coal combustion, and mobile 
sources contribute the largest fractions of PM2.5 mass in both the urban and rural locations, 
with only slight differences between urban (Fig. 3.5, middle) and rural contributions (Fig. 
3.5, bottom).  For example, mobile sources contribute a higher percentage in the urban 
location, considering the proximity of Cohutta (rural site) to a major interstate. As stated 
previously, some year-to-year differences in contributions can be attributed to the use of 
different emissions inventories for the three-year period, where the 2005 and 2007 results 
share the common inventory.  For example, agricultural impacts contribute a greater 
percentage of mass in 2006 on average (11%) compared to the other years (2-3%), while 
biomass burning contributes a greater percentage in years 2005 and 2007 on average (20-
40%) compared to 2006 (3%).  Coal combustion contribution is slightly lower in 2007 
(10% in 2007 and 20% in 2005 and 2006)) and mobile sources contribution is slightly 
higher in 2006 (30% in 2006 and 20% in 2005 and 2007).  Coal and mobile contributions 
are more stable than biomass burning and agricultural/livestock activities over the three-






Figure 3.5: PM2.5 concentrations (µg/m
3
) and source impacts (%) for the urban and rural monitoring sites in the Atlanta, GA area.  
Top: Observed and SH modeled PM2.5 concentrations for 2005-2007. Middle: SH source impacts for the urban site. Bottom: SH 






The urban site for Denver, CO is located near a major interstate roadway, and the 
rural site is located in Rocky Mountain National Park. The two sites are located 
approximately 100 km apart (Fig. 3.6).  Overall, for both urban and rural locations, SH 
concentrations are slightly less than observations, where the 3-year averaged PM2.5 
concentrations were 9.55 (urban obs.), 8.26 (urban SH), 3.27 (rural obs.), and 2.99 (rural 
SH) µg/m
3
 (Fig. 3.7, top).  The SH model does capture the urban-rural spatial gradient 
seen in observations, where urban concentrations are higher than rural concentrations.  
Correlations between observations and modeled concentrations are not strong (urban: r = 
0.15; rural: r = -0.08), indicating that the SH concentrations do not capture daily temporal 




Figure 3.6:  An urban and rural monitoring site in the Denver, CO area: Birch Street 












Figure 3.7: PM2.5 concentrations (µg/m3) and source impacts (%) for the urban and rural monitoring sites in the Atlanta, GA 
area.  Top: Observed and SH modeled PM2.5 concentrations for 2005-2007. Middle: SH source impacts for the urban site. 





SH source contributions for the Denver, CO area indicate that coal combustion, 
biomass burning, dust, and mobile sources are the highest contributors in the urban 
location (Fig. 3.7, middle), while coal combustion, biomass burning, and dust are the 
highest contributors in the rural location (Fig. 3.7, bottom).  The relative contribution of 
coal combustion is higher at the urban location and is highest in 2006 (urban: 20% (2005), 
26% (2006), 8% (2007); rural: 13% (2005), 23% (2006), 12% (2007)).  The relative 
biomass burning contribution is highest in 2007 in both the urban (32%) and rural (29%) 
locations.  The relative dust contribution is higher in the rural location for all three years 
(urban: 9% (2005), 3% (2006), 12% (2007); rural: 24% (2005), 7% (2006), 17% (2007)).  
The mobile contribution is less at the rural location, where the average relative gasoline 
contribution is half of that at the urban location.  As seen for the Atlanta area, the highest 
contribution of agricultural/livestock impacts in the Denver areas are seen in 2006, where 
the rural contribution is higher than the urban contribution (urban: 8%, rural: 17%).  
 
Los Angeles, CA 
The urban site for Los Angeles, CA is located near a major interstate roadway, 
and the rural site is located in the San Bernardino Mountains. The two sites are located 
approximately 160 km apart (Fig. 3.8).  On average, SH concentrations (9.34 µg/m
3
) 
were lower than observations (17.2 µg/m
3
) in the urban locations, and SH concentrations 
(8.44 µg/m
3
) were higher than observations (5.02 µg/m
3
) in the rural location (Fig. 3.9, 
top).  The SH model does not capture the steep urban-rural spatial gradient seen in 
observations, where urban concentrations are much higher than rural concentrations.  
Correlations between observations and modeled concentrations are fair and are similar in 
both locations (urban: r = 0.33; rural: r = 0.32), indicating that the performance of SH 
concentrations capturing daily temporal variations is similar in both urban and rural 








Figure 3.8:  An urban and rural monitoring site in the Los Angeles, CA area: North Main 
Street (CSN) and San Gorgonio Wilderness (IMPROVE). 
 
The SH source contributions indicate that dominant sources of PM2.5 in both 
urban (Fig. 3.9, middle) and rural (Fig. 3.9, bottom) locations are biomass burning, 
mobile vehicles, and other (unspecified sources). On average, biomass burning had a 
higher contribution at the rural site compared to the urban site (urban: 29% (2005), 4% 
(2006), 30% (2007); rural: 40% (2005), 6% (2006), 33% (2007)). Mobile vehicle 
contribution was higher at the urban location, and diesel vehicle impacts were higher than 
gasoline vehicle impacts. Contributions from other (unspecified) sources were similar in 
the urban and rural locations (urban: 17% (2005), 28% (2006), 12% (2007); rural: 14% 
(2005), 24% (2006), 15% (2007)). Dust was a more dominant contributor to PM2.5 mass 








Figure 3.9: PM2.5 concentrations (µg/m3) and source impacts (%) for the urban and rural monitoring sites in the Los Angeles, 
CA area.  Top: Observed and SH modeled PM2.5 concentrations for 2005-2007. Middle: SH source impacts for the urban site. 





3.3.5 Receptor Model Comparison 
Source impacts are analyzed for three areas designated as nonattainment in 2009 
for violation of the 2006 NAAQS for PM2.5.  These areas challenged to meet the hourly or 
annual PM2.5 standards due to local emissions and meteorological conditions.  Spatial 
hybrid source impacts are compared to data from receptor modelling studies conducted 
for these areas during the designation time period.  Dearborn, Michigan is a city on the 
outskirts of the major city of Detroit whose air quality was influenced by several 
industrial sources (metallurgical coke production, iron and steel production, slag 
processing, oil refining, electric power generation, automobile manufacturing, metals 
recycling, incineration, and construction materials facilities) near the time of this current 
study [69].  Sampling was conducted over 29 days in July and August 2007, where 
hourly PM2.5 mass, gases (NOx, SO2, and CO), elemental carbon, and organic carbon 
were measured.  Source apportionment was conducted using PMF, and results indicated 
that the highest impacting source was secondary sulfate (6.89 µg·m-3), followed by road 
dust/crustal material (1.99 µg·m-3), secondary nitrate (1.61 µg·m-3), and mobile sources 
(1.27 µg·m-3).  Averaged spatial hybrid results for summer 2007 (June, July, August) 
indicate that the highest impacting sources for Dearborn, MI are fires (2.8 µg·m-3), other 
PM2.5 sources (1.0 µg·m
-3
), coal combustion (0.92 µg·m-3), fuel oil combustion (0.62 
µg·m-3), and dust (0.53 µg·m-3) (Fig. 3.10).  The spatial hybrid top impacting sources are 
comparable to the receptor modeling study, as coal combustion emissions are precursors 
to secondary sulfate formation, and fuel oil combustion is indicative of industrial point 
sources.  The other sources category also includes several industrial point sources.  
Spatial hybrid dust impacts also appear in the top impacting sources.  The state 
recommendation for nonattainment for Michigan states that the high concentration of 





the SH results, as coal and fuel oil combustion are top sources and are commonly 
associated with industrial point sources.   
 
Pinal County, Arizona, near the major city Phoenix, was also designated as 
nonattainment for the 2006 annual PM2.5 NAAQS [79].  Sampling was conducted 
between February 2009 and February 2010 as part of the Desert Southwest Coarse 
Particulate Matter Study to characterize particle pollution in the area in response to the 
NAAQS designation [70].  A detailed chemical composition analysis of air and soil 
samples was conducted to determine possible sources of PM2.5.  The characterization 
over three sampling sites found that organic matter is the largest fraction of the fine 
particle mass (~33%), followed by crustal material (~15%), sulfates (~10%), then nitrates 
(~7%).  Authors suggest that fine PM mass originating from tilling, crop planting, and 
crop harvesting in spring and fall, which elevates crustal material fractions.  Authors also 
suggest that a nearby cattle feedlot contributes to organic and nitrate fractions.  Dust 
storms are also a contributor of fine particle mass in the area, due to its desert location, as 
well as pollution from the nearby urban area. Spatial hybrid results indicate that the top 
impacting sources were diesel sources, dust, and other PM2.5 sources in 2005 and 2006, 
and fires, dust and diesel combustion in 2007 (Fig. 3.11).  The SH results are similar to 
the findings in Clements et al. (2014), where dust/livestock is the dominant source of 
PM2.5.  The SH results also indicate fires as a dominant source (also a large source of 
organics) though this source is not identified in the study.  
Historically, the San Joaquin Valley (SJV) in California is out of attainment for 
PM2.5 due to the high concentration industrial and agricultural/livestock activity in the 
region.  Also, the mountainous geography of the region impedes dispersion of the 
pollution, leading to stagnation and temperature inversions that exacerbate air quality 
issues.  Chen et al. (2014) conducted a chemical transport modeling analysis using 2007 





pollution in the region.  Measurements taken in the region indicate that ammonium nitrate 
and carbonaceous compounds dominate PM2.5 mass from 2008-2010.  Results from the 
modeling analysis indicate that OC is mainly contributed by diesel equipment, residential 
wood burning, and meat cooking.  Results also indicated that reductions in NOx 
emissions (on- and off-road mobile sources) would result in the greatest reduction of 
PM2.5, as opposed to reducing ammonia (agricultural/livestock activities) or VOC 
emissions (residential wood burning).  Spatial hybrid results for Fresno County, 
California (located in the SJV) indicate that agriculture/livestock activities and  diesel 
combustion are the highest impacting sources from 2005-2006, and dust, diesel 
combustions, biomass burning are the highest impacting sources in 2007 (Fig. 3.12).  
Results are comparable to those presented in Chen et al. (2014), where wood burning, 
diesel combustion, and agriculture/livestock impacts were most dominant in the SJV 
region.  The SH results do not capture the large agriculture/livestock contribution in 





























The source impacts over the U.S. from stationary combustion (coal, fuel oil, and 
natural gas), mobile sources (on-road and non-road), and aircraft has less variability for 
the three-year period compared to area sources such as biogenics, dust, and biomass 
burning (fires and stationary wood burning).  Domain-wide surface emissions totals of 
were calculated for each year to investigate the possible reasons for abrupt changes in 
area source impacts (Tables 3.2 to 3.4).  Some sources in 2005 and 2006 have the same 
emissions totals because the same inventory was used for both years. The cause of low 
biogenic impacts in 2007 is not readily apparent when examining emissions, where VOC totals 
were 263180.0, 266650.0, and 262310.0 metric tons per day for 2005, 2006, and 2007, 
respectively.  The biogenic source impacts for 2005 and 2007 were calculated using the same 
version of CMAQ, so the cause for discrepancy is not easily identified and requires investigation 
of day-to-day emissions patterns.   Similarly, the 2007 fire source impacts were much higher than 
in 2005 and 2006.  The domain-wide surface VOC emissions from fires were less for 2007 
(1139.4 vs 8323.3 (2005 and 2006) metric tons per day).  However, the increase in impact for 
2007 could be explained by the addition of elevated emissions in the emissions processing, which 
increases surface concentrations due to vertical mixing.   Dust emissions of PM2.5 were also 
similar over the three-year period (19534.0 (2005 and 2006) and 18421.0 (2007) metric tons per 
day); however the source impacts could be different because of an additional meteorological 
processing step for the 2007 emissions inventory.  Process-level parameterization in CMAQ 





Table 3.2:  Domain-wide precursor emissions estimates at the surface for 2005 (metric tons/day). Sulfur indicates sulfur trioxide and 












Source Categories VOCs PM2.5 PM10 SO2 Sulfur NOX NH3 CO POA PEC CH4 
Agricultural Activities and 
Livestock Operations 448.2 1.9 7.4 0.0 0.0 3.6 8276.5 0.0 0.5 0.1 917.9 
Aircraft 49.1 12.7 3.2 8.2 0.0 58.0 0.0 591.2 2.7 9.3 3.8 
Biogenics 263180.0 0.0 0.0 0.0 0.0 3730.5 0.0 24249.0 0.0 0.0 0.0 
Coal Combustion 49.8 297.0 350.6 1431.4 31.2 261.1 6.5 521.4 11.1 8.3 0.0 
Dust 185.2 4989.9 19534.0 0.5 0.0 0.9 11.5 3.5 159.9 3.8 10271.0 
Fires 8323.3 3230.6 377.8 169.2 0.0 428.6 148.7 26189.0 1726.0 225.8 598.3 
Fuel Oil Combustion 40.7 97.5 20.5 1444.0 21.6 457.2 20.8 164.0 18.4 7.7 1.7 
Metals Processing 95.4 126.5 29.2 114.1 0.0 24.8 1.9 705.6 6.4 0.9 8.5 
Natural Gas Combustion 194.3 35.5 2.7 27.4 0.0 1364.3 28.1 1151.3 10.8 9.8 322.5 
Non-road Diesel 1119.8 684.0 25.2 945.3 0.0 7162.8 6.0 3501.0 143.4 502.8 7.1 
Non-road Gasoline 11378.0 218.7 15.6 8.1 0.0 427.1 2.3 49768.0 92.7 19.0 903.7 
On-road Diesel 357.1 7.1 0.2 3.6 0.0 545.5 0.0 3538.2 3.2 1.7 27.1 
On-road Gasoline 1045.2 586.1 56.2 264.2 0.0 7873.6 18.7 3265.7 123.7 396.6 0.0 
Others 29810.0 1965.7 331.4 527.9 0.0 3159.8 274.4 10800.4 662.4 100.4 3025.1 
Sea Salt - - - - - - - - - - - 
Wood Burning 1970.1 1417.2 27.5 46.4 0.0 132.4 18.4 7194.0 873.9 54.7 482.8 





Table 3.3:  Domain-wide precursor emissions estimates at the surface for 2006 (metric tons/day). Sulfur indicates sulfur trioxide and 













Source Categories VOCs PM2.5 PM10 SO2 Sulfur NOX NH3 CO POA PEC CH4 
Agricultural Activities and 
Livestock Operations 448.2 1.9 7.4 0.0 0.0 3.6 8276.5 0.0 0.5 0.1 917.9 
Aircraft 49.1 12.7 3.2 8.2 0.0 58.0 0.0 591.2 2.7 9.3 3.8 
Biogenics 266650.0 0.0 0.0 0.0 0.0 3822.2 0.0 24439.0 0.0 0.0 0.0 
Coal Combustion 49.8 296.8 350.4 1430.9 31.2 261.0 6.5 521.3 11.1 8.3 0.0 
Dust 185.2 4989.9 19534.0 0.5 0.0 0.9 11.5 3.5 159.9 3.8 10271.0 
Fires 8323.3 3230.6 377.8 169.2 0.0 428.6 148.7 26189.0 1726.0 225.8 598.3 
Fuel Oil Combustion 40.7 97.4 20.5 1443.5 21.6 457.1 20.8 164.0 18.4 7.7 1.7 
Metals Processing 95.4 126.5 29.2 114.1 0.0 24.8 1.9 705.6 6.4 0.9 8.5 
Natural Gas Combustion 194.3 35.5 2.7 27.4 0.0 1364.3 28.1 1151.3 10.8 9.8 322.5 
Non-road Diesel 1119.1 683.6 25.2 944.9 0.0 7159.7 6.0 3498.9 143.3 502.5 7.1 
Non-road Gasoline 11382.0 218.8 15.6 8.1 0.0 426.8 2.3 49749.0 92.7 19.0 904.2 
On-road Diesel 356.6 7.0 0.2 3.6 0.0 544.7 0.0 3533.1 3.2 1.7 27.0 
On-road Gasoline 1045.2 586.1 56.2 264.2 0.0 7873.6 18.7 3265.7 123.7 396.6 0.0 
Others 29809.5 1965.7 331.4 527.9 0.0 3159.1 274.4 10795.3 662.4 100.4 3025.0 
Sea Salt - - - - - - - - - - - 
Wood Burning 1972.8 1419.0 27.6 46.4 0.0 132.5 18.5 7203.6 875.1 54.8 483.5 





Table 3.4:  Domain-wide precursor emissions estimates at the surface for 2007 (metric tons/day).  Sulfur indicates sulfur trioxide and 




Source Categories VOCs PM2.5 PM10 SO2 Sulfur NOX NH3 CO POA PEC CH4 
Agricultural Activities and 
Livestock Operations 1961.2 810.0 5249.7 41.4 0.0 238.5 10833.0 103.4 38.6 12.8 127.1 
Aircraft 119.9 8.7 8.0 20.2 0.0 131.9 0.0 686.0 1.2 3.4 9.0 
Biogenics 262310.0 0.0 0.0 0.0 0.0 3645.0 0.0 24079.0 0.0 0.0 0.0 
Coal Combustion 14.4 12.4 44.1 311.0 6.2 45.1 0.8 119.7 1.4 0.7 0.3 
Dust 248.0 4956.0 18421.0 42.2 0.0 242.1 1335.4 332.1 199.0 19.5 4645.0 
Fires 1139.4 999.4 817.3 16.2 0.0 124.4 1.6 4750.4 456.0 71.8 43.1 
Fuel Oil Combustion 31.8 53.8 56.5 957.1 14.1 312.9 10.9 101.9 9.3 4.8 11.4 
Metals Processing 91.2 142.8 44.4 36.2 0.0 20.2 3.1 277.4 12.0 0.8 3.1 
Natural Gas Combustion 205.9 83.0 49.7 79.5 0.0 1242.9 105.3 1058.5 29.2 19.0 218.2 
Non-road Diesel 1609.3 578.6 487.5 424.0 0.0 5811.2 5.4 3125.5 121.3 425.2 49.1 
Non-road Gasoline 17850.0 219.6 186.2 3.7 0.0 434.7 2.2 45847.0 93.0 19.1 1332.8 
On-road Diesel 1010.1 512.9 87.4 24.7 0.0 9342.8 18.2 2910.3 96.6 376.8 3.6 
On-road Gasoline 14659.0 286.8 194.5 108.1 0.0 10315.0 395.5 102380.0 146.1 40.6 1027.0 
Others 48581.0 1164.0 1256.2 348.5 0.0 2470.9 290.8 5938.8 328.8 35.5 14042.0 
Sea Salt - - - - - - - - - - - 
Wood Burning 3541.8 1545.1 1116.8 27.2 0.0 109.3 44.3 7531.0 960.4 60.0 863.1 






The spatial hybrid method was applied for the years 2005 to 2007 to assess 
changes in seasonal and regional variability in source impacts over continental U.S.  
Hybrid-adjusted source impacts for 16 source categories were calculated, and spatial 
fields for nine major sources were highlighted.  Coal and natural gas combustion impacts 
decreased with time while dust and fire impacts increased with time.  On-road diesel and 
gasoline impacts displayed a constant trend over time, and agriculture/livestock, 
biogenic, and wood burning impacts were highly seasonally influenced.  Spatial hybrid 
source apportionment results were evaluated by citing other studies conducted as part of 
efforts to improve air quality in nonattainment regions for the PM2.5 NAAQS.  The other 
studies identify the top sources that impact the specific region.  The top SH sources for 
the areas analyzed were similar to those presented in the nonattainment studies.  This 
spatial hybrid method is beneficial for attainment applications and identifying the greatest 
impacting sources on local air quality.   
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INVERSE MODELING USING A HYBRID CHEMICAL 
TRANSPORT-RECEPTOR MODELING APPROACH TO DEVELOP 
REGIONAL PM2.5 SOURCE PROFILES 
Abstract 
 Receptor model-based source apportionment studies for fine particulate matter 
largely rely on source profiles that are estimated from in-situ or laboratory studies that 
analyze the composition of emissions from the sources in question.  In this work, PM2.5 
source profiles are developed for 20 source categories using data from a novel hybrid 
source apportionment model.   Source profile optimization is conducted for monitored 
locations for the year 2006, and the resulting profiles are stratified and analyzed by 
season and EPA region (10 regions in the U.S.).  Spatial and seasonal variability is seen 
for coal combustion, metals processing, and sea salt source profiles over each region 
when compared to the reference profiles.  Optimized source profiles are applied in CMB-
iteration to determine the performance of the profiles in traditional receptor models.  The 
results of the CMB-iteration application produced results that were similar to those 
presented in peer-reviewed literature, supporting the applicability of the hybrid-based 
profiles.  Updated source profiles have the potential to be used in chemical transport 
models and may reduce the spatial and temporal bias in concentrations of trace PM2.5 







4.1 Introduction  
Receptor-oriented modeling is a widely-used approach for estimating the quantitative 
impacts of particulate matter sources on ambient concentrations.  Receptor-oriented 
techniques largely rely on surface measurements of total PM2.5 mass as well as individual 
PM2.5 species. Two of the more popular receptor models are the chemical mass balance 
(CMB) model and positive matrix factorization (PMF) [39, 80].  The CMB model relies 
on inputs of PM2.5 measurements and estimates of source profiles or “fingerprints”—the 
mass of individual PM2.5 species emitted from a source relative to the total mass emitted 
[39].   
The SPECIATE database is a collection of 5,187 volatile organic gas and 
particulate matter source profiles developed using data from emission studies and 
laboratory testing (http://www.epa.gov/ttn/chief/software/speciate/). There are 
uncertainties associated with profiles in the database, as noted in the development 
documentation [81].  Profiles for some source classification codes (SCC) are unavailable 
and are therefore assigned the profile of a comparable source.  Profiles developed from 
laboratory studies with a sample size of N=1 are assigned a lower quality rating in the 
SPECIATE database, indicating that the profile has higher uncertainty.  Additionally, fuel 
composition may vary by facility (e.g. gasoline refining), hence a composite profile for 
gasoline vapors is recommended.  
Other studies have been conducted to improve PM2.5 source profiles.  Reff et al. 
(2009) provide 84 unique source profiles for primary PM2.5 which were developed and 
aggregated using existing profiles from SPECIATE (v4.0) [63].  Authors noted that 
several profile adjustments were made based on data quality, profile notes, and references 
associated with the profiles.  The 84 profiles include mass fractions of OC, EC, major 
ions, non-carbon organic matter, metal-bound oxygen, particulate water, 37 metal 





residential wood combustion, charbroiling, aluminum processing, catalytic cracking, fly 
ash, phosphate manufacturing, urea fertilizer, potato deep-frying, and steel 
desulfurization.   
In another study, Balachandran et al. (2013) implemented a Bayesian-based 
ensemble approach for developing season-specific PM2.5 source profiles for a winter and 
summer month for major sources: gasoline vehicles, diesel vehicles, dust, biomass 
burning, and coal combustion [36].  The ensemble members included PMF, CMB, CMB-
LGO (Lipshitz global optimizer), CMB-MM (molecular markers), and CMAQ 
(Community Multiscale Air Quality model) [46, 82-84].  The source profiles included 
contributions for 15 PM2.5 species, including major ions, carbon species, and trace metals.  
Certain species in the ensemble-based source profiles for biomass burning and coal 
combustion showed strong seasonality.    
In a study by Lee et al. (2007), the impact of the uncertainties of species 
measurements and source profile inputs in CMB were quantified using Monte Carlo 
analysis with Latin hypercube sampling [85].  The percent contributions to uncertainties 
from individual species in source profiles on CMB results were presented for the 
following source categories: biomass burning, pulp and paper production, motor vehicles, 
oil combustion, dust, coal combustion, mineral production, and metal production.  
Uncertainty contributions of CMB inputs were also presented for ammonium nitrate, 
ammonium sulfate, and ammonium bisulfate; however, the uncertainties in quantifying 
impacts from these sources were mainly contributed by the measurement uncertainties for 
nitrate, ammonium, and sulfate.  The findings in the Lee et al. study indicate that the 
uncertainties in the source impacts are highly species dependent.    
The objective of this work is to develop new source profiles for 20 sources of fine 
particulate matter using data assimilation with observations and a hybrid chemical 





nonlinear optimization, and the updated profiles are then used in the CMB-iteration 
method, which was developed to estimate both primary and secondary organic carbon 
concentrations, to estimated PM2.5 source impacts in two U.S. cities [86].  Optimized 
source profiles are presented for four seasons and are grouped by their location in the 
administrative regions of the United States Environment Protection Agency.  Regional 
and seasonal source profile optimization captures spatiotemporal variations in profiles, 
where static profiles used in traditional modeling may introduce errors by not considering 
the local variation in emissions.   
4.2 Data and Methods 
4.2.1 Data  
Observations from the Chemical Speciation Network (CSN) are used for method 
development and evaluation.  Available data from the CSN network include total PM2.5 
mass, organic and elemental carbon, major ions, and 35 metal species.  PM2.5 mass and 
full speciation measurements were available for 121 days during the study year (2006), as 
measurements are available every third or sixth day depending on the local monitoring 
schedule.  The number of monitors available on observation days varied from 40 to 150 
due to the previously stated scheduling.  Carbon species concentrations were converted 
from TOT to TOR equivalents using methods from a previous study [75].  In this study, 
only 23 species are used for source profile development due to the low occurrence of 
concentrations below detection limit for these species [75]. 
4.2.2 CMAQ–DDM Modeling  
The CMAQ model is a chemical transport model that outputs gridded 
concentrations of atmospheric pollutants and is equipped with the ability to estimate 
model sensitivities to perturbations in inputs or boundary conditions by implementing the 





modeling was performed for one year 2006 at 36-km resolution over the continental U.S., 
and the modeling domain includes southern Canada and northern Mexico.   
Meteorological inputs were generated using the Weather Research and Forecasting 
(WRF) model v3.3.1 with the Pleim-Xiu land-surface model, Kain-Fritsch cumulus 
parameterization, Morrison 2-moment micro physics, RRTM longwave radiation, Dudhia 
shortwave radiation, and the ACM2 planetary boundary layer scheme [60, 61]. Emissions 
inputs were generated using the Sparse Matrix Operator Kernel Emissions (SMOKE) 
model (v2.6) along with the 2005 U.S. EPA National Emissions Inventory [77].  The 
CMAQ-DDM model was used to generate PM2.5 sensitivities to 20 unique sources, and 
these sensitivities are taken to be the equivalent to base or initial source impact estimates 
(Table 4.1). 
Table 4.1.  Source categories and abbreviations used in the source profile study. 
source  abbrev. Source abbrev. 
agricultural activities and 
livestock operations 
ag non-road diesel nrd 
aircraft air non-road gasoline nrg 
biogenics biog non-road others nro 
coal combustion coal on-road diesel ord 
dust dust on-road gasoline org 
fires (wildfires, prescribed burns) fire Others ot 
fuel oil combustion foil other combustion otc 
meat cooking meat Solvents slv 
metals processing metal sea salt ss 
natural gas combustion ng wood burning wood 
 
4.2.3 Spatial Hybrid Source Apportionment 
  A hybrid chemical-transport-receptor (CTM-RM) model was developed that uses 
base case CMAQ-DDM estimates and observed concentrations to optimize modeled 





described here. The hybrid CTM-RM source apportionment model is applied at CSN 
monitors with speciated PM2.5 data. The model optimizes an adjustment factor  (for 
source j), which is applied to base case CMAQ-DDM source impacts to either increase or 
decrease the impacts so that modeled estimates better reflect observed concentrations 
(Eq. 4.1). 
    (4.1) 
In Eq. 4.1,  is the error to be minimized;  and  are observed and CMAQ-
simulated concentrations of species i, respectively;  is the base-case CMAQ-DDM 
impact of source j on species i; , , and  are uncertainties in the 
observations, modeled concentrations, and source impacts, respectively; and  is a 
weighting term to balance the optimized output and ensure a physically relevant solution. 
Refined concentrations and source impacts are expressed by Eqs. 4.2 and 4.3: 
       (4.2)        
         (4.3) 
  The hybrid CTM-RM method is extended spatially by kriging adjustment factors 
 and gridded  values are applied to the corresponding gridded  spatial fields 
[21].  The gridded  values, originally available only on observation days, are 
temporally interpolated using grid-by-grid linear interpolation to generate daily, 36-km 
resolution spatial fields of refined source impacts and concentrations across the 
contiguous U.S. 
4.2.4 Source Profile Optimization 
Source profiles are developed for the 20 PM2.5 sources using a nonlinear 
optimization approach that uses CSN observations and CMAQ-DDM source impacts to 





one observation day at a time. We derive the source profile optimization equation (Eq. 
4.9) from the CMB method: 
          (4.4) 
where  is the fraction of species i that is emitted from source j,  is the impact of 
source j on total PM2.5, and  is the concentration prediction error to be minimized.  
Similarly, for the spatial hybrid impact of source j on total PM2.5, the following equality 
holds: 
             (4.5) 
under the assumption that all impacting sources on total PM2.5 are accounted for by the 
spatial hybrid approach.  To calculate new source profiles, the variable   and is 
expressed as the product of an adjustment ratio and the original or reference species 
fraction, : 
             (4.6) 
Now the variable of interest becomes  (upper bound =  and lower bound = ).  
The new equality becomes: 
            (4.7) 
The source profile ratio is optimized by minimizing the square prediction error, X
2
: 
      (4.8) 
Uncertainties and constraints are added to the objective function to weight and balance 





   
          (4.9) 
        (4.10) 
         (4.11) 
           (4.12) 
 is the uncertainty of the source impacts on species i (Eq. 4.10);  is the 
numerical uncertainty of the reference source profiles;  is a sensitivity term 
in this study);  is a numerical weighting term (   in this 
study); and  is a piecewise function used to constrain the optimization to omit 
species with zero contribution from the source from having numerical influence on the 
optimization (Eq. 4.11). After optimization of the source profile coefficients ( , revised 
source profiles (  are derived using Eq. 4.6.  The second term serves as the error 
balancing term.   
The reference source profiles  are derived from the study by Reff et. al (2009) 
[63].  The  matrix is composed of source fingerprints for 19 well-measured species 
(EC, Na, Al, Si, Cl, K, Ca, Ti, Mn, Fe, Cu, Zn, As, Se, Br, Sn, Sb, Ba, and Pb) (Tables 
C.2 and C.3).  Secondary species OC, NO3, NH4, and SO4 are omitted from the 
optimization because the method is targeted for species that are mainly primary because 
these species are inert in the CMAQ model and do not undergo chemical transformation 
after being emitted.  After optimization, reference fractions of OC, NO3, NH4, and SO4 
are reincorporated into the optimized source profile. The original ratios of these four 





fraction of primary species emitted.  The final optimized source profile contains 
fingerprints for 20 sources and 23 species, including the 19 primary species and 4 
secondary species.    
The source profile optimization methods are applied over all CSN sites with 
complete sets of speciated data (no missing species).  After optimization, new source 
profiles are grouped according to season (winter, spring, summer, and fall) and their 
associated EPA administrative region (Fig. 4.1).  Region 4 had the greatest number of 
monitors (N = 56), and Region 7 had the least number of monitors (N = 4) (Table C.1).     
The CMB-iteration method is used to evaluate the optimized source profiles for 
two cities: Atlanta, GA (Region 4) and St. Louis MO (Region 7). Implementation of the 
updated source profiles in CMB-iteration demonstrates the ability to use CTM-based 
profiles in traditional receptor models. The CMB-iteration method is a modification of 
the EPA CMB method and estimates both primary and secondary organic carbon 
impacts.  Sources are selected to better allow comparison with results from previous 




Figure 4.1: U.S. EPA administrative regions and CSN monitors used for model 






4.3 Results and Discussion 
4.3.1 Source Profile Ratios 
The ratios rij calculated as a result of the source profile optimization are presented 
in Figures C.1-C.20 in the form of seasonal distributions for each source and species.  
Distributions range from 0.5 to 2 as reflected in the constraints on the optimization.  An 
rij value of 0.5 indicates a 50% decrease in the species contribution compared to the 
reference profile, and an rij of 2 indicates a doubling in species contribution to that source 
profile compared to the reference profile.  Species fractions for agriculture/livestock (Fig. 
C.1) and biogenic (Fig. C.3) sources were less than 1 for EC, Na, Al, and Si (further 
designated at EC-Si), and were near one for all other species, indicating little variability 
in optimized ratios. Note that the reference contributions are zero for agriculture/livestock 
and biogenics, and contributions remain zero after optimization (no primary emissions of 
PM2.5 from these sources). 
Distributions for the other 18 sources had common characteristics. For example, 
ratios for EC-Si were less than 1 for all sources, indicating a reduction in these species’ 
contributions after optimization.  For fuel oil combustion (Fig. C.7) and non-road 
gasoline (Fig. C.12) ratios for the all other metals were mostly near one, indicating little 
change in species contribution for these sources.  For coal combustion (Fig. C.4), dust 
(Fig. C.5), fires (Fig. C.6) metals processing (Fig. C.9), on-road gasoline combustion 
(Fig. C.15), other PM2.5 (Fig. C.16), and other combustion (Fig. C.17), the distributions 
for most metals (Ca, Ti, Mn, Zn, Cu, Se, Br, and Sn) spanned the boundary constraints 
for rij, from 0.5 to 2. This indicates that metals contributions for these sources underwent 
more change than for the other sources.   Each source had unique patterns of distributions 
for each species, indicating that the source profile optimization captures local variabilities 





4.3.2 Optimized Source Profiles  
A total of 1955 source profiles were calculated in the application of the source 
profile optimization method, and profiles were stratified by EPA region and season.  All 
profiles were also averaged to calculate a national average profile.  Contributions and 
standard deviations for the U.S. average for all sources are presented in the supplemental 
information (Tables C.3-C.10). The cosine similarity for source j was calculated for the 
optimized profile compared with the reference Reff et al. (2009) profile (Eq. 4.8) [63].  
    (4.8) 
A similarity of 1 indicates that the profiles are the same, -1 indicates opposite profiles, 
and 0 indicates orthogonality [88].   
Profiles for sources and regions with the largest variability, or lowest similarity 
compared to original profiles, are highlighted (Tables C.11-C.13).  Seasonal coal 
combustion profiles for Regions 3, 7, 10, and the entire U.S. are presented (Fig. 4.2).  
Similarities between Region 3 profiles and the original Reff et al. profile for coal 
combustion were 1.00 (winter), 0.97 (spring), 0.98 (summer), and 1.00 (fall), where the 
greatest variability occurred for warmer season profiles (Table C.11).  The similarities for 
Region 7 coal combustion profiles were 0.98 (winter), 0.97 (spring), 0.98 (summer), and 
0.99 (fall), where the greatest variability was also seen in the profiles for spring.  The 
similarities for Region 10 coal combustion profiles were 0.99 (winter), 0.98 (spring), and 
0.99 (summer), and the greatest variability was seen in the spring. Observations were not 
found during the fall months for Region 10 monitors, which led to an omission of this 
season/region from the source profile development. Of all regions, Region 7 profiles 
exhibited the greatest variability in seasonal profiles for coal combustion.  Variability in 





The similarities between Region 3 profiles and the original Reff et al. profile for 
metals processing were 0.95 (winter), 0.97 (spring), 0.97 (summer), and 0.95 (fall), where 
the greatest variability occurred for the colder season profiles (Fig. 4.3, Table C.12).  The 
similarities for Region 4 profiles were 0.96 (winter), 0.97 (spring), 0.97 (summer), and 
0.95 (fall), where the greatest variability occurred for cooler season profiles.  The 
similarities for Region 5 profiles were 0.96 (winter), 0.96 (spring), 0.93 (summer), and 
0.93 (fall), where the greatest variability occurred for summer and fall profiles. Of all 
regions, profiles for Regions 5 exhibited the greatest variability in seasonal profiles for 
metals processing.  Variability in metals processing profiles is largely driven by bias in 
Cl concentrations. 
The similarities between Region 1 profiles and the original Reff et al. profile for 
sea salt were 0.75 (winter), 0.92 (spring), 0.77 (summer), and 0.74 (fall), where the 
greatest variability occurred for the fall profiles (Fig. 4.4).  The similarities for Region 2 
profiles were 0.61 (winter), 0.78 (spring), 0.61 (summer), and 0.67 (fall), where the 
greatest variability occurred for the winter and summer profiles. The similarities for 
Region 9 profiles were 0.99 (winter), 0.87 (spring), 0.52 (summer), and 0.67 (fall), where 
the greatest variability occurred for summer profiles. Of all regions, Region 9 profiles 
exhibited the greatest variability in seasonal profiles for sea salt.  Variability in sea salt 
profiles is also largely driven by bias in Cl concentrations.  
4.3.3 Revised Concentrations 
Concentrations of metals were compared for observations, SH concentrations 
derived from the reference source profile (SHreference), and SH concentrations derived 
from the revised source profiles (SHrevised) (Table C.14).  Overall, correlations between 
observed and modeled concentrations of the most biased species improved, namely Cl 
(correlation: obs v. SHreference = 0.16, obs v. SHrevised = 0.35; mean normalized bias 





C.22 show a tighter spread for revised biases compared to reference biases.  Some species 
simulation performance did not improve as significantly as Cl due to the overwhelmingly 
large bias in Cl compared to concentrations.  However improvements were seen for Al, 
Si, K, Ca, Ti, and Se.  Overall the revised profiles did lead to improved estimates of 
metals concentrations. 
4.3.4 Receptor Model Application 
 The CMB-iteration method, which is a modification of the original CMB method 
by the EPA that estimates both primary and secondary organic carbon contributions, was 
applied for Atlanta, GA and St. Louis, MO for January and July 2006 to determine the 
performance of the optimized profiles in traditional receptor models (Fig. 4.5).  The 
Region 4 winter and summer profiles were used for Atlanta, and the Region 7 winter and 
summer profiles were used for St. Louis.  Monthly-averaged CMB-iteration results were 
compared with results from CMB-gas constraints (CMB-GC) applications and showed 
similar results [36].  Source impacts are also presented for the application of the spatial 
hybrid method using the reference (SHreference) and revised (SHrevised) sources profiles.  In 
general, the sources impacts from CMB-GC and CMB-iteration had similar trends while 
the SHreference  and SHrevised impacts had similar trends; however impacts for certain 











Figure 4.2: Coal combustion profiles (in mass fractions) for PM2.5 for EPA Regions 3, 7, 







Figure 4.3: Metals processing profiles (in mass fractions) for PM2.5 for EPA Regions 3, 4, 







Figure 4.4: Sea salt profiles (in mass fraction) for PM2.5 for EPA Regions 5, 6, and 9 and 









  For Atlanta dust impacts, CMB-iteration had the highest impacts followed by 
CMB-GC, and the impacts from the SH applications were significantly lower than the 
impacts from the CMB applications (CMB-GC, winter: 0.14 ± 0.05 µg·m-3, summer: 1.25 
± 0.11µg·m-3; CMB-iteration, winter: 1.08 ± 0.51 µg·m-3, summer: 2.41 ± 0.32 µg·m-3; 
SHreference, winter: 0.07 ± 0.09 µg·m
-3
, summer: 0.14 ± 0.26 µg·m-3 ;  SHrevised , winter: 0.07 
± 0.04 µg·m-3, summer: 0.15 ± 0.28 µg·m-3 ).  For all methods, dust impacts were higher 
during the summer season.  For biomass burning impacts, the CMB impacts were again 
higher than SH impacts (CMB-GC, winter: 1.11 ± 0.54 µg·m-3, summer: 1.81 ± 0.08 
µg·m-3; CMB-iteration, winter: 1.43 ± 0.30 µg·m-3, summer: 0.76 ± 1.08 µg·m-3; 
SHreference, winter: 0.72 ± 0.35 µg·m
-3
, summer: 0.02 ± 0.04 µg·m-3 ;  SHrevised , winter: 0.75 
± 0.35 µg·m-3, summer: 0.02 ± 0.04 µg·m-3).  Summer time burning impacts from SH 
applications were especially low compared to CMB impacts.  The discrepancy in dust 
and burn impacts between CMB and SH applications could be attributed by the higher 
number of sources analyzed in the SH applications, leading to more primary mass being 
apportioned to the “others” category (See Fig 4.5).  Also, the SH methods tend to reduce 
the impacts from biomass burning and dust during SH optimization due to the high 
positive bias in tracers species concentrations for the sources (e.g., K for biomass burning 
and Si for dust).   
  For Atlanta coal combustion impacts, impacts from SH methods were much 
higher than impacts from CMB methods (CMB-GC, winter: 0.01 ± 0.04 µg·m-3, summer: 
0.11 ± 0.09 µg·m-3; CMB-iteration, winter: -1.27 ± 0.84 µg·m-3, summer: -1.20 ± 0.84 
µg·m-3; SHreference, winter: 0.32 ± 0.18 µg·m
-3
, summer: 0.58 ± 0.18 µg·m-3;  SHrevised , 
winter: 0.35 ± 0.19 µg·m-3, summer: 0.61 ± 0.30 µg·m-3).  For SH impacts, summertime 
impacts were higher than winter impacts.  The CMB-iteration method did not resolve the 
coal combustion source impacts, leading to negative contributions on most days.  The 





impacts from coal combustion compared to the receptor oriented approaches that separate 
primary and secondary impacts.      
 
For the acidic secondary sources, results are comparable across the methods: 
ammonium sulfate (CMB-GC, winter: 1.37 ± 0.17 µg·m-3, summer: 5.32 ± 0.45 µg·m-3; 
CMB-iteration, winter: 1.37 ± 0.62 µg·m-3, summer: 5.44± 0.62 µg·m-3; SHreference, winter: 
2.03 ± 0.99 µg·m-3, summer: 2.89 ± 1.12 µg·m-3;  SHrevised , winter: 2.03 ± 0.99 µg·m
-3
, 
summer: 2.89 ± 1.12 µg·m-3), ammonium bisulfate (CMB-GC, winter: 1.12 ± 0.19 µg·m-
3
, summer: 2.50 ± 0.52 µg·m-3; CMB-iteration, winter: 1.41 ± 0.67 µg·m-3, summer: 2.60 
± 0.67 µg·m-3; SHreference, winter: 2.18 ± 1.06 µg·m
-3
, summer: 3.13 ± 1.22 µg·m-3;  
SHrevised , winter: 2.18 ± 1.06 µg·m
-3
, summer: 3.13 ± 1.22 µg·m-3), and ammonium nitrate 
(CMB-GC, winter: 1.02 ± 0.09 µg·m-3, summer: 0.42 ± 0.04 µg·m-3; CMB-iteration, 
winter: 1.01 ± 0.10 µg·m-3, summer: 0.42 ± 0.10 µg·m-3; SHreference, winter: 0.78 ± 0.64 
µg·m-3, summer: 0.48 ± 0.31 µg·m-3;  SHrevised , winter: 0.78 ± 0.64 µg·m
-3
, summer: 0.48 ± 
0.31 µg·m-3).  The SH methods have slightly lower ammonium sulfate impacts and 
slightly higher ammonium bisulfate impacts compared to CMB methods because they 
were derived directly from sulfate, nitrate, and ammonium concentrations for 
comparison.   Also, the acid impacts for SH methods are the same because secondary 
species concentrations are unchanged in the source profile optimization.  For all methods, 





                            
Figure 4.5: Averaged CMB-GC, CMB-iteration, original spatial hybrid (SH), and spatial hybrid with new source profiles ( new 
SP) results for a winter and summer month for Atlanta, GA and St. Louis, MO. CMB-GC results are obtained from an 
application of methods from Balachandran et al. (2012) and Maier et al. (2013) [36, 87]. PM2.5 mass concentration data is 





For Atlanta SOC, results are similar over all methods with the exception of winter 
time SOC for SH methods (CMB-GC, winter: 1.09 ± 0.53 µg·m-3, summer: 1.81 ± 0.81 
µg·m-3; CMB-iteration, winter: 1.18 ± 0.21 µg·m-3, summer: 2.22 ± 0.21 µg·m-3; 
SHreference, winter: -0.83 ± 0.51 µg·m
-3
, summer: 1.98 ± 1.65 µg·m-3;  SHrevised , winter: -
0.83 ± 0.51µg·m-3, summer: 1.98 ± 1.65 µg·m-3).  The winter SOC impacts for SH 
methods were negative due to low bias in CMAQ-modeled SOC in winter for this study, 
which does not impact the receptor-oriented methods.  The modeled PM2.5 for Atlanta 
was biased low in summer, which may be attributed to the low bias in dust and biomass 
burning impacts caused by biases further upstream in the flow of the presented methods.   
St. Louis, MO 
  For St. Louis, MO, the same sources as studied by Maier et al. (2013)  were 
chosen for analysis in CMB-iteration: mobile (sum of gasoline and diesel impacts), dust, 
biomass burning (burn), metals, sulfate, nitrate, ammonium, and SOC (Fig. 4.5) [87].  
The Maier et al. (2013) study included metal processing as a source for St. Louis due to 
the large presence of metal-working industries in the area [87].  Impacts from CMB 
methods had similar trends and impacts from SH methods had similar trends. Scatter 
plots for each source category and method for winter and summer seasons are presented 
in Figures C.25 and C.26, respectively.   Overall, the SH impacts were lower than the 
CMB impacts because the CSN site used in the SH application is located farther from the 
city center than the Blair Street monitor used in the comparison study. The seasonality of 
the mobile source impacts was opposite for CMB and SH methods in that CMB impacts 
are higher in winter and SH impacts are higher in summer (CMB-GC, winter: 1.89 ± 0.61 
µg·m-3, summer: 1.44 ± 0.72 µg·m-3; CMB-iteration, winter: 1.57 ± 0.73 µg·m-3, summer: 
1.29 ± 0.78 µg·m-3; SHreference, winter: 0.46 ± 0.24 µg·m
-3
, summer: 0.58 ± 0.29 µg·m-3;  
SHrevised , winter: 0.46 ± 0.22 µg·m
-3




For St. Louis dust impacts, impacts are higher for CMB methods and are higher in 
the summer for all four methods (CMB-GC, winter: 0.19 ± 0.07 µg·m-3, summer: 0.83 ± 
0.09 µg·m-3; CMB-iteration, winter: 0.41 ± 0.12 µg·m-3, summer: 0.88 ± 0.21 µg·m-3; 
SHreference, winter: 0.17 ± 0.26 µg·m
-3
, summer: 0.27 ± 0.40 µg·m-3;  SHrevised , winter: 0.18 
± 0.26 µg·m-3, summer: 0.33 ± 0.45 µg·m-3).  For biomass burning impacts, CMB impacts 
are significantly higher than SH impacts, and CMB-iteration impacts are highest (CMB-
GC, winter: 0.78 ± 0.45 µg·m-3, summer: 1.86 ± 0.79 µg·m-3; CMB-iteration, winter: 1.48 
± 0.36 µg·m-3, summer: 2.70 ± 0.53 µg·m-3; SHreference, winter: 0.54 ± 0.29 µg·m
-3
, 
summer: 0.09 ± 0.13 µg·m-3;  SHrevised , winter: 0.56 ± 0.28 µg·m
-3
, summer: 0.10 ± 0.14 
µg·m-3).  Summer time burning impacts are higher for CMB methods and winter time 
burning impacts are higher for SH methods.  Similar to Atlanta, dust and biomass burning 
impacts are biased low due to a low bias in emissions or a high bias in modeled tracer 
species concentrations.  Also, primary mass could be apportioned to the “others” category 
for the SH methods. Metals impacts were similar for all methods but slightly higher for 
CMB-iteration (CMB-GC, winter: 0.05 ± 0.01 µg·m-3, summer: 0.03 ± 0.01 µg·m-3; 
CMB-iteration, winter: 0.16 ± 0.11 µg·m-3, summer: 0.24 ± 0.14 µg·m-3; SHreference, 
winter: 0.01 ± 0.01 µg·m-3, summer: 0.02 ± 0.02 µg·m-3;  SHrevised , winter: 0.01 ± 0.01 
µg·m-3, summer: 0.02 ± 0.02 µg·m-3).  
For impacts from acidic secondary sources, CMB impacts were higher than SH 
impacts: sulfate (CMB-GC, winter: 2.62 ± 0.19 µg·m-3, summer: 4.57 ± 0.33 µg·m-3; 
CMB-iteration, winter: 2.22 ± 1.31 µg·m-3, summer: 3.62 ± 0.97 µg·m-3; SHreference, 
winter: 1.74 ± 1.28 µg·m-3, summer: 2.68 ± 1.69 µg·m-3;  SHrevised , winter: 1.74 ± 1.28 
µg·m-3, summer: 2.68 ± 1.69 µg·m-3), nitrate (CMB-GC, winter: 2.41 ± 0.17 µg·m-3, 
summer: 0.52 ± 0.04 µg·m-3; CMB-iteration, winter: 1.70 ± 0.96 µg·m-3, summer: 0.45 ± 
0.13 µg·m-3; SHreference, winter: 0.71 ± 0.44 µg·m
-3
, summer: 0.32 ± 0.92 µg·m-3;  SHrevised , 




winter: 1.58 ± 0.12 µg·m-3, summer: 1.43 ± 0.12 µg·m-3; CMB-iteration, winter: 1.15 ± 
0.71 µg·m-3, summer: 0.96 ± 0.33 µg·m-3; SHreference, winter: 0.76 ± 0.25 µg·m
-3
, summer: 
1.02 ± 0.70 µg·m-3;  SHrevised , winter: 0.76 ± 0.25 µg·m
-3
, summer: 1.02 ± 0.70 µg·m-3).  
Seasonality was similar for all methods for sulfate and nitrate; however CMB ammonium 
impacts were higher in winter and SH ammonium impacts were higher in summer.  
For SOC, impacts were similar for all methods and higher in the summer (CMB-
GC, winter: 0.59 ± 0.53 µg·m-3, summer: 1.26 ± 0.80 µg·m-3; CMB-iteration, winter: 0.15 
± 0.07 µg·m-3, summer: 1.58 ± 0.24 µg·m-3; SHreference, winter: -0.32 ± 0.24 µg·m
-3
, 
summer: 0.73 ± 0.53 µg·m-3;  SHrevised , winter: -0.32 ± 0.24 µg·m
-3
, summer: 0.73 ± 0.53 
µg·m-3).  SOC impacts were negative in winter for SH methods due to low bias in 
CMAQ-modeled SOC in winter in this study.  
4.3.5 Implications 
This analysis demonstrates that CTM-RM-derived source profiles can be used in 
traditional receptor model studies.  However, the traditional methods are unable to make 
use of all of the source categories at once due to source profile similarities, which leads to 
negative source contributions, due, in part, to overfitting by the model.  It is suggested 
that the most appropriate source categories be chosen when performing traditional 
receptor modelling with optimized source profiles. Additionally, optimized source 
profiles can be utilized in chemical transport models by providing transport based 
information into the calculation of primary trace species concentrations. By optimizing 
source profiles over several monitors, the understanding of the uncertainty in each profile 
increases.  This study produced fairly consistent source profiles over the entire U.S., 
where concentrations and some source impacts have significant spatial and temporal 
variability.  Results also imply that spatial variability in source profiles is an important 
factor to consider when choosing source profiles.  Improvement in modeled trace metal 





A nonlinear optimization method for calculating new PM2.5 source profiles is 
developed and applied over all available CSN monitors for the year 2006.  The method 
takes into account both observations and modeled source impact estimates to produce 
receptor-based source profiles for 20 source categories and 23 PM2.5 component species.  
The results indicate that there is both seasonal and spatial variation in optimized source 
profiles.  An application of the source profiles in a traditional receptor model produced 
more informative results in comparison to other peer-reviewed receptor modeling studies.  
The updated source profiles can provide detailed location-based species fractions that are 
beneficial for determining receptor-based impacts of trace metals from important PM2.5 
sources. 
The CMB-iteration and source profile optimization methods have been formatted 
for wide-scale use in the form of a user-friendly GUI (Figs. C.27 and C.28).  The 
programs (CMB-iteration 3.0 and SSAPO (Simultaneous Source Apportionment with 
Profile Optimization)) can be used to apply the methods for one location and one time.  
Both programs are available for download from Georgia Tech’s Russell group website 
(http://russellgroup.ce.gatech.edu/node/16).   The source profile optimization method is 
applicable for any location where CTM sensitivities, speciated observations, and 
reference profiles are available.  The reference profile serves as an initial guess for the 
calculation of a locally-based source profile.   While locally-based profiles are 
traditionally difficult to obtain, especially for developing regions such as China and India, 
observed and modeled data are relatively easier to obtain.  New optimized source profiles 
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Abstract 
  CMAQ estimates of sulfates, nitrates, ammonium, and organic carbon are highly 
influenced by uncertainties in modeled secondary formation processes, such as chemical 
mechanisms, volatilization, and condensation rates.  These compounds constitute the 
majority of PM2.5 mass, and reducing bias in estimated concentrations has benefits for 
policy measures and epidemiological studies.  In this work, a method for adjusting source 
impacts on secondary species is developed that provides estimates of source contributions 
and reduces bias in modeled concentrations compared to observations. The bias 
correction adjusts concentrations and source impacts based on the difference between 
modeled concentrations and observations while taking into account uncertainties at the 
location of interest; and it is applied both spatially and temporally.  We apply the method 
over the U.S. for 2006.  The mean bias for initial CMAQ concentrations compared to 
observations is -0.28 (OC), 0.11 (NO3), 0.05 (NH4), and -0.08 (SO4). The normalized 
mean bias in modeled concentrations compared to observations was effectively zero for 
OC, NO3, NH4, and SO4 after applying the secondary bias correction.  Ten-fold cross-
validation was conducted to determine the performance of the spatial application of the 
bias correction.  Cross-validation performance was favorable; correlation coefficients 




based on kriged correction factors. The methods presented here address model 
uncertainties by improving simulated concentrations and source impacts of secondary 
particulate matter through data assimilation. Secondary-adjusted concentrations and 
source impacts from 20 emissions sources are generated for 2006 over continental U.S.  
5.1 Introduction  
  Ambient concentrations of particulate matter with an aerodynamic diameter of 2.5 
microns or less (PM2.5) are regulated in the United States by the National Ambient Air 
Quality Standards, which are set by the U.S. Environmental Protection Agency.  Ambient 
PM2.5 can be composed of hundreds of different chemical species which originate from 
both natural and anthropogenic sources.  The majority of PM2.5 mass is composed of 
sulfates, ammonium, nitrates, and organic carbon (SANOC), as well as water. The 
remaining mass is composed of sodium, chloride, and other minor inorganic species, 
including trace metals and their oxides.  SANOC is largely formed in the atmosphere 
from reactions involving precursor species, though a fraction can be directly emitted. 
Modeling ambient PM2.5 concentrations, particularly SANOC, is challenging due to 
difficulties in capturing complex atmospheric interactions [89-95].   
  Several studies evaluated the performance of modeling ambient SANOC 
concentrations.  Pandis et al. (1992) evaluated the application of a Lagrangian model for 
estimating secondary organic aerosol (SOA) concentrations in the Los Angeles area [96, 
97]. The model estimated the percentage of SOA yield due to photo-oxidation of 
aromatics (65%), biogenic hydrocarbons (16%), alkanes (15%), and olefins (4%).  The 
study also examined model responses to deposition velocity, emissions of reactive 
organic gases (ROGs) and NOx, and saturation concentrations.  In the Pandis et al. study, 
authors reported that the major modeling uncertainties originated from ROG emissions, 
aerosol yields, and the partitioning of condensable gases between the gas and aerosol 




Lagrangian model in estimating SOA formation in the Los Angeles basin by comparing 
modeled estimates to high-resolution gas chromatography observations of organic aerosol 
concentrations [98].  Results indicated that the model underpredicted acidic organic 
aerosol concentrations due to the absence of secondary processes from the model or 
missing emissions of precursors in the inventory used.   
  Simon et al. (2009) presented a comprehensive review of 69 operational 
evaluation studies published from 2006 to 2012 that evaluated photochemical model 
performance in simulating concentrations and wet deposition of sulfate, nitrate, and 
ammonium (SNA), as well as the performance in simulating ozone and fine and coarse 
PM concentrations [99].  Authors reported that model performance for simulating SNA in 
the eastern U.S. is better than for simulations in the western U.S.  Authors attributed the 
regional discrepancies to the predominance of model evaluations over eastern regions, 
which resulted in the improvement of model inputs and processes for the region.  
Measured and simulated sulfate was generally lower in the western U.S., also attributing 
to higher modeled biases in the west.  Further, complex meteorology and terrain in the 
west contributed to difficulties in modeling high nitrate and organic carbon episodes.      
  Kanakidou et al. (2005) presented a comprehensive review which investigated 
important questions regarding organic aerosol modeling and its relationship to global 
climate [100].  The authors detailed uncertainties in biogenic emissions of organic 
aerosols due to land cover changes over time and variability in plant species’ emissions 
patterns. Emissions of anthropogenic organics were uncertain due to uncertainty in 
activity profiles of fuel use and future emission factors. The review discussed the 
uncertainties in the knowledge, at that time, of the atmospheric chemistry of organics, 
including gas-phase photo-oxidation processes, semi-volatile aerosol and oligomer 
formation, and the impact of NOx on secondary organic aerosol formation. Finally, the 
review discussed uncertainties in the aerosol physics processes, such as gas-aerosol 




 Bessagnet et. al evaluated the performance of the aerosol module in CHIMERE, a 
chemical transport model, and compared simulated SNA concentrations to observations 
over Europe [101].  The authors attributed a positive bias in sulfate concentrations to 
inflexible equations for aqueous chemistry, a positive bias in nitrate to over-evaporation 
during summer, and a positive bias in ammonium to deficiencies in horizontal transport 
and overestimated boundary conditions.   
  Overall, these studies found that modeling the secondary formation of 
atmospheric aerosols has many uncertainties. Therefore, bias correction methods are 
beneficial for improving the predicted secondary aerosol concentrations. This manuscript 
introduces a bias correction method for source impacts on SANOC, which in turn 
improves modeled concentration estimates.  With the many sources of uncertainty 
involved in modeling SANOC, the methods presented are designed to provide a 
mathematical, physically relevant adjustment that integrates model and measurement 
uncertainties, modeled pollutant sensitivities, and modeled and observed concentrations 
in a way that closes the gap between modeled estimates and observations.  While 
traditional receptor models are challenged to identify the sources of secondary PM2.5 
beyond gas-to-particle interactions, the sources of secondary PM2.5 and the magnitude of 
the impacts are directly identified in this study.  
5.2 Data and Methods 
5.2.1 Data  
  This study uses speciated PM2.5 observations from the Chemical Speciation 
Network (CSN) for model development and evaluation.  Data are available every third or 
sixth day from CSN observation sites across the U.S.  Total PM2.5 mass and 40 species 
concentrations are used in this study for spatial hybrid source apportionment including 




concentrations were discarded from the spatial hybrid application. CSN observations are 
available on 121 days in 2006 (maximum possible temporal availability for the year), and 
the number of monitors with a complete set of speciated data available on observation 
days varied from approximately 20 to 120 monitors.  Carbon data from CSN was 
adjusted from TOT to TOR equivalents [75].   
5.2.2 CMAQ–DDM Modeling  
  The Community Multi-Scale Air Quality (CMAQ) model is a chemical transport 
model that is equipped with the ability to estimate model sensitivities to perturbations in 
inputs or boundary conditions by implementing the decoupled direct method (DDM) for 
three-dimensional grids [46, 49, 76]. CMAQ-DDM modeling was performed for one year 
(2006) at 36-km resolution over continental U.S. and parts of southern Canada and 
northern Mexico (Fig. 5.1).   Meteorological inputs were generated using the Weather 
Research and Forecasting (WRF) model v3.3.1, along with the Pleim-Xiu land-surface 
model, Kain-Fritsch cumulus parameterization, Morrison 2-moment micro physics, 
RRTM longwave radiation, Dudhia shortwave radiation, and the ACM2 planetary 
boundary layer scheme [60, 61].  Emissions inputs were generated using the Sparse 
Matrix Operator Kernel Emissions (SMOKE) model (v2.6) with the 2005 U.S. EPA 
National Emissions Inventory data grown to 2006 [77].  The CMAQ-DDM model was 
used to generate PM2.5 sensitivities to 20 unique sources, and these sensitivities represent 





Figure 5.1: CSN monitors (blue circles) used for model development, application, and 
evaluation.   
5.2.3 Spatial Hybrid Source Apportionment 
  The spatial hybrid (SH) method for spatial source apportionment combines 
geostatistical methods with sparsely located source impact estimates that have been 
corrected by observations using the hybrid, chemical transport model-receptor model 
(CTM-RM) model.  The SH model generates spatial fields of concentrations and source 
impacts for total PM2.5 and 40 PM2.5 components and is summarized here [21].  The 
CTM-RM model (Eq. 5.1) is solved using nonlinear optimization, where the optimized 
parameter  can be interpreted as a factor (for each source, j) that is used to adjust the 
base case CMAQ-DDM source impact estimates.   
     (5.1) 
Eq. 5.1 is applied at each CSN monitor on days when speciated PM2.5 measurements are 
available (typically every third day). In Eq. 5.1,  is the error to be minimized;  and 
 are the observed and CMAQ-simulated concentrations of species i;  is the 




the adjustment factor for source j to be optimized; , , and   are the 
uncertainties in observed concentrations, CMAQ-simulated concentrations, and source 
strength, respectively; and  weights the source strength and serves as a numerical 
balancing parameter.  
  Kriging is used to spatially interpolate hybrid adjustment factors ( ) for each 
source category on days with available speciated PM2.5 measurements.  Due to the limited 
temporal availability of observation data, hybrid adjustment factors were temporally 
interpolated using grid-by-grid linear interpolation to allow for daily adjustment of source 
impact spatial fields, as opposed to adjusting fields solely on days with available data.  
After grid-by-grid linear interpolation for each source category, daily spatial fields of 
adjustment factors are applied to base CMAQ-DDM spatial fields, resulting in daily, 
optimized PM2.5 source impact fields over continental U.S. 
5.2.4 Secondary Bias Correction 
  SH-adjusted estimates of source impacts on SANOC are refined using a 
secondary species correction that reduces the modeled bias in the secondary formation of 
the species.   The secondary correction is only applied to SANOC species (sulfate, 
ammonium, nitrate, and organic carbon).  In this work, the adjustment for organic carbon 
(OC) is considered to be for the secondary portion.  In other words, the initial modeled 
OC concentrations are composed of primary and secondary components, and the bias 
correction is assumed to account for additional/reduced secondary OC formation.  The 
adjustment SCi,j represents the mass adjustment in µg·m
-3
 for the impact of source j on 
species i, and is calculated at the monitor as follows:  
            (5.2) 
            (5.3)  




As a note, the occurrence of was 62% for organic carbon, 47% for nitrate, 57% 
for ammonium, and 56% for sulfate. In Eq. 5.2,  are CMAQ-DDM source impacts 
(+ indicates positive impacts only),   is the observed concentration, and  is the 
reconstructed hybrid concentration (Eq. 5.4).  In Eq. 5.4, the difference (D) between the 
hybrid-adjusted concentrations and observations is weighted by the magnitude of the 
source impacts and then redistributed across the impacts.  A unique  value is 
calculated for each species/source combination (4 secondary species and 20 source 
categories) on each observation day.  The final adjusted concentrations and source 
impacts are estimated using Eqs. 5.5 and 5.6: 
        (5.5) 
           (5.6) 
Kriging is then used to spatially interpolate the  values calculated at the monitors 
over the spatial domain on observation days.   
  With this approach, only positively impacting sources on species concentrations 
are corrected, which makes the adjustment physically realistic as some CMAQ-DDM 
source impacts are negative.  As an example, if coal combustion contributed 20% of the 
sulfate mass in CMAQ-DDM, the bias correction will apportion 20% of the sulfate 
residual to the secondary coal combustion impact (Eq. 5.6).  The presented approach also 
assumes that the majority of the SNA is secondary, eliminating the need to split the 
primary and secondary portions for these species.  The adjustment  can be viewed 
as a correction for source impacts due to uncertainties in secondary processes, such as 
oxidation rates, aerosol yields and volatility, as well as emissions and meteorology, 
though the latter two are addressed, in part, in the original SH method.  In the preceding 
study (Ivey et. al, 2015), the adjustment factor  was developed as a correction for 
emissions estimates and meteorological factors to reduce the bias in predicted primary 




  The spatial extension of the secondary bias correction was evaluated using 10-
fold cross-validation.  In this cross-validation, all available CSN site-days (7955 in total) 
were randomly arranged into 10 groups, where 9 groups had 795 site-days and 1 group 
had 800.  The kriging step was performed 10 times, and each time one group was 
removed from the sample used for kriging.  Data from withheld site-days were compared 
to the corresponding kriged values, leading to 7955 evaluation pairs.  Some observation 
days (days where 1-in-6 day observations are not available) had too few monitors after 
removing the selected monitors, and the kriging algorithm did not converge. 
5.3 Results 
5.3.1 Base Model Evaluation 
  Base CMAQ-DDM results of SANOC and PM2.5 concentrations are compared to 
observations from the CSN network to evaluate base model performance (Table D2).  
Mean observed concentrations were 12.6 ± 7.63, 2.22 ± 1.76, 1.58 ± 2.29, 1.40 ± 1.18, 
and 3.13 ± 2.61 µg·m
-3
 for total PM2.5, organic carbon, nitrate, ammonium, and sulfate, 
respectively.  Mean CMAQ-DDM concentrations were 12.6 ± 8.58, 1.60 ± 1.27, 1.76 ± 
2.55, 1.47 ± 1.22, and 2.89 ± 2.30 µg·m
-3
 for total PM2.5, organic carbon, nitrate, 
ammonium, and sulfate, respectively.  Mean bias (MB) for total PM2.5 (MB = -0.001) was 
lower than the mean bias for secondary species (MBOC = -0.28, MBNO3 = 0.11, MBNH4 = 
0.05, MBSO4 = -0.08), reflecting the uncertainty of model processes for secondary 
species.  The MB values presented here indicate an overall overestimation of nitrate and 
ammonium concentrations by the base model application and an overall underestimation 
of organic carbon and sulfate concentrations.  Modeled organic carbon concentrations 
had the largest bias compared to the observations. However, when comparing the 




(NMEPM2.5 = 0.46, NMEOC = 0.53, NMENO3 = 0.79, NMENH4 = 0.49, NMESO4 = 0.38).  
Organic carbon and nitrate had the largest error compared to observations. 
5.3.2 Secondary Bias Correction  
  Secondary bias correction factors ( ) were calculated for each source and 
species combination (4 species x 20 sources) at all available CSN site-days in 2006 (121 
total observation days).  Mean  values and standard deviations are presented in Table 
D3, along with related statistics from the observations (Table D4).  Conclusions can be 
drawn by examining the magnitude of the  values.  A positive  value indicates 
that the initial simulated concentration was biased low compared to the observation, and 
vice versa for a negative  value. For secondary OC, larger  values were obtained 
for biogenics (average  over all days and sites, µ = 0.87 µg·m-3), non-road gasoline (µ 
= 0.036 µg·m
-3
), on-road gasoline (µ = 0.026 µg·m-3), and solvents (µ = 0.19 µg·m-3), 
indicating that these are the significant sources for secondary OC and that increasing the 
impact from these sources improves modeled concentrations.  For nitrate, larger  
values were obtained for agriculture/livestock activities (µ = 0.038 µg·m-3), natural gas 
combustion (µ = 0.031 µg·m-3), on-road diesel (µ = 0.012 µg·m-3), and on-road gasoline 
(µ = 0.079 µg·m-3), indicating a strong association between nitrate and these sources.  For 
ammonium, agriculture/livestock activities (µ = 0.038 µg·m-3), coal combustion (µ = 
0.025 µg·m
-3
), fuel oil combustion (µ = 0.020 µg·m-3), and on-road gasoline (µ = 0.022 
µg·m
-3
) had larger  values.  For sulfate, coal (µ = 0.27 µg·m-3) and fuel oil (µ = 0.045 
µg·m
-3
) combustion, on-road diesel (µ = 0.023 µg·m-3), and PM2.5 others (µ = 0.041 
µg·m
-3
) had larger  values.   
  Distributions of  values provide information on how source impacts on 
secondary species are influenced by model bias.  A wider distribution indicates that 




stratified by season (Figs. D.1-D.4).  For secondary organic carbon, sources with highly 
variable  values include biogenics (µ = 0.87 µg·m-3, σ = 1.30 µg·m-3) and solvents (µ 
= 0.19 µg·m
-3
, σ = 0.32 µg·m
-3
) (Fig. D.1).  For nitrate,  values agricultural activities 
(µ = 0.084 µg·m-3, σ = 0.81 µg·m-3), natural gas combustion (e.g., industrial boilers, 
flares, heaters, and incinerators) (µ = 0.031 µg·m-3, σ = 0.25 µg·m-3), on-road diesel (µ = 
0.012 µg·m
-3
, σ = 0.24 µg·m
-3
) and on-road gasoline (µ = 0.079 µg·m-3, σ = 0.52 µg·m-3) 
have high variability (Fig. D.2).  There was also variability, to a lesser extent, in 
distributions for non-road diesel and gasoline.  For ammonium  values, sources with 
high variability in distributions include agricultural activities (µ = 0.038 µg·m-3, σ = 0.31 
µg·m
-3
) and coal combustion (µ = 0.025 µg·m-3, σ = 0.26 µg·m-3) (Fig. D.3). For sulfate 
 values, sources with highly varying distributions include coal combustion (µ = 0.27 
µg·m
-3
, σ = 1.28 µg·m
-3
) and fuel oil combustion (µ = 0.045 µg·m-3, σ = 0.23 µg·m-3) 
(Fig. D.4).  
5.3.3 Cross Validation 
  Withheld and spatially interpolated  values were compared at withheld site-
day locations for each source and each secondary species (Table D5).  For organic 
carbon,  values for agriculture/livestock had the highest correlation (r = 0.79) while 
fire had the lowest correlations (r = 0.02).  Regression analysis of withheld and spatially 
interpolated  values led to regression intercepts near 0.00 with the exception of 
biogenics (α = 0.17) and solvents (α = 0.06).  Regression slopes for each source ranged 
from 0.04 (fire) to 0.86 (agriculture/livestock).  Normalized mean bias (NMB) was 
calculated for withheld and kriged  values: 




NMB was near zero for most sources, ranging from -0.05 (coal combustion) to 0.15 (fire) 
(Table D3).   
  For nitrate, the correlation coefficient was highest for agriculture/livestock (r = 
0.64) and lowest for fire (r = 0.20).  Regression intercepts were at or near zero for all 
sources.  Regression slopes ranged from 0.41 (biogenics) to 1.20 (fuel oil combustion). 
NMB ranged from -10.9 (coal combustion) to 0.31 (dust), and the direction of the bias 
varied across the sources.  For ammonium, the correlation coefficient was highest for 
coal combustion (r = 0.69) and lowest for fire (r = 0.07).  The regression intercept was 
zero or near zero for all sources, and the regression slopes ranged from 0.16 (fire) to 0.88 
(coal combustion).  NMB ranged from -1.90 (non-road gasoline) to 0.14 (dust) and was 
mainly positive for most sources.  For sulfate, the correlation coefficient was highest for 
coal combustion and on-road gasoline (r = 0.78) and lowest for biogenics (r = 0.04).  The 
regression intercepts were near zero for all sources, and the regression slopes ranged from 
0.06 (biogenics) to 1.01 (dust).  NMB ranged from -0.45 (agriculture/livestock) to 2.32 
(biogenics), and the direction of bias varied across the sources.  Prediction performance 
was best for source/species pairs that contribute the majority of precursor species for 
secondary formation, such as biogenics and organic carbon, agriculture/livestock and 
nitrate/ammonium, and coal combustion and sulfate.  Poorest performance was seen for 
sources with low contributions to a particular secondary species such as biogenic impacts 
on sulfate.  Adequately capturing the temporal and spatial variability of some sources 
(e.g., dust and fires) in models is challenging and highly uncertain, which may also drive 
down prediction performance of the cross-validation application.  
  Concentrations of SANOC were reconstructed (Eq. 5.5) using withheld and 
kriged  values and were compared to observations to further evaluate the cross-
validation (Table D6).  Correlation coefficients for concentrations based on withheld  
values reflected a near match to observations for all species, with correlations and 




expected given how the method is applied.  Correlation coefficients for concentrations 
based on kriged  values were highest for sulfate (rkrig = 0.91) and lowest for organic 
carbon (rkrig = 0.69); hence, kriging did not capture the variability of withheld  values 
for organic carbon as well as for nitrate.  Correlations did not reflect a near match when 
comparing concentrations calculated with withheld  values versus concentrations 
calculated with corresponding kriged  values.  This is expected because 10% of the 
available data were removed for cross-validation.  Regression intercepts were lowest for 
sulfate and ammonium (αkrig = 0.22) and highest for organic carbon and nitrate (αkrig = 
0.43).   Regression slopes were closest to one for sulfate (βkrig = 0.89) and furthest from 
one for nitrate (βkrig = 0.72).   
  Regression results indicate that the cross-validation performance of the 
secondary-adjustment is strongest for sulfate and weakest for organic carbon and nitrate.  
NMB was near zero for all species.  Evaluation metrics for kriged comparisons did not 
degrade to a large extent, indicating fair agreement between predictions based on 
withheld and kriged  values.  Organic carbon had consistently poorer performance 
metrics, potentially due to the TOT to TOR conversions that were applied to observed 
carbon data, which led to negative observations at times.  This comparison highlights the 
better prediction performance of sulfate, however overall prediction performance for all 
species is favorable.  
5.3.4 CMAQ-DDM Comparison 
  Performance of the secondary bias correction was further evaluated by comparing 
original CMAQ-DDM, hybrid, and secondary adjusted concentrations of SANOC and 
total PM2.5 to observations (Table D.4, Fig. D.5). Mean concentrations for organic carbon 
over CSN sites-days were 2.22 ± 1.76, 1.61 ± 1.27, 1.08 ± 0.80, and 2.22 ± 1.76 µg·m
-3  
for observed, CMAQ-DDM, hybrid, and secondary-adjusted concentrations, respectively.  




much improved from CMAQ and hybrid concentrations. Mean concentrations for nitrate 
were 1.58 ± 2.29, 1.76 ± 2.55, 1.37 ± 2.12, and 1.58 ± 2.29 µg·m
-3 
for observed, CMAQ-
DDM, hybrid, and newly adjusted concentrations, respectively.  Again, the mean 
secondary-adjusted concentration is the same as the observation for nitrate.  Mean 





observed, CMAQ-DDM, hybrid, and newly adjusted concentrations, 
respectively.  For sulfate, mean concentrations were 3.13 ± 2.61, 2.89 ± 2.30, 2.65 ± 2.12, 




observed, CMAQ-DDM, hybrid, and secondary-adjusted 
concentrations, respectively.   Mean concentrations of PM2.5 were 12.6 ± 7.63, 12.6 ± 
8.57, 8.52 ± 5.53, and 10.5 ± 6.26 µg·m
-3
 for the observation, CMAQ-DDM, hybrid, and 
secondary-adjustment, respectively.  Mean CMAQ-DDM PM2.5 concentration is very 
close to the mean observation, but CMAQ-DDM estimates of components remain biased 
without adjustment.  Although secondary-adjusted SANOC concentrations match 
observations exactly for CSN locations, other modeled PM2.5 components are still biased 
(e.g., non-carbon organic matter, metals, and unidentified PM2.5 mass), leading the 
secondary-adjusted PM2.5 concentration to not exactly match the observation.  
  The results show that the original CMAQ-DDM concentrations perform better for 
secondary species than the hybrid model from the preceding study (Ivey et al., 2015) 
[21]. It is important to note that the hybrid source apportionment methods adjusts 
concentrations and source contributions based upon primary species such as crustal and 
other fine metals, and did not address uncertainties in formation of SANOC species, 
which are the majority of the mass.  This secondary bias correction was developed as an 
additional adjustment for the hybrid method to address this issue and the variation in 
secondary formation that is highly variable between locations, times, and species.  More 
accurate PM species fields are developed by instituting both a primary and secondary 




5.3.5 Source contributions (to secondary species) 
  The secondary bias correction was applied to improve source impacts on 
secondary species concentrations.  The spatial extension also allows improved 
characterization of spatial and temporal variability of source impacts on secondary 
species concentrations.  Spatial fields of seasonally-averaged source impacts on organic 
carbon are presented for biogenics, non-road gasoline, on-road gasoline, and solvents 
(Fig. D.6). Biogenic impacts on organic carbon are strongest in the southeastern and 
northwestern U.S. where vegetation is prevalent and denser than other regions.  Impacts 
peak in the summer in the southeast (~4 µg·m
-3 
at peak).  Non-road gasoline impacts on 
organic carbon are consistent throughout the year, and are highest in the eastern U.S. 
(~0.2 µg·m
-3 
at peak).  On-road gasoline impacts on organic carbon are consistent 
throughout the year and are highest over urban centers across the U.S. (~0.4 µg·m
-3 
at 
peak).  Solvent impacts on organic carbon are strongest in the winter and fall seasons and 
are greatest over the northeastern and western U.S. (~1 µg·m
-3 
at peak).    
  Spatial fields of seasonally-averaged source impacts on nitrate are presented for 
agriculture/livestock, natural gas combustion, on-road diesel, and on-road gasoline (Fig. 
D.7). Agriculture/livestock impacts on nitrate peak in the winter and fall seasons and are 
more significant in central California and over the Ohio River Valley in the Midwestern 
U.S. (~4 µg·m
-3 
at peak).  Natural gas combustion impacts are constant throughout the 
year and are significant over central U.S. and southern California (~0.5 µg·m
-3 
at peak). 
On-road diesel impacts on nitrate are similar throughout the year and are greatest over the 
Ohio River Valley and southern California (~1 µg·m
-3
 at peak).  On-road gasoline 
impacts on nitrate are also similar throughout the year (slightly higher in the winter) and 
are greatest over the eastern U.S. and southern California (~2 µg·m
-3 
at peak). 
  Spatial fields of seasonally-averaged source impacts on ammonium are presented 
for agriculture/livestock, coal combustion, fuel oil combustion, and on-road gasoline 




and are most significant over the eastern U.S. and California (~1 µg·m
-3 
at peak).  Coal 
combustion impacts on ammonium peak in the summer months and are most significant 
over the eastern U.S. (~1 µg·m
-3 
at peak). Fuel oil combustion impacts on ammonium are 
consistent throughout the year and are highest over southern California and southeastern 
U.S. (~0.5 µg·m
-3 
at peak).  On-road gasoline impacts on ammonium are greatest in 
southern California and urban centers in the eastern U.S. and are consistent throughout 
the year (~0.5 µg·m
-3 
at peak).    
  Spatial fields of seasonally-averaged source impacts on sulfate are presented for 
coal combustion, fuel oil combustion, non-road others (non-road vehicles fueled by non-
diesel/non-gasoline fuels), and other PM2.5 sources (e.g., mineral processing, lawn waste 
burning, off-shore oil and gas activities, and marine vessels) (Fig. D.9). Coal combustion 
impacts on sulfate peak in the summer and are most significant over the eastern U.S. (~3 
µg·m
-3 
at peak).  Fuel oil combustion impacts on sulfate peak in the summer and are most 
significant in port areas such as New England, southern California, and the Gulf Coast 
(~1 µg·m
-3 
at peak). Non-road others’ impacts on sulfate peak in the spring and summer 
months and are most significant along the coastal areas and in the Gulf of Mexico (~1 
µg·m
-3 
at peak).  Other PM2.5 sources’ impacts on sulfate are most significant in the 




  Seasonal source contributions for SANOC and total PM2.5 are highlighted for 
three U.S. cities, Atlanta, Georgia; Los Angeles, California; and Pittsburgh, Pennsylvania 
(see map in Fig. 5.1).  Atlanta is an inland city located in southeastern U.S., a heavily 
forested region with high emissions from biogenic sources. The conjunction of three 
major U.S. interstates occurs in Atlanta, and the busiest corridor sees up to 300,000 
vehicles per day [102].  Electricity needs in the metro area are served by coal- and natural 
gas-fired power plants. The results from this study reflect the characteristics of Atlanta 




with almost 2,500 arrivals and departures daily, which contributes to emissions of 
secondary precursors.  In Atlanta, organic carbon contributions are mainly from 
biogenics, on-road sources, and solvents, and biogenics peak in the summer (2.51µg·m
-3
) 
(Table 5.1).  Nitrate is mostly contributed by agriculture/livestock and on-road sources 
and both contributions peak in the colder seasons (1 µg·m
-3
).  Ammonium is contributed 
by agriculture/livestock, coal combustion, and on-road sources and contributions for the 
sources peak in the warmer months.  Impacts from sulfate originate from coal (summer 
peak of 4.61 µg·m
-3
) and fuel oil and diesel combustion sources, and all sources peak in 
the summer months. In Atlanta, agriculture/livestock, biogenics, coal combustion, and 
mobile sources dominate total PM2.5 contributions (Table D7).   
  Los Angeles is located near the coast of southern California, and its local climate 
is influenced by its proximity to the Pacific Ocean as well as its positioning between the 
ocean to the west and several small mountain ranges to the north and east.  The 
topography of the Los Angeles area leads to temperature inversions and air getting 
trapped by the mountains.  Los Angeles is a city with large urban sprawl, leading to high 
daily traffic volumes. With several ports along the California coast, shipping emissions 
from fuel oil burning contribute to coastal aerosol concentrations.  Presently, the majority 
of California’s energy is produced by natural gas and renewable fuels [103103].  In 
previous years, hydroelectric and nuclear power supplied close to one-third of 
California’s energy.  The nearby San Joaquin Valley is a highly polluted area of 
California due to emissions from dairy and produce farms.  In Los Angeles, organic 
carbon was contributed by biogenics (winter peak of 2.41 µg·m
-3
), meat cooking, on-road 
gasoline, and solvents (Table 5.2).  Nitrate was mainly contributed by on-road gasoline 
(winter peak of 2.36 µg·m
-3
), agriculture/livestock (winter peak of 1.09 µg·m
-3
), and 
natural gas combustion.  Ammonium was mostly contributed by agriculture/livestock, 
fuel oil and natural gas combustion, and on-road gasoline vehicles (spring peak of 0.67 
µg·m
-3






) and non-road others. In Los Angeles, agriculture/livestock, biogenics, mobile 
sources, and fuel oil and natural gas combustion dominate total PM2.5 contributions 
(Table D8).   
 Pittsburgh is an inland city, once characterized by its heavily industrial economy, 
where it was home to more than 300 steel-related businesses and coal production 
facilities.  Today, the economy is service- and higher education-based, and most 
electricity is generated with natural gas and nuclear power, while coal production still 
persists [104].  In Pittsburgh, organic carbon was mainly contributed by biogenics 
(summer peak of 1.55 µg·m
-3
), on-road gasoline vehicles, and solvents (Table 5.3).  
Nitrate originated from agriculture/livestock (winter peak of 1.62 µg·m
-3
), on-road 
gasoline vehicles (winter peak of 0.67 µg·m
-3
), and other PM2.5 sources.  Ammonium 
originated from agriculture/livestock (summer peak of 0.83 µg·m
-3
), coal combustion 
(summer peak of 0.76 µg·m
-3
), and on-road gasoline vehicles.  Sulfate was mainly 
contributed by coal (winter peak of 6.00 µg·m
-3
) and agriculture/livesrock (summer peak 
of 0.83 µg·m
-3
).  In Pittsburgh, agriculture/livestock, coal gas combustion, and mobile 















Table 5.1 Source impacts on secondary PM2.5 for Atlanta, GA. Top 5 impacting sources 
in 2006 based on new adjustments for organic carbon (OC), nitrate (NO3), ammonium 
(NH4), and sulfate (SO4) for Atlanta, GA and source impacts in µg·m
-3
.  Source impacts 
and total observed PM2.5 are seasonally averaged. Sources (abbreviations) include: 
agricultural activities and livestock operations (ag), aircraft (air), biogenics (biog), coal 
combustion (coal), dust, fires, fuel oil combustion (foil), meat cooking (meat), metals 
processing (metal), natural gas combustion (ng), non-road diesel (nrd), non-road gasoline 
(nrg), non-road others (nro), on-road diesel (ord), on-road gasoline (org), others (ot), 
other combustion (otc), solvents (slv), sea salt (ss), wood burning (wood). 
 
species rank winter (µg·m-3) spring (µg·m-3) summer (µg·m-3) fall (µg·m-3) 
PM2.5 - 11.8  15.0  22.3  15.3  
OC 
1 
1.17 biog 1.54 biog 2.51 biog 1.83 biog 
2 0.30 slv 0.22 ot 0.24 ord 0.25 slv 
3 0.29 org 0.19 org 0.24 ot 0.22 org 
4 0.22 ord 0.18 ord 0.20 org 0.20 ord 
5 0.19 ot 0.15 slv 0.15 nrg 0.17 ot 
          
NO3 
1 
1.09 ag 0.78 ag 0.38 org 0.94 ag 
2 0.96 org 0.41 org 0.34 ag 0.63 org 
3 0.16 ord 0.15 ord 0.14 ord 0.17 ord 
4 0.10 ot 0.09 nrd 0.07 nrd 0.10 nrd 
5 0.08 nrd 0.05 ot 0.06 coal 0.06 ot 
          
NH4 
1 0.37 ag 0.52 coal 0.98 coal 0.57 coal 
2 0.28 org 0.47 ag 0.44 ag 0.44 ag 
3 0.19 coal 0.23 org 0.40 org 0.30 org 
4 0.04 ot 0.09 ord 0.15 ord 0.09 ord 
5 0.04 ord 0.07 foil 0.11 foil 0.07 foil 
          
SO4 
1 
0.83 coal 2.44 coal 4.61 coal 2.30 coal 
2 0.13 foil 0.28 foil 0.44 foil 0.24 foil 
3 0.04 ot 0.13 ord 0.42 ord 0.13 ord 
4 0.01 nro 0.12 ot 0.25 org 0.07 ot 
















Table 5.2. Source impacts on secondary PM2.5 for Los Angeles, CA. Top 5 impacting 
sources in 2006 based on new adjustments for organic carbon (OC), nitrate (NO3), 
ammonium (NH4), and sulfate (SO4) for Los Angeles, CA and source impacts in µg·m
-3
.  
Source impacts and total observed PM2.5 are seasonally averaged. Sources (abbreviations) 
include: agricultural activities and livestock operations (ag), aircraft (air), biogenics 
(biog), coal combustion (coal), dust, fires, fuel oil combustion (foil), meat cooking 
(meat), metals processing (metal), natural gas combustion (ng), non-road diesel (nrd), 
non-road gasoline (nrg), non-road others (nro), on-road diesel (ord), on-road gasoline 
(org), others (ot), other combustion (otc), solvents (slv), sea salt (ss), wood burning 
(wood). 









PM2.5  17.2  12.8  16.8  15.2  
OC 
1 2.41 biog 0.81 biog 0.85 biog 1.68 biog 
2 0.61 slv 0.33 meat 0.29 meat 0.29 meat 
3 0.26 meat 0.31 slv 0.27 org 0.28 org 
4 0.22 org 0.21 org 0.19 nrd 0.27 slv 
5 0.14 wood 0.15 nrd 0.12 slv 0.19 nrd 
          
NO3 
1 2.36 org 2.22 org 1.78 org 1.77 org 
2 1.09 ag 1.38 ag 0.96 ng 0.91 ng 
3 0.97 ng 1.29 ng 0.66 ag 0.91 ag 
4 0.74 ord 0.58 nrd 0.35 nrd 0.47 nrd 
5 0.72 foil 0.49 ord 0.32 nro 0.45 ord 
          
NH4 
1 0.64 foil 0.67 org 0.46 org 0.44 org 
2 0.59 org 0.42 ng 0.36 nro 0.35 foil 
3 0.28 ng 0.40 ag 0.26 ng 0.25 ng 
4 0.22 ag 0.29 foil 0.24 foil 0.23 ag 
5 0.18 ord 0.22 nrd 0.20 nrd 0.15 nrd 
          
SO4 
1 0.51 foil 0.56 foil 0.70 nro 0.46 foil 
2 0.10 ot 0.31 nro 0.51 foil 0.14 nro 
3 0.07 coal 0.20 ot 0.39 nrd 0.12 ot 
4 0.04 nro 0.17 nrd 0.31 ot 0.07 nrd 















Table 5.3. Source impacts on secondary PM2.5 for Pittsburgh, PA. Top 5 impacting 
sources in 2006 based on new adjustments for organic carbon (OC), nitrate (NO3), 
ammonium (NH4), and sulfate (SO4) for Pittsburgh, PA and source impacts in µg·m
-3
.  
Source impacts and total observed PM2.5 are seasonally averaged. Sources (abbreviations) 
include: agricultural activities and livestock operations (ag), aircraft (air), biogenics 
(biog), coal combustion (coal), dust, fires, fuel oil combustion (foil), meat cooking 
(meat), metals processing (metal), natural gas combustion (ng), non-road diesel (nrd), 
non-road gasoline (nrg), non-road others (nro), on-road diesel (ord), on-road gasoline 
(org), others (ot), other combustion (otc), solvents (slv), sea salt (ss), wood burning 
(wood). 









PM2.5  11.0  12.0  12.0  10.3  
OC 
1 0.37 biog 0.59 biog 1.55 biog 0.77 biog 
2 0.24 slv 0.18 slv 0.19 slv 0.30 slv 
3 0.22 org 0.18 org 0.18 meat 0.18 org 
4 0.12 meat 0.17 meat 0.17 nrd 0.16 meat 
5 0.10 wood 0.14 wood 0.17 nrg 0.12 nrd 
          
NO3 
1 1.62 ag 1.20 ag 0.65 ag 1.21 ag 
2 0.67 org 0.47 org 0.35 org 0.51 org 
3 0.18 ot 0.15 ot 0.10 ord 0.14 ot 
4 0.12 ord 0.13 ord 0.08 ot 0.09 ord 
5 0.11 mg 0.07 nrd 0.08 nrd 0.07 nrd 
          
NH4 
1 0.51 ag 0.57 ag 0.83 ag 0.57 ag 
2 0.23 org 0.32 coal 0.76 coal 0.30 coal 
3 0.21 coal 0.22 org 0.35 org 0.27 org 
4 0.17 ot 0.19 ot 0.26 ot 0.18 ot 
5 0.03 foil 0.04 ord 0.10 ord 0.03 foil 
          
SO4 
1 1.29 coal 2.26 coal 6.00 coal 1.98 coal 
2 0.13 foil 0.13 ot 0.31 ord 0.11 foil 
3 0.06 ot 0.13 foil 0.28 ot 0.07 ot 
4 0.05 metal 0.06 metal 0.28 nrd 0.06 metal 









  Overall uncertainty in secondary concentrations and source impacts primarily 
results from uncertainties in the emissions, chemistry, gas/particle partitioning, and 
meteorology. In this case, uncertainty in modeled concentrations can be investigated by 
examining the relationship between observed and predicted concentrations and  
values.  For example, the ratios of mean organic carbon  for biogenics, on-road 
gasoline vehicles, and solvents to observed organic carbon for CSN sites are 0.39, 0.01, 
and 0.09, respectively.  In other words, modeled impacts on secondary organic carbon are 
underestimated in CMAQ by approximately 39% from biogenics, 1% from on-road 
gasoline vehicles, and 9% from solvents on average.  The ratios of agriculture/livestock, 
natural gas combustion, on-road diesel, and on-road gasoline  to observed nitrate are 
0.05, 0.02, 0.007, and 0.05, respectively.  This indicates an approximate underestimation 
of impact on nitrate by 5% for agriculture/livestock, 2.0% for natural gas combustion, 
0.7% for on-road diesel vehicles, and 5.0% for on-road gasoline vehicles.  The ratios of 
agriculture/livestock, coal combustion, fuel oil combustion, and on-road gasoline  to 
observed ammonium are 0.027, 0.02, 0.014, and 0.015, respectively.  This indicates an 
approximate underestimation of impact on ammonium by 2.7% for agriculture/livestock, 
2.0% for coal combustion, 1.4% for fuel oil combustion, and 1.5% for on-road gasoline 
vehicles.  The ratios of coal combustion, fuel oil combustion, and on-road diesel  to 
observed sulfate are 0.09, 0.014, and 0.007, respectively.  This indicates an approximate 
underestimation of impact on sulfate by 9% for coal combustion, 1.4% for fuel oil 
combustion, and 0.7% for on-road diesel.  Ratios can represent the approximate bias in 
modeled source impacts and concentrations.  Although the magnitude of the bias is small 
for some source/species pairs, the cumulative effect of bias over all sources is significant.  
  Examining seasonal and spatial variability of  values lends information about 




carbon (SOC), biogenic impacts are underestimated near the northwest U.S. border in 
cooler months, which is portrayed by high  values in the region (Fig. 5.2).  This 
uncertainty may be due to the choice of emission factors from vegetation or wintertime 
partitioning of volatile organic carbon in the region.  Gasoline impacts on SOC are 
underestimated in the southeast and near the northwest U.S. border throughout the year. 
For nitrate, impacts from most sources are underestimated in central/southern California 
throughout the year (Fig. 5.3).  Low nitrate impacts may stem from uncertainties in 
chemical titrations in the region or underestimations of primary emissions of nitrogen 
oxides.  For ammonium, impact from on-road gasoline is underestimated in the southeast 
in the summer and underestimated throughout the year in southern California (Fig 5.4).    
In cooler months, agriculture/livestock and fuel oil impacts on ammonium are 
underestimated in southern California.  Low ammonium impacts may also stem from 
uncertainties in chemical titrations in the region as well as uncertainties in emissions 
estimates of ammonia. Impacts from coal combustion are underestimated in the summer 
in the southeast.  For sulfate, coal combustion impacts are underestimated in the northeast 
in winter and underestimated over the eastern U.S. in spring and summer (Fig. 5.5).  
Uncertainty in modeling temperature-dependent phase partitioning sulfate may affect 
impacts from coal combustion, as bias in emissions is less likely due to continuous 
monitoring of stack emissions of sulfur dioxide [105]. Impacts from off-road and off-
shore sources are underestimated in the southern coastal areas, and may be due to 






Figure 5.2: Seasonally-averaged spatial fields of  values in µg·m
-3 
for top secondary 
organic carbon sources. 
 
 
Figure 5.3. Seasonally-averaged spatial fields of  values in µg·m
-3
 for top nitrate 





Figure 5.4. Seasonally-averaged spatial fields of  values in µg·m
-3 
for top ammonium 
sources.  
 
Figure 5.5: Seasonally-averaged spatial fields of  values in µg·m
-3 






 5.5 Conclusion 
  Newly adjusted concentrations better agree with observed concentrations 
compared to original CMAQ-DDM (base case) estimates before adjustment.  The 
adjustments are also applied to modeled source impacts, which improve estimates of 
impacts on secondary species.  Results from this analysis imply that, for the modeling 
scheme used here, OC is underestimated by approximately 49%, nitrate by 7.7%, 
ammonium by 7.6%, and sulfate by 11.1%.   The methods presented here are novel in 
that traditional receptor modeling analyses do not partition out the secondary source 
impacts. The secondary bias correction can be applied for other modeling schemes (e.g. 
other versions of CMAQ or different meteorological and emissions inputs), to determine 
overall bias in secondary PM2.5 concentrations.  This study also illuminates the greatest 
impacting sources on each secondary species over the continental U.S., which helps to 
identify the modeling pathways with most uncertainty.   
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CHAPTER 6: CONCLUSION 
 The methods presented in this dissertation improve our understanding of PM2.5 
source impacts over continental U.S. (CONUS), identify potential sources of bias in 
current methods, and increase source impact modeling strengths and capabilities.  The 
methods are novel data assimilation techniques that combine both observed and 
simulated data to generate better estimates of PM2.5 sources impacts and concentrations.  
The results presented offer insights into the greatest impacting sources of PM2.5 at a 
national scale over longer time periods, which is the first demonstration of this effort as 
revealed from the current literature.  The methods and results are beneficial for policy 
and health applications, such as establishing NAAQAS attainment for municipalities and 
further exploring links between human exposure to PM2.5 sources and the development or 
worsening of adverse health effects.  The major conclusions drawn from the previous 
chapters are briefly reiterated below. 
  The spatial hybrid (SH) model is an effective approach for improving simulated 
source impact spatial fields through statistical optimization instead of re-running CMAQ–
DDM, which is more computationally expensive. The method combines 1-in-3 day 
observations at monitoring locations and daily, 36-km resolution CMAQ-DDM source 
impacts, along with measurement and model uncertainties, to generate optimized spatial 
fields of source impacts that better reflect observations.   The application and evaluation 
of the spatial hybrid approach for January 2004 showed that the method was successful in 
improving simulated concentrations of trace metal species such as silicon, potassium, 
iron, and aluminum.  Reducing biases in modeled concentrations of trace metals 
improved estimates of source impacts, as tracer species are often critical for 
distinguishing the impacts from sources with similar profiles in traditional source 
apportionment approaches (e.g. the chemical mass balance method).   The SH approach 




species to be attributed directly to the source, specifically coal combustion (sulfur 
dioxide), agricultural/livestock activities (ammonia), and biogenics (volatile organic 
compounds), instead of being attributed to gas-to-particle interactions.   This SH 
approach can be applied over long time periods to produce a historical record of source 
impacts in the United States for use in long-term health analyses.   
 The SH method was applied for three years, 2005 to 2007, to assess seasonal and 
regional variability in source impacts for 16 source categories over the CONUS.  Each 
year of CMAQ-DDM simulations were generated using different modeling schemes, 
leading to different emissions patterns for some sources.  Distributions of hybrid-
optimized adjustment factors varied for each source year-to-year.  The greatest impacting 
sources identified in this multi-year assessment were coal combustion, on-road vehicles, 
and agriculture/livestock activities for 2005 and 2006, and fire, dust, and on-road vehicles 
in 2007.  An urban-rural assessment was conducted to determine spatial gradients in three 
U.S. cities. Results indicated that while source contributions are similar in both urban and 
rural locations, mobile vehicle impacts were a higher percentage in urban areas while 
dust impacts were a higher in the rural locations.  Additional assessment was conducted 
by comparing results for three U.S. regions for which nonattainment studies had been 
conducted.  The SH method results were comparable to the peer-reviewed studies, 
demonstrating that SH methods can be useful for identifying PM2.5 sources that impact a 
region’s nonattainment status. Furthermore, the SH approach quantifies source impacts 
with higher source stratification compared with receptor modeling approaches.  Because 
the method is source-oriented, the SH method can potentially identify previously 
unrecognized sources that impact a region through long-range transport, such as dust and 
fires, by examining upwind emissions along with local source impacts.      
 A nonlinear optimization method for revising reference PM2.5 source profiles is 
developed and applied evaluated over all available CSN monitors for the year 2006.  The 




generate receptor-based source profiles for 20 source categories and 23 PM2.5 component 
species. Analysis of the revised profiles reveals that coal combustion, metals processing, 
and sea salt profiles underwent the most change over all CSN monitors, in comparison to 
the reference profile. Further analysis revealed that bias in modeled concentrations of 
trace metals highly influenced the profile optimization, where the new profiles correct for 
this bias and improve modeled source impact estimates.  The revised profiles were further 
evaluated by implementing the profiles in the CMB-iteration model.  Profiles for seven 
common sources were used to calculate source impacts for Atlanta, GA and St. Louis, 
MO (mobile sources (gasoline and diesel), dust, biomass burning, coal combustion or 
metals processing, sulfate, nitrate, and ammonium) models.  The CMB analysis revealed 
that the proper selection of profiles is critical for producing reasonable source impacts. 
For example the inclusion of the metals processing profile in the Atlanta analysis led to 
negative contributions from the metals source, which led to its exclusion from the 
analysis.  Additionally, most CMB-generated source impacts were comparable to SH 
impacts.  This data-integrated approach for PM2.5 source profile optimization is beneficial 
for source impact analysis in regions where reference profiles have high uncertainty or 
are unknown. The incorporation of observations allows the revised profiles to reflect 
local pollution conditions.    
A method for quantifying bias in modeled secondary PM2.5 is developed and 
applied over CONUS for the year 2006.  The method distributes the bias between 
observations and SH concentrations of sulfate, nitrate, ammonium, and secondary organic 
carbon (SANOC) across source impacts for 20 source categories.   The bias adjustments 
provide information regarding which species/source relationships are subject to the 
greatest bias.  The 2006 analysis determined that biogenics, solvents, and on-road 
gasoline impacts contributed to the majority of the bias in modeled secondary organic 
carbon concentrations; agriculture/livestock and on-road sources for nitrate; 




combustion for sulfate. Additionally, secondary-adjusted concentrations of SANOC and 
PM2.5 better agree with observed concentrations compared to original CMAQ-DDM (base 
case) estimates before adjustment.  This study illuminates the greatest impacting sources 
on each secondary species over continental U.S., which helps to identify the modeling 
pathways with most uncertainty.   
6.1 Future Work 
The work presented in this dissertation is a foundation for additional research in 
the area of PM2.5 modeling and source apportionment.  The SH method can be applied for 
multiple years (2005-2012), and the results can be made available in a public database.  
This database can provide a consistent set of data for researchers to use in several fields, 
such as air quality, public policy, city planning, biostatistics, and epidemiology.  The 
modeling uncertainties highlighted in the secondary analysis can serve as a guide to 
improving modeling mechanisms secondary PM2.5.  The novel methods presented here 
can also be applied to gaseous pollutants such as nitrogen oxides and ozone to improve 
estimates of source contributions to ambient concentrations.  In Figure 6.1, monthly-
averaged, first-order sensitivities of ozone to emissions of on-road gasoline and diesel 
vehicles and coal combustion are presented for May – August 2007 (peak of the ozone 
season). With the tightening of the NAAQS for ozone, determining the greatest impacting 
sources of ozone precursors will be essential for attainment efforts for affected 
municipalities.  In summary, data assimilation methods are beneficial for air quality 
modeling assessments because the combined strengths of observations and models reduce 





Figure 6.1. Monthly-averaged summertime 8-hr maximum first order ozone sensitivities 
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CHAPTER 2 SUPPLEMENTAL INFORMATION 
 
Note A 
During the chosen period of study, the CSN network performed thermal optical 
transmittance analyses to determine carbon species concentrations.  As a result, organic 
and elemental carbon concentrations were converted to IMPROVE or total optical 
reflectance equivalents using previously derived methods (Malm et al. 2011).  
Additionally, measurements below detection limit are handled by setting the 
concentration to ½ of the measurement detection limit (MDL) and setting the 




Table A.1.  Median and mean CTM–RM and SH adjustment factors for withheld CSN 
observation locations 
Source Categories     RMSE 
Agricultural Burning 0.881 0.778 0.669 0.683 0.316 
Aircraft Emissions 1.000 1.000 0.996 0.997 0.022 
Biogenic Emissions 1.001 1.002 0.986 0.988 0.126 
Coal CMᶧ 0.954 0.966 0.937 0.941 0.074 
Diesel CMᶧ 1.000 1.000 1.000 1.000 0.004 
Dust 0.100 0.105 0.131 0.133 0.185 
Fuel Oil CMᶧ 0.985 0.969 0.956 0.956 0.100 
Livestock Emissions 1.001 0.999 0.990 0.994 0.094 
Liquid Petroleum Gas CMᶧ 1.000 1.000 0.999 0.999 0.009 
Lawn Waste Burning 0.100 0.107 0.285 0.156 1.738 
Metal Processing 0.778 0.742 0.677 0.687 0.322 
Meat Cooking 0.985 0.973 0.931 0.937 0.168 
Mexican CMᶧ 1.000 1.000 0.999 1.001 0.017 
Mineral Processing 0.875 0.874 0.857 0.845 0.165 
Natural Gas CMᶧ 0.604 0.620 0.599 0.591 0.269 
NRᶳ Diesel CMᶧ 1.001 0.995 0.964 0.979 0.132 
NRᶳ Fuel Oil CMᶧ 0.999 0.996 0.985 0.990 0.055 
NRᶳ Gasoline CMᶧ 1.000 0.998 0.963 0.975 0.139 
NRᶳ Liquid Petroleum Gas CMᶧ 1.000 1.000 0.997 0.998 0.017 
NRᶳ Natural Gas CMᶧ 1.000 1.000 0.999 1.000 0.007 
Other NR Sources 1.000 1.000 1.000 0.999 0.005 
Open Fires 0.704 0.652 0.584 0.590 0.270 
Onroad Diesel CMᶧ 0.983 0.976 0.944 0.960 0.115 
Onroad Gasoline CMᶧ 0.873 0.884 0.826 0.857 0.285 
Other CMᶧ Sources 0.954 0.911 0.874 0.867 0.254 
Other PM Sources 0.667 0.654 0.632 0.641 0.279 
Prescribed Burning 0.959 0.942 1.047 0.894 1.930 
Railroad Emissions 1.001 0.998 0.992 0.993 0.046 
Seasalt 0.995 0.993 0.988 0.986 0.034 
Solvent Emissions 0.943 0.920 0.843 0.852 0.262 
Wildfires 0.866 0.866 0.791 0.787 0.250 
Woodfuel Burning 0.953 0.939 0.854 0.881 0.264 





Table A.2.  January 2004 domain-wide PM2.5 emissions and uncertainties.  
Source Categories 
Emissions 
 (metric tons/day) 
Uncertainty 
(factor) Rank 
Agricultural Burning 323.5 ± 5 12 
Aircraft Emissions 25.1 ± 1.5 25 
Biogenic Emissions 0.0 ± 1.5 33 
Coal CMᶧ 1274.3 ± 1.1 4 
Diesel CMᶧ 2.0 ± 1.3 30 
Dust 5300.9 ± 10 1 
Fuel Oil CMᶧ 228.6 ± 1.3 17 
Livestock Emissions 1.3 ± 1.3 31 
Liquid Petroleum Gas CMᶧ 13.7 ± 1.3 26 
Lawn Waste Burning 759.9 ± 5 6 
Metal Processing 171.2 ± 1.3 18 
Meat Cooking 309.5 ± 1.5 14 
Mexican CMᶧ 13.2 ± 1.5 27 
Mineral Processing 315.9 ± 1.3 13 
Natural Gas CMᶧ 619.7 ± 1.3 8 
NRᶳ Diesel CMᶧ 353.7 ± 1.5 11 
NRᶳ Fuel Oil CMᶧ 33.8 ± 1.5 24 
NRᶳ Gasoline CMᶧ 238.3 ± 1.5 16 
NRᶳ Liquid Petroleum Gas CMᶧ 2.9 ± 1.5 29 
NRᶳ Natural Gas CMᶧ 0.3 ± 1.5 32 
Other NR Sources 5.8 ± 1.5 28 
Open Fires 398.5 ± 5 9 
Onroad Diesel CMᶧ 358.3 ± 1.5 10 
Onroad Gasoline CMᶧ 159.7 ± 1.5 20 
Other CMᶧ Sources 169.6 ± 1.5 19 
Other PM Sources 785.0 ± 1.5 5 
Prescribed Burning 725.3 ± 10 7 
Railroad Emissions 64.4 ± 1.5 21 
Seasalt 1893.4 ± 1.5 3 
Solvent Emissions 61.3 ± 1.5 22 
Wildfires 45.7 ± 10 23 
Woodfuel Burning 245.8 ± 1.5 15 




Table A.3. Mean observations and model simulations for January 2004 for withheld CSN observations (N = 75 observations). 
 OBS CMAQ–DDM HYB SH 
 Avg. Std. Avg. Std. RMSE Avg. Std. RMSE Avg. Std. RMSE 
PM2.5 11.7 8.3 16.3  11 12.5 8.59  4.7 7.9 9.20 5.7 8.6 
OC 2.05 2.1 3.28  3.3 3.6 1.23  0.84 1.9 1.39  1.1 2.1 
EC 0.727  0.64 0.944  1.3 1.3 0.55  0.59 0.74 0.627  0.90 0.99 
NO3 2.96  3.8 2.05  2.3 3.6 1.87  2.0 3.5 1.87 2.1 3.6 
NH4 1.38  1.3 1.45  0.99 1.2 1.20  0.79 1.1 1.24  0.83 1.2 
SO4 2.07  1.4 2.78  1.9 1.5 2.32  1.6 1.1 2.38  1.7 1.2 
Na 0.0602  0.069 0.0960  0.079 0.12 0.0339  0.019 0.074 0.0394  0.028 0.078 
Mg 0.0127  0.0017 0.0255  0.020 0.028 0.0960  0.061 0.018 0.0111  0.091 0.019 
Al 0.0149  0.015 0.187  0.16 0.23 0.0397  0.022 0.034 0.0451  0.029 0.043 
Si 0.0814 0.066 0.568  0.50 0.69 0.113  0.070 0.081 0.149  0.017 0.18 
P 0.0046  0.0019 0.0064  0.0054 0.0061 0.0021  0.0011 0.0034 0.0026  0.0018 0.0035 
Cl 0.0436  0.10 0.369  0.33 0.46 0.0798  0.056 0.090 0.0931  0.077 0.12 
K 0.0725  0.068 0.429  0.46 0.59 0.0738  0.062 0.065 0.0946  0.13 0.15 
Ca 0.0407  0.060 0.182  0.14 0.19 0.0445  0.023 0.054 0.0501  0.030 0.058 
V 0.022  0.0030 0.0015  0.0014 0.025 4.64 E-4  3.1E-4 0.0068 5.68E-4  5.0E-4 0.011 
Fe 0.0707  0.16 0.160  0.14 0.0034 0.0368  0.022 0.0034 0.0447  0.036 0.0034 
Cu 0.0027  0.0034 0.0035  0.053 0.0060 0.0015  0.0011 0.0032 0.0020  0.0022 0.0035 
Zn 0.0209  0.070 0.0099  0.013 0.010 0.0029  0.0021 0.0075 0.0035  0.0032 0.0077 
Se 0.0018  0.0016 0.0017  0.011 0.21 0.0012  7.1E-4 0.15 0.0012  7.7E-4 0.15 




Table A.4.  Linear regression and correlation coefficients for model simulations vs. observations for January 2004 for withheld CSN 
observations (N = 75 observations).  Regression equation: 〖Conc〗_model=α+ β〖∙Conc〗_obs 
 CMAQ–DDM vs. OBS HYB vs. OBS SH vs. OBS 
 α  β  r α  β  r α  β  r 
PM2.5 11.2  4.3 0.43  0.30 0.321 5.5  1.7 0.27  0.12 0.470 6.4  2.1 0.24  0.15 0.350 
OC 2.49  1.0 0.39  0.36 0.242 0.73  0.22 0.25  0.076 0.605 1.01  0.33 0.18  0.11 0.351 
EC 0.61  0.43 0.46  0.45 0.234 0.34  0.20 0.29  0.20 0.314 0.41  0.31 0.30  0.32 0.217 
NO3 1.3  0.63 0.25  0.13 0.409 1.1  0.54 0.25  0.11 0.454 1.2  0.55 0.25  0.12 0.440 
NH4 0.98  0.30 0.34  0.16 0.454 0.78  0.23 0.31  0.12 0.516 0.81  0.24 0.31  0.13 0.492 
SO4 0.77  0.56 0.97  0.23 0.706 0.48  0.46 0.89  0.19 0.744 0.55  0.48 0.89  0.19 0.730 
Na 0.11  0.024 -0.17  0.27 -0.145 0.032  0.0059 0.030  0.065 0.110 0.040  0.0087 -0.016  0.096 -0.039 
Mg 0.025  0.0057 0.038  0.27 0.033 0.0091  0.0018 0.039  0.084 0.109 0.011 0.0027 0.025  0.13 0.046 
Al 0.16  0.050 1.86  2.4 0.182 0.033  0.0070 0.44  0.33 0.301 0.041  0.0093 0.27  0.44 0.145 
Si 0.37  0.18 2.46  1.7 0.320 0.079 0.024 0.42  0.23 0.392 0.13  0.061 0.20   0.59 0.078 
P 0.0081  0.0033 -0.36  0.67 -0.124 0.0024  6.90E-4 -0.058  0.14 -0.098 0.0035  0.011 -0.21  0.22 -0.216 
Cl 0.35  0.081 0.46  0.72 0.147 0.065  0.011 0.33  0.098 0.620 0.086  0.019 0.16  0.17 0.221 
K 0.42  0.16 0.11  1.6 0.016 0.041  0.019 0.45  0.19 0.496 0.098  0.043 -0.041  0.43 -0.022 
Ca 0.13  0.0035 1.22  0.48 0.513 0.038  0.0060 0.16  0.083 0.420 0.044  0.008 0.16  0.11 0.316 
V 0.0015  4.0E-4 -3.77E-4  0.11 -8.0E-4 4.25E-4  8.8E-5 0.018  0.024 0.173 5.45E-4  1.44E-4 0.011  0.039 0.063 
Fe 0.15  0.035 0.16  0.20 0.180 0.034  0.0053 0.046  0.031 0.326 0.042  0.0090 0.038  0.053 0.166 
Cu 0.0036  0.0016 -0.022  0.37 -0.014 0.0013  3.2E-4 0.078  0.074 0.238 0.0018  6.4E-4 0.071  0.15 0.110 
Zn 0.0099  0.0033 4.8E-4  0.045 0.003 0.0029  5.2E-4 0.0011  0.0072 0.037 0.0034  7.4E-4 0.0032  0.011 0.070 
Se 0.0015  3.9E-4 0.082  0.16 0.116 9.8E-4  2.5E-4 0.11  0.10 0.235 0.0010  2.7E-4 0.11  0.11 0.225 





Table A.5. Mean observations and model simulations for January 2004 for SEARCH monitors (N = 8 monitors). All averages and 
standard deviations are expressed in µg m
-3
.   
 
 OBS CMAQ–DDM SH  
 Avg Std. Avg Std. RMSE Avg Std. RMSE 
PM2.5 11.2 5.3 14.7 9.8 9.3 9.04 5.3 5.6 
OC 2.81 2.4 3.05 2.8 1.8 1.66 1.5 1.3 
EC 0.831 0.81 0.711 0.76 1.4 0.457 0.48 1.4 
NO3 1.08 0.78 1.01 1.5 0.93 0.927 1.4 0.75 
NH4 1.12 0.51 1.22 0.92 0.80 1.01 0.70 0.74 
SO4 2.73 1.6 3.78 2.3 2.8 3.30 2.0 2.3 
Al 0.0062 0.0058 0.143 0.12 0.0015 0.0342 0.027 0.0016 
Si 0.0292 0.026 0.388 0.28 0.010 0.0936 0.064 0.011 
K 0.0600 0.027 0.279 0.24 0.0032 0.0504 0.035 0.0031 
Ca 0.0281 0.031 0.141 0.11 0.0070 0.0396 0.032 0.0019 
Fe 0.0368 0.044 0.132 0.14 0.0073 0.0328 0.031 0.0024 
Cu 0.0013 0.0018 0.0043 0.0077 0.0041 0.0016 0.0017 0.0042 
Zn 0.0157 0.030 0.0108 0.013 0.0020 0.0036 0.0028 0.0021 
Se 8.00E-04 8.00E-04 0.0013 0.0013 0.0015 9.00E-04 9.00E-04 0.0012 





Table A.6. Mean observations and model simulations for January 2004 for IMPROVE monitors (N = 38 monitors).  All averages and 
standard deviations are expressed in µg m
-3
.   
 
 OBS CMAQ–DDM SH 
 Avg Std. Avg Std. RMSE Avg Std. RMSE 
PM2.5 6.25 3.8 11.51 8.2 8.5 6.63 4.4 3.6 
OC 1.39 1.2 2.33 2.3 2.3 0.959 1.2 1.3 
EC 0.298 0.22 0.532 0.52 0.51 0.283 0.30 0.28 
NO3 1.25 1.4 1.41 1.6 1.2 1.23 1.4 1.1 
NH4 0.894 0.40 0.984 0.66 0.61 0.870 0.57 0.55 
SO4 1.64 1.1 2.43 1.7 1.5 2.09 1.4 1.08 
Al 0.0128 0.017 0.103 0.099 0.13 0.0268 0.022 0.028 
Si 0.0629 0.039 0.297 0.27 0.35 0.0781 0.067 0.071 
K 0.0416 0.027 0.291 0.30 0.39 0.0615 0.060 0.059 
Ca 0.0218 0.015 0.101 0.094 0.13 0.0297 0.024 0.024 
Fe 0.0198 0.021 0.0860 0.094 0.11 0.0234 0.021 0.022 
Cu 7.00E-04 6.0E-04 0.0020 0.0043 0.0044 0.0011 0.0019 0.0019 
Zn 0.00840 0.0078 0.0085 0.010 0.010 0.0035 0.0066 0.0103 
Se 9.00E-04 0.001 0.0011 0.0013 0.0014 8.00E-04 8.0E-04 0.001 





Table A.7.  Linear regression and correlation coefficients for model predictions vs. observations for January 2004 for SEARCH 
monitors (N = 8 monitors).  Regression equation: 〖Conc〗_model=α+ β〖∙Conc〗_obs 
 
 CMAQ–DDM vs. OBS SH vs. OBS 
 α  β  r α  β  r 
PM2.5 6.40 5.2 0.746 0.42 0.404 6.67 2.7 0.332 0.22 0.357 
OC 1.72 0.93 0.473 0.25 0.413 1.18 0.47 0.264 0.13 0.445 
EC 0.353 0.23 0.431 0.20 0.462 0.263 0.14 0.307 0.12 0.519 
NO3 0.222 0.59 0.730 0.44 0.371 0.497 0.59 0.604 0.44 0.315 
NH4 0.760 0.53 0.411 0.43 0.227 0.827 0.40 0.294 0.32 0.216 
SO4 0.794 0.74 1.10 0.23 0.752 0.840 0.55 0.978 0.17 0.807 
Al 0.0882 0.037 8.86 4.4 0.446 0.028 0.0097 1.89 1.1 0.379 
Si 0.214 0.087 5.95 2.2 0.556 0.0755 0.022 1.12 0.58 0.437 
K 0.135 0.14 2.40 2.1 0.271 0.0412 0.020 0.253 0.31 0.200 
Ca 0.0820 0.031 2.10 0.74 0.581 0.0281 0.0095 0.613 0.23 0.559 
Fe 0.0395 0.028 2.52 0.49 0.788 0.0206 0.0086 0.473 0.15 0.615 
Cu 7.00E-04 0.0018 2.85 0.81 0.657 0.0012 5.00E-04 0.507 0.24 0.470 
Zn 0.0088 0.0033 0.130 0.098 0.313 0.0035 7.00E-04 0.0296 0.022 0.323 
Se 0.0012 4.00E-04 0.0946 0.39 0.060 0.001 3.00E-04 0.0657 0.28 0.060 






Table A.8.  Linear regression and correlation coefficients for model predictions vs. observations for January 2004 for IMPROVE 
monitors (N = 38 monitors).  Regression equation: 〖Conc〗_model=α+ β〖∙Conc〗_obs 
 
 CMAQ–DDM vs. OBS SH vs. OBS 
 α  β  r α  β  r 
PM2.5 3.53 1.4 1.28 0.19 0.590 1.96 0.72 0.747 0.098 0.637 
OC 1.11 0.35 0.877 0.19 0.456 0.359 0.18 0.432 0.097 0.439 
EC 0.189 0.084 1.15 0.23 0.479 0.0862 0.049 0.661 0.13 0.472 
NO3 0.431 0.17 0.782 0.092 0.684 0.346 0.15 0.712 0.081 0.696 
NH4 0.369 0.31 0.689 0.32 0.422 0.355 0.27 0.576 0.28 0.406 
SO4 0.617 0.25 1.11 0.13 0.692 0.451 0.20 0.997 0.10 0.728 
Al 0.0894 0.013 1.05 0.62 0.182 0.023 0.0029 0.295 0.13 0.232 
Si 0.180 0.054 1.86 0.73 0.268 0.0554 0.014 0.361 0.18 0.208 
K 0.194 0.059 2.33 1.2 0.209 0.0274 0.011 0.820 0.22 0.370 
Ca 0.0387 0.016 2.83 0.62 0.448 0.0155 0.0043 0.648 0.16 0.400 
Fe 0.0455 0.012 2.05 0.42 0.466 0.0143 0.0028 0.461 0.095 0.469 
Cu 3.00E-04 7.0E-04 2.42 0.78 0.319 5.00E-04 3.00E-04 0.842 0.35 0.256 
Zn 0.0049 0.002 0.434 0.13 0.339 0.002 0.001 0.182 0.090 0.214 
Se 7.00E-04 2.0E-04 0.403 0.13 0.321 5.00E-04 1.00E-04 0.330 0.083 0.399 





Table A.9.  January 2004 domain-wide precursor emissions estimates (metric tons/day). 
Source Categories NOx VOC PM2.5 SO2 NH3 CO EC POA 
Agricultural  21.5 157.0 323.5 0.6 3.4 1826.6 12.9 216.7 
Aircraft Emissions 282.7 74.1 25.1 26.0 0.1 801.9 16.5 7.3 
Biogenic Emissions 2381.1 24552.5 0.0 0.0 0.0 6140.7 0.0 0.0 
Coal CMᶧ 14250.1 192.0 1274.3 35080.3 4.2 2000.6 12.7 254.9 
Diesel CMᶧ 32.9 2.6 2.0 3.2 0.0 10.4 1.5 0.4 
Dust 3.5 1.1 5300.9 0.1 0.4 1.8 22.7 311.3 
Fuel Oil CMᶧ 7960.5 61.2 228.6 20482.6 23.5 485.1 23.8 18.5 
Livestock  0.0 86.0 1.3 0.0 3244.8 0.0 0.0 0.1 
LPG CMᶧ 265.7 8.7 13.7 113.2 0.2 50.2 0.0 8.3 
Lawn Waste Burn 173.7 657.1 759.9 15.4 0.4 4973.4 28.5 255.9 
Metal Processing 0.3 34.1 171.2 0.3 0.0 42.2 2.1 166.2 
Meat Cooking 370.9 224.4 309.5 3451.7 5.3 5279.1 2.1 40.0 
Mexican CMᶧ 133.9 5.1 13.2 595.3 9.1 21.4 0.0 0.0 
Mineral Processing 917.4 88.1 315.9 812.3 6.1 539.0 4.7 24.0 
Natural Gas CMᶧ 10119.7 569.2 619.7 5760.1 72.5 2984.6 0.0 371.1 
NRᶳ Diesel CMᶧ 5262.8 150.4 353.7 412.2 3.4 1841.1 262.1 79.4 
NRᶳ Fuel Oil CMᶧ 727.8 20.5 33.8 428.0 0.1 86.3 2.9 3.6 
NRᶳ Gasoline CMᶧ 614.1 7472.8 238.3 34.1 2.4 47448.5 19.1 187.3 
NRᶳ LPG CMᶧ 639.6 159.6 2.9 0.6 0.2 2508.9 0.0 2.5 
NRᶳ Nat. Gas CMᶧ 81.1 1.2 0.3 0.1 0.0 324.3 0.0 0.3 
Other NR Sources 0.0 0.0 5.8 0.0 0.0 0.0 0.0 0.0 
Open Fires 96.4 235.7 398.5 0.0 0.0 3258.3 15.9 267.0 
Onroad Diesel CMᶧ 9613.6 249.0 358.3 309.4 17.9 3732.2 229.0 98.8 
Onroad Gas CMᶧ 14749.9 15719.4 159.7 337.2 788.1 249971.1 21.4 57.0 
Other CMᶧ Sources 814.0 67.1 169.6 1155.5 16.6 871.8 12.0 56.2 
Other PM Sources 1152.9 3057.4 785.0 3053.7 1427.3 4665.5 12.4 151.2 
Prescribed Burning 170.6 229.0 725.3 42.6 30.6 7300.9 116.0 558.4 
Railroad Emissions 2765.7 38.4 64.4 158.8 0.0 330.8 47.7 14.4 
Seasalt 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Solvent Emissions 334.9 22842.9 61.3 403.9 4.8 86.2 2.2 32.7 
Wildfires 12.1 20.1 45.7 3.0 5.1 547.7 7.3 35.2 
Woodfuel Burning 343.9 48.3 245.8 194.4 2.0 1001.0 34.4 95.9 
Wood stoves 326.6 9282.2 3407.4 50.0 32.9 25707.7 367.0 1927.2 








Figure A.1. Cumulative distributions of original and interpolated hybrid adjustment 






Figure A.2. Spatial fields of temporally-averaged, kriged adjustment factors (RjSH) for 
dust, on-road diesel combustion, on-road gasoline combustion, and wood stove sources 
for January 2004. Values were averaged over 9 observations days in the month. Note that 






Figure A.3. Distribution of Rj values generated by hybrid analysis of CSN data for 
January 2004 (n = 26,400; 0.1 < Rj < 10).  Note that the y-axis is on a log scale and Rj 






Figure A.4. Hybrid adjustment of biomass burning impacts on PM2.5 on January 4th and 
22nd in 2004.  Biomass burning fields are produced by aggregating source  impacts from 
agricultural burning, lawn waste burning, open fires, prescribed burning, wildfires, wood 
fuel and wood stove burning.  (a) CMAQ–DDM spatial field for January 4th. (b) SH 
spatial field for January 4th. (c) CMAQ–DDM spatial field for January 22nd. (d) SH 





Figure A.5. Hybrid adjustment of metals processing impacts on PM2.5 on January 4th and 
22nd in 2004.  (a) CMAQ–DDM spatial field for January 4th. (b) SH spatial field for 






Figure A.6. Hybrid adjustment of natural gas combustion (point and area sources) source 
impact fields on January 4th and 22nd in 2004.  (a) CMAQ–DDM spatial field for 
January 4th. (b) SH spatial field for January 4th. (c) CMAQ–DDM spatial field for 













CHAPTER 3 SUPPLEMENTAL INFORMATION 
 
Table B.1. Performance statistics for CMAQ-DDM and spatial hybrid (SH) PM2.5 
concentrations compared to observations at CSN locations for 2005-2007. 
 
Year   Observation CMAQ-DDM SH 
concentration mean std. mean std. mean std. 
2005 13.8 8.9 12.5 8.3 11.7 7.5 
2006 12.3 7.6 12.4 8.4 10.2 6.5 
2007 13.2 8.7 6.6 5.1 7.8 8.6 
    
mean bias  v. observation v. observation 
2005 - -1.3 -2.1 
2006 - 0.0 -2.1 
2007 - -6.7 -5.4 
    
   v. observation v. observation 
2005 - 0.13 0.13 
2006 - 0.50 0.55 







Figure B.1. Spatial fields of monthly-averaged optimized agricultural/livestock impacts 











Figure B.2. Spatial fields of monthly-averaged, optimized biogenic impacts on PM2.5 for 











Figure B.3. Spatial fields of monthly-averaged optimized coal combustion impacts on 






































Figure B.6. Spatial fields of monthly-averaged, optimized natural gas impacts on PM2.5 




    





Figure B.7. Spatial fields of monthly-averaged, optimized on-road diesel vehicle impacts 











Figure B.8. Spatial fields of monthly-averaged, optimized on-road gasoline vehicle 













Figure B.9. Spatial fields of monthly-averaged, optimized wood burning impacts on 














CHAPTER 4 SUPPLEMENTAL INFORMATION 
 
Table C.1. Number of CSN monitors with complete speciated PM2.5 data in each 
EPA region during the 2006 study. 
















Table C.2. PM2.5 source profiles derived from Reff et al. (2009). Values represent the 
mass fraction of each species emitted by each source. 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 1.8E-01 0.0E+00 3.9E-02 4.9E-02 4.8E-01 1.1E-01 6.5E-01 7.1E-02 4.8E-01 
NO3 0.0E+00 7.7E-01 0.0E+00 2.1E-02 1.7E-03 1.0E-01 4.9E-02 3.4E-02 1.4E-02 8.5E-02 
NH4 0.0E+00 1.1E-03 0.0E+00 2.0E-03 1.8E-03 5.6E-03 0.0E+00 4.6E-03 5.2E-03 3.3E-02 
SO4 0.0E+00 0.0E+00 0.0E+00 2.4E-02 8.6E-04 6.2E-03 0.0E+00 0.0E+00 4.1E-04 4.2E-03 
EC 0.0E+00 3.0E-03 0.0E+00 1.2E-01 6.0E-03 8.4E-03 3.3E-01 2.6E-03 1.8E-01 1.2E-01 
Na 0.0E+00 0.0E+00 0.0E+00 1.2E-03 1.1E-03 4.1E-03 0.0E+00 3.2E-03 3.1E-02 2.0E-02 
Al 0.0E+00 0.0E+00 0.0E+00 4.4E-02 5.9E-02 5.5E-04 0.0E+00 4.4E-04 3.5E-02 2.1E-03 
Si 0.0E+00 0.0E+00 0.0E+00 8.0E-02 1.7E-01 1.0E-03 3.5E-03 8.1E-04 4.0E-02 2.6E-03 
Cl 0.0E+00 2.1E-04 0.0E+00 6.0E-03 1.4E-03 2.3E-02 1.8E-03 8.8E-03 1.0E-01 3.7E-02 
K 0.0E+00 3.8E-05 0.0E+00 4.3E-03 1.7E-02 1.7E-02 1.7E-04 2.7E-03 3.7E-02 1.6E-03 
Ca 0.0E+00 5.8E-04 0.0E+00 3.9E-02 5.4E-02 2.3E-03 2.9E-04 5.2E-04 1.3E-02 9.8E-03 
Ti 0.0E+00 4.0E-06 0.0E+00 2.4E-03 3.9E-03 3.3E-04 3.6E-04 2.8E-05 8.9E-04 9.4E-04 
Mn 0.0E+00 0.0E+00 0.0E+00 1.8E-04 1.2E-03 6.3E-05 2.1E-05 6.7E-05 5.1E-03 1.9E-04 
Fe 0.0E+00 2.6E-04 0.0E+00 2.1E-02 4.4E-02 4.4E-04 5.6E-04 7.7E-04 7.5E-02 8.5E-04 
Cu 0.0E+00 0.0E+00 0.0E+00 1.5E-04 1.1E-04 1.9E-05 8.7E-05 1.2E-04 5.5E-03 0.0E+00 
Zn 0.0E+00 6.8E-04 0.0E+00 5.1E-04 5.2E-04 1.1E-03 7.1E-04 2.6E-04 2.6E-03 0.0E+00 
As 0.0E+00 3.0E-06 0.0E+00 1.2E-06 1.8E-05 6.2E-05 0.0E+00 2.9E-06 4.1E-04 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 2.8E-03 1.1E-06 3.0E-06 2.8E-05 1.0E-05 1.7E-04 5.8E-04 
Br 0.0E+00 1.5E-05 0.0E+00 2.9E-04 1.2E-05 2.6E-04 0.0E+00 1.7E-04 1.4E-03 3.8E-04 
Sn 0.0E+00 2.5E-05 0.0E+00 1.3E-04 2.8E-05 9.8E-05 0.0E+00 1.2E-05 3.8E-04 0.0E+00 
Sb 0.0E+00 1.9E-05 0.0E+00 8.1E-06 3.2E-05 3.5E-06 1.3E-04 2.3E-05 8.2E-04 0.0E+00 
Ba 0.0E+00 3.5E-04 0.0E+00 3.9E-03 7.9E-04 1.4E-05 0.0E+00 9.2E-04 2.8E-03 0.0E+00 
Pb 0.0E+00 1.0E-06 0.0E+00 1.2E-04 2.2E-04 7.7E-05 0.0E+00 3.8E-04 2.1E-03 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 1.8E-01 4.8E-01 2.1E-01 1.8E-01 4.1E-01 1.1E-01 2.4E-01 2.7E-01 0.0E+00 4.2E-01 
NO3 7.7E-01 1.2E-01 9.3E-02 7.5E-01 1.5E-01 2.6E-02 1.0E-01 4.7E-03 0.0E+00 4.5E-02 
NH4 1.1E-03 7.0E-04 1.3E-02 1.2E-03 1.5E-03 9.2E-03 8.8E-03 3.6E-04 0.0E+00 7.8E-04 
SO4 0.0E+00 0.0E+00 1.7E-03 1.7E-04 1.0E-02 7.2E-03 3.2E-02 7.5E-04 0.0E+00 6.1E-04 
EC 3.0E-03 5.0E-04 2.9E-01 3.9E-03 1.8E-02 1.4E-01 1.3E-01 2.8E-02 7.6E-02 4.0E-02 
Na 0.0E+00 0.0E+00 8.1E-03 2.0E-05 7.6E-04 3.8E-02 2.2E-03 2.4E-05 3.0E-01 1.3E-03 
Al 0.0E+00 0.0E+00 8.3E-04 3.1E-05 1.3E-03 1.3E-02 8.1E-03 2.5E-02 0.0E+00 4.5E-05 
Si 0.0E+00 1.2E-03 1.1E-03 1.3E-03 2.9E-02 3.8E-02 6.7E-02 2.5E-02 0.0E+00 8.0E-02 
Cl 2.1E-04 0.0E+00 1.6E-02 3.4E-04 1.8E-03 2.1E-02 2.8E-02 3.2E-03 5.4E-01 4.4E-03 
K 3.8E-05 0.0E+00 6.5E-04 4.5E-05 2.1E-04 1.7E-02 3.6E-02 2.0E-03 1.1E-02 5.6E-02 
Ca 5.8E-04 3.0E-04 4.2E-03 7.1E-04 4.8E-03 2.6E-02 1.0E-02 2.5E-02 1.2E-02 3.8E-03 
Ti 4.0E-06 0.0E+00 7.3E-04 5.8E-05 1.1E-03 4.3E-03 6.1E-04 1.7E-01 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 9.6E-05 1.6E-05 3.5E-04 4.9E-04 1.7E-04 0.0E+00 0.0E+00 0.0E+00 
Fe 2.6E-04 1.0E-04 5.2E-04 1.9E-03 3.7E-02 8.0E-03 8.6E-03 3.3E-04 0.0E+00 3.7E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.7E-04 3.6E-03 2.3E-04 2.3E-03 1.5E-05 0.0E+00 0.0E+00 
Zn 6.8E-04 3.0E-04 9.5E-05 7.6E-04 2.7E-03 6.8E-04 7.5E-03 1.1E-05 0.0E+00 9.0E-05 
As 3.0E-06 0.0E+00 2.4E-07 3.1E-06 6.0E-06 3.5E-05 2.3E-05 0.0E+00 0.0E+00 8.2E-07 
Se 0.0E+00 0.0E+00 2.6E-04 5.8E-07 1.2E-05 3.0E-05 1.9E-05 0.0E+00 0.0E+00 0.0E+00 
Br 1.5E-05 0.0E+00 1.5E-04 1.5E-05 4.9E-05 4.3E-04 5.6E-05 9.9E-05 0.0E+00 8.2E-06 
Sn 2.5E-05 0.0E+00 2.0E-06 1.1E-04 2.0E-03 7.9E-05 2.1E-05 0.0E+00 0.0E+00 4.1E-06 
Sb 1.9E-05 2.0E-04 1.3E-04 2.0E-05 1.1E-04 1.5E-04 4.1E-05 4.7E-03 0.0E+00 0.0E+00 
Ba 3.5E-04 0.0E+00 2.8E-05 8.1E-04 1.1E-02 6.2E-04 5.1E-04 1.3E-02 0.0E+00 0.0E+00 








Table C.3. Winter (December, January, February) PM2.5 source profiles averaged over all 
available CSN monitors during the 2006 study.  Values represent the mass fraction of 
each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 1.8E-01 0.0E+00 3.9E-02 4.9E-02 4.8E-01 1.1E-01 6.5E-01 7.0E-02 4.8E-01 
NO3 0.0E+00 1.1E-03 0.0E+00 2.0E-03 1.8E-03 5.6E-03 0.0E+00 4.6E-03 5.2E-03 3.3E-02 
NH4 0.0E+00 0.0E+00 0.0E+00 2.4E-02 8.6E-04 6.2E-03 0.0E+00 0.0E+00 4.1E-04 4.2E-03 
SO4 0.0E+00 3.0E-03 0.0E+00 1.2E-01 6.0E-03 8.4E-03 3.3E-01 2.6E-03 1.8E-01 1.2E-01 
EC 0.0E+00 7.1E-01 0.0E+00 2.0E-02 1.7E-03 9.5E-02 4.7E-02 3.3E-02 1.3E-02 8.1E-02 
Na 0.0E+00 0.0E+00 0.0E+00 1.1E-03 1.1E-03 3.9E-03 0.0E+00 3.1E-03 3.0E-02 2.0E-02 
Al 0.0E+00 0.0E+00 0.0E+00 4.5E-02 6.0E-02 5.3E-04 0.0E+00 4.2E-04 3.5E-02 2.0E-03 
Si 0.0E+00 0.0E+00 0.0E+00 9.6E-02 1.9E-01 9.8E-04 3.4E-03 7.8E-04 4.7E-02 2.6E-03 
Cl 0.0E+00 2.0E-04 0.0E+00 5.6E-03 1.3E-03 2.2E-02 1.7E-03 8.5E-03 6.2E-02 3.4E-02 
K 0.0E+00 3.6E-05 0.0E+00 5.2E-03 2.0E-02 1.7E-02 1.7E-04 2.8E-03 5.3E-02 1.6E-03 
Ca 0.0E+00 5.7E-04 0.0E+00 5.4E-02 6.4E-02 2.3E-03 2.8E-04 5.1E-04 1.6E-02 1.1E-02 
Ti 0.0E+00 3.8E-06 0.0E+00 2.5E-03 3.8E-03 3.2E-04 3.5E-04 2.7E-05 8.6E-04 9.2E-04 
Mn 0.0E+00 0.0E+00 0.0E+00 1.7E-04 1.2E-03 6.1E-05 2.0E-05 6.4E-05 5.9E-03 1.8E-04 
Fe 0.0E+00 2.5E-04 0.0E+00 3.1E-02 5.5E-02 4.2E-04 5.5E-04 7.8E-04 1.1E-01 8.4E-04 
Cu 0.0E+00 0.0E+00 0.0E+00 1.5E-04 1.1E-04 1.8E-05 8.4E-05 1.2E-04 6.7E-03 0.0E+00 
Zn 0.0E+00 7.0E-04 0.0E+00 5.6E-04 5.2E-04 1.1E-03 7.4E-04 2.6E-04 3.1E-03 0.0E+00 
As 0.0E+00 2.9E-06 0.0E+00 1.2E-06 1.7E-05 6.0E-05 0.0E+00 2.8E-06 4.0E-04 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 3.0E-03 1.1E-06 2.9E-06 2.7E-05 9.7E-06 1.6E-04 5.6E-04 
Br 0.0E+00 1.4E-05 0.0E+00 3.1E-04 1.2E-05 2.6E-04 0.0E+00 1.7E-04 1.6E-03 3.8E-04 
Sn 0.0E+00 2.4E-05 0.0E+00 1.2E-04 2.7E-05 9.4E-05 0.0E+00 1.1E-05 3.6E-04 0.0E+00 
Sb 0.0E+00 1.8E-05 0.0E+00 7.8E-06 3.1E-05 3.4E-06 1.3E-04 2.2E-05 7.8E-04 0.0E+00 
Ba 0.0E+00 3.4E-04 0.0E+00 3.8E-03 7.6E-04 1.3E-05 0.0E+00 8.8E-04 2.7E-03 0.0E+00 
Pb 0.0E+00 9.6E-07 0.0E+00 1.2E-04 2.1E-04 7.3E-05 0.0E+00 3.7E-04 2.2E-03 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 1.8E-01 4.8E-01 2.1E-01 1.8E-01 4.1E-01 1.1E-01 2.4E-01 2.7E-01 0.0E+00 4.2E-01 
NO3 1.1E-03 7.0E-04 1.3E-02 1.2E-03 1.5E-03 9.2E-03 8.8E-03 3.5E-04 0.0E+00 7.8E-04 
NH4 0.0E+00 0.0E+00 1.7E-03 1.7E-04 1.0E-02 7.2E-03 3.2E-02 7.5E-04 0.0E+00 6.1E-04 
SO4 3.0E-03 5.0E-04 2.9E-01 3.9E-03 1.8E-02 1.4E-01 1.3E-01 2.8E-02 7.6E-02 4.0E-02 
EC 7.6E-01 1.2E-01 8.8E-02 7.3E-01 1.4E-01 2.5E-02 9.6E-02 4.5E-03 0.0E+00 4.3E-02 
Na 0.0E+00 0.0E+00 7.7E-03 1.9E-05 7.3E-04 4.0E-02 2.1E-03 2.3E-05 3.0E-01 1.2E-03 
Al 0.0E+00 0.0E+00 8.0E-04 3.0E-05 1.3E-03 1.5E-02 7.8E-03 2.4E-02 0.0E+00 4.3E-05 
Si 0.0E+00 1.2E-03 1.0E-03 1.4E-03 3.7E-02 5.0E-02 7.2E-02 2.6E-02 0.0E+00 1.0E-01 
Cl 2.0E-04 0.0E+00 1.6E-02 3.3E-04 1.7E-03 1.6E-02 2.6E-02 3.0E-03 3.1E-01 4.2E-03 
K 3.7E-05 0.0E+00 6.2E-04 4.4E-05 2.0E-04 2.6E-02 4.2E-02 1.9E-03 1.2E-02 8.8E-02 
Ca 6.5E-04 2.9E-04 4.0E-03 8.5E-04 6.1E-03 3.8E-02 1.0E-02 2.9E-02 1.2E-02 4.8E-03 
Ti 3.8E-06 0.0E+00 7.0E-04 5.7E-05 1.1E-03 4.7E-03 5.8E-04 1.8E-01 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 9.2E-05 1.6E-05 3.6E-04 5.4E-04 1.7E-04 0.0E+00 0.0E+00 0.0E+00 
Fe 2.8E-04 9.6E-05 5.0E-04 2.8E-03 5.9E-02 1.2E-02 9.1E-03 3.2E-04 0.0E+00 3.6E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.9E-04 4.7E-03 2.4E-04 2.4E-03 1.5E-05 0.0E+00 0.0E+00 
Zn 9.3E-04 3.0E-04 9.1E-05 1.1E-03 3.8E-03 8.6E-04 8.6E-03 1.1E-05 0.0E+00 9.1E-05 
As 2.9E-06 0.0E+00 2.3E-07 3.0E-06 5.8E-06 3.4E-05 2.2E-05 0.0E+00 0.0E+00 7.9E-07 
Se 0.0E+00 0.0E+00 2.5E-04 5.6E-07 1.1E-05 2.9E-05 1.8E-05 0.0E+00 0.0E+00 0.0E+00 
Br 1.5E-05 0.0E+00 1.5E-04 1.5E-05 4.8E-05 5.0E-04 5.3E-05 9.6E-05 0.0E+00 7.9E-06 
Sn 2.4E-05 0.0E+00 1.9E-06 1.1E-04 2.0E-03 7.6E-05 2.0E-05 0.0E+00 0.0E+00 3.9E-06 
Sb 1.8E-05 1.9E-04 1.2E-04 1.9E-05 1.1E-04 1.4E-04 3.9E-05 4.5E-03 0.0E+00 0.0E+00 
Ba 3.4E-04 0.0E+00 2.7E-05 8.0E-04 1.1E-02 6.0E-04 4.9E-04 1.2E-02 0.0E+00 0.0E+00 







Table C.4. Winter (December, January, February) standard deviations for PM2.5 source 
profiles averaged over all available CSN monitors during the 2006 study.  Values 
represent the mass fraction of each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 7.6E-15 0.0E+00 4.7E-16 2.3E-15 8.6E-15 2.9E-15 3.3E-15 1.4E-16 8.3E-16 
NO3 0.0E+00 4.4E-17 0.0E+00 5.0E-17 8.3E-17 1.3E-16 0.0E+00 1.7E-16 9.0E-17 3.0E-16 
NH4 0.0E+00 0.0E+00 0.0E+00 4.1E-16 3.2E-17 8.6E-17 0.0E+00 0.0E+00 1.1E-17 1.2E-17 
SO4 0.0E+00 1.5E-17 0.0E+00 7.0E-15 2.4E-16 2.9E-16 5.7E-15 4.5E-17 7.4E-15 2.9E-15 
EC 0.0E+00 6.1E-02 0.0E+00 7.4E-04 6.0E-05 4.1E-03 1.7E-03 1.2E-03 5.2E-04 3.3E-03 
Na 0.0E+00 0.0E+00 0.0E+00 4.6E-05 4.0E-05 1.6E-04 0.0E+00 1.4E-04 3.2E-03 1.8E-03 
Al 0.0E+00 0.0E+00 0.0E+00 1.7E-02 1.4E-02 1.9E-05 0.0E+00 1.5E-05 6.6E-03 8.1E-05 
Si 0.0E+00 0.0E+00 0.0E+00 5.0E-02 7.9E-02 3.6E-05 1.6E-04 2.6E-05 1.2E-02 1.1E-04 
Cl 0.0E+00 7.0E-06 0.0E+00 1.3E-03 7.7E-05 3.1E-03 8.1E-05 1.4E-03 8.3E-02 1.1E-02 
K 0.0E+00 1.3E-06 0.0E+00 9.2E-04 4.8E-03 2.4E-03 5.7E-06 2.3E-04 1.2E-02 8.4E-05 
Ca 0.0E+00 2.2E-05 0.0E+00 1.9E-02 2.1E-02 1.6E-04 9.1E-06 2.1E-05 3.6E-03 1.8E-03 
Ti 0.0E+00 1.4E-07 0.0E+00 4.3E-04 5.2E-04 1.2E-05 1.3E-05 9.6E-07 4.8E-05 4.7E-05 
Mn 0.0E+00 0.0E+00 0.0E+00 1.2E-05 1.6E-04 2.2E-06 7.1E-07 2.2E-06 1.2E-03 6.9E-06 
Fe 0.0E+00 8.5E-06 0.0E+00 7.0E-03 1.6E-02 1.8E-05 1.9E-05 3.5E-05 2.7E-02 3.7E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.1E-05 5.7E-06 6.4E-07 3.1E-06 5.5E-06 1.6E-03 0.0E+00 
Zn 0.0E+00 6.0E-05 0.0E+00 7.5E-05 5.6E-05 8.9E-05 5.8E-05 1.3E-05 5.3E-04 0.0E+00 
As 0.0E+00 1.0E-07 0.0E+00 4.3E-08 6.1E-07 2.1E-06 0.0E+00 1.0E-07 2.8E-05 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 6.1E-04 3.8E-08 1.0E-07 9.7E-07 3.5E-07 6.2E-06 2.5E-05 
Br 0.0E+00 5.1E-07 0.0E+00 4.0E-05 4.3E-07 1.4E-05 0.0E+00 9.3E-06 2.7E-04 2.6E-05 
Sn 0.0E+00 8.6E-07 0.0E+00 4.5E-06 9.7E-07 3.4E-06 0.0E+00 4.0E-07 1.3E-05 0.0E+00 
Sb 0.0E+00 6.6E-07 0.0E+00 2.8E-07 1.1E-06 1.2E-07 4.6E-06 7.8E-07 2.8E-05 0.0E+00 
Ba 0.0E+00 1.2E-05 0.0E+00 2.6E-04 2.8E-05 4.8E-07 0.0E+00 3.4E-05 1.1E-04 0.0E+00 
Pb 0.0E+00 3.5E-08 0.0E+00 5.1E-06 9.2E-06 2.6E-06 0.0E+00 1.7E-05 2.3E-04 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 7.6E-15 1.6E-14 4.7E-16 7.4E-15 2.2E-14 6.4E-15 3.7E-15 8.3E-16 0.0E+00 2.0E-14 
NO3 4.4E-17 1.6E-17 1.9E-16 1.1E-17 2.1E-17 1.7E-16 3.3E-16 5.2E-18 0.0E+00 2.6E-17 
NH4 0.0E+00 0.0E+00 5.0E-17 4.9E-19 2.3E-16 3.2E-16 6.1E-16 2.0E-17 0.0E+00 1.5E-17 
SO4 1.5E-17 2.9E-17 7.8E-16 3.9E-17 5.1E-16 8.9E-16 2.4E-15 5.8E-16 1.0E-15 2.2E-15 
EC 1.2E-01 4.6E-03 3.5E-03 1.9E-01 9.5E-03 9.5E-04 3.9E-03 1.6E-04 0.0E+00 2.0E-03 
Na 0.0E+00 0.0E+00 2.8E-04 6.9E-07 2.8E-05 1.6E-02 7.7E-05 8.3E-07 1.5E-01 5.3E-05 
Al 0.0E+00 0.0E+00 2.9E-05 1.1E-06 6.6E-05 3.0E-03 4.2E-04 1.7E-03 0.0E+00 1.5E-06 
Si 0.0E+00 3.8E-05 3.6E-05 2.2E-04 1.2E-02 1.8E-02 1.3E-02 2.5E-03 0.0E+00 5.0E-02 
Cl 1.1E-05 0.0E+00 6.3E-04 2.9E-05 1.7E-04 1.2E-02 5.0E-03 1.2E-04 3.7E-01 8.9E-04 
K 1.2E-06 0.0E+00 2.2E-05 1.4E-06 6.9E-06 5.2E-03 7.6E-03 6.6E-05 4.7E-03 2.0E-02 
Ca 8.5E-05 9.3E-06 1.4E-04 1.5E-04 1.3E-03 1.1E-02 1.3E-03 5.0E-03 6.4E-03 9.6E-04 
Ti 1.4E-07 0.0E+00 2.5E-05 2.9E-06 1.5E-04 1.2E-03 2.2E-05 6.8E-02 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 3.3E-06 6.5E-07 3.7E-05 7.7E-05 6.0E-06 0.0E+00 0.0E+00 0.0E+00 
Fe 2.0E-05 3.2E-06 1.8E-05 5.4E-04 1.3E-02 2.6E-03 1.0E-03 1.1E-05 0.0E+00 1.1E-06 
Cu 0.0E+00 0.0E+00 0.0E+00 3.3E-05 1.1E-03 2.7E-05 2.8E-04 5.3E-07 0.0E+00 0.0E+00 
Zn 1.8E-04 1.1E-05 3.3E-06 2.2E-04 7.4E-04 1.3E-04 1.5E-03 3.8E-07 0.0E+00 4.6E-06 
As 1.0E-07 0.0E+00 8.3E-09 1.0E-07 2.0E-07 1.4E-06 7.8E-07 0.0E+00 0.0E+00 2.8E-08 
Se 0.0E+00 0.0E+00 8.9E-06 2.0E-08 4.0E-07 1.0E-06 6.5E-07 0.0E+00 0.0E+00 0.0E+00 
Br 6.5E-07 0.0E+00 5.2E-06 7.8E-07 2.2E-06 8.3E-05 1.9E-06 3.3E-06 0.0E+00 2.6E-07 
Sn 8.6E-07 0.0E+00 6.9E-08 3.8E-06 7.4E-05 2.7E-06 7.3E-07 0.0E+00 0.0E+00 1.4E-07 
Sb 6.5E-07 6.9E-06 4.4E-06 6.7E-07 3.9E-06 5.0E-06 1.4E-06 1.6E-04 0.0E+00 0.0E+00 
Ba 1.6E-05 0.0E+00 9.7E-07 5.5E-05 1.2E-03 2.4E-05 1.8E-05 5.4E-04 0.0E+00 0.0E+00 







Table C.5. Spring (March, April, May) PM2.5 source profiles averaged over all available 
CSN monitors during the 2006 study.  Values represent the mass fraction of each species 
emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 1.8E-01 0.0E+00 3.9E-02 4.9E-02 4.8E-01 1.1E-01 6.5E-01 7.0E-02 4.8E-01 
NO3 0.0E+00 1.1E-03 0.0E+00 2.0E-03 1.8E-03 5.6E-03 0.0E+00 4.6E-03 5.2E-03 3.3E-02 
NH4 0.0E+00 0.0E+00 0.0E+00 2.4E-02 8.6E-04 6.2E-03 0.0E+00 0.0E+00 4.1E-04 4.2E-03 
SO4 0.0E+00 3.0E-03 0.0E+00 1.2E-01 6.0E-03 8.4E-03 3.3E-01 2.6E-03 1.8E-01 1.2E-01 
EC 0.0E+00 6.9E-01 0.0E+00 1.9E-02 1.6E-03 9.5E-02 4.7E-02 3.2E-02 1.3E-02 8.1E-02 
Na 0.0E+00 0.0E+00 0.0E+00 1.1E-03 1.1E-03 3.9E-03 0.0E+00 3.1E-03 3.0E-02 1.9E-02 
Al 0.0E+00 0.0E+00 0.0E+00 4.6E-02 6.1E-02 5.2E-04 0.0E+00 4.2E-04 3.6E-02 2.0E-03 
Si 0.0E+00 0.0E+00 0.0E+00 1.1E-01 2.1E-01 9.7E-04 3.4E-03 7.8E-04 5.1E-02 2.6E-03 
Cl 0.0E+00 2.0E-04 0.0E+00 5.7E-03 1.3E-03 2.2E-02 1.7E-03 8.6E-03 7.2E-02 3.5E-02 
K 0.0E+00 3.6E-05 0.0E+00 5.3E-03 2.1E-02 1.7E-02 1.7E-04 2.9E-03 5.4E-02 1.6E-03 
Ca 0.0E+00 5.7E-04 0.0E+00 5.7E-02 6.7E-02 2.3E-03 2.7E-04 5.1E-04 1.7E-02 1.1E-02 
Ti 0.0E+00 3.8E-06 0.0E+00 2.5E-03 3.9E-03 3.2E-04 3.5E-04 2.7E-05 8.6E-04 9.1E-04 
Mn 0.0E+00 0.0E+00 0.0E+00 1.7E-04 1.2E-03 6.0E-05 2.0E-05 6.4E-05 5.7E-03 1.8E-04 
Fe 0.0E+00 2.5E-04 0.0E+00 3.1E-02 5.7E-02 4.2E-04 5.4E-04 7.7E-04 1.1E-01 8.3E-04 
Cu 0.0E+00 0.0E+00 0.0E+00 1.5E-04 1.1E-04 1.8E-05 8.3E-05 1.2E-04 6.7E-03 0.0E+00 
Zn 0.0E+00 7.0E-04 0.0E+00 5.7E-04 5.3E-04 1.1E-03 7.3E-04 2.6E-04 3.1E-03 0.0E+00 
As 0.0E+00 2.9E-06 0.0E+00 1.2E-06 1.7E-05 5.9E-05 0.0E+00 2.8E-06 4.1E-04 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 3.1E-03 1.0E-06 2.9E-06 2.7E-05 9.6E-06 1.6E-04 5.6E-04 
Br 0.0E+00 1.4E-05 0.0E+00 3.0E-04 1.2E-05 2.5E-04 0.0E+00 1.6E-04 1.6E-03 3.7E-04 
Sn 0.0E+00 2.4E-05 0.0E+00 1.2E-04 2.7E-05 9.4E-05 0.0E+00 1.1E-05 3.6E-04 0.0E+00 
Sb 0.0E+00 1.8E-05 0.0E+00 7.7E-06 3.1E-05 3.4E-06 1.3E-04 2.2E-05 7.8E-04 0.0E+00 
Ba 0.0E+00 3.3E-04 0.0E+00 3.8E-03 7.5E-04 1.3E-05 0.0E+00 8.7E-04 2.7E-03 0.0E+00 
Pb 0.0E+00 9.5E-07 0.0E+00 1.2E-04 2.1E-04 7.3E-05 0.0E+00 3.6E-04 2.1E-03 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 1.8E-01 4.8E-01 2.1E-01 1.8E-01 4.1E-01 1.1E-01 2.4E-01 2.7E-01 0.0E+00 4.2E-01 
NO3 1.1E-03 7.0E-04 1.3E-02 1.2E-03 1.5E-03 9.2E-03 8.8E-03 3.5E-04 0.0E+00 7.8E-04 
NH4 0.0E+00 0.0E+00 1.7E-03 1.7E-04 1.0E-02 7.2E-03 3.2E-02 7.5E-04 0.0E+00 6.1E-04 
SO4 3.0E-03 5.0E-04 2.9E-01 3.9E-03 1.8E-02 1.4E-01 1.3E-01 2.8E-02 7.6E-02 4.0E-02 
EC 7.1E-01 1.2E-01 8.8E-02 6.7E-01 1.4E-01 2.5E-02 9.5E-02 4.4E-03 0.0E+00 4.2E-02 
Na 0.0E+00 0.0E+00 7.7E-03 1.9E-05 7.2E-04 4.0E-02 2.1E-03 2.3E-05 3.0E-01 1.2E-03 
Al 0.0E+00 0.0E+00 7.9E-04 2.9E-05 1.3E-03 1.5E-02 7.8E-03 2.4E-02 0.0E+00 4.3E-05 
Si 0.0E+00 1.2E-03 1.0E-03 1.5E-03 4.0E-02 5.8E-02 7.7E-02 2.6E-02 0.0E+00 1.3E-01 
Cl 2.0E-04 0.0E+00 1.6E-02 3.3E-04 1.7E-03 1.8E-02 2.7E-02 3.0E-03 3.4E-01 4.3E-03 
K 3.7E-05 0.0E+00 6.2E-04 4.4E-05 2.0E-04 2.6E-02 4.3E-02 1.9E-03 1.2E-02 9.0E-02 
Ca 6.7E-04 2.9E-04 4.0E-03 8.7E-04 6.1E-03 4.1E-02 1.1E-02 2.9E-02 1.2E-02 5.0E-03 
Ti 3.8E-06 0.0E+00 6.9E-04 5.7E-05 1.1E-03 4.9E-03 5.8E-04 1.9E-01 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 9.1E-05 1.6E-05 3.5E-04 5.2E-04 1.6E-04 0.0E+00 0.0E+00 0.0E+00 
Fe 2.8E-04 9.6E-05 5.0E-04 2.7E-03 6.0E-02 1.3E-02 9.1E-03 3.2E-04 0.0E+00 3.5E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.8E-04 4.6E-03 2.4E-04 2.4E-03 1.5E-05 0.0E+00 0.0E+00 
Zn 9.6E-04 3.0E-04 9.0E-05 1.1E-03 3.7E-03 8.8E-04 8.7E-03 1.0E-05 0.0E+00 9.0E-05 
As 2.9E-06 0.0E+00 2.3E-07 3.0E-06 5.8E-06 3.3E-05 2.2E-05 0.0E+00 0.0E+00 7.8E-07 
Se 0.0E+00 0.0E+00 2.5E-04 5.5E-07 1.1E-05 2.9E-05 1.8E-05 0.0E+00 0.0E+00 0.0E+00 
Br 1.5E-05 0.0E+00 1.5E-04 1.5E-05 4.7E-05 4.9E-04 5.3E-05 9.5E-05 0.0E+00 7.8E-06 
Sn 2.4E-05 0.0E+00 1.9E-06 1.1E-04 1.9E-03 7.5E-05 2.0E-05 0.0E+00 0.0E+00 3.9E-06 
Sb 1.8E-05 1.9E-04 1.2E-04 1.9E-05 1.1E-04 1.4E-04 3.9E-05 4.5E-03 0.0E+00 0.0E+00 
Ba 3.4E-04 0.0E+00 2.7E-05 7.9E-04 1.1E-02 6.0E-04 4.9E-04 1.2E-02 0.0E+00 0.0E+00 







Table C.6. Spring (March, April, May) standard deviations for PM2.5 source profiles 
averaged over all available CSN monitors during the 2006 study.  Values represent the 
mass fraction of each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 7.6E-15 0.0E+00 4.9E-16 2.3E-15 8.7E-15 2.9E-15 3.3E-15 9.7E-17 8.3E-16 
NO3 0.0E+00 4.4E-17 0.0E+00 4.9E-17 8.3E-17 1.3E-16 0.0E+00 1.7E-16 9.3E-17 3.0E-16 
NH4 0.0E+00 0.0E+00 0.0E+00 4.1E-16 3.2E-17 8.8E-17 0.0E+00 0.0E+00 1.1E-17 8.7E-18 
SO4 0.0E+00 1.6E-17 0.0E+00 7.1E-15 2.4E-16 3.0E-16 5.7E-15 4.6E-17 7.4E-15 2.7E-15 
EC 0.0E+00 5.7E-02 0.0E+00 7.3E-04 5.8E-05 3.8E-03 1.7E-03 1.2E-03 5.1E-04 3.2E-03 
Na 0.0E+00 0.0E+00 0.0E+00 4.2E-05 3.9E-05 1.5E-04 0.0E+00 1.4E-04 5.2E-03 3.5E-03 
Al 0.0E+00 0.0E+00 0.0E+00 1.9E-02 1.7E-02 1.8E-05 0.0E+00 1.4E-05 7.7E-03 7.8E-05 
Si 0.0E+00 0.0E+00 0.0E+00 4.1E-02 8.3E-02 3.6E-05 1.7E-04 2.6E-05 1.3E-02 1.3E-04 
Cl 0.0E+00 6.9E-06 0.0E+00 1.2E-03 8.7E-05 2.8E-03 8.0E-05 1.3E-03 7.6E-02 8.5E-03 
K 0.0E+00 1.2E-06 0.0E+00 1.0E-03 5.7E-03 2.6E-03 5.4E-06 2.6E-04 1.2E-02 9.5E-05 
Ca 0.0E+00 2.2E-05 0.0E+00 1.6E-02 2.1E-02 1.5E-04 8.6E-06 1.9E-05 3.7E-03 1.8E-03 
Ti 0.0E+00 1.3E-07 0.0E+00 4.6E-04 6.8E-04 1.2E-05 1.2E-05 9.2E-07 5.2E-05 4.6E-05 
Mn 0.0E+00 0.0E+00 0.0E+00 1.1E-05 1.6E-04 2.1E-06 6.9E-07 2.2E-06 1.2E-03 6.7E-06 
Fe 0.0E+00 8.3E-06 0.0E+00 7.1E-03 1.8E-02 1.8E-05 1.8E-05 3.7E-05 2.6E-02 4.1E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.2E-05 6.2E-06 6.2E-07 2.9E-06 5.1E-06 1.6E-03 0.0E+00 
Zn 0.0E+00 6.9E-05 0.0E+00 9.0E-05 7.3E-05 9.7E-05 5.5E-05 1.3E-05 6.0E-04 0.0E+00 
As 0.0E+00 1.0E-07 0.0E+00 4.1E-08 6.0E-07 2.1E-06 0.0E+00 9.7E-08 3.6E-05 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 6.8E-04 3.7E-08 1.0E-07 9.4E-07 3.3E-07 6.6E-06 2.7E-05 
Br 0.0E+00 4.9E-07 0.0E+00 3.8E-05 4.1E-07 1.4E-05 0.0E+00 8.6E-06 2.5E-04 2.4E-05 
Sn 0.0E+00 8.4E-07 0.0E+00 4.3E-06 9.4E-07 3.3E-06 0.0E+00 3.9E-07 1.3E-05 0.0E+00 
Sb 0.0E+00 6.4E-07 0.0E+00 2.7E-07 1.1E-06 1.2E-07 4.4E-06 7.6E-07 2.7E-05 0.0E+00 
Ba 0.0E+00 1.2E-05 0.0E+00 3.0E-04 2.9E-05 4.7E-07 0.0E+00 3.1E-05 1.1E-04 0.0E+00 
Pb 0.0E+00 3.3E-08 0.0E+00 4.5E-06 9.1E-06 2.5E-06 0.0E+00 1.4E-05 2.0E-04 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 7.6E-15 1.6E-14 4.7E-16 7.4E-15 2.2E-14 6.4E-15 3.8E-15 8.3E-16 0.0E+00 2.0E-14 
NO3 4.4E-17 1.6E-17 1.9E-16 1.2E-17 2.1E-17 1.7E-16 3.3E-16 5.2E-18 0.0E+00 2.6E-17 
NH4 0.0E+00 0.0E+00 5.1E-17 4.9E-19 2.4E-16 3.2E-16 5.8E-16 2.0E-17 0.0E+00 1.5E-17 
SO4 1.6E-17 2.9E-17 9.4E-16 3.6E-17 5.1E-16 9.7E-16 2.3E-15 5.8E-16 1.1E-15 2.2E-15 
EC 1.9E-01 4.8E-03 3.4E-03 2.5E-01 7.8E-03 9.5E-04 3.9E-03 1.6E-04 0.0E+00 1.8E-03 
Na 0.0E+00 0.0E+00 2.7E-04 6.7E-07 2.6E-05 1.7E-02 7.3E-05 8.1E-07 1.5E-01 5.1E-05 
Al 0.0E+00 0.0E+00 2.8E-05 1.0E-06 5.5E-05 3.6E-03 4.7E-04 1.7E-03 0.0E+00 1.5E-06 
Si 0.0E+00 3.7E-05 3.5E-05 2.1E-04 1.0E-02 1.6E-02 1.5E-02 2.5E-03 0.0E+00 3.5E-02 
Cl 1.1E-05 0.0E+00 6.2E-04 2.5E-05 1.4E-04 1.0E-02 4.1E-03 1.2E-04 3.2E-01 7.0E-04 
K 1.1E-06 0.0E+00 2.1E-05 1.4E-06 6.2E-06 5.5E-03 8.6E-03 6.4E-05 6.5E-03 2.0E-02 
Ca 8.5E-05 8.9E-06 1.3E-04 1.4E-04 1.1E-03 1.0E-02 1.5E-03 4.8E-03 6.4E-03 9.0E-04 
Ti 1.3E-07 0.0E+00 2.4E-05 2.7E-06 1.3E-04 1.3E-03 2.3E-05 6.6E-02 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 3.2E-06 5.9E-07 2.7E-05 7.2E-05 5.8E-06 0.0E+00 0.0E+00 0.0E+00 
Fe 2.2E-05 3.1E-06 1.7E-05 5.2E-04 1.2E-02 2.4E-03 1.2E-03 1.0E-05 0.0E+00 1.1E-06 
Cu 0.0E+00 0.0E+00 0.0E+00 3.2E-05 1.1E-03 2.8E-05 3.1E-04 5.1E-07 0.0E+00 0.0E+00 
Zn 1.9E-04 1.5E-05 3.1E-06 2.3E-04 7.4E-04 1.5E-04 1.7E-03 3.6E-07 0.0E+00 4.4E-06 
As 9.9E-08 0.0E+00 8.1E-09 1.0E-07 2.0E-07 1.4E-06 7.6E-07 0.0E+00 0.0E+00 2.7E-08 
Se 0.0E+00 0.0E+00 8.6E-06 1.9E-08 3.8E-07 1.0E-06 6.3E-07 0.0E+00 0.0E+00 0.0E+00 
Br 6.6E-07 0.0E+00 5.0E-06 7.0E-07 1.8E-06 8.0E-05 1.8E-06 3.2E-06 0.0E+00 2.6E-07 
Sn 8.3E-07 0.0E+00 6.7E-08 3.7E-06 6.5E-05 2.6E-06 7.1E-07 0.0E+00 0.0E+00 1.4E-07 
Sb 6.3E-07 6.7E-06 4.3E-06 6.5E-07 3.8E-06 4.9E-06 1.4E-06 1.6E-04 0.0E+00 0.0E+00 
Ba 1.7E-05 0.0E+00 9.4E-07 6.2E-05 1.2E-03 2.4E-05 1.7E-05 5.4E-04 0.0E+00 0.0E+00 







Table C.7. Summer (June, July, August) PM2.5 source profiles averaged over all available 
CSN monitors during the 2006 study.  Values represent the mass fraction of each species 
emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 1.8E-01 0.0E+00 3.9E-02 4.9E-02 4.8E-01 1.1E-01 6.5E-01 7.0E-02 4.8E-01 
NO3 0.0E+00 1.1E-03 0.0E+00 2.0E-03 1.8E-03 5.6E-03 0.0E+00 4.6E-03 5.2E-03 3.3E-02 
NH4 0.0E+00 0.0E+00 0.0E+00 2.4E-02 8.6E-04 6.2E-03 0.0E+00 0.0E+00 4.1E-04 4.2E-03 
SO4 0.0E+00 3.0E-03 0.0E+00 1.2E-01 6.0E-03 8.4E-03 3.3E-01 2.6E-03 1.8E-01 1.2E-01 
EC 0.0E+00 6.9E-01 0.0E+00 1.9E-02 1.6E-03 9.4E-02 4.7E-02 3.2E-02 1.3E-02 8.1E-02 
Na 0.0E+00 0.0E+00 0.0E+00 1.1E-03 1.1E-03 3.9E-03 0.0E+00 3.1E-03 3.1E-02 2.0E-02 
Al 0.0E+00 0.0E+00 0.0E+00 4.6E-02 6.2E-02 5.2E-04 0.0E+00 4.2E-04 3.6E-02 2.0E-03 
Si 0.0E+00 0.0E+00 0.0E+00 1.1E-01 2.1E-01 9.7E-04 3.4E-03 7.8E-04 4.8E-02 2.6E-03 
Cl 0.0E+00 2.0E-04 0.0E+00 5.7E-03 1.3E-03 2.2E-02 1.7E-03 8.7E-03 6.2E-02 3.5E-02 
K 0.0E+00 3.6E-05 0.0E+00 5.3E-03 2.1E-02 1.6E-02 1.7E-04 2.9E-03 5.5E-02 1.6E-03 
Ca 0.0E+00 5.7E-04 0.0E+00 5.2E-02 6.5E-02 2.2E-03 2.7E-04 5.1E-04 1.6E-02 1.1E-02 
Ti 0.0E+00 3.8E-06 0.0E+00 2.5E-03 3.9E-03 3.2E-04 3.5E-04 2.7E-05 8.6E-04 9.1E-04 
Mn 0.0E+00 0.0E+00 0.0E+00 1.7E-04 1.2E-03 6.0E-05 2.0E-05 6.4E-05 5.9E-03 1.8E-04 
Fe 0.0E+00 2.5E-04 0.0E+00 3.0E-02 5.6E-02 4.2E-04 5.4E-04 7.8E-04 1.1E-01 8.3E-04 
Cu 0.0E+00 0.0E+00 0.0E+00 1.5E-04 1.1E-04 1.8E-05 8.3E-05 1.2E-04 6.8E-03 0.0E+00 
Zn 0.0E+00 7.2E-04 0.0E+00 5.7E-04 5.4E-04 1.1E-03 7.2E-04 2.6E-04 3.1E-03 0.0E+00 
As 0.0E+00 2.9E-06 0.0E+00 1.2E-06 1.7E-05 5.9E-05 0.0E+00 2.8E-06 4.1E-04 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 3.1E-03 1.0E-06 2.9E-06 2.7E-05 9.6E-06 1.6E-04 5.6E-04 
Br 0.0E+00 1.4E-05 0.0E+00 3.0E-04 1.2E-05 2.5E-04 0.0E+00 1.6E-04 1.5E-03 3.7E-04 
Sn 0.0E+00 2.4E-05 0.0E+00 1.2E-04 2.7E-05 9.4E-05 0.0E+00 1.1E-05 3.6E-04 0.0E+00 
Sb 0.0E+00 1.8E-05 0.0E+00 7.7E-06 3.1E-05 3.4E-06 1.3E-04 2.2E-05 7.8E-04 0.0E+00 
Ba 0.0E+00 3.3E-04 0.0E+00 3.8E-03 7.5E-04 1.3E-05 0.0E+00 8.7E-04 2.7E-03 0.0E+00 
Pb 0.0E+00 9.5E-07 0.0E+00 1.2E-04 2.1E-04 7.3E-05 0.0E+00 3.6E-04 2.1E-03 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 1.8E-01 4.8E-01 2.1E-01 1.8E-01 4.1E-01 1.1E-01 2.4E-01 2.7E-01 0.0E+00 4.2E-01 
NO3 1.1E-03 7.0E-04 1.3E-02 1.2E-03 1.5E-03 9.2E-03 8.8E-03 3.5E-04 0.0E+00 7.8E-04 
NH4 0.0E+00 0.0E+00 1.7E-03 1.7E-04 1.0E-02 7.2E-03 3.2E-02 7.5E-04 0.0E+00 6.1E-04 
SO4 3.0E-03 5.0E-04 2.9E-01 3.9E-03 1.8E-02 1.4E-01 1.3E-01 2.8E-02 7.6E-02 4.0E-02 
EC 7.2E-01 1.2E-01 8.8E-02 7.0E-01 1.4E-01 2.5E-02 9.5E-02 4.4E-03 0.0E+00 4.2E-02 
Na 0.0E+00 0.0E+00 7.7E-03 1.9E-05 7.3E-04 4.3E-02 2.1E-03 2.3E-05 3.0E-01 1.2E-03 
Al 0.0E+00 0.0E+00 7.9E-04 2.9E-05 1.3E-03 1.5E-02 7.8E-03 2.4E-02 0.0E+00 4.3E-05 
Si 0.0E+00 1.2E-03 1.0E-03 1.4E-03 3.7E-02 5.6E-02 7.4E-02 2.6E-02 0.0E+00 9.4E-02 
Cl 2.0E-04 0.0E+00 1.6E-02 3.3E-04 1.7E-03 1.7E-02 2.7E-02 3.0E-03 3.8E-01 4.2E-03 
K 3.7E-05 0.0E+00 6.2E-04 4.4E-05 2.0E-04 2.7E-02 4.4E-02 1.9E-03 1.1E-02 7.3E-02 
Ca 6.8E-04 2.9E-04 4.0E-03 8.7E-04 5.8E-03 3.6E-02 1.1E-02 2.9E-02 1.1E-02 3.9E-03 
Ti 3.8E-06 0.0E+00 6.9E-04 5.6E-05 1.1E-03 4.7E-03 5.8E-04 1.7E-01 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 9.1E-05 1.6E-05 3.5E-04 5.4E-04 1.6E-04 0.0E+00 0.0E+00 0.0E+00 
Fe 2.9E-04 9.6E-05 5.0E-04 2.8E-03 5.7E-02 1.2E-02 9.3E-03 3.2E-04 0.0E+00 3.5E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.9E-04 4.6E-03 2.5E-04 2.4E-03 1.5E-05 0.0E+00 0.0E+00 
Zn 9.7E-04 3.1E-04 9.0E-05 1.1E-03 3.6E-03 8.8E-04 8.7E-03 1.0E-05 0.0E+00 8.7E-05 
As 2.9E-06 0.0E+00 2.3E-07 3.0E-06 5.8E-06 3.4E-05 2.2E-05 0.0E+00 0.0E+00 7.8E-07 
Se 0.0E+00 0.0E+00 2.5E-04 5.5E-07 1.1E-05 2.9E-05 1.8E-05 0.0E+00 0.0E+00 0.0E+00 
Br 1.5E-05 0.0E+00 1.5E-04 1.5E-05 4.7E-05 4.8E-04 5.3E-05 9.5E-05 0.0E+00 7.8E-06 
Sn 2.4E-05 0.0E+00 1.9E-06 1.1E-04 1.9E-03 7.5E-05 2.0E-05 0.0E+00 0.0E+00 3.9E-06 
Sb 1.8E-05 1.9E-04 1.2E-04 1.9E-05 1.1E-04 1.4E-04 3.9E-05 4.5E-03 0.0E+00 0.0E+00 
Ba 3.4E-04 0.0E+00 2.7E-05 8.0E-04 1.1E-02 6.0E-04 4.9E-04 1.2E-02 0.0E+00 0.0E+00 







Table C.8. Summer (June, July, August) standard deviations for PM2.5 source profiles 
averaged over all available CSN monitors during the 2006 study.  Values represent the 
mass fraction of each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 7.2E-15 0.0E+00 9.7E-17 2.2E-15 7.0E-15 2.7E-15 3.3E-15 8.5E-16 8.3E-16 
NO3 0.0E+00 4.1E-17 0.0E+00 6.6E-17 7.4E-17 1.3E-16 0.0E+00 1.6E-16 4.6E-17 3.0E-16 
NH4 0.0E+00 0.0E+00 0.0E+00 4.1E-16 2.8E-17 5.6E-17 0.0E+00 0.0E+00 1.1E-17 6.9E-17 
SO4 0.0E+00 0.0E+00 0.0E+00 6.5E-15 2.0E-16 2.7E-16 5.7E-15 2.3E-17 6.0E-15 3.3E-15 
EC 0.0E+00 6.3E-02 0.0E+00 7.8E-04 6.4E-05 4.1E-03 1.9E-03 1.3E-03 5.6E-04 3.4E-03 
Na 0.0E+00 0.0E+00 0.0E+00 5.0E-05 4.8E-05 1.5E-04 0.0E+00 1.4E-04 4.1E-03 2.6E-03 
Al 0.0E+00 0.0E+00 0.0E+00 1.7E-02 1.9E-02 2.0E-05 0.0E+00 1.5E-05 5.9E-03 7.7E-05 
Si 0.0E+00 0.0E+00 0.0E+00 3.3E-02 7.3E-02 3.7E-05 1.4E-04 2.6E-05 9.8E-03 1.1E-04 
Cl 0.0E+00 7.6E-06 0.0E+00 1.5E-03 1.2E-04 1.9E-03 8.9E-05 1.6E-03 9.0E-02 1.1E-02 
K 0.0E+00 1.4E-06 0.0E+00 1.1E-03 5.9E-03 1.7E-03 6.0E-06 2.6E-04 1.2E-02 1.0E-04 
Ca 0.0E+00 2.8E-05 0.0E+00 1.9E-02 2.2E-02 1.0E-04 9.8E-06 1.9E-05 3.7E-03 1.7E-03 
Ti 0.0E+00 1.5E-07 0.0E+00 4.1E-04 6.9E-04 1.2E-05 1.3E-05 1.0E-06 4.7E-05 4.3E-05 
Mn 0.0E+00 0.0E+00 0.0E+00 1.5E-05 2.2E-04 2.3E-06 7.6E-07 2.4E-06 1.3E-03 8.4E-06 
Fe 0.0E+00 9.5E-06 0.0E+00 7.4E-03 1.8E-02 1.6E-05 2.1E-05 3.7E-05 2.8E-02 4.1E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.4E-05 8.4E-06 6.9E-07 3.1E-06 5.5E-06 1.7E-03 0.0E+00 
Zn 0.0E+00 8.6E-05 0.0E+00 9.6E-05 8.8E-05 6.1E-05 5.5E-05 1.3E-05 6.0E-04 0.0E+00 
As 0.0E+00 1.1E-07 0.0E+00 4.6E-08 6.6E-07 2.3E-06 0.0E+00 1.1E-07 3.6E-05 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 7.8E-04 4.0E-08 1.1E-07 1.0E-06 3.7E-07 7.4E-06 3.0E-05 
Br 0.0E+00 5.4E-07 0.0E+00 3.5E-05 4.6E-07 1.0E-05 0.0E+00 9.0E-06 2.4E-04 2.5E-05 
Sn 0.0E+00 9.2E-07 0.0E+00 4.8E-06 1.0E-06 3.6E-06 0.0E+00 4.3E-07 1.4E-05 0.0E+00 
Sb 0.0E+00 7.0E-07 0.0E+00 3.0E-07 1.2E-06 1.3E-07 4.9E-06 8.3E-07 3.0E-05 0.0E+00 
Ba 0.0E+00 1.3E-05 0.0E+00 3.4E-04 3.7E-05 5.2E-07 0.0E+00 3.3E-05 1.3E-04 0.0E+00 
Pb 0.0E+00 3.7E-08 0.0E+00 5.2E-06 1.0E-05 2.8E-06 0.0E+00 1.5E-05 2.3E-04 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 7.2E-15 1.5E-14 4.7E-16 6.0E-15 1.9E-14 5.9E-15 3.0E-15 8.3E-16 0.0E+00 1.8E-14 
NO3 4.1E-17 1.2E-17 1.9E-16 1.1E-18 1.3E-17 1.7E-16 3.3E-16 5.2E-18 0.0E+00 2.2E-17 
NH4 0.0E+00 0.0E+00 4.1E-17 4.9E-19 1.4E-16 2.9E-16 8.3E-16 1.5E-17 0.0E+00 8.7E-18 
SO4 0.0E+00 2.7E-17 2.1E-15 6.4E-17 5.0E-16 8.9E-16 3.3E-15 5.7E-16 2.4E-16 2.1E-15 
EC 2.0E-01 5.1E-03 3.8E-03 2.2E-01 7.3E-03 9.9E-04 4.3E-03 1.7E-04 0.0E+00 1.8E-03 
Na 0.0E+00 0.0E+00 3.0E-04 7.3E-07 2.7E-05 1.9E-02 8.4E-05 8.9E-07 1.3E-01 5.0E-05 
Al 0.0E+00 0.0E+00 3.1E-05 1.1E-06 4.8E-05 2.9E-03 4.0E-04 1.3E-03 0.0E+00 1.7E-06 
Si 0.0E+00 3.9E-05 3.9E-05 1.7E-04 7.3E-03 1.3E-02 1.3E-02 2.0E-03 0.0E+00 2.4E-02 
Cl 1.5E-05 0.0E+00 7.5E-04 3.5E-05 1.6E-04 1.2E-02 5.6E-03 1.4E-04 3.1E-01 4.0E-04 
K 1.2E-06 0.0E+00 2.3E-05 1.6E-06 6.7E-06 5.4E-03 9.1E-03 7.9E-05 6.3E-03 1.9E-02 
Ca 1.0E-04 9.7E-06 1.4E-04 1.6E-04 1.0E-03 1.1E-02 1.6E-03 5.3E-03 6.7E-03 5.6E-04 
Ti 1.5E-07 0.0E+00 2.7E-05 2.9E-06 1.0E-04 1.2E-03 2.4E-05 7.2E-02 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 3.5E-06 7.5E-07 3.0E-05 8.6E-05 6.9E-06 0.0E+00 0.0E+00 0.0E+00 
Fe 2.7E-05 3.3E-06 1.9E-05 5.5E-04 1.3E-02 2.6E-03 1.4E-03 1.1E-05 0.0E+00 1.3E-06 
Cu 0.0E+00 0.0E+00 0.0E+00 3.6E-05 1.1E-03 3.3E-05 3.6E-04 5.6E-07 0.0E+00 0.0E+00 
Zn 2.0E-04 1.9E-05 3.4E-06 2.4E-04 7.2E-04 1.5E-04 1.7E-03 4.0E-07 0.0E+00 3.7E-06 
As 1.1E-07 0.0E+00 8.9E-09 1.1E-07 2.2E-07 1.4E-06 8.3E-07 0.0E+00 0.0E+00 3.0E-08 
Se 0.0E+00 0.0E+00 9.4E-06 2.1E-08 4.2E-07 1.1E-06 7.0E-07 0.0E+00 0.0E+00 0.0E+00 
Br 7.4E-07 0.0E+00 5.5E-06 7.7E-07 1.8E-06 7.5E-05 2.0E-06 3.5E-06 0.0E+00 3.0E-07 
Sn 9.1E-07 0.0E+00 7.4E-08 4.1E-06 6.8E-05 2.9E-06 7.8E-07 0.0E+00 0.0E+00 1.5E-07 
Sb 7.0E-07 7.3E-06 4.7E-06 7.2E-07 4.1E-06 5.4E-06 1.5E-06 1.7E-04 0.0E+00 0.0E+00 
Ba 1.8E-05 0.0E+00 1.0E-06 6.2E-05 1.1E-03 2.7E-05 1.9E-05 6.2E-04 0.0E+00 0.0E+00 







Table C.9. Fall (September, October, November) PM2.5 source profiles averaged over all 
available CSN monitors during the 2006 study.  Values represent the mass fraction of 
each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 1.8E-01 0.0E+00 3.9E-02 4.9E-02 4.8E-01 1.1E-01 6.5E-01 7.0E-02 4.8E-01 
NO3 0.0E+00 1.1E-03 0.0E+00 2.0E-03 1.8E-03 5.6E-03 0.0E+00 4.6E-03 5.2E-03 3.3E-02 
NH4 0.0E+00 0.0E+00 0.0E+00 2.4E-02 8.6E-04 6.2E-03 0.0E+00 0.0E+00 4.1E-04 4.2E-03 
SO4 0.0E+00 2.9E-03 0.0E+00 1.2E-01 6.0E-03 8.4E-03 3.3E-01 2.6E-03 1.8E-01 1.2E-01 
EC 0.0E+00 7.0E-01 0.0E+00 2.0E-02 1.7E-03 9.5E-02 4.7E-02 3.3E-02 1.3E-02 8.1E-02 
Na 0.0E+00 0.0E+00 0.0E+00 1.1E-03 1.1E-03 3.9E-03 0.0E+00 3.1E-03 3.1E-02 2.0E-02 
Al 0.0E+00 0.0E+00 0.0E+00 4.7E-02 6.1E-02 5.3E-04 0.0E+00 4.2E-04 3.6E-02 2.0E-03 
Si 0.0E+00 0.0E+00 0.0E+00 9.6E-02 1.9E-01 9.7E-04 3.4E-03 7.8E-04 4.6E-02 2.6E-03 
Cl 0.0E+00 2.0E-04 0.0E+00 5.5E-03 1.3E-03 2.2E-02 1.7E-03 8.4E-03 4.9E-02 3.3E-02 
K 0.0E+00 3.6E-05 0.0E+00 5.3E-03 2.1E-02 1.7E-02 1.7E-04 2.9E-03 5.5E-02 1.6E-03 
Ca 0.0E+00 5.7E-04 0.0E+00 5.1E-02 6.4E-02 2.3E-03 2.7E-04 5.1E-04 1.6E-02 1.1E-02 
Ti 0.0E+00 3.8E-06 0.0E+00 2.3E-03 3.7E-03 3.2E-04 3.5E-04 2.7E-05 8.5E-04 9.0E-04 
Mn 0.0E+00 0.0E+00 0.0E+00 1.8E-04 1.2E-03 6.1E-05 2.0E-05 6.4E-05 6.0E-03 1.8E-04 
Fe 0.0E+00 2.5E-04 0.0E+00 3.0E-02 5.7E-02 4.2E-04 5.4E-04 7.7E-04 1.1E-01 8.4E-04 
Cu 0.0E+00 0.0E+00 0.0E+00 1.5E-04 1.1E-04 1.8E-05 8.4E-05 1.2E-04 6.8E-03 0.0E+00 
Zn 0.0E+00 7.1E-04 0.0E+00 5.6E-04 5.3E-04 1.1E-03 7.3E-04 2.6E-04 3.0E-03 0.0E+00 
As 0.0E+00 2.9E-06 0.0E+00 1.2E-06 1.7E-05 5.9E-05 0.0E+00 2.8E-06 4.0E-04 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 3.0E-03 1.1E-06 2.9E-06 2.7E-05 9.6E-06 1.6E-04 5.6E-04 
Br 0.0E+00 1.4E-05 0.0E+00 3.1E-04 1.2E-05 2.6E-04 0.0E+00 1.6E-04 1.6E-03 3.8E-04 
Sn 0.0E+00 2.4E-05 0.0E+00 1.2E-04 2.7E-05 9.4E-05 0.0E+00 1.1E-05 3.6E-04 0.0E+00 
Sb 0.0E+00 1.8E-05 0.0E+00 7.8E-06 3.1E-05 3.4E-06 1.3E-04 2.2E-05 7.8E-04 0.0E+00 
Ba 0.0E+00 3.3E-04 0.0E+00 3.8E-03 7.5E-04 1.3E-05 0.0E+00 8.8E-04 2.7E-03 0.0E+00 
Pb 0.0E+00 9.5E-07 0.0E+00 1.2E-04 2.1E-04 7.3E-05 0.0E+00 3.7E-04 2.2E-03 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 1.8E-01 4.8E-01 2.1E-01 1.8E-01 4.1E-01 1.1E-01 2.4E-01 2.7E-01 0.0E+00 4.2E-01 
NO3 1.1E-03 7.0E-04 1.3E-02 1.2E-03 1.5E-03 9.2E-03 8.8E-03 3.5E-04 0.0E+00 7.8E-04 
NH4 0.0E+00 0.0E+00 1.7E-03 1.7E-04 1.0E-02 7.2E-03 3.2E-02 7.5E-04 0.0E+00 6.1E-04 
SO4 2.9E-03 5.0E-04 2.9E-01 3.9E-03 1.8E-02 1.4E-01 1.3E-01 2.8E-02 7.6E-02 4.0E-02 
EC 7.7E-01 1.2E-01 8.8E-02 7.5E-01 1.4E-01 2.5E-02 9.6E-02 4.4E-03 0.0E+00 4.3E-02 
Na 0.0E+00 0.0E+00 7.7E-03 1.9E-05 7.3E-04 4.1E-02 2.1E-03 2.3E-05 3.1E-01 1.2E-03 
Al 0.0E+00 0.0E+00 7.9E-04 3.0E-05 1.3E-03 1.5E-02 7.8E-03 2.4E-02 0.0E+00 4.3E-05 
Si 0.0E+00 1.2E-03 1.0E-03 1.4E-03 3.6E-02 5.0E-02 7.2E-02 2.5E-02 0.0E+00 1.1E-01 
Cl 2.0E-04 0.0E+00 1.6E-02 3.2E-04 1.7E-03 1.5E-02 2.6E-02 3.0E-03 3.1E-01 4.2E-03 
K 3.7E-05 0.0E+00 6.2E-04 4.4E-05 2.0E-04 2.6E-02 4.4E-02 1.9E-03 1.2E-02 8.9E-02 
Ca 6.7E-04 2.9E-04 4.0E-03 8.6E-04 6.0E-03 3.7E-02 1.1E-02 2.9E-02 1.2E-02 4.6E-03 
Ti 3.8E-06 0.0E+00 6.9E-04 5.6E-05 1.1E-03 4.2E-03 5.8E-04 1.5E-01 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 9.1E-05 1.6E-05 3.6E-04 5.4E-04 1.7E-04 0.0E+00 0.0E+00 0.0E+00 
Fe 2.9E-04 9.6E-05 5.0E-04 2.8E-03 5.8E-02 1.2E-02 9.2E-03 3.2E-04 0.0E+00 3.5E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.9E-04 4.7E-03 2.4E-04 2.4E-03 1.5E-05 0.0E+00 0.0E+00 
Zn 9.5E-04 3.0E-04 9.1E-05 1.1E-03 3.6E-03 8.3E-04 8.6E-03 1.0E-05 0.0E+00 8.9E-05 
As 2.9E-06 0.0E+00 2.3E-07 3.0E-06 5.8E-06 3.3E-05 2.2E-05 0.0E+00 0.0E+00 7.8E-07 
Se 0.0E+00 0.0E+00 2.5E-04 5.5E-07 1.1E-05 2.9E-05 1.8E-05 0.0E+00 0.0E+00 0.0E+00 
Br 1.5E-05 0.0E+00 1.5E-04 1.5E-05 4.7E-05 4.9E-04 5.3E-05 9.5E-05 0.0E+00 7.8E-06 
Sn 2.4E-05 0.0E+00 1.9E-06 1.1E-04 1.9E-03 7.6E-05 2.0E-05 0.0E+00 0.0E+00 3.9E-06 
Sb 1.8E-05 1.9E-04 1.2E-04 1.9E-05 1.1E-04 1.4E-04 3.9E-05 4.5E-03 0.0E+00 0.0E+00 
Ba 3.4E-04 0.0E+00 2.7E-05 7.9E-04 1.0E-02 6.0E-04 4.9E-04 1.2E-02 0.0E+00 0.0E+00 







Table C.10. Fall (September, October, November) standard deviations for PM2.5 source 
profiles averaged over all available CSN monitors during the 2006 study.  Values 
represent the mass fraction of each species emitted by each source. 
 
 ag air biog coal dust fire foil meat metal ng 
OC 0.0E+00 6.7E-15 0.0E+00 4.8E-16 2.1E-15 4.7E-15 2.6E-15 3.3E-15 1.7E-15 8.3E-16 
NO3 0.0E+00 3.7E-17 0.0E+00 6.3E-17 6.2E-17 1.3E-16 0.0E+00 1.5E-16 2.1E-17 3.0E-16 
NH4 0.0E+00 0.0E+00 0.0E+00 4.0E-16 2.3E-17 1.0E-17 0.0E+00 0.0E+00 9.8E-18 8.3E-17 
SO4 0.0E+00 2.4E-17 0.0E+00 5.7E-15 1.3E-16 2.3E-16 5.6E-15 1.0E-17 4.0E-15 3.1E-15 
EC 0.0E+00 6.4E-02 0.0E+00 7.4E-04 6.0E-05 3.9E-03 1.7E-03 1.2E-03 5.1E-04 3.2E-03 
Na 0.0E+00 0.0E+00 0.0E+00 4.3E-05 4.1E-05 1.6E-04 0.0E+00 1.2E-04 3.1E-03 1.4E-03 
Al 0.0E+00 0.0E+00 0.0E+00 1.5E-02 1.7E-02 1.9E-05 0.0E+00 1.4E-05 5.6E-03 7.2E-05 
Si 0.0E+00 0.0E+00 0.0E+00 4.7E-02 8.1E-02 3.6E-05 1.4E-04 2.6E-05 1.0E-02 1.2E-04 
Cl 0.0E+00 7.1E-06 0.0E+00 1.5E-03 9.0E-05 2.9E-03 9.0E-05 1.5E-03 9.2E-02 1.2E-02 
K 0.0E+00 1.3E-06 0.0E+00 1.0E-03 5.5E-03 2.6E-03 5.5E-06 2.5E-04 1.2E-02 1.0E-04 
Ca 0.0E+00 2.5E-05 0.0E+00 2.2E-02 2.2E-02 1.5E-04 9.0E-06 2.1E-05 3.7E-03 1.9E-03 
Ti 0.0E+00 1.4E-07 0.0E+00 2.3E-04 3.7E-04 1.2E-05 1.2E-05 9.6E-07 3.4E-05 3.6E-05 
Mn 0.0E+00 0.0E+00 0.0E+00 1.5E-05 2.2E-04 2.3E-06 7.1E-07 2.3E-06 1.4E-03 8.2E-06 
Fe 0.0E+00 8.4E-06 0.0E+00 7.3E-03 1.7E-02 1.7E-05 1.9E-05 3.4E-05 2.9E-02 3.7E-05 
Cu 0.0E+00 0.0E+00 0.0E+00 1.3E-05 7.1E-06 6.5E-07 3.0E-06 5.9E-06 1.6E-03 0.0E+00 
Zn 0.0E+00 6.8E-05 0.0E+00 7.7E-05 6.6E-05 8.6E-05 5.6E-05 1.3E-05 5.1E-04 0.0E+00 
As 0.0E+00 1.0E-07 0.0E+00 4.3E-08 6.1E-07 2.1E-06 0.0E+00 1.0E-07 2.3E-05 0.0E+00 
Se 0.0E+00 0.0E+00 0.0E+00 5.6E-04 3.8E-08 1.0E-07 9.7E-07 3.4E-07 6.8E-06 2.7E-05 
Br 0.0E+00 5.0E-07 0.0E+00 3.6E-05 4.3E-07 1.2E-05 0.0E+00 8.9E-06 2.5E-04 2.6E-05 
Sn 0.0E+00 8.6E-07 0.0E+00 4.5E-06 9.6E-07 3.4E-06 0.0E+00 4.0E-07 1.3E-05 0.0E+00 
Sb 0.0E+00 6.5E-07 0.0E+00 2.8E-07 1.1E-06 1.2E-07 4.6E-06 7.8E-07 2.8E-05 0.0E+00 
Ba 0.0E+00 1.2E-05 0.0E+00 2.2E-04 3.2E-05 4.8E-07 0.0E+00 3.2E-05 1.2E-04 0.0E+00 
Pb 0.0E+00 3.4E-08 0.0E+00 5.3E-06 9.2E-06 2.7E-06 0.0E+00 1.6E-05 2.5E-04 0.0E+00 
 
 
 nrd nrg nro ord org ot otc slv ss wood 
OC 6.7E-15 1.5E-14 4.7E-16 4.0E-15 1.6E-14 5.0E-15 1.8E-15 8.3E-16 0.0E+00 1.4E-14 
NO3 3.7E-17 5.0E-18 1.9E-16 2.0E-17 1.5E-18 1.6E-16 3.2E-16 5.1E-18 0.0E+00 1.6E-17 
NH4 0.0E+00 0.0E+00 2.8E-17 4.9E-19 1.0E-17 2.4E-16 7.8E-16 8.1E-18 0.0E+00 6.5E-19 
SO4 2.4E-17 2.4E-17 5.9E-15 6.3E-17 4.8E-16 2.3E-15 3.1E-15 5.6E-16 9.6E-16 1.9E-15 
EC 1.5E-01 4.8E-03 3.5E-03 1.7E-01 8.6E-03 9.6E-04 4.0E-03 1.6E-04 0.0E+00 1.7E-03 
Na 0.0E+00 0.0E+00 2.8E-04 6.9E-07 2.6E-05 9.1E-03 7.6E-05 8.3E-07 1.4E-01 4.5E-05 
Al 0.0E+00 0.0E+00 2.9E-05 1.0E-06 4.8E-05 2.5E-03 3.6E-04 1.4E-03 0.0E+00 1.5E-06 
Si 0.0E+00 3.8E-05 3.6E-05 1.8E-04 9.9E-03 1.7E-02 1.4E-02 2.0E-03 0.0E+00 4.0E-02 
Cl 1.3E-05 0.0E+00 6.9E-04 3.3E-05 1.7E-04 1.2E-02 4.7E-03 1.2E-04 3.5E-01 7.4E-04 
K 1.2E-06 0.0E+00 2.2E-05 1.5E-06 6.5E-06 5.4E-03 8.7E-03 6.7E-05 5.1E-03 2.0E-02 
Ca 1.0E-04 9.1E-06 1.3E-04 1.6E-04 1.2E-03 1.3E-02 1.5E-03 4.9E-03 5.5E-03 8.8E-04 
Ti 1.4E-07 0.0E+00 2.5E-05 2.2E-06 7.1E-05 6.8E-04 2.1E-05 6.1E-02 0.0E+00 0.0E+00 
Mn 0.0E+00 0.0E+00 3.3E-06 7.4E-07 3.8E-05 8.1E-05 6.6E-06 0.0E+00 0.0E+00 0.0E+00 
Fe 2.4E-05 3.2E-06 1.8E-05 5.5E-04 1.3E-02 2.6E-03 1.2E-03 1.1E-05 0.0E+00 1.1E-06 
Cu 0.0E+00 0.0E+00 0.0E+00 3.6E-05 1.2E-03 2.8E-05 3.5E-04 5.2E-07 0.0E+00 0.0E+00 
Zn 1.9E-04 1.3E-05 3.2E-06 2.2E-04 7.2E-04 1.2E-04 1.6E-03 3.8E-07 0.0E+00 3.8E-06 
As 1.0E-07 0.0E+00 8.3E-09 1.0E-07 2.1E-07 1.2E-06 7.8E-07 0.0E+00 0.0E+00 2.8E-08 
Se 0.0E+00 0.0E+00 8.8E-06 2.0E-08 4.0E-07 1.1E-06 6.5E-07 0.0E+00 0.0E+00 0.0E+00 
Br 6.5E-07 0.0E+00 5.2E-06 7.2E-07 1.8E-06 6.8E-05 1.9E-06 3.3E-06 0.0E+00 2.7E-07 
Sn 8.6E-07 0.0E+00 6.9E-08 3.8E-06 6.4E-05 2.7E-06 7.3E-07 0.0E+00 0.0E+00 1.4E-07 
Sb 6.5E-07 6.9E-06 4.4E-06 6.7E-07 3.9E-06 5.0E-06 1.4E-06 1.6E-04 0.0E+00 0.0E+00 
Ba 1.6E-05 0.0E+00 9.7E-07 4.9E-05 8.3E-04 2.6E-05 1.8E-05 4.7E-04 0.0E+00 0.0E+00 







Table C.11. Cosine similarities (unitless) for optimized, seasonally-averaged regional 
profiles for coal combustion in comparison to the Reff et al. (2009) reference profile.  
region 
number 
winter spring summer fall 
1 1.00 1.00 1.00 1.00 
2 0.99 0.99 0.98 0.99 
3 1.00 0.97 0.98 1.00 
4 0.99 0.98 0.99 0.99 
5 1.00 0.99 0.99 1.00 
6 0.99 0.99 0.99 0.99 
7 0.98 0.97 0.98 0.99 
8 0.99 0.99 1.00 0.99 
9 0.99 0.99 0.99 0.99 
10 0.99 0.98 0.97  





Table C.12. Cosine similarities (unitless) for optimized, seasonally-averaged regional 




winter spring summer fall 
1 0.99 1.00 1.00 1.00 
2 0.98 0.99 0.99 0.98 
3 0.95 0.97 0.97 0.95 
4 0.96 0.97 0.97 0.95 
5 0.96 0.96 0.93 0.93 
6 0.99 0.99 0.99 0.99 
7 0.98 0.98 0.96 0.96 
8 1.00 1.00 1.00 0.99 
9 0.99 0.99 0.99 0.97 
10 1.00 1.00 1.00 - 




Table C.13. Cosine similarities (unitless) for optimized, seasonally-averaged regional 




winter spring summer fall 
1 0.75 0.92 0.77 0.74 
2 0.61 0.78 0.61 0.67 
3 0.95 0.98 1.00 0.94 
4 0.88 0.96 1.00 0.97 
5 1.00 1.00 1.00 1.00 
6 0.95 0.96 1.00 0.99 
7 0.99 1.00 1.00 0.99 
8 1.00 1.00 1.00 1.00 
9 0.99 0.87 0.52 0.67 
10 0.81 1.00 0.94 - 





Table C.14.  Mean (µ) and standard deviation (σ) of observations, original concentrations 
(SHreference), and revised (SHrevised) concentrations of metals for all available CSN 
site-days in 2006 (ug/m3). 
 observations SHreference SHrevised 
 µ σ µ σ µ σ 
Na 6.9E-02 1.1E-01 4.7E-02 3.8E-02 5.0E-02 4.4E-02 
Al 3.8E-02 6.8E-02 2.9E-02 2.6E-02 3.3E-02 3.4E-02 
Si 1.1E-01 1.8E-01 1.2E-01 1.2E-01 1.6E-01 1.3E-01 
Cl 2.2E-02 8.0E-02 7.8E-02 7.3E-02 4.5E-02 6.9E-02 
K 9.0E-02 2.4E-01 6.1E-02 7.5E-02 8.0E-02 6.1E-02 
Ca 5.6E-02 7.4E-02 4.0E-02 2.8E-02 5.7E-02 4.1E-02 
Ti 4.4E-03 7.8E-03 8.4E-03 6.2E-03 8.3E-03 7.6E-03 
Mn 3.8E-03 2.2E-02 1.4E-03 1.3E-03 1.6E-03 1.7E-03 
Fe 9.7E-02 1.4E-01 4.0E-02 3.2E-02 6.0E-02 4.7E-02 
Cu 5.2E-03 1.0E-02 2.6E-03 2.2E-03 3.3E-03 3.1E-03 
Zn 1.8E-02 5.7E-02 6.5E-03 5.0E-03 9.0E-03 7.1E-03 
As 1.5E-03 1.7E-03 1.1E-04 1.1E-04 1.1E-04 1.2E-04 
Se 1.7E-03 1.6E-03 6.9E-04 9.7E-04 7.5E-04 1.1E-03 
Br 3.6E-03 4.0E-03 1.0E-03 7.3E-04 1.1E-03 8.4E-04 
Sn 1.1E-02 4.7E-03 1.1E-03 9.2E-04 1.1E-03 9.2E-04 
Sb 1.6E-02 6.3E-03 5.2E-04 3.8E-04 5.0E-04 3.8E-04 
Ba 1.2E-02 3.2E-02 9.6E-03 7.9E-03 9.6E-03 8.0E-03 






Table C.15.  Correlations and mean normalized bias for original and revised 
concentrations of metals for all available CSN site-days in 2006 (ug/m3). 
 correlation mean normalized bias (MNB) 
 SHreference vs. obs SHrevised vs. obs SHreference vs. obs SHrevised vs. obs 
Na 0.27 0.27 0.49 0.50 
Al 0.23 0.35 0.97 0.81 
Si 0.21 0.40 1.58 1.38 
Cl 0.16 0.35 12.72 4.10 
K 0.06 0.09 0.06 0.40 
Ca 0.34 0.41 0.58 0.80 
Ti 0.22 0.39 1.98 1.57 
Mn 0.18 0.19 -0.19 -0.14 
Fe 0.36 0.35 -0.32 -0.08 
Cu 0.21 0.24 0.09 0.24 
Zn 0.15 0.11 -0.17 0.07 
As 0.22 0.25 -0.89 -0.89 
Se 0.06 0.12 -0.42 -0.40 
Br 0.24 0.27 -0.49 -0.47 
Sn 0.03 0.03 -0.88 -0.88 
Sb 0.06 0.06 -0.96 -0.96 
Ba 0.01 0.03 0.63 0.59 






Figure C.1.  Distribution of seasonally-stratified ratios rij for optimized 






Figure C.2.  Distribution of seasonally-stratified ratios rij for optimized aircraft source 
profiles for all available CSN monitors in 2006. 





Figure C.3.  Distribution of seasonally-stratified ratios rij for optimized biogenic source 







Figure C.4.  Distribution of seasonally-stratified ratios rij for optimized coal combustion 






Figure C.5.  Distribution of seasonally-stratified ratios rij for optimized dust source 





Figure C.6.  Distribution of seasonally-stratified ratios rij for optimized fire source 







Figure C.7.  Distribution of seasonally-stratified ratios rij for optimized fuel oil 







Figure C.8.  Distribution of seasonally-stratified ratios rij for optimized meat cooking 







Figure C.9.  Distribution of seasonally-stratified ratios rij for optimized metals processing 







Figure C.10.  Distribution of seasonally-stratified ratios rij for optimized natural gas 







Figure C.11.  Distribution of seasonally-stratified ratios rij for optimized non-road diesel 







Figure C.12.  Distribution of seasonally-stratified ratios rij for optimized non-road 







Figure C.13.  Distribution of seasonally-stratified ratios rij for optimized non-road others 








Figure C.14.  Distribution of seasonally-stratified ratios rij for optimized on-road diesel 







Figure C.15.  Distribution of seasonally-stratified ratios rij for optimized on-road gasoline 







Figure C.16.  Distribution of seasonally-stratified ratios rij for optimized other PM2.5 







Figure C.17.  Distribution of seasonally-stratified ratios rij for optimized other 







Figure C.18.  Distribution of seasonally-stratified ratios rij for optimized solvents source 








Figure C.19.  Distribution of seasonally-stratified ratios rij for optimized sea salt source 






Figure C.20.  Distribution of seasonally-stratified ratios rij for optimized wood burning 





Figure C.21. Normalized bias vs. observations for metals concentrations that are 
reproduced using the optimized source profiles. Biases are normalized by observed 













Figure C.22. Boxplots of normalized biases (unitless) for metals concentrations that are 
reproduced using the reference and optimized source profiles. Biases are normalized by 






Figure C.23. Comparison of source impacts from CMB-GC with impacts from CMB-
iteration with revised source profiles, SH impacts with reference profiles (SH), and SH 







Figure C.24. Comparison of source impacts from CMB-GC with impacts from CMB-
iteration with revised source profiles, SH impacts with reference profiles (SH), and SH 







Figure C.25. Comparison of source impacts from CMB-GC with impacts from CMB-
iteration with revised source profiles, SH impacts with reference profiles (SH), and SH 






Figure C.26. Comparison of source impacts from CMB-GC with impacts from CMB-
iteration with revised source profiles, SH impacts with reference profiles (SH), and SH 



















CHAPTER 5 SUPPLEMENTAL INFORMATION 
Table D.1: Source categories and abbreviations 
source  abbrev. source abbrev. 
agricultural activities and 
livestock operations 
ag non-road diesel nrd 
aircraft air non-road gasoline nrg 
biogenics biog non-road others nro 
coal combustion coal on-road diesel ord 
dust dust on-road gasoline org 
fires (wildfires, prescribed 
burns) 
fire others ot 
fuel oil combustion foil other combustion otc 
meat cooking meat solvents slv 
metals processing metal sea salt ss 





Table D.2: Base model evaluation for CMAQ estimation of total PM2.5, organic carbon, nitrate, ammonium, and sulfate 
concentrations (initial estimations prior to hybrid optimization). Comparison is conducted for all CSN sites-days for the year 
2006.  Concentrations are in units of µg·m
-3
. 
metric  PM2.5 OC NO3 NH4 SO4 
 µ σ µ σ µ σ µ σ µ σ 
mean observation 12.6 7.63 2.22 1.76 1.58 2.29 1.40 1.18 3.13 2.61 
mean CMAQ  12.6 8.58 1.60 1.27 1.76 2.55 1.47 1.22 2.89 2.30 
mean bias -0.001 -0.28 0.11 0.05 -0.08 





Table D.3: Mean (µ) and standard deviation (σ) of  values (µg·m-3) for all CSN sites-days for the year 2006.  
source  OC NO3 NH4 SO4 
 µ σ µ σ µ σ µ σ 
ag 0.0031 0.020 0.084 0.81 0.038 0.31 0.00004 0.00075 
air 0.00006 0.00069 0.00017 0.0057 0.00014 0.0038 0.00041 0.0019 
biog 0.87 1.30 0.0012 0.067 -0.00017 0.014 -0.0001 0.0069 
coal 0.0059 0.029 -0.0044 0.13 0.025 0.26 0.27 1.28 
dust 0.00011 0.0017 0.0016 0.023 0.00079 0.0096 0.0010 0.0065 
fire 0.00032 0.0081 0.00034 0.0056 0.00041 0.0091 0.00021 0.0034 
foil 0.0017 0.0058 0.022 0.22 0.020 0.16 0.045 0.23 
meat 0.00077 0.0052 0.0011 0.012 0.00050 0.0062 0.00024 0.0022 
metal 0.00089 0.0028 0.00009 0.0069 0.0011 0.012 0.0085 0.053 
ng 0.0015 0.0076 0.031 0.25 0.0092 0.078 0.0091 0.030 
nrd 0.0016 0.011 0.012 0.17 0.0054 0.056 0.022 0.076 
nrg 0.036 0.077 0.00037 0.049 -0.0002 0.012 0.00046 0.0067 
nro 0.0015 0.0065 0.0075 0.062 0.0067 0.049 0.021 0.12 
ord 0.0056 0.021 0.012 0.24 0.0054 0.067 0.023 0.076 
org 0.026 0.063 0.079 0.52 0.022 0.16 0.016 0.053 
ot 0.0011 0.013 0.016 0.13 0.012 0.071 0.041 0.14 
otc 0.00067 0.0036 0.0031 0.025 0.0021 0.013 0.0073 0.031 
slv 0.19 0.32 0.0028 0.039 0.00055 0.014 0.00068 0.0078 
ss 0.00 0.00 0.00 0.00 0.00 0.00 0.0015 0.013 








Table D.4: Mean (µ) and standard deviation (σ) of observed and modeled concentrations (µg·m-3) for all CSN sites-days for 
the year 2006. 
species  PM2.5 OC NO3 NH4 SO4 
 µ σ µ σ µ σ µ σ µ σ 
observation 12.6 7.63 2.22 1.76 1.58 2.29 1.40 1.18 3.13 2.61 
CMAQ-DDM 12.6 8.57 1.61 1.27 1.76 2.55 1.47 1.22 2.89 2.30 
hybrid 8.52 5.53 1.08 0.80 1.37 2.12 1.27 1.04 2.65 2.12 





Table D.5: Statistics for 10-fold cross-validation at CSN sites.  Comparison of original and withheld SCij values incudes the 
correlation coefficient (r), linear regression intercept (α), linear regression slope (β), and normalized mean bias (NMB). 
Regression is based on 7955 data pairs. 
 OC NO3 NH4 SO4 
 r α β NMB r α β NMB r α β NMB r α β NMB 
ag 0.76 0.00 0.86 -0.04 0.64 -0.02 0.82 -0.32 0.65 -0.01 0.77 -0.40 0.52 0.00 0.57 -0.45 
air 0.06 0.00 0.09 0.00 0.32 0.00 0.54 -0.54 0.29 0.00 0.45 -0.47 0.41 0.00 0.53 -0.21 
biog 0.62 0.17 0.81 0.00 0.30 0.00 0.41 -0.65 0.25 0.00 0.29 -1.55 0.04 0.00 0.06 2.32 
coal 0.63 0.00 0.74 -0.05 0.33 0.00 0.57 -10.9 0.69 -0.01 0.88 -0.40 0.78 -0.06 0.91 -0.27 
dust 0.23 0.00 0.34 0.01 0.49 0.00 1.10 0.31 0.31 0.00 0.58 0.14 0.47 0.00 1.01 0.43 
fire 0.02 0.00 0.04 0.15 0.20 0.00 0.44 -0.08 0.07 0.00 0.16 -0.09 0.23 0.00 0.37 0.00 
foil 0.66 0.00 0.84 -0.01 0.57 0.00 1.20 0.16 0.49 0.00 0.82 -0.06 0.52 0.01 0.68 -0.21 
meat 0.52 0.00 0.71 -0.02 0.23 0.00 0.44 0.06 0.23 0.00 0.47 -0.04 0.39 0.00 0.60 -0.20 
metal 0.53 0.00 0.74 0.03 0.36 0.00 0.58 -0.61 0.50 0.00 0.68 -0.34 0.54 0.00 0.61 -0.28 
ng 0.43 0.00 0.59 -0.02 0.30 0.02 0.39 -0.18 0.28 0.00 0.36 -0.25 0.67 0.00 0.79 -0.19 
nrd 0.37 0.00 0.50 -0.03 0.55 0.00 0.84 -0.27 0.52 0.00 0.77 -0.31 0.67 0.00 0.82 -0.08 
nrg 0.50 0.01 0.69 0.03 0.30 0.00 0.61 -0.78 0.27 0.00 0.50 -1.90 0.65 0.00 0.89 -0.31 
nro 0.44 0.00 0.68 0.04 0.43 0.00 0.63 -0.22 0.35 0.00 0.47 -0.23 0.53 0.00 0.66 -0.18 
ord 0.46 0.00 0.63 0.01 0.54 0.00 0.73 -0.46 0.54 0.00 0.69 -0.45 0.76 0.00 0.83 -0.19 
org 0.46 0.01 0.67 0.04 0.52 0.01 0.67 -0.21 0.52 0.00 0.63 -0.32 0.78 0.00 0.86 -0.14 
ot 0.55 0.00 0.95 0.08 0.50 0.00 0.80 0.02 0.49 0.00 0.77 0.00 0.57 0.01 0.94 0.14 
otc 0.39 0.00 0.49 -0.03 0.39 0.00 0.52 -0.25 0.40 0.00 0.49 -0.30 0.47 0.00 0.57 -0.25 
slv 0.54 0.06 0.70 0.00 0.37 0.00 0.53 -0.21 0.31 0.00 0.47 -0.30 0.58 0.00 0.70 -0.28 
ss - - - - - - - - - - - - 0.51 0.00 0.68 -0.15 









Table D.6: Evaluation metrics for withheld site-days in the 10-fold cross-validation at CSN sites.  Presented is a comparison of 
observations and concentrations that were calculated using withheld (wh) and kriged (krig) SCij values.  Evaluation metrics 
include the correlation coefficient (r), linear regression intercept (α), linear regression slope (β), and normalized mean bias 
(NMB). Regression is based on 7955 data pairs. 
 OC NO3 NH4 SO4 
 obs  vs. wh obs  vs. krig obs  vs. wh obs  vs. krig obs  vs. wh obs  vs. krig obs  vs. wh obs  vs. krig 
r 1.00 0.69 1.00 0.70 1.00 0.79 1.00 0.91 
α 0.00 0.43 0.00 0.39 0.00 0.22 0.00 0.22 
β 1.00 0.81 1.00 0.72 1.00 0.81 1.00 0.89 





Table D.7:  Seasonal observations, secondary-adjusted concentrations, and source impacts for total PM2.5 for 2006 for Atlanta, 
GA.  Concentrations and source impacts are in units of µg·m
-3










observation 11.8 15.0 22.3 15.3 
secondary-adjusted conc.  14.1 15.7 20.1 15.6 
ag 1.47 1.26 0.78 1.39 
air 0.23 0.20 0.36 0.26 
biog 1.27 1.35 2.78 1.67 
coal 1.12 3.36 6.32 3.22 
dust 0.058 0.11 0.25 0.084 
fire 0.019 0.033 0.010 0.0066 
foil 0.17 0.40 0.63 0.35 
meat 0.26 0.23 0.30 0.27 
metal 0.024 0.048 0.072 0.040 
ng 0.07 0.14 0.18 0.12 
nrd 0.61 0.70 1.04 0.79 
nrg 0.19 0.20 0.31 0.26 
nro 0.039 0.11 0.10 0.066 
ord 1.65 1.54 2.35 1.76 
org 1.85 1.11 1.51 1.45 
ot 0.81 0.99 1.09 0.75 
otc 0.023 0.047 0.068 0.041 
slv 0.35 0.13 0.12 0.24 
ss 0.029 0.022 0.0034 0.014 
wood 0.25 0.30 0.041 0.18 






Table D.8:  Seasonal observations, secondary-adjusted concentrations, and source impacts for total PM2.5 for 2006 
for Los Angeles, CA.  Concentrations and source impacts are in units of µg·m
-3










observation 17.2 12.8 16.8 15.2 
secondary-adjusted conc.  18.4 17.5 20.5 18.5 
ag 1.33 1.80 0.84 1.16 
air 0.014 0.026 0.009 0.008 
biog 2.64 0.85 1.05 1.84 
coal 0.41 0.21 0.31 0.23 
dust 0.17 0.19 0.18 0.13 
fire 0.029 0.042 0.052 0.032 
foil 2.07 1.21 1.09 1.36 
meat 0.57 0.68 0.60 0.61 
metal 0.11 0.10 0.14 0.11 
ng 1.35 1.84 1.33 1.27 
nrd 1.45 2.10 2.40 2.08 
nrg 0.20 0.24 0.35 0.26 
nro 0.16 0.79 1.40 0.50 
ord 1.78 1.32 1.15 1.46 
org 3.62 3.57 3.08 3.05 
ot 0.73 0.88 1.00 0.72 
otc 0.23 0.31 0.32 0.25 
slv 0.83 0.41 0.23 0.36 
ss 0.033 0.13 0.16 0.077 
wood 0.43 0.24 0.010 0.27 







Table D.9:  Seasonal observations, secondary-adjusted concentrations, and source impacts for total PM2.5 for 2006 
for Pittsburgh, PA.  Concentrations and source impacts are in units of µg·m
-3










observation 12.5 13.3 20.6 12.9 
secondary-adjusted conc.  11.8 13.4 18.9 13.7 
ag 1.95 1.67 1.38 1.64 
air 0.021 0.023 0.034 0.022 
biog 0.40 0.36 0.13 0.62 
coal 1.25 2.53 6.94 2.16 
dust 0.042 0.10 0.083 0.052 
fire 0.0069 0.0042 0.0023 0.0067 
foil 0.20 0.21 0.31 0.19 
meat 0.25 0.34 0.37 0.33 
metal 0.27 0.28 0.43 0.28 
ng 0.13 0.12 0.24 0.10 
nrd 0.66 0.96 1.66 0.99 
nrg 0.16 0.16 0.21 0.21 
nro 0.015 0.042 0.083 0.029 
ord 0.52 0.62 1.07 0.62 
org 1.36 1.04 1.19 1.17 
ot 1.06 1.17 1.33 1.01 
otc 0.032 0.053 0.12 0.038 
slv 0.30 0.18 0.087 0.31 
ss 0.0043 0.0048 0.0036 0.0058 
wood 0.26 0.36 0.039 0.24 










at CSN sites for organic carbon in 2006, stratified by seasons: winter (dark 











at CSN sites for nitrate in 2006, stratified by seasons: winter (dark blue), 










at CSN sites for ammonium in 2006, stratified by seasons: winter (dark 








at CSN sites for sulfate in 2006, 









Figure D.5: Observations vs. simulated concentrations of (a) organic carbon, (b) 
nitrate, (c) ammonium, and (d) sulfate at CSN locations in 2006.  Modeled 
concentrations include original CMAQ-DDM, hybrid (HYB), and the secondary-







Figure D.6: Seasonally-averaged spatial fields of secondary-adjusted source 
impacts in µg·m
-3 
for organic carbon and biogenics (column 1), non-road gasoline 








Figure D.7: Seasonally-averaged spatial fields of secondary-adjusted source 
impacts in µg·m
-3
 for nitrate and agriculture/livestock (column 1), natural gas 







Figure D.8: Seasonally-averaged spatial fields of secondary-adjusted source 
impacts in µg·m
-3 
for ammonium and agricultural activities (column 1), coal 
combustion (column 2), fuel oil combustion (column 3), and on-road gasoline 






Figure D.9: Seasonally-averaged spatial fields of secondary-adjusted source 
impacts in µg·m
-3 
for sulfate and coal combustion (column 1), fuel oil combustion 
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