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Abstract
This paper presents an approach to classify static foreground blobs in surveillance scenarios. Possible application is
the detection of abandoned and removed objects. In order to classify the blobs, we developed two novel features
based on the assumption that the neighborhood of a removed object is fairly continuous. In other words, there is a
continuity, in the input frame, ranging from inside the corresponding blob contour to its surrounding region.
Conversely, it is usual to find a discontinuity, i.e., edges, surrounding an abandoned object. We combined the two
features to provide a reliable classification. In the first feature, we use several local histograms as a measure of similarity
instead of previous attempts that used a single one. In the second, we developed an innovative method to quantify
the ratio of the blob contour that corresponds to actual edges in the input image. A representative set of experiments
shows that the proposed approach can outperform other equivalent techniques published recently.
Keywords: Abandoned and removed object detection; Video surveillance; Video segmentation
1 Introduction
Video surveillance techniques for abandoned and
removed object detection have received great attention in
the last few years. Detecting suspicious objects is a central
issue in the protection of public areas, such as airports,
shopping malls, parks, and other mass-gathering areas.
In such applications, a sequence of computer vision
methods is applied. Some approaches identify foreground
blobs by applying background subtraction methods and
then use an object tracker to determine whether the blob
is static or not.
Other approaches avoid object tracking methods due
to its flaws under crowded scenes [1]. Some alterna-
tives have been proposed. Bayona performed a survey on
stationary foreground detection [2] and concluded that
approaches based on sub-sampling schemes or accumu-
lation of foreground masks assure the best results. One
year later, Bayona proposed one static foreground detec-
tion technique based on a sub-sampling scheme that
outperformed other efforts mentioned in his survey. A
succession of improvements has been reported in [3] and
[4]. Although the stationary foreground detection issue
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is far from exhausted, the present research work is not
concerned with the approach applied to identify station-
ary foreground. Instead, the focus is on the classification
of static foreground blobs as either an abandoned or
removed object.
We use a well-known shared assumption described in
[5]: When a background object is removed from the scene,
it is reasonable to assume that the area thus vacated will
exhibit a higher degree of agreement with its immediate
surroundings than before.
Fitzsimons [6] provided a brief literature review and
categorized the main mechanisms used to distinguish
abandoned from removed objects into four groups: edge
detection, histograms comparison, image inpainting, and
region growing.
The edge detection and the histogram comparison
approaches are of special interest to our research. An
explanation of the other two categories can be found in
[6].
The intuitive reasoning on the edge detection approach
in [5], is that placing an object in front of the background
will introduce more edges to the scene around the object’s
boundaries, provided that the background is not extremely
cluttered.
The Sobel [5,7-12] and Canny [5,13-16] operators have
been employed with greater frequency for this purpose
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than the SUSAN edge detector [17]. While edge energy
was employed in [17-19].
Flaws on distinguishing abandoned from removed
objects by their edges can occur when the hypothesis of
not extremely cluttered background is not valid. Grig-
orescu [20] showed that when textures and the scale of
objects are similar, a non-contextual edge detector, such as
the traditional Canny operator, generates strong responses
to the texture regions. Then, object contours can be diffi-
cult to identify in the output of such an operator.
In our approach the best results were achieved by com-
bining the Sobel and SUSAN edges, which is more invari-
ant to scale changes than the Canny operator (as reported
in [21]).
Henceforth for a simpler notation, unless otherwise
specified, neighborhood of foreground blobs means the
corresponding neighbor region in the input frame, not in
the foreground mask.
Color histogram comparison [15,22-24] is another intu-
itive manner to discriminate abandoned and removed
objects. Researchers compare the color distributions of
the interior and exterior neighborhood of foreground
blobs. It makes sense to assume that if the internal and
external neighbor regions are similar in color, then no
object is likely to be present. The inverse is also likely to
be true.
We found that the accuracy of histogram-based features
relies on the choice (shape and size) of the regions to com-
pare. Usually, a bounding box delimits the external region.
However, as we show next, the color distribution compar-
ison of whole multi-colored objects often generates wrong
results.
Although both edges and histogram categories present
drawbacks, we show in our results that they are comple-
mentary and an appropriate combination can take the best
of both.
All these approaches rely on a hidden assumption that
the foreground blob correctly outlines the objects’ contour
when a real object is present. Then, they define inter-
nal and external regions and extract data to compare one
to the other. If the assumption fails, which often occurs,
the outcome is a misleading comparison. Using bounding
boxes that are smaller than the actual object and comput-
ing background pixels from the object color distribution
are two examples of many possible mistakes.
Thus, the features we propose consider some degree of
inaccuracy on the foreground blob.We argue that this care
is essential to deal with several different video scenarios.
2 Description of the removed and abandoned
blob classifier (RABC)
The first step is pre-processing each input image fil-
tering noise and then evaluating the following two fea-
tures in order to provide a reliable classification: Fh -
patch-based local histogram similarity and Fc - contour
sampling, detailed in Sections 2.2 and 2.3, respectively.
The final classification using these features is detailed in
Section 2.5.
2.1 Preprocessing
The artificial edges created by image compression, with
the quantization of 8×8 macroblocks, are not among the
edges we aim to detect. Image noise, such as noise due to
sensor quality, is not of interest to our present work either.
A common low-pass filter blurs the edges while remov-
ing noise, which is inappropriate for our purpose. Tomasi
[25] proposed a bilateral filtering, which smooths images
while preserving edges by means of a nonlinear combina-
tion of nearby image values.
The bilateral filter uses two parameters. The geomet-
ric spread σd, where a large σd blurs more because it
combines values from more distant image locations. The
photometric spread σr , where pixels with values closer
than σr to each other are mixed together and values more
distant than σr are not.
We use σr = 50 and σd = 20. Figure 1 presents a sample
of the bilateral filtering applied to the 1,364th frame of the
Highway test case of the CDW 2014 dataset [26].
Figure 1 Bilateral filtering result. (a) Input frame 1364. (b) Smoothed frame.
Pereira et al. EURASIP Journal on Image and Video Processing  (2015) 2015:6 Page 3 of 11
The following presented features benefit from using
smoothed input data, mainly the histogram-based fea-
ture, which computes the difference between the color
distribution of two regions.
2.2 Fh - patch-based local histogram similarity
Figure 2, taken from the AB_Easy test case of the AVSS
2007 dataset [27], illustrates the intuitive reasoning of
this feature. The blob from Figure 2b appears because of
a bootstrap on the background model. In other words,
in the first frame of the video (which was used to ini-
tialize the background model), there was a man walking.
Some frames after that, the input frame (523rd) brings the
uncovered background. Figure 2a presents a piece of the
523rd background frame. Figure 2b presents a segmen-
tation where the foreground blob represents a removed
object and Figure 2c shows the blob boundary projected
over the corresponding input frame.
In Figure 2c, we note considerable similarity between
internal and external regions of the blob. In several
instances of these removed objects, the color of the exter-
nal neighborhood is similar to the color of the neighbor-
hood inside the corresponding blob. We measured this
similarity by comparing the histogram of internal and
external neighbor regions.
We used the multi-color observation model, by Perez
[28], based on hue saturation value (HSV) color his-
tograms. This color histogram is more accurate than
a grayscale one. Our technique uses the Kolmogorov-
Smirnov test [29] as a metric to evaluate the similar-
ity between the two histograms. Blobs corresponding to
objects that differ from their neighbor region are unlikely
to be classified as removed ones.
Up to this point, our proposed technique and previous
ones are fairly equivalent. However, previous approaches
did not tackle situations where the region behind a blob
is not as homogeneous as in the example of Figure 2. For
such situations, we proposed a novel approach, inspired
in [29], to split the image into patches and to analyze
whether each patch is homogeneous. This is discussed in
Section 2.2.1.
2.2.1 Improving the similarity assessment
Color histograms can distinguish one object from another
when their color distributions are distinct. However, color
histograms do not differentiate objects with similar dis-
tributions but with different color locations. For example,
suppose two 2×2 chess boards rotated 90° from each
other. A simple color histogram comparison would eval-
uate that they are the same. As explained in [29], an
appropriate approach would be to divide the object into
regions (patches) and consider their histograms in order
to take a more precise observation model of the object.
Briefly, the overall color distribution of two images
might be similar, while the comparison of color distri-
bution taken from lower scale pieces might tell us that
the images are different. Lower scale pieces provide more
accurate data. Therefore, the issue is how to determine the
scale and shape of the pieces. In the following, we explain
our method to get local color distributions.
We created rectangular patches by dividing the bound-
ing boxes into N × N grids. The number of rows and
Figure 2 Removed object (person) sample. (a) Background model of frame 523. (b) Segmentation mask. (c) Input frame 523 with blob boundary.
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columns N of the grid is adaptively defined according to
the bounding box area Abb and a goal patch area Ag, see
Expression 1. This is the expression for a canonical exam-









Perez [28] proposed a color histogram with 110 bins.
We use the same number of bins. The number of pixels
in a patch must be representative in order to get plausible
quality histograms. Then, the minimum goal patch area of
300 pixels showed to be suitable.
We use a bounding box extended by 25% in area (50% in
each dimension) compared to the tight bounding box of
the blobs. This is necessary to get enough pixels from the
external blob neighborhood. Then, from this point on, we
consider that bounding box means the extended one.
We perceived that the relative position of the patches to
the whole blob can affect the similarity measure. Then, we
gather in a single set the patches from grids of size N −
1, N and N + 1. Some of the patches are disregarded as
explained below.
The purpose here is to evaluate the color similar-
ity in the neighborhood of the blob contour. So, only
patches that cover the blob contour are used. Each patch
comprises two regions, internal and external. Then, we
disregard patches in which any of these regions have an
area smaller than 15% of the patch area. Very few pixels
cannot form representative color distributions.
Figure 3 presents the patches that cover the blob con-
tour. This example was based on the Traffic test case from
the CDW 2012 dataset [26], and the foreground mask
was taken from [30]. This figure shows that using three
grid sizes, we can cover a larger portion of the blob con-
tour. Thus, the comparison accuracy does not depend on
a manual selection of patch sizes.
Next, for each patch, we compare the internal and exter-
nal patch regions with Kolmogorov-Smirnov test [29] as
a difference metric. In order to extract the whole simi-
larity, we could take the mean from all the differences.
However, this is more appropriately modeled as a vot-
ing problem. Each patch gives valuable information about
its area. No matter how close its similarity is to 100%, it
must not contribute to the similarity of other patches as
it would contribute by calculating a simple average. Figure
3 presents such an example. Among 22 squared patches,
there are five patches that cover a wrong segmentation
area (homogeneous area covering the road) and the voting
scheme is able to correctly classify the blob. The following
equations show the related calculations.
Consider the Kolmogorov-Smirnov test, represented by
the function KS(hi, he) which produces a real number
Figure 3 Histogram patches of an actual object. (a) Segmentation mask. (b) One complete grid. (c) Selected patches from one grid. (d) Selected
patches from three grids.
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in the range [0,1] corresponding to the absolute differ-
ence between two histograms, hi and he. Equations 2 and
3 present the procedure to evaluate the feature Fh. The












The feature value is the ratio of patches that have similar
internal and external regions.
2.3 Fc - contour sampling
We developed a method to determine whether a blob
region is surrounded by edges or not. The method detects
the edges in the neighborhood of the blob border and eval-
uates the portion of the contour that is surrounded by
edges. We consider that a closed/almost closed contour
corresponds to an abandoned object.
Consider the sample in Figure 4 taken from Cam1 test
case of the Hermes Dataset [31]. The sequence starts with
a static car parked in the street (Figure 4a). After some-
time, it moves and uncovers the background (Figure 4b).
This situation produces a ghost because the true back-
ground data was always unavailable. At frame 1,396, the
segmentation process produces two blobs with the same
shape and size of the car (Figure 4c). The blob in the left
represents the initial position of the car that should be
classified as removed object. The other blob represents
the car in frame 1,396.
Figure 5 presents the sequence of operations performed
to detect the removed object. Figure 5a presents the piece
of the 1,396th input frame where the car was initially
parked. Figure 5b presents the corresponding foreground
mask. Figure 5c presents the edges detected as explained
in Section 2.4. Figure 5d shows the internal and exter-
nal neighborhood of the blob border, obtained from the
difference of the dilated convex hull [32] and the eroded
foreground blob, henceforth referred as crown. Figure 5e
presents a binarization of the edges that lie inside the
crown region.
We developed a monotonic function that quantifies the
ratio of the object contour found by the edge detector
in the neighborhood of the blob boundary. We call this
function as contour sampling.
A geometric operation of intersecting a straight line at
several (and possibly equally spaced) points of the contour
can fulfill the monotonic requirement. Tracing concentric
straight lines, from a point inside the contour, can perform
the underlying procedure. Each line is rotated from the
previous by an angle of some degrees.
Figure 5f shows the picked edges, the source point in
green, the straight lines, and blue points representing the
intersection. In this example, 60% of the lines intersected
the edges.
In case of blobs with a complex shape, for example a U-
shaped blob, a single source point is not enough to sample
the whole contour because, for simplicity, we take only the
first intersection point.
Then, we use several source points spaced throughout
the blob region. For this, we takeNS points from the Sobol
sequence [33]. This sequence is a solution to the problem
of filling an area uniformly with quasi-random points.
NS is calculated with Expression 1, setting Ag to 25 pix-
els. Thus, a quasi-random point is likely to be at each 5×5
piece of the bounding box.
Equation 4 is used to calculate a ratio considering the
source points that lie in the black area inside the crown
contour. In this equation, Is stands for the number of inter-
sections derived from the source point s. L represents the
number of lines of each source point. Finally, the ratio is
reversed to represent the missing portion of the contour:
Fc = 1 −
∑
Is
NS × L (4)
As the number of traced lines increases, the value Fc
approaches the actual percentage of missing contour out
of the 360°. We use L = 30 lines for each source point,
which yields a precise measurement.
Figure 6 presents an analysis of the piece of the input
frame 1,396 where the car blob appears. In this example,
Figure 4 Two blobs: the actual car and the ghost. (a) Input frame 1. (b) Input frame 1,396. (c) Foreground mask.
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Figure 5 Removed object sample. (a) Piece of frame 1,396. (b) Foreground mask. (c) Edges mask. (d) Dilated hull/eroded foreground. (e) Picked
edges. (f) Removed object contour.
86% of the lines intersected the edges. In Figure 6f, we
used only two source points to simplify the presentation.
We assume that all blobs have complex shapes and
always use multiple source points. This feature can iden-
tify the removed object because it is extremely unusual to
find edges around the whole blob that corresponds to a
removed object.
2.4 Finding the edges
We extracted the edges of each RGB channel with
the SUSAN detector and the edges of the luminance
(grayscale) channel with the Sobel operator and combined
their results into one edge mask.
We chose the SUSAN detector because it is more invari-
ant to scale changes than other non-contextual edge
detectors [21].
Using only the luminance Y (ITU-R BT.601), as in the
original experiments of SUSAN [21], is not appropriate
because there are many edge samples that do not appear
on the luminance channel, but only on the chrominance
channels. For example, two neighboring pixels with the
same luminance, but opposite extreme values of chromi-
nance show no edges on the luminance channel.
The SUSAN detector relies on a threshold t that deter-
mines the minimum contrast of edges that will be picked
up. We use a fixed threshold t = 15, which sometimes
yields missing some edge pixels.
Using Sobel with a dynamic binarization threshold com-
plements the SUSAN edge mask. The Sobel threshold τc
is defined in Equation 5:
τsb = MAX(10, (mean + 0.25 × std_dev)) (5)
In Equation 5, mean stands for the mean of the Sobel
gradient and std_dev the corresponding standard devia-
tion. The support at 10 is needed to not pick almost dark
Sobel pixels from gradient of homogeneous images.
Figure 6 Actual object sample. (a) Piece of frame. (b) Foreground mask. (c) Edges mask. (d) Dilated hull/eroded foreground. (e) Picked edges. (f)
Actual object contour.
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The combination of the edges masks E is performed
with a logic OR as shown in Equation 6:
E(R,G,B,Y ) = SUSAN(R, t) ∪ SUSAN(G, t) ∪
SUSAN(B, t) ∪ Sobel(Y , τsb) (6)
2.5 Combining the two features
The target set (codomain) of both features is [0,1]. First,
we evaluate each feature at the input frame (Fh(In) and
Fc(In)) and at the background model (Fh(Bg) and Fc(Bg)).
A high value of input frame features indicates that the blob
is likely to correspond to a removed object. A low value
indicates an abandoned one. The inverse is also true for
the background features.
We subtract the input and background features; see
Equations 7 and 8. The resulting sign is used as a binary
rating, and the absolute value represents the correspond-
ing confidence. This approach avoids the infeasible task of
finding a single threshold to determine whether the fea-
ture values correspond to one or another classification:
Subh = Fh(Bg) − Fh(In) (7)
Subc = Fc(Bg) − Fc(In) (8)
A negative value of the subtraction (Subh or Subc) indi-
cates that it is likely to exist an object in the background
model and do not in the input frame, i.e., the background
model does not correspond to the reality and the referred
blob is a removed one. While a positive value indicates
that the object is likely to be in the input frame and do not
in the background model, i.e., an abandoned object.
Equation 9 models the aforementioned reasoning. Here,
the underlying idea is to pick the classification of the
most confident feature. If both subtractions agree in sign,
the chosen Class is the corresponding class of that sign
(removed for negative values). If the subtractions disagree
in sign, the most confident is chosen:
Class =
{




One advantage of the proposed technique is that it is
quite autonomous. It relies on two parameters τh and t,
one for each feature. The threshold τh is set to 0.99. In
our experiments, lower values of τh produced undesirable
false positives. Smith in [21] suggests a value between 10
and 20 to SUSAN threshold t. We set it to 15.
The classifier uses three input data: the input frames,
a foreground mask, and the corresponding background
model frame.
In the first experiment, we used the ASOD [34] dataset
comprised of input frames, a background frame, and
the corresponding ground truth (manually annotated and
automatically generated inaccurate masks) of static fore-
ground from PETS2006 [35], PETS2007 [36], AVSS2007
[27], CVSG [37], VISOR [38], CANDELA [39], and
WCAM [40]. We call the manually annotated ground
truth as the annotated subset, and the automatically gen-
erated masks as the real subset. The amount of blobs in
both subsets is shown in Table 1.
We achieved 100% of accuracy classifying the blobs
from the annotated subset (second and third column of
Table 1) as either abandoned or removed. Fitzsimons
[6] also achieved 100% of accuracy in the same subset.
There are some reasons that we achieved a flawless result.
The dataset provided canonical background frame and an
annotated foreground mask. The background is a frame
taken from the sequence where the only change is the
presence or the absence of the object under analysis. The
manually annotated foreground blobs tightly fit the bor-
der of the objects. This is the best scenario to evaluate the
features. Although simple, this experiment is useful for the
early validations.
The plots from Figure 7 give an overall view of this clas-
sification problem on the annotated subset. Figure 7a,b
presents the Subh and Subc measures, for the abandoned
and removed blobs, respectively. Note that the stepped
aspect of the plots shows the beginning and ending of each
scenario evaluation. The features are fairly complemen-
tary. In Figure 7a, their value alternately move away from
1, while in Figure 7b, they alternately move away from -1.
Figure 7c presents the accumulated value of Subh and
Subc, and their corresponding best fitted lines (least
square sense). An ideal feature would approach the line
x = y, since in the abandoned scenarios, the subtractions
Subh and Subc should always be 1. The slope of these lines
are 0.61 and 0.72, for Subh and Subc, respectively. The
Table 1 ASOD dataset description
Category
Annotated Real
Abandoned Removed Abandoned Removed
C1 771 442 751 806
C2 574 264 497 353
C3 575 174 739 588
Total 1,920 880 1,987 1,747
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Figure 7 Plots of the annotated subset. (a) Feature subtraction of abandoned blobs. (b) Feature subtraction of removed blob. (c) Accumulated
subtraction of abandoned blobs. (d) Plot of Subh + Subc .
slope is a suitable way to compare the features, since it
represents the trend of the feature plot. The conclusion
here is that the feature Fc is more accurate than the feature
Fh.
Finally, Figure 7d shows that the feature Fc can correctly
classify the whole annotated subset. By Equation 9, any
sum value (Subh + Subc) above zero is abandoned and
below zero is removed. The margin is approximately the
range [-0.2,0.2].
The next experiment refers to the real subset. It is more
realistic as the masks are fairly inaccurate. We disregarded
blobs with less than 50 pixels. Further, we removed from
the experiment the test case called AVSSS07 indoor aban-
doned object easy 4cif (comprised in the second category)
because it presents misclassified blobs. The classification
accuracy on the real subset is reported in Table 2. In this
table, TP stands for the number of true classified aban-
doned object, FP stands for the misclassified abandoned
objects, TN stands for true classified removed objects,
and FN misclassified removed objects. The sixth column
presents the recall (TP/(TP + FN)), the seventh column
presents the accuracy ((TP+TN)/(FP+ FN)) of the pro-
posed technique, and the last column presents the best
accuracy results achieved by the creators of this dataset
[14].
Our result is 3.7% more accurate than the results from
[14]. We argue that this improvement is mainly due to: 1)
the diversity of patch shapes that makes the histogram fea-
ture take into consideration (most of the times) suitable
regions, 2) the contour feature searching for edges in the
internal neighborhood of a blob and in the external neigh-
borhood of the blob convex hull, 3) combining the SUSAN
with Sobel edges in the contour feature, and 4) replacing
fixed feature thresholds for dynamic ones.
The plots in Figure 8 give an overall view of this classi-
fication problem on the real subset. Figure 8a,b presents
Table 2 Results on the real subset
Category Abandoned Removed RABC RABC [14]
TP FP TN FN Recall Accuracy Accuracy
C1 751 0 806 0 100% 100% 96.7%
C2 495 2 352 1 99.8% 99.6% 94.3%
C3 708 31 588 0 100% 97.7% 95.1%
Total 1,954 33 1,746 1 99.9% 99.1% 95.4%
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Figure 8 Plots of the real subset. (a) Feature subtraction of abandoned blobs. (b) Feature subtraction of removed blob. (c) Accumulated
subtraction of abandoned blobs. (d) Plot of Subh + Subc .
the Subh and Subc measures, respectively, for the aban-
doned and removed blobs. These plots present a noisier
appearance compared to the plots of Figure 7a,b. This
appearance reflects the inaccuracy of the blobs from the
real subset.
Figure 8c presents the accumulated value of Subh and
Subc and their corresponding best fitted lines (least square
sense). Here, we see that the classification problem is
harder than the annotated one because the slope of the
fitted lines is lower, 0.53 and 0.62, respectively, for Subh
and Subc. The feature Fc is again more accurate than the
feature Fh.
Finally, Figure 8d shows that neither the combination
of the features could correctly classify the whole real sub-
set. The mistakes were just 0.9% of the total, and the
corresponding blobs barely resemble the annotated ones.
In the next experiment, we used the PETS2006 videos
of the camera 3 from scenarios 1 to 7. A single event in
each of these videos has been used for the accuracy eval-
uation on previous research [41-44]. All the seven events
are abandoned bags.
In this experiment, we used the foreground mask pro-
duced with the SuBSENSE [45] segmenter. SuBSENSE
does not maintain a single background model frame.
Instead, it manages a set of samples for each pixel. Then,
for each pixel, we extracted a background frame by choos-
ing the sample that best fits each corresponding pixel from
input frame and used it as a running average background
model. This procedure was repeated for each input frame.
We correctly classified the blobs of these seven events
as abandoned objects. Table 3 shows that we matched the
performance of [41,43,44] and outperformed [42].
Gaetano [46] reported the detection of the blobs that
appeared after the removal of the purple bins. We also
classified these blobs as removed object ones.
We performed the experiments on a PC with an Intel(R)
Core(TM) i5-3210M CPU @ 2.50 GHz. The perfor-
mance on the PETS2006 dataset, with frames measuring
720×576, was 11 frames per second. The bilateral filter
took 75% of the time to analyze each frame.
4 Conclusions
The main goal of the present research work is to develop a
technique to classify static foreground blobs as abandoned
or removed objects. The proposed technique, named as
removed and abandoned blob classifier (RABC), is based
Table 3 Comparison on the PETS2006 dataset
Dataset [41] [42] [44] [43] Proposed
PETS2006 6/6 6/7 6/6 7/7 7/7
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on a widely used assumption that a removed region is sim-
ilar to its neighborhood, while abandoned object regions
usually have discontinuity, i.e., edges, defining their bor-
ders.
The RABC technique combines two features, derived
from the aforementioned properties: 1) patch-based local
histogram similarity and 2) contour sampling.
Both features were designed considering that some
degree of inaccuracy is present in the input data.We argue
that this care is essential for the classifier to deal with sev-
eral different video scenarios. For example, combinations
of edge operators, dynamic thresholds and patch sizes,
and extended bounding boxes were designed based on this
care.
The feature values are ratios in the range [0, 1]. Thus,
the feature values can be understood as confidence val-
ues. The final classification compares the feature values
extracted from the background with those extracted from
the input frame. If the feature outcomes are the same
(whether abandoned or removed), the final result is the
agreed outcome. Otherwise, the most confident outcome
between them is chosen. This procedure avoids the unfea-
sible task of defining suitable thresholds while achieving
high accuracy.
The results showed that our proposed technique out-
performed recent state-of-the-art techniques with the
same purpose.
There is potential research that could build-on our work
and our findings. One potential future work would be
replacing the squared patches with superpixels in the
patch-based local histogram feature. Superpixels describe
image regions more precisely. Such change needs a met-
ric like earth mover distance (EMD) metric to compare
histograms. EMD has the capability of comparing two
distinct sets of image pieces.
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