In this work we apply the coupled coherent states technique of quantum molecular dynamics to simulation of the absorption spectrum of pyrazine. All 24 vibrational modes are taken into account. The nonadiabatic coupling obetween the S 1 and S 2 electronic states is treated by a mapping approach that adds two extra degrees of freedom to the effective vibronic Hamiltonian. The results are in a good agreement with experiment and with previous calculations by quantum multiconfigurational time dependent Hartree and semiclassical Herman-Kluk methods.
I. INTRODUCTION
In the last decade substantial progress has been made in the development of methods capable of numerically solving the Schrödinger equation for many body systems with large numbers of degrees of freedom. The major problem, for many approaches, is that the number of grid points N or basis functions typically scales exponentially with the number of dimensions M Nϰl M , ͑1͒
and there are very few techniques capable of dealing with this problem. Experience with large M shows that there are advantages in adopting a time dependent, rather than a time independent formulation. Two approaches to the reduction of N have been adopted. One family of methods aims to reduce the magnitude of the base l ͑i.e., the number of basis functions per single degree of freedom͒ in the Eq. ͑1͒. For example the multiconfigurational time dependent Hartree method ͑MCTDH͒ ͑Refs. 1-3͒ uses a small number of very flexible Hartree configurations, while the time dependent Gauss-Hermit method ͑TDGH͒ ͑Refs. 4 -6͒ reduces l by employing Gauss-Hermit basis sets, which follow the maximum of the wave function. The alternative general approach is to manipulate the time dependent equations in such a way as to allow the use of Monte-Carlo method which optimally scale quadratically with M NϰM
. ͑2͒
Practical implementations require grids of trajectory guided Gaussian wave packets ͑coherent states͒ with randomly selected initial conditions, i.e., initial value representations ͑IVR͒, the advantages of the classical trajectory propagation being ͑a͒ that the grid remains in the dynamically important regions and ͑b͒ that rapid oscillations of the wave function, which would invalidate Monte-Carlo integration, may be factored out as exponentials of the known classical action. Both semiclassical [7] [8] [9] [10] ͑see also reviews [11] [12] [13] [14] [15] [16] ͒ and quantum [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] initial value representations have been developed. The former express the wave function as a sum over large ensembles of independent coherent states ͑CS͒, and the latter take proper account of the quantum mechanical coupling between the amplitudes of smaller CS ensembles. Simulation of the Franck-Condon absorption spectrum of pyrazine is a benchmark for testing multidimensional quantum mechanical techniques. The full description of the spectrum requires a simulation of the dynamics in all 24 vibrational modes of pyrazine, on two coupled electronic potential energy surface ͑PES͒. This tremendous task has been accomplished by MCTDH method, 2,3 and a reduced dimensionality ͑up to 14 degree of freedom͒ quantum calculation by TDGH method has also been reported in Ref. 6 . The problem has also been tackled by the semiclassical HermanKluk IVR method 29 and by the multiple spawning quantum approach. 21 The present paper reports quantum simulation based on our coupled coherent states ͑CCS͒ technique 24 -28 which employs working equations that are similar in spirit, though different in detail to those of Ben-Nunn and Martinez et al. 21 The main difference is that instead of the classical Hamiltonian we use a smoother Hamiltonian obtained by averaging over coherent states. This leads to better cancelation in quantum equations. Other significant differences are that we rely on importance sampling, rather than multiple spawning, and that we treat the nonadiabatic electronic transitions by the mapping Hamiltonian approach 30 31 thereby demonstrating the quantitative reliability of our quantum initial value representation for many body problems.
II. THEORY

A. Quantum propagation algorithm
The idea of the method is to present the initial function as a superposition of N multidimensional coherent states ͉z n ͘ generated randomly in the phase space. In coordinate representation, CS are Gaussian wave packets
where q is the position and p is the momentum of the wave packet, and z and its complex conjugate z* are given by
In Eqs. ͑3͒ and ͑4͒ ␥ϭm 0 /ប determines the coordinate space width of the wave packet. Each member of the CS ensemble follows its own classical trajectory ͓q͑t͒,p͑t͔͒, but with the difference from simple classical mechanics that quantum effects are included by solving coupled equations for the coherent states amplitudes. Details of the underlying theory can be found in earlier papers, 24 -28 of which the last takes the form of a review. The common root for all computations, which utilize Monte Carlo trajectory guided grids, can be found in the integrodifferential phase space form of the Schrödinger equation,
which is here discretized by replacing coherent states identity operator ͉͐zЈ͗͘zЈ͉(d 2 zЈ/ M ) expressed as an integral over the 2M dimensional phase space by the discrete identity 
͑6͒
Here the amplitude of a coherent state has been factored in the form
where S is the classical action. Our formulation differs from that of Ben-Nunn and Martinez 21 in allowing the classical trajectories to move over an ''ordered'' Hamiltonian including quantum corrections obtained by reordering the operators such that the powers of creation operators â ϩ precede those of â and replacing these operators by z* and z, respectively. This ordering is simply a way to calculate expectation value of the Hamiltonian, so that its matrix elements can be expressed as
where O i j ϭ͗z i ͉z j ͘ are elements of the CS overlap matrix.
Notice however the coupling in Eq. ͑6͒ are not coupled by this Hamiltonian matrix itself but rather by the small traceless matrix with the elements O ki ␦ 2 H ord (z k * ,z i ), where
which is small both for close z i and z k , because the Taylor expansion of ␦ 2 H ord (z k * ,z i ) begins with the second order term proportional to (z i Ϫz k ) 2 and for for remote CS because the overlap O ki tends to zero.
B. The Hamiltonian
The Hamiltonian of the motion on two PES has the standard matrix form
where h 11 and h 22 represent the S 1 and S 2 surfaces and h 12 is the coupling between them. The diagonal terms are represented as a sum of the harmonic ground state vibrational Hamiltonian
plus terms describing the shift of harmonic equilibrium
The coupling between the surfaces is given by a combination of linear and bilinear terms,
For our purposes it is convenient to express the coordinates in terms of creation and annihilation operators
so that the matrix elements of the Hamiltonian are presented in the second quantized form. The Hamiltonian ͑10͒, devised for MCTDH calculations, 3 has been used in different ways for multiple spawning 21 and semiclassical propagation. 29 In the multiple spawning case 21 the initial wave packet, obtained by Franck- 
It is also convenient to rewrite ͑15͒ as
where Îϭâ 1 ϩ â 1 ϩâ 2 ϩ â 2 plays a role of the identity. Note that transitions between the ''electronic'' modes 1 and 2, which are induced by the term (â 1 ϩ â 2 ϩâ 2 ϩ â 1 ), are subject to the selection rule ⌬v 1 ϭϪ⌬v 2 ϭϮ1, with â 1 ͉0 1 ͘ϭâ 2 ͉0 2 ͘ϭ0.
Hence the initial choice ͑16͒ ensures that the system remains within the subspace spanned by ͉0 1 ͉͘1 2 ͘ and ͉1 1 ͉͘0 2 ͘.
Both the Hamiltonian ͑15͒ and the form of the initial wave function are very convenient for propagation by the CCS technique. Following Ref. 29 , the initial grid of CS is generated according to the phase space distribution f ͑ z͒ϭ͉͗z͉⌿͑0 ͉͒͘, which is given by the square modulus of the initial wave function in CS representation. The multidimensional wave function is a product of 1D wave functions Equations ͑18͒, ͑19͒, and ͑20͒ also determine the initial conditions for the CS amplitudes C in Eq. ͑6͒.
C. Spectral intensities
The observed experimental absorption spectrum corresponds to a transition from the ground electronic state S 0 to the excited state S 2 which is coupled to another state S 1 ͑see Fig. 1͒ . In the usual Franck-Condon approximation that the electronic transition moment is independent of vibrational coordinates, the absorption intensity is obtained from the Fourier transform of the autocorrelation function
where the initial wave function corresponds to the ground vibrational state of S 0 brought vertically to the S 2 electronic state and subsequently allowed to evolve on the coupled S 2 and S 1 potential energy surfaces.
III. RESULTS AND DISCUSSION
A. Reduced dimensionality "4¿2…D model
First we considered a reduced dimensionality model with two electronic degrees of freedom and only four dominant vibrational modes. The resulting Franck-Condon spectra obtained from the Fourier transform of Eq. ͑21͒ is compared in Fig. 2 with previous MCTDH ͑Ref. 3͒ and semiclassical Herman-Kluk ͑Ref. 29͒ calculations. The present CCS results are seen to reproduces well all the main structures of the spectrum. It is interesting to note that our result, obtained with 10 3 trajectories, is comparable in quality with that of the HK calculation, which required 10 7 trajectories, although our approach carries the additional computational effort of solving of a system of 10 3 coupled equations for the coherent state amplitudes. Figure 3 demonstrates the agreement between the spectra obtained for the full ͑24ϩ2͒D system by the present CCS method, by other computational techniques, 3, 29 and by experiment. We typically propagated the 26D system represented by Eqs. ͑10͒, ͑15͒, and ͑17͒, using the parameters of Raab et al., 3 kindly supplied by Meyer. Typical runs in- volved the propagation of order 120 fs, after which the autocorrelation function had decayed almost to zero. The results embody significant computational improvements over earlier work. 24 -28 To speed up the calculations we paid particular attention to exploiting the sparsity of the coupling in the CCS Eq. ͑6͒. Another important trick was to compute the sum over j in ͑6͒ by iterative solution of the relevant system of linear equations. These improvements increased the computational speed to the extent that noise could be reduced by averaging the spectrum over N RPT repetitions of the calculation, each with a different Monte Carlo sample. The results in Fig. 3͑a͒ are for N CCS ϭ4000 and N RPT ϭ73, those in Fig.  3͑b͒ for N CCS ϭ100 and N RPT ϭ4000, while the entries in the remaining panels were obtained ͓Fig. 3͑c͔͒ by the quantum mechanical MCTDH method, 3 ͓Fig. 3͑d͔͒ by semiclassical HK propagation, 29 and ͓Fig. 3͑e͒ by experiment. The comparison between Figs. 3͑a͒ and 3͑c͒-3͑e͒ shows that the present CCS results are in good agreement with previous quantum mechanical 3 and semiclassical 29 calculations, and with experiment. It is also apparent from Fig. 3͑b͒ that multiple repetition of a small Monte Carlo ensemble is not equivalent to fewer repetitions of a larger ensemble, even though the total number of coherent states employed is roughly equivalent. The general position and width of the spectrum in Fig. 3͑b͒ is correct, but the structure is lacking. In a small ensemble the coherent states are too far away from each other to be significantly coupled. Thus, according to our earlier discussions, 24 -28 the result shown in the frame ͑b͒ is equivalent to that of Heller's frozen Gaussian method. 7 Note, however, that the uncoupled Herman-Kluk results in Fig.  3͑d͒ do show the additional structure, which is therefore attributable to inclusion of the proper HK coherent state prefactor. Further trial calculations with N CCS ϭ16 000 and N RPT ϭ8 showed no significant change from Fig. 3͑a͒ . The optimal calculation therefore requires 73ϫ4000 CS, compared with 10 7 by the HK method.
B. Full dimensional "24¿2…D model
C. Final remarks
Very few computational methods can handle large number of quantum degrees of freedom. Among these, the diffusional Monte Carlo 33 ͑DMC͒ and path integral 34 Solving the Schrödinger equation in real time for excited states is more difficult. As demonstrated here, the use of trajectory guided grids of coherent states has the advantages that knowledge of the classical mechanics can be used to factor out oscillatory parts of the wave function, so that the amplitudes C in Eq. ͑6͒ vary smoothly both over the phase space and in time. Second the classical mechanics keeps the grid in the dynamically important region. The accuracy and efficiency of this approach was demonstrated by application to simulation of the absorption spectrum to the vibronically coupled S 1 /S 2 surfaces of pyrazine, which was treated as a problem in 26 degrees of freedom, because the nonadiabatic dynamics was treated by the mapping Hamiltonian approach, 30 which augments the 24 vibrational modes, by two additional electronic modes-one for each of the potential surfaces. The results were shown to compare well with experiment and with a previous theoretical spectrum obtained by semiclassical HK approach and the quantum multiconfigurational time dependent Hartree method.
2,3 HK method requires more trajectories then CCS. This does not imply however that the cost of our CCS calculation is smaller than that of HK because coupling the trajectories is the most expensive part of our method. Therefore the use of fully quantum CCS instead of semiclassical HK comes at a price. With regard to the quantum MCTDH it should be noted however that the MCTDH ͑Ref. 1͒ approach involves quantum propagation on a regular grid, which therefore still scales exponentially with the number of degrees of freedom, Nϰl M , but with a low base l, whereas, as discussed earlier 24 -28 Monte Carlo sampling techniques scale as M 2 , provided that the integrand is suitable smooth. The success of this calculation points to the power of the CCS approach for multidimensional quantum simulations. 
