We develop a method for separating quasars from other variable point sources using SDSS Stripe 82 light curve data for ∼10,000 variable objects. To statistically describe quasar variability, we use a damped random walk model parametrized by a damping time scale, τ , and an asymptotic amplitude (structure function), SF ∞ . With the aid of an SDSS spectroscopically confirmed quasar sample, we demonstrate that variability selection in typical extragalactic fields with low stellar density can deliver complete samples with reasonable purity (or efficiency, E). Compared to a selection method based solely on the slope of the structure function, the inclusion of the τ information boosts E from 60% to 75% while maintaining a highly complete sample (98%) even in the absence of color information. For a completeness of C = 90%, E is boosted from 80% to 85%. Conversely, C improves from 90% to 97% while maintaining E = 80% when imposing a lower limit on τ . With the aid of color selection, the purity can be further boosted to 96%, with C = 93%. Hence, selection methods based on variability will play an important role in the selection of quasars with data provided by upcoming large sky surveys, such as Pan-STARRS and the Large Synoptic Survey Telescope (LSST). For a typical (simulated) LSST cadence over 10 years and a photometric accuracy of 0.03 mag (achieved at i ≈ 22), C is expected to be 88% for a simple sample selection criterion of τ > 100 days. In summary, given an adequate survey cadence, photometric variability provides an even better method than color selection for separating quasars from stars.
Introduction
The selection of large samples of quasars, or active galactic nuclei (AGN), is a valuable tool in many areas of study, including galaxy evolution and black hole growth (Kollmeier et al. 2006) , absorbing systems in the intergalactic medium (Hennawi & Prochaska 2007; McDonald & Eisenstein 2007) , and determining the large scale structure of the universe (Ross et al. 2009 ). Extending these studies to significantly fainter quasars at any given redshift is a major goal for the next-generation Large Synoptic Survey Telescope (LSST; Ivezić et al. 2008 ). LSST will probe the luminosity function to M B = −23 at z ∼ 2, breaking the luminosity-redshift degeneracy that arises in current flux-limited samples such as the Sloan Digital Sky Survey (SDSS), which can only detect M B > −23 quasars at z < 0.5. Also, our understanding of AGN fueling mechanisms and the detailed physics of accretion disks is far from complete (for a review, see McHardy 2010) . Therefore, larger and more representative samples will only provide more potential for discovery.
Unfortunately, the resemblance of unresolved quasars (i.e., Type I broad line AGN) to stars in photometric surveys poses a difficulty in their identification. Quasars can be reliably identified by their spectra, and the SDSS provides a spectroscopically complete survey to i < 19 for the quasar region in SDSS color space (Richards et al. 2002) which includes ∼105,000 quasars (Schneider et al. 2010) . However, it is becoming increasingly important to identify quasars in the absence of spectra, particularly since complete spectroscopy will be too expensive in upcoming large-area sky surveys. Previously, quasar selection in the absence of spectroscopy has best been achieved using u − g and g − r colors (e.g., Richards et al. 2002; Jiang et al. 2006; Richards et al. 2009 ). This technique requires multiple filters and results in samples with efficiencies 1 as low as 73%, and there is a redshift regime near z ≃ 3 where optical color selection largely fails. The upcoming large-area sky surveys, such as LSST and Pan-STARRS (Kaiser et al. 2002) , plan to use their time-domain information to separate quasars from stars. In addition to color selection, it is expected that the lack of proper motion and selection by photometric variability properties will result in fairly clean samples with an efficiency much higher than the color-based 73%. Also, having an alternative method to color selection is needed to avoid a bias against extincted systems with non-standard colors. However, until very recently, it was not clear how variability could be used in a quantitative fashion to achieve these goals.
A simple way of using variability to separate quasars from stars is to take advantage of the fact that quasars are generally more variable than stars. Sesar et al. (2007) demonstrated that at least 90% of quasars have a root-mean-square (rms) variability of at least 0.03 mag. However, the rms by itself does not enable the separation of quasars from other variable objects such as RR Lyrae. A recent study by Schmidt et al. (2010, hereafter Schm10) showed that by measuring the rms as a function of time lag (∆t) between observations, i.e., the structure function SF (∆t) = A(∆t/1yr) γ , the parameters A and γ enable the separation of quasars and stars with great efficiency (≈95% for ultraviolet-excess objects). This separation is efficient because the rms of quasar variability is a few times less on monthly than on yearly time scales. Boutsia et al. (2009) showed that the variability of AGN enables their selection even for extended, host-dominated AGN (and X-ray quiet AGN).
An important piece of information missing from these analyses is the characteristic time scale for quasar variability, τ . Studies by de Vries et al. (2005) and Sesar et al. (2006) using SDSS combined with earlier Palomar Observatory Sky Survey measurements for 40,000 SDSS quasars constrained quasar continuum variability on time scales of 10 to 50 years in the observer's frame. They report that the characteristic time scale, which in this context is the time lag above which SF (∆t) flattens to a constant value, is of order 1 year in the quasar rest frame. Recently, Kelly et al. (2009, hereafter KBS09) proposed a model where the optical variability of a given quasar is described by a damped random walk (DRW). The difference with respect to the well-known random walk is that an additional self-correcting term pushes any deviations back towards the mean flux on a time scale τ . showed that the DRW model is an efficient quantitative method to separate quasars from most variable stars even in the dense stellar environments of the Magellanic Clouds.
Here, we test quasar selection in extragalactic fields by applying the DRW model to the individual light curves of ∼10,000 variable point sources with i < 19 from SDSS Stripe 82 (S82). This was also recently done by Butler & Bloom (2010, hereafter B&B) using a different approach based on the DRW model. About 15% of these sources are spectroscopically confirmed quasars whose variability properties have been analyzed in detail by MacLeod et al. (2010) . We extend the selection technique in Schm10 by including information on the characteristic (damping) time scale, extend the study of Koz l10 to an extragalactic survey with extensive spectroscopic data, and extend the study in B&B by applying the DRW model to individual light curves rather than to the ensemble variability of quasars. We describe our variability model in Section 2, describe the S82 data set in Section 3, and present our results in terms of efficiency and completeness in Section 4.
In Section 5, we explore the effects that the light curve length, cadence, and photometric errors have on the best-fit DRW parameters. We investigate the performance of the quasar selection technique presented here, in Koz l10, and in B&B, for typical (simulated) LSST and Pan-STARRS cadences. We summarize our findings in Section 6.
Quasar Variability as a Damped Random Walk
We model the time variability of quasars as a stochastic process described by the exponential covariance matrix
between times t i and t j . As detailed by KBS09 and Koz l10, this corresponds to a DRW (more specifically, an Ornstein-Uhlenbeck process) with a damping, or characteristic, time scale τ , and a long-term standard deviation of variability σ. The driving amplitude of short-term variations is defined asσ = σ 2/τ . Following Koz l10, we model the light curves and estimate the parameters and their uncertainties using the method of Press et al. (1992) , its generalization in , and the fast computational implementation described in Rybicki & Press (1994) . Koz l10 demonstrate that this approach is more statistically powerful than the forecasting methods used by KBS09, while still having computation times scaling linearly with the number of data points.
As in MacLeod et al. (2010) , we express the long-term variability in terms of the structure function (SF), where the SF is the rms magnitude difference as a function of the time lag (∆t) between measurements. The characteristic time scale for the SF to reach an asymptotic value SF ∞ is the damping time scale, τ . The SF for a DRW is
and the asymptotic value at large ∆t is
For short time lags,
Therefore,σ regulates the rise of SF (∆t << τ ). Theσ parameter is related to γ in the equation SF (∆t) = A(∆t/1yr) γ , where A and γ were used to select quasars in Schm10.
However, A and γ do not provide unique information on the characteristic time scale τ (although sinceσ ∝ τ −1/2 , there is some information on τ ). While we obtain individual estimates of τ andσ for every light curve, in B&B τ andσ are estimated based on the apparent magnitude, which follows from modeling the ensemble SF as a DRW as a function of magnitude. We discuss this difference further in Section 4.2.2.
In Section 4, we demonstrate that the inclusion of τ , in addition toσ, in the selection of quasars enables the selection of highly pure samples with high completeness.
The SDSS Stripe 82 Data Set
The Sloan Digital Sky Survey (SDSS, York et al. 2000) provides homogeneous and deep (r < 22.5) photometry in five passbands (ugriz, Fukugita et al. 1996; Gunn et al. 1998; Smith et al. 2002) . To test our quasar selection method, we utilize the g-band light curves from the SDSS Stripe 82 (S82), which covers the sky region defined by 22hr 24m < RA < 4hr 8m and −1.27
• (an area of ≈290 deg 2 ). The light curves span about ten years, and the observations are clustered into yearly seasons about 2-3 months long. There are on average more than 60 available epochs. Because some observations were obtained in non-photometric conditions, improved calibration techniques have been applied to the SDSS S82 data by Ivezić et al. (2007) and Sesar et al. (2007) , and we use their results. For these data, photometric zero-point errors are 0.01-0.02 mag.
We apply the DRW model to all objects in the S82 variable point source catalog (Ivezić et al. 2007) . These are objects with at least ten observations, an rms of variability in the g and r bands exceeding 0.05 mag, and a χ 2 per degree of freedom exceeding 3 for the light curves in these bands being fit with a constant flux. We only include observations spaced by at least half a day apart when applying the model, since we are interested in the selection of quasars which generally vary on longer time scales than variable stars. The S82 data set is spectroscopically complete for i < 19 in the quasar region of (u − g), (g − r), and (r − i)
color space (Richards et al. 2002 ; see the top panel of Figure 1 for the total distribution of quasars in i). We include newly confirmed DR7 (Abazajian et al. 2009 ) quasars, and limit our data set to the 52,547 variable objects with i < 19 when evaluating quasar selection based on variability (Section 4.2). In this sample, there are 1,912 (4%) spectroscopically identified quasars.
The distribution of the known quasars in RA is compared to the distribution of all variable sources in the bottom panel of Figure 1 . The quasar counts fall off at RA < −35 deg, while the full distribution rises due to the rising density of Galactic stars. Therefore, we further restrict our sample to the 10,024 objects with −35 • < RA < 50
• in order to minimize the stellar contamination from the Galaxy. This sample of 10,024 variable sources, including 1,490 (15%) spectroscopically confirmed quasars, defines our final sample when evaluating quasar selection based on variability in Section 4.2. However, to demonstrate the performance in regions of increased stellar density, we also compare to the results for the region −35
It is important to note that for variable objects, the single-epoch i magnitudes can be very different from the best-fit mean magnitudes from the DRW model, i , since the latter are based on the entire time series. In Figure 2 , the distribution of i − i is shown as a function of i for S82 quasars. It is centered on zero with the ±1σ range spanning almost 0.1 mag. Therefore, these differences are significant. For subsequent analysis, we use the median PSF i-band magnitudes as listed in the variable point source catalog, which are similar to the i values. All magnitudes are corrected for interstellar dust extinction using Schlegel et al. (1998) .
Results

Variability of Quasars and Other Objects
In this Section, we present the best-fit variability parameters after applying the DRW model to the light curves of all variable point sources in S82. These parameters are used to develop a method for separating quasars from other variable point sources. We compare the results for two subsamples: one containing the spectroscopically confirmed quasars, and one containing all other objects (which is dominated by stars). We also investigate in detail the objects in the latter subsample that have best-fit time scales greater than 100 days, which is indicative of quasar variability. et al. (2010) to select light curves that are better described by a DRW than by pure white noise. Here, L best is the likelihood of the best-fit stochastic model and L noise is that for a white noise solution (τ ≡ 0). In addition to having a larger χ 2 pdf , the light curve for the unclassified object in the middle panel of Figure 3 has ∆L noise = 0.4 and is therefore only marginally more consistent with the DRW model than with white noise.
In some cases (see the bottom panel), outliers in the light curve cause a relatively large χ 2 pdf while the likelihood is high for a DRW (∆L noise = 34). Outliers such as these could either represent a model failure or a bad data point with a true error that is larger than the reported value. A detailed analysis of these cases will be discussed in a future publication. better fit by pure noise). Objects with high ∆L noise also tend to vary on longer time scales (see Figure 5) . Therefore, the characteristic time scale τ also provides an efficient way to distinguish quasars from stars.
The distributions of τ and SF ∞ for the quasar and stellar subsamples are shown in Figure 6 . The τ distribution (in the observer's frame) peaks near 500 days for the known quasars and around 1 day for the other objects, providing an efficient and simple way to distinguish between the two subsamples. We note that because quasars are known to have aperiodic variability, eliminating periodic sources should lead to a cleaner sample of quasars. We could classify variable sources as periodic if the likelihood for the peak in the Lomb-Scargle periodogram (as implemented by Press et al. 1992b ) being observed at random is log (p periodic ) < −3 and the estimated period is less than ∼200 days. For longer Figure 8 compares the distribution of objects with τ ≥ 100 days and τ < 100 days in (u − g, g − r) space, as well as the subset of 233 objects with 100 ≤ τ < 10 5 days and ∆L noise > 2 that are not spectroscopically confirmed quasars. The latter contains good quasar candidates, especially those in regions II or IV (51 objects). Thirty-five of these are spectroscopically confirmed stars, represented by the star symbols. Figure 9 shows the distribution of these 233 objects in (τ, SF ∞ ), (i, i − z), and (r − i, i − z) space. The subset in regions II or IV, represented by triangles, are clustered near the quasar region at faint i and blue (r − i, i − z) colors. We inspected their observed and phased light curves (using the Supersmoother algorithm, see Reimann 1994) , and they appear consistent with quasar light curves with no signs of periodicity. About half of these 51 objects are detected in GALEX 2 GR6 with GALEX-SDSS UV-optical colors resembling those of quasars (n − u < 1.5 and u − g < 0.8, or f − n > 0 and g − r < 0.5; see Agüeros et al. 2005) . About 15% have 2MASS 3 colors J − K > 1 that are also indicative quasar nature. We also investigated the 15 unknown objects with τ ≥ 100 days that lie in region I but off the stellar locus (above the solid line in Figure 8 ). These objects (represented by asterisks in Figure 9 ) seem consistent with reddened quasars, as their light curves are consistent with quasars, and they are rather faint and clustered at redder (r − i, i − z) colors. However, their median SF ∞ (0.15 mag)
is lower than that for the quasar candidates represented by triangles (0.22 mag). None of these objects have GALEX-SDSS UV-optical colors indicative of quasars, but about 30%
have J − K > 1. Follow-up spectroscopy will be useful for classifying these two subsamples.
The remaining objects with τ ≥ 100 days lying on the stellar locus or in region III seem consistent with stars based on their i magnitude and colors, and many are spectroscopically confirmed as stars. The majority have small amplitudes (SF ∞ ≈ 0.1 mag). However, there is a subset with large amplitudes (SF ∞ > 0.8 mag). The majority of these sources have a single outlier at a significantly fainter magnitude in their light curves (e.g., SDSS
J001014.28+005938.6, see Figure 10 ) causing the model to fit a long time scale. These could be wide eclipsing binaries or simply a bad data point. If we reject the data point with the largest magnitude difference from the median in each light curve with SF ∞ > 0.8 mag,
and then refit the models, half now have SF ∞ < 0.2 mag and 60% now have ∆L noise < 2 and τ < 100 days. There is a subset of these sources with large amplitude semi-periodic outbursts, suggestive of AGB stars (e.g., SDSS J220514.58+000845.7, see Figure 10 ). In general, however, inspection of both the phased and observed light curves revealed no examples of truly periodic behavior. A few (2%) of these objects have GALEX-SDSS UV-optical colors indicative of quasars, and about 5% have J − K > 1.
We compile a list of quasar candidates by removing those that already have SDSS spectra from the list of 233 and including cases where τ has saturated to 10 5 days. We retain 255 objects lacking SDSS spectra that have i < 19, ∆L noise > 2, and τ ≥ 100 days, leading to a sample of 255. The coordinates, SDSS photometry, and DRW parameters for each target are provided in Table 1 . These represent our target sample for spectroscopic follow-up. Note that 30% of the target sample fails the ∆L noise > 2 and τ ≥ 100 day criteria when omitting the most outlying data point in the light curve. Note. -Stripe 82 object ID, J2000 coordinates, SDSS photometry, and DRW parameters for 255 unknown objects with τ ≥ 100 days, ∆L noise > 2, and i < 19. For some objects, the time scale has saturated to τ = 10 5 days due to insufficient light curve lengths. "Outlier" is set to 1 for objects that fail the τ ≥ 100 day and ∆L noise > 2 selection criteria after rejecting the data point furthest from the median magnitude. (See the online version for the complete 
Completeness and Efficiency
To measure the success of our quasar selection, we report the completeness (C) and efficiency (E), defined by C = # of selected conf irmed quasars total # of conf irmed quasars × 100
for a variety of selection criteria, where "confirmed" means that the source is spectroscopically identified as a quasar. Here, we only consider sources with i < 19, and E is a lower limit for the true efficiency because the sample of confirmed quasars may not be 100% spectroscopically complete. These quantities for a quasar selection based on τ alone are shown in Figure 11 as a function of the minimum threshold τ . The two quantities are anti-correlated due to the increased overall fraction of selected quasars as well as the increased number of missed quasars when restricting τ to longer time scales. The completeness drops to 94% (where E = 81%) at a threshold of τ > 100 days, beyond which C dramatically decreases. At the same time, E for τ > 100 days is almost as high as its asymptotic value (85%). Therefore, we adopt τ ≥ 100 days as the optimal cut for selecting quasars based on time scale alone. An additional constraint of ∆L noise > 2 (thick line in Figure 11 ) does not affect the resulting C or E by more than 1% after requiring τ ≥ 100 days, while the constraint ∆L noise > 10 (gray lines) increases E with a minor drop in C. Table 2 lists C and E for various selection criteria, beginning with the i magnitude and RA limits that define our starting sample (first row, hence the 100% completeness), and the restrictions τ ≥ 1 and 100 days (second and third rows). When excluding the objects that fail the ∆L noise > 2 and τ ≥ 100 day criteria after omitting the most outlying data point in the light curve, E rises from 81% to 87%, while C only drops by 1% (fourth row). This cut is useful for eliminating potentially bad data in order to boost the efficiency of the selected sample. C can be increased to 96% while maintaining E = 87% by reducing the limit to τ ≥ 10 1.5 days and requiring ∆L noise > 10 (fifth row). Here, we have excluded objects that drop out of the selection after removing the most outlying data point. When further restricting the variability-selected sample (with τ ≥ 100 days) to those objects which have quasar colors (regions II and IV in Figure 7 ), C decreases to 91% while E rises to 96%
(sixth row; these results are unaffected when rejecting light curve outliers). Table 2 also lists the percentage of each selected sample that have SDSS spectra, and the breakdown into quasars, stars, and galaxies based on their SDSS spectroscopic class.
We also compute E and C for the ultraviolet-excess ("UVX") and non-ultraviolet-excess ("nUVX") color boxes as defined in Schm10. The former should be spectroscopically complete to i < 19 (see Richards et al. 2002) . The latter corresponds to the quasar redshift regime of ∼3, where color selection largely fails. Here, C is the percentage of all confirmed variable (n)UVX quasars that have τ ≥ 100 days. For UVX objects, C = 95% and E = 97%
for the τ ≥ 100 days selection criteria (eighth row of Table 2 ). For comparison, the Schm10 selection method, which does not use the τ information, gives C = 90% and E ≃ 95%.
For nUVX objects (only 52 objects; tenth row), C = 100% for the τ ≥ 100 days selection criteria, and E is only 69% due to the fact that only 69% have spectra.
The driving amplitudeσ also shows a large contrast between the quasar color regions (II and IV) and the stellar regions (I and III) in Figure 7 . This suggests that including information on the driving amplitude may improve the quasar selection based on variability. Indeed, Schm10 found high-efficiency quasar samples by using information closely corresponding toσ. In Figure 12 , we show how the selection can be improved by including information on both τ andσ. In the top two panels, E and C are mapped out as a function of the minimum τ and the maximumσ allowed for quasar classification. For every value ofσ, there is a lower limit on τ that boosts efficiency with a minor drop in C.
This essentially follows one of the quasar selection criteria for τ andσ in Koz l10. A similar improvement is seen when instead using lower limits in both τ and SF ∞ , or a combination of τ , SF ∞ , andσ information (the differences are all 1%). In the bottom panels of Figure 12 , it can be seen more quantitatively how the inclusion of τ improves the selection of quasars as compared to usingσ alone. The panels show the maximum C achieved for an E exceeding that plotted on the x-axis, for three cases. In the first case (solid), only theσ parameter is used to separate quasars and stars, i.e., all values of τ are allowed, as in Schm10. The second case (dashed) shows the effect of including information on τ . The third case (dotted) shows results for using τ information alone. When including all SDSS colors (bottom-left panel), the τ information alone leads to significantly higher E than a selection based onσ alone. However, for UVX objects (bottom-right panel), a combination of τ andσ information is required to significantly boost E from a selection based onσ alone.
Using both τ andσ as criteria for quasar selection in the absence of color information, one can achieve an efficiency of E = 82% with a completeness of C = 96% (seventh row of Table 2 ), or alternatively, E = 75% for C = 98%, and E = 85% for C = 90%. Here, objects that drop out of the selection after omitting the most outlying data point in the light curve are excluded. When restricting the selection to color regions II and IV in Figure 7 , one can achieve E = 96% with C = 93%. At the same level of completeness, E = 84% without color cuts, and E = 78% when usingσ alone. For UVX objects, E = 97% and C = 98% when selecting τ ≥ 10 1.56 days andσ ≤ 10 −0.18 mag yr −1/2 (ninth row of Table 2 ). For illustration, Figure 13 shows τ versus SF ∞ for the variable S82 sample, with lines of constantσ overlaid.
By choosingσ < 10 −0.2 mag yr −1/2 , the entire quasar locus is selected as well as the gray shaded region containing stars. However, when imposing a lower limit at τ = 10 1.56 days, these contaminants are excluded from the sample, leading to a higher efficiency of quasar selection.
Since the selection of quasars based on variability is a useful tool in regions of high stellar density (Koz l10), we repeat the analysis in Table 2 for the region −35
where the density of Galactic stars rises. Since the rate of contamination is higher in this region, it is useful to reject outliers in light curves in order to boost efficiency as in the fourth row of Table 2 . These results can be found in Table 3 . Here, E for the τ ≥ 100 days selection is 79%, after omitting outliers in light curves. Restricting this selection to ∆L noise > 10 boosts E to 82% without a drop in completeness. Therefore, a strict cut in ∆L noise is especially useful in regions of high stellar density. Note. -The first column lists various selection criteria ("qso-like colors" signifies having u − g and g − r colors in regions II or IV of Figure 7) . N is the total number of objects that satisfy each criterion (the sample is defined by i < 19 and covers 213 deg 2 ). C is the quasar completeness, or the percentage of all confirmed quasars in the sample of 10,024 that are selected. E is the efficiency, or the percentage of the selected objects that are confirmed quasars.
δC and δE are the Poisson errors on C and E. "Spec." indicates the percentage that have an SDSS spectrum, and the last four columns show the percentage breakdown of the subset with spectra into four spectroscopic classes: QSO (SpecClass is 3 or 4), Star (SpecClass is 1 or 6), Galaxy (SpecClass is 2), and Unknown (SpecClass is 0). In the eighth and ninth rows (tenth row), we list results for the (n)UVX color box described in Schm10, where C is computed as the percentage of all confirmed quasars contained in the (n)UVX color box that satisfy the variability criteria listed in the first column. The eleventh row lists the results for the selection criteria in B&B (see Section 4.2.2). Note. -As in Table 2 but for regions of increased stellar density. Figure 14 shows the distribution of spectroscopically identified quasars and other sources in this selection space as well as the confirmed stars passing the τ > 100 days and ∆L noise > 2 selection cuts. The completeness of this selection region for the SDSS quasar sample is relatively low, C = 55%, as is the efficiency, E = 46% (62% when excluding outliers in light curves), which demands some explanation. The lower completeness is likely a consequence of the differences in the cadence and duration of the OGLE light curves as compared to the SDSS light curves. The OGLE light curves are densely sampled over the full durations of the surveys, and the typical OGLE-III light curve has 370 epochs over 7 years. As a result, fewer light curves have run-away estimates of τ , making it relatively safe to impose an upper limit on τ in order to reduce contamination by long period variables (LPVs). In the very dense stellar environment of the Magellanic Clouds, the contamination by LPVs is significant. For the SDSS regions, if we simply eliminate the upper boundary of the Koz l10 selection region, the completeness rises to C = 91% with a corresponding rise in the efficiency to E = 52% (69%, excluding outliers) because many more quasars are added than contaminating stars. is then computed for each light curve using these fixed DRW parameters to obtain χ 2 QSO . Essentially, they fit the DRW model with a (infinitely) strong prior on the values of τ and σ derived from the apparent magnitude. They also compute χ 2 FALSE , the goodness of fit expected if the same DRW model was fit to a light curve that was really white noise with the overall variance of the observed light curve. The main difference with respect to our method is that we obtain individual estimates of τ andσ for every light curve independent of the mean magnitude. This leads to a much wider distribution of τ andσ for our method with respect to B&B, allowing us to use τ as an efficient classifier. The selection technique used in B&B is very efficient, however, because only a single model rather than a parameter fit is required.
Here we compare the resulting C and E from each method using identical samples of light curves. In Table 2 we compare the two methods for the light curve sample with −35
• < RA < 50 • and i < 19, where the B&B method selects an object as a quasar candidate if
where ν is the number of degrees of freedom. Comparing the fourth and eleventh rows, one can see that C is higher by a few percent for the B&B method whereas E is slightly lower.
When instead choosing τ > 10 1.5 days and ∆L noise > 10, a similar completeness is achieved (96%) with E = 87%. Therefore, with some fine-tuning of parameters, the two methods can deliver samples with comparable C and E, which is not too surprising since they rely on the same mathematical model to describe the light curve behavior. The B&B method is faster if the only goal is to select quasars, but fitting for τ andσ then allows for further classification of the type of variability, as illustrated by the locations of different classes of variable stars in the parameter space (see Figure 9 in Koz l10).
In Table 4 , we present the cross-correlation between our method and that in B&B in terms of how many i < 19 sources are selected using either technique. For this table,
we define our selection criteria as τ ≥ 10 1.5 days and ∆L noise > 10 (after omitting light curve outliers). We define the B&B selection criteria as listed above. We then show the characteristics of the samples defined by passing both criteria, at least one of the criteria, failing both, and passing only one or the other. It is beneficial to use both methods to select quasars. One can achieve E = 90% in the absence of color selection when requiring both criteria, but C = 97% can be maintained when using either criteria for an E of 82%.
In essence, some quasars have true τ andσ values too far from the prior defined by the apparent magnitude and so have reduced B&B likelihoods, while for some other objects, the addition of the strong B&B prior leads to better rejection of false positives and negatives.
Effect of Cadence and Photometric Accuracy on Best-fit Variability
Parameters: Prospects for LSST and Pan-STARRS One clear lesson from our comparison of our proposed SDSS selection criteria (applied to sparsely sampled, effectively shorter duration light curves in a wide area, extragalactic Note. -Column definitions follow those in Table 2 . The second row lists results for a sample satisfying both the B&B criteria as well as our criteria (τ ≥ 10 1.5 days and ∆L noise > 10, after omitting light curve outliers). The third row lists results for a sample satisfying either the B&B criteria or ours. The selection in the fourth row is rejected by both methods, while the selections in the fifth and sixth rows only satisfy one of the methods.
field) and the Koz l10 selection criteria (applied to densely sampled, longer duration light curves in a small area with high stellar densities) is that the appropriate selection criteria will depend on both the properties of the light curves (duration, cadencing, and uncertainties) and the nature of the contamination. Here we consider the effects that the survey length, time sampling, and photometric errors have on the best-fit DRW parameters.
These are important issues to consider for upcoming surveys such as Pan-STARRS (Kaiser et al. 2002) , which is already taking data, and LSST ), which will obtain accurate, well-sampled light curves for millions of quasars. To probe the time scales as short as 0.1τ , and assuming a rest-frame time scale of τ = 10 days and a characteristic redshift of 2, the light curves should be sampled every 3 days in the observer's frame, which is in good agreement with the baseline cadence of LSST. The LSST photometric errors in the r band will be < 0.02 mag for r < 22, and there are roughly 2-3 million AGN with r < 22 in the 20,000 sq. deg. covered by the main LSST survey (see Table 10 .2 in the LSST Science Book; LSST Science Collaborations and LSST Project 2009). Each of these objects will be observed about 1000 times (summed over all bands), yielding a database of over 2 billion photometric measurements. The characteristic time scale τ will be well-constrained if the survey length is sufficiently longer than τ . It is therefore necessary to evaluate the accuracy of fitted variability parameters as a function of light curve length.
The Impact of Light Curve Length
As a first test, we generate 10,000 DRW light curves using an input of τ = 575 days and SF ∞ = 0.2 mag, which are the median observed-frame values for the S82 quasar sample.
The light curves are sampled once every 10 days (∆t = 10 days) and span a length of 40 years. Photometric errors are drawn from a Gaussian distribution with a standard deviation of σ = 0.01 mag. To test the impact of light curve length, we truncate the light curves to lengths shorter than τ , only the driving amplitude of short-term fluctuations,σ = SF ∞ / √ τ , is well constrained [recall that SF (∆t << τ ) =σ |∆t|]. That is, on a grid of log(τ ) versus log(SF ∞ ), the best-fit values will be scattered due to fitting errors along lines of constant σ, but much less perpendicular to it (i.e., along lines of constant K = τ √ SF ∞ ). Therefore, as the light curve length decreases, the mean best-fitσ will not vary significantly, while the best-fit parameters τ and SF ∞ , and K will become biased (see Koz l10; MacLeod et al. 2010) . Note that only two of these four parameters are independent. Figure 15 shows the distribution of best-fit variability parametersσ, K, τ , and SF ∞ normalized by the input values for simulated light curves with length 40 years, as well as when truncated to 10 years, 3 years, and 1 year. As the length increases, the widths of the output parameter distributions decrease, roughly as the square root of the light curve length. While the mean output value ofσ is unaffected by the light curve length, the mean values of K, τ , and SF ∞ decrease as the length shortens, and the number of "run-away" time scales (τ ≥ 10 5 days) increases due to the fact that τ is now longer than the light curve length and cannot be constrained. We find that for typical variable quasars, the best-fit distributions of τ and SF ∞ are strongly biased for surveys significantly shorter than 10 years (by about 70% and 40%, respectively, for a length of 3 years). Nevertheless, theσ parameter is unbiased and already well-measured (rms = 20%) after 1 year.
The Impact of Realistic Cadence
As a second test, we generate 10,000 light curves using a simulated r-band LSST cadence (∼200 observations spread over 10 years; Delgado et al. 2006 ). An example light curve with this cadence is shown in Figure 16 . Figure 17 compares the resulting parameters for the LSST cadence and a cadence of ∆t = 10 days over 10 years as in the first test.
The only significant change is an increased width for the best-fitσ distribution, where the accuracy of the best-fitσ drops from 5% to 13%.
The Impact of Photometric Accuracy
As a third test, we evaluate the effect that the photometric accuracy has on the fitted parameters by generating 10,000 light curves with the r-band LSST cadence and photometric errors drawn from a Gaussian of width σ = 0.03 mag. The same is done for σ = 0.1 mag. The output parameters for these two sets of light curves are compared to those from the second test, where σ = 0.01 mag, in Figure 18 . As expected, the distributions become broader as the photometric error bars increase and the fits become more uncertain.
While a photometric accuracy of σ = 0.1 mag leads to a significant increase in theσ errors compared to the σ = 0.01 mag case (a factor of 4 dex), an accuracy of σ = 0.03 mag leads to only a marginally wider distribution (40%). We conclude that a photometric accuracy of σ = 0.03 mag is sufficient to obtain well-constrained variability parameters for typical quasars.
Selection Completeness for a Realistic LSST Simulation
As our final test, we estimate the completeness of quasar selection based on the τ > 100 days criterion alone for three different light curve lengths (1, 3, and 10 years), the r-band LSST cadence, and a photometric accuracy of σ = 0.03 mag (achieved at i ≈ 22). Now, instead of using fixed input τ and SF ∞ values, we use the full observed r-band distributions for the S82 quasar sample as presented in MacLeod et al. (2010) .
The distribution of input τ is shown as the gray histogram in the top panel of Figure 19 .
The output distributions for each light curve length are also shown. We compute the completeness as the fraction of the output distribution with a best-fit τ exceeding 100 days. The completeness for the input distribution is 91% (different than the 94% reported in Table 2 because all S82 quasars are considered, without rms > 0.05 or i < 19 mag limits). For light curve lengths of 10, 3, and 1 year(s), C is estimated to be 88%, 75%, and 51%, respectively. Notably, with 10 years of observations, imperfectly measured τ causes only ∼3% of the sample to "leak" below the τ = 100 day boundary. Because it is not known what the contamination will be like for a typical LSST field, we cannot estimate the efficiency for the τ > 100 days selection. With the aid of multi-band imaging, colors can be used along with a relaxed τ cut to obtain highly complete samples early in the survey (∼1 year).
While the light curve length clearly has an impact on the best-fit time scale distribution, we also wish to estimate the effect of different cadences in general. This is motivated by the fact that Koz l10 found a large fraction of quasars concentrated at smaller τ when applying the DRW model to OGLE-II and OGLE-III light curves, which are more densely-sampled than the SDSS S82 data. Also, the Pan-STARRS1 3π survey will obtain 6 epochs in a given band over 3 years, as opposed to 60 epochs for LSST. Therefore, we wish to determine whether a τ selection can still deliver decently complete samples of quasars in a typical 3 year-long Pan-STARRS survey. We use Table 4 in Schm10 to simulate a typical Pan-STARRS cadence and assume that the griz bands can be combined to give 24 total epochs over 3 years (we omit the Y band because of its lower sensitivity).
To make the comparison, we use a uniform input distribution of log(τ ) and log(SF ∞ ) within the region defined by 2 < log(τ /days) < 3.5 and −1.4 < log(SF ∞ /mag) < −0.2. We do not use the observed τ distribution for SDSS quasars for the input, as in the previous test, in order to ignore any potential effects of a biased τ distribution caused by the SDSS sampling. We compare the fits at a fixed photometric uncertainty (0.03 mag), therefore assuming that the absolute depth of each survey does not play a role in these comparisons 4 .
In the middle and bottom panels of Figure 19 , we compare the completeness results for the proposed LSST samplings to the typical 10 year-long S82, 7 year-long OGLE-III, and 3 year-long (24-epoch) Pan-STARRS samplings. For each cadence, we compute the completeness as the fraction of best-fit τ that does not "leak" below the τ = 100 day boundary. The results show that the denser time sampling of the OGLE-III survey leads to a higher completeness and a more compact spread in output τ when compared to S82, and a similar completeness when compared to the 10-year r-band LSST cadence (∼93%).
We note that the time scales for the minority of OGLE-III objects that also have OGLE-II light curves will be even better constrained, since for these the total duration is ∼10 years.
For Pan-STARRS1 3π, C is estimated to be 70% for τ > 100 days after combining the four griz bands. This is comparable to the result for a 3-year r-band LSST cadence. For a single
Pan-STARRS band (6 epochs over 3 years), C will likely be significantly worse, so in this case an alternate selection method (such as one based onσ) may be optimal in the absence of color selection. Butler & Bloom (2010) We carried out similar simulations for the B&B method, using the same uniform input distribution of log(τ ) and log(SF ∞ ). Based on the mean trend ofσ 2 with g magnitude found for the S82 quasar sample in MacLeod et al. (2010), we assigned each light curve an 4 Because the LSST survey has a fainter magnitude limit than OGLE, SDSS, or Pan-STARRS, it will have a higher completeness for quasar selection. Since we wish to compare differences due to cadencing only, we compare at a fixed photometric uncertainty. We note that a fixed uncertainty will induce some differences in the τ distribution between surveys from what would realistically be observed. However, that is a higher
Comparison to
order question than what is examined here.
apparent magnitude of g = 0.334 logσ 2 + 21.38 + G(0.8),
where G(0.8) is a Gaussian random deviate of width 0.8 mag, matching the observed scatter about the mean trend. Figure 20 shows the output distributions of χ 2 FALSE /ν and χ 2 QSO /ν, as well as the B&B selection limits for a 5σ significance cut against false positives. The figure legends list the cadences and the resulting completeness C. As survey length increases, C increases because of an overall increase in χ 2 FALSE /ν. For the single-year LSST cadence, C is only 20%, and we find a similar result for the 3-year single-band Pan-STARRS 3π cadence.
When combining the Pan-STARRS griz bands, C increases to 52%, slightly lower than the 3-year LSST cadence. The LSST 10-year completeness is lower than what was found when choosing τ ≥ 100 days in the previous section (86% vs. 92%), but it could be increased by weakening the cut on χ 2 FALSE /ν. However, because the contamination rate is not known for LSST, it is unclear as to how much this cut could be varied without a major decrease in E. Again, the OGLE cadence leads to the highest C due to the large number of epochs.
We also find a significant decrease in C for the S82 cadence from what is observed in the eleventh row of Table 2 (81% vs. 96%). This may be due to the prescription for generating mean magnitudes. A larger C is expected if we were to use the scaling in Table 1 in B&B, because the χ 2 FALSE /ν would likely be larger overall (i.e., white noise would be less likely). the legend, as well as the completeness of the quasar selection criteria τ ≥ 100 days (dotted line). Note that light curves significantly longer than 1 year are required to achieve > 50% completeness. Middle: As in top panel but for a uniform input distribution of τ within the range 100 < τ < 10 3.5 days. Bottom: As in middle panel but for OGLE-III (thin solid), S82 (dashed), and Pan-STARRS1 3π (thick solid) cadences, which span 7, 10, and 3 years, respectively. The denser time sampling of the OGLE-III survey leads to a higher completeness than S82. 
Discussion and Summary
We used the light curves for variable point sources from SDSS Stripe 82 to determine how well quasars can be separated from stars with the aid of photometric variability. The Stripe 82 data set, designed to search for supernovae, is excellent for quasar variability studies since it provides light curves for a large statistical sample of objects to a faint limiting magnitude (see Boutsia et al. 2010 for another example of using supernova surveys to search for quasars). The data set used here contains precise photometry (using recalibrated light curves by Ivezić et al. 2007 and Sesar et al. 2007) , as well as extensive spectroscopy, which has enabled us to develop an efficient method for selecting quasars while maintaining high completeness. The variability model used here (a damped random walk, see KBS09; Koz l10) is robust enough to handle sparse or irregularly-sampled data.
By modeling the variability as a stochastic process described by the exponential covariance matrix S ij = σ 2 exp(−|t i − t j |/τ ), only O(N) operations are required to determine the model parameters for a light curve with N data points. This is an important algorithmic feature in the context of upcoming massive synoptic surveys, such as LSST.
The DRW model provides unique information on the characteristic time scale, τ , for which a range has been observed for quasars (Sesar et al. 2006; KBS09; Koz l10; MacLeod et al. 2010) . Compared to selecting solely on the short-term behavior of the SF (the parameterσ), the inclusion of τ information boosts C from 90% to 97% while maintaining an efficiency (purity, E) at 80%, based on variability alone. Conversely, for C = 98%, the τ information boosts E from about 60% to 75%, while at C = 90%, E rises from about 80% to 85%. This method enables the selection of z ∼ 3 quasars, where color selection largely fails. With the aid of u − g and g − r color selection, the efficiency can be further boosted to 96% with a reasonably high completeness of 93%. It is worth reiterating that the E determined here is only a lower limit because the spectroscopically confirmed quasar sample is not 100% complete. This performance is accomplished simply by imposing a lower limit on τ and an upper limit onσ. The separation might improve when using more advanced techniques such as kernel density estimation (e.g., Richards 2008) rather than imposing simple limits.
By using the parametrization SF (∆t) = A(∆t/1yr) γ , Schm10 was able to select quasars from UVX objects with E ≃ 95% at 90% completeness when selecting on A and γ. This selection is similar to one usingσ alone, and provides a reasonable method for selecting quasars from short ( 1 year) light curves. With longer light curves, the inclusion of τ information significantly improves the performance. The differences in C and E are summarized in the bottom panels of Figure 12 and illustrated in Figure 13 . If we restrict our initial sample to UVX objects and simply use τ ≥ 100 days to select quasars, we find that C improves from the 90% found by Schm10 to 95%, while E improves from about 95% to 97%. When combining the selection criteria τ ≥ 10 1.6 days andσ ≤ 10 −0.2 mag yr −1/2 , we find that C improves further to 98% with E = 97%. We note that the DRW model has benefits beyond the improved selection efficiency compared to Schm10. In addition to being a faster algorithm [O(N) rather than O(N 2 )], the DRW model also produces information on the physics of the accretion disk since τ and SF ∞ are physical parameters that show correlations with luminosity, black hole mass, and wavelength (see MacLeod et al. 2010 ) and provides an approach for classifying other aperiodic sources as well (see Koz l10). The latter two points are also advantages of our approach over that in B&B. For quasar selection, both methods yield similar results for completeness and efficiency.
Our selection criteria identify 255 objects with i < 19 and −35 • < RA < 50
• that vary on long time scales (τ > 100 days with ∆L noise > 2) and do not presently have SDSS spectra; the majority of them are likely quasars. Based on their light curves, several are expected to be interesting long-time scale variable objects, such as AGB stars. We plan to obtain follow-up spectroscopy for these objects (Table 1) with the goals of either confirming their quasar nature or identifying the major contaminants in quasar selection based on variability.
The DRW provides a complete statistical model for quasar variability. This is especially useful for evaluating the success of quasar selection in upcoming surveys, and enables us to estimate the completeness for different survey lengths, cadences, and photometric accuracy. We cannot estimate E, however, since it is dependent on an unknown makeup of the faint variable optical sky. For a typical (simulated) LSST cadence over 10 years and a photometric accuracy of 0.03 mag (achieved at i ≈ 22), C is expected to be 88% for a sample selection criterion of τ > 100 days. For typical variable quasars, the best-fit distributions of τ and SF ∞ are biased for surveys shorter than 10 years (by about 70% and 40%, respectively, for a length of 3 years). However,σ is well-constrained, and with the aid of multi-band imaging, colors can be used along with a relaxed τ cut to obtain highly complete samples early in the LSST survey (∼1 year). For the Pan-STARRS1 3π survey, C is estimated to be 70% for a τ > 100 day selection after combining the griz bands, which is comparable to the result for a 3-year r-band LSST cadence. The dense cadence of the LSST will provide tighter constraints on τ for a survey length of 10 years. This improvement is also important for relating observations to the physics of accretion disks (see MacLeod et al. 2010 , and references therein). The most important conclusion of this work is that, given an adequate survey cadence, photometric variability provides an even better method than color selection for separating quasars from stars.
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