We construct a self-similar local regular Dirichlet form on the Sierpiński gasket using Γ-convergence of stable-like non-local closed forms. As a continuation of a recent paper by Grigor'yan and the author, we give the first unified purely analytic construction of local regular Dirichlet forms that works both on the Sierpiński gasket and the Sierpiński carpet.
Introduction
Recently, Grigor'yan and the author [12] gave a purely analytic construction of a local regular Dirichlet form on the Sierpiński carpet (SC). A natural question is to what extent this method can be applied on fractals. The main purpose of this paper is to apply this method to the Sierpiński gasket (SG), a typical representative of p.c.f. (post critically finite) self-similar sets.
The classical analytic construction of local regular Dirichlet form on the SG was given by Kigami which also works on p.c.f. self-similar sets, see [14, 15, 16] . The most intrinsically essential ingredient in the construction of Kigami is the so-called compatible condition which gives the following two results, one is a monotonicity result which gives the characterization of the local quadratic form, the other is a harmonic extension which gives explicit functions in the domain of the local quadratic form to be dense in certain function spaces.
We get rid of compatible condition totally in our construction, but resistance estimates play a central role. On the one hand, resistance estimates imply so-called weak monotonicity results which also give the characterization of the local quadratic form. On the other hand, resistance estimates imply uniform Harnack inequality which is used to construct functions in the domain of the local quadratic form to be dense in certain function spaces.
Since compatible condition does not hold on the SC, but resistance estimates hold both on the SG and the SC, our construction can be applied both on the SG and the SC, but the construction of Kigami can not.
On the SG, besides analytic constructions, Barlow, Perkins [3] and Kusuoka, Zhou [18] also gave probabilistic constructions using approximation of Markov chains. All these constructions give the same local regular Dirichlet form due to the uniqueness result given by Sabot [20] .
The ultimate purpose of this paper and [12] is to provide a new unified method of construction of local regular Dirichlet forms on a wide class of fractals that uses only selfsimilar property and ideally should be independent of other specific properties, in particular, p.c.f. property.
The idea of our construction is using Γ-convergence of stable-like non-local closed forms, which is borrowed from the following classical result. for all u ∈ W 1,2 (R d ), where C(d) is some positive constant, see [7, Example 1.4.1] . This paper is organized as follows. In Section 2, we give statement of the main result. In Section 3, we list some results about Besov spaces. In Section 4, we give resistance estimates. In Section 5, we give two weak monotonicity results. In Section 6, we give uniform Harnack inequality. In Section 7, we construct one good function. In Section 8, we prove Theorem 2.1.
The paper [17] of Kumagai contains partially similar arguments in spirit.
Statement of the Main Result
Consider the following points in R 2 : p 0 = (0, 0),
Then the SG is the unique non-empty compact set
Let ν be the normalized Hausdorff measure on K of dimension α = log 3/ log 2. Let
Then {V n } is an increasing sequence of finite sets and K is the closure of ∪ ∞ n=0 V n . Let W 0 = {∅} and
For all
For all w = w 1 . . . w n ∈ W n , let
For all n ≥ 1, let V n be the graph with vertex set V n and edge set given by
For all n ≥ 1, let W n be the graph with vertex set W n and edge set given by (w (1) , w (2) ) :
Our main result is as follows.
Theorem 2.1. There exists a self-similar strongly local regular Dirichlet form 
Besov Spaces
In this section, we list some results about Besov spaces. For all β ∈ (0, +∞), define (1) For all β ∈ (0, +∞), for all u ∈ L 2 (K; ν), we have
(2) For all β ∈ (α, +∞), for all u ∈ C(K), we have
where
α,β (K) and B
2,∞
α,β (K) can be embedded into Hölder spaces as follows.
Then for all β ∈ (α, +∞), there exists some positive constant c such that
Resistance Estimates
In this section, we give resistance estimates. We need two techniques from electrical network. The first is the well-known ∆-Y transform, see [16, Lemma 2.1.15]. The second is shorting and cutting technique, see [6] .
For all n ≥ 1, let us introduce an energy on V n given by
where l(S) is the set of all real-valued functions on a set S. For all p, q ∈ V n , let
It is obvious that R n is a metric on V n . Since the terms (u(p) − u(q)) 2 are added twice in the summation of D n (u, u), each edge in V n has conductance 2, or equivalently, resistance 1/2.
For all n ≥ 1, let us introduce an energy on W n given by
It is obvious that R n is a metric on W n . Since the terms (u(w (1) ) − u(w (2) )) 2 are added twice in the summation of D n (u, u), each edge in W n has conductance 2, or equivalently, resistance 1/2.
Remark 4.2. In our construction of local regular Dirichlet forms, we only need the asymptotic behaviors of resistances as the case on the SC, see [12, Theorem 5.1] . The p.c.f. property of the SG is not essential, but only makes the calculation simple.
Proof. The proof is elementary using ∆-Y transform.
Corollary 4.3. For all n ≥ 1, for all w ∈ W n , we have
Proof. By symmetry, we only need to consider R n (w, 0 n ). Letting w = w 1 . . . w n−2 w n−1 w n , we construct a finite sequence in W n as follows.
. . .
For all i = 1, . . . , n − 1, by cutting technique, we have
we have
Weak Monotonicity Results
In this section, we give two weak monotonicity results. For all n ≥ 1, let
We have one weak monotonicity result as follows.
Proposition 5.1. There exists some positive constant C such that for all n, m ≥ 1, for all u ∈ l(V n+m ), we have a n (u) ≤ Ca n+m (u).
Indeed, we can take C = 2.
Remark 5.2. By the construction of Kigami, the sequence {a n (u)} n≥1 is indeed monotone increasing and the constant C can be taken to be 1. However, we can only obtain C = 2 using only resistance estimates.
Proof. For all w ∈ W n , for all p, q ∈ V w with p = q, by cutting technique and Proposition 4.1, we have
Hence a n (u) = 5 3 n w∈Wn p,q∈Vw ,p =q
For all n ≥ 1, let
We have the other weak monotonicity result as follows.
Indeed, we can take C = 36.
This result can be reduced as follows. For all n ≥ 1, let
Proposition 5.4. There exists some positive constant C such that for all n, m ≥ 1, for all u ∈ l(W n+m ), we have
Proof of Proposition 5.3 using Proposition 5.4. For all u ∈ L 2 (K; ν), note that
Proof of Proposition 5.4. Fix n ≥ 1. Assume that W ⊆ W n is connected, that is, for all
It is obvious that R W is a metric on W . By Hölder inequality, we have
Fix w (1) ∼ n w (2) . There exist i, j = 0, 1, 2 such that w
By cutting technique and Corollary 4.3, we have
In the summation with respect to w (1) ∼ n w (2) , the terms D w (1) Wm (u, u) and D w (2) Wm (u, u) are summed at most 6 times, hence
Uniform Harnack Inequality
In this section, we give uniform Harnack inequality as follows.
Proposition 6.1. There exist some constants C ∈ (0, +∞), δ ∈ (0, 1) such that for all n ≥ 1, x ∈ K, r > 0, for all non-negative harmonic function u on V n ∩ B(x, r), we have
Vn∩B(x,δr) u.
Remark 6.2. The point of the above result is that the constant C is uniform in n.
The idea is as follows. First, we use resistance estimates on finite graphs V n to obtain resistance estimates on an infinite graph V ∞ . Second, we obtain Green function estimates on V ∞ . Third, we obtain elliptic Harnack inequality on V ∞ . Finally, we transfer elliptic Harnack inequality on V ∞ to uniform Harnack inequality on V n .
Let V ∞ be the graph with vertex set V ∞ = ∪ ∞ n=0 2 n V n and edge set given by
Locally, V ∞ is like V n . Let the conductances of all edges be 1/2. Let d be the graph distance, that is, d(p, q) is the minimum of the lengths of all paths connecting p and q. It is obvious that d(p, q) ≍ |p − q| for all p, q ∈ V ∞ .
By shorting and cutting technique, we obtain resistance estimates on V ∞ from V n as follows.
where γ = log(5/3)/ log 2. Let g B be the Green function in a ball B. We have Green function estimates as follows. We obtain elliptic Harnack inequality on V ∞ as follows. u.
Now we obtain Proposition 6.1 directly.
One Good Function
In this section, we construct one good function with energy property and separation property. By standard argument, we have Hölder continuity from Harnack inequality as follows.
Proposition 7.1. For all 0 ≤ δ 1 < ε 1 < ε 2 < δ 2 ≤ 1, there exist some positive constants θ = θ(δ 1 , δ 2 , ε 1 , ε 2 ), C = C(δ 1 , δ 2 , ε 1 , ε 2 ) such that for all n ≥ 1, for all bounded harmonic function u on V n ∩ (δ 1 , δ 2 ) × R, we have
Proof. The proof is similar to [1, Theorem 3.9] .
For all n ≥ 1, let u n ∈ l(V n ) satisfy u n (p 0 ) = 0, u n (p 1 ) = 1 and
Then u n is harmonic on V n ∩ (0, 1) × R, u n (x, y) = 1 − u n (1 − x, y) for all (x, y) ∈ V n and u n | Vn∩{
By Arzelà-Ascoli theorem, Proposition 7.1 and diagonal argument, there exist some subsequence still denoted by {u n } and some function u on K with u(p 0 ) = 0 and u(p 1 ) = 1 such that u n converges uniformly to u on
Proposition 7.2. The function u given above has the following properties.
(1) There exists some positive constant C such that a n (u) ≤ C for all n ≥ 1.
(2) For all β ∈ (α, log 5/ log 2), we have
Proof. (2) By (1), for all β ∈ (α, log 5/ log 2), we have
By Lemma 3.1 and Lemma 3.2, we have u ∈ C β−α
(K). (3) It is obvious that
By symmetry, we only need to show that
Suppose there exists (x, y) ∈ K ∩ (1/2, 1) × R such that u(x, y) = 1/2. Since u n − 1 2 is a non-negative harmonic function on V n ∩ ( 1 2 , 1) × R, by Proposition 6.1, for all 1/2 < ε 1 < x < ε 2 < 1, there exists some positive constant C = C(ε 1 , ε 2 ) such that for all n ≥ 1 max
Since u n converges uniformly to u on
By continuity, we have
We list some basic facts about Γ-convergence. In what follows, K is a locally compact separable metric space and ν is a Radon measure on K with full support. We say that (E, F ) is a closed form on L 2 (K; ν) in the wide sense if F is complete under the inner product E 1 but F is not necessary to be dense in
in the wide sense, we extend E to be +∞ outside F , hence the information of F is encoded in E. Definition 8.1. Let E n , E be closed forms on L 2 (K; ν) in the wide sense. We say that E n is Γ-convergent to E if the following conditions are satisfied.
(1) For all {u n } ⊆ L 2 (K; ν) that converges strongly to u ∈ L 2 (K; ν), we have Let {(E n , F n )} be a sequence of closed forms on L 2 (K; ν) in the wide sense, then there exist some subsequence {(E n k , F n k )} and some closed form
In what follows, K is the SG and ν is the normalized Hausdorff measure on K. For all β ∈ (α, +∞), by Lemma 3.1 and Lemma 3.2, denote
α,β (K) and β * := log 5 log 2 .
We have non-local regular closed forms and Dirichlet forms as follows.
Remark 8.4. E β does not have Markovian property, but E β , E β , E β do have Markovian property. An interesting problem in analysis on fractals is for which value β > 0, (E β , F β ) is a regular Dirichlet form on L 2 (K; ν). The critical exponent
is called the walk dimension of the SG. A classical approach to determine β * is using heat kernel estimates and subordination technique to have
see [19] . The following proof provides an alternative approach without using diffusion.
Proof of Proposition 8.3. For all β ∈ (α, β * ). We only need to show that F β is uniformly
. It is obvious that F β is a sub-algebra of C(K). By Stone-Weierstrass theorem, we only need to show that F β separates points.
Let u be the function in Proposition 7.2, then
w (z i ) with some w ∈ W n and some n ≥ 1, then there exist i, j ∈ {0, 1, 2} with i = j such that z 1 ∈ K i \K j , z 2 ∈ K j \K i . Without loss of generality, we may assume that i = 0, j = 1, then x 1 < 1/2 < x 2 . By Proposition 7.2, we have
Hence F β separates points. +∞) . Suppose that u ∈ F β is not constant, then there exists N ≥ 1 such that b N (u) > 0. By Proposition 5.3, we have
contradiction! Hence F β consists only of constant functions.
We need an elementary result as follows.
Lemma 8.5. Let {x n } be a sequence of non-negative real numbers.
(1)
(2) If there exists some positive constant C such that
Proof. The proof is elementary using ε-N argument.
Take {β n } ⊆ (α, β * ) with β n ↑ β * . By Proposition 8.2, there exist some subsequence still denoted by {β n } and some closed form (E, F ) on L 2 (K; ν) in the wide sense such that (β * − β n )E βn is Γ-convergent to E. Without loss of generality, we may assume that 0 < β * − β n < 1 n + 1 for all n ≥ 1.
We have the characterization of (E, F ) on L 2 (K; ν) as follows.
Proposition 8.6.
Proof. Recall that
On the one hand, for all u ∈ L 2 (K; ν), we have
Since 0 < β * − β n < 1/(n + 1), we have 2
Taking supremum with respect to k ≥ 1, we have
By Lemma 3.1 and Lemma 3.2, we have F ⊆ C(K) and
Similar to the proof of Proposition 8.3, we have F is uniformly dense in C(K), hence (E, F ) is a regular closed form on L 2 (K; ν).
Now we prove Theorem 2.1 as follows.
Proof of Theorem 2.1. For all n ≥ 1, for all u ∈ l(V n+1 ), we have Hence for all n, m ≥ 1, for all u ∈ l(V n+m ), we have 5 3 m w∈Wm a n (u • f w ) = a n+m (u).
For all u ∈ F , n ≥ 1, w ∈ W n , we have Hence E (n) (u, u) ≍ sup
Hence (E loc , F loc ) on L 2 (K; ν) is self-similar. For all u, v ∈ F loc satisfying supp(u), supp(v) are compact and v is constant in an open neighborhood U of supp(u), we have K\U is compact and supp(u) ∩ (K\U ) = ∅, hence δ = dist(supp(u), K\U ) > 0. Taking sufficiently large n ≥ 1 such that 2 1−n < δ, by self-similarity, we have
For all w ∈ W n , we have u • f w = 0 or v • f w is constant, hence E loc (u • f w , v • f w ) = 0, hence E loc (u, v) = 0, that is, (E loc , F loc ) on L 2 (K; ν) is strongly local. For all u ∈ F loc , it is obvious that u + , u − , 1 − u, u = (0 ∨ u) ∧ 1 ∈ F loc and E loc (u, u) = E loc (1 − u, 1 − u).
Since u + u − = 0 and (E loc , F loc ) on L 2 (K; ν) is strongly local, we have E loc (u + , u − ) = 0. Hence
that is, (E loc , F loc ) on L 2 (K; ν) is Markovian. Hence (E loc , F loc ) is a self-similar strongly local regular Dirichlet form on L 2 (K; ν). 
