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Abstrak. Latihan Berasaskan Web (LBW) dikenalpasti sebagai salah satuteknik pembelajaran yang berkesan. walau Lagaimanapun, latihan
berasaskan Web biasanya mempunyai kelemahan iaitu pelajai tidak diberi
penekanan daripada aspek penilaian semasa sesi latihan. oleh yang
demikian, teknik kepintaran buatan diimplementasikan terhadap laman Web
berasaskan latihan untuk membolehkan pencapaian pelajar dinilai. Teknik
Bayesian digunakan untuk mengkategorikan pelajar selepas sesi ujian
dilakukan. Pelajar dikategorikan kepada lemah, sederhana dan cemerlang.
Kategori ini merupakan hipotesis dalam Bayesian. Menerusi penggunaan
teknik Bayesian, pelajar dapat dikelaskan berpandukan kepada h-ilotesis
yang bergantung kepada beberapa bukti iaitu latarbelakang pend^idikan,
latarbelakang pengafurcaraan, peringkat latihan, markah dai masa yang
diperuntukkan untuk menjawab soalan. Sebuah prototaip dibangrrnkan untot
menguji kebolehpercayaan terhadap pene.imaan hipotesis dengan
menggunakan certainty factor (cf). Bahasa pengaturcaraan Java dipilih
sebagai domain latihan. Menerusi lajian yang dilakukan,
pengimplementasian teknik kepintaran buatan iaitu Bayesian dapat
diimplementasikan dalam pembangunan prototaip latihan beiasaskan Web
unfuk pengafurcaraan Java.
Kata kunci: Latihan Berasaskan web, Teknik Rangkaian Bayesian, Bahasa
Pengaturcaraan Java
1 Pengenalan
fejajar dengan perkembangan dunia pendidikan yang semakin berkembang, pelajarbanyak didedahkan dengan teknik Pembelajaran derbantukan Komputei (pBK).
Ylh bagaimanapuno kebanyakan pembangunan perisian pembelajaran berasaskanPBK telah berubah dan ditingkatkan lagi dalam bennrk Web dan dikenali sebagai
Latihan Berasaskan Web (LBW). Ini disebabkan peningkatan penggunaan internet di
rumah, di pejabat, di sekolah dan juga di institusi-institusi p"ngiii;1inggi.
Menurut Horton (2000), pembelajaran jarak jauh telah lama diperke-nalkan. pada
tahun 1925, kursus ditawarkan oleh State Univirsity of lowa menirusi radio dan inidiikuti pada tahun l940an, pembelajaran menerusi tilevisyen yang dilargkapi dengan
!9ludahan untuk penyiaran secara langsung untuk pelajar j;rk jauh. pada tahunl980an, tele-persidangan diperkenalkan untuk membolehkan komunikasi antara
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pelajar dan guru yang berada pada tempat yang berbeza dilakukan. LBW adalah
teknologi terkini yang diperkenalkan untuk pembelajaran jarak jauh.
LBW membenarkan pelajar mengikuti pembelajaran tanpa perlu menghadiri kelas
biasa. Ianya juga tidak membataskan masa dan tempat untuk belajar. Melalui
prngg,tnuun komputer yang dilengkapi dengan kemudahan Internet, pelajar boleh
tn.trgikrti proses pembelajaran di mana jua mereka berada. Pelajar juga berpeluang
*tut belajar topit yang sama berulang-ulang sehingga pemahaman diperolehi. Di
samping itt, pelajar juga berpeluang untuk menilai sendiri kemampuan dan
pernaha:man mereka terhadap sesuatu topik dengan mencuba latihan yang diberikan
untuk melatih mereka mengaplikasikan pelajaran yang telah diperolehi.
Bahasa Pengaturcaraan Java dipilih sebagai domain untuk LBW ini
memandangkan leperluan terhadap pengguna yang terdiri daripada pelajar Sains
Komputer dan Sist-em Maklumat (FSKSM) yang perlu mengambil mata pelajaran
pengaturcaraan Berorientasikan Objek sebagai subjek teras yang menggunakan
bahisa ini. Teknik Bayesian digunakan untuk mengklasifikasikan pelajar mengikut
pencapaian melalui latihan yang disediakan dalam LBW. Model pelajar digunakan
untuk membantu capaian menerusi teknik Bayesian. Teknik Bayesian dikenalpasti
salah satu teknik di dalam kepintaran buatan (Artificial Intelligence).
Seterusnya, kertas kerja ini akan membincangkan kajian literatur dalam bahagian
kedua, perlaksanaan teknik Bayesian pada LBW dalam bahagian ketiga dan
kesimpulan dalam bahagian keempat.
2 Kajian Literatur
Dalam bahagian kajian literatur ini diterangkan tentang subjek pengaturcaraan Java
yang digunakan, latar belakang LBW, pengimplementasian kepintaran buatan yang
ierlibat dan teknik Rangkaian Bayesian yang digunakan dalam kajian ini'
2.1 Subjek Pengaturcaraan Java
Java adalah bahasa pengaturcaraan berorientasikan objek. Ia adalah subjek teras yang
perlu diikuti oleh pelajar yang mengikuti kursus Diploma pengajian Sains Komputer
dan Sistem Maklgmat (FSKSM) , UTM. Java dipilih sebagai domain kajian yang
dilalcukan disebabkan semua pelajar FSKSM akan menggunakannya di dalam subjek
teras fakulti iaitu Pengaturcaraan 2. Selaras dengan itu, latihan yang disediakan
berpandukan modul plmbelajaran yang digunakan oleh pensyarah Fakulti Sains
Komputer dan Sistem Maklumat (FSKSM) , UTM sahaja'
Melalui kajian yang dilakukan, modul pembelajaran Java yang terlibat telah
dikenal pasti seperti dalam Jadual 1.
2.2 Latihan Berasaskan Web
LBW dikenal pasti sebagai salah satu alternatif pembelajaran yang sesuai pada masa
kini. LBW aa"hn aplikasi teknologi Web untuk tugasan pembelajaran golongan
ll0
tertentu seperti pelajar, golongan profesional, akademik dan sebagainya. LBW terdiri
daripada 3 pembangunan sosial dan teknikal iaitu pembelajaraniaiat<;auh, pendidikan
menerusi komputer dan penggunaan teknologi Intemet.















Mahir d) Hubungan antara Kelas Perhubungan
Penyatuan dan Komposisi
Pewarisan
Bagi membangunkan sebuah LBW, beberapa objektif dikenalpasti. Objektif akan
dapat dinyatakan dengan jelas sekiranya golongan pltuiur yang terlibat di-kenalpasti,
matlamat latihan yang hendak disampaikan jelas, bagaimanilatilan yang disampuikul
dapat diaplikasi dan kejayaan yang dapat dicapai trasit aaripada latihan;ang dibirikan
dikenalpasti.
_ 
Bagi pengguna yang terdiri daripada pelajar bagi LBW ini, ia mempunyai
beberapa kriteria. Antaranya mereka boleh teiAiri daripada golongan yang sukaberdikari, dan melihat pembelajaran itu secara positif , beidisipli-n , pi'ndaimengurus
masa dan suka bekerja berseorangan, mempunyai kemahiran asis komputer yang baik,
berpengetahuan dalam perniagaan dan pembelajaran dan tidak *"-p.rrry"i kemudahan
untuk menghadiri kelas secara tradisional. Selain itu pelajar yung..nggunakan LBW
fo]eh terdiri daripada mereka yang mempunyai matlamat-kh,ir"r .Ei"rti memilikikelayakan dan kemahiran dalam tugas yang spesifik. LBW juga tiiak terkecuali
!:ql!u mereka yang memptrnyai kemahi*n siderhutra dalams"iuatu bidang (Horton,
2000).
LBW membantu mengurangkan kos terhadap pengguna iaitu kos perjalanan dan
pengangkutan. Selain itu ianya juga hrut mengurangkan kos penggunain perkakasan,
kos pengurusan dan pentadbiran dan kos gaji pite4a.
Terdapat beberapa aktiviti dalam LBW iaitu Webcasrs, jujukan persembahan,Activities Drill-and-practice, scavenger hunts, panduan kajian, p-drr* analisis,
rekabentuk berkumpulan, BrainstovTning, kajian kes, Group critiquis,makmal 
^uyu"Hands-on activities..dan.Learning games (Horton, 2000). ,qktiniti-uttiuiti yag
digunakan dalam kajian ini seperti berikut:
D ril l-an d-Practi ce A ctivitie s
Menurut Horton (2000) Drill-and-practice activities membenarkan ulangan latihan
dalam persekitaran pembelajaran yang mudah. Dritl-and-practice activities membina
kitaran ujian ringkas dengan sistem memberikan rnuruiuh untuk diselesaikan dan
lll
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pelajar akan diminta untuk menyelesaikan masalah yang diberikan. Sistem akan
menyediakan tindak balas kepada penyelesaian yang dinyatakan sebelum soalan
seterusnya diberikan. Drill-and-practice activities sangat berguna untuk membantu
pelajar mengingati fakta dan memastikan kemampuan untuk mengingati kembali
pelajaran supaya ianya dapat diimplementasikan.
Tutorial Knowledge-paced'
Jenis tutorial yangteilibat dalam pembangunan LBW ini adalah tutorial Knowledge-
paced. Tutorial jenis ini membenarkan pelajar menjalani ujian selepas modul
pengenalan. Ujian yang disediakan untuk setiap peringkat yang lebih tinggi adalah
iebih sukar berbanding peringkat sebelumnya. Pelajar akan menjalani latihan secara
berperingkat. Pelajar yang gagal tidak dibenarkan mengikuti latihan untuk ke
peringkat seterusnya. Pelajar akan melakukan capaian ke atas topik berkaitan setelah
setesai menjalani ujian. Pada akhir sesi latihan, pelajar akan diberikan rumusan
berdasarkan persembahan mereka menerusi ujian yang telah dijalankan.
2.3 tmplementasi Kepintaran Buatan l)alam LBW
Kajian ini akan menerangkan tentang teknik Kepintaran Buatan (KB) yang boleh
diimplementasikan dalam pembelajaran yang berkonsepkan jarak jauh'
Memandangkan LBW itu sendiri berkonsepkan pembelajaran jarak jauh, maka secara
tidak langsung I<B menyediakan kerangka kerja sistem yang melibatkan 5 komponen
major.
Noraniah, et al.(2000) menyatakan bagi pembelajaran jarak jauh, kerangka kerja
terdiri daripada 5 komponen major iaitu model pelajar (student mode[), model
kepakaran domain (domitn expert model),janakuasa minat (interest generator)' model
tutorial (tutoring mode[) dan antaramuka pengguna.
Model pelajar digunakan untuk menilai pengetahuan yang diperolehi pelajar dan
corak pembeiajaran peribadi yang terlibat sepanjang proses pembelajaran
dilaksanakan. Model kLpakaran domain pula melibatkan penyimpanan pengetahuan
domain dalam ruang khas yang membenarkan manipulasi mudah dilakukan untuk
proses pembelajaran. Janakuasa minat membenarkan penyesuaian suasana
pembelajaran beidasarkan kepada minat pelajar secara umum, manakala model tutorial
aigunakan untuk mengajar pelajar tentang subjek domain. Dalam prototaip yang
di[angunkan, model pJla.lar sahaja yang digunakan. Menurut Noraniah, et al-(2000),
model pelajar penting kerana jika tiada, semua pelajar akan dilayan sama rata
walaupun mempunyai latarbelakang pendidikan yang berlainan. Arahan secara
individu dapat aiUitta berdasarkan kepada maklumat yang didapati daripada model
pelajar.
Model Pelajar
Menurut Noraniah, et at.(2000), model pelajar diperolehi dengan mendapatkan data
dan latarbelakang pelajar, kemudian diikuti dengan implementasikan data untuk jana
persembahan bagi proses pembelajaran dan seterusnya laksanakan beberapa jenis
tt2
kesimpulan untuk jujukan persembahan maklumat domain yang telah dipersembahkan
kepada pelajar.
. 
Data tentang pelajar boleh diperolehi menerusi dua kaedah iaitu secara langsung
dan secara tidak langsung. Dalam kajian ini, menerusi kaedah secara langsung, data
diambil secara terus menerusi soalan yang diutarakan kepada pelajar. Antara contoh
soalan yang terlibat seperti latarbelakang pelajar, pengalaman, pengetahuan dan
kecenderungan domain yang dimiliki. Latarbelakang pelajar merujuk kipada bidang
pengkhususan pelajar manakala pengalaman pelajar pula memberi penekanan kepada
pengetahuan domain semasa yang dimiliki oleh pelajar.
Semasa sesi pembelajaran berlangsung, maklumat secara tidak langsung yang
mewakili keadaan semasa pembelajaran seperti perilaku pelajar (student behivtouiy
diperolehi . Data-data yang diperolehi ini akan dianalisa. bata secara tidak langsung
ini termasuklah perilaku pelajar semasa sesi pembelajaran dan skor yang diperolehi
daripada sesi latihan dan kuiz.
Teknik permodelan stereotaip (Rich, 1979) digunakan untuk analisa data dan
kemudiannya akan digunakan untuk pengelasan pelajar mengikut kesesuaian.
Lampiran A menunjukkan model stereotaip untuk-pengelasan pelajar mengikut
kategori berasaskan kepada beberapa kriteria. Berdisarkan model stereotaif, di
Lampiran A, pelajar akan diklasifikasikan mengikut kategori sama ada lemah,
sederhana atau mahir berpandukan markah yang diperolehi lada akhir sesi latihan(*jut Jadual 2.). Capaian terhadap tahap pembelajaran diGntukan oleh prototaip
berdasarkan maklumat latar belakang pendidikan dan kursus yang telah dimasukkan
oleh pelajar.
Prototaip akan mengenalpasti corak pembelajaran pelajar yang kemudiannya akan
ditukar kepada perwakilan pengetahuan model pakar-yang membolehkan prnrt"r*
\ategori pelajar dilalrukan sekiranya perlu (ong a namachandaran,2003i. MenurutO.tg dan Ramachandran (2003), pengetahuan model pakar adalah perwakilan
komputer terhadap subjek kepakaran domain yang membolehkan peibandingan
terhadap perilaku pelajar dengan pilihan kepakaran dilakukan. Perbandingan ini dibuat
untuk menilai sejauh mana pemahaman pelajar. Jadual 2 menggambarkan kategoripelajar berdasarkan pemerhatian terhadap perilaku pelajar melalui masa yang
diperuntukkan untuk menyiapkan latihan semasa proses pembelajaran yang terdiri
daripada l0 soalan mengisi tempat kosong dengan pilihan jawapan diberikan. -
Kesimpulannya, berdasarkan model pelajar yang terdiri daripada model stereotaip
dan pengetahuan model Pakm, ia akan memudahkan corak pembelajaran pelajar
dikenalpasti. Ia juga- sg"utl tidak langsung akan memudahkan-pengelasan terhadlp
kategori pelajar dilakukan.Teknik Bayesian akan digunakan untuk Iapaian terhadap
model pelajar.
Jadual 2. uan model berdasarkan laku
Kategori Masa Markah
Lemah > 2 minit <494/o
Lemah < 2 minit >49yo
Sederhana > 2 minit <5V/o-8OVo
Sederhana < 2 minit <5ff/o-80%o
Cemerlang > 2 minit >:80%
Cemerlang < 2 minit >=80Yo
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2.4 Teknik Rangkaian BaYesian
Rangkaian Bayesian (Bayesian Nehuork) (Benglsson, 1999), (Negrevitsky' 2002)
adalih perwakilan kesatuan kebarangkalian untuk set pembolehubah rawak. Ia
-".p,-yui struktur dan parameter iaitu kualitatif dan kuantitatif. Strukhr
menunjickan perhubungan bersandar dan tidak bersandar antara setiap pembolehubah
rawak- Parameter adalah kebarangkalian bersyarat yang berkaitan dengan
pembolehubah rawak. Rangkaian Bayesian adalah graf pemusingan terus (a cyclic
dfrected graph) dengan setiap nod yang sesuai untuk pembolehubah rawak dan
bergabung dingan 
"oiditionol 
probabitity table (CPT). CPT mengandungi baris untuk
seti-ap temungkinan kombinasiuntuk nilai parenf. Lajur terdiri daripada kemungkinan
nilai untuk pembolehubah rawak. Jika nilai nod diketahui, maka ia dikenali sebagai
evidence nod". Setiap sel rajatr mengandungi kebarangkalian bersyarat untuk nilai
pembolehubah rawak. Setiap lajur rajah, jumlah keseluruhannya adalah 1. Oleh yang
iemikian, bagi penetapan setiap parameter untuk rangkaian Bayesian, kebarangkalian
bersyarat .rtttuk setiap pembolehubah rawak berdasarkan parent dan kebarangkalian
utama untuk akar nod mestilah diketahui.
Menurut Negnevitsky (2002), kebarangkalian peristiwa adalah perbandingan kes.
Ia juga boleh ditakrif sebagai ukuran saintifik terhadap peluang. Melalui kajian ini, ia
akan-membincangkan tentang idea asas yang digunakan dalam perwakilan tidak jelas
dalam sistem paku.. Kelebihan penggunaan rangkaian Bayesian termasuklah ia
merupakan 
-oA"t kebarangkalian yang boleh memberikan kesimpulan terhadap
kepercayaan melalui pemerhatian yang dijalankan. Rangkaian Bayesian juga boleh
digunakan sebagai pingklasifikasian melalui penggunaan algorithma. Rangkaian
Bayesian mempunyai pembolehubah rawak dan kebarangkalian bersyarat.
Bengtsson 
-tf qgql menyatakan rangkaian Bayesian terbahagi kepada dua bahagian
iaitu baf,agian kualitatif dan bahagian kuantitatif. Komponen penting yang terdapat
pada bahagian kualitatif iaitu pengstrukturan, graf pemusingan terus (directed a cyclic
-Sroph), 
pembahagi mewakili pembolehubah dan sisi mewakili hubungan antara dua
[.-Uof"tt"Uah. Bahagian kuantitatif mewakili penguat antara pembolehubah dengan
fungsi kebarangkalian bersyarat. fungsi kebarangkalian bersyarat.
IVegnevitsky (2002) seterusnya menerangkan perwakilan asas Bayesian dalam
sistem pakar diwakili dalam bentuk berikut:IF Evidence is true
THEN Hipothesis is true (with probability)
Dalam sistem pakar, H selalunya mewakili hipotesis dan E mewakili bukti yang
menyokong hipotesis. Jika ditukar dalam bentuk hipotesis dan bukti, persamaan
terbentuk adalah sePerti berikut:p(HlE): P(EID xP(H)
p(ElH) x p(H) +P(El-H) xP(-H)
p(H) adalah kebarangkalian hipotesis H adalah benar
ptBpU adalah kebarangkalian bahawa hipotesis H adalah benar berdasarkan bukti E
p(-H) adalah kebarangkalian hipotesis H adalah salah
piet :Hl kebarangkalian untuk menemui bukti peristiwa E bila hipotesis H adalah
salah
tt4
Dalam persamaan di atas, kebarangkalian untuk hipotesis H,p(H) perlu ditakrifkan
terlebih dahulu sebelum sebarang bukti E dikaji. Dalam sistem pakar, kebarangkalian
yang diperlukan untuk menyelesaikan sebarang masalah disediakan oieh pakar. pakar
1kp mengenalpasti kebarangkalian yang munasabah untuk p(H) dan p(-H) dan
kebarangkalian bersyarat untuk bukti E jika H adalah benar, pp;H; oan jika hipotesis
H adalah 9alah, p(El -H). Pengguna sediakan maklumat berdasarkan bukti dan sistemqfq- melakukan pengiraan p(HlE) untuk hipotesis H berpandukan bukti E yangdiberikan oleh pengguna. Kebarangkalian ptHlE) dikenali sebagai kebarangkalian
terkemudian Qtosterior probability) .
Rajah l. perwakilan Bayesian dalam pepohon (Negnevitsky ,2002)
Rajah I mengilustrasikan perwakilan Bayesian dalam bentuk pepohon menurutpandangan dalam sistem pakar. Bukti diwakiii oleh E dimana ianyabersandar kepadahipotesis H yang terlibat. Menurut Negnevitsky (2002), Konsep kebarangkalian
bersyarat diperkenalkT 
-un|+ mempertimbangkan ieristiwa B Uertaku bergantungpada masa peristiwa H berlaku. H mempunyui U.6oupa kebarangkalian bersyaratyang diwakili oleh P yang akan menentukan hipotesis yang berlalcrisama ada benaratau salah. Aturcara untuk penjanaan rangkaian - Bayesian boleh dilarikan
menggunakan sebarang sistem pengoperasian. Menurut Bengtsson (lggg) biasanya
aturcara ditulis dalam bahasa pengaturcaraan Java. Manakali, Rangkaian Bayesianboleh disunting dengan menggunakan sebarang editor teks, contohnla sepert i ruL
B elief Network File format.
3 Perlaksanaan Teknik Bayesian pada LBW
Bahagian ini akan menerangkan keputusan pengujian yang diperolehi sebelum dan
selepas teknik Bayesian diimplementasikan dai-u. p.ototuip 




pengujian dimulakan dengan pelajar diminta mengisi borang pendaftaran yang
disediakan secara atas talian. Borang yang telah diisi digunakan untuk mendapatkan
maklumat latarbelakang pelajar. Seterusnya pelajar diminta menjawab 20 soalan pada
setiap peringkat yang dibahagikan kepada 3 kategori iaitu lemah, sederhana dan
mahir. 
- 
Semasa pro*"r latihan dijalankan, markah dan masa yang diperolehi pelajar
akan diambil kira selain daripada maklumat latarbelakang yang diberikan oleh pelajar
pada borang pendaftaran.
3.1 Nitai Nod Pepohon sebelum Penjanaan Teknik Bayesian
Data-dataawal yang diperolehi pada peringkat awal adalah data mentah. Ianya perlu
ditukar kepada nitai t etr.angkalian iaitu dalam bentuk perpuluhan dan dimasukkan
dalam nod pepohon berdasarkan model pelajar yang telah dijana untuk penggabungan
keseluruhan nilai kebarangkalian yang mungkin wujud.
3.2 Nilai Nod Pepohon selepas Penjanaan Teknik Bayesian
pengujian seterusnya melibatkan penjanaan nilai kebarangkalian untuk menggunakan
rumus Bayesian.
tengujian teknik Bayesian dimulakan dengan menjana nilai kebarangkalian
berdasaikan kebergantungan hipotesis terhadap bukti tunggal. Bukti-bukti ini akan
digabungkan pudu fasa akhir untuk pengkategorian pelajal dengan
prtrgi.pl.mentaiian rumus Bayesian. Pada akhir fasa pengujian, nilai sebenar yang
menyokong kepada hipotesis akan diperolehi.
Rajah 2. Grafkebarangkalian untuk setiap hipotesis terhadap kebergantungan bukti tunggal
dalam penj anaan BaYesian.
Rajah 2 menunjukkan graf perbandingan untuk setiap hipotesis berdasarkan

















sehingga Er2 adalah Diploma, rlazah, Tanpa pengaturcaraan, Dengan
Pengafurcaraan, Mudah, Sederhana, Mahir, < 4gyo, iov" - g0%, >:g0vo, > z minit
dan < 2 minit. Hipotesis yang terlibat adalah lemah, sederhana dan cemerlang.
Berdasarkan Rajah 2 menunjukkan bahawa purata kebarangkalian untu1 lemah
lebih tinggi berbanding sederhana dan cemerlang. Walaubagaimanapun, sesetengah
kebergantungan bukti terhadap hipotesis lemah mencatatkan pengurangan berbandlng
hipotesis sederhana dan cemerlang. Keadaan ini dipengaruhi otetr lenjanaan nodpada peringk at aw al penj anaan pepohon B ayesian.
- 
Bagi mendapatkan nilai kebarangkalian yang mempunyai kebergantungan kepada
beberapa bukti terhadap satu hipotesis, gabung* 
""tu[ keLergantun-gan Uti*i tunggaldig{unqkan bergantung kepada bukti yang dikehendaki. Frototaip akan menjana
nilai kebergantungan bukti ini menerusi kod aturcara yang dikodk* untuk
perlaksanaan Bayesian.
Rajah a di Lampiran B menunjukkan hasil pengujian terhadap perbandingan yang
dilakukan untuk hipotesis lemah sebelum dan selepal penjanaan i"fotit Bayeiian olehprototaip. Nilai lelaran kebarangkalian tinggi OiseUaUtan oleh penggunaan rumus
untuk kebergantungan bukti tunggal mempengaruhi nilai kebarangkalian untuk
\gbersantungan pelbagai bukti bagi satu hipotesis. Nilai sebeln p"ttg.r3ian rendahdibandingkan selepas pengujian kerana nilai sebelum pengujian hanyl mefibatkan
pengiraan menggunakan teknik kebarangkalian asas UiuJa- sahaja. Ianya tidak
melibatkan penggunaan peraturan-peraturan yang kompleks.
Rajah b di Lampiran B menunjukkan hasil pengujian yang dilakukan melibatkan
hipotesis sederhana. Ia menggambarkan perbeman-y*g *uJuA sebelum dan selepas
pengimplementasian teknik Bayesian. Menerusi pepohon yang dijana,
kebergantungan bukti untuk hipotesis sederhana mencatatkan perbezaanse6elum dan
selepas perlaksanaan Bayesian disebabkan penjanaan dua kaii untuk Bayesian iaitu
pertama untuk mendapatkan nilai kebarangkalian untuk kebergantungan bukti tunggal
dan.kedua untuk penggabungan pelbagai bukti bagi memb.ntok hipotesis. Sebelum
penjanaan Bayesian, nilai kebarangkalian yang wujud hanya melibatkan satu kali
penjanaan nilai kebarangkalian dengan mengambil kira kebergantungan yang wujud
dalam nod asas.
Rajah c di Lampiran B menunjukkan perbandingan untuk hipotesis cemerlang
sebelum dan selepas pengujian dilatcukan terhadap prototaip. penggabungan
menggunakan nrmus Bayesian menjadikan lelaran tinggi UeiUanOing -sebelum
pengujian dilakukan. Ini adalah disebabkan oleh nilai kebergantungan Uutti tunggal
yang terlibat sebelumnya. Hasil selepas pengujian diperolehi setepas beb erapaoperasi
pengiraan melibatkan beberapa algoritma dilakukan oleh prototaip.
Berdasarkan Rajah a, b dan c di Lampiran B, kebergantungan bukti tunggal di
ambil kira dengan memisahkan setiap bukti yang wujud iaitu diploma, ijazai, tanpa
pengaturcaraan, dengan pengaturcaraan, peringkat latihan mudah, peringkat latihan
sederhana, peringkat latihan mahir, markah yang diperolehi dan 
-uru ying diambiluntuk menyiapkan latihan yang diberikan Hipotesis akhir di gu"uk;" untuk
mengkelaskan bukti yang dikenalpasti. pada akhir fasa pengujian, nilai
kebergantungan bukti yang sama tetapi hipotesis yang berlainan akai iiuii untgt
menenhrkan kategori sebenar pelajar iaitu lemah, sederhina atau mahir
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Seterusnya pengujian dilakukan untuk memastikan bahawa prototaip memenuhi
objektif yu"g aik.ttendaki. Bagi menguji sejauh mana pengimplementasian teknik
Bayesian ini berkemampuan untuk mengkategorikan pelajar berdasarkan kepada
beberapa bukti, ianya dilaksanakan dengan melibatkan 13 orang responden yang
mempunyai pelbagai latarbelakang pengaj ian yang berlainan'
M"nr-ri hasil yang didapati daripada pengujian ini, ianya akan menunjukkan
bahawa kebergantungatt tethadup beberapa bukti yang berlainan mempengaruhi nilai
hipotesis yang berlainan untuk pengkategorian pelajar' 
,' 
Lampirarr C menunjukkan keputusan yang diperolehi terhadap pengujian yang
dilakukan kepada 13 orang responden tersebut. Menerusi kajian ini, responden yang
terlibat terdiri daripada pelbagai latarbelakang. Menerusi maklumat yang diberikan,
nilai kebergantungan bukti untuk hipotesis akan dijana oleh prototaip untuk
membolehkan pelajar dikategorikan mengikut pencapaian sepanjang mengikuti
latihan dan kriteria latarbelakang yang diambil kira dengan menggunakan rumus
Bayesian.
Graf di dalam Rajah 3 diperolehi setelah nilai akhir untuk kebergantungan
pelbagai bukti berdasarkan Lampiran C diambil kira. Berdasarkan Rajah 3, didapati
fufru*u pengkategorian pelajar dilalcukan bergantung kepada buktit Bukti yang
berlainan 
-"*U.ti kesan kepada hipotesis akhir pelajar, sama ada pelajar tergolong

















Rajah 3. Grafuntuk pengkategorian responden berdasarkan pelbagai bukti
Hasil daripada pengujian menunjukkan bahawa kategori untuk pelajar cemerlang
tidak dapat dilaksanakan. Ini dipengaruhi oleh penjanaan nod pada peringkat awal
pepohon Bayesian. Nilai kebarangkalian kebergantungan untuk cemerlang adalah
iroa*t. Oleh yang demikian ianya secara tidak langsung mempengaruhi keseluruhan
nilai yang bakal dijana seterusnya. Pengujian yang dijalankan menunjukkan
perbezaan- antara penggunaan rumus asas kebarangkalian biasa dengan rumus
bayesian. Berdasarkan perbezaan yang wujud ini, didapati bahawa penggunaan
t18
rumus Bayesian berjaya diimplementasikan dalam prototaip. Berdasarkan pengujian
yang dilaksanakan didapati bahawa kebergantungan terhadap bukti yang'berlainan
mempengaruhi hipotesis akhir. Bukti yang dimaksudkan adalah- lalarbelakang
pendidikan, latarbelakang pengaturcaraan, modul latihan, markah dan masa yangdiambil manakala hipotesis akhir yang terlibat adalah lemah, sederhana dan
cemerlang.
4 Kesimpulan
Prototaip yang dibangunkan adalah landasan untuk pengujian teknik yang digunakan
iaitu Bayesian. Pemilihan LBW dilakukan untuk p"ngi*pi.mentasian pen-gkaLgorian
pelajar. Berdasarkan kajian elemen kebergantungun U"kti pada peringkai awal fasakajian, didapati beberapa bukti yang seJuai telah dikenalpasti-iaitu latarbelakang
pendidikan, latarbelakang pengaturcaraan, peringkat latihanyang terlibat sama adalemah, sederhana atau mahir, markah yang diperolehi dan mu-ru y*g dicatatkan
menyelesaikan latihan boleh diambil kira untuk sokongan akf,ir terhadap
hipotesis.
Setelah bukti yang terlibat dikenalpasti, penjanaan model prototaip dilakgkan.
flo-del prototaip yang dijana adalah gambaran awal untuk nod pepohon Bayesian.Pada dasarnya penjanaan Bayesian melibatkan penggunaan rumus yang bersandar
secara rawak dan bersandar secara tidak rawak. oleh y*g d..iician, kami
menghadapi kesukaran kerana kebanyakan kajian yang dilakukan memfokuskan
kepada-.rumls yang melibatkan kebersandar"n .L.utu.awak. Memandangkan kajianyang dilakukan melibatkan kebersandaran secara tidak rawak, kami ienghadapi
kesukaran unfuk mendapatkan rumus yang sesuai. Selain itu, kebergaitungan
terha$ap beberapa bukti memerlukan kepada pemahaman yang mendalam untuk
membolehkan pengimplementasian Bayesian dilakukan. PJngujian dilakukan
terhadap semua rumus untuk mendapatkan rumus yang tepat dengan kajian yang
dilakukan.
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