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Resumo
Neste trabalho apresentamos uma introduc¸a˜o a` teoria de C0−semigrupos (e C0−gru
po) de operadores lineares e limitados, e mostramos que operador de ondas em RN e´ o
gerador infinitesimal de um C0−grupo de operadores lineares e limitados em um espac¸o
de Banach apropriado.
Palavras-chave: semigrupos, grupos, operador de ondas, gerador infinitesimal de
C0−grupos.
Abstract
In this work, we present an introduction to the theory of C0−semigroup (and
C0−group) of bounded linear operators, and we show that wave operator in RN is
the infinitesimal generator of a C0−group of bounded linear operators in a appropriate
Banach space.
Keywords: semigroups, groups, waves operator, infinitesimal generator of C0−groups.
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Notac¸o˜es
• N denota o conjunto dos nu´meros naturais {1, 2, . . .};
• Z denota o conjunto dos nu´meros inteiros {. . . ,−2,−1, 0, 1, 2, . . .};
• K denota o corpo dos nu´meros reais, R, ou corpo dos nu´meros complexos, C;
• In denota a matriz identidade de ordem n;
• L(X, Y ) denota o espac¸o dos operadores lineares limitados de X em Y , onde X
e Y sa˜o espac¸os de Banach, munido da norma
‖T‖L(X,Y ) = sup
x∈X
‖x‖X≤1
‖Tx‖Y ;
Em particular, denotaremos o espac¸o L(X,X) simplesmente por L(X);
• X ↪→ Y denota a imersa˜o do espac¸o topolo´gico X no espac¸o topolo´gico Y, isto e´, o
espac¸o topolo´gico X e´ um subespac¸o topolo´gico de Y e a aplicac¸a˜o identidade definida
em X e tomando valores em Y e´ cont´ınua;
• ∂Ω denota a fronteira de Ω, onde Ω ⊂ RN e´ um conjunto aberto;
• R(A) denota a imagem do operador A.
• int(Ω) denota o interior do conjunto Ω.
• d(A,B) denota a distaˆncia do conjunto A ao conjunto B.
xi
Introduc¸a˜o
Neste trabalho estudamos teoria das distribuic¸o˜es, a transformada de Fourier e
a teoria de semigrupos e grupos de operadores lineares e limitados em espac¸os de
Banach. O nosso principal objetivo e´ provar que o operador de ondas em RN e´ o gerador
infinitesimal de um C0−grupo de operadores lineares e limitados em um apropriado
espac¸o de Banach. Para melhor descrever o resultado aqui estudados, a seguir, daremos
algumas definic¸o˜es.
Seja X um espac¸o de Banach. Entende-se por um semigrupo de operadores lineares
e limitados em X, uma famı´lia {T (t)}t≥0 de operadores lineares e limitados de X em
X que satisfaz
(i) T (0) = I (I e´ o operador identidade em X);
(ii) T (t+ s) = T (t)T (s) para todos t, s ≥ 0.
Um semigrupo de operadores lineares e limitados {T (t)}t≥0 sera´ chamado de fortemente
cont´ınuo ou C0−semigrupo se
lim
t→0+
T (t)x = x, para todo x ∈ X.
O operador linear A : D(A)→ X definido no domı´nio
D(A) =
{
x ∈ X; lim
t→0+
T (t)x− x
t
existe
}
pela lei de formac¸a˜o
Ax = lim
t→0+
T (t)x− x
t
=
d+T (t)x
dt
∣∣∣∣
t=0
para todo x ∈ D(A)
e´ chamado de gerador infinitesimal do semigrupo {T (t)}t≥0.
Uma famı´lia {T (t)}−∞<t<∞ de operadores lineares e limitados em um espac¸o de
Banach X e´ um C0−grupo de operadores lineares e limitados se
(i) T (0) = I (I e´ o operador identidade em X);
(ii) T (t+ s) = T (t)T (s) para todos −∞ < t, s <∞;
1
(iii) lim
t→0
T (t)x = x, para todo x ∈ X.
O gerador infinitesimal A do grupo {T (t)}−∞<t<∞ e´ definido por
Ax = lim
t→0
T (t)x− x
t
quando o limite existe, o domı´nio de A e´ o conjunto de todos os elementos x ∈ X onde
o limite acima existe.
Seja X um espac¸o de Banach. Considere A : D(A) → X um operador linear(na˜o
necessariamente limitado), u0 ∈ D(A) e o problema de valor inicial para uma equac¸a˜o
diferencial linear autoˆnoma em [0,∞),
du
dt
= Au, t > 0,
u(0) = u0.
(1)
Supondo que o problema (1) possui uma u´nica soluc¸a˜o global, em algum sentido,
isto e´, existe uma u´nica aplicac¸a˜o u : [0,∞)→ X tal que u(t) ∈ D(A) para todo t ≥ 0,
vale a equac¸a˜o
du
dt
= Au,
em algum sentido para todo t ≥ 0 e u(0) = u0.
A ide´ia da teoria de semigrupos e´ que a soluc¸a˜o de um problema de valor inicial,
como o problema (1), para um operador linear na˜o limitado A sobre um espac¸o de
Banach X; possa ser dada por T (t)u0, para todo t ≥ 0, se o operador A gerar o
semigrupo. Esta teoria, e´ portanto, uma ferramenta poderosa no estudo de soluc¸a˜o de
sistemas equac¸o˜es diferenciais.
Estruturamos o trabalho da seguinte maneira.
No Cap´ıtulo 1, estudamos os resultados necessa´rios a serem utilizados no decorrer
do trabalho. Iniciamos com resultados ba´sicos da teoria das distribuic¸o˜es, tambe´m
apresentamos a transformada de Fourier e finalmente os espac¸os de Sobolev. Este
cap´ıtulo tem como base o livro do Medeiros [11]
No Cap´ıtulo 2, apresentamos a teoria de C0−semigrupos de operadores lineares e
limitados e a caracterizac¸a˜o dos seus geradores infinitesimais. Este cap´ıtulo tem como
base o livro do Pazy [12].
No Cap´ıtulo 3, estudamos o problema de valor inicial para a equac¸a˜o de ondas em
RN , isto e´, 
∂2u
∂t2
= ∆u, x ∈ RN , t > 0
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = v0(x), x ∈ RN .
(2)
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Este problema de valor inicial e´ equivalente ao sistema de primeira ordem
∂
∂t
u
v
 =
 0 I
∆ 0
u
v
 ,u
v
 (x, 0) =
u0(x)
v0(x)
 , x ∈ RN ,
(3)
onde v =
∂u
∂t
. Usando teoria de semigrupos de operadores lineares e limitados, mostra-
mos que o operador
A :=
(
0 I
∆ 0
)
e´ o gerador infinitesimal de um C0−grupo de operadores lineares e limitados para uma
escolha apropriada do espac¸o de Banach. Assim, o problema (2) esta´ associado a um
C0−grupo {T (t)}−∞<t<∞, onde T (t) = etA, para todo t ∈ R.
Finalmente, apresentamos o problema de valor inicial para a equac¸a˜o de ondas
amortecidas em RN , isto e´,
∂2u
∂t2
+ a(x)
∂u
∂t
= ∆u, x ∈ RN , t > 0
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = v0(x), x ∈ RN ,
(4)
onde a func¸a˜o a : RN → R e´ estritamente positiva, tal que 0 < a0 ≤ a(x) ≤ a1,
para todo x ∈ RN . Usando teoria de semigrupos de operadores lineares e limitados, e
Teorema 2.57, mostramos que o operador
C :=
(
0 I
∆ 0
)
+
(
0 0
0 a(x)I
)
e´ o gerador infinitesimal de um C0−semigrupo. Assim, o problema (4) esta´ associado
a um C0−grupo {T (t)}−∞<t<∞, onde T (t) = etC, para todo t ∈ R.
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Cap´ıtulo 1
Resultados ba´sicos da teoria das
distribuic¸o˜es
Este cap´ıtulo e´ dedicado a` teoria das distribuic¸o˜es. Alguns resultados sobre os
espac¸os de Lebesgue Lp(Ω) sa˜o enunciados e suas provas sa˜o omitidas. Para maiores
detalhes, veja [1, 7, 8, 11, 16].
Seja N ∈ N. Dados α = (α1, . . . , αN) ∈ NN e x = (x1, . . . , xN) ∈ RN , define-se
|α| = α1 + . . .+ αN , xα = xα11 . . . xαNN , e α! = α1! . . . αN !.
No que segue, Dα denota operador derivac¸a˜o de ordem α e e´ definido por
∂|α|
∂xα11 . . . ∂x
αN
N
.
Em particular, se α = (0, . . . , 0) define-se D0u = u para toda func¸a˜o u, e se α e´ uma
lista cujas entradas sa˜o todas iguais a zero, exceto a i−e´sima entrada que e´ igual 1,
define Di como sendo a derivada parcial ∂u
∂xi
da func¸a˜o u com relac¸a˜o a` varia´vel xi.
Se α, β ∈ NN , enta˜o escreve-se β ≤ α quando βi ≤ αi para i = 1, . . . , N. Quando u
e v forem func¸o˜es nume´ricas suficientemente deriva´veis, tem-se a regra de Leibnz dada
por
Dα(uv) =
∑
β≤α
α!
β!(α− β)!(D
βu)(Dα−βv).
1.1 Espac¸o das func¸o˜es testes
Sejam u uma func¸a˜o nume´rica e mensura´vel definida em um conjunto Ω ⊂ RN , e
{Oi}i∈I a famı´lia de todos subconjuntos abertos Oi de Ω tais que u = 0 quase sempre
(q.s.) em Oi. Considere o subconjunto aberto O =
⋃
i∈I Oi, enta˜o u = 0 quase sempre
em O. Como consequeˆncia deste fato, temos a seguinte definic¸a˜o.
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1. Resultados ba´sicos da teoria das distribuic¸o˜es
Definic¸a˜o 1.1. Sejam u uma func¸a˜o nume´rica e mensura´vel definida em um conjunto
Ω ⊂ RN , e {Oi}i∈I a famı´lia de todos subconjuntos abertos Oi de Ω tais que u = 0
quase sempre (q.s.) em Oi. O subconjunto fechado de Ω, tal que
supp(u) = Ω\O
e´ chamado de suporte de u, denotado por supp(u).
Observe que se u for cont´ınua em Ω, enta˜o
supp(u) = {x ∈ Ω; u(x) 6= 0},
ou seja, o supp(u) e´ o fecho do conjunto {x ∈ Ω;u(x) 6= 0} em Ω.
Proposic¸a˜o 1.1. Sejam u e v func¸o˜es nume´ricas, mensura´veis em Ω e λ ∈ K, λ 6= 0.
Enta˜o
(i) supp(u+ v) ⊂ [supp(u)] ∪ [supp(v)];
(ii) supp(uv) ⊂ [supp(u)] ∩ [supp(v)];
(iii) supp(λu) = λsupp(u).
Prova: Para provar (i), dado x /∈ [supp(u)] ∪ [supp(v)], enta˜o x /∈ supp(u), isto e´,
x ∈ Ou, onde
Ou =
⋃
i∈Iu
Oiu,
e {Oiu}i∈Iu e´ uma famı´lia dos abertos onde u e´ zero quase sempre. Por outro lado,
x /∈ supp(v), isto e´, x ∈ Ov, onde Ov =
⋃
i∈Iv
Oiv e {Oiv}i∈Iv e´ uma famı´lia dos abertos
onde v e´ zero quase sempre. Da´ı, x ∈ Ou ∩Ov = O′iuv, onde O′iuv e´ um aberto contido
em Ω, com u+ v = 0 quase sempre em O′iuv. Enta˜o x ∈ O, tal que
O =
⋃
i∈Iuv
O′iuv.
Logo, x /∈ supp(u+ v) e portanto
supp(u+ v) ⊂ [supp(u)] ∪ [supp(v)].
Para provar (ii), dado x /∈ [supp(u)] ∩ [supp(v)], enta˜o x ∈ Ouv, onde
Ouv =
⋃
i∈Iuv
Oiuv,
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sendo u = 0 = v quase sempre em Oiuv, onde Oiuv sa˜o abertos de Ω. Isso significa que
uv = 0 quase sempre em O′iuv, onde O′iuv e´ um aberto de Ω. Enta˜o x ∈ O′uv tal que
O′uv =
⋃
i∈Iuv
O′iuv.
Logo, x /∈ supp(uv) e portanto
supp(uv) ⊂ [supp(u)] ∩ [supp(v)].
Para provar (iii), considere os seguintes conjuntos,
F1 = {Oi ⊂ Ω; Oi aberto e u = 0 q.s. em Oi},
F2 = {Pi ⊂ Ω; Pi aberto e λu = 0 q.s. em Pi}.
Claramente F1 = F2, basta notar que⋃
Oi∈F1
Oi =
⋃
Pi∈F2
Pi
o que e´ equivalente a
Ω\
( ⋃
Oi∈F1
Oi
)
= Ω\
( ⋃
Pi∈F2
Pi
)
,
e pela definic¸a˜o de suporte,
supp(u) = supp(λu). (1.1)
Na˜o e´ dif´ıcil notar que
λsupp(u) = supp(u), (1.2)
logo, por 1.1 e 1.2,
λsupp(u) = supp(λu). (1.3)

Proposic¸a˜o 1.2. Seja u uma func¸a˜o nume´rica e mensura´vel no RN . A func¸a˜o τyu
definida por (τyu)(x) = u(x − y), denominada translac¸a˜o de u por y, tem a seguinte
6
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propriedade
supp(τyu) = y + supp(u). (1.4)
Prova: Se x /∈ y + supp(u), enta˜o na˜o existe z ∈ supp(u) tal que x = y + z, ou seja,
x− y = z. Isto implica que x− y /∈ supp(u), logo
x− y ∈ O =
⋃
i∈I
Oi,
onde u(·) = 0 quase sempre em Oi, isto e´, x − y ∈ Oi0 tal que u(·) = 0 quase sempre
em Oi0 , segue que x ∈ Oi0 + y tal que u(· − y) = 0 quase sempre em Oi0 , portanto,
x /∈ supp(τyu). Agora se x /∈ supp(τyu), enta˜o
x ∈ O′ =
⋃
i∈I
O′i,
isto implica que x ∈ O′i0 tal que τyu(·) = 0 quase sempre em O′i0 , logo u(· − y) = 0
quase sempre em O′i0 , enta˜o x − y ∈ O′i0 tal que u(·) = 0 quase sempre em O′i0 ,
portanto x− y /∈ supp(u), segue que x /∈ y + supp(u), o que prova (1.4).

Agora apresentaremos os espac¸os Lp(Ω) e algumas propriedades.
Definic¸a˜o 1.2. Sejam Ω um subconjunto aberto do RN e 1 ≤ p < ∞, denota-se por
Lp(Ω), a classe de todas as func¸o˜es u definidas em Ω, mensura´veis tais que |u|p e´
integra´vel em Ω, munido da norma
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|p dx
) 1
p
.
O espac¸o Lp(Ω) munido da norma ‖ · ‖Lp(Ω) e´ um espac¸o de Banach. Quando p = 2,
L2(Ω) e´ um espac¸o de Hilbert com o produto escalar
(u, v)L2(Ω) =
∫
Ω
u(x)v(x)dx,
onde v e´ o conjugado de v.
Definic¸a˜o 1.3. Seja Ω um subconjunto aberto do RN . Denota-se por L∞(Ω) a classe de
todas as func¸o˜es u definidas em Ω, mensura´veis em Ω que sa˜o essencialmente limitadas
munido da norma
‖u‖L∞(Ω) = sup
x∈Ω
ess |u(x)| ,
7
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onde ‖·‖L∞(Ω) pode ser apresentada como em [4], na sec¸a˜o 4.2.
Definic¸a˜o 1.4. Diz-se que u ∈ Lploc(Ω) (1 ≤ p < ∞) se uχK ∈ Lp(Ω) para todo
conjunto compacto K ⊂ Ω, onde uχK(x) = u(x) se x ∈ K e uχK(x) = 0 se x /∈ K.
Note que se u ∈ Lploc(Ω), enta˜o u ∈ L1loc(Ω), seja qual for Ω subconjunto aberto do
RN .
Definic¸a˜o 1.5. Sejam u e v func¸o˜es nume´ricas definidas no RN . Define-se convoluc¸a˜o
das func¸o˜es u e v a operac¸a˜o
(u ∗ v)(x) =
∫
RN
u(x− y)v(y)dy =
∫
RN
v(x− y)u(y)dy.
A seguir, temos mais uma propriedade do suporte de func¸o˜es nos espac¸os Lp(RN).
Proposic¸a˜o 1.3. Sejam u ∈ L1(RN) e v ∈ Lq(RN) com 1 ≤ q ≤ ∞. Enta˜o
supp(u ∗ v) ⊂ supp(u) + supp(v). (1.5)
Prova: Fixe x ∈ RN tal que a func¸a˜o y 7→ u(x− y)v(y) seja integra´vel. Temos
(u ∗ v)(x) =
∫
RN
u(x− y)v(y)dy =
∫
[x−supp(u)]∩[supp(v)]
u(x− y)v(y)dy.
Utilizando as propriedades de suporte apresentadas, prova-se a segunda igualdade:
supp(u(x− y)v(y)) ⊂ [supp(u(x− y))] ∩ [supp(v(y))] = [x− supp(u)] ∩ [supp(v(y))].
Se x /∈ supp(u) + supp(v), enta˜o [x − supp(u)] ∩ [supp(v)] = ∅, pois nesse caso,
x /∈ supp(v). Assim u(x − y)v(y) = 0, ou seja, (u ∗ v)(x) = 0. Isso significa que
x /∈ supp(u ∗ v), logo (u ∗ v)(x) = 0 q.s. em [supp(u) + supp(v)]c. Em particular
(u ∗ v)(x) = 0 q.s. em int((supp(u) + supp(v))c). Portanto,
supp(u ∗ v) ⊂ supp(u) + supp(v).

Definic¸a˜o 1.6. Seja Ω um subconjunto aberto do RN . O espac¸o vetorial das func¸o˜es
nume´ricas definidas em Ω com suporte compacto, possuindo derivadas parciais de todas
as ordens em todos os pontos de Ω e´ representado por C∞0 (Ω). Os elementos de C
∞
0 (Ω)
sa˜o chamados de func¸o˜es testes em Ω.
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Exemplo 1.1. Seja ρ : RN → R a func¸a˜o definida por
ρ(x) =
e
−1
1−‖x‖2 se ‖x‖ < 1
0 se ‖x‖ ≥ 1,
onde ‖x‖2 = x21 + x22 + . . .+ x2N , tem-se ρ ∈ C∞0 (RN).
Lema 1.4. Seja k =
∫
RN ρ(x)dx, onde ρ e´ a func¸a˜o do Exemplo 1.1 e para cada n ∈ N
considere a func¸a˜o ρn : RN → R definida por
ρn(x) =
(
nN
k
)
ρ (nx) , para todo x ∈ RN .
Enta˜o ρn e´ uma func¸a˜o teste do RN possuindo as seguintes propriedades
(1) 0 ≤ ρn(x) ≤ nN/ke;
(2) supp(ρn) = {x ∈ RN ; ‖x‖ ≤ 1/n};
(3)
∫
RN
ρn(x)dx =
∫
‖x‖≤1/n
ρn(x) = 1.
Prova: Note que ρn(x) ≥ 0 para todo x ∈ RN . Ale´m disso, observa-se que para
‖x‖ < 1/n
e
−1
1−‖x‖2 ≤ e−1,
pois −1
1−‖x‖2 ≤ −1. Enta˜o (
nN
k
)
e
−1
1−‖x‖2 ≤
(
nN
ke
)
, (1.6)
o que implica
0 ≤ ρn(x) ≤ nN/ke para ‖x‖ < 1/n.
Para provar (2), basta notar que sendo ρn uma func¸a˜o cont´ınua, segue que
supp(ρn) = {x ∈ RN ; ρn(x) 6= 0},
mas por (1),
supp(ρn) = {x ∈ RN ; ‖nx‖ < 1} = {x ∈ RN ; ‖x‖ ≤ 1/n}.
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Para provar (3), vamos calcular a integral de ρn.∫
RN
ρn(x)dx =
∫
RN
(
nN
k
)
ρ(nx)dx
=
(
nN
k
)∫
‖x‖<1/n
e
−1
1−‖nx‖2 dx+
(
nN
k
)∫
‖x‖≥1/n
e
−1
1−‖nx‖2 dx
=
(
nN
k
)∫
‖x‖<1/n
e
−1
1−‖nx‖2 dx.
Fazendo y = nx, enta˜o dy = nNdx, e da´ı∫
RN
ρn(x)dx =
(
nN
k
)∫
‖x‖<1/n
e
−1
1−‖nx‖2 dx
=
(
nN
k
)∫
‖y‖<1
e
−1
1−‖y‖2
dy
nN
=
(
1
k
)∫
‖y‖<1
e
−1
1−‖y‖2 dy.
Substituindo k, temos ∫
RN
ρn(x)dx =
∫
‖x‖<1/n
ρn(x)dx = 1.

Definic¸a˜o 1.7. Uma sequeˆncia de func¸o˜es testes no RN com as propriedades (1), (2)
e (3) e´ denominada sequeˆncia regularizante.
Lema 1.5. Se u ∈ C∞0 (RN), enta˜o u ∈ L1(RN).
Prova: De fato, basta notar que∫
RN
|u(x)|dx =
∫
supp(u)
|u(x)|dx
≤ ‖u‖L∞(RN )
∫
supp(u)
dx
= ‖u‖L∞(RN )|supp(u)| <∞,
onde |supp(u)| e´ a medida do suporte de u. Portanto, u pertence a L1(RN).

Proposic¸a˜o 1.6. Sejam u ∈ C∞0 (RN) e v ∈ Lp(RN), 1 ≤ p < ∞. Enta˜o Dα(u ∗ v) =
(Dαu) ∗ v para todo α ∈ NN e u ∗ v pertence a C∞0 ∩ Lp(RN). Se v possui suporte
compacto, enta˜o u ∗ v e´ uma func¸a˜o teste no RN .
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Prova: Para mostrar que Dα(u ∗ v) = (Dαu) ∗ v, e´ suficiente provar para um αj =
(0, 0, . . . , 1, 0, . . . , 0), onde a j-e´sima posic¸a˜o e´ 1 e as demais sa˜o iguais a zero, enta˜o
Dα(u ∗ v) = Dj(u ∗ v) = ∂
∂xj
(u ∗ v),
usando a definic¸a˜o de derivada, temos
∂
∂xj
(u ∗ v)(x) = lim
h→0
(u ∗ v)(x+ hej)− (u ∗ v)(x)
h
= lim
h→0
1
h
[∫
RN
u(x+ hej − y)v(y)dy −
∫
RN
u(x− y)v(y)dy
]
= lim
h→0
∫
RN
[
u(x+ hej − y)− u(x− y)
h
]
v(y)dy.
Pelo teorema da convergeˆncia dominada de Lebesgue 1, segue
∂
∂xj
(u ∗ v)(x) = lim
h→0
∫
RN
[
u(x+ hej − y)− u(x− y)
h
]
v(y)dy
=
∫
RN
[
lim
h→0
u(x− y + hej)− u(x− y)
h
]
v(y)dy
=
∫
RN
(
∂
∂xj
u(x− y)
)
v(y)dy.
Logo,
∂
∂xj
(u ∗ v)(x) = (∂u/∂xj ∗ v)(x), para todo j ∈ 1, . . . , N. (1.7)
Portanto,
Dα(u ∗ v) = (Dαu) ∗ v,
para todo α ∈ NN .
Para provar que u ∗ v pertence a Lp(RN), basta usar o teorema2 associado ao Lema
1
Teorema 1.7 (Teorema da convergeˆncia dominada de Lebesgue). Seja {fn}n∈N uma sequeˆncia de
func¸o˜es em L1(Ω) que satisfac¸am
(a) fn(x)→ f(x) q.s. em Ω;
(b) Existe uma func¸a˜o g em L1(Ω) tal que para todo n ∈ N, |fn(x)| ≤ g(x) q.s. em Ω.
Enta˜o f ∈ L1(Ω) e ‖fn − f‖L1(Ω) → 0.
Prova: Ver [3], p. 44, Teorema 5.6.

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1.5.
Para mostrar que u ∗ v pertence a C∞0 (RN), considere u ∈ C10(RN) e v ∈ Lp(RN),
segue que ∂u/∂xj ∈ C0(RN) e assim (∂u/∂xj ∗ v)(x) ∈ C0(RN), pois se xn → x para
todo n ∈ N, enta˜o (
∂u
∂xj
∗ v
)
(xn) =
∫
RN
∂
∂xj
[u(xn − y)]v(y)dy.
Calculando o limite quando n tente ao ∞, segue
lim
n→∞
(
∂u
∂xj
∗ v
)
(xn) = lim
n→∞
∫
RN
∂
∂xj
[u(xn − y)]v(y)dy
=
∫
RN
lim
n→∞
∂
∂xj
[u(xn − y)]v(y)dy
=
∫
RN
∂
∂xj
[u(x− y)]v(y)dy
=
(
∂u
∂xj
∗ v
)
(x).
Segue que u ∗ v ∈ C1(RN), portanto, u ∗ v pertence a C∞0 (RN) ∩ Lp(RN).
Para mostrar a terceira e u´ltima parte, basta usar (1.5), ou seja,
supp(Dαu ∗ v) ⊂ supp(Dαu) + supp(v),
como supp(Dαu) e supp(v) sa˜o compactos, e supp(Dαu ∗ v) = supp(Dα(u ∗ v)), temos
supp(Dα(u ∗ v)) contido em um compacto. Agora, usando o fato de que supp(Dα(u ∗
v)) ⊂ supp(u ∗ v), segue que supp(u ∗ v) esta´ contido em um compacto, ou seja, u ∗ v
e´ uma func¸a˜o teste do RN .

Lema 1.9. Sejam K e F dois subconjuntos do RN , disjuntos, onde K compacto e F
fechado. Existe uma func¸a˜o teste φ no RN tal que
φ(x) ≡ 1 em K, φ(x) ≡ 0 em F e 0 ≤ φ(x) ≤ 1.
Teorema 1.8 (Desigualdade de Young). Sejam u ∈ L1(RN ) e v ∈ Lp(RN ) com 1 ≤ p ≤ ∞. Enta˜o
para quase todo x ∈ RN a func¸a˜o u 7→ u(x− y)v(y) e´ integra´vel em RN , ale´m disso, u ∗ v ∈ Lp(RN )
e vale a desigualdade
‖u ∗ v‖Lp(RN ) ≤ ‖u‖L1(RN )‖v‖Lp(RN ). (1.8)
Prova: Ver [8], p. 240, Teorema 8.7.

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Prova: Para construir uma func¸a˜o φ que satisfac¸a as condic¸o˜es impostas, consi-
dere  = d(K,F )/4 e construa os conjuntos F0 = {x ∈ RN ; d(x,K) ≥ 2} e K0 =
{x ∈ RN ; d(x,K) ≤ }. Definindo a func¸a˜o v : RN → R de modo que v(x) =
d(x, F0)/[d(x, F0) + d(x,K0)] para todo x ∈ RN , a func¸a˜o procurada e´ dada por
φ = ρn ∗ v, onde ρn e´ apresentada no Lema 1.4 e n ∈ N tal que n ≥ 1. De fato,
quando x ∈ F, segue que v(x) = 0, logo
φ = ρn ∗ v =
∫
RN
(
nN
k
)
ρ (n(x− y)) 0dy = 0.
Quando x ∈ K, segue que v(x) = 1, logo
φ = ρn ∗ v =
∫
RN
(
nN
k
)
ρ (n(x− y)) 1dy = 1.
E para x /∈ K ∪ F, segue que 0 < v(x) < 1, logo
0 ≤ φ = ρn ∗ v =
∫
RN
(
nN
k
)
ρ (n(x− y)) v(y)dy ≤ 1,
assim, φ e´ a func¸a˜o desejada.

A partir de agora, nosso objetivo e´ mostrar que C∞0 (Ω) e´ denso em L
p(Ω), 1 ≤ p <
∞. Para tal, comec¸aremos com o seguinte resultado de continuidade.
Proposic¸a˜o 1.10. Seja u ∈ Lp(Ω), 1 ≤ p <∞. Enta˜o a aplicac¸a˜o translac¸a˜o
RN → Lp(RN)
y 7→ τyu
e´ cont´ınua.
Prova: Considerando y ∈ RN e {yn} um sequeˆncia de vetores de RN com yn → y,
tem-se
‖τynu− τyu‖pLp(RN ) =
∫
RN
|u(x− yn)− u(x− y)|pdx
=
∫
RN
|u(x− y − zn)− u(x− y)|pdx
=
∫
RN
|u(x− zn)− u(x)|pdx,
onde zn = (yn − y)→ 0.
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Observe que e´ suficiente demonstrar que a aplicac¸a˜o e´ cont´ınua para y = 0. Para
isso, seja {yn} e´ uma sequeˆncia de vetores do RN tal que yn → 0, prova-se a continuidade
para u = χO onde χO e´ a func¸a˜o caracter´ıstica de um subconjunto aberto limitado O
de RN , ou seja,
χO(x) =
u(x), se x ∈ O0, se x ∈ RN\O.
Tem-se
‖τynu− τyu‖pLp(RN ) =
∫
RN
|χO(x− yn)− χO(x)|pdx. (1.9)
Observe que χO(x − yn) → χO(x) para todo x ∈ RN\∂O. De fato, se x ∈ O, enta˜o
lim
n→∞
χO(x − yn) = χO(x). Se x ∈ int(RN\∂O), enta˜o χO(x) = 0 e lim
n→∞
χO(x − yn) =
χO(x) = 0, logo
χO(x− yn)→ χO(x), q.s. em RN . (1.10)
Por outro lado,
|χO(x− yn)− χU(x)|p ≤ |χU(x)|p, para todo x ∈ RN , (1.11)
onde U =
∞⋃
n=1
(O + yn) ∪ O e´ um subconjunto aberto do RN . De fato, se x ∈ U, enta˜o
|χO(x− yn)− χU(x)| =

|χU(x)| se x /∈
∞⋃
n=1
(O + yn)
|χU(x)| se x /∈ O.
Portanto, vale (1.11) e aplicando o teorema da convergeˆncia dominada de Lebesgue
(veja Teorema 1.7) a integral da direita de (1.9), usando (1.10) e (1.11) temos∫
RN
|χO(x− yn)− χO(x)|pdx = lim
n→∞
∫
RN
|χO(x− yn)− χO(x)|pdx = 0,
ou seja,
τynu→ u em Lp(RN) quando n→∞.
Logo a translac¸a˜o e´ cont´ınua em y = 0 para uma func¸a˜o escada u do RN , isto e´, u e´
igual a uma combinac¸a˜o linear finita de func¸o˜es caracter´ısticas de subconjuntos abertos
limitados de RN .
Note que o conjunto das func¸o˜es escadas de RN e´ denso em Lp(RN). Enta˜o, dados
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u ∈ Lp(RN) e  > 0, existe uma func¸a˜o ϕ de RN tal que ‖u− ϕ‖Lp(RN ) < /3. Tem-se
‖τynu− u‖Lp(RN ) = ‖τynu− τynϕ+ τynϕ− ϕ+ ϕ− u‖Lp(RN )
≤ ‖τynu− τynϕ‖Lp(RN ) + ‖τynϕ− ϕ‖Lp(RN ) + ‖ϕ− u‖Lp(RN )
= ‖τyn(u− ϕ)‖Lp(RN ) + ‖τynϕ− ϕ‖Lp(RN ) + ‖ϕ− u‖Lp(RN )
= ‖u− ϕ‖Lp(RN ) + ‖τynϕ− ϕ‖Lp(RN ) + ‖ϕ− u‖Lp(RN )
= 2‖u− ϕ‖Lp(RN ) + ‖τynϕ− ϕ‖Lp(RN )
< 2/3 + /3 = , para todo n ≥ n0,
o que prova o resultado desejado.

Teorema 1.11. Seja {ρn} uma sequeˆncia regularizante dada no Lema 1.4. Se u ∈
Lp(RN), 1 ≤ p <∞, enta˜o a sequeˆncia {ρn ∗ u} converge para u em Lp(RN).
Prova: Usando o fato de que
∫
‖y‖≤1/n ρn(y)dy = 1, temos
(ρn ∗ u)(x)− u(x) =
∫
‖y‖≤1/n
ρn(y)u(x− y)dy −
∫
‖y‖≤1/n
ρn(y)u(x)dy
=
∫
‖y‖≤1/n
ρn(y)[u(x− y)− u(x)]dy. (1.12)
Quando p = 1, resulta do teorema de Fubini3
‖ρn ∗ u− u‖L1(RN ) =
∫
RN
∣∣∣∣∫‖y‖≤1/n ρn(y)[u(x− y)− u(x)]dy
∣∣∣∣ dx
≤
∫
‖y‖≤1/n
ρn(y)
(∫
RN
|[u(x− y)− u(x)]|dx
)
dy
=
∫
‖y‖≤1/n
ρn(y)‖τyu− u‖L1(RN )dy.
3
Teorema 1.12 (Teorema de Fubini). Sejam Ω1,Ω2 subconjuntos abertos do RN . Assuma que F ∈
L1(Ω1 × Ω2). Enta˜o para x ∈ Ω1, q.s., F ∈ L1y(Ω2) e
∫
Ω2
F (x, y)dµ2 ∈ L1x(Ω1). Analogamente, para
y ∈ Ω2, q.s., F ∈ L1x(Ω1) e
∫
Ω1
F (x, y)dµ1 ∈ L1y(Ω2). Ale´m disso,∫
Ω1
dµ1
∫
Ω2
F (x, y)dµ2 =
∫
Ω2
dµ2
∫
Ω1
F (x, y)dµ1 =
∫ ∫
Ω1×Ω2
F (x, y)dµ1dµ2. (1.13)
Prova: Ver [3], p. 119, Teorema 10.10.

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Pela proposic¸a˜o anterior, sabe-se que τyu e´ cont´ınua, logo
lim
n→∞
‖(ρn ∗ u)− u‖L1(RN ) = 0.
No caso 1 < p < ∞, considere q tal que 1
p
+ 1
q
= 1. De (1.12) e da desigualdade de
Ho¨lder 4, obte´m-se
|(ρn ∗ u)(x)− u(x)|p ≤
∫
‖y‖≤1/n
|ρn(y)[u(x− y)− u(x)]|pdy
≤
(∫
‖y‖≤1/n
|ρn(y)|qdy
) p
q
∫
‖y‖≤1/n
|[u(x− y)− u(x)]|pdy.
(1.14)
Pela propriedade (1) de sequeˆncias regularizantes, 0 ≤ ρn(x) ≤ nNke , assim∫
‖y‖≤1/n
|ρn(y)|qdy ≤
∫
‖y‖≤1/n
nNq
kqeq
dy =
nNq
kqeq
∫
‖y‖≤1/n
dy =
nNq
kqeq
wN
1
nN
,
onde wN e´ o volume da esfera unita´ria do RN . Portanto(∫
‖y‖≤1/n
|ρn(y)|qdy
) p
q
≤
(
nNq−N
kqeq
wN
) p
q
=
w
p
q
Nn
(Nq−N) p
q
kpep
= CnNp(1−
1
q
)
= CnN , (1.15)
onde C =
w
p/q
N
kpep
e sabemos que 1− 1
q
= 1
p
. Considerando (1.14) e (1.15), temos
|ρn ∗ u− u|p ≤ CnN
∫
‖y‖≤1/n
|[u(x− y)− u(x)]|pdy.
4
Teorema 1.13 (Desigualdade de Ho¨lder). Sejam f ∈ Lp(Ω) e g ∈ Lq(Ω), com 1 ≤ p ≤ ∞ e 1p+ 1q = 1,
(se p =∞, enta˜o q = 1) enta˜o fg ∈ L1(Ω) e
‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω).
Prova: Ver [4], p. 96, Teorema 4.6.

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Integrando ambos os lados e aplicando o teorema de Fubini (veja Teorema 1.12), segue∫
RN
|ρn ∗ u− u|pdx ≤ CnN
∫
‖y‖≤1/n
∫
RN
|[u(x− y)− u(x)]|pdxdy
≤ CwN sup
‖y‖≤1/n
‖τyu− u‖pLp(RN ).
Novamente pela continuidade da translac¸a˜o de τy, segue que
lim
n→∞
‖(ρn ∗ u)− u‖pLp(RN ) = 0,
o que prova o teorema.

Observac¸a˜o 1.1. E´ interessante mencionar o caso linear do Teorema da mudanc¸a
de varia´veis5, que foi usado para mostrar que
∫
‖y‖≤1/n dy =
wN
nN
. Onde o volume da
esfera de raio r, wN(r) e´ dado por wN(r) =
rNpiN/2
(N/2)!
quando N e´ par e wN(r) =
1
N !
[rNpi(N−1)/22N
(
N−1
2
)
!] quando N e´ ı´mpar. Observe que destas fo´rmulas resulta
lim
N→∞
wN(r) = 0.
Para mais detalhes, consulte [9], p. 394, Exerc´ıcio 6.12.
Enta˜o, para mostrar que
∫
‖y‖≤1/n dy = wN
1
nN
, fac¸amos f(y) = 1, T (x) = 1
n
x e
X = B(0; 1). ∫
‖y‖≤1/n
dy =
∫
‖y‖≤1/n
f(y)dy
=
∫
‖ny‖≤1
f(y)dy
=
∫
B(0;1)
1
nN
dx
= wN
1
nN
.
5
Teorema 1.14 (Teorema da mudanc¸a de varia´veis, caso linear). Sejam T : RN → RN uma trans-
formac¸a˜o linear invert´ıvel, X ⊂ RN um conjunto J-mensura´vel e f : T (X)→ R uma func¸a˜o integra´vel.
Enta˜o ∫
T (X)
f(y)dy =
∫
X
f(T · x)|detT |dx
Prova: Ver [9], p. 382, Sec¸a˜o VI.

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Lema 1.15. Seja Ω um subconjunto aberto do RN . Existe uma sequeˆncia de conjuntos
compactos {Kn} tal que Kn ⊂ Kn+1 para todo n ∈ N, e Ω =
⋃∞
n=1Kn.
Prova: Basta tomar Kn do seguinte modo
Kn =
{
x ∈ Ω; d (x, ∂Ω) ≥ 1
n
}
∩ {x ∈ RN ; ‖x‖ ≤ n}.

Teorema 1.16. O espac¸o C∞0 (Ω) e´ denso em L
p(Ω) para 1 ≤ p <∞.
Prova: Seja u ∈ Lp(Ω). Pelo Lema 1.15, existe uma sequeˆncia de subconjuntos com-
pactos {Kn} em Ω, para cada n ∈ N. Considere a func¸a˜o un = uχKn , onde χKn a func¸a˜o
caracter´ıstica de Kn. Note que un ∈ Lp(Ω) para cada n, e a sequeˆncia {un} converge
para u em Lp(Ω), essa convergeˆncia decorre do Teorema da convergeˆncia dominada
de Lebesgue (veja Teorema 1.7). Do modo que as func¸o˜es un foram definidas, elas
possuem suporte compacto, enta˜o para provar o teorema, basta aproximar as func¸o˜es
un por func¸o˜es de C
∞
0 (Ω).
Para isto, seja u ∈ Lp(Ω), u com suporte compacto, e considere r = d(supp(u), ∂Ω),
que e´ um nu´mero positivo. Defina u˜ : RN → K por
u˜(x) =
u(x), se x ∈ Ω0, se x ∈ RN\Ω.
Duas propriedades sa˜o claras para u˜.
(1) u˜ ∈ Lp(RN).
Basta observar que∫
RN
|u˜|pdx =
∫
Ω
|u˜|pdx+
∫
RN\Ω
|u˜|pdx =
∫
Ω
|u|pdx <∞
(2) supp(u˜) = supp(u) e´ um compacto do RN .
Essa igualdade dos suportes segue diretamente de suas propriedades apresentadas
anteriormente.
Portanto, pelo Teorema 1.11, (ρn ∗ u˜) e´ uma sequeˆncia de func¸o˜es testes no RN que
converge para u em Lp(RN). Seja vn a restric¸a˜o a Ω da func¸a˜o ρn ∗ u˜, enta˜o vn e´ uma
func¸a˜o teste em Ω para cada n ≥ 2/r e a sequeˆncia converge para u em Lp(Ω).

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Definic¸a˜o 1.8. Diz-se que um sequeˆncia {ϕn} de func¸o˜es de C∞0 (Ω) converge para
zero, quando as seguintes condic¸o˜es forem satisfeitas
a) Os suportes de todas as func¸o˜es testes ϕn esta˜o contidos num compacto fixo K,
ou seja, supp(ϕn) ⊂ K para todo n = 1, 2, . . . .
b) Para cada multi-´ındice α ∈ NN , a sequeˆncia {Dαϕn} converge uniformemente
em K.
Para ϕ ∈ C∞0 (Ω), diz-se que ϕn converge para ϕ em C∞0 (Ω), quando a sequeˆncia
{ϕn − ϕ} converge para zero no sentido dado acima.
Denominaremos por espac¸o das func¸o˜es testes em Ω e representaremos por D(Ω) o
espac¸o vetorial C∞0 (Ω) com esta noc¸a˜o de convergeˆncia.
1.2 Distribuic¸o˜es sobre um aberto do RN
Nesta sec¸a˜o apresentaremos a noc¸a˜o de distribuic¸o˜es sobre um conjunto aberto
contido no RN .
Definic¸a˜o 1.9. Seja Ω um subconjunto aberto do RN . Uma distribuic¸a˜o sobre Ω e´ um
funcional linear T sobre D(Ω) que e´ cont´ınuo no sentido da convergeˆncia definida sobre
D(Ω), ou seja, a sequeˆncia {〈T, ϕn〉} converge para zero em K, sempre que a sequeˆncia
{ϕn} em D(Ω), converge para zero no sentido da Definic¸a˜o 1.8.
Note que 〈T, ϕn〉 e´ o valor de T em ϕn.
O conjunto de todas as distribuic¸o˜es sobre Ω e´ um espac¸o vetorial com as operac¸o˜es
usuais, a saber, este espac¸o e´ o dual topolo´gico, D′(Ω), de D(Ω). Neste espac¸o vetorial,
diz-se que uma sequeˆncia {Tn} converge para zero em D′(Ω), quando para toda func¸a˜o
teste ϕ ∈ D(Ω), a sequeˆncia {〈Tn, ϕ〉} converge para zero em K. Neste caso, escreve-se
lim
n→∞
Tn = 0 em D
′(Ω) e diz-se que
lim
n→∞
Tn = T em D
′(Ω)
quando
lim
n→∞
(Tn − T ) = 0 em D′(Ω).
Exemplo 1.2. Seja u ∈ L1loc(Ω). Considere o funcional linear Tu definida em D(Ω)
por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx,
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para toda ϕ ∈ D(Ω). Enta˜o Tu e´ uma distribuic¸a˜o sobre Ω.
De fato, primeiramente note que Tu esta´ bem definida, pois se ϕ ∈ D(Ω), enta˜o
ϕ ∈ C∞0 (Ω) e ∫
Ω
(uϕ)(x)dx =
∫
supp(ϕ)
(uϕ)(x)dx
≤
∫
supp(ϕ)
|u(x)||ϕ(x)|dx
≤ Cϕ
∫
supp(ϕ)
|u(x)|dx <∞,
onde as duas desigualdades sa˜o justificadas, por sup
x∈supp(ϕ)
|ϕ| ≤ Cϕ e u ∈ L1loc(Ω), res-
pectivamente.
Agora, para mostrar que Tu e´ uma distribuic¸a˜o sobre Ω, suponha que ϕn → ϕ
em D(Ω), enta˜o existe um compacto K ⊂ Ω tal que supp(ϕn − ϕ) ⊂ K para todo
n = 1, 2, . . . , segue
|Tu(ϕn)− Tu(ϕ)| = |
∫
Ω
u(x)ϕn(x)dx−
∫
Ω
u(x)ϕ(x)dx|
= |
∫
Ω
u(x)[ϕn(x)− ϕ(x)]dx|
≤ sup
x∈K
|ϕn(x)− ϕ(x)|
∫
K
|u(x)|dx,
como sup
x∈K
|ϕn(x) − ϕ(x)| → 0 quando n → ∞, segue que Tn converge uniformemente
para T em D(Ω).
O lema a seguir caracteriza as distribuic¸o˜es quando u ∈ L1loc(Ω).
Lema 1.17 (Lema de Du Bois Raymond). Sejam u ∈ L1loc(Ω) e Tu definida no exemplo
anterior. O funcional linear Tu ≡ 0 se, e somente se u ≡ 0 quase sempre em Ω.
Prova: Na˜o e´ dif´ıcil ver que se u ≡ 0 quase sempre em Ω, enta˜o Tu ≡ 0.
Para mostrar que a condic¸a˜o Tu ≡ 0 implica u = 0 quase sempre em Ω, considere
um subconjunto aberto limitado O de Ω, pelo Teorema 1.16, sabemos que D(O) e´
denso em L1(O). Enta˜o dado u ∈ L1(O), para cada  > 0 existe v ∈ D(O) tal que∫
O
|u− v|dx < . (1.16)
Por hipo´tese,
∫
O u(x)ϕ(x)dx = 0, para toda ϕ ∈ D(O), pois O e´ um subconjunto
20
1. Resultados ba´sicos da teoria das distribuic¸o˜es
aberto limitado de Ω, enta˜o de (1.16) temos∣∣∣∣∫O v(x)ϕ(x)dx
∣∣∣∣ = ∣∣∣∣∫O v(x)ϕ(x)dx−
∫
O
u(x)ϕ(x)dx
∣∣∣∣
=
∣∣∣∣∫O[v(x)ϕ(x)− u(x)ϕ(x)]dx
∣∣∣∣
≤ max|ϕ|
∫
O
|v(x)− u(x)|dx
≤ max|ϕ|, (1.17)
para toda ϕ ∈ D(O). Agora, considere os conjuntos
K1 = {x ∈ O; v(x) ≥ } e K2 = {x ∈ O; v(x) ≤ −}
que sa˜o compactos e disjuntos de Ω. Pelo Lema 1.9, existem ϕ1 e ϕ2 em D(O) tais que
ϕ1 = 1 em K1, ϕ1 = 0 em K2 e 0 ≤ ϕ1 ≤ 1,
ϕ2 = 0 em K1, ϕ2 = 1 em K2 e 0 ≤ ϕ2 ≤ 1.
Tomando ψ = ϕ1 − ϕ2, obte´m-se:
ψ = 1 em K1, ψ = −1 em K2 e −1 ≤ ψ ≤ 1.
Logo ∫
O
v(x)ψ(x)dx =
∫
O\K
v(x)ψ(x)dx+
∫
K
v(x)ψ(x)dx,
onde K = K1 ∪K2. Segue que∫
K
v(x)ψ(x)dx =
∫
O
v(x)ψ(x)dx−
∫
O\K
v(x)ψ(x)dx,
Observe que pela definic¸a˜o de K1 e K1, que |v| ≤  em O\K, e levando em conta (1.17)
temos ∣∣∣∣∫
K
v(x)ψ(x)dx
∣∣∣∣ ≤ ∣∣∣∣∫O v(x)ψ(x)dx
∣∣∣∣+ ∣∣∣∣∫O\K v(x)ψ(x)dx
∣∣∣∣
≤  ·max|ϕ|+ 
∫
O\K
|ψ(x)|dx
≤ + |O\K|.
Usando a definic¸a˜o de ψ e desta u´ltima desigualdade, segue∫
K
|v(x)|dx =
∫
K
|v(x)ϕ(x)|dx ≤ + |O\K|.
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Portanto ∫
O
|u(x)|dx ≤
∫
O
|u(x)− v(x)|dx+
∫
K
|v(x)|dx+
∫
O\K
|v(x)|dx
≤ + + |O\K|+ |O\K|
= 2+ 2|O\K|.
Fazendo  tender a zero, obte´m-se u ≡ 0 quase sempre em O, como O foi escolhido
arbitrariamente, resulta que u ≡ 0 quase sempre em Ω.
Observac¸a˜o 1.2. Basicamente o Lema de Du Bois Raymond nos diz que para cada
u ∈ L1loc(Ω), o funcional liner Tu e´ determinado por uma u´nica func¸a˜o u quase sempre
em Ω, ou seja, se u, v ∈ L1loc(Ω), enta˜o Tu = Tv se, e somente se u = v quase sempre
em Ω. Por isso, diz-se a distribuic¸a˜o u ao inve´s de dizer a distribuic¸a˜o Tu.
Depois que caracterizamos as distribuic¸o˜es definidas por func¸o˜es de L1loc(Ω), uma
pergunta natural e´: Todas as distribuic¸o˜es sa˜o definidas por func¸o˜es de L1loc(Ω)? A
resposta e´ negativa, como veremos no exemplo que segue.
Exemplo 1.3. Seja x0 ∈ Ω e δx0 a forma linear em D(Ω) definida do seguinte modo
〈δx0 , ϕ〉 = ϕ(x0), para toda ϕ ∈ D(Ω).
Primeiramente note que δx0 esta´ bem definida, pois para cada x0 ∈ Ω toda func¸a˜o
ϕ ∈ D(Ω) esta´ bem definida.
Para mostrar que δx0 e´ uma distribuic¸a˜o, tome uma sequeˆncia {ϕn} em D(Ω) que
converge para ϕ em D(Ω), enta˜o
〈δx0 , ϕn〉 = ϕn(x0)→ ϕ(x0) = 〈δx0 , ϕ〉 em R.
Logo δx0 e´ uma distribuic¸a˜o sobre Ω, denominada Distribuic¸a˜o de Dirac ou Medida de
Dirac concentrada em x0. Quando x0 = 0 escreve-se δ0.
Agora vamos mostrar que δx0 na˜o e´ definida por uma func¸a˜o u ∈ L1loc(Ω), isto e´,
na˜o existe u ∈ L1loc(Ω) de modo que∫
Ω
u(x)ϕ(x)dx = ϕ(x0), para toda ϕ ∈ D(Ω).
De fato, se existisse uma tal func¸a˜o u, enta˜o∫
Ω
u(x)‖x− x0‖2ϕ(x)dx = ‖x− x0‖2ϕ(x0)|x=x0 = 0,
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para toda ϕ ∈ D(Ω), mas pelo Lema de Du Bois Raymond tem-se ‖x − x0‖2u(x) = 0
quase sempre em Ω, ou seja, u = 0 quase sempre em Ω, logo δx0 = 0, o que e´ uma
contradic¸a˜o. Portanto, existem distribuic¸o˜es que na˜o sa˜o definidas por func¸o˜es de
L1loc(Ω).
Exemplo 1.4. Existem sequeˆncias {un} de func¸o˜es de L1loc(Ω) que convergem para
uma distribuic¸o˜es T em D′(Ω), mas o limite T na˜o pode ser definido por uma func¸a˜o
de L1loc(Ω). De fato, sejam x0 ∈ Ω e Br(x0) = {x ∈ RN ; ‖x−x0‖ ≤ r} uma bola contida
em Ω. Para cada 0 <  < r, seja θ a func¸a˜o teste
θ(x) =
1
kN
ρ
(
x− x0

)
, para todo x ∈ Ω,
sendo ρ : RN → R a func¸a˜o definida por
ρ(x) =
e
−1
1−‖x‖2 se ‖x‖ < 1
0 se ‖x‖ ≥ 1,
a func¸a˜o teste do Exemplo 1.1 e k =
∫
RN ρ(y)dy. Tem-se para ϕ ∈ D(Ω),
〈θ, ϕ〉 =
∫
Ω
1
kN
ρ
(
x− x0

)
ϕ(x)dx =
1
kN
∫
Ω
ρ
(
x− x0

)
ϕ(x)dx.
Se y = x−x0

, enta˜o x = y + x0 e dx = 
Ndy da´ı
1
kN
∫
Ω
ρ
(
x− x0

)
ϕ(x)dx =
1
kN
∫
Ω
ρ(y)ϕ(y + x0)
Ndy
=
1
k
∫
Ω
ρ(y)ϕ(y + x0)dy.
Observe que quando  tende a zero, ϕ(y + x0) tende a ϕ(x0). Logo
1
k
∫
Ω
ρ(y)ϕ(y + x0)dy → ϕ(x0) quando → 0+.
Assim,
lim
→0+
θ = δx0
em D′(Ω). Mas como vimos anteriormente, δx0 na˜o e´ uma distribuic¸a˜o definida por
uma func¸a˜o de L1loc(Ω).
Lema 1.18. Sejam u ∈ Lploc(Ω) e {un} uma sequeˆncia de func¸o˜es de Lploc(Ω), 1 ≤ p <
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∞, tal que
lim
n→∞
un = u em L
p
loc(Ω).
Enta˜o
lim
n→∞
un = u em D
′(Ω).
Prova: De fato, seja ϕ ∈ D(Ω) e O um subconjunto aberto limitado de Ω tal que
supp(ϕ) ⊂ O.
Se p = 1, temos 〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx, enta˜o, dada uma sequeˆncia un → u em
L1loc(Ω), temos
|〈un, ϕ〉 − 〈u, ϕ〉| = |〈un − u, ϕ〉|
=
∣∣∣∣∫
Ω
[un(x)− u(x)]ϕ(x)dx
∣∣∣∣
≤ max
x∈O
|ϕ(x)|
∫
O
|un(x)− u(x)|dx,
como un → u em L1loc(Ω), seque que un → u em D′(Ω).
Se 1 ≤ p < ∞, considere o seu conjugado q, ou seja, 1
q
+ 1
p
= 1, enta˜o, dada uma
sequeˆncia un → u em Lploc(Ω), temos
|〈un − u, ϕ〉| ≤ ‖un − u‖Lp(O‖ϕ‖Lq(O).
Como un → u em Lploc(Ω) e ‖ϕ‖Lq(O) <∞, enta˜o un → u em D′(Ω).

Observac¸a˜o 1.3. As seguintes afirmac¸o˜es sa˜o verdadeiras para 1 ≤ p <∞.
(i) D(Ω) e´ um subespac¸o vetorial denso em Lploc(Ω);
(ii) Lploc(Ω) e´ um subespac¸o vetorial denso em D
′(Ω);
(iii) D(Ω) e´ um subespac¸o vetorial denso em D′(Ω).
Com efeito, para mostrar que D(Ω) e´ denso em Lploc(Ω), tome u ∈ Lploc(Ω) e {Kn}
uma sequeˆncia de subconjuntos de Ω dados no Lema 1.15. Para cada aberto On =
int(Kn), pelo Lema 1.9, determina-se ϕn ∈ D(On) tal que
‖u− ϕn‖Lp(O\) <
1
n
.
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A sequeˆncia {ϕn} de func¸o˜es testes converge em Ω para u em Lploc(Ω), quando n→∞.
O Lema 1.18 mostra que Lploc(Ω) e´ denso em D
′(Ω).
Definic¸a˜o 1.10. Seja T uma distribuic¸a˜o sobre Ω e α ∈ NN . A derivada de ordem α
de T e´ o funcional linear DαT definida em D(Ω) por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, para toda ϕ ∈ D(Ω).
Observe que Dα e´ uma distribuic¸a˜o sobre Ω. De fato, desde que Dαϕ ∈ D(Ω)
quando ϕ ∈ D(Ω), DαT e´ um funcional linear em D(Ω), e claramente linear. Suponha
que ϕn → ϕ em D(Ω), enta˜o
supp(Dα(ϕn − ϕ) ⊂ supp(ϕn − ϕ) ⊂ K,
para algum compacto K ⊂ Ω. Ale´m disso, Dβ(Dα(ϕn − ϕ)) = Dβ+α(ϕn − ϕ) converge
para zero uniformemente em K, quando n→∞, para cada multi-´ındices β. Portanto,
Dαϕn → Dαϕ em D(Ω). Desde que T ∈ D′(Ω) segue
DαT (ϕn) = (−1)|α|TDαϕn → (−1)|α|TDαϕ = DT (ϕ).
Portanto, DαT ∈ D′(Ω). Segue da definic¸a˜o acima que cada distribuic¸a˜o T sobre Ω
possui derivadas de todas as ordens. Assim, as func¸o˜es de L1loc(Ω) possuem derivadas
de todas as ordens no sentido das distribuic¸o˜es. Note que a aplicac¸a˜o
Dα : D′(Ω) → D′(Ω)
T 7→ DαT
e´ linear e cont´ınua no sentido da convergeˆncia definida em D′(Ω). Isto significa que, se
lim
n→∞
Tn = T em D
′(Ω), enta˜o lim
n→∞
DαTn = DαT em D′(Ω).
O exemplo a seguir, nos mostra que a derivada de uma func¸a˜o de L1loc(Ω) na˜o e´, em
geral, uma func¸a˜o de L1loc(Ω). Esse fato nos induz a definir uma classe de espac¸os de
Banach de func¸o˜es chamados de Espac¸os de Sobolev, que veremos mais adiante.
Exemplo 1.5. Seja u uma func¸a˜o de Heaviside, isto e´, u e´ definida em R e tem a
seguinte forma: u(x) = 1 se x > 0 e u(x) = 0 se x < 0. Note que ela pertence a L1loc(R)
mas sua derivada u′ = δ0 na˜o pertence a L1loc(R). Como mostra-se usando a definic¸a˜o
de derivada
〈u′, ϕ〉 = −〈u, ϕ′〉 = −
∫ ∞
0
ϕ′(x)dx = ϕ(0) = 〈δ0, ϕ〉,
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para todo ϕ ∈ D(R).
Exemplo 1.6. Se u ∈ Ck(RN) para cada α ∈ NN tal que |α| ≤ k, a derivada Dαu, no
sentido das distribuic¸o˜es, e´ igual a derivada no sentido cla´ssico, isto e´, DαTu = TDαu,
para todo |α| ≤ k. Para provar isto, usa-se a fo´rmula da integrac¸a˜o de Gauss, basta
notar que para todo ϕ ∈ D(RN) e u ∈ Ck(RN) temos∫
RN
u(x)Dϕ(x)dx =
∫
supp(ϕ)
u(x)Dϕ(x)dx
=
∫
∂(supp(ϕ))
(uϕ)(x)dx−
∫
supp(ϕ)
Du(x)ϕ(x)dx
= −
∫
supp(ϕ)
Du(x)ϕ(x)dx.
Isto implica que a derivada no sentido das distribuic¸o˜es de u e´ igual a derivada no
sentido usual.
Exemplo 1.7. Seja u ∈ L1loc(RN) e k ∈ N. Suponha que para cada |α| ≤ k, Dαu
pertenc¸a a L1loc(RN). Enta˜o, para cada ϕ em D(RN) e |α| ≤ k, tem-se
Dα(ϕ ∗ u) = ϕ ∗ Dαu.
Sabendo que Dαu e´ a derivada no sentido das distribuic¸o˜es, a prova da igualdade acima
e´ uma simples aplicac¸a˜o da definic¸a˜o de derivada no sentido cla´ssico e do Teorema de
Fubini (veja Teorema 1.12), a mesma ja´ foi provada na Proposic¸a˜o 1.6.
Utilizando a fo´rmula de Leibniz para func¸o˜es, podemos mostrar que se ρ ∈ C∞(Ω)
para cada ϕ ∈ D(Ω), o produto ρϕ ∈ D(Ω), e se lim
n→∞
ϕn = 0 em D(Ω), enta˜o
lim
n→∞
ρϕn = 0 em D(Ω). Quando T e´ uma distribuic¸a˜o sobre Ω, define-se o produto
ρT como um funcional linear definido em D(Ω) do seguinte modo
〈ρT, ϕ〉 = 〈T, ρϕ〉, para todo ϕ ∈ D(Ω).
Segue que ρT e´ uma distribuic¸a˜o sobre Ω.
Dado α ∈ NN , para calcular a derivada de ρT aplica-se a fo´rmula de Leibniz
Dα(ρT ) =
∑
β≤α
α!
β!(α− β)!D
βρDα−βT.
Para verificar esta igualdade, e´ suficiente tomar α = ei = (0, 0, . . . , 1, 0, . . . , 0) e para
todo ϕ ∈ D(Ω) tem-se
〈Di(ρT ), ϕ〉 = −〈ρT,Diϕ〉 = −〈T, ρDiϕ〉.
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Note que
Di(ρϕ) = ρDi(ϕ) + (Diρ)ϕ e ρDi(ϕ) = Di(ρϕ)− (Diρ)ϕ,
enta˜o
−〈 T, ρDiϕ〉 = 〈 T,−ρDiϕ〉
= 〈T,−Di(ρϕ) + (Diρ)ϕ〉
= −〈T,Di(ρϕ)〉+ 〈T, (Diρ)ϕ〉
= 〈DiT, ρϕ〉+ 〈(Diρ)T, ϕ〉
= 〈ρDiT, ϕ〉+ 〈(Diρ)T, ϕ〉
= 〈ρDiT + (Diρ)T, ϕ〉.
Suponha Ω e U subconjuntos abertos de RN tais que Ω ⊂ U. Para cada func¸a˜o ϕ
em D(Ω) considere ϕ˜(x) = ϕ(x) se x ∈ Ω e ϕ˜(x) = 0 se x ∈ U\Ω. Segue que ϕ˜ ∈ D(U)
e mais
(a) Dαϕ˜ = ˜Dαϕ para todo α ∈ NN ;
(b) Se lim
n→∞
ϕn = 0 em D(Ω), segue que lim
n→∞
ϕ˜n = 0 em D(U).
Se T ∈ D′(U), o funcional linear T |Ω definido em D(Ω) dada por 〈T |Ω, ϕ〉 = 〈T, ϕ˜〉
para todo ϕ em D(Ω), e´ uma distribuic¸a˜o sobre Ω denominada restric¸a˜o de T a Ω.
Note que Dα(T |Ω) = (DαT )|Ω para todo α ∈ NN , e T ∈ D′(U). De fato,
〈DαT |Ω, ϕ〉 = 〈DαT, ϕ˜〉 = (−1)|α|〈T,Dαϕ˜〉 = (−1)|α|〈T, ˜Dαϕ〉 = 〈D˜αT, ϕ〉,
para todo ϕ em D(Ω).
1.3 Distribuic¸o˜es temperadas
Nesta sec¸a˜o trataremos de uma classe especial de distribuic¸o˜es, chamadas de distri-
buic¸o˜es temperadas, usaremos esta classe de distribuic¸o˜es para definir a transformada
de Fourier.
Definic¸a˜o 1.11. Uma func¸a˜o ϕ ∈ C∞(RN) diz-se rapidamente decrescente no infinito,
quando para cada k ∈ N tem-se
pk(ϕ) = max|α|≤k
sup
x∈RN
(1 + ‖x‖2)k|Dαϕ(x)| <∞,
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o que e´ equivalente, a dizer que
lim
‖x‖→∞
p(x)Dαϕ(x) = 0
para todo polinoˆmio p de N varia´veis reais e α ∈ NN .
Considere S(RN) o espac¸o vetorial das func¸o˜es rapidamente decrescentes no infinito
com as operac¸o˜es usuais de soma e multiplicac¸a˜o por escalar, e munido da seguinte
noc¸a˜o de convergeˆncia: uma sequeˆncia {ϕn} de func¸o˜es de S(RN) converge para zero,
quando para todo k ∈ N a sequeˆncia {pk(ϕn)} converge para zero em K.
A sequeˆncia {ϕn} converge para ϕ, onde ϕ ∈ S(RN), se {pk(ϕn−ϕ)} converge para
zero em K para todo k ∈ N.
Definic¸a˜o 1.12. Os funcionais lineares definidos em S(RN), cont´ınuas no sentido
da convergeˆncia definida em S(RN) sa˜o chamados de distribuic¸o˜es temperadas, e esse
espac¸o vetorial e´ denotado por S ′(RN). Assim
lim
n→∞
Tn = T em S ′(RN) se lim
n→∞
〈Tn, ϕ〉 = 〈T, ϕ〉, para todo ϕ ∈ S(RN).
Proposic¸a˜o 1.19. O espac¸o das func¸o˜es testes em RN , D(RN), e´ um subespac¸o vetorial
do S(RN). Ale´m disso, D(RN) e´ denso em S(RN).
Prova: De fato, seja θ ∈ D(RN) tal que
θ(x) = 1, se ‖x‖ ≤ 1 e θ(x) = 0, se ‖x‖ ≥ 2.
Para cada n ∈ N, defina θn(x) = θ(xn) para todo x ∈ RN , enta˜o a sequeˆncia de func¸o˜es
{θnu} de D(RN) converge para u em S(RN). Para mostrar essa convergeˆncia usemos
a fo´rmula de Leibniz para func¸o˜es, segue que
Dα(θn(x)u(x))−Dαu(x) = θn(x)Dαu(x) + (Dαθn(x))u(x)−Dαu(x)
= θn(x)Dαu(x)−Dαu(x) + (Dαθn(x))u(x)
= θn(x)Dαu(x)−Dαu(x)
+
∑
β≤α
β>0
α!
β!(α− β)!
1
n|β|
Dβθ
(x
n
)
Dαu(x).
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Portanto,
pk(θnu− u) = max|α|≤k supx∈RN
(1 + ‖x‖2)k|θn(x)Dαu(x)−Dαu(x)
+
∑
β≤α,β>0
α!
β!(α− β)!
1
n|β|
Dβθ
(x
n
)
Dαu(x)|
≤ max
|α|≤k
sup
x∈RN
(1 + ‖x‖2)k|θn(x)Dαu(x)−Dαu(x)|
+ max
|α|≤k
sup
x∈RN
(1 + ‖x‖2)k|
∑
β≤α,β>0
α!
β!(α− β)!
1
n|β|
Dβθ
(x
n
)
Dαu(x)|
≤ max
|α|≤k
sup
x∈RN
(1 + ‖x‖2)k|θn(x)Dαu(x)−Dαu(x)|
+ max
|α|≤k
sup
x∈RN
(1 + ‖x‖2)k|
∑
β≤α,β>0
α!
β!(α− β)!
1
n|β|
|Dβθ
(x
n
)
Dαu(x)|.
(1.18)
A primeira parcela converge para zero como consequeˆncia da definic¸a˜o de func¸o˜es rapi-
damente decrescente no infinito e o fato de que θn(x)Dαu(x) = Dαu(x) para ‖x‖ ≤ n.
E quando n→∞ a segunda parcela de (1.18) tende a zero tambe´m.

Observac¸a˜o 1.4. Note que a func¸a˜o u(x) = e−‖x‖
2
pertence a S(RN) mas na˜o pertence
a D(RN). De fato, basta notar que lim
‖x‖→∞
‖x‖ke−‖x‖2 = 0, onde pk(x) = ‖x‖k e α =
(0, 0, . . . , 0). Mas u(x) na˜o pertence a D(RN), pois seja qual for k > 0, temos u(x) > 0,
para todo x tal que ‖x‖ > k.
Mas note que se T e´ uma distribuic¸a˜o temperada, enta˜o sua restric¸a˜o a D(RN) e´
uma distribuic¸a˜o sobre RN , a qual ainda representamos por T. Ale´m disto, se S e´ uma
distribuic¸a˜o sobre RN tal que existe C > 0 e k ∈ N satisfazendo a condic¸a˜o
|〈S, ϕ〉| ≤ Cpk(ϕ), para toda ϕ ∈ D(RN), (1.19)
enta˜o, por D(RN) ser denso em S(RN), segue que S pode ser estendida como uma
distribuic¸a˜o temperada.
Exemplo 1.8. Uma vez que |〈δ0, ϕ〉| ≤ p0(ϕ), para toda ϕ ∈ D(RN), segue de (1.19)
que δ0 ∈ S ′(RN). De fato, basta notar que
p0(ϕ) = max|α|≤k
sup
x∈RN
(1 + ‖x‖2)0|D0ϕ(x)| = max
|α|≤k
sup
x∈RN
|ϕ(x)|,
ou seja,
|〈δ0, ϕ〉| ≤ |ϕ(0)| ≤ max|α|≤k supx∈RN
|ϕ(x)|.
29
1. Resultados ba´sicos da teoria das distribuic¸o˜es
Exemplo 1.9. Seja u ∈ L1loc(RN) tal que
C =
∫
RN
|u(x)|
(1 + ‖x‖2)k dx <∞,
para algum k ∈ N, enta˜o |〈u, ϕ〉| ≤ Cpk(ϕ) para toda ϕ ∈ D(RN). Consequentemente
u e´ uma distribuic¸a˜o temperada.
Exemplo 1.10. Como consequeˆncia do Exemplo 1.9 e notando que∫
RN
1
(1 + ‖x‖2)mdx <∞, para todo m >
N
2
, (1.20)
segue que toda u ∈ Lp(RN), 1 ≤ p ≤ ∞, define uma distribuic¸a˜o temperada.
Observac¸a˜o 1.5. As seguintes afirmac¸o˜es sa˜o verdadeiras para 1 ≤ p <∞ e 1
p
+ 1
q
= 1
(i) D(RN) e´ um subespac¸o vetorial denso em S(RN);
(ii) S(RN) e´ um subespac¸o vetorial denso em Lq(RN);
(iii) D(RN) e´ um subespac¸o vetorial denso em Lq(RN).
Enta˜o por dualidade resulta
(iv) Lp(RN) e´ um subespac¸o vetorial denso em S ′(RN);
(v) S ′(RN) e´ um subespac¸o vetorial denso em D′(RN);
(vi) Lp(RN) e´ um subespac¸o vetorial denso em D′(RN).
Prova: Todos os itens sa˜o de fa´ceis demonstrac¸o˜es.
Exemplo 1.11. Se T ∈ S ′(RN) e α ∈ NN , enta˜o o funcional linear DαT e´ definido
em S(RN) por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, para toda ϕ ∈ S(RN)
e´ uma distribuic¸a˜o temperada.
Observac¸a˜o 1.6. Seja T ∈ S ′(RN) e ρ ∈ C∞(RN). O produto ρT na˜o e´ necessaria-
mente uma distribuic¸a˜o temperada.
Definic¸a˜o 1.13. Seja ρ ∈ C∞(RN). Diz-se que ρ e´ lentamente crescente no infinito,
quando para cada α ∈ NN , existe um polinoˆmio pα, tal que
|Dαρ(x)| ≤ pα(x), para todo x ∈ RN .
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Exemplo 1.12. Seja T ∈ S ′(RN). Se ρ e´ lentamente crescente no infinito, enta˜o ρT
e´ uma distribuic¸a˜o temperada.
1.4 Transformada de Fourier
Dada uma func¸a˜o u ∈ L1(RN), define-se sua transformada de Fourier como sendo
a Fu definida no RN por
(Fu)(x) = 1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy, para todo x ∈ RN ,
onde (x, y) = x1y1 + x2y2 + . . .+ xNyN . Desde que |e−i(x,y)| = 1, enta˜o
|(Fu)(x)| ≤ 1
(2pi)
N
2
‖u‖L1(RN ), para todo x ∈ RN ,
ou seja, Fu esta´ bem definida.
Observac¸a˜o 1.7. Tambe´m sera´ usada a notac¸a˜o û para a transformada de Fourier
da func¸a˜o u. Usaremos as duas notac¸o˜es, ao longo do texto, para simplificar algumas
expresso˜es.
Proposic¸a˜o 1.20. As seguintes afirmac¸o˜es sa˜o verdadeiras.
(i) Se u, v ∈ L1(RN) e a ∈ K, enta˜o ̂(au+ v) = aû+ v̂;
(ii) Se u, v ∈ L1(RN), enta˜o
(̂u ∗ v) = (2pi)N2 ûv̂;
(iii) Se u ∈ L1(RN) e xαu ∈ L1(RN) para |α| ≤ k, enta˜o û ∈ Ck(RN) e
Dαû = ̂((−i)|α|xαu);
(iv) Se u ∈ Ck(RN), Dαu ∈ L1(RN) para |α| ≤ k e Dαu ∈ C0(RN) para |α| ≤ k − 1,
enta˜o
D̂αu = (ix)αû;
(v) (Lema de Riemann-Lebesgue)F(L1(RN)) ⊂ C0(RN);
(vi) Se (τhu)(x) = u(x− h), enta˜o
(̂τhu)(x) = e
−i(x,h)û(x),
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ale´m disso,
τhû = f̂ ,
onde f(x) = ei(x,h)u(x).
Prova: A prova do item (i) e´ imediata.
Para provar (ii), usaremos o teorema da mudanc¸a de varia´veis (veja Teorema 1.14).
(̂u ∗ v)(x) = 1
(2pi)
N
2
∫
RN
e−i(x,y)(u ∗ v)(y)dy
=
1
(2pi)
N
2
∫
RN
e−i(x,y)
∫
RN
u(x)v(y − x)dxdy
=
1
(2pi)
N
2
∫
RN
∫
RN
e−i(x,y)u(x)v(y − x)dxdy
=
1
(2pi)
N
2
∫
RN
∫
RN
e−i(x,x)u(x)e−i(x,y−x)v(y − x)dxdy
=
1
(2pi)
N
2
∫
RN
e−i(x,x)u(x)dx
∫
RN
e−i(x,y−x)v(y − x)dy
=
1
(2pi)
N
2
∫
RN
e−i(x,x)u(x)dx
∫
RN
e−i(x,w)v(w)dw
= (2pi)
N
2
(
1
(2pi)
N
2
∫
RN
e−i(x,x)u(x)dx
1
(2pi)
N
2
∫
RN
e−i(x,w)v(w)dw
)
= (2pi)
N
2 ûv̂(x).
Para provar (iii), basta notar que
Dαû(x) = Dα
(
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy
)
=
1
(2pi)
N
2
∫
RN
Dα (e−i(x,y)u(y)) dy
=
1
(2pi)
N
2
∫
RN
(−i)|α|yαe−i(x,y)u(y)dy
=
1
(2pi)
N
2
∫
RN
e−i(x,y)(−i)|α|yαu(y)dy
= ̂((−i)|α|xαu)(x).
Para provar (iv), primeiro considere N = |α| = 1, desde que u ∈ C1, temos
û′(x) =
1
(2pi)
1
2
∫
R
e−i(x,y)u′(y)dy,
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usando o me´todo de integrac¸a˜o por partes, segue
û′(x) =
1
(2pi)
1
2
(
u(y)e−i(x,y)
∣∣∣∞
−∞
−
∫
R
(−ix)e−i(x,y)u(y)dy
)
=
1
(2pi)
1
2
(ix)
∫
R
e−i(x,y)u(y)dy
= ixû(x),
onde û′(x) e´ a derivada no sentido cla´ssico da transformada de Fourier de u. O argu-
mento para N > 1, |α| = 1 e´ o mesmo, so´ que calcula-se ∂̂ju integrando com respeito
a j−e´sima varia´vel e para o caso geral, segue por induc¸a˜o sobre |α|.
Para provar (v), considere u ∈ L1(RN) e uma sequeˆncia {un} ∈ C1(RN) ∩ C0(RN),
desde que C0(RN) e´ denso em L1(RN), enta˜o ûn → û uniformemente quando un → u
em L1(RN). Uma vez que C0(RN) e´ fechado na norma da convergeˆncia uniforme, tem-se
que û ∈ C0(RN).
Para provar (vi), aplica-se a transformada de Fourier em u(x− h), como segue
(̂τhu)(x) =
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y − h)dy.
Considerando y − h = w, temos
(̂τhu)(x) =
1
(2pi)
N
2
∫
RN
e−i(x,w+h)u(w)dw
= e−i(x,h)
1
(2pi)
N
2
∫
RN
e−i(x,w)u(w)dw
= e−i(x,h)û(x).
Similarmente, temos
τh(û(x)) =
1
(2pi)
N
2
∫
RN
e−i(x−h,y)u(y)dy
=
1
(2pi)
N
2
∫
RN
e−i(x,y)ei(h,y)u(y)dy
= f̂(x),
onde f(x) = ei(h,x)u(x).

Observac¸a˜o 1.8. Desde que S(RN) ⊂ L1(RN), para cada ϕ ∈ S(RN), esta˜o bem
definidas Fϕ e F−1ϕ e mostra-se que elas sa˜o rapidamente decrescentes no infinito.
Ale´m disso
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F : S(RN)→ S(RN) e F−1 : S(RN)→ S(RN)
sa˜o isomorfismos cont´ınuos. Antes de mostrarmos esses isomorfismos apresentaremos
dois resultados.
(1) F(Dαϕ) = i|α|xαFϕ;
(2) Dα(Fϕ) = F((−i)|α|xαϕ).
As provas sa˜o similares a`s provas da Proposic¸a˜o 1.20.
Lema 1.21. Se ϕ0 ∈ S(RN) e´ definida por ϕ0(x) = e− ‖x‖
2
2 , enta˜o Fϕ0 = ϕ0.
Prova: Seja α uma lista cujas entradas sa˜o iguais a zero, exceto j−e´sima entrada que
e´ igual a 1. Segue que
Dαϕ0(x) = Djϕ0(x) = −xjϕ0(x) = −xαϕ0(x),
multiplicando ambos os lados por i, temos
Dαϕ0(x)i = −ixαϕ0(x),
aplicando a transformada de Fourier,
F (Dαϕ0(x)i) = F(−ixαϕ0(x)),
aplicando a propriedade (iii) e (iv) da Proposic¸a˜o 1.20, segue
−xF(ϕ0)(x) = DαF(ϕ0)(x)
ou seja
DαFϕ0(x)
F(ϕ0)(x) = −x,
integrando ambos os lados, segue
ln(F(ϕ0)) = −‖x‖
2
2
+ c1,
aplicando a func¸a˜o exponencial, resulta
F(ϕ0) = Ce
−‖x‖2
2 .
Enta˜o, para x = 0 temos
C = F(ϕ0)(0) = 1
(2pi)
N
2
∫
RN
e−i(y,0)e−
‖y‖2
2 dy =
1
(2pi)
N
2
∫
RN
e−
‖y‖2
2 dy
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Fazendo w = y√
2
, enta˜o dw = 1
2
N
2
dy, isto e´, 2
N
2 dw = dy.
C =
2
N
2
(2pi)
N
2
∫
R
e−w
2
dw =
2
N
2
(2pi)
N
2
pi
N
2 = 1.
Portanto,
Fϕ0 = ϕ0.

Teorema 1.22. Seja u ∈ S(RN), enta˜o û ∈ S(RN) e vale a fo´rmula de inversa˜o
u(x) =
1
(2pi)
N
2
∫
RN
ei(x,y)û(y)dy, para todo x ∈ RN , (1.21)
e dados u, v ∈ S(RN), tem-se ∫
RN
ûvdy =
∫
RN
uv̂dy. (1.22)
Prova: Sejam u, v ∈ S(RN), pelo item (2) da Observac¸a˜o 1.8, sabemos que û ∈
C∞(RN) e juntamente com o item (1) da Observac¸a˜o 1.8 e o item (iv) da Proposic¸a˜o
1.20 para cada α, β ∈ NN ,
|xαDβû(x)| = |xα(−i)|β|(̂xβu)(x)|
= |(−i)|β|(−i2)|α|xα(x̂βu)(x)|
= |(−i)|α+β|i|α|xα(x̂βu)(x)|
= | ̂(Dα(xβu)(x))|
≤ (2pi)−N2 ‖Dα(xβu)‖L1(RN ),
logo, pela Definic¸a˜o 1.11, û ∈ S(RN). Desde que, para todo λ ∈ R, u(x)v(y)e−i(y,λx) e´
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mensura´vel, aplicando a desigualdade de Minkowski6, temos∫
RN
u(x)v̂(λx)dx =
∫
RN
u(x)
∫
RN
(2pi)−
N
2 v(y)e−i(y,λx)dydx
=
∫
RN
v(y)(2pi)−
N
2
∫
RN
u(x)e−i(λy,x)dxdy
=
∫
RN
û(λy)v(y)dy,
o que prova (1.22), pela igualdade acima ainda temos
u(0)
∫
RN
v̂(x)dx = lim
λ→∞
∫
RN
u
(x
λ
)
v̂(x)dx
= lim
λ→∞
∫
RN
v
(x
λ
)
û(x)dx
= v(0)
∫
RN
û(x)dx.
Tomando v(x) = e−
‖x‖2
2 na igualdade anterior, temos
u(0)
∫
RN
e−
‖x‖2
2 dx =
∫
RN
û(x)dx,
ou seja,
u(0) = (2pi)−
N
2
∫
RN
û(x)dx,
usando o item (v) da Proposic¸a˜o 1.20
u(x) =
∂u
∂x
(0) = (2pi)−
N
2
∫
RN
∂̂u
∂x
(ξ)dξ
= (2pi)−
N
2
∫
RN
û(ξ)ei(x,ξ)dξ,
o que prova (1.21).

6
Teorema 1.23 (Desigualdade de Minkowski). Sejam f e g func¸o˜es de Lp(RN ), com 1 ≤ p ≤ ∞,
enta˜o f + g e´ uma func¸a˜o de Lp(RN ) e
‖f + g‖Lp(RN ) ≤ ‖f‖Lp(RN )‖g‖Lp(RN ).
Prova: Ver [4], p.93, Teorema 4.7.

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Considere o operador
G : S(RN) → S(RN)
u 7→ G(u) = uˇ,
onde para cada u ∈ S(RN), uˇ esta´ definido por
uˇ(x) = (2pi)−
N
2
∫
RN
ei(x,y)u(y)dy, para todo x ∈ RN ,
pela fo´rmula de inversa˜o, temos
u(x) = (2pi)−
N
2
∫
RN
û(y)i(x,y)dy = ˇ(û)(x)
e
(̂uˇ)(x) = (2pi)−
N
2
∫
RN
uˇ(y)e−i(x,y)dy
= (2pi)−
N
2
∫
RN
û(−y)ei(x,−y)dy
= (2pi)−
N
2
∫
RN
û(y)ei(x,y)dy
= u(x),
ou seja, G e´ a inversa da transformada de Fourier em S(RN).
A aplicac¸a˜o
(F−1u)(x) = 1
(2pi)
N
2
∫
RN
ei(x,y)u(y)dy, para todo x ∈ RN ,
e´ denominada transformada de Fourier inversa de u. Desde que |ei(x,y)| = 1, enta˜o
|(F−1u)(x)| ≤ ‖u‖L1(RN ),
ou seja, F−1u tambe´m esta´ bem definida.
Observac¸a˜o 1.9. Tambe´m sera´ usada a notac¸a˜o uˇ para a transformada de Fourier
inversa.
Observac¸a˜o 1.10. Observe que Fu = F−1u, sendo v o conjugado complexo de v. De
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fato,
Fu(x) =
(
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy
)
=
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy
=
1
(2pi)
N
2
∫
RN
ei(x,y)u(y)dy
= F−1u(x).
Agora podemos enunciar o teorema seguinte.
Teorema 1.24. A restric¸a˜o da transformada de Fourier F : S(RN) → S(RN) e´ um
isomorfismo e F−1 e´ dado por
F−1(u)(x) = (F−1u)(x) = 1
(2pi)−
N
2
∫
RN
ei(x,y)u(y)dy, para todo x ∈ RN .
Dada uma distribuic¸a˜o temperada T, definimos a sua transformada de Fourier do
seguinte modo
〈FT, ϕ〉 = 〈T,Fϕ〉, para toda ϕ ∈ S(RN)
e
〈F−1T, ϕ〉 = 〈T,F−1ϕ〉, para toda ϕ ∈ S(RN).
Usando a continuidade da transformada de Fourier em S(RN), segue que FT e F−1T
sa˜o distribuic¸o˜es temperadas. Temos que
F : S ′(RN)→ S ′(RN) e F˜ : S ′(RN)→ S ′(RN)
sa˜o isomorfismos cont´ınuos sendo F−1 = F˜ . Observe que para todo ϕ ∈ S(RN), tem-se
(1) F(DαT ) = i|α|xαFT ;
(2) Dα(FT ) = F((−i)|α|xαT ).
Teorema 1.25 (Teorema de Plancherel). Se u ∈ L2(RN), enta˜o a transformada de
Fourier T̂ u de Tu e´ definida pela func¸a˜o û ∈ L2(RN), isto e´,
〈T̂ , u〉 = 〈T, û〉, para todo u ∈ L2(RN)
e
‖û‖L2(RN ) = ‖u‖L2(RN ).
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Prova: Pela desigualdade de Schwarz, temos
|〈T̂u, ϕ〉 = |〈Tu, ϕ̂〉|
= |
∫
RN
u(x)ϕ̂dx|
≤ ‖u‖L2(RN )‖ϕ̂‖L2(RN )
= ‖u‖L2(RN )‖ϕ‖L2(RN ). (1.23)
Segue do teorema da representac¸a˜o de Riesz para espac¸os de Hilbert, que existe uma
û ∈ L2(RN), tal que
〈T̂u, ϕ〉 =
∫
RN
ϕ(x)û(x)dx = 〈Tû, ϕ〉,
isto e´, ∫
RN
û(x)ϕ(x)dx =
∫
RN
u(x)ϕ̂(x)dx, para toda ϕ ∈ S(RN).
Ale´m disso, de (1.23) temos ‖u‖L2(RN ) ≥ ‖û‖L2(RN ) desde que S(RN) seja denso em
L2(RN). Logo
‖̂̂u‖L2(RN ) ≤ ‖û‖L2(RN ) ≤ ‖u‖L2(RN ).
Por outro lado, sabemos que ̂̂u = uˇ, enta˜o∫
RN
̂̂u(x)ϕ(x)dx = ∫
RN
ϕ̂(x)û(x)dx
=
∫
RN
u(−x)ϕ(x)dx, para toda ϕ ∈ S(RN).
Isto e´,
̂̂u(x) = u(−x) = uˇ(x) q.s. em RN .
Logo, ‖̂̂u‖L2(RN ) = ‖u‖L2(RN ), segue que
‖̂̂u‖L2(RN ) ≤ ‖û‖L2(RN ) ≤ ‖u‖L2(RN ).
Portanto,
‖û‖L2(RN ) = ‖u‖L2(RN ).

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Corola´rio 1.26. Sejam u ∈ L2(RN), se
(Fun)(x) = 1
(2pi)
N
2
∫
‖x‖≤n
e−i(x,y)u(y)dy, para todos x ∈ RN e n ∈ N,
enta˜o Fu = lim
n→∞
F(un) pontualmente em RN .
Prova: Fixe un(x) = u(x) ou un(x) = 0 de acordo com |x| ≤ n ou |x| > n. Enta˜o
lim
n→∞
‖un − u‖L2(RN ) = 0, pelo teorema de Plancherel lim
n→∞
‖ûn − û‖L2(RN ) = 0, ou seja,
Fu = lim
n→∞
Fun q.s. em RN .
Mas como ∫
Rn
ûn(x)ϕ(x)dx =
∫
Rn
un(x)û(x)dx
=
∫
|x|≤n
u(x)
{
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy
}
dx.
Mudando a ordem de integrac¸a˜o, temos
1
(2pi)
N
2
∫
RN
{∫
‖x‖≤n
u(x)e−i(x,y)dx
}
u(y)dy
e´ integra´vel sobre |x| ≤ n, como pode ser visto pela desigualdade de Schwarz. Logo
ûn(x) =
1
(2pi)
N
2
∫
‖x‖≤n
e−i(x,y)u(y)dy q.s. em RN .
Portanto,
lim
n→∞
ûn(x) =
1
(2pi)
N
2
∫
RN
e−i(x,y)u(y)dy = û(x),
o que prova o corola´rio.

1.5 Espac¸os de Sobolev
Nesta sec¸a˜o sa˜o apresentadas algumas propriedades elementares da geometria dos
espac¸os de Sobolev com suas respectivas refereˆncias de demonstrac¸o˜es, e alguns resul-
tados simples de dualidade. Como pode ser visto com maiores detalhes em [1, 11].
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Sejam Ω um subconjunto aberto do RN , 1 ≤ p ≤ ∞ e m ∈ N. Vimos que se
u ∈ Lp(Ω), enta˜o u possui derivadas de todas as ordens no sentido das distribuic¸o˜es, mas
que nem sempre Dαu e´ uma distribuic¸a˜o definida por uma func¸a˜o de Lp(Ω). Quando
Dαu e´ definida por uma func¸a˜o de Lp(Ω), define-se um novo espac¸o denominado espac¸o
de Sobolev.
O espac¸o de Sobolev, representado por Wm,p(Ω), e´ o espac¸o vetorial de todas as
func¸o˜es u ∈ Lp(Ω) tais que para todo α ∈ NN onde |α| ≤ m, Dαu ∈ Lp(Ω), sendo Dαu
a derivada de u no sentido das distribuic¸o˜es.
Para cada u ∈ Wm,p(Ω) define-se a norma de u por
‖u‖m,p =
∑
|α|≤m
∫
Ω
|Dαu(x)|pdx
 1p , quando 1 ≤ p <∞,
e
‖u‖m,∞ =
∑
|α|≤m
sup
x∈Ω
ess|Dαu(x)|, quando p =∞.
Na˜o e´ dif´ıcil verificar que a func¸a˜o ‖ · ‖ : Wm,p(Ω)→ R, 1 ≤ p ≤ ∞, e´ uma norma em
Wm,p(Ω).
Proposic¸a˜o 1.27. O espac¸o de sobolev Wm,p(Ω) e´ um espac¸o de Banach.
Prova: Ver [11], p. 24, Proposic¸a˜o 2.2.1.

Quando p = 2, o espac¸o de Sobolev Wm,2(Ω) e´ representado por Hm(Ω) e e´ denominado
espac¸o de Sobolev de ordem m. Segundo [11], Hm(Ω) e´ um espac¸o de Hilbert com
produto escalar dado por
(u, v)m =
∑
|α|≤m
(Dαu,Dαv)L2(Ω),
para todo u, v ∈ Hm(Ω).
Quando m = 0, claramente temos W 0,p(Ω) = Lp(Ω) e do Teorema 1.16, sabe-se que
D(Ω) e´ denso em Lp(Ω), mas na˜o e´ verdade que D(Ω) seja sempre denso em W 0,p(Ω)
para m ≥ 1, para maiores detalhes veja [11]. Motivado por este fato, define-se o espac¸o
Wm,p0 (Ω) como sendo o fecho de D(Ω) em W
m,p(Ω). Quando p = 2, escreve-se H0(Ω)
em lugar de Wm,20 (Ω).
Representa-se por W−m,q(Ω) o dual topolo´gico de Wm,p0 (Ω), onde 1 ≤ p < ∞ e
1 < q ≤ ∞ tal que 1
p
+ 1
q
= 1. O dual topolo´gico de Hm0 (Ω) denota-se por H
−m(Ω).
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Proposic¸a˜o 1.28. Seja u ∈ Wm,p0 (Ω) e u˜ a extensa˜o de u por zero fora de Ω. Tem-se
(a) u˜ ∈ Wm,p(RN);
(b) Dαu˜ = D˜αu para todo |α| ≤ m;
(c) ‖u‖m,p = ‖u˜‖m,p.
Prova: Ver [11], p. 25, Proposic¸a˜o 2.2.2.

Proposic¸a˜o 1.29. Se Wm,p0 (Ω) = W
m,p(Ω), o complemento de Ω no RN , Ωc possui
medida de Lebesgue igual a zero.
Prova: Ver [11], p. 26, Proposic¸a˜o 2.2.3.

Teorema 1.30. O espac¸o vetorial D(RN) e´ denso em Wm,p(RN).
Prova: Ver [11], p. 27, Teorema 2.2.1.

Proposic¸a˜o 1.31. Se u ∈ Wm,p(Ω) e possui suporte compacto, enta˜o u ∈ Wm,p0 (Ω).
Prova: Ver [11], p. 29, Proposic¸a˜o 2.2.4.

Apresentaremos o seguinte teorema sobre reflexividade dos espac¸os de Sobolev.
Teorema 1.32. Se 1 < p <∞ enta˜o Wm,p(Ω) e´ um espac¸o de Banach reflexivo.
Prova: Ver [11], p. 33, Teorema 2.2.3.

Para apresentar alguns resultados sobre os espac¸osHm0 (Ω), [11] considera os seguinte
operador.
Seja L o operador diferencial
∑
|α|≤m
(−1)|α|D2α, resulta que para u ∈ Hm(Ω), Lu e´
uma distribuic¸a˜o na˜o necessariamente definida por uma func¸a˜o localmente integra´vel.
Ale´m disso, se u ∈ Hm(Ω) e |α| ≤ m, enta˜o gα = Dαu pertence a L2(Ω) e
Lu =
∑
|α|≤m
(−1)|α|Dαgα ∈ H−m(Ω),
pelo Teorema 1.32. Logo, pode-se considerar L como um operador linear de Hm(Ω)
em H−m(Ω).
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Proposic¸a˜o 1.33. O complemento ortogonal e Hm0 (Ω) em H
0(Ω) e´ o nu´cleo do ope-
rador diferencial linear L.
Prova: Ver [11], p. 34, Proposic¸a˜o 2.2.5.

Proposic¸a˜o 1.34. O operador L transforma Hm0 (Ω) sobre H
−m(Ω) de maneira isome´trica.
Prova: Ver [11], p. 35, Proposic¸a˜o 2.2.6.

Para finalizar este cap´ıtulo apresentaremos a caracterizac¸a˜o dos espac¸os Hm(RN),
para m inteiro e positivo. Observe que agora trataremos Ω como sendo todo RN .
Considere a func¸a˜o Jm(x) = (1 + ‖x‖2)m2 , onde x ∈ RN . Note que Jm(x) e´ uma
func¸a˜o lentamente crescente no infinito, pela Definic¸a˜o 1.13.
Proposic¸a˜o 1.35. O espac¸o Hm(RN) coincide com
{u ∈ S ′(RN); (1 + ‖x‖2)m2 û ∈ L2(RN)}.
Definindo
‖|u‖|m = ‖(1 + ‖x‖2)m2 û‖L2(RN ),
a aplicac¸a˜o
Hm(RN) → R+
u 7→ ‖|u‖|m
e´ uma norma equivalente a` norma usual nos espac¸os de Sobolev ‖u‖m.
Prova: Para provar a equivaleˆncia das normas, primeiro provaremos que existem cons-
tantes positivas C1 e C2 tais que
C1
∑
|α|≤m
x2α ≤ (1 + ‖x‖2)m ≤ C2
∑
|α|≤m
x2α, para todo x ∈ RN . (1.24)
De fato, usando o Binoˆmio de Newton, mostra-se que
(1 + ‖x‖2)m =
m∑
j=0
(
m
j
)
‖x‖2j =
m∑
j=0
(
m
j
)
(x21 + x
2
2 + . . .+ x
2
N)
j. (1.25)
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Afirmamos que, ao fixar j, temos
(x21 + x
2
2 + . . .+ x
2
N)
j =
∑
|α|=j
Cαx
2α.
Para isto, basta aplicar novamente o Binoˆmio de Newton.
(x21 + x
2
2 + . . .+ x
2
N)
j
=
j∑
i1=0
(
j
i1
)
x2i11 (x
2
2 + x
2
3 . . .+ x
2
N)
j−i1
=
j∑
i1=0
(
j
i1
)
x2i11
j−i1∑
i2=0
(
j − i1
i2
)
x2i22
j−i2−i1∑
i3=0
(
j − i1 − i2
i3
)
x2i33 . . .
. . .
j−iN−2...−i1∑
iN=0
(
j − iN−2 . . .− i1
iN−1
)
x
2iN−1
N−1 x
2(j−iN−1−iN−2...−i1)
N .
Como as somas sa˜o finitas, temos
(x21 + x
2
2 + . . .+ x
2
N)
j
=
j∑
i1=0
(
j
i1
)
j−i1∑
i2=0
(
j − i1
i2
)
j−i2−i1∑
i3=0
(
j − i2 − i1
i3
)
. . .
j−iN−2...−i1∑
iN=0
(
j − iN−2 . . .− i1
iN−1
)
x2i11 x
2i2
2 x
2i3
3 . . . x
2iN−1
N−1 x
2(j−iN−1−iN−2...−i1)
N
=
j∑
i1=0
j−i1∑
i2=0
j−i2−i1∑
i3=0
. . .
j−iN−2...−i1∑
iN=0
(
j
i1
)(
j − i1
i2
)(
j − i2 − i1
i3
)
. . .
(
j − iN−2 . . .− i1
iN−1
)
x2i11 x
2i2
2 x
2i3
3 . . . x
2iN−1
N−1 x
2(j−iN−1−iN−2...−i1)
N
=
j∑
i1=0
j−i1∑
i2=0
j−i2−i1∑
i3=0
. . .
j−iN−2...−i1∑
iN=0
(
j!
i1!i2! . . . iN !
)
x2i11 x
2i2
2 x
2i3
3 . . . x
2iN−1
N−1 x
2(j−iN−1−iN−2...−i1)
N .
Fazendo α = (i1, i2, i3, . . . , iN−1, j − iN−1 − iN−2 . . .− i1), segue que |α| = j. Logo
(x21 + x
2
2 + . . .+ x
2
N)
j =
∑
|α|=j
(
j!
i1!i2! . . . iN !
)
x2α.
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Voltando a` equac¸a˜o (1.25)
m∑
j=0
(
m
j
)
(x21 + x
2
2 + . . .+ x
2
N)
j =
m∑
j=0
(
m
j
)∑
|α|=j
(
j!
i1!i2! . . . iN !
)
x2α
=
m∑
j=0
(
m
j
)(
j!
i1!i2! . . . iN !
)∑
|α|=j
x2α
=
m∑
j=0
(
m!
(m− j)!i1!i2! . . . iN !
)∑
|α|=j
x2α.
Tome
C1
m
= min
j∈{0,...,m}
{(
m!
(m− j)!i1!i2! . . . iN !
)}
e
C2
m
= max
j∈{0,...,m}
{(
m!
(m− j)!i1!i2! . . . iN !
)}
,
com isto, prova-se a desigualdade (1.24).
Voltando a` prova da proposic¸a˜o, observe que Hm(RN) e´ um subespac¸o denso em
L2(RN) que por sua vez um subespac¸o denso em S ′(RN). Seja u ∈ Hm(RN), para todo
α tal que |α| ≤ m, temos a seguinte propriedade da transformada de Fourier.
D̂αu(x) = (ix)αû(x) q.s. em RN . (1.26)
Usando essa propriedade e a desigualdade (1.24), segue
‖|u‖2m =
∫
RN
(1 + ‖x‖2)m|û(x)|2dx
≤ C2
∑
|α|≤m
∫
RN
|xαû(x)|2dx
≤ C2
∑
|α|≤m
∫
RN
|D̂αu(x)|2dx
≤ C2
∑
|α|≤m
∫
RN
|Dαu(x)|2dx
= C2‖u‖2m.
Reciprocamente, se u ∈ S ′(RN) e Jmû ∈ L2(RN), enta˜o da desigualdade (1.24) resulta
que para todo |α| ≤ m, (ix)αû ∈ L2(RN), ou seja, D̂αu ∈ L2(RN), pelo Teorema 1.25
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Dαu ∈ L2(RN) e, ale´m disso,
‖u‖2m =
∑
|α|≤m
∫
RN
|Dαu(x)|2dx
=
∑
|α|≤m
∫
RN
|xαû(x)|2dx
=
∑
|α|≤m
∫
RN
x2α|û(x)|2dx
≤ 1
C1‖|u‖|2m
,
o que demonstra a proposic¸a˜o.

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Cap´ıtulo 2
Semigrupos de operadores lineares
e limitados
A teoria de C0−semigrupos de operadores lineares e limitados serve para descre-
ver a evoluc¸a˜o temporal de sistemas autoˆnomos lineares. O objetivo deste cap´ıtulo e´
introduzir a noc¸a˜o de C0−semigrupos lineares, seus geradores infinitesimais e algumas
de suas propriedades ba´sicas. Tambe´m fornecer alguns fatos fundamentais relativos
a operadores lineares, bem como a integrac¸a˜o e diferenciac¸a˜o, em algum sentido, de
func¸o˜es de uma varia´vel do corpo K tomando valores em algum espac¸o de Banach.
Para maiores detalhes, veja [2, 4, 10, 12, 13, 14, 15].
Seja X um espac¸o de Banach. Considere A : D(A) → X um operador linear(na˜o
necessariamente limitado), u0 ∈ D(A) e o problema de valor inicial para uma equac¸a˜o
diferencial linear autoˆnoma em [0,∞),
du
dt
= Au, t > 0,
u(0) = u0.
(2.1)
Supondo que o problema (2.1) possui uma u´nica soluc¸a˜o global, em algum sentido,
isto e´, existe uma u´nica aplicac¸a˜o u : [0,∞)→ X tal que u(t) ∈ D(A) para todo t ≥ 0,
vale a equac¸a˜o
du
dt
= Au,
em algum sentido para todo t ≥ 0 e u(0) = u0. O semigrupo linear associado a (2.1) e´
o seu operador soluc¸a˜o, isto e´, o semigrupo linear e´ uma famı´lia de operadores lineares
limitados definidos em X e tomando valores em X dada por {T (t)}t≥0, onde u(t) :=
T (t)u0, para todo t ≥ 0.
Em geral, X e´ um espac¸o de func¸o˜es e o operador linear A e´ um operador linear
diferencial.
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2.1 Semigrupos uniformemente cont´ınuos de ope-
radores lineares e limitados
No que segue, X denota um espac¸o de Banach sobre o corpo K (K = R ou K = C)
com norma ‖.‖X e L(X) denota o espac¸o de todos os operadores lineares e limitados
de X em X, munido da norma
‖T‖L(X) := sup
x 6=0
x∈X
‖Tx‖X
‖x‖X .
Definic¸a˜o 2.1. Uma famı´lia {T (t)}t≥0 de operadores lineares e limitados de X em X
e´ um semigrupo de operadores lineares e limitados em X quando
(i) T (0) = I, (onde I e´ o operador identidade em X);
(ii) T (t+ s) = T (t)T (s) para todos t, s ≥ 0.
Um semigrupo de operadores lineares e limitados {T (t)}t≥0 e´ uniformemente cont´ınuo
quando
(iii) lim
t→0+
‖T (t)− I‖L(X) = 0.
Definic¸a˜o 2.2. O operador linear A : D(A)→ X definido no domı´nio
D(A) =
{
x ∈ X; lim
t→0+
T (t)x− x
t
existe
}
pela lei de formac¸a˜o
Ax = lim
t→0+
T (t)x− x
t
:=
d+T (t)x
dt
∣∣∣∣
t=0
para todo x ∈ D(A)
e´ chamado de gerador infinitesimal do semigrupo {T (t)}t≥0.
Note que se {T (t)}t≥0 e´ um semigrupo uniformemente cont´ınuo de um operador
linear e limitado, enta˜o
lim
s→t
‖T (s)− T (t)‖L(X) = 0.
De fato, tome s = t+ h, temos que
lim
s→t
‖T (s)− T (t)‖L(X) = lim
h→0+
‖T (t+ h)− T (t)‖L(X)
= lim
h→0+
‖T (t)T (h)− T (t)‖L(X)
= lim
h→0+
‖T (t)(T (h)− I)‖L(X)
≤ lim
h→0+
‖T (t)‖L(X) ‖T (h)− I‖L(X)
= ‖T (t)‖L(X) lim
h→0+
‖T (h)− I‖L(X) = 0.
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Antes de enunciarmos e demonstrarmos um teorema que nos da´ condic¸o˜es ne-
cessa´rias e suficientes para que um operador linear seja gerador infinitesimal de um
semigrupo uniformemente cont´ınuo, e´ conveniente definirmos a integral de Riemann de
um semigrupo uniformemente cont´ınuo.
Definic¸a˜o 2.3. Considere o intervalo [a, b], com 0 ≤ a < b < +∞, e seja P =
(t0, t1, . . . , tN) ∈ Pba, com t0 = a e tN = b, onde Pba e´ o conjunto de todas as partic¸o˜es
finitas do intervalo [a, b]. Assim, para um semigrupo uniformemente cont´ınuo de opera-
dores lineares e limitados {T (t)}t≥0, definimos
S(P ;T ) =
N∑
k=1
(tk − tk−1)T (tk−1).
Desta forma, a integral de Riemman do semigrupo {T (t)}t≥0 e´ dada por∫ b
a
T (t)dt = lim
|P |→0
S(P ;T ),
onde P ∈ Pba e |P | = max
k=1,...,N
(tk − tk−1).
Como o semigrupo e´ uniformemente cont´ınuo, enta˜o na˜o e´ dif´ıcil mostrar que o
limite acima existe. Portanto,
∫ b
a
T (t)dt e´ limitada. E´ poss´ıvel provar que se {T (t)}t≥0 e
{S(t)}t≥0 sa˜o semigrupos uniformemente cont´ınuos eA e´ um operador linear e limitado,
enta˜o ∫ b
a
[AT (t) + S(t)] dt = A
∫ b
a
T (t)dt+
∫ b
a
S(t)dt.
Mostraremos mais adiante, no Teorema 2.8,
lim
h→0+
1
h
∫ t+h
t
T (s)ds = T (t) para todo t ≥ 0.
Lema 2.1. Seja A ∈ L(X) tal que ‖A‖L(X) < 1, enta˜o I −A e´ invert´ıvel.
Prova: De fato, defina
f(z) =
1
1− z , para todo z ∈ C, z 6= 1.
Note que f e´ anal´ıtica em {z ∈ C; |z| < 1}, logo, como ‖A‖L(X) < 1, temos que
f (A) =
∞∑
n=0
An e´ um operador linear limitado em X, isto e´, f (A) ∈ L(X). Ale´m disso,
A comuta com qualquer uma de suas poteˆncias, enta˜o
(I −A)f(A) = (I −A)
∞∑
n=0
An =
∞∑
n=0
An −
∞∑
n=0
An+1 =
∞∑
n=0
An(I −A) = I.
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Portanto, I −A e´ invert´ıvel e f(A) = (I −A)−1.

Teorema 2.2. Um operador linear A e´ um gerador infinitesimal de um semigrupo
uniformemente cont´ınuo se, e somente se A e´ um operador linear e limitado.
Prova: Sejam A um operador linear limitado em X e o operador T (t) = etA, onde
etA =
∞∑
n=0
tnAn
n!
para todo t ≥ 0. (2.2)
Antes de demonstrar o teorema, e´ importante notar o seguinte fato
∥∥etA∥∥L(X) ≤ et‖A‖L(X) (2.3)
De fato, sabemos que
‖(tA)n‖L(X)
n!
≤ t
n ‖A‖nL(X)
n!
, (2.4)
enta˜o defina as somas parciais SN =
N∑
j=0
‖(tA)j‖L(X)
j!
e PN =
N∑
j=0
tj ‖A‖jL(X)
j!
, para todo
N ∈ N. Por (2.4) temos que SN ≤ PN , para todo N ∈ N, e isto implica que
lim
N→∞
SN ≤ lim
N→∞
PN ,
o que prova (2.3).
O lado direito de (2.2) converge para todo t ≥ 0 e define para cada t, um operador
linear limitado T (t), pois estamos considerando A limitado. Ale´m disso
(i) T (0) = I, (onde I e´ o operador identidade em X);
(ii) T (t+ s) = eA(t+s) = eAteAs = T (t)T (s) para todo t, s ≥ 0;
(iii) ‖T (t)− I‖L(X) → 0 quando t→ 0+.
Tambe´m pode ser usado a expansa˜o em se´ries de poteˆncias para ver (i) e (ii), ja´ para
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mostrar (iii), note o seguinte
‖T (t)− I‖L(X) ≤
∞∑
k=1
tk ‖A‖kL(X)
k!
= t ‖A‖L(X)
∞∑
k=1
tk−1 ‖A‖k−1L(X)
k!
≤ t ‖A‖L(X)
∞∑
k=1
tk−1 ‖A‖k−1L(X)
(k − 1)!
= t ‖A‖L(X) et‖A‖L(X) → 0,
quando t → 0+. Enta˜o, por definic¸a˜o, {T (t)}t≥0 e´ um semigrupo uniformemente
cont´ınuo de operadores lineares e limitados em X. Ale´m disso, o operador A e´ o gerador
infinitesimal deste semigrupo. De fato, quando t→ 0+
∥∥∥∥T (t)− It −A
∥∥∥∥
L(X)
=
1
t
∥∥∥∥∥
∞∑
n=2
tnAn
n!
∥∥∥∥∥
L(X)
≤ 1
t
∞∑
n=2
tn ‖A‖nL(X)
n!
=
1
t
(
et‖A‖L(X) − 1− t ‖A‖L(X)
)
=
et‖A‖L(X) − 1
t
− ‖A‖L(X) → 0.
Portanto, se A e´ um operador linear e limitado, enta˜o {T (t)}t≥0 e´ um semigrupo
uniformemente cont´ınuo em X onde A e´ seu gerador infinitesimal.
Para provar a rec´ıproca usaremos o Lema 2.1. Fixe um ρ > 0, pequeno o suficiente,
tal que
∥∥I − ρ−1 ∫ ρ
0
T (s)ds
∥∥
L(X) < 1. Enta˜o, pelo Lema 2.1, temos que ρ
−1 ∫ ρ
0
T (s)ds e´
invert´ıvel, em particular,
∫ ρ
0
T (s)ds e´ invert´ıvel. Agora,
1
h
(T (h)− I)
∫ ρ
0
T (s)ds =
1
h
(∫ ρ
0
T (h)T (s)− T (s)ds
)
=
1
h
(∫ ρ
0
T (s+ h)ds−
∫ ρ
0
T (s)ds
)
=
1
h
(∫ ρ+h
0
T (s)ds−
∫ h
0
T (s)ds−
∫ ρ
0
T (s)ds
)
=
1
h
(∫ ρ+h
0
T (s)ds−
∫ ρ
0
T (s)ds−
∫ h
0
T (s)ds
)
=
1
h
(∫ ρ+h
ρ
T (s)ds−
∫ h
0
T (s)ds
)
.
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Portanto,
1
h
(T (h)− I) = 1
h
(∫ ρ+h
ρ
T (s)ds−
∫ h
0
T (s)ds
)(∫ ρ
0
T (s)ds
)−1
, (2.5)
e passando o limite em (2.5) quando h→ 0+, h−1 (T (h)− I) converge em norma, e con-
sequentemente converge forte para o operador linear e limitado (T (ρ)− I) (∫ ρ
0
T (s)ds
)−1
e que e´, por definic¸a˜o, o gerador infinitesimal de {T (t)}t≥0.

Teorema 2.3. Sejam {T (t)}t≥0 e {S(t)}t≥0 semigrupos uniformemente cont´ınuos de
um operadores lineares e limitados. Se
lim
t→0+
T (t)− I
t
= A = lim
t→0+
S(t)− I
t
, (2.6)
enta˜o T (t) = S(t) para todo t ≥ 0.
Prova: Vamos mostrar que dado P > 0, temos S(t) = T (t) para todo 0 ≤ t ≤ P.
Fixado P > 0 e sabendo que as func¸o˜es t 7→ ‖T (t)‖L(X) e t 7→ ‖S(t)‖L(X) sa˜o cont´ınuas,
existe C > 0 tal que ‖T (t)‖L(X) ‖S(s)‖L(X) ≤ C para todo 0 ≤ s, t ≤ P. Dado um  > 0,
segue de (2.6) que existe δ > 0 tal que
‖T (h)− S(h)‖L(X)
h
<

PC
, para todo 0 < h < δ. (2.7)
Seja 0 ≤ t ≤ P e escolha n ≥ 1 tal que t
n
< δ. Usando os itens (ii) e (iii) da Definic¸a˜o
2.1, e (2.7), segue
‖T (t)− S(t)‖L(X) =
∥∥∥∥T (n tn
)
− S
(
n
t
n
)∥∥∥∥
L(X)
≤
n−1∑
k=0
∥∥∥∥T ((n− k) tn
)
S
(
kt
n
)
− T
(
(n− k − 1) t
n
)
S
(
(k + 1)
t
n
)∥∥∥∥
L(X)
≤
n−1∑
k=0
∥∥∥∥T ((n− k − 1 + 1) tn
)
S
(
kt
n
)
− T
(
(n− k − 1) t
n
)
S
(
kt
n
)
S
(
t
n
)∥∥∥∥
L(X)
≤
n−1∑
k=0
∥∥∥∥T ((n− k − 1) tn
)
T
(
t
n
)
S
(
kt
n
)
− T
(
(n− k − 1) t
n
)
S
(
kt
n
)
S
(
t
n
)∥∥∥∥
L(X)
≤
n−1∑
k=0
∥∥∥∥T ((n− k − 1) tn
)∥∥∥∥
L(X)
∥∥∥∥T ( tn
)
− S
(
t
n
)∥∥∥∥
L(X)
∥∥∥∥S (ktn
)∥∥∥∥
L(X)
≤ Cn 
PC
t
n
≤ ,
isto prova que S(t) = T (t), seja qual for 0 ≤ t ≤ P.
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
Corola´rio 2.4. Seja {T (t)}t≥0 um semigrupo uniformemente cont´ınuo de operadores
lineares e limitados. Enta˜o
(a) Existe um u´nico operador linear e limitado A tal que T (t) = eAt, e ale´m disso,
A e´ o gerador infinitesimal de {T (t)}t≥0;
(b) Existe uma constante ω ≥ 0 tal que ‖T (t)‖L(X) ≤ eωt;
(c) A aplicac¸a˜o [0,+∞) 3 t 7→ T (t) ∈ L(X) e´ diferencia´vel na norma e
d+T (t)
dt
∣∣∣∣
t=0
= AT (t) = T (t)A.
Prova: A prova do item (a) segue do fato de que se A e´ o gerador infinitesimal
dos semigrupos {T (t)}t≥0, e como A ja´ e´ o gerador infinitesimal etA, pelo Teorema 2.3
segue que etA = T (t). A prova do item (b) segue da inequac¸a˜o (2.3), onde basta tomar
ω = ‖A‖L(X) . A prova do item (c) segue do fato de que
AT (t) = lim
h→0+
(
T (h)− I
h
)
T (t)
= lim
h→0+
T (h)T (t)− T (t)
h
= lim
h→0+
T (h+ t)− T (t)
h
=
d+T (t)
dt
∣∣∣∣
t=0
,
analogamente, T (t)A = d
+T (t)
dt
∣∣∣∣
t=0
.

2.2 Semigrupos fortemente cont´ınuos de operado-
res lineares e limitados
Definic¸a˜o 2.4. Um semigrupo {T (t)}t≥0 de operadores lineares e limitados de X em
X e´ dito semigrupo fortemente cont´ınuo de operadores lineares e limitados se
lim
t→0+
T (t)x = x, para todo x ∈ X.
Um semigrupo fortemente cont´ınuo de operadores lineares e limitados de X em X
pode ser chamado de semigrupo de classe C0 ou C0−semigrupo.
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Observac¸a˜o 2.1. Todo semigrupo de operadores lineares e limitados em um espac¸o
de Banach X que e´ uniformemente cont´ınuo e´ com maior raza˜o fortemente cont´ınuo.
Mas a rec´ıproca na˜o e´ va´lida, como veremos em alguns exemplos.
Exemplo 2.1. Dados n ∈ N e A ∈ Mn(C), uma matriz quadrada de ordem n cujas
entradas sa˜o nu´meros complexos. O problema de valor inicial
dx
dt
= Ax, t > 0,
x(0) = x0
(2.8)
possui uma u´nica soluc¸a˜o em [0,+∞) dada por
x(t) = etAx0, para todo t ≥ 0,
onde etA e´ a matriz
etA =
∞∑
k=0
(tA)k
k!
.
Assim, o problema (2.8) esta´ associado a um semigrupo {T (t)}t≥0 emMn×1(C), espac¸o
das matrizes de n linhas e uma coluna de entradas complexas, onde
T (t) = eAt, para todo t ≥ 0.
Ale´m disso, e´ poss´ıvel notar que {T (t)}t≥0 e´ um semigrupo uniformemente cont´ınuo.
Em particular, quando n = 2 e A ∈M2(C), isto e´,
A =
(
a b
c d
)
,
onde δ = ad− bc, τ = a+ d e γ2 = 1
4
(τ 2− 4δ), e temos o semigrupo gerado por A dado
pela matriz
etA =
 e
tτ
2
[
1
γ
sinh(tγ)A+ (cosh(tγ)− τ
2γ
sinh(tγ))I2
]
se γ 6= 0
e
tτ
2
[
tA+ (1− tτ
2
)I2
]
se γ = 0,
onde
sinh(tγ) =
etγ − e−tγ
2
e cosh(tγ) =
etγ + e−tγ
2
.
De fato, para γ 6= 0 usaremos o processo de diagonalizac¸a˜o de matrizes, visto que o
polinoˆmio caracter´ıstico p(λ) = det(A− λI2) da matriz A possui duas ra´ızes distintas
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e as ra´ızes sa˜o dadas pela equac¸a˜o
(a− λ)(b− λ)− cd = 0,
ou seja, λ = τ±
√
τ2−4δ
2
, enta˜o
λ1 =
τ −√τ 2 − 4δ
2
e λ2 =
τ +
√
τ 2 − 4δ
2
Calculando o autovetor associado ao autovalor λ1.(
a− λ1 b
c d− λ1
)(
x
y
)
=
(
0
0
)
,
segue que
(a− λ1)x+ by = 0 e cx+ (d− λ1)y = 0.
Suponha c 6= 0, enta˜o
x =
(λ1 − d)y
c
,
e para y = 1 temos que
x =
τ−√τ2−4δ
2
− d
c
=
a− d−√τ 2 − 4δ
2c
.
Analogamente, encontra-se o autovetor associado ao autovalor λ2,
(
a−d+√τ2−4δ
2c
, 1
)
.
Agora, escrevemos A = BJB−1 onde B e´ a matriz invert´ıvel formada pelos autovetores
e J e´ a matriz diagonal formada pelos autovalores, da seguinte forma
B =
(
1
2c
(a− d−√τ 2 − 4δ) 1
2c
(a− d+√τ 2 − 4δ)
1 1
)
,
J =
(
1
2
(τ −√τ 2 − 4δ) 0
0 1
2
(τ +
√
τ 2 − 4δ)
)
,
e
B−1 =
( −1√
τ2−4δc
1
2
√
τ2−4δ (a− d+
√
τ 2 − 4δ)
1√
τ2−4δc
−1
2
√
τ2−4δ (a− d−
√
τ 2 − 4δ)
)
.
Uma vez que
etA =
∞∑
n=0
tnAn
n!
= B
∞∑
n=0
tnJ n
n!
B−1,
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e
∞∑
n=0
tnJ n
n!
=

∞∑
n=0
tn( τ−
√
τ2−4δ
2
)n
n!
0
0
∞∑
n=0
tn( τ+
√
τ2−4δ
2
)n
n!
 =
(
etλ1 0
0 etλ1
)
.
Podemos calcular explicitamente a matriz etA como segue
etA =
= B
(
etλ1 0
0 etλ1
)
B−1
=
(
1
4γ
[
(a− d)(etλ2 − etλ1)) + 2γ(etλ1 + etλ2)] −1
8cγ
[
4bc(etλ2 − etλ1)]
1
2γ
[
c(etλ2 − etλ1)] 1
4γ
[
(a− d)(etλ1 − etλ2) + 2γ(etλ1 + eλ2)]
)
+
(
1
4γ
[
a(etλ2 − etλ1))] 1
2γ
[
b(etλ2 − etλ1)]
1
2γ
[
c(etλ2 − etλ1)] 1
4γ
[
d(etλ2 − etλ1)]
)
+
(
1
4γ
[
d(etλ1 − etλ2)] 0
0 1
4γ
[
a(etλ1 − etλ2)]
)
+
(
1
2
[
etλ1 + etλ2
]
0
0 1
2
[
etλ1 + etλ2
] ) .
(2.9)
Fazendo as substituic¸o˜es de λ1 =
τ
2
− γ e λ2 = τ2 + γ, pois estamos assumindo que
γ = 1
2
(
√
τ 2 − 4δ). Enta˜o segue
(
1
4γ
[
a(et
τ
2
+tγ − et τ2−tγ)] 1
2γ
[
b(et
τ
2
+tγ − et τ2−tγ)]
1
2γ
[
c(et
τ
2
+tγ − et τ2−tγ)] 1
4γ
[
d(et
τ
2
+tγ − et τ2−tγ)]
)
+
+
(
1
4γ
[
d(et
τ
2
−tγ − et τ2 +tγ)] 0
0 1
4γ
[
a(et
τ
2
−tγ − et τ2 +tγ)]
)
+
+
(
1
2
[
et
τ
2
+tγ + et
τ
2
−tγ] 0
0 1
2
[
et
τ
2
+tγ + et
τ
2
−tγ]
)
=
e
tτ
2
[(
1
4γ
[a(etγ − e−tγ)] 1
2γ
[b(etγ − e−tγ)]
1
2γ
[c(etγ − e−tγ)] 1
4γ
[d(etγ − e−tγ)]
)
+
(
−1
4γ
[d(etγ − e−tγ)] 0
0 −1
4γ
[a(etγ − e−tγ)]
)
+
(
1
2
[etγ + e−tγ] 0
0 1
2
[etγ + e−tγ]
)]
=
e
tτ
2
[
1
γ
sinh(tγ)
(
a
2
b
c d
2
)
− 1
γ
sinh(tγ)
(
d
2
0
0 a
2
)
+ cosh(tγ)
(
1 0
0 1
)]
.
56
2. Semigrupos de operadores lineares e limitados
Somando a matriz nula e
tτ
2
γ
sinh(tγ)
(
a
2
− a
2
0
0 d
2
− d
2
)
e fazendo as associac¸o˜es devi-
das, temos
e
tτ
2
[
1
γ
sinh(tγ)
(
a b
c d
)
− 1
γ
sinh(tγ)
(
a+d
2
0
0 a+d
2
)
+ cosh(tγ)
(
1 0
0 1
)]
.
Para γ = 0, temos τ 2 = 4δ, ou seja,
a2 − 2ab+ b2 + 4bc = 0. (2.10)
Note que
et(A−
τ
2
I2) =
∞∑
n=0
tn(A− τ
2
I2)
n
n!
= I + tA− tτ
2
I2 +
∞∑
n=2
tn(A− τ
2
I2)
n
n!
.
Da´ı
etAe−
tτ
2 = I2 + tA− tτ
2
I2 +
∞∑
n=2
tn(A− τ
2
I2)
n
n!
.
Logo
etA = e
tτ
2
[
tA+
(
1− tτ
2
)
I2
]
+ e
tτ
2
∞∑
n=2
tn(A− τ
2
I2)
n
n!
.
Observe que
(
A− τ
2
I2
)n
= 0 para n > 2. De fato, pela equac¸a˜o (2.10)
(
A− τ
2
I2
)2
=
(
(a−d)2
4
+ bc (a−d)
2
b+ (d−a)
2
b
(a−d)
2
c+ (d−a)
2
c (d−a)
2
2
+ bc
)
=
(
0 0
0 0
)
.
Portanto
etA = e
tτ
2
[
tA+
(
1− tτ
2
)
I2
]
.
Exemplo 2.2. Seja
X = l2(K) =
{
{an}; an ∈ K e
∞∑
n=1
|an|2 <∞
}
.
Munido da norma
‖a‖l2(K) =
( ∞∑
n=1
|an|2
) 1
2
, onde a = {an}.
57
2. Semigrupos de operadores lineares e limitados
Para todo a = {an} ∈ l2(K) considere
T (t)a = {e−xntan}, para todo t ≥ 0,
onde {xn} e´ uma sequeˆncia de nu´meros reais positivos. Note que {T (t)}t≥0 e´ um
C0−semigrupo em X.
De fato, T (t)l2(K) ⊂ l2(K), pois
|e−xntan|2 = |e−xnt|2|an|2 ≤ |an|2,
logo
∞∑
n=1
|e−xntan|2 ≤
∞∑
n=1
|an|2 <∞.
Ou seja, a sequeˆncia {e−xntan} esta´ em l2(K). Claramente {T (t)}t≥0 e´ um C0−semigrupo
em X, pois
(i) T (0)a = a;
(ii) T (t+ s)a = e−xn(t+s)an = e−xns(e−xntan) = e−xnsT (t)a = T (s)T (t)a;
(iii) lim
t→0+
T (t)a = lim
t→0+
e−xntan = {an} = a.
O gerador infinitesimal A e´ definido em D(A) = {{an}; {xnan} ∈ l2(K)} e para a ∈
D(A),
A{an} = −{xnan}.
Agora vamos mostrar que {T (t)}t≥0 na˜o e´ um semigrupo uniformemente cont´ınuo
se a sequeˆncia {xn} for ilimitada, provando que seu gerador infinitesimal na˜o gera um
semigrupo uniformemente cont´ınuo, como segue. Se {xn} e´ uma sequeˆncia ilimitada,
enta˜o existe uma sequeˆncia {nk} com nk > k e xnk > kα para cada k ∈ N∗, onde α = 1,
e para α > 1 defina a sequeˆncia {an} de modo
an =

1
kα
se n = nk,
0 se n 6= nk, para todo k ∈ N∗.
Note que {an} ∈ l2(K), mas {xnan} /∈ l2(K), de fato
|an|2 =

1
k2α
se n = nk,
0 se n 6= nk, para todo k ∈ N∗.
58
2. Semigrupos de operadores lineares e limitados
Segue que
∑∞
n=1 |an|2 = 1k2α <∞, logo {an} ∈ l2(K). Mas
|xnan|2 =

xn
k2α
se n = nk,
0 se n 6= nk, para todo k ∈ N∗.
Logo
∞∑
n=1
|xnan|2 =
∞∑
n=1
xn
k2α
=
1
k2α
∞∑
n=1
xn,
que por sua vez diverge, ou seja, {xnan} /∈ l2(K). Neste caso D(A) 6= l2(K), e assim A
na˜o gera um semigrupo uniformemente cont´ınuo.
Exemplo 2.3. Seja X o espac¸o das func¸o˜es complexas cont´ınuas no intervalo [0, 1]
que sa˜o iguais a zero quando x = 1, com a norma do supremo. Defina
(T (t)f)(x) =
{
f(x+ t) se x+ t ≤ 1,
0 se x+ t > 1.
Veja que T (t) e´ claramente um C0−semigrupo em X. Basta notar que
(i) Para t = 0, (T (0)f)(x) = f(x), pois x ≤ 1;
(ii) Agora, para x+ s+ t > 1
(T (t+ s)f)(x) = 0 = (T (t)T (s)f)(x),
ja´ para o caso onde x+ s+ t ≤ 1
(T (t+ s)f)(x) = f(x+ s+ t) = (T (t)f)(x+ s) = (T (t)T (s)f)(x);
(iii) E por u´ltimo, |(T (t)f)(x)− f(x)| = |f(x+ t)− f(x)| , como |t + s − s| = |t| e
sabendo que f e´ uniformemente cont´ınua, dado  > 0 existe δ > 0 tal que
|t+ s− s| = |t| < δ implica que |f(x+ t)− f(x)| < , ou seja, |t| < δ implica que
|(T (t)f)(x)− f(x)| <  e portanto lim
t→0+
(T (t)f)(x) = f(x).
O gerador infinitesimal A e´ dado por
D(A) = {f ∈ C1([0, 1]) ∩X, f ′ ∈ X}
e
Af(x) = lim
t→0+
(T (t)f)(x)− f(x)
t
= lim
t→0+
f(x+ t)− f(x)
t
= f ′(x), para todo f ∈
D(A).
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Agora apresentaremos um caso particular o Exemplo 2.3 onde {T (t)}t≥0 na˜o e´ um
semigrupo uniformemente cont´ınuo.
Exemplo 2.4. Seja X o espac¸o das func¸o˜es cont´ınuas em [0,+∞). Defina, para t ≥ 0,
T (t)f em [0,+∞) do seguinte modo
(T (t)f)(x) = f(x+ t), para todo x ≥ 0,
onde f e´ definida da seguinte maneira. Fixado t > 0, f(0) = 1 e f(t) = −1
f(x) =
1−
2x
t
0 ≤ x ≤ t,
−1 x > t.
Com
‖f‖L(X) = sup
x≥0
|f(x)| = 1.
Observe que (T (t)f)(0)− f(0) = f(t)− f(0) = −2. Isto implica que
‖T (t)f − f‖L(X) = sup
x≥0
|f(x+ t)− f(x)| ≥ 2.
Assim, para todo t > 0, ‖T (t) − I‖L(X) ≥ 2, ou seja, lim
t→0+
T (t)x 6= x. Portanto,
{T (t)}t≥0 na˜o e´ um semigrupo uniformemente cont´ınuo.
O teorema a seguir mostra que todo semigrupo fortemente cont´ınuo possui uma
limitac¸a˜o exponencial.
Teorema 2.5. Seja {T (t)}t≥0 um C0−semigrupo. Existe uma constante ω ≥ 0 e
M ≥ 1 tal que ‖T (t)‖L(X) ≤Meωt, para todo t ≥ 0.
Prova: Vamos mostrar que existe um η > 0 tal que ‖T (t)‖L(X) e´ limitado para 0 ≤
t ≤ η. Se isto fosse falso, existiria uma sequeˆncia {tn} onde tn ≥ 0, lim
n→∞
tn = 0 e
‖T (tn)‖L(X) ≥ n. Usando o princ´ıpio da limitac¸a˜o uniforme1, segue que para algum
1
Teorema 2.6 (Princ´ıpio da limitac¸a˜o uniforme). Seja X e Y dois espac¸os de Banach e seja {Ti}i∈I
uma famı´lia(na˜o necessariamente enumera´vel) de operadores lineares e cont´ınuos de X em Y. Assuma
que
sup
i∈I
‖Tix‖ <∞, para todo x ∈ X.
Enta˜o
sup
i∈I
‖Ti‖L(X,Y ) <∞.
Prova: Ver [4], p.32, Teorema 2.2.

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x ∈ X, ‖T (tn)x‖X e´ ilimitada, o que contraria o fato de {T (t)}t≤0 ser C0−semigrupo.
Assim, ‖T (t)‖L(X) ≤ M, para todo 0 ≤ t ≤ η. Como ‖T (0)‖L(X) = 1, segue que
M ≥ 1.
Agora, para t ≥ 0, temos que t = nη+ δ, onde 0 ≤ δ < η. Considere ω = η−1lnM ≥
0, assim
‖T (t)‖L(X) = ‖T (nη + δ)‖L(X) = ‖T (η)nT (δ)‖L(X) ≤Mn+1. (2.11)
Como n = t−δ
η
< t
η
e eωt = etη
−1lnM = M
t
η , segue que
Mn+1 = MnM ≤MM tη = Meωt.
Substituindo em (2.11) conclu´ımos que
‖T (t)‖L(X) ≤Meωt, para todo t ≥ 0.

Corola´rio 2.7. Se {T (t)}t≥0 um C0−semigrupo, enta˜o para todo x ∈ X, a aplicac¸a˜o
[0,+∞) 3 t 7→ T (t)x ∈ X e´ uma aplicac¸a˜o cont´ınua.
Prova: Sejam t, h ≥ 0. A continuidade de [0,+∞) 3 t 7→ T (t)x ∈ X segue de
‖T (t+ h)x− T (h)x‖X ≤ ‖T (t)‖L(X) ‖T (h)x− x‖X ≤Meωt ‖T (h)x− x‖X .
Uma vez que {T (t)}t≥0 e´ um C0−semigrupo, enta˜o limh→0+ T (h)x = x, logo, Meωt ‖T (h)x− x‖X →
0 quando h→ 0+. Para t ≥ h ≥ 0
‖T (t− h)x− T (t)x‖X = ‖T (t− h)x− T (t− h+ h)x‖X ≤ ‖T (t− h)‖X ‖x− T (h)x‖X
≤ Meωt ‖x− T (h)x‖X .
Analogamente, Meωt ‖x− T (h)x‖X → 0 quando h→ 0+.

Teorema 2.8. Sejam {T (t)}t≥0 um C0−semigrupo e A seu gerador infinitesimal.
Enta˜o,
(i) Para todo x ∈ X,
lim
h→0+
1
h
∫ t+h
t
T (s)xds = T (t)x;
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(ii) Para todo x ∈ X, ∫ t
0
T (s)xds ∈ D(A) e
A
(∫ t
0
T (s)xds
)
= T (t)x− x;
(iii) Para todo x ∈ D(A), T (t)x ∈ D(A) e
d+T (t)x
dt
∣∣∣∣
t=0
= AT (t)x = T (t)Ax;
(iv) Para todo x ∈ D(A),
T (t)x− T (s)x =
∫ t
s
AT (τ)xdτ =
∫ t
s
T (τ)Axdτ.
Prova:
(i) Prova de (i), defina σ(t) =
∫ t
0
T (s)xds, onde σ : [0,+∞) → X, pelo Teorema
Fundamental do Ca´lculo, temos
dσ(t)
dt
= T (t)x e, portanto,
T (t)x = lim
h→0+
σ(t+ h)− σ(t)
h
= lim
h→0+
1
h
∫ t+h
t
T (s)xds.
(ii) Dados x ∈ X e h > 0, enta˜o
T (h)− I
h
∫ t
0
T (s)xds =
1
h
∫ t
0
[T (s+ h)x− T (s)x] ds
=
1
h
[∫ t
0
T (s+ h)xds−
∫ t
0
T (s)xds
]
=
1
h
[∫ t+h
h
T (s)xds−
∫ t
0
T (s)xds
]
=
1
h
[∫ t+h
0
T (s)xds−
∫ h
0
T (s)xds−
∫ t
0
T (s)xds
]
=
1
h
[∫ t+h
0
T (s)xds−
∫ t
0
T (s)xds−
∫ h
0
T (s)xds
]
=
1
h
[∫ t+h
t
T (s)xds−
∫ h
0
T (s)xds
]
.
Note que quando h → 0+, por (i), o lado direito da equac¸a˜o tende a T (t)x − x,
o que prova (ii).
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(iii) Sejam x ∈ X e h > 0, enta˜o(
T (h)− I
h
)
T (t)x = T (t)
(
T (h)− I
h
)
x→ T (t)Ax, quando h→ 0+.(2.12)
Assim, T (t)x ∈ D(A) e AT (t)x = T (t)Ax. Por (2.12) tambe´m podemos concluir
que o lado direito da derivada de T (t)x e´ T (t)Ax, isto e´,
d+T (t)
dt
x = AT (t)x = T (t)Ax.
Para provar (iii), devemos mostrar que para t > 0 a derivada de T (t)x existe e e´
igual a T (t)Ax, para isto, note que
lim
h→0+
∥∥∥∥[T (t)x− T (t− h)xh − T (t)Ax
]∥∥∥∥
X
≤ lim
h→0+
∥∥∥∥[T (t− h+ h)x− T (t− h)xh − T (t− h)Ax
]∥∥∥∥
X
+ lim
h→0+
‖[T (t− h)Ax− T (t)Ax]‖X
= lim
h→0+
‖T (t− h)‖L(X)
∥∥∥∥[T (h)x− xh −Ax
]∥∥∥∥
X
+ lim
h→0+
‖[T (t− h)Ax− T (t)Ax]‖X
(2.13)
Ambos os termos do lado direito de (2.13) esta˜o tendendo a zero, o primeiro e´
pelo fato de que x ∈ D(A) e ‖T (t− h)‖L(X) e´ limitada quando 0 ≤ h ≤ t e
o segundo termo e´ por causa da continuidade forte de T (t). Assim,
d−T (t)
dt
x =
AT (t)x = T (t)Ax e portanto
dT (t)
dt
x = AT (t)x = T (t)Ax.
(iv) Por (iii), temos que
dT (t)
dt
x = AT (t)x = T (t)Ax. Calculando a integral definida
de s a t em ambos os lados∫ t
s
dT (t)
dt
x =
∫ t
s
AT (τ)xdτ =
∫ t
s
T (τ)Axdτ,
segue que
T (t)x− T (s)x =
∫ t
s
AT (τ)xdτ =
∫ t
s
T (τ)Axdτ,
o que prova (iv).

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Corola´rio 2.9. Se A e´ o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0, enta˜o
D(A) = X e A e´ um operador linear fechado.
Prova: Para cada x ∈ X seja xt = 1
t
∫ t
0
T (s)xds, pela parte (ii) do Teorema 2.8,
xt ∈ D(A) para t > 0, pela parte (i) do mesmo teorema, xt = lim
t→0+
1
t
∫ t
0
T (s)xds =
T (0)x = x, ou seja, xt → x quando t → 0+. Assim, D(A) = X. A linearidade de A e´
evidente, pois T (t) e´ linear.
Agora vamos mostrar que o operador A e´ fechado. Sejam xn ∈ D(A), tal que
xn → x e Axn → y quando n→∞, pela parte (iv) do Teorema 2.8
T (t)xn − xn =
∫ t
0
T (s)Axnds, (2.14)
note que o integrando do lado direito de (2.14) converge uniformemente para T (s)y em
intervalos fechados. Consequentemente, quando n→∞ em (2.14)
T (t)x− x =
∫ t
0
T (s)yds, (2.15)
dividindo (2.15) por t, temos
1
t
(T (t)x− x) = 1
t
∫ t
0
T (s)yds.
Como
1
t
(T (t)x − x) → Ax e 1
t
∫ t
0
T (s)yds → y, pela unicidade do limite, Ax = y
quando t tende a 0+.

Teorema 2.10. Sejam {T (t)}t≥0 e {S(t)}t≥0 C0−semigrupos com geradores infinite-
simais A e B, respectivamente. Se A = B, enta˜o T (t) = S(t) para todo t ≥ 0.
Prova: Seja x ∈ D(A) = D(B), pelo Teorema 2.8 segue facilmente que a func¸a˜o
[0,+∞) 3 s 7→ T (t− s)S(s)x ∈ X e´ diferencia´vel e que
d
ds
T (t− s)S(s)x = −AT (t− s)S(s)x+ T (t− s)BS(s)x
= −T (t− s)AS(s)x+ T (t− s)BS(s)x
= −T (t− s)AS(s)x+ T (t− s)AS(s)x = 0,
a segunda e terceira igualdade sa˜o justificadas pelo item (iii) do Teorema 2.8 e pela
hipo´tese de A = B, respectivamente e, portanto, a aplicac¸a˜o [0,+∞) 3 s 7→ T (t −
s)S(s)x ∈ X e´ constante. E em particular, quando s = 0, temos T (t−s)S(s)x = T (t)x
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e quando s = t, temos T (t − s)S(s)x = S(t)x, ou seja, T (t)x = S(t)x, para todo
x ∈ D(A), mas como T (t) e S(t) sa˜o limitados e D(A) = X segue que T (t)x = S(t)x,
para todo x ∈ X.

Teorema 2.11. Seja A o gerador infinitesimal do C0−semigrupo {T (t)}t≥0. Se D(An)
e´ o domı´nio de An, enta˜o
∞⋂
n=1
D(An) e´ denso em X.
Prova: Seja D o conjunto das func¸o˜es de classe C∞(R) com suporte compacto em
(0,∞). Para cada x ∈ X e ϕ ∈ D, considere o elemento
xϕ =
∫ ∞
0
ϕ(s)T (s)xds.
Para h > 0, suficientemente pequeno, tem-se
T (h)− I
h
xϕ =
1
h
∫ ∞
0
ϕ(s)[T (s+ h)x− T (s)x]ds
=
1
h
∫ ∞
0
ϕ(s)T (s+ h)xds− 1
h
∫ ∞
0
ϕ(s)T (s)xds
=
1
h
∫ ∞
h
ϕ(ξ − h)T (ξ)xdξ − 1
h
∫ ∞
0
ϕ(s)T (s)xds
=
1
h
∫ ∞
0
ϕ(ξ − h)T (ξ)xdξ − 1
h
∫ h
0
ϕ(ξ − h)T (ξ)xdξ − 1
h
∫ ∞
0
ϕ(s)T (s)xds
=
1
h
∫ ∞
0
ϕ(s− h)T (s)xds− 1
h
∫ h
0
ϕ(s− h)T (s)xds− 1
h
∫ ∞
0
ϕ(s)T (s)xds
=
1
h
∫ ∞
0
[ϕ(s− h)T (s)x− ϕ(s)T (s)x]ds− 1
h
∫ h
0
ϕ(s− h)T (s)xds
=
∫ ∞
0
1
h
[ϕ(s− h)− ϕ(s)]T (s)xds. (2.16)
O integrando do lado direito de 2.16 converge uniformemente em [0,∞) para−ϕ′(s)T (s)x,
quando h→ 0+. Portanto xϕ ∈ D(A) e
Axϕ = lim
h→0+
T (h)− I
h
xϕ = −
∫ ∞
0
−ϕ′(s)T (s)xds.
Desde que ϕ ∈ D, enta˜o ϕ(n), a n-e´sima derivada de ϕ tambe´m pertence a D para
n = 1, 2, . . . . Por induc¸a˜o conclui-se que xϕ ∈ D(An)
Anxϕ = (−1)n
∫ ∞
0
−ϕ(n)(s)T (s)xds, para todo n ∈ N,
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e consequentemente, xϕ ∈
∞⋂
n=1
D(An). Agora, tome Y o subespac¸o vetorial gerado por
{xϕ;x ∈ X,ϕ ∈ D} pelo argumento acima temos Y ⊂
∞⋂
n=1
D(An).
Para concluir a prova mostraremos que Y e´ denso em X. Suponha que Y na˜o e´
denso em X, enta˜o pelo corola´rio do teorema de Hahn-Banach2, existe um funcional
linear x∗ ∈ X∗, x∗ 6= 0 tal que x∗(xϕ) = 0 para toda xϕ ∈ Y, logo∫ ∞
0
ϕ(s)x∗(T (s)x)ds = x∗
(∫ ∞
0
ϕ(s)T (s)xds
)
= 0 (2.17)
para todo x ∈ X,ϕ ∈ D, isto implica que x ∈ X a func¸a˜o cont´ınua s 7→ x∗(T (s)x)
e´ nula em [0,+∞), caso contra´rio, teria sido poss´ıvel escolher ϕ ∈ D tal que o lado
direito de (2.17) na˜o fosse zero. Em particular, para s = 0, x∗(x) = 0. Isto vale para
todo x ∈ X e, portanto, x∗ = 0, o que e´ absurdo. Assim
∞⋂
n=1
D(An) e´ denso em X.

Lema 2.13. Seja A o gerador infinitesimal do C0−semigrupo {T (t)}t≥0 de modo que
‖T (t)‖L(X) ≤M para t ≥ 0. Se x ∈ D(A2), enta˜o
‖Ax‖2X ≤ 4M2
∥∥A2x∥∥
X
‖x‖X . (2.18)
Prova: Usando a fo´rmula de Taylor, temos
T (t)x = x+ tAx+
∫ ∞
0
(t− s)T (s)A2xds.
Da´ı,
tAx = T (t)x− x−
∫ ∞
0
(t− s)T (s)A2xds
2
Corola´rio 2.12. Seja X um espac¸o de Banach. Para todo x0 ∈ X existe f0 ∈ X∗ tal que
‖f0‖X∗ = ‖x0‖X e 〈f0, x0〉 = ‖x0‖2X .
Prova: Ver [4], p.3, Corola´rio 1.3.

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Da desigualdade triangular, temos
‖tAx‖X ≤ ‖T (t)x‖X + ‖x‖X +
∥∥∥∥∫ ∞
0
(t− s)T (s)A2xds
∥∥∥∥
X
‖Ax‖X ≤ t−1 (‖T (t)x‖X + ‖x‖X) + t−1
∥∥∥∥∫ ∞
0
(t− s)T (s)A2xds
∥∥∥∥
X
≤ 2M
t
‖x‖X + Mt
2
‖A2x‖X . (2.19)
Onde foi usado M ≥ 1, desde que ‖T (0)‖L(X) = 1. Note que se A2x = 0, enta˜o Ax = 0,
logo vale (2.18). Se A2x 6= 0, fac¸a t = 2‖x‖
1
2
X
‖A2x‖ 12
em (2.19), da´ı
‖Ax‖X ≤ 2M‖A
2x‖
1
2
X
2‖x‖
1
2
X
‖x‖X +
M
2‖x‖
1
2
X
‖A2x‖
1
2
X
2
‖A2x‖X = 2M‖x‖
1
2
X‖A2x‖
1
2
X .
Portanto,
‖Ax‖2X ≤ 4M2‖A2x‖X‖x‖X ,
o que prova o Lema.

Exemplo 2.5. Seja X um espac¸o de Banach de func¸o˜es uniformemente cont´ınuas em
R com norma do supremo. Para f ∈ X definimos
(T (t)f)(s) = f(t+ s).
Provamos no Exemplo 2.3 que T (t) e´ um C0−semigrupo e que
D(A) = {f ∈ C1([0, 1]) ∩X, f ′ ∈ X}
e Af = f ′ para f ∈ D(A)
‖T (t)‖L(X) = sup
f(s)6=0
|T (t)f(s)|
|f(s)| supf(s)6=0
|f(t+ s)|
f(s)
≤ 1.
Logo, vale o Lema 2.13 e assim, obte´m-se a Desigualdade de Landau
(sup |f ′(s)|)2 ≤ 4(sup |f ′′(s)|)(sup |f(s)|),
onde o supremo e´ tomado em R.
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2.3 O Teorema de Hille-Yosida
O Teorema de Hille-Yosida caracteriza operadores lineares que geram semigrupos
com geradores na˜o necessariamente limitados. Este tipo de geradores aparecem em
estudos de problemas de dimensa˜o infinita.
Seja {T (t)}t≥0 um C0−semigrupo. Pelo Teorema 2.5 existem constantes ω ≥ 0 e
M ≥ 1 tais que ‖T (t)‖L(X) ≤Meωt para t ≥ 0. Com isso temos a seguinte definic¸a˜o.
Definic¸a˜o 2.5. Um C0−semigrupo {T (t)}t≥0 e´ chamado de uniformemente limitado
se ω = 0, ale´m disso, se M = 1, enta˜o ele e´ chamado de semigrupo de contrac¸o˜es.
Definic¸a˜o 2.6. Seja X um espac¸o de Banach sobre o corpo K e A : D(A) ⊂ X → X
um operador linear. O conjunto resolvente de A e´ o subconjunto ρ(A) de todos os
nu´meros complexos λ tais que λI −A e´ injetor, R(λI −A) = X e
R(λ : A) = (λI −A)−1 : R(λI −A) ⊂ X → X
e´ limitado.
Para λ ∈ ρ(A), o operador R(λ : A) = (λI − A)−1 e´ chamado de operador resol-
vente. O espectro do operador A e´ definido por σ(A) = C\ρ(A).
Observac¸a˜o 2.2. Sejam A um operador fechado densamente definido em X e R(λ :
A) = (λI −A)−1 o seu resolvente. Se µ e λ esta˜o no conjunto resolvente ρ(A) de A,
enta˜o temos a identidade do resolvente
R(λ : A)−R(µ : A) = (µ− λ)R(λ : A)R(µ : A). (2.20)
Para mostrar a igualdade (2.20), basta notar que do resolvente A, tem-se a seguinte
igualdade.
AR(λ : A) = λR(λ : A)− I,
para todo λ ∈ ρ(A), enta˜o, dados µ, λ ∈ ρ(A), temos
R(λ : A) = R(λ : A)[µR(µ : A)−AR(µ : A)]
e
R(µ : A) = R(µ : A)[λR(λ : A)−AR(λ : A)]
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Subtraindo as equac¸o˜es temos
R(λ : A)−R(µ : A) = R(λ : A)[µR(µ : A)−AR(µ : A)]−R(µ : A)[λR(λ : A)
− AR(λ : A)]
= µR(λ : A)R(µ : A)−AR(λ : A)R(µ : A)− λR(µ : A)R(λ : A)
+ AR(λ : A)R(µ : A)
= (µ− λ)R(λ : A)R(µ : A),
o que implica
R(λ : A)−R(µ : A) = (µ− λ)R(λ : A)R(µ : A)
Teorema 2.14 (Hille-Yosida). Um operador (ilimitado) A e´ um gerador infinitesimal
de um C0−semigrupo de contrac¸o˜es {T (t)}t≥0 se, e somente se
(a) A e´ fechado e D(A) = X;
(b) O conjunto resolvente ρ(A) de A conte´m R+ e para cada λ > 0
‖R(λ : A)‖L(X) ≤
1
λ
.
Prova: (Necessidade). Se A e´ um gerador infinitesimal de um C0−semigrupo, enta˜o
A e´ fechado e D(A) = X, pelo Corola´rio 2.9. Para λ > 0 e x ∈ X seja
R(λ)x =
∫ ∞
0
e−λtT (t)xdt.
Desde que a aplicac¸a˜o [0,+∞) 3 t 7→ T (t)x ∈ X e´ cont´ınua e uniformemente limitada,
existe a integral impro´pria de Riemann, que por sua vez define o operador R(λ). Agora,
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observe que
‖R(λ)x‖X =
∥∥∥∥∫ ∞
0
e−λtT (t)xdt
∥∥∥∥
X
≤
∫ ∞
0
e−λt ‖T (t)x‖X dt
≤
∫ ∞
0
e−λt ‖T (t)‖L(X) ‖x‖X dt
≤
∫ ∞
0
e−λt ‖x‖X dt
= ‖x‖X
∫ ∞
0
e−λtdt
= ‖x‖X
1
λ
.
A segunda desigualdade e´ va´lida pelo fato de T (t) ser limitado e a terceira porque T (t)
e´ uma contrac¸a˜o, ou seja, ‖T (t)‖L(X) ≤ 1. Ale´m disso, para h > 0
T (h)− I
h
R(λ)x =
1
h
∫ ∞
0
e−λt(T (t+ h)x− T (t)x)dt
=
1
h
∫ ∞
0
e−λtT (t+ h)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt
=
1
h
∫ ∞
h
e−λ(ξ−h)T (ξ)xdξ − 1
h
∫ ∞
0
e−λtT (t)xdt
=
1
h
∫ ∞
0
e−λt+λhT (t)xdt− 1
h
∫ h
0
e−λt+λhT (t)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt
=
1
h
∫ ∞
0
e−λt+λhT (t)xdt− 1
h
∫ ∞
0
e−λtT (t)xdt− 1
h
∫ h
0
e−λt+λhT (t)xdt
=
eλh − 1
h
∫ ∞
0
e−λtT (t)xdt− e
λh
h
∫ h
0
e−λtT (t)xdt. (2.21)
Note que quando h→ 0+ (2.21) tende a λR(λ)x−x, ou seja, para todo x ∈ X e λ > 0
R(λ)x ∈ D(A) e
AR(λ) = λR(λ)− I, (2.22)
ou seja,
(λ−A)R(λ) = I. (2.23)
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Veja ainda que para x ∈ D(A)
R(λ)Ax =
∫ ∞
0
e−λtT (t)Axdt
=
∫ ∞
0
e−λtAT (t)xdt
= A
(∫ ∞
0
e−λtT (t)xdt
)
= AR(λ)x, (2.24)
onde foram usados o item (iii) do Teorema (2.8) e o fato de A ser fechado. Usando
(2.23) e (2.24) segue que
x = (λ−A)R(λ)x = λR(λ)x−AR(λ)x
= λR(λ)x−R(λ)Ax = R(λ)(λI −A)x, para todo x ∈ D(A).
Isso mostra que R(λ) e´ a inversa de (λI −A) para todo λ > 0, ou seja, R(λ : A) =
R(λ). Portanto as condic¸o˜es (a) e (b) sa˜o necessa´rias.
Para mostrar que as condic¸o˜es (a) e (b) sa˜o suficientes para que A seja um gerador
infinitesimal de um C0−semigrupo de contrac¸o˜es, necessitamos de treˆs lemas.
Lema 2.15. Seja A um operador que satisfac¸a as condic¸o˜es (a) e (b) do Teorema 2.14
e R(λ : A) = (λI −A)−1. Enta˜o
lim
λ→∞
λR(λ : A)x = x, para todo x ∈ X.
Prova: Primeiro suponha que x ∈ D(A), segue
‖λR(λ : A)x− x‖X = ‖AR(λ : A)x‖X = ‖R(λ : A)Ax‖X ≤
1
λ
‖Ax‖X → 0,
quando λ→∞, onde primeira igualdade e´ justificada por (2.22) e a segunda por (2.23),
a desigualdade e´ devido a` hipo´tese. Como D(A) e´ denso em X e ‖λR(λ : A)‖X ≤ 1,
ou seja, limitado. Segue
λR(λ : A)x→ x, quando λ→∞, para todo ∈ X.

Antes do pro´ximo lema precisamos definir a Aproximac¸a˜o de Yosida.
71
2. Semigrupos de operadores lineares e limitados
Definic¸a˜o 2.7. Para cada λ > 0 definimos a Aproximac¸a˜o de Yosida por
Aλ := λAR(λ : A) = λ(λR(λ : A)− I) = λ2R(λ : A)− λI.
Lema 2.16. Seja A um operador que satisfac¸a as condic¸o˜es (a) e (b) do Teorema 2.14.
Se Aλ e´ uma Aproximac¸a˜o de Yosida de A, enta˜o
lim
λ→∞
Aλx = Ax, para todo x ∈ D(A).
Prova: Para x ∈ D(A), pelo Lema 2.15 e pela Definic¸a˜o de aproximac¸a˜o de Yosida
lim
λ→∞
Aλx = lim
λ→∞
λR(λ : A)Ax = Ax.

Lema 2.17. Se o Lema 2.16 e´ va´lido, enta˜o Aλ e´ o gerador infinitesimal de um semi-
grupo uniformemente cont´ınuo de contrac¸o˜es {etAλ}t≥0 . Ale´m disso, para cada x ∈ X e
λ, µ > 0 temos ∥∥etAλx− etAµx∥∥
X
≤ t ‖Aλx−Aµx‖X .
Prova: Note que Aλ e´ um operador linear e limitado, pelo Terema 2.2, ele e´ um
gerador infinitesimal do semigrupo uniformemente cont´ınuo {etAλ}t≥0. Temos tambe´m
que
∥∥etAλ∥∥L(X) = ∥∥∥et(λ2R(λ:A)−λI)∥∥∥L(X) = e−λt ∥∥∥etλ2R(λ:A)∥∥∥L(X) ≤ e−λtetλ2‖R(λ:A)‖L(X) ≤ 1,
onde usamos na primeira desigualdade a inequac¸a˜o (2.3). Isto prova que {etAλ}t≥0 e´
um semigrupo de contrac¸o˜es. Pelo Teorema Fundamental do Ca´lculo, temos que
etAλx− etAµx =
∫ 1
0
d
ds
(etsAλet(1−s)Aµ)ds,
logo
∥∥etAλx− etAµx∥∥
X
=
∥∥∥∥∫ 1
0
d
ds
(etsAλet(1−s)Aµ)ds
∥∥∥∥
X
≤
∫ 1
0
∥∥(etsAλet(1−s)Aµ(Aλx−Aµx)∥∥X ds
≤ t ‖Aλx−Aµx‖X ,
o que prova o Lema.

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(Suficieˆncia). Continuando a prova do Teorema 2.14. Seja x ∈ D(λ),
∥∥etAλx− etAµx∥∥
X
≤ t ‖Aλx−Aµx‖X ≤ t ‖Aλx−Ax‖X + t ‖Ax−Aµx‖X
Usando o Lema 2.16, temos que etAλx converge uniformemente em intervalos limi-
tados, quando λ→∞. Como D(A) = X e ∥∥etAλ∥∥L(X) ≤ 1, segue
lim
λ→∞
etAλx = T (t)x, para todo x ∈ X. (2.25)
O limite de (2.25) e´ novamente uniforme em intervalos limitados e satisfaz as proprie-
dades de semigrupos, continuidade e contrac¸a˜o, ou seja
• T (0) = I;
• T (s+ t) = T (s)T (t);
• [0,+∞) 3 t 7→ T (t)x ∈ X e´ cont´ınua para t ≥ 0, sendo ela, o limite uniforme da
func¸a˜o cont´ınua [0,+∞) 3 t 7→ etAλx ∈ X;
• ‖T (t)‖L(X) = lim
λ→∞
∥∥etAλ∥∥L(X) ≤ 1.
Assim {T (t)}t≥0 e´ um C0−semigrupo de contrac¸o˜es em X.
Para concluir a prova de queA e´ o gerador infinitesimal do C0−semigrupo {T (t)}t≥0,
considere x ∈ D(A), usando a equac¸a˜o (2.25) e o Teorema 2.8, temos
T (t)x− x = lim
λ→∞
(etAλ − x) = lim
λ→∞
∫ t
0
esAλAλxds =
∫ t
0
T (t)Axds, (2.26)
onde a terceira igualdade segue da convergeˆncia uniforme de etAλAλx para T (t)Ax
em intervalos limitados. Seja B o gerador infinitesimal de {T (t)}t≥0 e seja x ∈ D(A),
dividindo (2.26) por t > 0 e fazendo t→ 0+, temos
Bx← T (t)x− x
t
=
1
t
∫ t
0
T (t)Axds→ Ax. (2.27)
Pelo lado direito de (2.27), x ∈ D(B) e pelo esquerdo, Bx = Ax. Assim, B ⊃ A. Note
que B e´ o gerador infinitesimal de {T (t)}t≥0, e como vale (a) e (b), enta˜o 1 ∈ ρ(B), por
outro lado, assumimos que 1 ∈ ρ(A) (por (b)). Desde que B ⊃ A, enta˜o B|D(A) = A,
segue que
(I − B)D(B) = X = (I −A)D(A) = (I − B)D(A).
Implica que
D(B) = (I − B)−1X = D(A),
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e portanto B = A.

Corola´rio 2.18. Seja A o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es
{T (t)}t≥0. Se Aλ e´ a aproximac¸a˜o de Yosida de A, enta˜o
T (t)x = lim
λ→∞
etAλx, para todo x ∈ X. (2.28)
Prova: Pelo Teorema 2.14, o lado direito de (2.28) define um C0−semigrupo de con-
trac¸o˜es {S(t)}t≥0, com gerador infinitesimal A. Pelo Teorema 2.10, segue que S(t) =
T (t).

Corola´rio 2.19. Seja A o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es
{T (t)}t≥0. O conjunto resolvente de A conte´m o semiplano aberto direito, isto e´, ρ(A) ⊇
{λ ∈ C;Reλ > 0} e para cada λ
‖R(λ : A)‖L(X) ≤ 1
Reλ
. (2.29)
Prova: O operador R(λ)x =
∫∞
0
e−λtT (t)xdt esta´ bem definido para λ, tal que Reλ >
0. Usando o mesmo argumento da prova da parte da necessidade do Teorema 2.14,
podemos mostrar que R(λ) = (λI − A)−1, ou seja, ρ(A) ⊇ {λ ∈ C;Reλ > 0}. A
desigualdade (2.29) e´ provada do seguinte modo
‖R(λ)x‖X =
∥∥∥∥∫ ∞
0
e−λtT (t)xdt
∥∥∥∥
X
≤
∫ ∞
0
e−Reλt ‖T (t)x‖X dt
≤
∫ ∞
0
e−Reλt ‖T (t)‖L(X) ‖x‖X dt
≤
∫ ∞
0
e−Reλt ‖x‖X dt
= ‖x‖X
1
Reλ
.

O exemplo a seguir mostra que o conjunto resolvente de um gerador infinitesimal de
um C0−semigrupo na˜o necessariamente conte´m mais que um semiplano aberto.
Exemplo 2.6. Seja X espac¸o de todas as func¸o˜es limitadas, uniformemente cont´ınuas
em [0,∞). Defina
(T (t)f)(s) = f(t+ s) f ∈ X,
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para todo t ≥ 0 e s ≥ 0. Pelo Exemplo 2.3, sabemos que {T (t)}t≥0 e´ um C0−semigrupo
de contrac¸o˜es em X. Seu gerador infinitesimal em X e´ dado por
D(A) = {f ∈ X; f ′ ∈ X}
e
(Af)(s) = f ′(s), para todo f ∈ D(A).
Pelo Corola´rio 2.19, ρ(A) ⊇ {λ ∈ C;Reλ > 0} e para cada um desses λ a equac¸a˜o
(λ−A)ϕλ(s) = 0 (2.30)
tem soluc¸a˜o na˜o trivial. De fato, para ϕλ(s) = e
λs, temos
(λ−A)ϕλ(s) = (λ−A)eλs = λeλs − λeλs = 0.
Se Reλ ≤ 0, ϕλ ∈ X mas na˜o e´ soluc¸a˜o da equac¸a˜o (2.30) e, portanto, o semiplano
fechado esquerdo esta´ no espectro σ(A) de A.
E´ importante observar que, dado um C0−semigrupo {T (t)}t≥0 satisfazendo
‖T (t)‖L(X) ≤ eωt, para ω ≥ 0 e S(t) = e−ωtT (t), na˜o e´ dif´ıcil mostrar que {S(t)}t≥0 e´
um C0−semigrupo de contrac¸o˜es. De fato,
• S(0) = e−ω0T (0) = I;
• S(s+ t) = e−ω(s+t)T (s+ t) = e−ωse−ωtT (s)T (t) = e−ωsT (s)e−ωtT (t) = S(s)S(t);
• lim
t→0+
S(t)x = lim
t→0+
e−ωtT (t)x = x;
• Por u´ltimo, note que ‖S(t)‖L(X) = e−ωt‖T (t)‖L(X) ≤ e−ωteωt = 1.
Portanto, {S(t)}t≥0 e´ um C0−semigrupo de contrac¸o˜es.
Se A e´ o gerador infinitesimal de {T (t)}t≥0, enta˜o S(t) = e−ωtetA = e(A−ωI)t. Logo
A − ωI e´ o gerador infinitesimal de {S(t)}t≥0. Por outro lado, se A e´ o gerador in-
finitesimal de um C0−semigrupo de contrac¸o˜es {S(t)}t≥0, enta˜o etA = e−ωtT (t), isto
implica que T (t) = etAeωt = e(A+ωI)t, ou seja, A + ωI e´ o gerador infinitesimal de
um C0−semigrupo {T (t)}t≥0 e que ainda satisfaz ‖T (t)‖L(X) ≤ eωt, basta notar que
‖T (t)‖L(X) = ‖etAeωt‖X ≤ eωt‖etA‖X ≤ eωt.
Corola´rio 2.20. Um operador linear A e´ o gerador infinitesimal de um C0−semigrupo
satisfazendo ‖T (t)‖L(X) ≤ eωt se, e somente se
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(a) A e´ fechado e D(A) = X;
(b) O conjunto resolvente ρ(A) de A conte´m o raio {λ ∈ C; Imλ = 0, λ > ω} e para
cada λ > 0
‖R(λ : A)‖L(X) ≤
1
λ− ω .
Prova: A prova deste Corola´rio e´ uma aplicac¸a˜o direta do Teorema de Hille-Yosida.
Basta definir o semigrupo S(t) = e−ωtT (t), ja´ vimos que {S(t)}t≥0 e´ um C0−semigrupo
de contrac¸o˜es.
A seguir, apresentaremos um resultado que e´ muitas vezes u´til para provar que se
um determinado operador A satisfaz a condic¸a˜o de suficieˆncia do Teorema 2.14, enta˜o
este operador e´ o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es, mas antes
temos a seguinte definic¸a˜o.
Definic¸a˜o 2.8. Sejam X um espac¸o de Banach e X∗ o seu dual. Denotamos o valor
de x∗ ∈ X∗ em x ∈ X por 〈x∗, x〉 ou 〈x, x∗〉. Se A e´ um operador linear em X, sua
imagem nume´rica S(A) e´ o conjunto
S(A) = {〈x∗,Ax〉;x ∈ D(A), ‖x‖X = 1, x∗ ∈ X∗, ‖x∗‖X∗ = 1, 〈x∗, x〉 = 1}. (2.31)
Como consequeˆncia do teorema de Hahn-Banach (veja Corola´rio 2.12) , esse con-
junto e´ na˜o vazio.
Teorema 2.21. Seja A um operador linear fechado com domı´nio D(A) denso em X.
Seja S(A) sua imagem nume´rica de A e seja ∑ o complemento de S(A) em C. Se
λ ∈ ∑, enta˜o λI − A e´ injetiva e tem imagem fechada. Ale´m disso, se ∑0 e´ uma
componente de
∑
satisfazendo ρ(A) ∩∑0 6= ∅, enta˜o o espectro de A, σ(A), esta´
contido no complemento So de
∑
0 e
‖R(λ : A)‖L(X) ≤ 1
d(λ, S(A)) .
Prova: Seja λ ∈∑ . Se x ∈ D(A), ‖x‖X = 1, x∗ ∈ X∗, ‖x∗‖X∗ = 1, 〈x∗, x〉 = 1, enta˜o
0 < d(λ, S(A)) ≤ |λ− 〈x∗,Ax〉|
= |λ〈x∗, x〉 − 〈x∗,Ax〉|
= |〈x∗, λx〉 − 〈x∗,Ax〉|
= |〈x∗, λx−Ax〉|
≤ ‖x‖‖λx−Ax‖X
= ‖λx−Ax‖X .
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Logo o operador λI−A tem uma u´nica soluc¸a˜o, portanto pela Alternativa de Fredholm
3 λI − A e´ injetivo e tem imagem fechada. Se ale´m disso, λ ∈ ρ(A), enta˜o λI − A e´
uma bijec¸a˜o, ou seja, existe R(λ : A) = (λI −A)−1. Logo
d(λ, S(A)) ≤ ‖λx−Ax‖X = ‖[R(λ : A)]−1‖L(X) = ‖R(λ : A)‖−1L(X),
ou seja,
‖R(λ : A)‖L(X) ≤ 1
d(λ, S(A)) .
Agora vamos mostrar que se
∑
0 e´ um componente de
∑
, tal que ρ(A) ∩∑0 6= 0,
enta˜o σ(A) ⊆ S0. Para isto, considere o conjunto ρ(A) ∩
∑
0, ele e´ aberto em
∑
0, por
definic¸a˜o. Mas tambe´m e´ fechado em
∑
0, de fato, dada {λn} ∈ ρ(A) ∩
∑
0 tal que
λn → λ ∈
∑
0, segue que, para um n suficientemente grande,
d(λn, S(A)) > 1
2
d(λn, S(A)) > 0
e consequentemente, para n suficientemente grande,
|λ− λn| < d(λn, S(A)).
Segue de (2.32) que, para cada n grande, λ esta´ numa bola de raio menor que ‖R(λ :
A)‖−1L(X), centrada em λn, o que implica λ ∈ ρ(A) e portanto ρ(A) ∩
∑
0 e´ fechado
em
∑
0 . A conexidade de
∑
0 implica que ρ(A) ∩
∑
0 =
∑
0 ou ρ(A) ⊇
∑
0 o que e´
equivalente a dizer que σ(A) ⊆ S0.

3
Teorema 2.22 (Alternativa de Fredholm). Sejam X um espac¸o de Banach e T um operador linear
compacto definido em X, ou seja, T ∈ K(X). Enta˜o
(a) N(I − T ) tem dimensa˜o finita;
(b) R(I − T ) e´ fechado, mais precisamente R(I − T ) = N(I − T ∗)⊥;
(c) N(I − T ) = {0} se, e somente se R(I − T ) = X;
(d) dimN(I − T ) = dimN(I − T ∗).
Prova: Ver [4], p. 160, Teorema 6.6.

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2.4 Teorema de Lumer-Phillips
Nesta sec¸a˜o vamos ver uma diferente caracterizac¸a˜o dos geradores infinitesimais,
que utiliza o conceito de operadores dissipativos. Para tanto, sa˜o necessa´rias algumas
definic¸o˜es.
Definic¸a˜o 2.9. Sejam X um espac¸o de Banach e X∗ o seu dual. Para todo x ∈ X
definimos o conjunto dual F (x) ⊂ X∗ por
F (x) = {x∗ ∈ X∗; 〈x∗, x〉 = ‖x‖2X = ‖x∗‖2X∗}
Como consequeˆncia do teorema de Hahn-Banach (veja Corola´rio 2.12) que F (x) 6=
∅ para todo x ∈ X.
Definic¸a˜o 2.10. Um operador linear A e´ dissipativo se para todo x ∈ D(A) existe um
x∗ ∈ F (x) tal que Re〈Ax, x∗〉 ≤ 0.
Teorema 2.23. Um operador linear A e´ dissipativo se, e somente se
‖(λI −A)x‖X ≥ λ‖x‖X , para todo x ∈ D(A) e λ > 0. (2.32)
Prova: Sejam A dissipativo, λ > 0 e x ∈ D(A). Se x∗ ∈ F (x) e Re〈Ax, x∗〉 ≤ 0, enta˜o
‖λx−Ax‖X‖x‖X ≥ |〈λx−Ax, x∗〉|
≥ Re〈λx−Ax, x∗〉
≥ Re〈λx, x∗〉 −Re〈Ax, x∗〉
Como −Re〈Ax, x∗〉 ≥ 0, segue que
‖λx−Ax‖X‖x‖X ≥ Re〈λx, x∗〉 = λ‖x‖2X ,
o que prova (2.32). Reciprocamente, seja x ∈ D(A) e assuma que vale (2.32). Se
y∗λ ∈ F (λx−Ax) e z∗λ = y
∗
λ
‖y∗λ‖X∗
, enta˜o ‖z∗λ‖X∗ = 1, segue
λ‖x‖X ≤ ‖λx−Ax‖X
= 〈λx−Ax, z∗λ〉
= λRe〈x, z∗λ〉 −Re〈Ax, z∗λ〉
≤ λ‖x‖X −Re〈Ax, z∗λ〉, para todo λ > 0. (2.33)
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Assim, de (2.33) temos os seguintes resultados
Re〈Ax, z∗λ〉 ≤ 0 e Re〈x, z∗λ〉 ≥ ‖x‖X −
1
λ
‖Ax‖X .
Como a bola unita´ria de X∗ e´ compacta na topologia fraca de X, enta˜o z∗λ → z∗ quando
λ→∞ para z∗ ∈ X∗ e ‖z∗‖X∗ = 1, segue que
Re〈Ax, z∗〉 ≤ 0 e Re〈x, z∗λ〉 ≥ ‖x‖X , quando λ→∞.
Mas Re〈x, z∗〉 ≤ |〈x, z∗〉| ≤ ‖x‖X‖z∗‖X∗ = ‖x‖X , logo Re〈x, z∗〉 = ‖x‖X . Tomando
x∗ = ‖x‖Xz∗ temos
〈x, x∗〉 = 〈x, ‖x‖Xz∗〉 = ‖x‖2X
e
0 ≥ Re〈Ax, z∗〉 = Re
〈
Ax, x
∗
‖x‖X
〉
=
1
‖x‖XRe〈Ax, x
∗〉.
Assim, x∗ ∈ F (x) e Re〈Ax, x∗〉 ≤ 0, respectivamente. Portanto, para todo x ∈ D(A),
A e´ dissipativo.

Teorema 2.24 (Lumer-Phillips). Seja A um operador linear com domı´nio D(A) denso
em X.
(a) Se A e´ dissipativo e existe um λ0 > 0 tal que a imagem, R(λ0I −A) = X, enta˜o
A e´ o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es em X.
(b) Se A e´ o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es em X, enta˜o
R(λI − A) = X para todo λ > 0 e A e´ dissipativo. Ale´m disso, para cada
x ∈ D(A) e cada x∗ ∈ F (x), Re〈Ax, x∗〉 ≤ 0.
Prova: (a) Como A e´ dissipativo, segue do Teorema 2.23 que
‖λx−Ax‖X ≥ λ‖x‖X , para todo λ > 0 e x ∈ D(A). (2.34)
Desde que R(λ0I − A) = X, para todo y ∈ X, existe x ∈ X tal que y = (λ0I − A)x.
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Fazendo λ = λ0, segue de (2.34),
‖R(λ0 : A)y‖X = ‖R(λ0 : A)(λ0I −A)x‖X
= ‖x‖X
≤ 1
λ0
‖λ0x−Ax‖X
=
1
λ0
‖y‖X ,
ou seja, R(λ0 : A) = (λ0I −A)−1 e´ um operador linear e limitado, e assim fechado.
Mas enta˜o λ0I − A e´ fechado e, portanto, A e´ fechado. Se R(λI − A) = X para
todo λ > 0, enta˜o ρ(A) ⊇ [0,∞) e ‖R(λ : A)‖L(X) ≤ 1λ por (2.34), ou seja, R(λ : A) e´
limitado pelo mesmo argumento.
Pelo Teorema de Hille-Yosida, A e´ um gerador infinitesimal de um C0−semigrupo de
contrac¸o˜es em X. Para completar a prova de (a) nos resta mostrar que R(λI−A) = X,
para todo λ > 0. Considere o conjunto
Λ = {λ ∈ C; 0 < λ <∞ e R(λI −A) = X}.
Seja λ ∈ Λ. Por (2.34), λ ∈ ρ(A). Desde que ρ(A) e´ um aberto, uma vizinhanc¸a de
λ esta´ em ρ(A), logo a intersecc¸a˜o dessa vizinhanc¸a com R e´ claramente Λ, ou seja,
Λ e´ aberto. Por outro lado, seja {λn} ∈ Λ, λn → λ > 0 e, para todo y ∈ X, existe
{xn} ∈ D(A) tal que
λnxn −Axn = y. (2.35)
Usando (2.34) segue que
‖y‖X = ‖λnxn −Axn‖X ≥ λn‖xn‖X ,
sendo assim
‖xn‖X ≤ 1
λn
‖y‖X ≤ C,
onde C > 0. Agora, note que
λm‖xn − xm‖X ≤ ‖λm(xn − xm)−A(xn − xm)‖X
≤ ‖λmxn −Axn − (λmxm −Axm)‖X
≤ |λn − λm|‖xn‖X
≤ C|λn − λm|,
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e assim, {xn} e´ uma sequeˆncia de Cauchy. Seja xn → x, por (2.35) Axn → λx − y,
como A e´ um operador fechado, x ∈ D(A) e λx−Ax = y, segue que R(λI −A) = X
e λ ∈ Λ e portanto Λ tambe´m e´ fechado em (0,∞) desde que λ0 ∈ Λ por assumir que
Λ 6= ∅. Assim Λ = (0,∞), o que completa a prova de (a).
Prova de (b). Se A e´ um gerador infinitesimal de um C0−semigrupo de contrac¸o˜es,
{T (t)}t≥0, enta˜o pelo Teorema de Hille-Yosida, ρ(A) ⊇ (0,∞) e ale´m disso, R(λI −
A) = X para todo λ. Segue ainda que, se x ∈ D(A), x∗ ∈ F (x), enta˜o
|〈T (t)x, x∗〉| ≤ ‖T (t)x‖X‖x∗‖X∗ ≤ ‖T (t)‖L(X)‖x‖X‖x∗‖X∗ ≤ ‖x‖2X . (2.36)
Assim,
Re〈T (t)x− x, x∗〉 = Re〈T (t)x, x∗〉 −Re〈x, x∗〉 (2.37)
= Re〈T (t)x, x∗〉 − ‖x‖2X ≤ 0. (Por(2.36)) (2.38)
Dividindo (2.37) por t > 0 e fazendo t→ 0+, temos
1
t
Re〈T (t)x− x, x∗〉 = Re
〈
T (t)x− x
t
, x∗
〉
= Re〈Ax, x∗〉 ≤ 0,
isto e´ va´lido para todo x∗ ∈ F (x), o que prova o item (b).

Corola´rio 2.25. Seja A um operador linear fechado densamente definido. Se A e
A∗ sa˜o ambos dissipativos, enta˜o A e´ o gerador infinitesimal de um C0−semigrupo de
contrac¸o˜es em X.
Prova: Pelo Teorema 2.24(a), e´ suficiente provar que R(I − A) = X. Como A e´
dissipativo e fechado, R(I−A) e´ um subespac¸o fechado de X. Enta˜o, se R(I−A) 6= X,
existira´ x∗ ∈ X∗, x∗ 6= 0 tal que 〈x∗, x−Ax〉 = 0, para todo x ∈ D(A). Isto implica que
x∗ −Ax∗ = 0, como A∗ e´ dissipativo, segue do Teorema 2.23 que 0 = ‖x∗ −Ax∗‖X ≥
‖x∗‖X , ou seja, x∗ = 0, o que e´ um absurdo, portanto R(I −A) = X.
Vamos terminar a sec¸a˜o com algumas propriedades de operadores dissipativos, mas
antes temos a seguinte definic¸a˜o.
Definic¸a˜o 2.11. Um operador linear A e´ chamado de fecha´vel quando dada uma
sequeˆncia {xn} ⊂ D(A) com xn → 0 em D(A), e a sequeˆncia {Axn} tambe´m con-
vergir em X, tivermos {Axn} → 0.
Teorema 2.26. Seja A um operador dissipativo em X.
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(a) Se para algum λ0 > 0, R(λ0I −A) = X, enta˜o R(λI −A) = X para todo λ > 0;
(b) Se A e´ fecha´vel, enta˜o A, o fecho de A, e´ tambe´m dissipativo;
(c) Se D(A) = X, enta˜o A e´ fecha´vel.
Prova: O item (a) ja´ foi provado na demonstrac¸a˜o do Teorema 2.24, parte (a). Para
provar (b), seja x ∈ D(A), y = Ax. Segue que existe uma sequeˆncia {xn}, xn ∈ D(A),
tal que xn → x e Axn → y = Ax. Como A e´ dissipativo, pelo Teorema 2.23
‖λxn −Axn‖X ≥ ‖x‖X ,
para λ > 0 e fazendo n→∞ temos
‖λx−Ax‖X ≥ ‖x‖X , para todo λ > 0. (2.39)
Como (2.39) vale para todo x ∈ D(A), segue que A e´ dissipativo pelo Teorema 2.23.
Para provar (c), assuma que A na˜o pode ser fechado. Segue que existe uma
sequeˆncia tal que xn ∈ D(A), xn → 0 e Axn → y, com ‖y‖X = 1. Usando o Teo-
rema 2.23 segue que para todo t > 0 e x ∈ D(A)
‖(x+ 1
t
xn)− tA(x+ 1
t
xn)‖X ≥ ‖(x+ 1
t
xn)‖X ,
isto e´,
‖(x+ 1
t
xn)− tA(x)−A(xn)‖X ≥ ‖(x+ 1
t
xn)‖X .
Fazendo n→∞ e t→ 0+ temos
‖x− y‖X ≥ ‖x‖X
para todo x ∈ D(A). Mas isso e´ imposs´ıvel ja´ que D(A) e´ denso em X e portanto A
pode ser fechado.

Teorema 2.27. Seja A um operador dissipativo com R(I −A) = X. Se X e´ reflexivo,
enta˜o D(A) = X.
Prova: Seja x∗ ∈ X∗ tal que 〈x∗, x〉 = 0, para todo x ∈ D(A). Vamos inicialmente
mostrar que x∗ = 0. Desde que R(I−A) = X e´ suficiente mostrar que 〈x∗, x−Ax〉 = 0,
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para todo x ∈ D(A), o que e´ equivalente a mostrar que 〈x∗,Ax〉 = 0, pois
〈x∗, x−Ax〉 = 〈x∗, x〉 − 〈x∗,Ax〉 = −〈x∗,Ax〉.
Seja x ∈ D(A), pelo Teorema 2.26 (a) existe uma sequeˆncia {xn} tal que x = xn− 1nAxn.
Desde que
Axn = n(xn − x) ∈ D(A), x ∈ D(A2),
temos
Ax = Axn − 1
n
A2xn = Axn
(
I − 1
n
A
)
,
logo
Axn =
(
I − 1
n
A
)−1
Ax.
Note que R(1 : A) = (I − 1
n
A)−1 , pelo Teorema 2.23,
‖R(1 : A)‖L(X) =
∥∥∥∥∥
(
I − 1
n
A
)−1∥∥∥∥∥
L(X)
≤ 1.
Assim, ‖Axn‖ ≤ ‖Ax‖X e ‖xn − x‖X = 1n‖Axn‖X ≤ 1n‖Ax‖X , e assim xn → x. Desde
que ‖Axn‖X ≤ C e X e´ reflexivo, existe uma subsequeˆncia {Axnk} de {Axn} tal que
Axnk → y na topologia fraca. Como A e´ fechado (veja na demonstrac¸a˜o do Teorema
2.24), segue que y = Ax, pois
Ax = Axn − 1
n
A2xn.
Finalmente, pelo fato de que 〈x∗, z〉 = 0, para todo z ∈ D(A), temos
〈x∗,Axnk〉 = 〈x∗, nk(xnk − x)〉 = nk〈x∗, xnk − x〉 = 0. (2.40)
Passando o limite quando nk →∞, em (2.40), obtemos 〈x∗,Ax〉 = 0.

O pro´ximo exemplo mostra que o Teorema 2.27 na˜o e´ va´lido para espac¸os de Banach
em Geral.
Exemplo 2.7. Seja X = C([0, 1]), isto e´, o espac¸o das func¸o˜es cont´ınuas em [0, 1]
com a norma do supremo. Seja D(A) = {u;u ∈ C1([0, 1]) e u(0) = 0} e Au = −du/dt
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para u ∈ D(A). Para toda f ∈ X a equac¸a˜o λu−Au = f tem uma soluc¸a˜o u dada por
u(x) =
∫ x
0
eλ(ξ−x)f(ξ)dξ.
Isto mostra que R(I −A) = X.
|u(x)| =
∣∣∣∣∫ x
0
eλ(ξ−x)f(ξ)dξ
∣∣∣∣
≤ sup
ξ 6=0
|f(ξ)|
∫ x
0
|eλ(ξ−x)|dξ
= ‖f‖X 1
λ
(1− e−λx).
Segue que
λ|u(x)| ≤ ‖f‖X(1− e−λx). (2.41)
Como ‖f‖X = ‖λu−Au‖X e 1− e−λx < 1, por (2.41), temos
λ|u(x)| ≤ ‖f‖X(1− e−λx) ≤ ‖λu−Au‖X , para todo x ∈ [0, 1].
Logo λ‖u(x)‖X ≤ ‖λu − Au‖X e com isso, A e´ dissipativo pelo Teorema 2.23. Mas
D(A) = {u;u ∈ X e u(0) = 0} que e´ diferente de X = C([0, 1]).
2.5 A caracterizac¸a˜o do gerador infinitesimal de
C0−semigrupos
Nas duas sec¸o˜es anteriores, apresentamos caracterizac¸o˜es diferentes de geradores
infinitesimais de C0−semigrupos de contrac¸o˜es. Vimos no final da sec¸a˜o 2.3 que estas
caracterizac¸o˜es produzem caracterizac¸o˜es de geradores infinitesimais de C0−semigrupos
de operadores lineares e limitados satisfazendo ‖T (t)‖L(X) ≤ eωt. Passemos agora para
a caracterizac¸a˜o geral de geradores infinitesimais de C0−semigrupos de operadores line-
ares e limitados. Pelo Teorema 2.5, segue que para tal semigrupo existe uma constante
real M ≥ 1 e ω tal que ‖T (t)‖L(X) ≤ Meωt. Usando argumentos semelhantes aos usa-
dos na sec¸a˜o 2.3, mostraremos que para caracterizar o gerador infinitesimal no caso
geral, e´ suficiente caracterizar o gerador infinitesimal de um C0−semigrupo uniforme-
mente limitado. Isso sera´ feito por renormalizac¸a˜o do espac¸o de Banach X para que
o C0−semigrupo uniformemente limitado torna-se, na nova norma, um C0−semigrupo
de contrac¸o˜es e, em seguida, usando as caracterizac¸o˜es anteriormente provadas dos
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geradores infinitesimais de C0−semigrupos de contrac¸o˜es.
Lema 2.28. Seja A um operador linear para o qual ρ(A) ⊃ (0,∞). Se
‖λnR(λ : A)n‖X ≤M, para todo n = 1, 2, . . . , λ > 0, (2.42)
enta˜o existe uma norma |.| em X, equivalente a` norma ‖.‖X em X e satisfaz
‖x‖X ≤ |x| ≤M‖x‖X , para todo x ∈ X (2.43)
e
|λR(λ : A)x| ≤ |x|, para todo x ∈ X, λ > 0. (2.44)
Prova: Sejam µ > 0 e
‖x‖µ := sup
n≥0
‖µnR(λ : A)nx‖X .
Por (2.42) temos
‖x‖X ≤ ‖x‖µ ≤M‖x‖X (2.45)
e
‖µR(µ : A)‖µ ≤ 1. (2.46)
Afirmamos que
‖λR(λ : A)‖X ≤ 1, para todo 0 < λ ≤ µ. (2.47)
De fato, se y = R(λ : A)x, enta˜o y = R(µ : A)(x+ (µ− λ)y)) e por (2.46), temos
‖y‖µ ≤ ‖R(µ : A)x‖X + ‖R(µ : A)((µ− λ)y))‖X
≤ 1
µ
‖x‖µ + (µ− λ) 1
µ
‖y‖µ
=
1
µ
‖x‖µ +
(
1− λ
µ
)
‖y‖µ.
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Donde conclu´ımos,
‖y‖µ −
(
1− λ
µ
)
‖y‖µ ≤ 1
µ
‖x‖µ
λ‖y‖µ ≤ ‖x‖µ
ou seja,
λ‖y‖µ = ‖λR(λ : A)‖L(X) ≤ ‖x‖µ = ‖µR(µ : A)‖µ ≤ 1,
como afirmamos. Usando (2.45) e (2.47) segue que
‖λnR(λ : A)nx‖X ≤ ‖λnR(λ : A)nx‖µ ≤ ‖x‖µ, para todo 0 < λ ≤ µ. (2.48)
Tomando o supremo quando n ≥ 0 no lado direito de (2.48), segue que ‖x‖λ ≤ ‖x‖µ
para 0 < λ ≤ µ. Finalmente, definimos
|x| = lim
µ→∞
‖x‖µ.
Assim, (2.43) segue de (2.45) e tomando n = 1 em (2.48) temos
‖λR(λ : A)x‖µ ≤ ‖x‖µ,
fazendo µ→∞ provamos (2.44).

Observac¸a˜o 2.3. Sejam {T (t)}t≥0 um C0−semigrupo em um espac¸o de Banach X
e seja A o seu gerador infinitesimal. Se a norma em X e´ alterada para uma norma
equivalente, enta˜o {T (t)}t≥0 permanece um C0−semigrupo em X com nova norma. O
gerador infinitesimal na˜o mudara´, nem o fato de A ser fechado ou densamente definido,
pois todas essas propriedades sa˜o topolo´gicas e com isso independem da norma em X.
Teorema 2.29. Um operador linear A e´ um gerador infinitesimal de um C0−semigrupo
{T (t)}t≥0, satisfazendo ‖T (t)‖L(X) ≤M (M > 1), se, e somente se
(i) A e´ fechado e D(A) e´ denso em X;
(ii) O conjunto resolvente ρ(A) de A conte´m R+ e
‖R(λ : A)n‖L(X) ≤ M
λn
, para todo λ > 0, n = 1, 2, . . . .
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Prova: Seja A o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0 satisfazendo
‖T (t)‖L(X) ≤M. Defina
|x| = sup
t≥0
‖T (t)x‖X . (2.49)
Enta˜o
‖x‖X ≤ |x| ≤M‖x‖X , (2.50)
assim |.| e´ uma norma equivalente a` norma ‖.‖ em X. Ale´m disso,
|T (t)x| = sup
s≥0
‖T (s)T (t)x‖X ≤ sup
s+t≥0
‖T (s+ t)x‖X = |x|, (2.51)
ou seja,
|T (t)x| ≤ |x|.
Logo {T (t)}t≥0 e´ um C0−semigrupo de contrac¸o˜es em X com norma |.|. Segue do
Teorema 2.14 e das observac¸o˜es no in´ıcio da sua prova que
(i) A e´ fechado e D(A) = X;
(ii) |R(λ : A)| ≤ 1
λ
para λ > 0.
Assim, por (2.50)
‖R(λ : A)nx‖X ≤ |R(λ : A)nx| ≤ |x|
λn
≤ M‖x‖X
λn
,
ou seja,
‖R(λ : A)n‖L(X) ≤ M
λn
.
Logo as condic¸o˜es (i) e (ii) sa˜o necessa´rias. Reciprocamente, se as condic¸o˜es (i) e
(ii) sa˜o satisfeitas, pelo Lema 2.28 existe uma norma |.| em X satisfazendo (2.43) e
(2.44). Considere X com essa norma, pela Observac¸a˜o 2.3 A e´ um operador fechado,
densamente definido com ρ(A) ⊃ (0,∞) e |R(λ : A)| ≤ 1
λ
para λ > 0. Logo, pelo
Teorema 2.14, A e´ o gerador infinitesimal de um C0−semigrupo de contrac¸o˜es em X
munido da norma |.|. Retornando a` norma original, pela Observac¸a˜o 2.3, temos ainda
que A e´ o gerador infinitesimal de T (t) e
‖T (t)x‖X ≤ |T (t)x| ≤ |x| ≤M‖x‖X
ou seja,
‖T (t)‖L(X) ≤M
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Portanto as condic¸o˜es (i) e (ii) sa˜o tambe´m suficientes.

Teorema 2.30. Um operador linear A e´ um gerador infinitesimal de um C0−semigrupo
{T (t)}t≥0, satisfazendo ‖T (t)‖L(X) ≤Meωt, se, e somente se
(i) A e´ fechado e D(A) e´ denso em X;
(ii) O conjunto resolvente ρ(A) de A conte´m o raio (ω,∞) e
‖R(λ : A)n‖L(X) ≤ M
(λ− ω)n , para λ > ω, n = 1, 2, . . . . (2.52)
Prova: Basta definir no semigrupo S(t) = e−ωtT (t), com ‖T (t)‖L(X) ≤Meωt, ja´ vimos
que {S(t)}t≥0 e´ um C0−semigrupo e que ‖S(t)‖L(X) ≤ M, logo vale o Teorema 2.29,
para mostrar que ‖R(λ : A)n‖L(X) ≤ M(λ−ω)n para λ > ω, n = 1, 2, . . . , basta notar que
se λ− ω ≤ λ, enta˜o 1
λ
≤ 1
λ−ω .

Observac¸a˜o 2.4. A condic¸a˜o que todo real λ, λ > ω, esta´ no conjunto resolvente de
A junto com a estimativa (2.52) implica que todo complexo λ, satisfazendo Reλ > ω,
esta´ no conjunto resolvente de A e
‖R(λ : A)n‖L(X) ≤ M
(Reλ− ω)n , para todo Reλ > ω, n = 1, 2, . . . . (2.53)
Prova: Defina
R(λ)x =
∫ ∞
0
e−λtT (t)xdt.
desde que ‖T (t)‖L(X) ≤Meωt, R(λ) esta´ bem definido para todo λ, satisfazendo Reλ >
ω. De fato,
‖R(λ)x‖X ≤
∫ ∞
0
e−Reλt‖T (t)x‖Xdt
≤ M‖x‖X
∫ ∞
0
e−(Reλ−ω)tdt
=
M‖x‖X
Reλ− ω .
Usando argumentos ana´logos aos da prova do Teorema 2.14 mostra-se que R(λ) =
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R(λ : A). Para provar (2.53), assuma que Reλ > ω, enta˜o
∂
∂λ
R(λ : A)x = ∂
∂λ
∫ ∞
0
e−λtT (t)xdt
=
∫ ∞
0
∂
∂λ
e−λtT (t)xdt
= −
∫ ∞
0
te−λtT (t)xdt.
Obtemos, por induc¸a˜o que
∂n
∂λn
R(λ : A)x = (−1)n
∫ ∞
0
tne−λtT (t)xdt. (2.54)
Por outro lado, pela identidade do resolvente segue que, para todo λ ∈ ρ(A), λ 7→
R(λ : A) e´ anal´ıtica e
∂
∂λ
R(λ : A) = −R(λ : A)2
Por induc¸a˜o, temos
∂n
∂λn
= (−1)nn!R(λ : A)n+1. (2.55)
Comparando (2.54) e (2.55), temos
(−1)nn!R(λ : A)n+1x = (−1)n
∫ ∞
0
tne−λtT (t)xdt,
ou seja,
R(λ : A)nx = 1
(n− 1)!
∫ ∞
0
tn−1e−λtT (t)xdt.
Donde obtemos
‖R(λ : A)nx‖X ≤ 1
(n− 1)!
∫ ∞
0
tn−1e−Reλt‖T (t)x‖Xdt
≤ 1
(n− 1)!
∫ ∞
0
tn−1e−ReλtMeωt‖x‖Xdt
=
M‖x‖X
(n− 1)!
∫ ∞
0
tn−1e−(Reλ−ω)tdt.
Fazendo a = Reλ− ω > 0, segue
‖R(λ : A)nx‖X ≤ M‖x‖X
(n− 1)!
∫ ∞
0
tn−1e−atdt.
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Usando o me´todo de integrac¸a˜o por partes onde u = tn−1, ou seja, du = (n− 1)tn−2 e
dv = e−atdt, o que implica v = − e−at
a
. Usando esse me´todo n− 1 vezes obtemos
− t
n−1e−at
a
∣∣∣∣∞
0
− (n− 1)t
n−1e−at
a2
∣∣∣∣∞
0
− . . .− (n− 1)!
an−1
∫ ∞
0
e−atdt.
Todas as parcelas sa˜o claramente iguais a zero exceto
−(n− 1)!
an−1
∫ ∞
0
e−atdt =
(n− 1)!
an
.
Isto prova que
‖R(λ : A)n‖L(X) ≤ M
(Reλ− ω)n , para todo Reλ > ω, n = 1, 2, . . . . (2.56)

Conclu´ımos esta sec¸a˜o com a extensa˜o da representac¸a˜o da fo´rmula do Corola´rio
2.18 para o caso geral.
Teorema 2.31. Seja A o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0 em X.
Se Aλ e´ a aproximac¸a˜o de Yosida de A, isto e´, Aλ = λAR(λ : A), enta˜o
T (t)x = lim
λ→∞
etAλx. (2.57)
Prova: Comec¸amos com o caso que ‖T (t)‖L(X) ≤ M. Na prova do Teorema 2.29
exibimos uma norma |.| emX que e´ equivalente a` norma ‖.‖X emX e consequentemente
{T (t)}t≥0 e´ um C0−semigrupo de contrac¸o˜es. Usando o Corola´rio 2.18 segue que
|etAλx−T (t)x| → 0 quando λ→∞, para todo x ∈ X. Como as normas sa˜o equivalentes,
vale (2.57) em todo X. Para o caso geral quando ‖T (t)‖L(X) ≤ Meωt, onde ω ≤ 0,
‖T (t)‖L(X) ≤Meωt ≤M, e pelo que acabamos de ver o resultado e´ va´lido. Para o caso
que ω > 0, temos que λ→ ‖eAλ‖X e´ limitado para λ > 2ω. De fato,
‖eAλ‖L(X) = e−λt‖eλ2R(λ:A)t‖L(X)
≤ e−λt
∞∑
k=0
λ2ktk‖R(λ : A)k‖L(X)
k!
≤ e−λt
∞∑
k=0
λ2ktk M
(λ−ω)k
k!
= Me−λte
λ2t
(λ−ω)
= Me(
λω
λ−ω )t
≤ Me2ωt. (2.58)
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Em seguida, considere o semigrupo uniformemente limitado S(t) = e−ωtT (t), com seu
gerador infinitesimal A− ωI. Da primeira parte da prova de teorema, temos
T (t)x = lim
λ→∞
et(A−ωI)λ+ωtx, para todo x ∈ X. (2.59)
Um simples ca´lculo mostra que
(A− ωI)λ + ωI = Aλ+ω +H(λ)
onde
H(λ) = 2ωI − ω(ω + 2λ)R(λ+ ω : A)
= ω[ωR(λ+ ω : A)− 2AR(λ+ ω : A)].
De fato,
(A− ωI)λ = λ(A− ωI)R(λ : A− ωI)
= λ(A− ωI + λI − λI)(λI + ωI −A)−1
= (λ+ ω − ω)(A− ωI − λI + λI)(λI + ωI −A)−1
Seja β = λ+ ω, segue
(A− ωI)λ = (β − ω)(A− βI + λI)(βI −A)−1
= β(A− βI + λI)(βI −A)−1 − ω(A− βI + λI)(βI −A)−1
= β(A− βI)(βI −A)−1 + βλ(βI −A)−1 − ω(A− βI + λI)(βI −A)−1
= Aλ+ω − β2(βI −A)−1 + βλ(βI −A)−1 − ω(A− βI + λI)(βI −A)−1
= Aλ+ω − β2(βI −A)−1 + βλ(βI −A)−1 + ωI − ωλ(βI −A)−1
= Aλ+ω − β2(βI −A)−1 + βλ(βI −A)−1 + 2ωI − ωI − ωλ(βI −A)−1
= Aλ+ω − ωI − (ω2 + λω + λ2)2((λ+ ω)I −A)−1
+ (ωλ+ λ2)((λ+ ω)I −A)−1 + 2ωI − ωλ((λ+ ω)I −A)−1
= Aλ+ω − ωI − ω(ω + 2λ)((λ+ ω)I −A)−1 − λ2((λ+ ω)I −A)−1
+ λ2((λ+ ω)I −A)−1 + ωλ((λ+ ω)I −A)−1 − ωλ((λ+ ω)I −A)−1
= Aλ+ω − ωI − ω(ω + 2λ)((λ+ ω)I −A)−1.
Assim,
(A− ωI)λ + ωI = Aλ+ω +H(λ), (2.60)
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onde
H(λ) = 2ωI − ω(ω + 2λ)R(λ+ ω : A)
= ω [2I − (ω + 2λ)R(λ+ ω : A)]
= ω [2R(λ+ ω : A)(λ+ ω −A)− (ω + 2λ)R(λ+ ω : A)]
= ω [2(λ+ ω −A)− (ω + 2λ)]R(λ+ ω : A)
= ω [(ω − 2A)]R(λ+ ω : A)
= ω[ωR(λ+ ω : A)− 2AR(λ+ ω : A)].
Note que
‖H(λ)‖L(X) ≤ ω(‖ωR(λ+ ω : A)‖X + 2‖AR(λ+ ω : A)‖X)
≤ ω(‖ωR(λ+ ω : A)‖X + 2‖λR(λ+ ω : A)− I‖X)
≤ ω(‖ωR(λ+ ω : A)‖X + 2‖λR(λ+ ω : A)‖X + 2‖I‖X)
≤ ω
(
ω
M
λ+ ω − ω + 2λ
M
λ
+ 2
)
= 2ω +
(
ω2
λ
+ 2ω
)
M,
ou seja, ‖H(λ)‖X ≤ 2ω + (2ω + λ−1ω2)M e, para todo x ∈ D(A), ‖H(λ)x‖X ≤
Mλ−1(ω2‖x‖X + 2ω‖A‖X)→ 0 quando λ→∞. Portanto H(λ)x→ 0 quando λ→∞,
para todo x ∈ X. Uma vez que
‖etH(λ)x−x‖X ≤ tet‖H(λ)‖X‖H(λ)x‖X
temos
lim
λ→∞
etH(λ)x = x, para todo x ∈ X. (2.61)
Finalmente, desde que H(λ) e Aλ+ω comutam, temos
‖etAλx− T (t)x‖X = ‖etAλ+tH(λ−ω)x− T (t)x− etAλ+tH(λ−ω)x+ etAλx‖X
≤ ‖etAλ+tH(λ−ω)x− T (t)x‖X + ‖etAλ‖X‖etH(λ−ω)x− x‖X .
Quando λ→∞ a primeira parcela do lado direito tende a zero por (2.59) e a segunda
parcela tende a zero por (2.58) e por (2.61). Portanto
lim
λ→∞
etAλx = T (t)x, para todo x ∈ X. (2.62)
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
2.6 C0−grupos de operadores lineares e limitados
Definic¸a˜o 2.12. Uma famı´lia {T (t)}−∞<t<∞ de operadores lineares e limitados em
um espac¸o de Banach X e´ um C0−grupo de operadores lineares e limitados se
(i) T (0) = I (I e´ o operador identidade em X);
(ii) T (t+ s) = T (t)T (s) para todos −∞ < t, s <∞;
(iii) lim
t→0
T (t)x = x, para todo x ∈ X.
O gerador infinitesimal A do grupo {T (t)}−∞<t<∞ e´ definido por
Ax = lim
t→0
T (t)x− x
t
quando o limite existe, o domı´nio de A e´ o conjunto de todos os elementos x ∈ X onde
o limite acima existe.
Seja {T (t)}−∞<t<∞ um C0−grupo de operadores lineares e limitados. Da Definic¸a˜o
2.12 fica claro que para t ≥ 0, T (t) e´ um C0−semigrupo de operadores lineares e
limitados com gerador infinitesimal A. Ale´m disso, para t ≥ 0, S(t) = T (−t) e´ tambe´m
um C0−semigrupo de operadores lineares e limitados com gerador infinitesimal −A.
Desse modo, se {T (t)}−∞<t<∞ e´ um C0−grupo de operadores lineares e limitados em X,
ambos A e −A sa˜o geradores infinitesimais de C0−semigrupos que sera˜o denotados por
T+(t) e T−(t), respectivamente. Reciprocamente, seA e−A sa˜o geradores infinitesimais
de C0−semigrupos T+(t) e T−(t) vamos mostrar no pro´ximo teorema que A e´ o gerador
infinitesimal do C0−grupo dado por
T (t) =
T+(t) se t ≥ 0T−(−t) se t < 0.
Teorema 2.32. O operador linear A e´ o gerador infinitesimal de um C0−grupo de
operadores lineares e limitados {T (t)}−∞<t<∞ satisfazendo ‖T (t)‖L(X) ≤ Meω|t| se, e
somente se
(a) A e´ fechado e D(A) = X;
(b) Todo real λ, |λ| > ω, esta´ no conjunto resolvente ρ(A) de A e para cada λ
‖R(λ : A)n‖L(X) ≤M(|λ| − ω)−n, n = 1, 2, . . . . (2.63)
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Prova: A necessidade segue do fato de que ambos A e −A sa˜o geradores infinitesimais
de C0−semigrupos de operadores lineares e limitados satisfazendo ‖T (t)‖L(X) ≤Meωt.
Desde que A e´ gerador infinitesimal de tal semigrupo, pelo Teorema 2.30 vale as propri-
edades (a) e (b) para λ > ω. Ale´m disso, como −A e´ tambe´m um gerador infinitesimal
de tal C0−semigrupo e R(λ : A) = −R(−λ : −A), pois
−R(−λ : −A) = −
∫ ∞
0
eλtT (−t)xdt.
Fazendo -t=u, temos
−R(−λ : −A) =
∫ ∞
0
e−λuT (u)xdu = R(λ : A).
Segue que σ(−A) = −σ(A) e que (2.63) e´ satisfeita para −λ < −ω e, portanto, as
condic¸o˜es (a) e (b) sa˜o necessa´rias.
Se as condic¸o˜es (a) e (b) sa˜o satisfeitas, do Teorema 2.30 segue que A e −A
sa˜o geradores infinitesimais dos C0−semigrupos T−(t) e T+(t), respectivamente e que
‖T∓(t)‖L(X) ≤ Meωt. Pelo Teorema 2.31, T−(t)x = lim
λ→∞
etAλx e T+(t)x = lim
µ→∞
etAµx,
onde Aν sa˜o aproximac¸o˜es de Yosida de A e claramente T−(t) e T+(t), comutam.
Se W (t) := T−(t)T+(t), enta˜o W (t) e´ um C0−semigrupo de operadores lineares e
limitados para t ≥ 0. Para x ∈ D(A) = D(−A), temos
W (t)x− x
t
=
T−(t)T+(t)x− T−(t)x+ T−(t)x− x
t
= T−(t)
T+(t)x− x
t
+
T−(t)x− x
t
→ IAx−Ax = 0, quando t→ 0.
Assim, para x ∈ D(A) temos W (t)x = x. Como D(A) e´ denso em X e W (t) e´ limitado,
temos W (t) = I ou T−(t) = T+(t)−1. Definindo
T (t) =
T+(t) se t ≥ 0T−(−t) se t < 0,
obtemos um C0−semigrupo de operadores lineares e limitados satisfazendo ‖T (t)‖L(X) ≤
Meω|t|. Portanto as condic¸o˜es (a) e (b) sa˜o suficientes.

Lema 2.33. Sejam {T (t)}t≥0 um C0−semigrupo de operadores lineares e limitados, e
A seu gerador infinitesimal. Se para todo t > 0, T (t)−1 existe e e´ um operador limitado,
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enta˜o
S(t) =
T (t)−1 se t > 0I se t = 0,
e´ um C0−semigrupo de operadores lineares e limitados e tem como gerador infinitesimal
o operador −A. Ale´m disso, se
U(t) =
T (t) se t ≥ 0T (−t)−1 se t < 0, ,
enta˜o {U(t)}−∞≤t≤∞ e´ um C0−grupo de operadores lineares e limitados.
Prova: As propriedades de semigrupos para S(t) sa˜o o´bvias:
1. S(0) = I;
2. S(t+ s) = T (t+ s)−1 = (T (t)T (s))−1 = T (s)−1T (t)−1 = S(s)S(t);
3. Para provar a continuidade forte de S(t), note que para s > 0 a imagem de T (s)
e´ todo X. Sejam x ∈ X e s > 1, existe y ∈ X, tal que T (s)y = x para t < 1,
temos
‖T (t)−1x− x‖X = ‖T (t)−1T (t)T (s− t)y − T (s)y‖X = ‖T (s− t)y − T (s)y‖X ,
quando t→ 0. Portanto S(t) e´ fortemente cont´ınuo.
Note que para x ∈ D(A), temos
lim
t→0+
T (t)−1x− x
t
= lim
t→0+
T (t)
T (t)−1x− x
t
= lim
t→0+
x− T (t)x
t
= − lim
t→0+
T (t)x− x
t
.
= −Ax,
ou seja, −A e´ o gerador infinitesimal de {T (t)−1}t≥0. Para finalizar a prova, basta notar
que A e´ gerador infinitesimal de {T (t)}t≥0, e −A e´ o gerador infinitesimal de {T−(t)}t≥0
e T (−t)−1, para t < 0, logo T−(t) = T (−t)−1, para t < 0, portanto, {U(t)}−∞<t<∞ e´
um C0−grupo de operadores lineares e limitados.

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Teorema 2.34. Seja {T (t)}t≥0 um C0−semigrupo de operadores limitados. Se 0 ∈
ρ(T (t0)) para algum t0 > 0 enta˜o 0 ∈ ρ(T (t)) para todo t > 0 e T (t) pode ser estendido
a um C0−grupo.
Prova: Tendo em vista o Lema 2.33, e´ suficiente mostrar que 0 ∈ ρ(T (t)) para todo
t > 0. Desde que 0 ∈ ρ(T (t0)), T (t0)n = T (nt0) e´ injetiva para todo n ≥ 1. Seja
T (t)x = 0, escolha n tal que nt0 > t, segue
T (nt0)x = T (nt0 − t+ t)x = T (nt0 − t)T (t)x = 0,
o que implica x = 0. Assim, T (t) e´ injetiva, para todo t > 0. Em seguida vamos mostrar
que R(T (t)) = X, para todo t > 0. Para t ≤ t0, R(T (t)) ⊃ R(T (t0)), pela propriedade
de semigrupos. Para t > t0, seja t = kt0 + t1 com 0 ≤ t1 < t0. Segue
T (t) = T (kt0 + t1) = T (kt0)T (t1) = T (t0)
kT (t1),
novamente R(T (t)) = X. Assim, T (t) e´ injetiva e R(T (t)) = X para todo t > 0 e pelo
Teorema do Gra´fico Fechado 4 0 ∈ ρ(T (t)), para todo t > 0.

Teorema 2.36. Seja {T (t)}t≥0 um C0−semigrupo de operadores lineares e limitados.
Se para algum s0 > 0 T (s0) − I e´ compacto enta˜o T (t) e´ invert´ıvel para todo t > 0 e
T (t) pode ser uma imersa˜o em um C0−grupo.
Prova: Tendo em vista o Teorema 2.34, e´ suficiente provar que T (s0) e´ invert´ıvel. Se
T (s0) na˜o e´ invert´ıvel, enta˜o 0 ∈ σ(T (s0)), mas por hipo´tese T (s0) − I e´ compacto
e assim, 0 e´ um autovalor de T (s0) com multiplicidade finita. Seja x 6= 0 tal que
T (s0)x = 0. Fazendo s1 =
s0
2
, temos T (s1)T (s1)x = T (s0)x = 0, e 0 ainda e´ um
autovalor de T (s1). Por induc¸a˜o, definimos a sequeˆncia {sn} tal que 0 e´ um autovalor
de T (sn). Se N(T (t)) e´ o nu´cleo de T (t), enta˜o N(T (s)) ⊂ N(T (t)), para s ≤ t.
Seja Qn = N(T (sn)) ∩ {x ∈ X; ‖x‖X = 1}. Note que Qn e´ uma sequeˆncia de sub-
conjuntos na˜o vazios de X. Uma vez que N(T (s0)) tem dimensa˜o finita, Q0 e´ compacto
4
Teorema 2.35 (Teorema do Gra´fico Fechado). Sejam X e Y dois espac¸os de Banach e T um operador
linear de X em Y . Enta˜o T e´ cont´ınuo se, e somente se, G(T ) e´ fechado em X × Y.
Prova: Ver [4], p. 37, Teorema 2.9.

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e consequentemente
⋂∞
n=0Qn 6= ∅. Se x ∈
⋂∞
n=0Qn, enta˜o
‖T (sn)x− x‖X = ‖x‖X = 1, para todo sn. (2.64)
Mas sn → 0 quando n → ∞, logo (2.64) contradiz a continuidade forte de T (t). Isso
mostra que T (s0) e´ invert´ıvel.

2.7 A transformada inversa de Laplace
Nesta sec¸a˜o vamos estabelecer uma relac¸a˜o entre um semigrupo {T (t)}t≥0 e seu
gerador infinitesimal, uma maneira de fazer isso ja´ foi mostrada no Teorema 2.31.
Aqui, vamos utilizar um me´todo diferente chamado transformada de Laplace.
Lema 2.37. Sejam B um operador linear limitado e γ ∈ R tal que γ > ‖B‖L(X) .
Enta˜o
etB =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : B)dλ,
onde a integral e´ calculada ao longo do segmento de reta Reλ = γ, ale´m disto, a
convergeˆncia da integral e´ uniforme em qualquer intervalo limitado com relac¸a˜o a t.
Prova: Como γ > ‖B‖L(X) , escolha r tal que γ > r > ‖B‖L(X) e seja Cr um c´ırculo
de raio r centrado na origem(veja Figura 2.1[5]). Se λ 6= 0 e |λ| 6= r, enta˜o r < |1/λ| e
assim, aplicando se´rie de Neumann para z = 1
λ
e T = B, segue
∞∑
j=0
(
1
λ
)j
Bj =
(
I − 1
λ
B
)−1
, (2.65)
multiplicando ambos os lados por λ−1,
∞∑
j=0
λ−1λ−jBj = (λI −B)−1 ,
ou seja,
R(λ : B) =
∞∑
j=0
Bj
λj+1
, (2.66)
5Figura extra´ıda da p. 20 de[13]
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para |λ| > r. Ainda pela se´rie de Neumann,∥∥∥∥∥
(
I − 1
λ
B
)−1∥∥∥∥∥
L(X)
≤ 1
1− 1|λ|‖B‖L(X)
,
ja´ que |λ| > r > ‖B‖L(X), implica que∥∥∥∥∥λ−1
(
I − 1
λ
B
)−1∥∥∥∥∥
L(X)
≤ |λ|−1 1
1− 1|λ|‖B‖L(X)
≤ |λ|−1 1
1− 1
r
‖B‖L(X)
= |λ|−1C,
onde C e´ uma constante positiva, ou seja,
‖R(λ : B)‖L(X) ≤ C|λ|−1, para todo |λ| > r > ‖B‖L(X). (2.67)
Multiplicando ambos os lados de (2.66) por (1/2pii)eλt e integrando sobre Cr, obtemos
1
2pii
∫
Cr
eλtR(λ : B)dλ =
∞∑
j=0
Bj
2pii
∫
Cr
eλt
λj+1
dλ,
onde a troca da integral com o somato´rio e´ justificada por (2.67), que garante a con-
vergeˆncia uniforme da se´rie em (2.66), para |λ| ≥ r. Assim, pela fo´rmula dos coeficientes
da se´rie de Taylor
1
2pii
∫
Cr
eλt
λj+1
dλ =
tj
j!
, para todo j = 1, 2, . . . ,
onde obtemos
1
2pii
∫
Cr
eλtR(λ : B)dλ =
∞∑
j=0
Bj
2pii
∫
Cr
eλt
λj+1
dλ
=
∞∑
j=0
Bjtj
j!
= etB. (2.68)
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Considere agora a regia˜o Ω exterior a` Cr e a` curva C
1 por partes Λk dada por
Λk =
4⋃
l=1
Λlk,
onde
Λ1k = {λ;λ = γ + is,−k ≤ s ≤ k},
Λ2k = {λ;λ = s− ik,−k ≤ s ≤ γ},
Λ3k = {λ;λ = −k + is,−k ≤ s ≤ k},
e
Λ4k = {λ;λ = s+ ik,−k ≤ s ≤ γ},
sendo a curva, orientada no sentido anti-hora´rio (veja Figura 2.1). Como o integrando
Figura 2.1: Regia˜o Ω.
em (2.68) e´ anal´ıtico em Ω segue do Teorema de Cauchy 6, que podemos trocar o
6
Teorema 2.38 (Teorema de Cauchy). Sejam f : Ω → X uma func¸a˜o holomorfa em Ω e D um
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caminho de integrac¸a˜o Cr por Λk, isto e´,∫
Λk
eλtR(λ : B)dλ =
∫
Cr
eλtR(λ : B)dλ. (2.70)
Denotemos
lim
k→∞
∫
Λ1k
eλtR(λ : B)dλ =
∫ γ+i∞
γ−i∞
eλtR(λ : B)dλ. (2.71)
Observe que
lim
k→∞
∫
Λjk
eλtR(λ : B)dλ = 0, para todo j = 2, 3, 4. (2.72)
De fato ∥∥∥∥∥
∫
Λ3k
eλtR(λ : B)dλ
∥∥∥∥∥
L(X)
≤
∫ k
−k
eReλt‖R(λ : B)‖L(X)ds
≤
∫ k
−k
e−kt
C
|λ|ds
≤
∫ k
−k
e−kt
C√
k2 + s2
ds
≤ Ce−kt
∫ k
−k
1
k
ds
= 2Ce−kt → 0, quando k →∞.
Para a curva Λ4k, segue∥∥∥∥∥
∫
Λ4k
eλtR(λ : B)dλ
∥∥∥∥∥
L(X)
≤
∫ γ
−k
eReλt‖R(λ : B)‖L(X)ds
≤
∫ γ
−k
est
C
|λ|ds
≤
∫ γ
−k
est
C√
k2 + s2
ds. (2.73)
domı´nio regular em Ω. Segue que ∫
∂D
f(z)dz = 0. (2.69)
Prova: Ver [6], p. 94, Teorema 6.15.

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Fixando M > 0 e −k < −M, temos
C
∫ γ
−k
est√
k2 + s2
ds = C
∫ −M
−k
est√
k2 + s2
ds+ C
∫ γ
−M
est√
k2 + s2
ds.
Escolhendo M > 0, suficientemente grande, de maneira que
est <
e
C
, para todo s ∈ [−k,−M ], (2.74)
obtemos,
C
∫ γ
−k
est√
k2 + s2
ds ≤ C e
C
∫ −M
−k
ds√
k2 + s2
+ C
∫ γ
−M
est√
k2 + s2
ds
≤ e
∫ −M
−k
ds
k
+ C
∫ γ
−M
est√
k2 + s2
ds
≤ e
k
(−M + k) + C
∫ γ
−M
est√
k2 + s2
ds
≤ e
k
k + C
∫ γ
−M
est√
k2 + s2
ds
≤ e+ C
∫ γ
−M
est√
k2 + s2
ds
ou seja,
C
∫ γ
−k
est√
k2 + s2
ds ≤ e+ C
∫ γ
−M
est√
k2 + s2
ds.
Neste caso, dado e > 0, fixamos M > 0 tal que (2.74) ocorra, assim
lim
k→∞
[
C
∫ γ
−k
est√
k2 + s2
ds
]
≤ e+ C lim
k→∞
∫ γ
−M
est√
k2 + s2
ds
≤ e+ C lim
k→∞
[
eγt
k
(γ +M)
]
≤ e, para todo e > 0,
donde segue que
lim
k→∞
[
C
∫ γ
−k
est√
k2 + s2
ds
]
= 0. (2.75)
Logo
lim
k→∞
[
C
∫ γ
−k
est√
k2 + s2
ds
]
= 0.
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Usando (2.73) e (2.66) segue que∫
Λ4k
eλtR(λ : B)dλ→ 0, quando k →∞.
Para Λ2k, usa-se o mesmo racioc´ınio de Λ
4
k, obtendo-se∫
Λ2k
eλtR(λ : B)dλ→ 0, quando k →∞. (2.76)
Portanto, passando o limite em (2.70) com k → ∞ e (2.71) e (2.72), deduzimos a
igualdade
etB =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : B)dλ,
donde conclui-se a demonstrac¸a˜o.

Lema 2.39. Seja A o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0 satisfa-
zendo ‖T (t)‖L(X) ≤Meωt. Sejam µ ∈ R, tal que µ > ω ≥ 0, e
Aµ = µAR(µ : A) = µ2R(µ : A)− µI
a aproximac¸a˜o de Yosida de A. Enta˜o para Reλ > ωµ
µ− ω , temos
R(λ : Aµ) = (λ+ µ)−1(µI −A)R
(
µλ
µ+ λ
: A
)
(2.77)
e
‖R(λ : Aµ)‖L(X) ≤M
(
Reλ− ωµ
µ− ω
)−1
. (2.78)
Para Reλ >  + ωµ
µ−ω e µ > 2ω, existe uma constante C dependendo somente de µ e 
tal que para todo x ∈ D(A)
‖R(λ : Aµ)x‖X ≤ C|λ|(‖x‖X + ‖Ax‖X). (2.79)
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Prova: Para provar (2.77) temos
R(λ : Aµ) = (λ−Aµ)−1
= (λ− µAR(µ : A))−1
= (λ− µA(µI −A)−1)−1
= (µ+ λ)−1[(µ+ λ)(λ− µA(µI −A)−1)−1]
= (µ+ λ)−1{(µ+ λ)[(λ(µI −A)− µA)(µI −A)−1]−1}
= (µ+ λ)−1{(µ+ λ)(µI −A)[(λ(µI −A)− µA]−1}
= (µ+ λ)−1{(µI −A)(µ+ λ)[λµI − (λ+ µ)A]−1}
= (µ+ λ)−1
{
(µI −A)(µ+ λ)(µ+ λ)−1
[
λµI
(λ+ µ)
−A
]−1}
= (µ+ λ)−1(µI −A)R
(
λµ
(λ+ µ)
: A
)
.
Para provar (2.78) note que Aµ e´ o gerador infinitesimal de etAµ e por (2.58)
‖etAµ‖L(X) ≤Mexp
[
t
(
ωµ
µ+ ω
)]
.
Pelo Teorema 2.30
‖R(λ : Aµ)‖L(X) ≤ M
Reλ− ωµ
µ+ω
.
Finalmente, dado que Reλ >  + ωµ
µ−ω , segue de (2.78) que ‖R(λ : Aµ)‖L(X) ≤ Me−1.
Se x ∈ D(A) e µ > 2ω, enta˜o
‖Aµx‖X = ‖µR(µ : A)Ax‖X
= µ‖R(µ : A)‖L(X)‖Ax‖X
≤ µ M
µ− ω‖Ax‖X
≤ 2M‖Ax‖X .
Portanto
‖R(λ : Aµ)x‖X =
∥∥∥∥xλ + R(λ : Aµ)Aµxλ
∥∥∥∥
X
≤ 1|λ|
(
‖x‖X + 2M
2

‖Ax‖X
)
≤ 1|λ| (‖x‖X + ‖Ax‖X) .
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
Lema 2.40. Seja A nas condic¸o˜es do Lema 2.39, λ = γ + iη onde γ > ω +  fixado.
Para todo x ∈ X, temos
lim
µ→∞
R(λ : Aµ)x = R(λ : A)x (2.80)
e para todo Y > 0, o limite e´ uniforme em |η| < Y.
Prova: Seja ν = µλ
µ+λ
, de (2.77), para µ suficientemente grande temos
R(λ : Aµ)−R(λ : A)
= (λ+ µ)−1(µI −A)R (ν : A)−R(λ : A)
= (λ+ µ)−1 [(µI −A)R (ν : A)− (λ+ µ)R(λ : A)]
= (λ+ µ)−1(µI −A)R (ν : A) [I − (µI −A)−1(ν −A)(µ+ λ)(λ−A)−1]
= (λ+ µ)−1(µI −A)R (ν : A) [(λI −A)(µI −A)
− (λ+ µ)(νI −A)]R(µ : A)R(λ : A)
= (λ+ µ)−1(µI −A)R (ν : A) [λµI − λA− µA+A2
− λµI + λA+ µA]R(µ : A)R(λ : A)
= (λ+ µ)−1(µI −A)R (ν : A)A2R(µ : A)R(λ : A)
= (λ+ µ)−1A2R(µ : A)(µI −A)R (ν : A)R(λ : A)
= (λ+ µ)−1A2R (ν : A)R(λ : A).
Para γ > ω+ implica que γ−ω > . Pelo Teorema 2.30 ‖R(λ : A)‖L(X) ≤ Mλ−ω ≤Me−1.
Dado Y > 0, podemos encontrar µ0 dependendo de Y e γ tal que se λ = γ+ iη, |η| ≤ Y
e µ > µ0, enta˜o Re
µλ
µ+λ
> ω + 
2
. Assim, para µ > µ0 temos ‖R(µ : A)‖L(X) ≤ 2M−1.
Portanto, se x ∈ D(A2) e µ > µ0, temos
‖R(λ : Aµ)x−R(λ : A)x‖X ≤ 1‖λ+ µ‖‖R (ν : A) ‖L(X)‖R(λ : A)‖L(X)‖A
2x‖X
≤ 1
µ
2M2
2
‖A2x‖X ,
o que prova (2.80) para x ∈ D(A2). Desde que D(A2) e´ denso em X, usando o Teorema
2.11 e o Lema 2.39 ‖R(λ : Aµ)‖L(X) e´ uniformemente limitado para Reλ > ω+  desde
que ω > ω+ ω
2

e pelo Teorema 2.30 o mesmo e´ va´lido para ‖R(λ : A)‖L(X), logo (2.80)
vale para todo x ∈ X.

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Teorema 2.41. Sejam A o gerador infinitesimal de um C0−semigrupo T (t) satisfa-
zendo ‖T (t)‖L(X) ≤Meωt e γ > max(0, ω). Se x ∈ D(A), enta˜o∫ t
0
T (s)xds =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ
(2.81)
e a integral no lado direito converge uniformemente em intervalos limitados com relac¸a˜o
a t.
Prova: Seja µ > 0 fixado e seja δ > ‖Aµ‖X . Defina
ρk(s) =
1
2pii
∫ δ+i∞
δ−i∞
eλsR(λ : Aµ)xdλ. (2.82)
Integrando ambos os lado de (2.82) de 0 a t e trocando a ordem de integrac¸a˜o encon-
tramos ∫ t
0
ρk(s)ds =
∫ t
0
1
2pii
∫ δ+i∞
δ−i∞
eλsR(λ : Aµ)xdλds
=
1
2pii
∫ δ+i∞
δ−i∞
R(λ : Aµ)x
(∫ t
0
eλsds
)
dλ
=
1
2pii
∫ δ+i∞
δ−i∞
R(λ : Aµ)x
[
1
λ
(eλt − 1)
]
dλ,
ou seja,∫ t
0
ρk(s)ds =
1
2pii
∫ δ+i∞
δ−i∞
eλtR(λ : Aµ)xdλ
λ
− 1
2pii
∫ δ+i∞
δ−i∞
R(λ : Aµ)xdλ
λ
. (2.83)
Integrando λ−1R(λ : Aµ) no caminho por partes Γk, composto do segmento vertical
Γ
(1)
k = {δ + iη;−k ≤ η ≤ k}
e do semic´ırculo
Γ
(2)
k = {δ + keiϕ = δ + k cos(ϕ) + i sin(ϕ);−
pi
2
≤ ϕ ≤ pi
2
}
como na Figura 2.2[7]. Segue do teorema de Cauchy (veja Teorema 2.38), que∫
Γk
λ−1R(λ : Aµ)xdλ = 0,
7Figura extra´ıda da p. 24 de [13]
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Figura 2.2: Caminho Γk.
o que implica
lim
k→∞
∫
Γ
(1)
k
λ−1R(λ : Aµ)xdλ+ lim
k→∞
∫
Γ
(2)
k
λ−1R(λ : Aµ)xdλ = 0. (2.84)
Ale´m disso, se λ ∈ Γ(2)k enta˜o
|λ| =
√
(δ + k cos(ϕ))2 + k2 sin2(ϕ)
=
√
δ2 + 2δk cos(ϕ) + k2
= k
√
δ2
k2
+
2δ cos(ϕ)
k
+ 1,
logo, sendo ‖R(λ : Aµ)‖L(X) ≤ Cµ|λ|−1, para |λ| ≥ δ, uma vez que Aµ e´ um operador
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limitado, temos∥∥∥∥∫
Γ(2)
R(λ : Aµ)
λ
xdλ
∥∥∥∥
X
≤
∫
Γ(2)
∥∥∥∥R(λ : Aµ)λ
∥∥∥∥
L(X)
‖x‖Xdλ
≤
∫ pi
2
−pi
2
Cµ|λ|−1
|λ| ‖x‖Xdϕ
≤
∫ pi
2
−pi
2
Cµ
(
k
√
δ2
k2
+ 2δ cos(ϕ)
k
+ 1
)−1
k
√
δ2
k2
+ 2δ cos(ϕ)
k
+ 1
‖x‖Xdϕ
≤ 1
k
Cµ
∫ pi
2
−pi
2
‖x‖X 1δ2
k2
+ 2δ cos(ϕ)
k
+ 1
dϕ
≤ 1
k
piCµ‖x‖X , quando k →∞,
onde ultima desigualdade e´ va´lida observando que lim
k→∞
1
δ2
k2
+ 2δ cos(ϕ)
k
+ 1
= 1.
∫
Γ(2)
R(λ : Aµ)
λ
xdλ→ 0, quando k →∞. (2.85)
Usando (2.84) e (2.85) segue que
lim
k→∞
∫ δ+ik
δ−ik
R(λ : Aµ)xdλ
λ
= 0. (2.86)
Definindo hk(s) := ‖ρ(s)− esAµ‖X , temos os seguintes fatos
• {hk} e´ uma sequeˆncia de func¸o˜es mensura´veis em [0, t], pois, e´ uma sequeˆncia de
func¸o˜es cont´ınuas;
• hs → 0 quando k → ∞, pois R(µ : A) e I sa˜o lineares e limitados, Aµ e´ um
operador linear e limitado, donde, pelo Lema 2.37, ρk(s)→ esAµx, quando k →
∞;
• |hk(s)| ≤ g(s) e
∫ t
0
g(s)ds <∞. De fato, pela desigualdade triangular,
|hk(s)| ≤ ‖ρk(s)‖X + ‖esAµ‖L(X).
Considere
Υ1 = {λ;λ = m− ik,−k ≤ m ≤ δ}
Υ2 = {λ;λ = −k + im,−k ≤ m ≤ k}
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e
Υ3 = {λ;λ = m+ ik,−k ≤ m ≤ δ}
e o c´ırculo Cr de raio r e centro na origem (veja Figura 2.3[
8]). Segue, do teorema de
Figura 2.3: Υ1,Υ2,Υ3 e Cr.
Cauchy (veja Teorema 2.38), que
∫ δ+ik
δ−ik
eλsR(λ : Aµ)dλ =
∫
Cr
eλsR(λ : Aµ)dλ−
3∑
i=1
∫
Υi
eλsR(λ : Aµ)dλ, i = 1, 2, 3,
logo, para i = 1, 2, 3,
∥∥∥∥∫ δ+ik
δ−ik
eλsR(λ : Aµ)dλ
∥∥∥∥
L(X)
≤
∥∥∥∥∫
Cr
eλsR(λ : Aµ)dλ
∥∥∥∥
L(X)
+
∥∥∥∥∥
3∑
i=1
∫
Υi
eλsR(λ : Aµ)dλ
∥∥∥∥∥
L(X)
.(2.87)
Ale´m disso, ∥∥∥∥∫
Υ2
eλsR(λ : Aµ)dλ
∥∥∥∥
L(X)
≤
∫ k
−k
eλs
C√
k2 +m2
dm
≤ Ceλs
∫ k
−k
ds
k
= Ceλs
1
k
(k − (−k)) = 2Ceλs,
8Figura extra´ıda da p. 25 de [13]
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donde, ∥∥∥∥∫
Υ2
eλsR(λ : Aµ)dλ
∥∥∥∥
L(X)
≤ 2C = C1. (2.88)
Tambe´m, ∥∥∥∥∫
Υ3
eλsR(λ : Aµ)dλ
∥∥∥∥
L(X)
≤
∫ δ
−k
ems
C√
k2 +m2
dm.
Fixando M > 0 e −k < −M temos
C
∫ −M
−k
ems√
k2 +m2
dm+ C
∫ δ
−M
ems√
k2 +m2
dm.
Escolhendo M > 0, suficientemente grande, de maneira que
ems <
e
C
, para todo m ∈ [−k,M ],
obtemos
C
∫ δ
−k
ems√
k2 +m2
dm ≤ C e
C
∫ −M
−k
dm√
k2 +m2
+ C
∫ δ
−M
ems√
k2 +m2
dm.
≤ e
∫ −M
−k
dm
k
+ C
∫ δ
−M
ems√
k2 +m2
dm
≤ e
k
(−M + k) + C
∫ δ
−M
ems√
k2 +m2
dm
≤ e
k
k + C
∫ δ
−M
ems√
k2 +m2
dm
≤ e+ C
∫ δ
−M
ems√
k2 +m2
dm,
ou seja,
C
∫ δ
−k
ems√
k2 +m2
dm ≤ e+ C
∫ δ
−M
ems√
k2 +m2
dm
≤ e+ C
[
emδ
k
(δ +M)
]
︸ ︷︷ ︸
C2
,
assim, ∥∥∥∥∫
Υ3
eλsR(λ : B)dλ
∥∥∥∥
L(X)
≤ C2. (2.89)
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Analogamente, obtemos ∥∥∥∥∫
Υ1
eλsR(λ : B)dλ
∥∥∥∥
L(X)
≤ C2. (2.90)
Com relac¸a˜o ao c´ırculo Cr,∥∥∥∥∫
Cr
eλsR(λ : B)dλ
∥∥∥∥
L(X)
≤ es‖B‖L(X) ≤ et‖B‖L(X) = C3. (2.91)
De (2.87), (2.88),(2.89),(2.90) e do Lema 2.37,
‖ρ(s)‖X ≤ 1
2pi
∥∥∥∥∫ δ+ik
δ−ik
eλsR(λ : Aµ)xdλ
∥∥∥∥
L(X)
≤ 1
2pi
(C1 + C2 + C3) = C4. (2.92)
Com relac¸a˜o a ‖esAµ‖X temos
‖esAµ‖X = e−sµ‖esµ2R(µ:A)‖ (2.93)
= e−sµ
∞∑
n=0
µ2nsn‖R(µ : A)n‖L(X)
n!
, (2.94)
pelo Teorema 2.29, obtemos para µ > ω,
‖esAµ‖X ≤ e−sµ
∞∑
n=0
µ2nsn‖R(µ : A)n‖L(X)
n!
≤ e−sµ
∞∑
n=0
µ2nsn M
(µ−ω)n
n!
= Me−sµ
∞∑
n=0
µ2nsn
(µ− ω)nn!
= Me−sµe
µ2s
µ−ω
= Me(
ωµ
µ−ω )s
≤ Me2ωs = C5.
Usando (2.91) e (2.92), temos
|hk(s)| ≤ C4 + C5 = C6 = h(s)
e ∫ t
0
h(s)ds =
∫ t
0
C6ds <∞.
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Assim, pelo teorema da convergeˆncia dominada de Lebesgue (veja Teorema 1.7)
lim
k→∞
∫ t
0
hk(s)ds =
∫ t
0
( lim
k→∞
hk(s))ds = 0,
o que implica,
lim
k→∞
∫ t
0
ρk(s)ds =
∫ t
0
esAµds. (2.95)
Fazendo k →∞ em (2.83) e usando (2.86) e (2.95), obtemos∫ t
0
esAµds =
1
2pii
∫ δ+i∞
δ−i∞
eλtR(λ : Aµ)xdλ
λ
. (2.96)
Pelo Lema 2.39, temos tambe´m para x ∈ D(A),
‖R(λ : Aµ)x‖X ≤ C|λ|(‖x‖X + ‖Ax‖X),
onde C depende somente de M e γ. Para µ ≥ µ0, podemos trocar a curva de integrac¸a˜o
do lado direito de (2.96) de Reλ = δ para Reλ = γ para obter∫ t
0
esAµds =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : Aµ)xdλ
λ
. (2.97)
Para justificar essa troca da curva de integrac¸a˜o, considere a regia˜o Θ delimitada pela
curva
Λk =
4⋃
l=1
Λlk,
onde
Λ1k{λ;λ = γ + iη,−k ≤ η ≤ k},
Λ2k{λ;λ = η − ik, δ ≤ η ≤ γ},
Λ3k{λ;λ = δ + iη,−k ≤ η ≤ k}
e
Λ4k{λ;λ = η + ik, δ ≤ η ≤ γ}.
(veja Figura 2.4[9]). Sendo, φµ(λ) = λ
−1eλtR(λ : Aµ)x e´ anal´ıtica em Θ, pelo Teorema
9Figura extra´ıda da p. 29 de [13]
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Figura 2.4: Curva Λk.
de Cauchy (veja Teorema 2.38)∫
Λ1k
φµ(λ)dλ+
∫
Λ2k
φµ(λ)dλ+
∫
Λ3k
φµ(λ)dλ+
∫
Λ4k
φµ(λ)dλ = 0 (2.98)
e ∫ γ
δ
eηt
dη
η2 + k2
≤ e
ηt
k2
(δ − γ)→ 0, quando k →∞,
onde mostra-se facilmente que∫
Λjk
φµ(λ)dλ→ 0, quando k →∞, (2.99)
para j = 2, 4. Usando (2.98) e (2.99), segue que∫ δ+ik
δ−ik
λ−1eλtR(λ : Aµ)xdλ =
∫ γ+ik
γ−ik
λ−1eλtR(λ : Aµ)xdλ (2.100)
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e, portanto, (2.97) e´ verificada. Agora, mostraremos que vale a seguinte igualdade
lim
µ→∞
∫ t
0
esAµxds =
∫ t
0
T (t)xds. (2.101)
Para isso, defina gµ(s) := ‖esAµx− T (s)x‖. Note que
• {gµ} e´ uma sequeˆncia de func¸o˜es mensura´veis, pois gµ(.) e´ uma sequeˆncia de
func¸o˜es cont´ınuas;
• esAµx→ T (s)x, quando µ→∞(pelo Teorema 2.31);
• |gµ| ≤ k.
Desta forma, pelo teorema da convergeˆncia dominada de Lebesgue (veja Teorema 1.7),
temos
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : Aµ)xdλ
λ
→ 1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ
quando µ→∞. Agora defina
fµ(λ) =
|eλt|
|λ| ‖(R(λ : Aµ)−R(λ : A))x‖X ,
onde temos
• {fµ} e´ uma sequeˆncia de func¸o˜es mensura´veis, pois fµ(.) e´ cont´ınua;
• fµ(λ)→ 0, quando µ→∞ (pelo Teorema 2.31);
•
‖fµ(λ)‖ = |e
λt|
|λ| ‖(R(λ : Aµ)−R(λ : A))x‖X
≤ |e
λt|
|λ| ‖(R(λ : Aµ)‖L(X) + ‖R(λ : A))x‖X
≤ 2C(‖x‖X + ‖Ax‖X) |e
λt|
|λ|2 ≡ g(λ), (µ→∞);
•
∫ γ+i∞
γ−i∞
g(λ)dλ e´ finita. De fato, para C7 = 2C(‖x‖X + ‖Ax‖X), temos
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∫ γ+i∞
γ−i∞
C7
|eλt|
|λ|2 dλ = C7e
γt
∫ ∞
−∞
dη
γ2 + η2
= C7e
γt lim
k→∞
∫ k
−k
dη
γ2 + η2
= C7e
γt 1
γ2
lim
k→∞
∫ k
−k
dη
1 + (η/γ)2
= C7e
γt 1
γ
lim
k→∞
∫ k
−k
dz
1 + z2
,
ou seja, ∫ γ+i∞
γ−i∞
C7
|eλt|
|λ|2 dλ =
C7
γ
eγt lim
k→∞
[arctan(k/γ)− arctan(−k/γ)]
=
C7
γ
eγt[pi/2− (−pi/2)]
=
C7
γ
eγtpi <∞,
para todo t em intervalos limitados. Pelo teorema da convergeˆncia dominada de Le-
besgue (veja Teorema 1.7),
lim
µ→∞
∫ γ+i∞
γ−i∞
C7
|eλt|
|λ|2 ‖(R(λ : Aµ)−R(λ : A))x‖Xdλ = 0,
o que implica
lim
µ→∞
∫ γ+i∞
γ−i∞
C7
eλt
λ2
[(R(λ : Aµ)−R(λ : A))x]dλ = 0,
assim
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : Aµ)xdλ
λ
→ 1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ
quando µ→∞. Usando (2.101) e (2.97), segue que∫ t
0
T (t)sds = lim
µ→∞
∫ t
0
esAµxds =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ
,
o que conclui a prova do teorema.

Corola´rio 2.42. Seja A o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0 satis-
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fazendo ‖T (t)‖L(X) ≤Meωt. Seja γ > max(0, ω). Se x ∈ D(A2), enta˜o
T (t)x =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ, (2.102)
e para todo δ > 0, a integral converge uniformemente para t ∈ [δ, 1/δ].
Prova: Se x ∈ D(A2), enta˜o Ax ∈ D(A). Usando o Teorema 2.41 para Ax, segue do
item (iv) do Teorema 2.8 o seguinte
T (t)x− x =
∫ t
0
T (s)Axds = 1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)Axdλ
λ
.
Pela identidade do resolvente R(λ : A)Ax = λR(λ : A)x− x, temos
T (t)x− x = 1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)Axdλ
λ
=
1
2pii
∫ γ+i∞
γ−i∞
eλt(λR(λ : A)x− x)dλ
λ
=
1
2pii
∫ γ+i∞
γ−i∞
eλt
(
R(λ : A)x− x
λ
)
dλ
=
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ− 1
2pii
∫ γ+i∞
γ−i∞
eλt
x
λ
dλ.
Agora vamos mostrar que
1
2pii
∫ γ+i∞
γ−i∞
eλt
x
λ
dλ = 2pii. (2.103)
Para isso considere Cr e Λk como no Lema 2.37, mostramos que∫
Λk
eλtdλ =
∫
Cr
eλt
λ− 0dλ = 2piie
0t, (2.104)
onde a ultima igualdade e´ va´lida pela fo´rmula da integral de Cauchy. Desta forma,
aplicando o limite em (2.104), obtemos (2.103). Assim, de (2.103), temos
T (t)x =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ.

Corola´rio 2.43. Seja A o gerador infinitesimal de um C0−semigrupo {T (t)}t≥0 satis-
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fazendo ‖T (t)‖L(X) ≤Meωt. Seja γ > max(0, ω). Se x ∈ D(A2, ) enta˜o∫ t
0
(t− s)T (s)xds = 1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ2
(2.105)
e a convergeˆncia e´ uniforme para t em intervalos limitados.
Prova: Integrando (2.81) e 0 a t, obtemos∫ t
0
(t− s)ds = 1
2pii
∫ t
0
∫ γ+i∞
γ−i∞
eλsR(λ : A)xdλ
λ
ds
=
1
2pii
∫ γ+i∞
γ−i∞
(∫ t
0
eλsds
)
R(λ : A)xdλ
λ
=
1
2pii
∫ γ+i∞
γ−i∞
1
λ
(
eλt − 1)R(λ : A)xdλ
λ
=
1
2pii
∫ γ+i∞
γ−i∞
(
eλt − 1)R(λ : A)xdλ
λ2
=
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ
λ2
− 1
2pii
∫ γ+i∞
γ−i∞
R(λ : A)xdλ
λ2
Mas
1
2pii
∫ γ+i∞
γ−i∞
R(λ : A)xdλ
λ2
= 0,
ja´ provamos isso na prova do Lema 2.37. Portanto (2.105) vale para todo x ∈ D(A).
O lado direito de (2.105) converge na topologia uniforme para um operador e portanto
define um operador linear. Desde que D(A) e´ denso em X, (2.105) vale para todo
x ∈ X.

Conclu´ımos esta sec¸a˜o com uma importante condic¸a˜o de suficieˆncia, mas na˜o ne-
cessa´ria, para um operador A ser o gerador infinitesimal de um C0−semigrupo. Em
contraste com os Teoremas 2.29 e 2.30, a condic¸a˜o do Teorema 2.46, que apresenta-
remos a seguir, muitas vezes sa˜o mais fa´ceis de verificar para exemplos. Mas para
apresentarmos este Teorema, precisamos de alguns requisitos.
Definic¸a˜o 2.13. Seja X um espac¸o de Banach e A : D(A) ⊂ X → X um operador
linear fechado com domı´nio D(A) denso em X. Diremos que A verifica a Condic¸a˜o
Aδ∪0, onde 0 < δ < pi2 , se a seguinte propriedade for verificada∑
δ
:=
{
λ ∈ C; |agrλ| < pi
2
+ δ
}
∪ 0 ⊂ ρ(A) (2.106)
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e para cada 0 < α < δ existem 0 < δ′ < δ e Mδ′ ≥ 1 tal que
‖R(λ : A)‖X ≤ Mδ′|λ| , λ ∈
∑
δ′
, λ 6= 0. (2.107)
Esta Condic¸a˜oAδ∪0 e´ uma importante condic¸a˜o de suficiente para que um operador
A ser o gerador de um C0−semigrupo. O nosso objetivo a seguir e´ justificar isto. Para
cada r > 0, definimos a famı´lia de operadores {S(t)}t≤0 dada por
S(t) =

1
2pii
∫
γ(r,δ′)
etµR(µ : A)dµ t > 0
I t = 0,
(2.108)
onde γ(r, δ′) = γ1(r, δ′) ∪ γ2(r, δ′) ∪ γ3(r, δ′) e´ a curva C1 por partes definida por
γ1(r, δ
′) = {ρei(pi/2+δ′); ρ ∈ [r,∞)},
γ2(r, δ
′) = {reiθ;−pi/2− δ′ ≤ θ ≤ pi/2 + δ′},
γ3(r, δ
′) = {ρe−i(pi/2+δ′); ρ ∈ [r,∞)},
(2.109)
e´ orientada no sentido anti-hora´rio, como na Figura 2.5[10].
Figura 2.5: Curva γ(r, δ′).
10Figura extra´ıda da p. 34 de [13]
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Lema 2.44. Se A verifica a Condic¸a˜o Aδ∪0, enta˜o o operador S(t) esta´ bem definido
e e´ independente de r > 0 e de 0 < δ′ < δ.
Prova: Ver [13], p. 34, Lema 1.4.

Lema 2.45. Suponha que A verifica a Condic¸a˜o Aδ∪0. Se {S(t)}t≥0 e´ a famı´lia de
operadores definida em (2.108), enta˜o as seguintes propriedades sa˜o verificadas.
(i) O operador S(t) e´ linear e limitado em X. Ale´m disso, existe uma constante
C > 0 independente de t, tal que ‖S(t)‖L(X) ≤ C;
(ii) S(0) = I;
(iii) S(t+ s) = S(t)S(s), para todos t, s ≥ 0;
(iv) Para cada x ∈ X,S(t)x→ x, quando t→ 0+.
Prova: Ver [13], p. 37, Teorema 1.5.

Teorema 2.46. Suponha que A verifica a Condic¸a˜o Aδ∪0. Enta˜o A e´ um gerador de
um C0−semigrupo {T (t)}t≥0 satisfazendo ‖T (t)‖L(X) ≤ C, para alguma constante C.
Ale´m disso,
T (t) =
1
2pii
∫
γ(r,δ′)
etλR(λ : A)dλ, (2.110)
onde γ(r, δ′) e´ definida como em (2.109).
Prova: Seja
U(t) =
1
2pii
∫
γ(r,δ′)
eµtR(µ : A)dµ. (2.111)
Considere ρ > r e Γ(ρ, r, δ′) = Υ(ρ, r, δ′) ∪ Λ(ρ, δ′), com Υ(ρ, r, δ′) e Λ(ρ, δ′) curvas de
classe C1 por partes descritas na forma
Λ(ρ, δ′) =
{
ρeiθ : −pi
2
− δ′ ≤ θ ≤ pi
2
+ δ′
}
,
Υ(ρ, r, δ′) =
3⋃
l=1
Υl(ρ, r, δ
′),
onde
Υ1(ρ, r, δ
′) = {sei(pi/2+δ′); s ∈ [r, ρ]},
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Υ2(ρ, r, δ
′) = {reiθ;−pi
2
− δ′ ≤ θ ≤ pi
2
+ δ′},
Υ3(ρ, r, δ
′) = {se−i(pi/2+δ′); s ∈ [r, ρ]},
orientadas de maneira que Λ(ρ, δ′) seja descrita no sentido anti-hora´rio. Veja Figura
2.6[11]. Pela fo´rmula da integral de Cauchy,
Figura 2.6: Curva Γ(ρ, r, δ).
R(λ : A) = 1
2pii
∫
Γ(ρ,r,δ′)
R(µ : A)
µ− λ dµ,
ou seja,
R(λ : A) = 1
2pii
∫
Υ(ρ,r,δ′)
R(µ : A)
µ− λ dµ+
1
2pii
∫
Γ(ρ,δ′)
R(µ : A)
µ− λ dµ. (2.112)
Note que ao longo da curva Λ(ρ, δ′) sendo |µ − λ| ≥ |µ| − |λ| = ρ − |λ| >, 0 quando
11Figura extra´ıda da p. 44 de [13]
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ρ→∞, temos∥∥∥∥∫
Γ(ρ,δ′)
R(µ : A)
µ− λ dµ
∥∥∥∥ ≤ ∫
Γ(ρ,δ′)
‖R(µ : A)‖L(X)
|µ− λ| dµ
≤
∫ pi
2
+δ′
−pi
2
−δ′
Mδ′
|µ− λ||µ|dθ
≤
∫ pi
2
+δ′
−pi
2
−δ′
Mδ′
(|µ| − |λ|) |µ|dθ
≤
∫ pi
2
+δ′
−pi
2
−δ′
Mδ′
(|ρeiθ| − |λ|) |ρeiθ|dθ
≤
∫ pi
2
+δ′
−pi
2
−δ′
Mδ′
(ρ− |λ|) ρdθ
=
1
ρ
Mδ′
ρ− |λ|
∫ pi
2
+δ′
−pi
2
−δ′
dθ
=
1
ρ
Mδ′
ρ− |λ|2
(pi
2
+ δ′
)
→ 0, quando ρ→∞. (2.113)
Passando o limite com ρ→∞ em (2.112) obtemos
R(λ : A) = 1
2pii
∫
γ(r,δ′)
R(µ : A)
µ− λ dµ. (2.114)
Por outro lado, usando a representac¸a˜o de U(t) e o teorema de Fubini, (veja Teorema
1.12) obtemos∫ ∞
0
e−λtU(t)dt =
1
2pii
∫ ∞
0
e−λt
(∫
γ(r,δ′)
eµtR(µ : A)dµ
)
dt
=
1
2pii
∫
γ(r,δ′)
R(µ : A)
(∫ ∞
0
e(µ−λ)tdt
)
dµ,
isto e´, ∫ ∞
0
e−λtU(t)dt =
1
2pii
∫
γ(r,δ′)
R(µ : A)
µ− λ dµ. (2.115)
Usando (2.114) e (2.115),
R(λ : A) =
∫ ∞
0
e−λtU(t)dt. (2.116)
Pelo Lema 2.45, U(t) um C0−semigrupo tal que
‖U(t)‖L(X) ≤ C, t > 0.
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Na observac¸a˜o 2.4, tomando ω = 0 mostra-se que ‖R(λ : A)‖L(X) ≤ C
Reλn
, logo, pelo
Teorema 2.30, A e´ o gerador infinitesimal de em C0−semigrupo {T (t)}t≥0 satisfazendo
‖T (t)‖L(X) ≤ C. Resta-nos provar (2.110). Seja x ∈ D(A2). Pelo Lema 2.42, segue que
T (t)x =
1
2pii
∫ γ+i∞
γ−i∞
eλtR(λ : A)xdλ. (2.117)
Agora, considere o caminho Λk dado por
Λk =
4⋃
l=1
Λlk,
onde
Λ1k = {λ;λ = γ + is,−k ≤ s ≤ k},
Λ2k = {λ;λ = s− ik,−k ≤ s ≤ γ},
Λ3k =
3⋃
i=1
Υi(k, r, δ
′),
onde
Υ1(k, r, δ
′) = {sei(pi/2+δ′); s ∈ [r, k]},
Υ2(k, r, δ
′) = {reiv;−pi
2
− δ′ ≤ v ≤ pi
2
+ δ′},
Υ3(k, r, δ
′) = {se−i(pi/2+δ′); s ∈ [r, k]},
e
Λ4k = {λ;λ = s+ ik,−k ≤ s ≤ γ},
orientado no sentido anti-hora´rio.(veja Figura 2.7[12]).
Denotemos
lim
k→∞
∫
Λ1k
eλtR(λ : A)dλ =
∫ γ+i∞
γ−i∞
eλtR(λ : A),
de modo ana´logo ao que fizemos para obter (2.76), temos para∫
Λjk
eλtR(λ : A)dλ→ 0, quando k →∞, j = 2, 4.
Desta forma, podemos trocar o caminho de integrac¸a˜o em (2.117) para γ(r, δ′) e, por
conseguinte,
T (t)x =
1
2pii
∫
γ(r,δ′)
eλtR(λ : A)xdλ = U(t)x, (2.118)
12Figura extra´ıda da p. 48 de [13]
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Figura 2.7: Caminho Λk.
para todo x ∈ D(A2). Sendo D(A2) denso em X, segue que (2.118) vale para todo
x ∈ X, o que conclui a demonstrac¸a˜o.

2.8 O dual de um semigrupo
Seja S um operador linear com domı´nio, D(S), em X. Lembre-se que o adjunto S∗
de S e´ um operador linear de D(S∗) ⊂ X∗ → X∗ definido da seguinte maneira
D(S∗) = {x∗ ∈ X∗;∃ y∗ ∈ X∗; 〈x∗,Sx〉 = 〈y∗, x〉, para todo x ∈ D(S)}. (2.119)
Se x∗ ∈ D(S∗), enta˜o y∗ = S∗x∗ onde y∗ e´ o elemento de X∗ que satisfaz (2.119).
Lema 2.47. Seja S um operador limitado em X. Enta˜o S∗ e´ um operador limitado em
X∗ e ‖S‖L(X) = ‖S∗‖L(X∗) .
Prova: Para todo x∗ ∈ X∗, 〈x∗,Sx〉 e´ um funcional linear limitado em X, pelo
teorema da representac¸a˜o de Riesz 13, existe um u´nico elemento y∗ ∈ X∗, para o qual
13
Teorema 2.48 (Representac¸a˜o de Riesz). Sejam 1 < p < ∞ e ϕ ∈ (Lp)∗. Enta˜o existe uma u´nica
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〈y∗, x〉 = 〈x∗,Sx〉 e enta˜o D(S∗) = X∗. Ale´m disso,
‖S∗‖L(X∗) = sup
‖x∗‖X∗≤1
‖Sx∗‖X∗
= sup
‖x∗‖≤1
sup
‖x‖≤1
|〈S∗x∗, x〉|
= sup
‖x‖≤1
sup
‖x∗‖≤1
|〈x∗,Sx〉|
= sup
‖x‖≤1
‖Sx‖X
= ‖S‖L(X).

Lema 2.49. Seja A um operador densamente definido em X. Se λ ∈ ρ(A), enta˜o
λ ∈ ρ(A∗) e
ρ(λ : A∗) = ρ(λ : A)∗.
Prova: Pela definic¸a˜o de adjunto, temos (λI −A)∗ = λI∗ −A∗, onde I∗ e´ o operador
identidade em X∗. Desde que R(λ : A) e´ um operador linear limitado em X, pelo Lema
2.47, R(λ : A)∗ e´ um operador linear e limitado em X∗. Note que λI∗ −A∗ e´ injetiva.
De fato, suponha x∗ 6= 0 e (λI∗ −A∗)x∗ = 0, enta˜o
0 = 〈(λI∗ −A∗)x∗, x〉 = 〈(λI −A)∗x∗, x〉 = 〈x∗, (λI −A)x〉, para todo x ∈ D(A).
Mas λ ∈ ρ(A), R(λI −A) = X e portanto x∗ = 0. O que e´ absurdo, logo λI∗ −A∗ e´
injetiva. Agora, se x ∈ X, x∗ ∈ D(A), enta˜o
〈x∗, x〉 = 〈x∗, (λI −A)R(λ : A)x〉 = 〈(λI −A)∗x∗, R(λ : A)x〉,
ale´m disso,
R(λ : A)∗(λI∗ −A∗)x∗ = x∗, para todo x ∈ D(A∗). (2.120)
func¸a˜o u ∈ Lp′ tal que
〈ϕ, f〉 =
∫
uf, para todo f ∈ Lp.
Ale´m disso,
‖u‖Lp′ = ‖ϕ‖(Lp)∗ .
Prova: Ver [4], p. 97, Teorema 4.11.

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Por outro lado, se x∗ ∈ X∗ e x ∈ D(A), enta˜o
〈x∗, x〉 = 〈x∗, R(λ : A)(λI −A)x〉 = 〈R(λ : A)∗x∗, (λI −A)x〉,
o que implica
(λI∗ −A∗)R(λ : A)∗x∗ = x∗, para todo x ∈ X∗. (2.121)
Usando (2.120) e (2.121) segue que λ ∈ ρ(A∗) e que R(λ : A∗) = R(λ : A)∗.

Seja {T (t)}t≥0 um C0−semigrupo em X. Para t > 0 seja T (t)∗ o operador adjunto
de T (t). Da Definic¸a˜o de operador adjunto fica claro que a famı´lia {T (t)∗}t≥0, de
operadores lineares e limitados em X∗, satisfaz as propriedades de semigrupo. Por isso,
essa famı´lia e´ chamada de semigrupo adjunto de T (t). O semigrupo adjunto contudo,
na˜o necessariamente e´ um C0−semigrupo em X∗ ja´ que a aplicac¸a˜o T (t) 7→ T (t)∗ na˜o
necessariamente conserva a continuidade forte de T (t).
Antes de enunciar e provar o resultado principal desta sec¸a˜o que estabelece a relac¸a˜o
entre os semigrupos {T (t)}t≥0 e {T ∗(t)}t≥0 e seus geradores infinitesimais no´s precisa-
mos de mais uma definic¸a˜o.
Definic¸a˜o 2.14. Sejam S um operador linear em X e Y um subespac¸o de X. O opera-
dor S˜ onde D(S˜) = {x ∈ D(S) ∩ Y ;Sx ∈ Y } definido por S˜x = Sx, para todo
x ∈ D(S˜), e´ chamado de parte de S em Y.
Teorema 2.50. Seja {T (t)}t≥0 um C0−semigrupo em X com o gerador infinitesimal
A e seja {T ∗(t)}t≥0 o seu semigrupo adjunto. Se A∗ e´ o adjunto de A e Y ∗ e´ o fecho
de D(A∗) em X∗ enta˜o a restric¸a˜o T (t)+ de T (t)∗ a Y ∗ e´ um C0−semigrupo em Y ∗.
O gerador infinitesimal A+ de T (t)+ e´ a parte de A∗ em Y ∗.
Prova: Uma vez que A e´ o gerador infinitesimal de {T (t)}t≥0, pelo Teorema 2.30
existem constates ω e M tais que para todo real λ, λ > ω, λ ∈ ρ(A) e
‖R(λ : A)n‖L(X) ≤ M
(λ− ω)n n = 1, 2, . . . . (2.122)
Usando os Lemas 2.47 e 2.49 segue que se λ > ω, λ ∈ ρ(A∗) enta˜o
‖(R(λ : A)∗)n‖L(X) = ‖R(λ : A∗)n‖L(X) = ‖R(λ : A)n‖L(X) ≤ M
(λ− ω)n n = 1, 2, . . . .
(2.123)
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Seja J(λ) restric¸a˜o de R(λ : A∗) em Y ∗. Temos
‖J(λ)n‖L(X) ≤ M
(λ− ω)n (2.124)
e pela identidade do resolvente
J(λ)− J(µ) = (µ− λ)J(λ)J(µ), para todos λ, µ > ω, (2.125)
e ainda pelo Lema 2.15
lim
λ→∞
λJ(λ)x∗ = x∗, para todo x∗ ∈ Y ∗. (2.126)
Usando (2.125), (2.126) e o Corola´rio14 segue que J(λ) e´ um resolvente de um operador
linear fechado A+, densamente definido em Y ∗. Desse fato e de (2.124), o Teorema 2.30
afirma que A+ e´ o gerador infinitesimal de um C0−semigrupo T (t)+ em Y ∗. Para x ∈ X
e x∗ ∈ Y ∗ temos por definic¸a˜o〈
x∗,
(
I − t
n
A
)−n
x
〉
=
〈(
I − t
n
A+
)−n
x∗, x
〉
, n = 1, 2, . . . . (2.128)
Fazendo n→∞ em (2.128) e usando o Teorema 15, temos
〈x∗, T (t)x〉 = 〈T (t)+x∗, x〉 (2.129)
e para x∗ ∈ Y ∗, T (t)∗x∗ = T (t)+x∗ e T (t)+ e´ a restric¸a˜o de T (t)∗ em Y ∗. Para concluir
a prova, vamos mostrar que A+ e´ a parte de A∗ em Y ∗. Seja x∗ ∈ D(A∗) tal que
14
Corola´rio 2.51. Sejam ∆ um subconjunto ilimitado de C e J(λ) um pseudo resolvente em ∆. Se
existe uma sequeˆncia {λn} ∈ ∆ tal que |λn| → ∞ quando n→∞ e
lim
n→∞λnJ(λn)x = x, para todo x ∈ X, (2.127)
enta˜o J(λ) e´ o resolvente de um u´nico operador linear fechado A, densamente definido.
Prova:Ver [12]. p.37 Corola´rio 9.5
15
Teorema 2.52. Seja {T (t)}t≥0 um C0−semigrupo em X. Se A e´ o gerador infinitesimal de {T (t)}t≥0,
enta˜o
T (t)x = lim
h→0+
(
I − t
n
A
)−n
x = lim
h→0+
[n
t
R
(n
t
: A
)]n
x, para todo x ∈ X
e o limite e´ uniforme em t em qualquer intervalo limitado.
Prova:Ver [12]. p.33 Teorema 8.3
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x∗ ∈ Y ∗ e A∗x∗ ∈ Y ∗. Segue que (λI∗ −A∗)x∗ ∈ Y ∗ e
J(λ)(λI∗ −A∗)x∗ = (λI∗ −A+)−1(λI∗ −A∗)x∗ = x∗ (2.130)
Assim, x∗ ∈ D(A+) e aplicando (λI − A+) em (2.130), temos (λI∗ − A∗)x∗ = (λI −
A∗)x∗, logo, A+x∗ = A∗x∗. Portanto A+ e´ a parte de A∗ em Y ∗.

No caso especial onde X e´ um espac¸o de Banach reflexivo, temos o seguinte lema.
Lema 2.53. Seja S um operador fechado densamente definido em X, onde X e´ um
espac¸o de Banach reflexivo. Enta˜o D(S∗) e´ denso em X∗.
Prova: Se D(S∗) na˜o e´ denso em X, enta˜o existe um elemento x0 ∈ X tal que x0 6= 0
e 〈x∗, x0〉 = 0 para todo x∗ ∈ D(S∗). Desde que S e´ fechado e seu gra´fico X × X
e´ fechado e na˜o conte´m (0, x0). Como consequeˆncia do teorema de Hahn-Banach
16,
existem x∗1, x
∗
2 ∈ X∗ tais que
〈x∗1, x〉 − 〈x∗2,Sx〉 = 0, para todo x ∈ D(S)
e
〈x∗1, 0〉 − 〈x∗2, x0〉 6= 0.
A segunda equac¸a˜o mostra que x∗2 6= 0 e que 〈x∗2, x0〉 6= 0, mas da primeira equac¸a˜o
seque que x∗2 ∈ D(S∗), o que implica 〈x∗2, x0〉 = 0, o que e´ uma contradic¸a˜o. Assim,
D(S∗) = X∗.
16
Teorema 2.54 (Hanh-Banach). Seja p : X → R uma func¸a˜o satisfazendo
p(λx) = λp(x), para todo x ∈ X e para todo λ > 0
p(x+ y) = p(x) + p(y), para todos x, y ∈ X.
Seja Y ⊂ X um subespac¸o linear e seja g : Y → R um funcional linear tal que
g(x) ≤ p(x), para todo x ∈ Y.
Sobre essas hipo´teses, existe um funcional linear f : X → R que estende g, isto e´, g(x) = f(x) para
todo x ∈ Y, e que
f(x) ≤ p(x), para todo x ∈ Y.
Prova: Ver [4]. p.1 Teorema 1.1

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
Corola´rio 2.55. Seja X um espac¸o de Banach reflexivo e seja {T (t)}t≥0 um C0−semi-
grupo em X com o gerador infinitesimal A. O semigrupo adjunto {T (t)∗}t≥0 de T (t) e´
um C0−semigrupo em X∗ que tem como gerador infinitesimal o adjunto A∗ de A.
Prova: E´ uma consequeˆncia imediata do Teorema 2.50 e do Lema 2.53.
Definic¸a˜o 2.15. Seja H um espac¸o de Hilbert com produto escalar (, ). Um operador
A em H e´ dito sime´trico se D(A) = H e A ⊂ A∗, isto e´, (Ax, y) = (x,Ay) para
todo x, y ∈ D(A). A e´ dito auto-adjunto se A = A∗. Um operador limitado U em H e´
unita´rio se U∗ = U−1.
Antes de enunciar e provar o teorema de Stones, apresentaremos dois fatos sem
apresentar suas respectivas demonstrac¸o˜es.
(1) Todo operador adjunto e´ fechado;
(2) O operador U(t) e´ unita´rio se, e somente se R(U(t)) = H e U(t) e´ uma isometria.
Teorema 2.56 (Stone). O operador A e´ um gerador infinitesimal de um C0−grupo de
operadores unita´rios em um espac¸o de Hilbert se, e somente se iA e´ auto-adjunto.
Prova: Se A e´ um gerador infinitesimal de um C0−semigrupo de operadores unita´rios
{U(t)}t≥0, enta˜o A e´ densamente definido, pelo Corola´rio 2.9, e para x ∈ D(A)
−Ax = lim
t→0+
t−1(U(−t)x− x)
= lim
t→0+
t−1(U(t)−1x− x)
= lim
t→0+
t−1(U(t)∗x− x)
= A∗x, (2.131)
o que implica que A = −A∗ e portanto iA = −iA∗ = (iA)∗, ou seja, iA e´ auto-adjunto.
A segunda igualdade e´ va´lida porque U(−t) e U(t)−1 tem o mesmo gerador infinitesimal
e a terceira igualdade e´ pela Definic¸a˜o 2.15. Reciprocamente, se iA e´ auto-adjunto,
enta˜o A e´ densamente definido e A = −A∗. Assim, para todo x ∈ D(A), temos
(Ax, x) = (x,A∗x) = −(x,Ax) = −(Ax, x).
Logo, Re(Ax, x) = 0 para todo x ∈ D(A), isto e´, A e´ dissipativo. Uma vez que
A = −A∗, enta˜o Re(A∗x, x) = 0, para todo x ∈ D(A∗) = D(A), da´ı A∗ e´ dissipativo.
Sabemos que A e A∗ sa˜o operadores fechados e desde que A∗∗ = A, segue que A e
A∗ = −A sa˜o geradores infinitesimais de C0−semigrupos de contrac¸a˜o em H (veja
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Corola´rio 2.25). Se U+(t) e U−(t) sa˜o semigrupos gerados por A e A∗ respectivamente,
definimos
U(t) =
U+(t) se t ≥ 0U−(−t) se t < 0.
Pelo que vimos na sec¸a˜o 2.6, U(t) e´ um grupo de operadores lineares e limitados e
desde que
(i) U(t)−1 = U(−t);
(ii) ‖U(t)‖L(X) ≤ 1;
(iii) ‖U(−t)‖L(X) ≤ 1.
segue que R(U(t)) = X e U(t) e´ uma isometria para todo t ≥ 0. Portanto U(t) e´ um
grupo de operadores unita´rios em H.

2.9 Perturbac¸o˜es e aproximac¸o˜es
Teorema 2.57. Sejam X um espac¸o de Banach e A o gerador infinitesimal de um
C0−semigrupo {T (t)}t≥0 em X satisfazendo ‖T (t)‖L(X) ≤ Meωt. Se B e´ um operador
linear e limitado em X, enta˜o C := A+B e´ o gerador infinitesimal de um C0−semigrupo
{S(t)}t≥0 em X satisfazendo ‖S(t)‖L(X) ≤Me(ω+M‖B‖L(X))t.
Neste caso dizemos que o gerador infinitesimal A e´ perturbado pelo operador B, ou
que B e´ uma perturbac¸a˜o de A.
Prova: De fato, por hipo´tese ‖T (t)‖L(X) ≤ Meωt, enta˜o ‖e−ωtT (t)‖L(X) ≤ M. Se
definirmos T (t) = e−ωtT (t), enta˜o {T (t)}t≥0 e´ um C0−semigrupo, cujo o gerador infi-
nitesimal e´ A+ ωI, que satisfaz ‖T (t)‖L(X) ≤M, e portanto, considerando a norma
|.| : X → R
definida em (2.49), por (2.51) temos
|T (t)x| ≤ |x|,
o que implica
|e−ωtT (t)x| ≤ |x|,
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ou seja, |T (t)| ≤ eωt. Segue do Teorema 2.30 que |R(λ : A)| ≤ (λ − ω)−1, para todo
real λ, λ > ω. Assim, para λ ∈ ρ(A), temos
λI − C = λI −A− B
= λI −A− B(R(λ : A)(λI −A))
= (λI −A)− B(R(λ : A)(λI −A))
= (I − BR(λ : A))(λI −A). (2.132)
Desde que λI−A e´ bijetiva, enta˜o λI−C e´ bijetiva, ou seja, λ ∈ ρ(A) se, e somente se
I − BR(λ : A)
e´ invert´ıvel em L(X). Neste caso, aplicando a inversa em ambos os lados de (2.132),
obtemos
R(λ : C) = (λI − C)−1
= [(I − BR(λ : A))(λI −A)]−1
= (λI −A)−1(I − BR(λ : A))−1
= R(λ : A)(I − BR(λ : A))−1. (2.133)
Observe ainda que para λ > ω + |B| temos
|BR(λ : A)| ≤ |B||R(λ : A)| ≤ |B| 1
λ− ω < 1.
Enta˜o, para todo λ ∈ ρ(C), podemos reescrever (2.133) usando a Se´rie de Neumann do
seguinte modo
R(λ : C) = R(λ : A)
∞∑
k=1
BR(λ : A)k.
Calculando sua norma, temos
|R(λ : C)| ≤ |R(λ : A)||
∞∑
k=1
BR(λ : A)k|
≤ 1
λ− ω
1
1− |B|/(λ− ω)
=
1
λ− ω − |B| .
Usando o Corola´rio 2.20, segue que C = A + B e´ o gerador infinitesimal de um um
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C0−semigrupo {S(t)}t≥0 em X satisfazendo |S(t)| ≤ e(ω+|B|)t. Retornando a` norma
original ‖.‖ em X, temos
‖S(t)‖L(X) ≤Me(ω+M‖B‖L(X))t.

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Cap´ıtulo 3
O operador de ondas em RN
A teoria de semigrupos de operadores lineares e limitados tem muitas aplicac¸o˜es
na ana´lise. Neste cap´ıtulo apresentaremos uma aplicac¸a˜o dessa teoria a` soluc¸o˜es de
problemas de valor inicial, mais especificamente estudaremos a soluc¸a˜o da equac¸a˜o de
ondas, via teoria de semigrupos de operadores lineares e limitados. Iremos apresentar
o C0−grupo associado ao operador de ondas no RN , e o C0−semigrupo associado ao
operador de ondas amortecidas no RN .
Usaremos alguns resultados ba´sicos da teoria geral de equac¸o˜es diferenciais parciais,
sem provas, quando necessa´rio.
3.1 Equac¸a˜o de ondas
A equac¸a˜o de ondas e´ a equac¸a˜o diferencial parcial
∂2u
∂t2
=
N∑
j=1
∂2u
∂x2j
, (3.1)
para uma func¸a˜o u = u(x, t) de x ∈ RN e t ∈ R. Abreviadamente, escrevemos
∂2u
∂t2
= ∆u. (3.2)
Esta e´ comumente complementada por condic¸o˜es iniciais, especificamente em t = 0.
Uma vez que, esta e´ uma equac¸a˜o de segunda ordem no tempo, o valor inicial e a
derivada no tempo inicial sa˜o usualmente especificadas
u(x, 0) = u0(x) e
∂u
∂t
(x, 0) = v0(x),
onde u e v sa˜o func¸o˜es dadas em RN .
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Note que a equac¸a˜o de ondas e´ definitivamente uma equac¸a˜o diferencial parcial na˜o
el´ıptica, ja´ que o sinal da derivada de segunda ordem em t e´ o oposto do sinal das
derivadas espaciais. Veremos em breve que as soluc¸o˜es das equac¸o˜es de ondas possuem
uma caracter´ıstica muito diferente das soluc¸o˜es das equac¸o˜es el´ıpticas.
Observac¸a˜o 3.1. Se h : R → R e´ um func¸a˜o duas vezes deriva´vel, e ω e´ um vetor
unita´rio em RN . Enta˜o u : RN × R→ R dada por
u(x, t) = h(x · ω − t)
e´ uma soluc¸a˜o da equac¸a˜o de ondas (3.1). De fato,
∂2u
∂t2
(x, t) = h′′(x · ω − t) =
N∑
j=1
∂2u
∂x2j
(x, t),
seja qual for (x, t) ∈ RN × R.
A soluc¸a˜o u(x, t) = h(x ·ω− t) e´ comumente chamada soluc¸a˜o ‘travelling wave’
a equac¸a˜o, e esta e´ a raza˜o pelo nome ‘wave equation’ (equac¸a˜o de ondas).
Observac¸a˜o 3.2. Note que se u(x, t) resolve a equac¸a˜o de ondas, enta˜o u(x,−t)
tambe´m revolve. Isto significa que, a equac¸a˜o de ondas possui a propriedade de re-
versibilidade do tempo.
Podemos considerar a equac¸a˜o de ondas sobre outros domı´nios diferentes do RN ,
por exemplo, sobre domı´nios limitados do RN (neste caso necessitamos complementar
a equac¸a˜o tambe´m com condic¸o˜es de fronteiras), ou variedades riemanianas (neste caso
necessitamos escolher uma me´trica sobre a variedade e substituir o operador laplaci-
ano sobre o lado direito de 3.2 pelo operador de Laplace-Beltrami determinado pela
me´trica). Neste trabalho, consideraremos a equac¸a˜o de ondas em RN com N ≥ 2.
3.2 C0−grupo gerado pelo operador de ondas
Nesta sec¸a˜o consideraremos o problema de valor inicial para a equac¸a˜o de ondas
em RN , isto e´, o problema de valor inicial
∂2u
∂t2
= ∆u, x ∈ RN , t > 0
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = v0(x), x ∈ RN .
(3.3)
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Este problema de valor inicial e´ equivalente ao sistema de primeira ordem
∂
∂t
u
v
 =
 0 I
∆ 0
u
v
 ,u
v
 (x, 0) =
u0(x)
v0(x)
 , x ∈ RN ,
(3.4)
onde v =
∂u
∂t
.
Nosso interesse e´ mostrar, usando teoria de semigrupos de operadores lineares e
limitados, que o operador (
0 I
∆ 0
)
e´ o gerador infinitesimal de um C0−grupo de operadores lineares e limitados para uma
escolha apropriada do espac¸o de Banach. Sabemos que a escolha certa e´ o espac¸o de
Hilbert H1(RN)× L2(RN) (munido do produto interno usual).
Dado um vetor U =
(
u
v
)
∈ C∞0 (RN)× C∞0 (RN) definimos a norma
‖|U‖| = ‖|
(
u
v
)
‖| =
(∫
RN
(|u|2 + |Ou|2 + |v|2)dx
) 1
2
. (3.5)
Na˜o e´ dif´ıcil ver que o complemento de C∞0 (RN)×C∞0 (RN) com respeito a` norma ‖|.‖|
e´ o espac¸o de Hilbert X = H1(RN) × L2(RN). Neste espac¸o de Hilbert, definimos o
operador A associado com o operador diferencial
(
0 I
∆ 0
)
do seguinte modo.
Definic¸a˜o 3.1. Seja
D(A) = H2(RN)×H1(RN) (3.6)
e para todo U =
(
u
v
)
∈ D(A) seja
AU = A
(
u
v
)
=
(
v
∆u
)
. (3.7)
Para provar que o operador A definido por (3.6) e (3.7) e´ o gerador infinitesimal de
um C0−grupo de operadores em X precisamos de alguns resultados preliminares.
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Lema 3.1. Se ν > 0 e f ∈ Hk(RN), k ≥ 0, enta˜o existe uma u´nica func¸a˜o u ∈
Hk+2(RN) satisfazendo
u− ν∆u = f. (3.8)
Prova: Sejam f̂ a transformada de Fourier de f e
û(x) =
f̂(x)
1 + ‖x‖2 .
Pela Proposic¸a˜o 1.35 temos que se f ∈ Hk(RN), enta˜o (1 + ‖x‖2) k2 f̂(x) ∈ L2(RN) e
consequentemente, (1 + ‖x‖2) k+22 û(x) ∈ L2(RN). Se u e´ definido por
u(y) =
1
(2pi)
N
2
∫
RN
ei(x,y)û(x)dx, para todo y ∈ RN ,
enta˜o u ∈ Hk+2(RN) e u e´ uma soluc¸a˜o de (3.8).De fato, aplicando a transformada de
Fourier, temos
û(x)− ν∆̂u(x) = f̂(x),
isto e´,
û(x) + ν‖x‖2û(x) = f̂(x),
que e´ equivalente a
û(x) =
f̂(x)
1 + ν‖x‖2 .
A unicidade da soluc¸a˜o prova-se usando a Alternativa de Freholm (veja Teorema 2.22),
pois se w ∈ Hk+2(RN) e satisfaz a equac¸a˜o w − ν∆w = 0, enta˜o ŵ = 0 e, portanto,
w = 0.

Lema 3.2. Para todo F =
(
f1
f2
)
∈ C∞0 (RN)× C∞0 (RN) e todo real λ 6= 0 a equac¸a˜o
U − λAU = F (3.9)
possui uma u´nica soluc¸a˜o U =
(
u
v
)
∈ Hk(RN) × Hk−2(RN), para todo k ≥ 2. Ale´m
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disso,
‖|U‖| ≤ (1− |λ|)−1‖|F‖|, para todo 0 < |λ| < 1. (3.10)
Prova: Sejam λ 6= 0 um nu´mero real e w1, w2 soluc¸o˜es de
wi − λ2∆wi = fi i = 1, 2. (3.11)
Usando o Lema 3.1, fica claro que tais soluc¸o˜es existem e que wi ∈ Hk(RN) para todo
k ≥ 0. Seja u = w1 + λw2 e v = w2 + λ∆w1. Note que U =
(
u
v
)
e´ uma soluc¸a˜o de
(3.9). De fato,
U − λAU =
(
u
v
)
− λ
(
v
∆u
)
=
(
w1 − λ2∆w1
w2 − λ2∆w2
)
=
(
f1
f2
)
= F,
e assim, u− λv = f1 e v − λ∆u = f2.
Ale´m disso, U ∈ Hk(RN) × Hk−2(RN), para todo k ≥ 2. Denotando (·, ·)L2(RN ) o
produto escalar em L2(RN), temos
‖|F‖|2 = (f1 −∆f1, f1)L2(RN ) + (f2, f2)L2(RN )
= (u− λv −∆u+ λ∆v, u− λv)L2(RN ) + (v − λ∆u, v − λ∆u)L2(RN )
≥ (u−∆u, u)L2(RN ) + ‖v‖20,2 − 2|λ|Re(u, v)L2(RN )
≥ (1− |λ|)‖|U‖|2.
Portanto, se 0 < |λ| < 1, enta˜o
‖|F‖|2 ≥ (1− |λ|)2‖|U‖|2. (3.12)

O Lema 3.2 mostra que a imagem do operador I −λA conte´m C∞0 (RN)×C∞0 (RN)
para todo real λ satisfazendo 0 < |λ| < 1. Desde que o operador A da Definic¸a˜o 3.1
e´ fechado, a imagem de I − λA e´ todo X = H1(RN) × L2(RN) e temos o seguinte
corola´rio.
Corola´rio 3.3. Para todo F ∈ H1(RN)×L2(RN) e todo real λ satisfazendo 0 < |λ| < 1
a equac¸a˜o
U − λAU = F (3.13)
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tem uma u´nica soluc¸a˜o U ∈ H2(RN)×H1(RN) e
‖|U‖| ≤ (1− |λ|)−1‖|F‖|. (3.14)
Teorema 3.4. O operador A da Definic¸a˜o 3.1 e´ o gerador infinitesimal de um C0−grupo
em X = H1(RN)× L2(RN), satisfazendo
‖T (t)‖L(X) ≤ e|t|. (3.15)
Prova: O domı´nio de A, H2(RN) × H1(RN) e´ claramente denso em X. Usando o
Corola´rio 3.3 segue que R(µ : A) = (µI −A)−1 existe para |µ| > 1 e satisfaz
‖(µI −A)−1‖L(X) ≤ 1|µ| − 1 , para todo |µ| > 1. (3.16)
Usando o Teorema 2.32, temos que A e´ o gerador infinitesimal de um C0−grupo
{T (t)}−∞<t<∞ satisfazendo equac¸a˜o (3.15).

Corola´rio 3.5. Para toda u0 ∈ H2(RN) e v0 ∈ H1(RN) existe uma u´nica u(x, t) ∈
C1(H2(RN); [0,∞)) satisfazendo o problema de valor inicial
∂2u
∂t2
= ∆u
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = v0(x).
(3.17)
Prova: Seja {T (t)}t≥0 o semigrupo gerado por A e considere(
u(t)
v(t)
)
= T (t)
(
u0
v0
)
,
enta˜o
∂
∂t
(
u(t)
v(t)
)
= AT (t)
(
u0
v0
)
= A
(
u(t)
v(t)
)
=
(
v
∆u
)
,
assim u e´ a soluc¸a˜o desejada.

Conclu´ımos esta sec¸a˜o mostrando que se o valor inicial u0, v0 de (3.17) sa˜o suaves,
enta˜o o mesmo e´ soluc¸a˜o. Para este fim, note que o teorema de Sobolev 1 pode ser
estendido para o domı´nio ilimitado especial Ω = RN como segue
1
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Teorema 3.7. Para todo 0 ≤ m < k − N
2
, temos
Hk(RN) ⊂ Cm(RN). (3.18)
Prova: Seja v ∈ C∞0 . Dado y ∈ RN , e´ sabido que yαv̂(y) ∈ L2(RN) para todo α e
Dαv(x) = 1
(2pi)
N
2
∫
RN
i|α|yαei(x,y)v̂(y)dy.
Estimando Dαv(x) pela desigualdade de Cauchy-Schwartz, para todo M > N
2
, temos
|Dαv(x)|2 ≤ 1
(2pi)
N
2
∫
RN
(1 + |y|2)−Mdy
∫
RN
|y|2|α|(1 + |y|2)M |v̂(y)|2dy
≤ C1
∫
RN
(1 + |y|2)M+|α||v̂(y)|2dy ≤ C2‖v‖2M+|α|,2 (3.19)
onde C1 e C2 sa˜o constantes dependendo de M e |α|. Sejam u ∈ Hk(RN) e a sequeˆncia
{un} ∈ C∞0 (RN) tal que un → u em Hk(RN). Segue de (3.19), que Dαun → Dαu
uniformemente em RN , para todo α satisfazendo |α| ≤ m < k − N
2
, portanto u ∈
Cm(RN).

Agora considere o problema de valor inicial (3.17) com u0, v0 ∈ C∞0 (RN). Na˜o e´
dif´ıcil ver que
(
u0
v0
)
∈ D(Ak) para todo k ≥ 1, onde A e´ o operador definido em 3.1.
Teorema 3.6 (Teorema de Sobolev). Seja Ω um domı´nio limitado em RN com uma fronteira ∂Ω
diferencia´vel, isto e´, ∂Ω e´ de classe Cm(Ω), enta˜o
W k,p(Ω) ⊂ L NpN−kp (Ω), para todo kp < N
e
W k,p(Ω) ⊂ Cm(Ω), para todo 0 ≤ m < k − N
p
.
Ale´m disso, existem constantes C1 e C2 tal que para todo u ∈W k,p(Ω)
‖u‖0, NpN−kp ≤ C1‖u‖k,p, para todo kp < N
e
sup
x∈Ω
{|Dαu(x)|; |α| ≤ m,x ∈ Ω} ≤ C2‖u‖k,p, para todo 0 ≤ m < k − N
p
.
Prova:Ver [12], p. 208, Teorema 1.2.

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Portanto
(
u
v
)
= T (t)
(
u0
v0
)
∈ D(Ak) para todo k ≥ 1 e, em particular, ∆ku ∈ L2(RN)
para todo k ≥ 0. Isto implica que u ∈ Hk(RN), para todo k ≥ 0 e pelo Teorema 3.7,
segue que u e´ a soluc¸a˜o de (3.17), onde u(x, t) ∈ C∞(RN) para todo k ≥ 0. Com um
pequeno esforc¸o pode-se mostrar que, na verdade, u(x, t) ∈ C∞(RN×R) e´ uma soluc¸a˜o
cla´ssica de (3.17), mas na˜o vamos fazer neste trabalho.
3.3 C0−Semigrupo gerado pelo operador de ondas
amortecidas
Nesta sec¸a˜o consideraremos o problema de valor inicial para a equac¸a˜o de ondas
amortecidas em RN , isto e´, o problema de valor inicial
∂2u
∂t2
+ a(x)
∂u
∂t
= ∆u, x ∈ RN , t > 0
u(x, 0) = u0(x),
∂u
∂t
(x, 0) = v0(x), x ∈ RN ,
(3.20)
onde a func¸a˜o a : RN → R e´ estritamente positiva, tal que
0 < a0 ≤ a(x) ≤ a1, para todo x ∈ RN ,
onde a0 e a1 sa˜o constantes.
Este problema de valor inicial e´ equivalente ao sistema de primeira ordem
∂
∂t
u
v
 =
 0 I
∆ a(x)I
u
v
 , x ∈ RN , t > 0,u(x, 0)
v(x, 0)
 =
u0(x)
v0(x)
 , x ∈ RN .
(3.21)
Nosso interesse e´ mostrar, usando teoria de semigrupos de operadores lineares e limi-
tados, que o operador (
0 I
∆ 0
)
+
(
0 0
0 a(x)I
)
e´ o gerador infinitesimal de um C0−semigrupo. Para tanto, considere os seguintes
operadores
A =
(
0 I
∆ 0
)
e B =
(
0 0
0 a(x)I
)
.
Pelo que vimos na Sec¸a˜o 3.2, A e´ o gerador infinitesimal de um C0−grupo, em parti-
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cular, um C0−semigrupo {T (t)}t≥0 satisfazendo
‖T (t)‖L(X) ≤Meωt,
o operador B e´ claramente um operador linear e limitado. Aplicando o Teorema 2.57
da Sec¸a˜o 2.9, temos que C := A + B e´ o gerador infinitesimal de um C0−semigrupo
{S(t)}t≥0 satisfazendo
‖S(t)‖L(X) ≤Me(ω+M‖B‖L(X))t.
Assim, o problema (3.20) esta´ associado a um C0−grupo {T (t)}−∞<t<∞, onde T (t) =
etC, para todo t ∈ R.
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