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Abstract
This paper identi es a generic axiom framework for prioritised fuzzy constraint satisfaction problems
(PFCSPs), and proposes methods to instantiate it (i.e., to construct speci c schemes which obey the generic
axiom framework). In particular, we give  ve methods to construct the priority operators that are used for
calculating the local satisfaction degree of a prioritised fuzzy constraint, and identify priority T-norm opera-
tors that can be used for calculating the global satisfaction degree of a prioritised fuzzy constraint problem.
Moreover, a number ofnumerical examples and real examples are used to validate our system, and thus we
further obtain some insights into our system. In addition, we explore the relationship between weight schemes
and prioritised FCSP schemes, and reveal that the weighted FCSP schemes are the dual ofprioritised FCSP
schemes, which can, correspondingly, be called posterioritised FCSP schemes.
c   2002 Elsevier Science B.V. All rights reserved.
Keywords: Constraint satisfaction; Fuzzy set theory; Priority; Weight; Knowledge engineering; Non-monotonicity;
Decision-making
1. Introduction
Many real-world problems (e.g., meeting scheduling [31,45,75], planning [61] and automated nego-
tiation [35,73,4,39–41]) can be modelled as constraint satisfaction problems (CSPs) [51,74]. Solving
a CSP involves  nding an assignment ofvalues to variables such that all its constraints hold. In
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the conventional framework for CSPs, constraints can never be violated. This is, however, some-
times in exible. Thus, various e orts are made for equipping conventional CSP with soft constraints
which can partially be violated. The extended frameworks include fuzzy CSPs [63,83,57,17–64,
11,19,20,23,37], probabilistic CSPs [27,2,59,60,72], and more general valued CSPs [69,16,42,68]a s
well as semiring-based CSPs [8–10]. Among these extended frameworks, fuzzy CSPs are the most
popular. Generally speaking, a crisp constraint can be viewed as a set oftuples, and thus using the
concept of fuzzy sets a fuzzy constraint is regarded as a fuzzy set of tuples. Further, in order to deal
with the di erent levels ofimportance ofthe di erent f uzzy constraints, Dubois et al. [ 19,20,22]
introduce the concept ofpriorities into Fuzzy CSPs (FCSPs) to f orm prioritised FCSPs (PFCSPs).
This paper builds upon the work ofDubois et al. [ 19,20,23] and extends it in a number of
directions. (1) To reveal axioms that the global satisfaction degree of a PFCSP should satisfy. Their
work mainly reveals axioms that the local satisfaction degree of a prioritised constraint should ful l
(but, as we shall show, one ofthese properties is redundant). (2) To f urther discuss the construction
ofthe schemes f or PFCSPs, especially the construction ofpriority operators. Dubois et al. give one
such scheme (hereafter the DFP scheme for short) in [19,20,23] and a full axiomatic discussion
about possibilistic aggregation and more general Sugeno integrals in their other works. Moreover,
they discuss di erent types ofprioritised constraints (e.g., constraints with saf eguards and conditional
constraints). Our further discussion in this paper leads to some new results. (3) To distinguish the
scale for priorities from the scale for constraint satisfaction degrees. The DFP scheme uses the same
scale [0;1] for constraint satisfaction degrees and priorities. This might lead to problems in some
situations. (4) To clarify the relationship between prioritised FCSP schemes and weighted FCSP
schemes. Traditionally, the concept ofweight is used to indicate the importance level ofan object
among some objects [3,36,28,13–15], and so like the concept ofpriority it can also be used to
indicate the importance level ofa constraint among some constraints. Giving this, we clarif y the
di erence between them.
We organise the study in this paper according to the principles ofknowledge engineering [ 70]:
when building a knowledge model, one  rst needs to describe the generic structure ofknowledge,
then instantiate this structure, and  nally validate the knowledge model. Following this approach, this
paper  rst introduces a generic axiom framework for PFCSPs. This is important because if we have
such a framework we can hold commonalities in di erent speci c schemes, develop the appropriate
schemes for speci c applications, and examine the relationships between the di erent schemes [46].
Having developed the generic framework, we then discuss the issue of how to instantiate it.
That is, how to construct various speci c schemes that satisfy the generic axiom system. These
more speci c schemes will o er more freedom in the selection of suitable schemes for particular
applications. This is important because the best schemes are likely to vary from problem to problem.
To this end, we present several construction methods and use these methods to develop several
new schemes which are di erent from the one in [19,20,23]. In particular, we give  ve methods
to construct the priority operators that are used for calculating the local satisfaction degree of a
prioritised fuzzy constraint, and identify the priority T-norm operators that are used for calculating
the global satisfaction degree of a prioritised fuzzy constraint problem. In addition, our results show
that a PFCSP can be transformed equivalently into an FCSP, and so the techniques developed for
solving FCSPs [17,19,54,76,77] can be adopted for solving PFCSPs.
We then use numerical and real examples to validate our system. This reveals some deeper insights
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In addition, we explore the relationship between weighted FCSP schemes and prioritised FCSP
schemes, and reveal that weighted FCSP schemes are the dual ofprioritised FCSP schemes. Thus,
in order to re ect the fact that the solutions of weighted FCSPs mainly depend on constraints with
posteriority (relatively low importance levels), correspondingly to the prioritised FCSP schemes
whose solutions mainly depend on constraints with priority (relatively high importance levels),
weighted FCSP schemes can be called posterioritised FCSP schemes.
The rest ofthis paper is organised as f ollows. Section 2 recalls some concepts ofFCSPs. Section
3 outlines our axiomatic framework for PFCSPs. Section 4 discusses the issue ofinstantiating the
generic axiom framework. Section 5 validates our system. Section 6 clari es the relationship be-
tween prioritised FCSP schemes and weighted FCSP schemes, and thus introduces the concept of
posterioritised FCSPs. Section 7 compares our work with that ofDubois et al. in the  eld. The  nal
section summaries our contributions and sheds light on the future direction of research.
2. Preliminaries
This section recalls some basic concepts and notations related to and FCSPs [83,57,11,19,20,23]
which will be used throughout the paper.
De nition 1. A fuzzy constraint satisfaction problem (FCSP) is de ned as a 3-tuple (X;D;Cf),
where:
(1) X = {xi |i =1 ;:::;n} is a  nite set ofvariables.
(2) D = {di |i =1 ;:::;n} is the set ofdomains. Each domain di is a  nite set containing the
possible values for the corresponding variable xi in X.
(3) Cf is a set off uzzy constraints. That is,
C
f =



R
f
i | R
f
i :


 
xj∈var(R
f
i )
dj

 → [0;1];i =1 ;:::;m



; (1)
where var(R
f
i ) denotes the set ofvariables off uzzy constraint R
f
i .
De nition 2. A label ofa variable x is an assignment ofa value to the variable, denoted as vx.A
compound label vX  ofall variables in set X   = {x 
1;:::;x 
m}⊆X is a simultaneous assignment of
values to all variables in set X  , that is,
vX  =( vx
1;:::;v x
m): (2)
The membership degree ofa f uzzy constraint just indicates the local degree to which the constraint
is locally satis ed with a compound label, and so the degree is also called the local satisfaction degree
of the constraint for a compound label. The following de nition gives the concept of global degree
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De nition 3. In an FCSP (X;D;Cf), given a compound label vX ofall variables in X, the global
satisfaction degree of the PFCSP for the compound label vX is de ned as
 (vX)=⊕
 
 Rf(vvar(Rf))|R
f ∈ C
f 
; (3)
where ⊕ is an aggregation from [0;1]n to [0;1]. A solution to an FCSP (X;D;Cf) is a compound
label vX ofall the variables in X such that
 (vX) ¿  0; (4)
where  0 ∈[0;1], called the FCSP’s solution threshold, is predetermined.
Intuitively, solving an FCSP involves  nding a compound label ofall variables such that the
constraints involved are satis ed, to some extent, with the compound label.
In the  rst paper about fuzzy set theory [81], Zadeh proposes to use min as ⊕ in the generic
FCSP global satisfaction degree formula (3), that is,
 (vX) = min{ Rf(vvar(Rf))|R
f ∈ C
f}: (5)
Bellman and Zadeh [6] later coined ⊕ as the con uence ofconstraints, acquiring di erent meanings
in di erent cases. From a similar point ofview, Zimmermann [ 84] points out that the choice of
an appropriate aggregation operator largely depends on the context ofthe problem one deals with.
Generally speaking,
(1) ifone wants to  nd out the degree to which a compound label satis es all constraints, a T-norm
  could be used as ⊕ in (3), that is,
 (vX)= { Rf(vvar(Rf))|R
f ∈ C
f}; (6)
(2) ifone intends to get the degree to which a compound label satis es at least one of constraints,
a T-conorm O could be used as ⊕ in (3), that is,
 (vX)=O{ Rf(vvar(Rf))|R
f ∈ C
f}; (7)
where T-norm and T-conorm are de ned as below [71,5,21].
De nition 4. Ifan operator ◦:[ 0 ;1]×[0;1] −→ [0;1] satis es:
(1) commutativity: ∀a1;a 2 ∈[0;1];a 1 ◦ a2 = a2 ◦ a1,
(2) associativity: ∀a1;a 2;a 3 ∈[0;1];(a1 ◦ a2) ◦ a3 = a1 ◦ (a2 ◦ a3),
(3) monotonicity: ∀a1;a  
1;a 2;a  
2 ∈[0;1];a 16a 
1 ∧a26a 
2 ⇒ a1 ◦ a26a 
1 ◦ a 
2,
(4) boundary condition: ∀a∈[0;1];a◦ 1=a,
then ◦ is a Triangular norm (T-norm) on [0;1], denoted as  .I f◦ satis es (1)–(3) and
(4)  boundary condition: ∀a∈[0;1];a◦ 0=a,
then ◦ is a Triangular conorm (T-conorm) on [0;1], denoted as O.X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 155
Two ofthe most important properties of   and O are as follows:
Lemma 1. ∀a1;:::;a n ∈[0;1],
 (a1;:::;a n) 6 min{a1;:::;a n} 6 max{a1;:::;a n} 6O (a1;:::;a n): (8)
Lemma 2. ∀a∈[0;1],
a 0=0 ; (9)
aO1=1 : (10)
Example 1. Some examples ofT-norms and T-conorms are listed as below.
(1) Zadeh operators (∧;∨):
a1 ∧ a2 = min{a1;a 2}; (11)
a1 ∨ a2 = max{a1;a 2}: (12)
(2) Probability operators (•;
∧
+):
a1 • a2 = a1a2; (13)
a1
∧
+a2 = a1 + a2 − a1a2: (14)
(3) Einstein operators (
•
E;
+
E):
a1
•
E a2 =
a1a2
1+( 1− a1)(1 − a2)
; (15)
a1
+
E a2 =
a1 + a2
1+a1a2
: (16)
(4) Boundary operators ( ;⊕):
a1   a2 = max{0;a 1 + a2 − 1}; (17)
a1 ⊕ a2 = min{1;a 1 + a2}: (18)
With these basics in place, the next section details our framework for PFCSPs.
3. An axiomatic framework for PFCSPs
In an FCSP, each constraint has no priority or, equivalently, all constraints have the same level
of priority. This is not always true in practice. This section identi es an axiomatic framework for
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De nition 5. A prioritised fuzzy constraint satisfaction problem (PFCSP) is a 4-tuple (X;D;Cf; ),
where (X;D;Cf) is an FCSP, called the counterpart FCSP ofthe PFCSP, and  : Cf →[0;∞)i sa
priority function.
De nition 6. In a PFCSP (X;D;Cf; ), given a compound label vX ofall variables in X,   (vX),
which is given by
  (vX)=
 
 
 
g( (R
f);  Rf(vvar(Rf)))|R
f ∈ C
f 
(19)
where
 
  :[ 0 ;1]n →[0;1] and g:[ 0 ;+∞)×[0;1]→[0;1], is said to be the global satisfaction degree
ifthe f ollowing properties are satis ed:
(1) If for the fuzzy constraint R
f
max,  max =  (R
f
max) = max{ (Rf)|Rf ∈Cf} (hereafter unless
otherwise speci ed, the symbols R
f
max and  max always take the meaning here), then
 R
f
max(vvar(R
f
max))=0⇒   (vX)=0 : (20)
(2) If ∃ 0 ∈[0;1];∀Rf ∈Cf; (Rf)= 0, then
  (vX)= { Rf(vvar(Rf))|R
f ∈ C
f}: (21)
(3) For R
f
i ;R
f
j ∈Cf, suppose  (R
f
i )¿ (R
f
j ), and there are two di erent compound labels vX and
v 
X such that ∀Rf ∈Cf,
(a) when Rf  =R
f
i and Rf  =R
f
j ,  Rf(vvar(Rf))= Rf(v 
var(Rf)),
(b) when Rf = R
f
i ,  Rf(vvar(Rf))= Rf(v 
var(Rf))+ ,
(c) when Rf = R
f
j ,  Rf(v 
var(Rf))= Rf(vvar(Rf))+ .
If
g( (R
f
i );  R
f
i (vvar(R
f
i ))) 6 g( (R
f
j );  R
f
j (vvar(R
f
j ))); (22)
then
  (vX) ¿   (v 
X): (23)
(4) For two di erent compound labels vX and v 
X,i f∀Rf ∈Cf,
 Rf(vvar(Rf)) ¿  Rf(v 
var(Rf)); (24)
then
  (vX) ¿   (v 
X)): (25)
(5) Ifthere exists a compound labels vX such that
∀R
f ∈ C
f;  Rf(vvar(Rf))=1 ;
then
  (vX)=1 : (26)X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 157
The above de nition can be viewed as giving  ve axioms which the generic PFCSP global satis-
faction degree formula (19) should obey. The  rst and third axioms are critical. We explain these
 rst before moving onto others.
The  rst axiom means that in a PFCSP, although fuzzy constraints can be partially violated by a
variable assignment, it is absolutely impossible for a variable assignment to be accepted as a solution
ifone ofthe most important f uzzy constraints is completely violated by the variable assignment.
This mirrors the situation that can occur reasonably often in the real-world. The following are some
examples (a more formal example is given in Section 5.2).
Example 2. (1) In the United Nations, ifa proposal is not approved by one ofthe most important
countries, i.e., USA, UK, France, China and Russia, this proposal cannot be passed even ifall other
countries agree to it.
(2) Suppose members ofa research group want to meet weekly f or 2 hours. This group consists
oftwo supervisors, one post-doctoral research f ellow, two Ph.D. students, two master students, and
two undergraduate students for  nal year projects. All of them are very busy. Assume that their
timetables, constraints and preferences are modelled by fuzzy constraints [45]. Clearly, the two
supervisors are the most important people in the group, and so their constraints should be the most
important and assigned the highest priority. Then, the priorities assigned to the constraints ofthe
post-doctoral research fellow, the Ph.D. students, the master students and the undergraduate students
are decreasing. Clearly, if an acceptable time slot can be found for each group member apart from
the two supervisors (because, for example, during the time slot they are teaching in the classrooms),
the group cannot have a meeting at that time.
(3) Suppose a researcher wants to organise his travel from Hong Kong to Berlin for an international
conference. He has several constraints. The most important ones are: his wife demands him to visit
her mother in London and he must be in Berlin on the day he presents his paper. Clearly, as long
as these two constraints cannot be satis ed, even ifa travel agent can o er him a three night f ree
accommodation in Berlin plus a budget ticket, he cannot accept the o er.
The third axiom captures the essential meaning ofpriorities: ifone wants to raise the global
satisfaction degree of all prioritised constraints, a constraint with a relatively high priority must be
su ciently satis ed prior to a constraint with a relatively low priority. This is accordance with the
meaning ofthe word priority in English dictionaries (e.g., [58]). In fact, the concept of priority has
the following characteristics:
• it measures the relative importance among things in a group to determine only their relative
precedence, and
• the higher the priority ofone thing, the earlier the thing should be handled or the more pref erred
is the thing.
Consequently, the higher the priority of a constraint, the more preference satisfying the constraint
should be given when  nding a solution. That is precisely the reason why this kind off ramework
is called prioritised.
The second axiom reveals that since priorities are relative, their e ect should disappear when
they are the same. The fourth axiom captures the monotonicity ofthe aggregation operation: the158 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
global satisfaction degree of all prioritised fuzzy constraints in a PFCSP should increase when the
local satisfaction degrees of all corresponding non-prioritised constraints increase. The  fth axiom
means that when each corresponding non-prioritised constraint is locally satis ed completely with a
compound label, there is no reason why the global satisfaction degree of all constraints in a PFCSP
should not be 1. In addition, the generic PFCSP global satisfaction degree formula (19) implies that
the result ofan aggregation should not be a ected by the aggregation ordering.
De nition 7. A solution to a PFCSP (X;D;Cf; ) is a compound label vX ofall variables in X such
that
  (vX) ¿  0; (27)
where  0 ∈[0;1], called the PFCSP’s solution threshold, is predetermined.
4. Axiom instantiation
The generic axiom framework, proposed in the previous section, is a skeletal form of a scheme
for PFCSPs. It can be instantiated for a class of speci c schemes for PFCSPs. This section discusses
the issue ofconstructing speci c schemes which instantiate the generic axiom f ramework.
4.1. Instantiation of g function
The generic PFCSP global satisfaction degree (19) actually outlines the common structure of
various PFCSP global satisfaction degree formulae for aggregating operations on the local satisfaction
degrees of all prioritised fuzzy constraints. Thus, when specifying (19), function g should be speci ed
 rst. Since the role ofthe priority ofa f uzzy constraint Rf ∈Cf can be regarded as a prioritised
factor to the local satisfaction degree of the constraint, g( Rf(vvar(Rf)); (Rf)) can be viewed as the
local satisfaction degree of the prioritised constraint, denoted as  
 
Rf(vvar(Rf)). Formally, we have:
De nition 8. In a PFCSP (X;D;Cf; ), given a compound label vX ofall variables in X, the local
satisfaction degree of a prioritised fuzzy constraint Rf ∈Cf is given by
 
 
Rf(vvar(Rf))=(  (R
f)    max)    Rf(vvar(Rf)); (28)
where operator  :[ 0 ;∞)×(0;∞)→[0;1], called a general division operator, satis es:
(1) ∀a∈(0;∞), a   a =1 ,
(2) ∀a∈(0;∞), 0   a =0 ,
(3) ∀a1;a  
1 ∈[0;∞);a 2 ∈(0;∞);a 16a 
1 ⇒ a1   a26a 
1   a2, and
(4) ∀a1 ∈[0;∞);a 2;a  
2 ∈(0;∞);a 26a 
2 ⇒ a1   a2¿a 
1   a2;
and operator  :[ 0 ;1]×[0;1]→[0;1], called a priority operator, satis es:
(1) ∀a1;a 2;a  
2 ∈[0;1];a 26a 
2 ⇒ a1   a26a1   a 
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(2) ∀a1;a  
1;a 2 ∈[0;1];a 16a 
1 ⇒ a1   a2¿a 
1   a2,
(3) ∀a∈[0;1];1   a = a, and
(4) ∀a∈[0;1];0   a =1 .
The axioms on general division operators capture the basic idea behind the usual arithmetic division
operator. This operator and the parameter  max are critical to ensuring the  rst two axioms in
De nition 6 are satis ed (we shall see later). The following are two examples of such general
division operators.
Example 3. It is easy to check that operators  1 and  2, de ned as follows, satisfy the axioms of
general division operators:
a1  1 a2 =
a1
a2
; (29)
a1  2 a2 =
 
c
a2−a1 if a1  =0 ;
0 otherwise; (30)
where c∈(0;1) is a constant.
The four axioms about priority operators capture the following intuitions. 1 (1) The local satisfaction
degree ofa prioritised constraint should increase with that ofits non-prioritised counterpart. (2) Given
the local satisfaction degree of a constraint, the satisfaction degree of the corresponding prioritised
constraint decreases when the priority increases. So, the higher the priority ofa constraint, the more
su ciently the constraint should be satis ed ifwe want to get a solution with a higher global
satisfaction degree. (3) When a constraint has the priority of 100%, namely it has the relatively
highest priority, its prioritised satisfaction degree is equal to its non-prioritised counterpart. (4)
When a constraint has the lowest priority 0, it means that it is immaterial whether the constraint
is satis ed with a compound label. Accordingly, we can treat it as being satis ed with an arbitrary
compound label. That is, the local satisfaction degree of the prioritised constraint should be 1.
The following theorem for constructing priority operators is inspired by [23].
Theorem 1. Operator ◦:[ 0 ;1]×[0;1]→[0;1], de ned as
a1 ◦ a2 =( 1− a1)Oa2; (31)
is a priority operator.
Proof. Operator ◦, given by (31), satis es the axioms ofpriority operators. In f act, by De nition 4
and Lemma 2 we have
1 ¿ a2 ¿ a 
2 ¿ 0 ⇒ (1 − a1)Oa2 ¿ (1 − a1)Oa 
2 ⇒ a1 ◦ a2 ¿ a1 ◦ a 
2;
1 The four axioms about priority operators are proposed by Dubois and Prade in [23] (see its second paragraph in p.
50), but they also put in one more axiom for priority operators, which is unnecessary. We will give a more detailed
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1 ¿ a1 ¿ a 
1 ¿ 0 ⇒ (1 − a1)Oa2 6 (1 − a 
1)Oa2 ⇒ a1 ◦ a2 6 a 
1 ◦ a2;
1 ◦ a =( 1− 1)Oa =0 Oa = a;
0 ◦ a =( 1− 0)Oa =1 Oa =1 :
The following example uses the above theorem to instantiate the generic prioritised fuzzy constraint
satisfaction degree formula (28).
Example 4. Let operator   be given by (29), then by Theorem 1, the generic prioritised fuzzy
constraint satisfaction degree formula (28) can be instantiated as
 
 
Rf(vvar(Rf)) = max
 
1 −
 (Rf)
 max
;  Rf(vvar(Rf))
 
: (32)
Let   be given by (30), then by Theorem 1, the generic prioritised fuzzy constraint satisfaction
degree formula (28) can be instantiated as
 
 
Rf(vvar(Rf))=
 
max{1 − c
 max− (Rf);  Rf(vvar(Rf))} if  (R
f)  =0 ;
1 otherwise;
(33)
where c∈(0;1) is a constant.
The following theorem shows a number of other ways to construct new priority operators from
existing operators. We believe it is signi cant that a method is able to reuse the existing functions
and operators to construct something new. In fact, in software and knowledge engineering (see [56,
p. 11]), the reuse ofsigni cant parts ofdeveloped systems, rather than building new systems f rom
scratch, is bene cial as it helps to reduce the cost ofbuilding new application systems, and helps
to de ne the space ofproblem solving methods.
Theorem 2. Let S  be the set of all possible priority operators, and
H = {h:[ 0 ;1] → [0;1]|x1 ¿ x2 ⇔ h(x1) ¿ h(x2);h( 0 )=0 ;h( 1 )=1 }:
Then ∀a1;a 2 ∈[0;1], h;h1;h 2 ∈H,  ; 1; 2 ∈S , the following operators are in S :
a1 ◦1 a2 =( 1− h(a1))Oa2; (34)
a1 ◦2 a2 = h(a1)   a2; (35)
a1 ◦3 a2 = h1(a1)  1 (h2(a1)  2 a2): (36)
Proof. Operators ◦1, ◦2 and ◦3 are checked one by one, as follows:
(1) For operator ◦1, by De nition 4 and Lemma 2, we have
1 ¿ a2 ¿ a 
2 ¿ 0⇒(1 − h(a1))Oa2 ¿ (1 − h(a1))Oa 
2
⇒a1 ◦1 a2 ¿ a1 ◦1 a 
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1 ¿ a1 ¿ a 
1 ¿ 0⇒h(a1) ¿ h(a 
1)
⇒1 − h(a1) 6 1 − h(a 
1)
⇒(1 − h(a1))Oa2 6 (1 − h(a 
1))Oa2
⇒a1 ◦1 a2 6 a 
1 ◦1 a2;
1 ◦1 a =( 1− h(1))Oa =( 1− 1)Oa =0 Oa = a;
0 ◦1 a =( 1− h(0))Oa =( 1− 0)Oa =1 Oa =1 :
(2) For operator ◦2, by De nition 4, we have
1 ¿ a2 ¿ a 
2 ¿ 0⇒h(a1)   a2 ¿ h(a1)   a 
2
⇒a1 ◦2 a2 ¿ a1 ◦2 a 
2;
1 ¿ a1 ¿ a 
1 ¿ 0⇒h(a1) ¿ h(a 
1)
⇒h(a1)   a2 6 h(a 
1)   a2
⇒a1 ◦2 a2 6 a 
1 ◦2 a2;
1 ◦2 a = h(1)   a =1  a = a;
0 ◦2 a = h(0)   a =0  a =1 :
(3) For operator ◦3, by De nition 4, we have
1 ¿ a2 ¿ a 
2 ¿ 0⇒h2(a1)  2 a2 ¿ h2(a1)  2 a 
2
⇒h1(a1)  1 (h2(a1)  2 a2) ¿ h1(a1)  1 (h2(a1)  2 a 
2)
⇒a1 ◦3 a2 ¿ a1 ◦3 a 
2;
1 ¿ a1 ¿ a 
1 ¿ 0⇒h(a1) ¿ h(a 
1)
⇒
 
h(a1)  1 (h(a1)  2 a2) 6 h(a 
1)  1 (h(a1)  2 a2)
h(a1)  2 a2 6 h(a 
1)  2 a2
⇒h(a1)  1 (h(a1)  2 a2) 6 h(a 
1)  1 (h(a 
1)  2 a2)
⇒a1 ◦3 a2 6 a1 ◦3 a 
2;
1 ◦3 a = h1(1)  1 (h2(1)  2 a)=1 1 (1  2 a)=1 2 a = a;
0 ◦3 a = h1(0)  1 (h2(0)  2 a)=0 1 (0  2 a)=1 :
Clearly, by Theorem 2, we can use functions in H to construct more priority operators from the
available priority operators (although we may not construct all priority operators by Theorem 2).
Example 5. Let h1(x) = sin  
2x, h2(x)=1 − cos  
2x, h3(x)=
√
x, a1O1a2 =( a1 + a2)=
(1 + a1a2), and a1O2a2 = a1 + a2 − a1a2. Then, by Theorem 2, the following operators are priority162 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
operators:
a1  1 a2 =( 1− h1(a1))O1a2 =
1 − sin( 
2a1)+a2
1+( 1− sin( 
2a1))a2
; (37)
a1  2 a2 =( 1− h−
2 (a1))O2a2 = cos
  
2
a1
 
+ a2 − a2 × cos
  
2
a1
 
; (38)
a1  3 a2 = h1(a1)  1 a2 =
1 − sin( 
2 sin( 
2a1)) + a2
1+( 1− sin( 
2 sin( 
2a1)))a2
; (39)
a1  4 a2 =h2(a1)  2 (h1(a1)  1 a2)
=cos
  
2
√
a1
 
+
1 − sin( 
2 sin( 
2a1)) + a2
1+( 1− sin( 
2 sin( 
2a1)))a2
 
1 − cos
  
2
√
a1
  
: (40)
The following theorem gives a beautiful priority operator directly.
Theorem 3. Operator ◦:[ 0 ;1]×[0;1]→[0;1], de ned as follows, is a priority operator:
a1 ◦ a2 =( a2 − 1)a1 +1 : (41)
Proof. Operator ◦, given by (41), satis es the axioms ofpriority operators. In f act,
a2 6 a 
2 ⇒ (a2 − 1)a1 +16 (a 
2 − 1)a1 +1⇒ a1 ◦ a2 6 a1 ◦ a 
2;
a1 6 a 
1 ⇒ (a2 − 1)a1 +1¿ (a2 − 1)a 
1 +1⇒ a1 ◦ a2 ¿ a 
1 ◦ a2;
1 ◦ a2 =( a2 − 1)a1 +1=( a2 − 1) × 1+1=a2;
0 ◦ a2 =( a2 − 1)a1 +1=( a2 − 1) × 0+1=1 :
4.2. The instantiation of ⊕ 
The previous subsection discussed the instantiation issue ofthe f unction g in the generic PFCSP
global satisfaction degree formula (19). Now, we turn to discuss the instantiation issue of ⊕  in
(19).
Since a solution to a PFCSP usually needs to satisfy all constraints or the proposition R
f
1 ∧···∧R
f
m
where each R
f
i ∈Cf(i =1 ;:::;m), we can de ne the function ⊕  as a T-norm   because in fuzzy
set theory T-norm are extensively used to model logical connective ∧ (and)[ 5]. Theorem 4 in
the following guarantees that such a de nition is reasonable according to our axiomatic framework
proposed in De nition 6. However, in order to prove Theorem 4, T-norms should be restricted to
the following subclass of T-norms: 2
De nition 9. A T-norm   is a priority T-norm ifunder condition
0 6 a1 6 a2 ∧  ¿0 ∧ a1 +   6 1 ∧ a2 +   6 1 (42)
2 This will be seen clearly in the proofofTheorem 4.X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 163
the following inequality holds:
(a1 +  ) a2 ¿ a1 (a2 +  ): (43)
Example 6. The following are examples of priority T-norms.
(1) Zadeh T-norm (11) is a priority T-norm. In fact, under condition (42) we have
min{a1 +  ;a2} ¿ min{a1;a 2} = min{a1;a 2 +  }:
(2) Probability T-norm (13) is a priority T-norm. In fact, under condition (42), we have
(a1 +  )a2 = a1a2 +  a2 ¿ a1a2 +  a1 = a1(a2 +  ):
(3) Einstein T-norm (15) is a priority T-norm. In fact, under condition (42), we have
a1 +   6 1 ∧ a2 6 1
⇒ a1 + a2 +   6 2
⇒ (a1 + a2 +  )(a1 − a2) ¿ 2(a1 − a2)
⇒ 2a2 − a
2
2 −  a2 ¿ 2a1 − a
2
2 −  a1
⇒ 2 a2 −  a
2
2 −  
2a2 ¿ 2 a1 −  a
2
2 −  
2a1
⇒ a1a2(2 − a1 − a2 + a1a2 −  )+a
2
1a2 
+2 a2 −  a1a2 −  a
2
2 + a1a
2
2  −  
2a2 + a1a2 
¿ a1a2(2 − a1 − a2 + a1a2 −  )+a1a
2
2 
+2 a1 −  a1a2 −  a
2
1 + a
2
1a2  −  
2a1 + a1a2 
⇒
a1a2 +  a2
2 − a1 − a2 + a1a2 −   + a2 
¿
a1a2 +  a1
2 − a1 − a2 + a1a2 −   + a1 
;
that is,
(a1 +  )a2
1+( 1− (a1 +  ))(1 − a2)
¿
a1(a2 +  )
1+( 1− a1)(1 − (a2 +  ))
:
Before giving the main result in this subsection, we give a property of priority operators, which
is usef ul in the proofofthe main result.
Lemma 3. ∀a∈[0;1],
a   1=1 : (44)
Proof. By axioms 4, 2 and 3 ofpriority operators (which are listed in De nition 8), ∀a∈[0;1], we
have
1=0  1 ¿ a   1 ¿ 1   1=1 :164 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
That is,
∀a ∈ [0;1];1 ¿ a   1 ¿ 1:
Therefore, (44) holds.
Theorem 4. In a PFCSP (X;D;Cf; ),
  (vX)= 
 
 
 
Rf(vvar(Rf))|R
f ∈ C
f 
(45)
is the global satisfaction degree of the PFCSP for a compound label vX.
Proof. (1) Let  i =  (R
f
i );i =1 ;:::;m, and  i0 = max{ 1;  2;:::;  m},i f R
f
i0
(vvar(R
f
i0))=0 ,w e
have
 
 
R
f
io
(vvar(R
f
io))=(  (R
f
io)    max)    R
f
io
(vvar(R
f
io))=(  0    0)   0=1  0=0 :
Thus, again noticing formula (9) and the commutativity ofoperator  , we know the right-hand side
of( 45) is equal to 0. So, the  rst axiom in De nition 6 is satis ed.
(2) If ∀Rf ∈Cf,  (Rf)∈Cf =  0, then we have
 
 
Rf(vvar(Rf))=( (R
f)    max)    Rf(vvar(Rf))
=( 0    0)    Rf(vvar(Rf))
=1   Rf(vvar(Rf))
= Rf(vvar(Rf)):
So, the second axiom in De nition 6 is satis ed.
(3) Since T-norm   used in (45) is a priority T-norm, under condition (22) we have (23). So,
the third axiom in De nition 6 is satis ed.
(4) By axiom 1 ofpriority operators in De nition 8, namely a   b increases when b increases,
∀Rf ∈Cf,i f Rf(vvar(Rf))¿ Rf(v 
var(Rf)), then we have
 
 
Rf(vvar(Rf))=(  (R
f)    max)    Rf(vvar(Rf))
¿( (R
f)    max)    Rf(v 
var(Rf))
=  
 
Rf(v 
var(Rf)):
Thus, again noticing the monotonicity ofthe operator  , we know that the fourth axiom in De nition
6 is satis ed.
(5) When there exists a compound label vvar(Rf) such that for each Rf ∈Cf
 Rf(vvar(Rf))=1 ;
by Lemma 3 we have
 
 
Rf(vvar(Rf))=(  (R
f)    max)    Rf(vvar(Rf))=(  (R
f)    max)   1=1 :
Again according to the  fth axiom of the operator   (i.e., a 1=a), 1 1 = 1. So, the fourth
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By comparing the PFCSP global satisfaction degree formula (45) with the FCSP global satisfaction
degree formula (6), we can see that Theorem 4 actually transforms a PFCSP (X;D;Cf; ) into an
FCSP (X;D;C
f
  ) where
C
f
  = {R
f
  | R
f
 (vvar(R
f
 ))= 
 
Rf(vvar(Rf));R
f ∈ C
f}: (46)
After transforming a PFCSP into its equivalent FCSP counterpart, we can employ the methods,
developed for solving conventional FCSPs, to solve PFCSPs. Examples of such methods include
[17,19,54] and Fuzzy GENET [76,77]. However, currently most FCSP solving algorithms are re-
stricted to min as T-norms, but we use general T-norms. The choice ofgeneral T-norms used has
a strong in uence on the e ciency or applicability ofusual constraint solving techniques (such as
arc-consistency [55,7,9,8,33]). Accordingly, there should be some di erences. The answer to what
the di erences are would certainly be signi cant, and so it is worthy off urther pursuit. 3
5. Validation
According to the principle ofknowledge engineering [ 70], the validation for a knowledge system
should be undertaken both internally and externally. Internally, this section uses a number ofexam-
ples to check whether our schemes indeed satisfy the axiomatic framework. Externally, this section
checks whether our schemes behave consistently with human intuition in several realistic scenarios.
Thus, the aims ofthis section is to obtain some deeper insights into the properties and characteristics
ofour system.
5.1. Normalised priorities
This subsection examines a number ofexamples to show that ifthe priorities ofconstraints in a
PFCSP are determined by a voting model (see [67, pp. 204–211]), our scheme indeed satis es the
axioms we propose for PFCSPs.
Voting is a simple way to determine the priority ofeach constraint. For example, f or three
constraints R
f
1, R
f
2 and R
f
3, and ten voters, if R
f
1, R
f
2 and R
f
3 get 3, 4 and 3 votes, respectively, then
their priorities are 0:3, 0:4 and 0:3, respectively. Generally, suppose one voter can vote only for one
constraint and the priority ofa constraint is de ned as the percentage ofthe voters, who vote f or
the constraint, to all voters, then we should have
 
Rf∈Cf
 (R
f)=1 : (47)
Namely, we assume that the sum ofthe priorities ofall constraints is equal to 1. In this case,
we say priorities are normalised. Traditionally, (47) is assumed in many important decision-making
3 FCSPs have been studied for many years, but most of their solving algorithms are still restricted to min as T-norms.
It seems that designing an e cient solving algorithm for an FCSP with general T-norms is a hard problem. Addressing
this problem f alls outside the scope ofthe current paper although it is certainly a subject off urther research.166 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
problems [65,1,29,12] where priorities represent the group’s or the individual’s opinion with regard
to the relative importance ofeach object in a set ofobjects (e.g., criteria, alternatives). 4
We believe it is reasonable to determine the priority ofeach constraint via voting. For example, a
family wants to buy a house. Suppose their requirements on the desired house are expressed as fuzzy
constraints. Clearly, di erent family members may have their own preferences on the importance level
ofconstraints. Then, the question is: how to determine the priority ofeach constraint, by which the
preference of each family member is fairly re ected? Voting is one such way; that is, each family
member is allowed to vote only for one constraint. Also, voting is a reasonable way for one person
to determine the priorities ofconstraints, which re ects his pref erence on the importance level of
constraints. In fact, he can imagine he has a number of voters (e.g., 100 voters) and one voter is
allowed to vote only for one constraint.
In the following, under the normalisation assumption (47), we use a number ofnumerical examples
to check whether our scheme satis es the  ve axioms we propose in De nition 6. By Theorem 4
and prioritised fuzzy constraint satisfaction formula (32), under our axiomatic framework, we can
use the following formula for calculating the global satisfaction degree of a PFCSP consisting of
two constraints R
f
1 and R
f
2:
min
 
max
 
1 −
 (R
f
1)
 (R
f
1)
;  R
f
1(vvar(R
f
1 ))
 
;max
 
1 −
 (R
f
2)
 (R
f
1)
;  R
f
2(vvar(R
f
2 ))
  
: (48)
The following  ve examples show that our scheme indeed satis es the  ve axioms we propose, in
De nition 6, for PFCSPs.
Example 7. Suppose  (R
f
1)=0 :7 and  (R
f
2)=0 :3. For a compound label vX, let  R
f
1(vvar(R
f
1 ))=0
and  R
f
2(vvar(R
f
2 ))=0 :3. Then, by (48) the global satisfaction degree is
min
 
max
 
1 −
0:7
0:7
;0
 
;max
 
1 −
0:3
0:7
;0:3
  
=0 :
That is, when the compound label vX violates completely the most important constraint R
f
2, vX cannot
become a solution to the PFCSP consisting of R
f
1 and R
f
2. So, the  rst axiom is ful lled in our
scheme.
Example 8. Suppose the priorities ofthe two constraints are the same, i.e.,  (R
f
1)= (R
f
2)=0 :5.
For a compound label vX, let  R
f
1(vvar(R
f
1 ))=0 :8 and  R
f
2(vvar(R
f
2 ))=0 :3. Then, by (48), the global
satisfaction degree is
min
 
max
 
1 −
0:5
0:5
;0:8
 
;max
 
1 −
0:5
0:5
;0:3
  
=0 :3:
4 Notice that the normalisation assumption (47) is allowed in our framework but it is not compulsory for our axiomatic
system. In other words, we do not make (47) as an assumption ofour axiom system.X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 167
Clearly, this result is equal to the following global satisfaction of its non-prioritised counterpart
FCSP:
min{ R
f
1(vvar(R
f
1 ));  R
f
2(vvar(R
f
2 ))} = min{0:8;0:3} =0 :3:
That is, when the priorities ofconstraints R
f
1 and R
f
2 are the same, the PFCSP consisting of R
f
1 and
R
f
2 degenerates into a non-prioritised FCSP. So, our scheme obeys the second axiom.
Example 9. Suppose  (R
f
1)=0 :1 and  (R
f
2)=0 :9. For a compound label vX and another compound
label v 
X, let
 R
f
1(vvar(R
f
1 ))=0 :6;  R
f
2(vvar(R
f
2 ))=0 :5+0 :35;
 R
f
1(v 
var(R
f
1 ))=0 :6+0 :35;  R
f
2(v 
var(R
f
2 ))=0 :5:
Then, by (48) we have
min
 
max
 
1 −
0:1
0:9
;0:6
 
;max
 
1 −
0:9
0:9
;0:5+0 :35
  
=0 :85
¿ 0:5 = min
 
max
 
1 −
0:1
0:9
;0:6+0 :35
 
;max
 
1 −
0:9
0:9
;0:5
  
:
That is, raising the satisfaction degree of R
f
2 with a relatively high priority is more e ective than
raising the global satisfaction degree of R
f
1 with a relatively low priority. So, the third axiom is
satis ed in our scheme.
Example 10. Suppose  (R
f
1)=0 :1 and  (R
f
2)=0 :9. For a compound label vX, let  R
f
1(vvar(R
f
1 ))=0 :6
and  R
f
2(vvar(R
f
2 ))=0 :85; and for a compound label v 
X,let  R
f
1(v 
var(R
f
1 ))=0 :5, and  R
f
2(v 
var(R
f
2 ))=0 :7.
Thus,
 R
f
i (vvar(R
f
i )) ¿  R
f
i (v 
var(R
f
i ));i =1 ;2:
Then, by (48) we have
min
 
max
 
1 −
0:1
0:9
;0:6
 
;max
 
1 −
0:9
0:9
;0:85
  
=0 :85
¿ 0:7 = min
 
max
 
1 −
0:1
0:9
;0:5
 
;max
 
1 −
0:9
0:9
;0:7
  
:
That is, when the local satisfaction degree of each constraint for compound label vX is greater than
the local satisfaction degree of the constraint for compound label v 
X, the global satisfaction degree
for compound label vX is greater than the global satisfaction degree for compound label v 
X. So, our
scheme meets the fourth axiom.168 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
Example 11. Suppose  (R
f
1)=0 :1 and  (R
f
2)=0 :9. For a compound label vX, let  R
f
1(vvar(R
f
1 ))=
 R
f
2(vvar(R
f
2 )) = 1. Then, by (48) the global satisfaction degree is
min
 
max
 
1 −
0:1
0:9
;1
 
;max
 
1 −
0:9
0:9
;1
  
=1 :
That is, when both constraints R
f
1 and R
f
2 are completely satis ed with a compound label vX, vX
is the best solution to the PFCSP consisting of R
f
1 and R
f
2. So, the  fth axiom is satis ed in our
scheme.
5.2. Non-normalised priorities
This subsection further examines our scheme without normalisation assumption (47). We do not
use numerical examples to show our scheme satis es the proposed axioms again (although it does
indeed satisfy the axioms). Instead, we use a real example to show that even if priorities do not
obey normalisation assumption (47), our scheme still leads to results that are consistent with human
intuition.
Example 12. Suppose an exchange student wants to rent a room from a real estate agent in Hong
Kong. He has three constraints:
R
f
1: He wishes that the room should have some quality but cannot be too expensive.
R
f
2: Since he is an exchange student for only 1 year, he cannot rent a room for more than one year.
Moreover, he likes to move because he wants to make more friends, but he does not want to
move too often.
R
f
3: He would like the room to be within walking distance to the university because this can remove
the need for expensive transport journeys and cut down on wasted travelling time.
Precisely, these three constraints are de ned in Figs. 1–3, respectively.
Assume he thinks that R
f
2 is the most important one. This is because he likes moving and making
friends. And he thinks R
f
1 and R
f
3 are equally important. In this case, the only requirement in our
scheme is that R
f
1 and R
f
3 must have the same priority and that this is lower than the one of R
f
2.
Thus,  (R
f
1)= (R
f
3)=0 :1 and  (R
f
2)=0 :2 is possible and legal in our scheme although they do
not satisfy normalisation assumption (47).
Now suppose the real estate agent  nds a room for him. The rate and the distance of the room
are HK$2000 per month and 15 min walking to the university, respectively. That is, he gets the
perfect price and distance. Unfortunately, the real estate agent tells him that the rental period is at
least 24 months. Ifhe cannot stay in Hong Kong f or more than one year, he should not take this
accommodation since he will waste 12 months rent. De nitely, he should not be satis ed with this
room at all. Now, what is the result according to our scheme? Formally, we have
 R
f
1(200) = 1;  R
f
2(24) = 0;  R
f
3(15) = 0:7;X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 169
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Fig. 1. Fuzzy constraint, R
f
1, on rent (Hong Kong dollars per month).
Fig. 2. Fuzz constraint, R
f
2, on rental period.
thus, by (48) in our scheme, the global satisfaction degree is
min
 
max
 
1 −
0:1
0:2
;1
 
;max
 
1 −
0:2
0:2
;0
 
;max
 
1 −
0:1
0:2
;1
  
=0
So, the result, according to our scheme, is still that the student should not be satis ed with the room
at all.170 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
Fig. 3. Fuzzy constraint, R
f
3, on distance.
5.3. Dynamic situation
This subsection examines the behaviour ofour scheme in dynamic situations.
Example 13. The real world is dynamic and changes over time. Suppose there are three constraints
R
f
1, R
f
2 and R
f
3, and their priorities are changing over time as follows:
(0:2;0:3;0:5) → (0:25;0:45;0:3) → (0:4;0:3;0:3) →··· :
And suppose the sequence is in nite, and converges to (1
3; 1
3; 1
3), namely all priorities converge to
the same value 1
3. In this case, how does the PFCSP global satisfaction degree change? For the three
fuzzy constraints R
f
1, R
f
2 and R
f
3, in our scheme we have
lim
3
1=1
 
  (R
f
i )−
 (R
f
j )
 max
 
 →0
3
min
i=1
max{1 −  (R
f
i );  R
f
i (vvar(R
f
i ))}
=
3
min
i=1
max
 
1 −
1
3
1
3
;  R
f
i (vvar(R
f
i ))
 
=
3
min
i=1
 R
f
i (vvar(R
f
i )):
That is, the result is equivalent to that ofthe non-prioritised counterpart.
This example shows that in such a dynamic situation, our scheme is consistent with human
intuition. That is, when all priorities approach, gradually and continually, to the same value, the
global satisfaction degree of a PFCSP should also approach, gradually and continually, to the global
satisfaction degree of its counterpart FCSP. Our general scheme (45) can also capture this intuition.
In fact, we have:
Theorem 5. In a PFCSP (X;D;Cf; ), given a compound label vX of all variables in X,
lim
m 
i;j=1;i=j
| (R
f
i )− (R
f
j )|→0
  (vX)= { R
f
i (vvar(R
f
i ))|R
f ∈ C
f}: (49)X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 171
Proof.
lim m
i;j=1;i=j | (R
f
i )− (R
f
j )|→0
  (vX)
= lim m
i;j=1;i=j | (R
f
i )− (R
f
j )|→0
 { 
 
Rf(vvar(Rf))|R
f ∈ C
f}
= lim m
i;j=1;i=j | (R
f
i )− (R
f
j )|→0
 {( (R
f)    max)    Rf(vvar(Rf))|R
f ∈ C
f}
=  
 
lim m
i;j=1;i=j | (R
f
i )− (R
f
j )|→0
(( (R
f)    max)    Rf(vvar(Rf)))|R
f ∈ C
f
 
=  
   
lim m
i;j=1;i=j | (R
f
i )− (R
f
j )|→0
 (R
f)
 
   max
 
   Rf(vvar(Rf))|R
f ∈ C
f
 
=  {( max    max)    Rf(vvar(Rf))|R
f ∈ C
f}
=  {1    Rf(vvar(Rf))|R
f ∈ C
f}
=  { Rf(vvar(Rf))|R
f ∈ C
f}:
5.4. Non-monotonicity of decision making
In many real-world cases, reasoning is non-monotonic [62,53] in nature, i.e., when we obtain some
new evidence, the original conclusion we drew needs to be withdrawn. The question then is: how
does this work in a PFCSP framework? That is, is it possible to change a previously made decision
when we get a new constraint? The answer is a rmative.
First, we give an example using the usual FCSP scheme.
Example 14. A Chinese student wants to pursue Ph.D. degree overseas. He gets two constraints at
the beginning:
R1: He wants to go to an English-speaking country. Precisely, his satisfaction degrees (preferences)
for di erent English-speaking countries are as shown in row 2 of Table 1.
R2: The country should not be too cold or too hot. Canada is very cold, while Singapore is very
hot. The weather in the USA is similar to China.The UK may be a little colder than China.
Precisely, with respect to weather his satisfaction degrees for these countries are as shown in
row 3 in Table 1.
According to the two constraints, by using operator min, we obtain his global satisfaction degree
for the countries as shown in row 4 of Table 1. At the moment, the USA is the best choice for
him according to row 4 ofTable 1. Thus, he begins to prepare to go there. Then, he  nds that he172 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
Table 1
The country selecting problem based on a FCSP
USA Canada UK Australia Singapore
R1 100% 80% 90% 70% 50%
R2 100% 40% 80% 60% 40%
R1&R2 100% 40% 80% 60% 40%
R3 40% 60% 80% 60% 60%
R1&R2&R3 40% 40% 80% 60% 40%
Table 2
The country selecting problem based on our scheme for PFCSPs
USA Canada UK Australia Singapore
R1 100% 80% 90% 70% 50%
R2 100% 50% 80% 60% 50%
R1&R2 100% 50% 80% 60% 50%
R3 40% 60% 80% 60% 60%
R1&R2&R3 40% 50% 80% 60% 50%
must take both TOEFL and GRE exams. However, taking both the tests is too demanding for him
because he wants to go as soon as possible. Thus, he gets the third constraint:
R3: Minimise the e ort on English. Precisely, with respect to English tests, his satisfaction degrees
for the countries are as shown in row 5 of Table 1.
As a result, the UK instead ofthe USA is the best choice f or him according to row 6 ofTable 1,
which is obtained by using the min operator.
The above example shows that the framework of FCSPs can capture non-monotonicity in decision
making. In the following example we can see that our scheme can also capture non-monotonicity of
this form.
Example 15. In Example 14, suppose the student thinks that the  rst constraint is the most important,
the second one is the least important, and the importance ofthe third constraint lies in between. Thus,
in our framework he can assign the three constraints the priorities of 8, 6 and 4, respectively. By
prioritised fuzzy constraint satisfaction degree formula (32), we obtain the local satisfaction degrees
ofthese prioritised f uzzy constraints as shown in rows 2, 3 and 5 ofTable 2. Like Example 14,a t
the beginning he just takes the  rst two constraints into account; by using operator min, we obtain
his global satisfaction degrees for the di erent countries as shown in row 4 of Table 2 (so the USA
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by using operator min, his global satisfaction degrees for di erent countries change to the ones as
shown in row 6 ofTable 2 (so the UK instead ofthe USA is the best choice f or him now).
The following theorem gives a su cient condition for how adding a new constraint would change
the relative ordering ofthe global satisf action degrees ofcompound labels.
Theorem 6. For a PFCSP, suppose the global satisfaction degree for compound label vX is  old
  (vX),
and the global satisfaction degree for compound label v 
X is  old
  (v 
X). For a new constraint R which
is not in the PFCSP, if
 
old
  (v 
X)    R(v 
var(R)) ¿ min{ 
old
  (vX);  R(vvar(R))}; (50)
where   is a priority T-norm that is used to calculate the global satisfaction degree by aggregating
the local satisfaction degrees of constraints, then for the new PFCSP which is obtained via adding
constraint R into the old PFCSP, the ordering of the global satisfaction degrees for vX and v 
X is
 
new
  (vX) 6  
new
  (v 
X): (51)
Proof.
 
new
  (vX)= 
old
  (vX)    R(vvar(R)) (by Theorem 4)
6min{ 
old
  (vX);  R(vvar(R))} (by Lemma 1)
6 
old
  (v 
X)    R(v 
var(R)) (by (50))
=  
new
  (v 
X): (by Theorem 4)
This theorem shows that no matter what the ordering is on the old global satisfaction degrees of
two compound labels, as long as inequality (50) holds, the ordering ofthe new global satisf action
degrees ofthe two compound labels is ( 51). So, ifbef ore adding new constraint R we have
 
old
  (vX) ¿  
old
  (v 
X); (52)
as long as inequality (50) holds, the ordering (52) changes to (51).
6. Posterioritised FCSPs
Traditionally, the concept ofweight is used to indicate the importance level ofan object among
some objects [3,36,28,13–15] and, so like the concept ofpriority, it can also be used to indicate
the importance level ofa constraint among some constraints. Given this, an obvious question to be
asked is: what is the di erence between them? In this section, we clarify the relationship between
the schemes for prioritised FCSPs and the schemes for weighted FCSPs. That is, in contrast to pri-
oritised FCSPs, weighted FCSPs can be called posterioritised FCSPs since the solutions ofweighted
FCSPs mainly depend on constraints with posteriority (relatively low importance level), whereas the
solutions of prioritised FCSP schemes mainly depend on constraints with priority (relatively high174 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
importance level). So, in this sense, a scheme for weighted FCSPs is the dual of the scheme of
PFCSPs.
First, we recall a number ofrelevant concepts and notations. T-norm and T-conorm are special
cases ofthe concept ofuninorm operators [ 30,78–80,38,43] de ned as follows.
De nition 10. A binary operator ⊕( ) :[0;1]×[0;1]→[0;1] is a uninorm ifit is increasing, associative
and commutative and there exists  ∈[0;1] such that
∀a ∈ [0;1];a ⊕
( )   = a: (53)
Here   is called the unit element ofthe uninorm.
Clearly, when  =1, a uninorm is a T-norm; when  =0, a uninorm is a T-conorm. For  ∈(0;1),
Klement et al. [38] showed that the following parallel combination formula in the PROSPECTOR
uncertain reasoning model [26,82,47,49,50] is a uninorm operator:
a1 ⊕
( ) a2 =
(1 −  )a1a2
(1 −  )a1a2 +  (1 − a1)(1 − a2)
; (54)
where  ∈(0;1) is the unit element.
Further, Yager and Rybalov [79] introduced the weighted uninorm aggregation:
De nition 11. A weighted uninorm aggregation (WUA) ofdimension n is a mapping FWUA :[0;1]n×
[0;1]n →[0;1], de ned as
FWUA(˜ a; ˜ w)=( w1♦
( )a1) ⊕
( ) ···⊕
( ) (wn♦
( )an); (55)
where:
(1) ˜ a=(a1;:::;a n), ˜ w=(w1;:::;w n) such that wi is the weight of ai (06i6n);
(2) ⊕( ) is a uninorm operator with unit element  ∈[0;1];
(3) operator ♦( ) :[0;1] × [0;1]→[0;1], called a weight operator with respect to uninorm ⊕( ),
satis es:
(i) ∀a1;a 2;a  
2∈[0;1];a 26a 
2 ⇒a1♦( )a26a1♦( )a 
2,
(ii) ∀a1;a  
1∈[0;1];a 2∈[ ;1];a 16a 
1 ⇒ a1♦( )a26a 
1♦( )a2,
(iii) ∀a1;a  
1∈[0;1];a 2∈[0; ];a 16a 
1 ⇒a1♦( )a2¿a 
1♦( )a2,
(iv) ∀a∈[0;1];1♦( )a=a, and
(v) ∀a∈[0;1];0♦( )a= .
In the following, based on the idea behind the weighted uninorm aggregation de ned above, and
the idea behind the relatively weighted logic [48], we introduce the concept ofweighted f uzzy
constraint problems. Notice that we restrict unit element  =0 ofuninorm operators. In other words,
we use a special case of uninorm operators: T-norms. The reason for this is simply for the sake of
compatibility between WFCSPs and PFCSPs. That is, in WFCSPs T-norms should be employed inX. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 175
aggregating the local satisfaction degrees of weighted fuzzy constraints since in PFCSPs a kind of
T-norms are employed in aggregating local satisfaction degrees of prioritised fuzzy constraints.
De nition 12. A weighted fuzzy constraint satisfaction problem (WFCSP) is a 4-tuple (X;D;Cf;
!), where (X;D;Cf) is an FCSP and is called the counterpart FCSP ofthe WFCSP, and ! : Cf →
[0;∞)i saweight function. In WFCSP (X;D;Cf;!), given a compound label vX ofall variables
in X, the global satisfaction degree is given by
 !(vX)= {(!(R
f)   !max)♦ Rf(vvar(Rf))|R
f ∈ C
f}; (56)
where   is a general division operator, !max= max{!(Rf)|Rf∈Cf}, ♦ is a weight operator with
respect to T-norm  .Asolution to WFCSP (X;D;Cf;!) is a compound label vX ofall variables
in X such that
 !(vX) ¿  0; (57)
where  0∈[0;1], called the WFCSP’s solution threshold, is predetermined.
Before discussing the relationship between WFCSPs and PFCSPs, we give one property about
priority operators.
Theorem 7. Suppose operator   satis es axioms 2 and 3 of priority operators, which are listed in
De nition 8. Then
a1   a2 ¿ a2: (58)
Proof. By axioms 2 and 3 ofpriority operators (listed in De nition 8), we have
a1   a2 ¿ 1   a2 = a2:
The following theorem identi es the di erence between priority operators and weight operators.
Theorem 8. ∀a1;a 2∈[0;1],
a1♦a2 6 a2 6 a1   a2: (59)
Proof. By axioms 2 and 4 ofweight operators (which are listed in De nition 11), we have
0♦a2 6 a1♦a2 6 1♦a2 = a2:
And noticing Theorem 7, we have (59).
The above theorem means that the prioritised value is not smaller than the original value, whereas
the weighted value is not larger than the original value. This implies that the local satisfaction degree
ofa constraint with priority is able to exert a non-negative e ect upon the global satisf action degree,176 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
whereas the local satisfaction degree of a constraint with weight is able to take a non-positive e ect
upon the global satisfaction degree. In fact, we have the following theorem:
Theorem 9. For a PFCSP (X1;D 1;C
f
1 ; ) and a WFCSP (X2;D 2;C
f
2 ;!), suppose X1=X2, D1=D2,
C
f
1 =C
f
2 ,  =!, and the T-norm operator in their global satisfaction degree formulae is min. If
for a compound label vX,
  (vX)=(  (R
f
i )    max)    R
f
i (vvar(R
f
i )); (60)
 !(vX)=( !(R
f
j )   !max)♦ R
f
j (vvar(R
f
j )); (61)
then
!(R
f
i ) ¿ !(R
f
j ): (62)
Proof. First, we notice that operator min is used for the global satisfaction degree in the PFCSP
and the WFCSP, and thus we have
( (R
f
i )   !max)    R
f
i (vvar(R
f
i )) 6 ( (R
f
j )   !max)    R
f
j (vvar(R
f
j )); (63)
(!(R
f
i )    max)♦ R
f
i (vvar(R
f
i )) ¿ (!(R
f
j )   !max)♦ R
f
j (vvar(R
f
j )): (64)
Then, we have the following two cases:
(1) When  R
f
i (vvar(R
f
i ))¿ R
f
j (vvar(R
f
j )), since priority operator   is decreasing for its  rst operand
and increasing for its second operand and the general division operator   is increasing for its  rst
operand, we must have
 (R
f
i ) ¿  (R
f
j );
otherwise (63) does not hold. And noticing  =!, we have (62).
(2) When  R
f
i (vvar(R
f
i ))6 R
f
j (vvar(R
f
j )), since ♦ is increasing for its two operands and the general
division operator   is increasing for its  rst operand, we must have (62) otherwise (64) does not
hold.
The theorem below reveals the di erence relationship between PFCSPs and WFCSPs. That is,
in a prioritised FCSP scheme, the global satisfaction degree of all prioritised constraints depends
mainly on the local satisfaction degree of a constraint with relatively high importance, whereas in a
weighted FCSP scheme the global satisfaction degree of all weighted constraints depends mainly on
the local satisfaction degree of a constraint with relatively low importance. The following is such
an example.
Example 16. Suppose there are four fuzzy constraints R1, R2, R3 and R4. Their importance levels
are as shown in the second column ofTable 3. For a compound label vX, their local satisfaction
degrees, weighted local satisfaction degrees and prioritised local satisfaction degrees are shown in
the third, fourth and  fth columns of Table 3. By using operator min, we  nd the WFCSP globalX. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 177
Table 3
Example for the comparison of PFCSPs and WFCSPs (SD= satisfaction degree)
Importance SD Weighted SD Prioritised SD
R1 30% 0:8
3
9 × 0:8 max{1 −
3
9;0:8}
R2 70% 0:3
7
9 × 0:3 max{1 −
7
9;0:3}
R3 50% 0:5
5
9 × 0:4 max{1 −
5
9;0:4}
R4 90% 0:7
9
9 × 0:7 max{1 −
9
9;0:7}
satisfaction degree is 5
9×0:4, i.e., the local satisfaction degree of weighted R3; by using operator min,
we  nd the PFCSP global satisfaction degree is max{1 − 7
9;0:3}, i.e., the local satisfaction degree
ofprioritised R2. According to Table 3, R2 is prior to R3. That is, in a prioritised FCSP scheme
the global satisfaction degree of all prioritised constraints depends mainly on the local satisfaction
degree ofa constraint with relatively high importance, whereas in a weighted FCSP scheme the
global satisfaction degree of all weighted constraints depends mainly on the local satisfaction degree
ofa constraint with relatively low importance.
From this, it can be seen that so-called weighted schemes are the dual ofprioritised ones. So,
in order to capture this characteristic and distinguish it from the prioritised scheme, it would be
better ifwe give this kind ofscheme a new name. We propose posterioritised FCSP schemes since
the global satisf action degree ofthis kind ofschemes mainly depends on constraints with relatively
low priority (or say relatively high posteriority). Correspondingly, weight operators with respect to
T-norms can be called posteriority operators.
7. Related work
Besides the relationship between prioritised FCSPs and weighted FCSPs as discussed above, this
section undertakes a detailed comparison ofour work with that ofDubois et al. [ 19,20,23]. A
summary ofthe comparison is  rst given in Table 4, and then its details are discussed point by
point in the subsections ofthe section.
Table 4
Comparison ofour work with the work ofDubois, Fargier and Prade (DFP)
The DFP work Our work
Axioms Local Yes, but redundant Yes
Global No Yes
Scheme Axiom Does not satisfy all in any case Satisfy all
Construction Yes Some new
Application User-friendliness Better when no hard constraint, Better in dynamic,
but may behave undesiredly large size problem
Non-monotonicity Yes Yes178 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
Before giving the detail, we have to point out that the following discussion is carried out under
the assumption that in both our work and the work ofDubois et al. the priority ofa constraint
is understood as the importance level ofthe constraint. In their work, sometimes the priority ofa
constraint is understood as a degree to which the constraint is necessarily satis ed (see [23]: the
second paragraph ofits Section 3.2 in p. 49); sometimes it is understood as the importance level
ofthe constraint (see [ 23]: its second paragraph in p. 50); sometimes it is viewed as the maximum
degree ofacceptability ofa solution that violates this constraint (see [ 66]: the last second sentence
ofits abstract in p. 361). However, among the various papers related to the concept ofpriority,
most authors understand this concept as the importance level ofan object concerned since this
understanding is in accord with the meaning ofword priority in English dictionaries (e.g., [58]).
So, it is reasonable to assume that in both systems a constraint’s priority represents its importance
level. Ofcourse, ifin their work the priority ofeach constraint is interpreted only as the necessity
of the constraint’s satisfaction, we can simply say that our system is fundamentally di erent from
theirs since in our system the priority only means the importance level. 5
7.1. Axioms
This subsection discusses the comparison ofthe axiom aspect in Table 4.
First, comparatively few axioms about the global properties of PFCSPs are revealed in the work
ofDubois et al. [ 19,20,23]. The axioms they reveal are mainly about the local properties ofPFCSPs,
i.e., the axioms ofpriority operators.
Second, although the concept ofpriority operators is introduced by Dubois et al. [ 19,20,23], one
of their axioms for priority operators is redundant. Precisely, except for the four axioms we list in
De nition 8, they also regard (58) as an axiom that priority operators should satisfy. However, by
the proofofTheorem 7,( 58) can be derived from two of the four axioms (axioms 2 and 3) listed
in De nition 8.
7.2. Scheme
This subsection discusses the comparison ofthe scheme aspect in Table 4.
7.2.1. Scheme vs. axioms
The following theorem tells us that the DFP scheme does not satisfy all axioms in De nition 6
in any case.
Theorem 10. The DFP scheme satisfy axioms 1 and 2 in De nition 6 if and only if the most
important constraint is assigned priority 1.
Proof. First, the DFP scheme satis es axioms 1 and 2 ifthe most important constraint is assigned
priority 1. In fact, according to the corresponding formula in the DFP scheme, the complete violation
ofa constraint with priority 1 yields a completely unacceptable compound label. So, the  rst axiom
5 Notice that our concept ofpriority does not necessarily represent voting rate. Voting is just a simple way to determine
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is satis ed. Ifeach constraint has the same priority, this priority is the highest priority and is
therefore equal to 1. Such a PFCSP therefore has all constraints being prioritised by 1, and therefore
degenerates into its non-prioritised counterpart FCSP. So, the second axiom is satis ed.
Second, the DFP scheme cannot satisfy axioms 1 and 2 if the most important constraint is not
assigned priority 1. In fact, we have the following examples:
(1) Under the same assumption ofExample 7, that is,  (R
f
1)=0:7,  (R
f
2)=0:3,  R
f
1(vvar(R
f
1 ))=0
and  R
f
2(vvar(R
f
2 ))=0:3, by the PFCSP global satisfaction degree formula in the DFP scheme
min{max{1 −  (R
f
1);  R
f
1(vvar(R
f
1 ))};max{1 −  (R
f
2);  R
f
2(vvar(R
f
2 ))}}; (65)
the global satisfaction degree is
min{max{1 − 0:7;0};max{1 − 0:3;0:3}} =0 :3:
This means that the compound label can still be accepted, to some extent, as a solution even ifthe
most important constraint R
f
1 is completely violated. So, the  rst axiom proposed in De nition 6 is
not satis ed in the DFP scheme.
(2) Under the same assumption ofExample 8, that is,  (R
f
1)= (R
f
2)=0:5,  R
f
1(vvar(R
f
1 ))=0:8 and
 R
f
2(vvar(R
f
2 ))=0:3, by (65) in the DFP scheme the global satisfaction degree is
min{max{1 − 0:5;0:8};max{1 − 0:5;0:3}} =0 :5:
Clearly, this result is not equal to the following global satisfaction of its non-prioritised counterpart
FCSP:
min{ R
f
1(vvar(R
f
1 ));  R
f
2(vvar(R
f
2 ))} = min{0:8;;0:3} =0 :3:
That is, a PFCSP de ned in the sense ofthe DFP scheme cannot degenerate into its non-prioritised
counterpart FCSP when all the constraints’ priorities are the same. So, the second axiom in De ni-
tion 6 does not hold in the DFP scheme.
(3) Notice that in the above two examples, the normalisation assumption (47) is made in deter-
mining priorities. The following example shows that in the case that the most important constraint
is not assigned priority 1, even if( 47) is not assumed, the  rst two axioms in De nition 6 cannot
be satis ed in the DFP scheme, either.
If R
f
1, R
f
2 and R
f
3 get 3, 4 and 3 votes, respectively, the only requirement in the DFP scheme
is that R
f
1 and R
f
3 must have the same priority and that this is lower than the one of R
f
2. Thus,
 (R
f
1)= (R
f
3)=0:1 and  (R
f
2)=0:2 are possible and legal in the DFP scheme. Now let  R
f
1(vvar(R
f
1 ))
=0:1,  R
f
3(vvar(R
f
3 ))=0:7, and  R
f
2(vvar(R
f
2 ))=0. Note that the most important constraint R
f
2 is abso-
lutely unsatis ed with the compound label. Now by the corresponding formula in the DFP scheme,
the global satisfaction degree is
min{max{1 − 0:1;0:1};max{1 − 0:2;0};max{1 − 0:1;0:7}} =0 :8  =0 :
That is, even ifa compound label violates completely the most important constraint R
f
2, the global
satisfaction degree for the compound label as a solution is 80% instead of 0. So, the  rst axiom in180 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
De nition 6 is not satis ed in the DFP scheme in this case. Now if R
f
2 is removed for some reason,
then the global satisfaction degree becomes
min{max{1 − 0:1;0:1};max{1 − 0:1;0:7}} =0 :9  = min{0:1;0:7}:
That is, even iftwo constraints have the same priorities, the PFCSP does not degenerate into its
FCSP counterpart. So, the second axiom in De nition 6 is not satis ed in the DFP scheme in this
situation.
In the DFP scheme, there is no requirement that the most important constraint must be assigned
priority 1. In other words, the DFP scheme suggests that sometimes as long as some fuzzy constraints
can be satis ed with a compound label to some extent, even ifone ofthe most important constraints
is completely broken, people could still accept, more or less, the compound label as a solution. It
seems that this could be regarded as an advantage ofthe DFP scheme since this f eature allows users
to express the fact that no constraint should be considered as being hard. However, it may lead
undesirable results in some practical applications. In the following, we give two such examples.
Example 17. Suppose the priorities of R
f
1, R
f
2 and R
f
3 are  (R
f
1)= (R
f
3)=0:1 and  (R
f
2)=0:2. And
let  R
f
1(vvar(R
f
1 ))= R
f
3(vvar(R
f
3 ))= R
f
2(vvar(R
f
2 ))=0. Then, by the corresponding formula in the DFP
scheme, the global satisfaction degree is
min{max{1 − 0:1;0};max{1 − 0:2;0};max{1 − 0:1;0}} = 80%:
That is, even ifa compound label violates completely all constraints, the global satisf action degree
ofthe compound label as a solution is very high (80%). Clearly, this result is not always desirable
in practical application.
Example 18. In the room renting problem described in Example 12, the result ofour scheme is
consistent with human intuition, namely the student should not be satis ed with this room at all.
However, according to the DFP scheme, the student could be highly satis ed with the room. In fact,
in the DFP scheme, the global satisfaction degree is
min{max{1 − 0:1;1};max{1 − 0:2;0};max{1 − 0:1;1}} = 80%:
This result means that the student would like the room to the extent of80% without regard to the
extra 12 months ofrent that has to be unnecessarily paid. Clearly, such a result is undesirable in
this practical application.
However, in the above two examples, ifthe most important constraint R2 is assigned priority 1,
such undesirable results will not occur in the practical application. Ofcourse, in a certain circum-
stance, ifthe user desires such special results, that is another story. Here by using the above two
examples, we do not aim at showing our schemes’ superiority over the DFP scheme. What we want
to reveal is that the DFP scheme could lead to such special results. So, when applying the DFP
scheme to practical problems, the users need to think about whether such special results are desired
or not, and accordingly make a decision about whether they need to assign priority 1 to the mostX. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 181
important constraint. 6 Ifone does not want to do so and at the same time does not want such
special results either, a safe way is to employ our schemes.
7.2.2. Scheme construction
Basically, we obtain some new results for constructing the PFCSP schemes. First, although Dubois
and Prade give the axioms for priority operators [23], they just use
 
 
Rf(vvar(Rf))= (R
f)    Rf(vvar(Rf)); (66)
instead of( 28), to calculate the local satisfaction degree of a prioritised constraint. Moreover, they
just give a special priority operator:
a1   a2 = max{1 − a1;a 2}: (67)
In contrast, this paper presents  ve methods for constructing priority operators. The  rst method is
given in Theorem 1. Actually, it is a generalisation off ormula ( 67). That is, operator max in (67)i s
generalised to a T-conorm. In the community off uzzy mathematics, many T-conorms have already
constructed, and thus we can get many priority operators from these existing T-conorms. Theorem 2
in this paper gives another four methods to construct priority operators. By means of these four
methods, we construct four priority operators (37)–(40). Theorem 3 gives the  fth method.
Second, we identify a subclass of T-norms, called priority T-norms, as the aggregation operator to
calculate the PFCSP global satisfaction degree by aggregating the local satisfaction degree of each
prioritised fuzzy constraint in our framework. These kinds of operators include the Zadeh T-norm
operator min as a special case, and at the same time, like operator min, only when the smaller
operand is raised, is the result ofaggregation using such an operator raised. However, they only
employ a special priority operator: min.
7.3. Application
This subsection discusses the comparison ofthe application aspect in Table 4.
7.3.1. User-friendliness
As we have discussed in Section 7.2.1, when the DFP scheme is applied into practice, it is better
than our schemes ifno hard constraints are required, but in this case the users need to make sure
whether some special results are in need. As shown in the proofofTheorem 10, the DFP scheme
would not lead to undesirable results in the case where the most important constraint is assigned
priority 1. Nevertheless, from a practical view, it may be uncomfortable for a user to often be forced
to assign 1 to every constraint with the highest priority. In fact, it is di cult for a user to know in
advance which constraint(s) should have the highest priority, especially in the case where there are
large numbers ofconstraints. For example, ifthere are 10,000 constraints, it is di cult f or a user
to decide which one has the absolute priority 1 by comparing them in a pairwise manner. In other
words, in order for the DFP scheme to work properly, the problem now becomes how to specify
the priorities ofthe constraints in such a way that the highest priority constraint will always have
6 Note it is impossible to assign priority 1 to the constraint that has the highest priority under assumption (47)o fa
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an absolute priority of1. Unf ortunately, the DFP scheme is silent on how to achieve this. Such a
tedious task should not be left entirely to users, as required by the DFP scheme. This is because
such inconvenience in using a system may result in the loss ofpotential users.
Our f ramework does not have this problem. Indeed, one ofthe contributions ofour f ramework
is the relaxation ofthe scale [0 ;1] to [0;∞) for priorities, 7 and the provision ofthe   operator
(axiomatised in De nition 8). This   operator gives one way ofautomatically transf orming a PFCSP
with arbitrary priorities into one in which the constraints ofhighest priority have absolute priority 1.
In fact, given a PFCSP (X;D;Cf; ), for the priority  (Rf) ofconstraint Rf, we can de ne its
relative priority   (Rf)b y
  (R
f)= (R
f)    max; (68)
where   is a general division operator. Thus, if Rf is one ofthe most important constraints, i.e.,
 (Rf)= max, by De nition 8, we have
  (R
f)= (R
f)    max =  max    max =1 :
Now, in another dynamic situation, where constraints may be added to or removed from a PFCSP,
let us examine the proposal that every constraint with the highest priority is forced to be assigned
the priority 1. What ifa constraint with a priority higher than that ofany existing constraint in the
PFCSP is added? What ifthe constraint with priority 1 is removed f rom the PFCSP? And even more
complicated, what ifa constraint with priority 1 is to leave the PFCSP and then af ter some time
return but with a di erent priority? These might involve recalculating the priorities ofall constraints
in the PFCSP. However, no such service is provided in the DFP scheme. Thus, users have to re-
assign priorities to all the constraints again. Clearly, this is inconvenient, especially in the case of
a large number ofconstraints. Instead, our f ramework overcomes this problem. This is because in
our framework there is no maximum value for priorities, and thus we just need to assign a bigger
value to the priority ofan added constraint ifit is considered to be more important than any existing
constraint. That is, when we add a new constraint with a priority higher than those ofthe existing
constraints, the new constraint behaves automatically like a hard constraint in the case ofcomplete
violation. Similarly, we can understand the situation where some constraints need to be removed
(and may come back later).
One example ofsuch a dynamic situation is an automated negotiation system [ 44] in e-commerce.
Here a buyer’s requirements on the desired product are expressed as prioritised fuzzy constraints in
7 The DFP scheme uses the scale [0;1] for both priorities and fuzzy constraint membership degrees. This may lead
to confusion between the two di erent concepts. Our framework uses [0;1] only for fuzzy constraint membership, and
[0;∞) for priorities. So, there is no confusion. Notice that in De nition 6 the priority of a constraint takes a value on
[0;∞). Actually, the priority ofa constraint could take a value on [0 ;a)( a¿0), e.g., [0;1), since mathematically there
is an 1–1 mapping f:[0;a)→[0;∞), i.e.,
f(x)=
1
a=x − 1
:
Unlike the DFP scheme, however, in our framework there is no maximum value for the priority of a constraint, and so
the priority ofa constraint cannot take a value on [0 ;a]( a¿0) since [0;a] implies that the priority ofa constraint could
take maximum value a. This is the reason why we prefer [0;∞)t o[ 0 ;1] although there is a 1–1 mapping from [0;1) to
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Table 5
The country selecting problem based on the DFP scheme
USA Canada UK Australia Singapore
R1 100% 80% 90% 70% 50%
R2 100% 60% 80% 60% 60%
R1&R2 100% 60% 80% 60% 50%
R3 40% 60% 80% 60% 60%
R1&R2&R3 40% 60% 80% 60% 50%
the negotiation agent acting on behalfofthe buyer. Firstly, since during the course ofa negotiation
the agent is autonomous (i.e., the agent gets no instruction from the buyer on running), the buyer
must make sure everything is right before running the agent. Thus, it is unavoidable for the buyer
to add and remove constraints when testing the agent. Secondly, intuitively a buyer’s requirements,
i.e., constraints, on the desired product may change over time, and so it is natural that constraints
will be added or removed over time. Clearly, it is much more convenient for users if in a scheme
ofPFCSPs there is a f acility which can automatically recalculate the priorities ofall constraints in
a PFCSP.
Although using the automatic priority recalculation process is more convenient for users, some of
them may feel that the process is not transparent to them. However, this may not matter so long as
they are satis ed with the  nal outputs ofthe system. Ofcourse, we require several more practical
applications to check whether our schemes with such a function can produce satisfactory results.
Clearly, at the current stage, we cannot answer the question in the paper. As a result, ifusers care
about the transparency more than the convenience, or the convenience is not important (e.g., the
size ofa PFCSP is small or there are only a f ew situations where users need to add or remove
constraints), they could use their own priority assigning as a kind ofpriority recalculating process
outside the DFP scheme ofPFCSPs.
7.3.2. Non-monotonicity of decision making
Similar to our system and the FCSP framework, the following example shows that the DFP scheme
can also capture the non-monotonicity ofdecision-making.
Example 19. Suppose the DFP scheme apply to the country choosing problem in Example 14.
Clearly, the student can assign the three constraints priorities 0.8, 0.6 and 0.4, respectively. In the
scheme the following formula is used to calculate the local satisfaction degree of a prioritised fuzzy
constraint:
 
 
Rf(vvar(Rf)) = max{1 −  (R
f);  Rf(vvar(Rf))}: (69)
By using the formula we obtain the prioritised satisfaction degrees of these constraints as shown in
the second, third and  fth rows of Table 5.
Now we examine the same situation as those ofExamples 14 and 15. That is, at the begging
the student just considers the  rst two constraints, and then he further considers the third constraint.
From Table 5, we can see clearly that like those ofExamples 14 and 15, when he just considers184 X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188
the two constraints, the USA is the best choice for him (see the intersection of row 4 and column
2 in Table 5); when he further considers the third constraint, the best choice turns into the UK (see
the intersection ofrow 6 and column 4 in Table 5).
8. Summary and further work
The issue ofPFCSPs is an important topic in constraint research as we strive to make the model
rich enough to model real applications. Dubois et al. introduce the concept ofPFCSPs and have
made signi cant contributions to this topic. This paper extends their work in a number ofaspects.
Firstly, we propose a general axiomatic framework for PFCSPs. Secondly, under our axiomatic
framework, we develop a number of methods to construct new schemes for PFCSPs, and use these
methods to construct a number ofsuch schemes. Thirdly, by validating our system using examples,
we obtain deeper insights into its operation. Fourthly, we compare our priority framework with a
weight framework, and reveal that weighted FCSP schemes are the dual of the prioritised FCSP
schemes and so can be called posterioritised FCSP schemes. In addition to this, our results show
that a PFCSP can be transformed equivalently into an FCSP, and so techniques developed for solving
FCSPs can also be adopted for solving PFCSPs.
There are, however, a number ofissues that require f urther investigation:
• Developing alternative and e cient methods, e.g., distributed or agent-based methods, to solve
PFCSPs (especially PFCSPs based on general priority T-norms).
• Applying our framework to real applications, e.g., meeting scheduling problems, product selecting
problems and negotiation problems in e-commerce.
• Constructing other schemes which obey our axiomatic framework. In particular, with the growing
number ofschemes the study oftheir impact on the perf ormance ofPFCSP-based systems will
become an important issue.
• Discussing further the axioms of global satisfaction degrees. De nition 6 contains  ve axioms to
be met by any global satisfaction degree. As mentioned, the validity of the  rst axiom can be
debated since it may be argued that a fuzzy constraint with the highest priority is not necessarily
a hard constraint even when the constraint is completely violated. Giving this, is it possible to
de ne a global satisfaction degree that satis es only the last four axioms? One such possibility is
as follows:
 
 
Rf(vvar(Rf))=
 
 (R
f)    Rf(vvar(Rf))i f ∃R
f
i ;R
f
j ∈ C
f; (R
f
i )  =  (R
f
j );
 Rf(vvar(Rf)) otherwise;
where   is a priority operator. It would be interesting to study the properties ofthis de nition and
look for other possible de nitions. In addition, it is also worthwhile checking if there are other
axioms that a global satisfaction degree should obey in other contexts. For example, what if in
the PFCSP global satisfaction degree formula (45) we replaced the priority T-norm by a general
uninorm (e.g., the one given by (54))?
• Applying the idea behind our framework to other topics such as qualitative decision theory, aggre-
gation functions, valued CSPs, semiring-based CSPs, and multi-criteria decision making. (1) Since
the DFP scheme [19,20,23] is an application [22,23] oftheir qualitative decision theory [ 22–25]X. Luo et al./Fuzzy Sets and Systems 136 (2003) 151–188 185
and this paper extends the DFP scheme, it would be interesting to ascertain whether the idea behind
the extension could be reversely applied to extend the qualitative decision theory? (2) Actually,
what our axiom system describes is how constraints’ priorities and their local satisfaction degree
should be aggregated into a global satisfaction degree. Then, what if our axiom system is used
as a kind ofaggregation operation in other contexts? Since the concept ofpriority is the dual of
weight, it seems that similarly to various kinds ofweighted aggregation operation we could de ne
various kinds ofprioritised aggregation operation. (3) Qualitative decision theory can be based on
fuzzy integrals [24,25,34] and fuzzy integrals can be used as aggregation operators [52]. Then, if
our axiom system could be linked to qualitative decision theory and aggregation operators, does
it imply that there exists a link between our system and fuzzy integrals? If so, how can the two
theories bene t each other? (4) FCSPs are a special case ofvalued CSPs [ 69,16,42,68], as well as
a special case ofsemiring-based CSPs [ 8–10] and prioritised FCSPs are the extension ofFCSPs.
Then, is it possible to generalise the concepts ofprioritised FCSPs to prioritised valued CSPs and
semiring-based CSPs? Ifthis is possible, what will happen? (5) In multi-criteria decision making
(MCDM), usually one attribute corresponds to a criterion [34,32]; while in CSPs, it is allowed
that the combination ofmultiple attributes corresponds to a constraint. Given this, can we extend
MCDM to the situation where it is possible that the combination ofmultiple attributes corresponds
to a criterion? Further, can we introduce the concept ofpriority into MCDM? Conversely, could
some important topics in MCDM, such as the concepts of veto 8 and favour 9 , be introduced into
PFCSPs?
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