Abstract. This paper proposes a new multiple criteria decision-making method called ERVD (election based on relative value distances). The s-shape value function is adopted to replace the expected utility function to describe the risk-averse and risk-seeking behavior of decision makers. Comparisons and experiments contrasting with the TOPSIS (Technique for Order Preference by Similarity to the Ideal Solution) method are carried out to verify the feasibility of using the proposed method to represent the decision makers' preference in the decision making process. Our experimental results show that the proposed approach is an appropriate and effective MCDM method.
Introduction
Multiple criteria decision making or multiple attributes decision making (MCDM/MADM) is an approach to dealing with structuring and solving decision and planning problems involving multiple criteria. A typical MCDM requires a comparison of the aggregated performance ratings. These comparison processes can be quite complex and produce results that may be unreliable. A lot of efforts have been devoted to developing methods for structuring and solving multiple criteria decision problems since the 1970s. When there is a non-dominate set of solutions to be compared and ranked, methods like TOPSIS (technique for order performance by similarity to ideal solution) [13] , VIKOR [21] , AHP (analytical hierarchical process) [23] or ELECTRE [2] are often used. All of these methods make use of preferences. However, the timing at which preference values are introduced varies across different methods.
The evaluations of the decision criteria of alternatives in the above methods are based on expected utility theory, with the assumption that the decision maker is rational, and may be risk averse. This implies that utility functions of the decision maker are concave and show diminishing marginal utility. Thus, practically, these methods start from the premise that the decision maker always looks for the solution corresponding to the maximum utility [9] . However, traditional utility theory cannot provide an adequate description of individual choice [15] . According to the principle of expected utility theory, the utility of a risky prospect is linear in outcome probability. From the point of view of cognitive psychology, Kahneman and Tversky [14] provided evidence that people have nonlinear preferences and tend to take risks to avoid losses. They proposed the prospect theory which uses the value function to describe and explain user behavior in the decision making process. They suggested that since individuals have different attitudes for dealing with risk based on their different reference points, and with an understanding of such risk-taking attitudes, human decision behavior can be better described.
The TOPSIS method was first introduced by Hwang and Yoon [13] . It is straightforward and easy to understand, and thus has become one of the most popular MCDM methods. It originates from the concept of a displaced ideal point from which the compromise solution has the shortest distance. The ranking of alternatives is based on the shortest distance from the positive ideal solution (PIS) and the farthest from the negative ideal solution (NIS). TOPSIS is a utility-based method that compares each alternative directly depending on the data in the evaluation matrices and weights [4] . The four advantages of TOPSIS has been described as [17, 23] : (i) a sound logic that represents the rationale of human choice; (ii) a scalar value that accounts for both the best and worst alternatives simultaneously; (iii) a simple computation process that can be easily programmed into a spreadsheet; and (iv) the performance measures of all alternatives on attributes can be visualized on a polyhedron, at least for any two dimensions. Zanakis, Solomon, Wishart, and Dublish [31] made some comparisons with eight MCDM methods and found that TOPSIS has the fewest rank reversals. However, Wang and Luo [27] noted the problem of rank reversal in TOPSIS when the alternatives are close.
The present study revises TOPSIS and proposes a new MCDM method called ERVD (election based on relative value distances). It differs from TOPSIS in that the decision maker needs to identify reference points for each decision criterion in advanced. The value function determined by prospect theory is adopted to replace the utility function, to describe the risk-averse and risk-seeking behavior of decision makers, for the decision criteria, and as the basis for alternative ranking. Through the proposed technology, the relative value distances between the alternative and the positive ideal and negative ideal solution are measured to determine the ranking order of all the alternatives. The present study uses some numerical examples to compare the results of ERVD and TOPSIS. Our experiments show the ERVD has fewer ranking reversal problems than TOPSIS has. It appears to be more appropriate than other methods in dealing with decision makers' preference behavior.
This remainder of this paper is divided into five chapters. After a general introduction of TOPSIS and related works, ERVD is introduced. The method is demonstrated and verified in the model verification section. And then the conclusion and direction of future study are given in the final section.
TOPSIS and Related works
The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) was firstly introduced by Hwang and Yoon [13] , and further developed by Yoon [28] , Chen and Hwang [3] and Lai, Liu, and Hwang [19] . Yue [30] established an extended TOPSIS model to deal with the problem that the attribute values are not precisely known but value ranges can be obtained. Baky and Abo-Sinna [1] proposed a fuzzy TOPSIS algorithm to solve bilevel multi-objective decision-making (BL-MODM) problems. The concept of TOPSIS is that the most preferred alternative should not only have the shortest distance from the positive ideal solution (PIS), but also have the longest distance from the negative ideal solution (NIS). Suppose there is an MCDM problem with m alternatives, A1,…, Am , and n decision criteria, C1, …, Cn. The decision problem is expressed in the following matrix format:
where dij represents the rating of alternative Ai under criterion Cj, and wj is the relative weight of criterion Cj. Then the following steps can be carried out in TOPSIS:
Step 1: Create the normalized decision matrix. With this normalization each criterion has the same unit scale. Shih et al. [23] summarized different operating operations in the step corresponding to normalization. In traditional TOPSIS, the value rij in the normalized decision matrix can be obtained by using the equation given below:
(1)
Step 2: Calculate the weighted normalized decision matrix The weighted normalized value vij is calculated as follows:
where .
Step 3: Find the positive-ideal and negative-ideal solution The positive-ideal solution (PIS) A + and negative-ideal solution (NIS) A  are determined as follows:
where and
. J is associated with benefit criteria, and J ' is associated with cost criteria.
Step 4: Calculate the separation measures The individual separation measures of each alternative from the PIS and NIS are computed through Euclidean distance and calculated as:
Step 5: Calculate the relative closeness of each alternative to the ideal solution The closeness coefficient ϕi to the ideal solution can be expressed as follows:
where the value of ϕi lies between 0 and 1.
Step 6: Rank the solutions according to the relative closeness to the ideal solution.
A larger closeness coefficient value means that the solution is closer to the ideal solution for the alternatives.
Opricovic and Tzeng [22] argued that although TOPSIS is supposed to produce the best alternative, i.e., the shortest distance from the positive ideal solution and the longest distance from the negative ideal solution, it does not definitely so. Wang and Luo [27] note the problem of rank reversal in TOPSIS when the alternatives are close. Some studies have mentioned that this problem may occur because TOPSIS does not consider the relative importance of distances for each alternative from the ideal solution and from the negativeideal solution [22, 29] . Deng, Yehm, and Willis [5] modified the TOPSIS method to solve this problem. Opricovic [21] proposed the VIKOR method to find the compromised alternative. This method makes use of the multi-criteria ranking index based on the particular measure of "closeness" to the "ideal" solution. Ju and Wang [14] extended the VIKOR method to solve multi-criteria group decision making problems in which both the criteria values and criteria weights take the form of linguistic information.
Kahneman and Trersky [15] discovered that human decision behavior is actually relative under uncertainty, meaning that some individuals are risk-seeking, and some practice risk-aversion. In most situations, risk is to be avoided. Prospect theory replaces the utility function and probability with the value function and weight function. By using the value function, the relative values of decision results are represented under different decision conditions (better or worse than the reference point). By definition, the curve of the value function goes through the reference point of the decision maker and is shaped like an S curved line as in the picture below; thus, it is also called the S-function (see figure  1 ). The gain (better than the reference point) shows as convex curve and the loss (worse than the reference point) a concave curve, and the decreasing concave slope is steeper than the increasing convex one. [14] Trersky and Kahneman defined the three characteristics of the value function [25] : (1) reference dependence; (2) diminishing sensitivity; and (3) loss aversion. Reference dependence refers to the fact that human cognitive ability is based on relative value changes, which is also referred to as the endowment effect or status quo bias, and with the consideration for costs, current status tends to be kept unchanged. Diminishing sensitivity is defined by the decreasing utility as the gain increases. Finally, as for loss aversion, we feel more pain due to losses than happiness resulting from gains. Cumulative Prospect Theory is a further development of prospect theory [25] . In Cumulative Prospect Theory,
Value
Loss Gain the weighted cumulative probability is applied to replace the cumulative probability of outcome.
Prospect theory has been widely used as behavioral model of decision-making under risk, mainly in economics and finance [6, 11, 12] . In current MCDM studies, attitudes towards risk are seldom taken into consideration. One of the first MCDM methods related to prospect theory was TODIM (an acronym in Portuguese for iterative multi-criteria decision making) proposed by Gomes and Lima [7] . The method makes use of pair comparisons between the decision criteria, using technically simple resources to eliminate occasional inconsistencies arising from these comparisons [8] . According to prospect theory, decision makers decide which outcomes they consider equivalent set a reference point and then consider lesser outcomes as losses and greater ones as gains. TODIM, however, uses a different way, by using pair comparisons between decision criteria and the reference points are not determined initially. When comparing alternative Ai with alternative Aj under criterion c, a gain is assumed if the outcome of alternative Ai is larger than alternative Aj, it is a gain; and if the outcome of alternative Ai is smaller than alternative Aj, it is a loss. TODIM makes use of a Prospect Theory type of value function that is algebraically quite similar to Cumulative Prospect Theory's value function. The trade-off weighting factors of TODIM are interpreted as probabilities. Although TODIM does not deal with risk directly, it deals with the risk attitude of decision maker [10] . Wang et. al., [26] extend TOPSIS and TODIM method using hesitant fuzzy linguistic numbers to describe the preferences of decision makers. They find the TODIM method is more practical than the TOPSIS method when solving practical decision-making problems. Lourenzutti and Krohling [20] brought the Hellinger distance to the MCDM context to assist TOPSIS and TODIM to deal with the situation that the ratings of alternatives are not real numbers. Khamseh and Mahmoodi [16] use fuzzy TOPSIS to evaluate initial weight of each criterion, and then use TODIM to evaluate the final weight of each criterion against alternatives and the relationship between criteria.
The ERVD Method
In TOPSIS, if we consider the outcome of Ai as a reference point, then the outcome of PIS can be considered as a gain and the outcome of NIS as a loss. The value function can be used to explore the relative importance of the distances for each alternative from the positive ideal solution and the negative ideal solution. ERVD is a discrete multi-criteria decision making method based on cumulated prospect theory [25] . It differs from TOPSIS in that the decision maker needs to identify reference points for each decision criterion in advanced. The use of ERVD replaces the traditional expected utility function for multicriteria with a global value function. The value function is created based on the gains/losses function of Cumulative Prospect Theory [25] . This function is built in parts, with the mathematical descriptions reproducing the gain/loss function of prospect theory.
The proposed method can be summarized as follows:
Step 1. Define reference points μ j, j=1,…,n, for each decision criterion: According to prospect theory, the distance between the reference point and the outcome, not the outcome itself, is used to make the final decision. This means that value is defined in terms of gain and loss not the final outcome. The condition of our preference implies the existence of reference points for each of the decision criteria. Decision makers must decide which outcomes they consider equivalent for criterion j, set the reference point μ j and then consider lesser outcomes as losses and greater ones as gains.
Step 2. Construct the normalized decision matrix N:
To compare the alternatives for each criterion, a linear scale transformation is used to transform the various criteria scales into a comparable scale. The normalized value rij of the decision matrix is calculated as
Then, we can obtain the normalized decision matrix N= [rij] m×n. Note that we assume that the available data is complete in the given decision matrix, including quantitative and qualitative information. The normalization of qualitative data or linguistic data can be first transformed to a linear scale, e.g., 1-10; in such cases, the above method is applicable.
Step 3. Transform the reference points into the normalized scale:
The reference point for each criterion is also transformed into the same scale by the following equations.
Step 4. Calculate the value of alternative Ai according to criterion Cj:
By modifying the Tversky and Kahneman's function [25] , this study employs two types of value functions, increasing value function and decreasing value function, which possess a two-part power form.
Increasing value function:
Decreasing value function:
The parameter λ represents the attenuation factor of the losses, which can be tuned according to the problem at hand. α is the diminishing sensitivity parameters. The diminishing sensitivity parameter α < 1 yields an S-shape value function; α > 1 produces an inverse S-shape value function. The increasing value function will be assigned to represent the preference of benefit criteria. For benefit criteria, the rating that is larger than the reference point is viewed as a gain. Oppositely, if the rating that is larger than the reference point is viewed as a loss, then a decreasing form of value function will be assigned. As a consequence, a value based decision matrix representing the relative performance of the alternatives is obtained as .
Step PIS and NIS can be interpreted as "imaginary outcomes" representing the best possible and worst possible values of criteria in current decision problem.
Step 6. Calculate the separation measures from PIS and NIS individually:
The individual separation measures of each alternative from the PIS and NIS are , for alternative i, i=1…m,
, for alternative i, i=1…m, where || is a Minkowski's Lp metric [18] . The Minkowski distance of order p between two points , ∈ is defined as ( , ) = (∑ | − | =1 ) 1⁄ . The two measures in equation (10) represent the weighted value distances of alternative i to the PIS and NIS.
Step 7. Calculate the relative closeness of each alternative to the ideal solution:
ϕi is a number between 0 and 1; the bigger this values is, the closer this alternative is to the positive ideal solution, and the further it is to the negative ideal solution. Thus, the alternative should be ranked higher. Like TOPSIS, if the separation measures from PIS and NIS are considered to compute through weighted absolute distance.
Step 5 and 6 can be further replaced by simple weighted sum model. The importance of alternative i is defined as
The best alternative is the one that yields the maximum total performance value. Next we illustrate the process of the proposed model through an example provided by Shih et al. [24] . A chemical company must choose an on-line manager from 17 qualified candidates. The alternatives are evaluated as presented in Table 1 . All 7 criteria are benefit criteria and their weights are shown in Table 2 . (C7)  A1  80  70  87  77  76  80  75  A2  85  65  76  80  75  65  75  A3  78  90  72  80  85  90  85  A4  75  84  69  85  65  65  70  A5  84  67  60  75  85  75  80  A6  85  78  82  81  79  80  80  A7  77  83  74  70  71  65  70  A8  78  82  72  80  78  70  60  A9  85  90  80  88  90  80  85  A10  89  75  79  67  77  70  75  A11  65  55  68  62  70  50  60  A12  70  64  65  65  60  60  65  A13  95  80  70  75  70  75  75  A14  70  80  79  80  85  80  70  A15  60  78  87  70  66  70  65  A16  92  85  88  90  85  90  95  A17  86  87  80  70  72  80  85 In addition, we assume the baseline score or reference point to be 80 for each criterion. The normalized decision matrix N and reference points can be create by equation (6) and (7), respectively. Table 3 illustrates the results. The next step is going to calculate the value of each alternative with respect to each criterion using equation (8) and (9). Kahneman and Tversky [15] experimentally determined the values of λ = 2.25 and α = 0.88 which are consistent with empirical data. Furthermore, they suggest that the value of λ can be between 2.0 and 2.5. In tis experiment, we assume λ = 2.25 and α = 0.88. Using these parameters, the normalized value based decision matrix is created as shown in Table 4 Finally we can calculate the separation measures and the relative closeness for each alternative as illustrated in Table 5 . The separation measures from PIS and NIS are computed through weighted absolute distance. The results show that candidate A16 is ranked first, and Candidate A11 is ranked last. These findings correspond with those of previous studies. 
Experimental Results
To evaluate the proposed method, four experiments are conducted to demonstrate the performance of ERVD and uncover the irrational results of TOPSIS.
Experiment 1:
A problem of TOPSIS is that it may derive a false preference ranking when two alternatives are very close. In this experiment, a decision maker must choose an alternative from a set of 5 alternatives, i.e. {A1, A2, A3, A4, A5}. Two benefit criteria with equal weights are used to evaluate the 5 alternatives. The evaluation results are presented in Table 6 . Both of the methodologies use the same linear normalization method to obtain the normalized decision matrix.
TOPSIS and ERVD provide different ranking results. Using the TOPSIS method, A4 should be the best alternative since it has the highest closeness coefficient value with respect to the other alternatives. However, it seems the total utility level of A5 (75*0.5+76*0.5=75.5) is higher than A4 (80*0.5+70*0.5=75), while the two criteria have the same weight. If we only consider A4 and A5 as the alternatives and use the TOPSIS method to evaluate A4 and A5, then the ranking order of the two alternatives will be different. The closeness coefficient values of A4 and A5 are 0.44 and 0.56, respectively. Oppositely, the evaluation results are more robust when we apply ERVD in this experiment. If only A4 and A5 are considered in the choice set, A5 still has higher closeness coefficient value than A4 (A4:0.433 and A5:0.567). Why TOPSIS provides different ranking results in this case? The problem may be caused by the general definition of what TOPSIS really does. According to TOPSIS, the decision maker's preferences are defined as criteria weights only, and the ranking of alternatives are based on the weighted distances between its outcome and both the PIS and the NIS. It makes the ranking of each alternative is more dependent on the outcomes of other alternatives (especially dependent on the alternatives whose outcomes influence PIS and/or NIS). In ERVD the decision maker's preferences are defined as criteria weights and reference points. The original decision matrix will be transferred to the value based decision matrix. Not only the performances of other alternatives but also the reference points will influence the final ranking results. It makes the ERVD method more robust. In this experiment, we present situations in which all alternatives have the same total utility. Suppose the decision problem has 5 alternatives in the choice set and 2 benefit criteria with the same weights to be evaluated. Table 7 presents the basic data and evaluation results.
Using TOPSIS, the relative coefficients of alternatives A1, A2, A3, A4, and A5 have the same value. In this situation, we cannot distinguish the preference of the choice set. TOPSIS does not seem to be an effective method to deal with a situation where alternatives have the same total utility. It is remarkable that ERVD has no problem evaluating the performance of all the alternatives. This is because the relative coefficients are calculated based on psychological distance. The value of each alternative with respect to each criterion is expressed by means of gains and losses from a reference point. The reference points and value function, which capture psychological aspects of decision making under risk, help to measure the value of the assigned rating of each alternative. We decide the reference points μ1 = 60 and μ2 = 70 in this case. This infers that we have a higher expectation for C2. For example, alternatives A1 and A5 have the assigned ratings of (0,100) and (100,0), respectively. The rating for A5 with respect to C2 is 0, which shows that our loss is 70. The rating for A1 with respect to C1 is 0, which shows that our loss is 60. Thus, A1 has a higher ranking order than does A5. This experiment tests the effects of parameter on the final ranking order. Kahneman and Tversky [15] suggested that the value of λ is between 2.0 and 2.5. The practice example with basic data presented in Table 1 is used to conduct the experiment. This test varies parameter from 2.0 to 2.5. During the experiment, parameter α is set to be 0.88. The results shown in Table 8 reveal that ERVD is a robust methodology. The relative coefficient increases as increases. However, in the suggested range, 2.0 to 2.5, does not affect the final ranking order at all. This experiment test hows the reference points affect the final ranking in ERVD. This test is designed using the basic data presented in Table 7 . According to prospect theory, decision makers feel stronger about loss than gain. Reference points have direct impact on whether a rating can be taken as "gain" or "loss". Therefore, it is reasonable to assume that a change of reference points may cause a different final ranking order. During this test, α and are set to be 0.88 and 2.25, respectively. The reference point μ1 is set as 50. This test varies the reference point μ2 from 20 to 80. Table 9 shows the results. The results show that A4 is ranked first when μ2 = 20. It also can be observed that the best alternative is changed to A3 when μ2 shifts to the right to 40, 60, and 80. Figure 2 shows the relative values calculated by value function as we vary the reference point. The decrement in value for A4 after a right shift in the reference point μ2 is larger than the decrement in value for A3. This is because the original rating for A4 with respect to C2 is between 20 and 40. The rating is considered as a "gain" when μ2 = 20. However, it is considered as a "loss" when μ2 > 30. According to prospect theory, the value decreasing slope for "loss" is steeper than the value increasing slope for "gain". Therefore, the value of A4 decreases more when μ2 > 30. Compared with A4, A3 has a less negative effect when μ2 move to 40 since it has a higher rating at 50. Figure 2 . The values according to various reference points. 
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According to the above experiments, ERVD provides better performance than does TOPSIS. The proposed method prevents the problem of rank reversals and provides more effective analysis when all the alternatives have the same total utility. ERVD is also a very robust method. The parameter λ does not affect the final ranking order if we set its value in the suggested range. However, it should be mentioned that where a decision maker's reference point is placed can have important impacts on the final ranking.
Conclusions
The TOPSIS and ERVD methods are both based on the calculation of the closeness of coefficients to evaluate alternatives. The best alternative should have the shortest distance from the ideal solution and the farthest distance from the negative ideal solution. The difference between TOPSIS and ERVD is that ERVD considers reference points for each criterion and uses the value function from the Cumulated Prospect Theory to transform the original rating to a relative value. The weighted value distance is determined to calculate the separation measures. However, it should be notified that ERVD does not deal with risk directly since decision criteria values are assumed deterministic. It deals with the risk attitude of decision maker when he/she evaluates the outcomes of decision criteria.
The experiments have demonstrated that ERVD is a feasible methodology for dealing with MCDM problems. Compared with TOPSIS, ERVD has fewer rank reversal problems. Moreover, it provides more effective analysis when all the alternatives have the same total utility.
The setting of reference points impacts the final ranking. Therefore, determining the location of the reference points is an important issue when applying the proposed methodology. A more detailed discussion of how to decide proper reference points for selected criteria and extend the current ERVD method to a group decision environment will be provided in the future.
