Abstract: In this paper we present a new approach to determine trajectories for changing the state of the double pendulum on a cart from one equilibrium to another and show the experimental realization on a test bench. The control of these transitions is accomplished by a two-degrees-of-freedom control scheme. For the design of the feedforward and feedback control of the system two models of the double pendulum on a cart are introduced. The feedforward control is achieved by the optimal control method Discrete Mechanics and Optimal Control (DMOC). The trajectories can be optimized with respect to energy consumption and transition time. Additionally, for the applicatory design, the implementation of a feedback control by means of gain-scheduling is explained. As experimental result the realization of a trajectory on the test bench is presented.
INTRODUCTION
Pendulum systems are widely used as examples for highly nonlinear underactuated mechanical systems. Despite extensive studies the swing-up of the pendulum is still a challenging problem and can be used to show the effectiveness of control systems in analogy with the control of many real systems. It can also be used for the verification of the designed control systems or for control education in laboratories. Control researchers have been analyzing the stabilization of single and multiple pendulum systems in the instable inverted position and the swing-up maneuver for decades. Even the stabilization and side-stepping of the triple inverted pendulum could be achieved by Graichen et al. (2005) . Generally there exist two different types of pendulum systems: one type possesses one actuated joint, e.g. the Acrobot (see Spong (1995) ) or the Pendubot (see Spong and Block (1995) ). The other type of systems are pendulums mounted on a cart which moves on a horizontal rail (see e.g. Graichen et al. (2007) , Zhong and Röck (2001) ). Another possibility is a rotating pendulum, also called Furuta pendulum, which has the advantage of an unbounded rail length (see e.g. Åström and Furuta (1996) ).
The swing-up of the single or double pendulum on a cart into the inverted position is solved for example by energy based methods, see e.g. Zhong and Röck (2001), orÅström and Furuta (1996) . In Zhong and Röck (2001) the swingup controller, bringing the pendulum from any initial position to the inverted position, is designed based on passivity properties and energy shaping. While the swingup controller drives the double pendulum into a region of attraction around the unstable inverted position, the balance controller designed on the basis of the linearized model stabilizes the pendulum at this equilibrium. Another approach utilizes a combined feedforward and feedback control scheme to solve the swing-up problem (see Graichen et al. (2007) and Rubí et al. (2002) ). In Graichen et al. (2007) the inversion based feedforward control design is applied to determine trajectories for the swing-up maneuver. A two-point boundary value problem (BVP) for the internal dynamics of the pendulum is solved by providing free parameters in the desired output trajectory. The stabilizing feedback controller is designed using linear methods.
In this paper we also make use of the combined feedforward and feedback control scheme, but we use an optimal control method to determine the feedforward control trajectories. The controller design is divided into two steps: first optimal control strategies are used to derive a nonlinear constrained optimal control problem. The solution of this yields reference trajectories for arbitrary changes from one equilibrium point to another. In optimal control theory methods like, e.g. shooting, multiple shooting or collocation are frequently applied, see Binder et al. (2001) . They rely on a direct integration of the associated ordinary differential equations or on their fulfillment at certain grid points. In contrast to this, in our work we use a recently developed method called Discrete Mechanics and Optimal Control (DMOC), introduced in . It is based on the direct discretization of the variational structure of the mechanical system. In the context of variational integrators (see Marsden and West (2001) ), the discretization of the Lagrange-d'Alembert principle leads to structure preserving time-stepping equations which serve as equality constraints for the resulting finite dimensional nonlinear optimization problem. This can be solved by standard nonlinear optimization techniques like Sequential Quadratic Programming (SQP) (Bomze and Di Pillo (2010) ). Theoretical investigations regarding the order of approximation of the discrete solution, the convergence properties as well as the structure preserving properties of DMOC are investigated in Ober-Blöbaum et al. (2010) . A first application of DMOC was the calculation of low thrust transfers and the optimal control of formation flying satellites in , , and Junge et al. (2006) . In Ober-Blöbaum and Timmermann (2009), this method has been used to determine the optimal motion of a pitcher's arm to maximize the velocity of his pitch. This application of DMOC to a multibody system uses a recently developed extension of DMOC to constrained mechanical systems, called DMOCC (Discrete Mechanics and Optimal Control for Constrained Systems), see Leyendecker et al. (2007) or Leyendecker et al. (2009) .
The second step of the controller design is in our case the stabilization of the feedforward trajectory via linear methods. The gain-scheduling approach is a simple and established method to design a feedback controller for nonlinear systems based on linear system theory. For this reason gain-scheduling controllers are widely used. For the design of this kind of controllers, we linearize the system around different points of interest. This yields a set of linear partial models and for each model a feedback controller is designed. In the case of the double pendulum, these feedback controllers are determined via a Linear Quadratic Regulator (LQR) design. During the control sequence we activate the controller that matches the actual situation best. In this way it is possible to use the design methods of linear system theory for nonlinear systems. See Adamy (2009) , Apkarian and Adams (1998), Leith and Leithead (2000) , and Leith and Leithead (1998) for more details about the gain-scheduling approach.
The paper is outlined as follows: In the next section we describe the modeling of the double pendulum on a cart and formulate the problem of transitions between equilibrium points. In Section 3 we present the feedforward control design, the optimal control strategy and several computed swing-up maneuvers. The feedback control and the experimental validation of one maneuver is presented in Section 4.
MODELING OF THE DOUBLE PENDULUM ON A CART
In the following section two equivalent models of the double pendulum on a cart are introduced. These are used for the feedforward and feedback control of the system, respectively.
The double pendulum on a cart is modeled by two rigid bodies as pendulums with lengths l 1 and l 2 connected by single joints to each other and to the body of the cart (see Fig. 1 ). The angles are described by the variables ϕ 1 and ϕ 2 with respect to a vertical reference line. The cart's movement is described by y. Altogether these variables form the generalized coordinates
For simulations of the system realistic mechanical parameters corresponding to the test bench are required. These are listed in Table 1 and are determined by measuring and from CAD data. Additionally, the cart is subject to technical constraints |y| ≤ 0.6 m,
which are determined by the used linear motor.
Equations of motion
The equations of motion for the double pendulum on a cart can be derived by the Lagrangian formalism. For this purpose the pendulum's and the cart's motion are described in redundant coordinates
, where x i represent the centers of gravity of the different masses m i , respectively. The relation between the redundant coordinates and the generalized coordinates q can be described as follows
where a i , i = 1, 2 are the distances to the centers of gravity for each mass. By means of this characterization the kinetic and potential energy can be determined as
where J i are the moments of inertia and g is the gravitational force. The non-conservative friction torques in the joints are modeled by the linear expressions
are the friction constants in the two joints. It is assumed that no friction appears between the cart and the driveway (see Remark 1 in Section 4.2). However the driving force affects the cart and thus F 0 = u(t) can be identified as the input of the model.
By means of the Lagrangian function
This yields the following system of equations
with the matrices
An underactuated mechanical system like this possesses the so-called collocated partial feedback linearization property (see Zhong and Röck (2001) for details) and the complete system can be rewritten as (J 1 +a
In this new model formulation the system input is u(t) =ÿ and the differential equations (5) and (6) are independent from y andẏ. We need this description of the system equations for the design of the feedback control strategy (see Section 4). Note, that we use the force acting on the cart as system input for model (4) and the acceleration of the cart as system input for model (5)-(7).
Boundary conditions for the trajectories
The trajectories between equilibria of the double pendulum are constrained by boundary conditions concerning the initial and final position and velocity. In the following these conditions are also used as constraints for the computation of optimal control trajectories. The four equilibria can be described as Up-up position:
The system equations (4) together with these boundary conditions form a boundary value problem (BVP). Every solution of the transition problem has to satisfy the BVP equations. The trajectories for arbitrary transitions between the equilibria are determined by optimal control via DMOC in the next section.
The two presented models (4) and (5)- (7) of the double pendulum on a cart are equivalent, i.e. solutions of (4) are also solutions of (5)- (7) and vice versa. The first model (4) is a complete description of all masses and acting forces on the cart. The second model (5)- (7) simplifies the model to a partial feedback linearized model and the essential dynamics are described by two second order differential equations. For a simulation of the system and the feedback control design the use of this model is easier to handle.
OPTIMAL FEEDFORWARD CONTROL TRAJECTORIES
The BVP obtained in Section 2.2 can be solved by an inversion based feedforward control design as described e.g. in Graichen et al. (2005) . The disadvantage of this approach is the a priori fixed transition time t f of the trajectory and the difficulty to include the physical constraints (1)-(3) during the calculation. Due to these problems a feasible solution cannot always be obtained.
In this work, DMOC is used to find optimal trajectories of state and control variables for the double pendulum on a cart. Therefore, we first state the derivation of the optimal control problem for the pendulum via DMOC.
Consider the pendulum as a mechanical system with configuration space Q ∈ R 3 and the configuration vector
T . The pendulum is to be moved on a curve q(t) ∈ Q during a time interval [0, t f ] from a state (q 0 ,q 0 ) ∈ T Q, with T Q the tangent space, to a state (q t f ,q t f ) under the influence of the generalized forces f (q(t),q(t), u(t)) ∈ T * q(t) Q, with T * Q the cotangent space, and where u(t) ∈ U ⊆ R is a control parameter. The curves q and u are chosen to minimize a given cost functional
+ κ(q(0), q(t f )).
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In case of the pendulum system the initial and final states are determined by arbitrary stationary points as defined in (8). For the swing-up of the pendulum the initial state can for example be chosen as q 0 = [−π −π 0] T ,q 0 = 0 and the final state as q t f = 0,q t f = 0. The cost functional can for example depend on the applied forces f as a reference for the energy consumption, the final time t f , or the state trajectory.
At the same time, the motion q(t) of the system has to satisfy the Lagrange-d'Alembert principle, which requires that
(10) for all variations δq ∈ T q(t) Q with δq(0) = δq(t f ) = 0, where L : T Q → R is the Lagrangian of the mechanical system derived in Section 2.1 and f (q,q, u) = F .
Discretization
The optimal control problem stated in (9) and (10) is now transformed into a finite dimensional constrained optimization problem using a global discretization of the states and the controls. We replace the state space T Q of the system by Q × Q and the discretization grid is defined by ∆t = {t k = kh | k = 0, . . . , N }, N h = t f , where N is a positive integer and h is the step size. The path q : [0, t f ] → Q is replaced by a discrete path
as an approximation to q(kh). Similarly, the control path u : [0, t f ] → U is replaced by a discrete one. To this end, a refined grid, ∆t, is generated via a set of control points 0 ≤ c 1 < · · · < c s ≤ 1 and ∆t = {t kl = t k + c l h | k = 0, . . . , N − 1, l = 1, . . . , s}. With this notation, the discrete control path is defined to be u d : ∆t → U . The intermediate control samples u k on [t k , t k+1 ] are defined as u k = (u k1 , . . . , u ks ) ∈ U s to be the values of the control parameters guiding the system from
Discrete Lagrange-d'Alembert principle. Based on this discretization, the first integral in (10) is approximated on a short time interval [kh, (k+1) 
and likewise the virtual work by an expression of the form
where the left and right discrete forces f
The realization of this approximation for our application is described in Section 3.2.
The discrete version of the Lagrange-d'Alembert principle (10) requires one to find discrete paths {q k } N k=0 such that for all variations {δq k } N k=0 with δq 0 = δq N = 0, one has
The discrete Lagrange-d'Alembert principle is equivalent to the system Discrete cost function. We approximate the cost functional (9) on the short time interval [kh, (k + 1)h] by
yielding the discrete cost functional
Since we are interested in energy-saving and time minimal trajectories for the pendulum we chose the following discrete cost function
where a + b = 1, a, b ∈ R. The parameters a, b are called weights in the objective function. If we enlarge a with respect to b we get a solution that is slower and more energy-saving and vice versa. Hence the cost function depends on one term representing the energy consumption and one term representing the maneuver time. These are two contradictory objectives for the optimization and therefore this is a multiobjective optimization problem.
Boundary conditions. Finally, one needs to incorporate the boundary conditions q(0) = q 0 ,q(0) =q 0 and q(t f ) = q t f ,q(t f ) =q t f into the discrete description. To this end, the description in Q × Q is linked to one in T Q using the discrete Legendre transforms
for forced systems, which are defined as follows
, this leads to the two discrete boundary conditions
The discrete constrained optimization problem. To summarize, after performing the above explained discretization steps, one is faced with the following equality constrained nonlinear optimization problem:
where a + b = 1 and subject to the constraints 
for k = 1, . . . , N − 1. Note, that t f is also an optimization variable.
Implementation of the optimization
Balancing accuracy and efficiency, the discrete cost function, C d , the discrete Lagrangian, L d , and the discrete forces are approximated with the midpoint rule, and constant control parameters are assumed on each time interval with l = 1 and c 1 = 1 2 :
Eq. (12)- (17) describe a nonlinear optimization problem with equality constraints, which can be solved by standard optimization methods. With a local solver, for example the SQP-method, one will typically only find a local and not a global optimum. The initial guess of the optimization is chosen in a simple way. An initial guess with linear interpolation of the pendulum's arms between the initial and final point of the trajectory already yields the computation of optimal solutions. We used a NAG-solver (see NAG (2010)) which implements SQP to compute trajectories for the double pendulum.
By implementing the optimization problem via NAG it is possible to include arbitrary constraints to the state variables and applied forces. This is important for our problem due to the technical boundaries (1)-(3) that have to be taken into account. Feasible solutions of the optimization satisfy all required boundaries.
Results of the optimization
One of the most interesting and challenging maneuvers of the double pendulum on a cart is the swing-up from the lower equilibrium (down-down position, where q = [−π −π 0] T ) to the upper, instable equilibrium (up-up position, where q = [0 0 0] T ). Hence, we want to discuss this maneuver more precisely.
The utilization of the optimization yields a quite large variation of the resulting trajectories for the feedforward control of the system. This depends on the weighting of the parameters a and b in the objective function (11). Correspondingly, this yields trajectories with a faster or slower movement. As a reference for the energy consumption we use the control effort described by In Fig. 2 to Fig. 5 we show four different trajectories with decreasing transition time t f for the swing-up of the double pendulum. Hence, the swing-up maneuvers get faster but the energy consumption also increases. Besides, the faster maneuvers show less dynamical motion and the slower maneuvers use additional swings of the pendulum for the swing-up.
If we visualize the objective values of these maneuvers graphically (see Fig. 6 ), it becomes clear, that they lie on a Pareto front (see Miettinen (1999) ) of the system. After detailed computations, swing-up maneuvers with better objective values could not be found. Nevertheless it is possible to get more solutions with slightly variant objective values that also lie on the Pareto front.
Additionally, the number of the discretization points affects the optimization. The more points on the trajectory are chosen, the more accurately the discrete trajectory can be determined. The presented trajectories were discretized Altogether it is possible to compute arbitrary transitions between the equilibria of the double pendulum by means of optimization via DMOC. This yields complex maneuvers and the realizability of these movements has to be verified at the test bench in the future.
REALIZATION OF FEEDFORWARD AND FEEDBACK CONTROL
A sketch of the approach for the feedback control and the realization of one trajectory is presented in the following section.
Feedback controller design
So far the feedforward control trajectories for different movements of the pendulum were presented. But for an experimental application of these trajectories the accuracy of the feedforward control is not satisfactory, because of the complex nonlinear dynamics of the pendulum. Even with small perturbations, caused by disturbances or a discrepance between the model and the real system, the system behavior will not be consistent to the nominal trajectory. Hence, in addition we have to design a feedback control. The combination of the feedforward and feedback control in a two-degrees-of-freedom control scheme is presented in Fig. 7 . The calculated nominal trajectory is applied to the system and the system behavior is observed by sensors. A deviation between the actual state (q,q) and the calculated nominal state (q * ,q * ) is corrected by the feedback control.
Our approach is to use a gain-scheduling linear quadratic optimal controller for the feedback control. This is a simple and established method for the design of a feedback controller for nonlinear systems based on linear system theory.
For the controller design the partial linearized system model (5)- (7) is used to derive the rewritten systemẋ = f (x, u) with the overall state vector
T be the nominal feedforward trajectory and u * the nominal system input determined by the optimal control method. Along this trajectory the system is linearized as follows ∆ẋ = A(ρ, t)∆x + B(ρ, t)∆u
with ρ = x * T u * ,
A(ρ, t) = ∂f ∂x (x * (t),u * (t)) and B(ρ, t) = ∂f ∂u (x * (t),u * (t)) .
Fig. 8. Experimental construction of the double pendulum on a cart
This yields a time-variant and parameterized linear system with the scheduling-vector ρ.
According to the two-degrees-of-freedom control scheme in Fig. 7 , the control for the pendulum can be computed as
The feedback control parameters k(t) are determined by gain-scheduling and a LQR approach. Therefore we evaluate the linearized system (18) along discrete values of the scheduling vector the discretization of the scheduling vector, and M is a positive integer. Note, that here we can choose another discretization than in Section 3.1. For every system ∆ẋ = A i ∆x + B i ∆u,
, a LQR controller is designed that minimizes the cost functional
with a positive semi-definite matrix Q ∈ R 6×6 and a positive scalar R. The solution of the Riccati equation
During the control process the adequate feedback gain is determined by a controller update k(t) = k i , for t ∈ [iξ, (i + 1)ξ], for i = 0, . . . , M − 1 and switching between the constant gains.
Experimental results
The practical construction of our test bench is shown in Fig. 8 . We use a precise and high-performance linear motor 1 with a maximal driving power of 400 N and a maximal velocity of 6 The motor of the pendulum on a cart is velocity controlled by a very fast internal controller. For this reason the modeling of friction in the motor can be neglected.
In the following we present the experimental implementation of the swing-up of the pendulum from the down-down position into the up-up position, as shown in Fig. 3 .
For the controller design the weighting matrices Q = diag [500 500 2000 0 0 0] and R = 1 were chosen (see (19) ). The resulting feedback gains k i (t), i = 1, . . . , 6 are illustrated in Fig. 9 . The feedback contains singularities for the signals between t = 0.7 s and t = 1.3 s. This is due to the pendulum's temporarily loss of its controllability during the swing-up. Although the controller derived by the LQR approach is an optimal controller for the linear system, it cannot be used for the feedback control of the nonlinear system, because of its strong temporal variation. This would yield extreme deflections of the cart. Hence the controller is disabled by means of a fade-out during the time of 0.6 s and 1.3 s. Around the critical instable stationary up-up position the controller is active again.
In Fig. 10 we present measurements of the experimental swing-up into the up-up position for the angles ϕ 1 , ϕ 2 and the displacement of the cart y. The dotted line represents the nominal trajectory computed by DMOC as a reference. The dashed line is the experimental execution of the swingup only with feedforward control. In the beginning the pendulum follows the desired trajectory very well, but near the instable stationary point (about t = 1.5 s) the system without feedback control deviates quite fast. The solid line shows the trajectory with feedforward and feedback control. The cart is able to stabilize the pendulum by means of additional periodic movements, as can be seen in the y-evolution in Fig. 10 .
CONCLUSION
In this paper we presented a new approach to determine trajectories to control the double pendulum on a cart from one equilibrium point to another and this control is based on a combination of feedforward and feedback control. The feedforward control is determined by the optimal control method DMOC and the feedback control by gainscheduling. This approach is very promising, because it yields a great variety of different maneuvers for the system. We showed one experimentally realized maneuver on our test bench. In the future, more motions of the pendulum will be implemented such that arbitrary sequences of motions of the double pendulum can be executed.
