The presence of metallic dental fillings is prevalent in head and neck PET/CT imaging and generates bright and dark streaking artifacts in reconstructed CT images. The resulting artifacts would propagate to the corresponding PET images following CT-based attenuation correction ͑CTAC͒. This would cause over-and/or underestimation of tracer uptake in corresponding regions thus leading to inaccurate quantification of tracer uptake. The purpose of this study is to improve our recently proposed metal artifact reduction ͑MAR͒ approach and to assess its performance in a clinical setting. Methods: The proposed MAR algorithm is performed in the virtual sinogram space to overcome the challenges associated with manipulating raw CT data. The corresponding bins of the virtual sinogram affected by metallic objects are obtained by forward projection of segmented metallic objects in the original CT image. These bins are then substituted by weighted values of three estimates: the affected bins in the original sinogram, the bins in the corrected sinogram using spline interpolation, and the sinogram bins in the neighboring column of the sinogram matrix. The optimized weighting factors ͑␣, ␤, and ␥͒ were estimated using a genetic algorithm ͑GA͒. The optimized combination of weighting coefficients was obtained using the GA applied to 24 clinical CT data sets. The proposed MAR method was then applied to 12 clinical head and neck PET/CT data sets containing dental artifacts. Analysis of the results was performed using Bland and Altman plots and a method allowing analysis in the absence of gold standard called regression without truth ͑RWT͒. The proposed method was also compared to an image-based MAR method. Results: Optimization of the weighting coefficients using the GA resulted in an optimum combination of parameters of ␣ = 0.26, ␤ = 0.67, and ␥ = 0.07. According to Bland and Altman plots generated for both CT and PET images of the clinical data, the proposed MAR algorithm is efficient for reduction of streak artifacts in CT images and such reduce the over-and/or underestimation of tracer uptake. The RWT method also confirmed the effectiveness of the proposed MAR method. The obtained figures of merit revealed that attenuation corrected PET data corrected using CTAC after applying the MAR algorithm are more similar to the assumed gold standard. Comparison with the knowledge-based method revealed that the proposed method mainly corrects the artifactual regions without modifying the unaffected regions. The knowledge-based method globally modifies the images including those that do not include metallic artifacts.
I. INTRODUCTION
The deployment of combined PET/CT scanners is considered as one of the growing technological advances which fulfils the drawbacks of using two separate imaging modalities. 1 The alignment of anatomical and functional images achieved by hardware-based image registration has improved the capabilities of PET/CT for clinical diagnosis, assessment of response to therapy, surgery and treatment planning, and prognosis assessment. 2 Another advantageous characteristic of PET/CT systems is that CT numbers or Hounsfield units ͑HUs͒ reflect the attenuation properties of the tissues. Consequently, CT images can be utilized for attenuation correction ͑AC͒ of the corresponding PET data. This requires a reliable conversion procedure for generating an attenuation map ͑map͒ from CT images, which comprises three main steps: downsampling, energy mapping, and smoothing. Downsampling must be performed to make the voxel sizes of CT and PET images identical. Since the linear attenuation coefficients ͑LACs͒ measured by CT is calculated at the x-ray effective energy rather than at 511 keV, energy mapping involves the conversion of LACs at CT energies to those corresponding to 511 keV. Considering that the spatial resolution of PET images is worse than that of CT images, the last step consists of smoothing CT images to match the spatial resolution of the corresponding PET data. 3, 4 One should, however, be aware of the extra effort needed to handle potential sources of error and artifact impacting the quality of CT images which can propagate to PET images during the CT-based attenuation correction ͑CTAC͒ process. The presence of highly attenuating objects ͑having a high atomic number͒ is considered as one of the strongest sources of artifact which generate dark and bright streaks in the reconstructed CT images. These streaks, called metallic artifacts, are produced owing to beam hardening effect as an insufficient number of photons will reach the detectors. This type of artifacts is induced by metallic implants such as surgical clips, hip prosthesis, and dental fillings which cause an inconsistency in reconstructed CT images. As a result, the generated map does not reflect actual attenuation coefficients in the regions corresponding to streak artifacts. This can lead to inaccurate quantification of tracer uptake in the corresponding regions of PET images. [5] [6] [7] Although it was reported that the visual quality of attenuation corrected PET images is not affected to a great extent by poorly visible artifacts, 8 it should be emphasized that quantification is one of the strengths of PET compared with other modalities since it generates quantitative images of regional tracer uptake that are linked to the underlying physiologic or pharmacokinetic processes occurring in the organs/tissues of interest. The accurate quantification of PET data can only be achieved when different sources of error and artifact are corrected for. This issue remains controversial and requires further investigation.
In order to obtain a reliable map for accurate CTAC of PET data, metal artifact reduction ͑MAR͒ in CT images is imperative. This challenging issue was addressed using several techniques. 3 In general, MAR methods can be classified into two main categories: sinogram-and image-based methods. Sinogram-based methods implement the correction procedure in the sinogram space. Different techniques belonging to this category have been proposed; linear interpolation of the missing sinogram bins being one of them. 9, 10 In this method, metallic objects are first segmented using a simple thresholding technique. The segmented image is then forward projected to identify the sinogram bins affected by metallic objects. The affected sinogram bins are then substituted by those derived from linear interpolation of adjacent sinogram bins along the same projection angle. The inverse Radon transform using the filtered backprojection algorithm is the final step to reconstruct the interpolated sinogram and obtain the corrected CT image. Another approach belonging to this category of methods is cubic spline interpolation of unaffected sinogram bins. 11 Another way of replacing the affected projection data is substitution by the unaffected corresponding projections. 12 This method replaces the missing projections by unaffected projections in the opposite angular position in spiral scanning or in the same angular position of the next slice in step scanning.
Image-based MAR methods manipulate the reconstructed images rather than the corresponding raw CT data. Techniques belonging to this category include iterative deblurring, 13 methods using wavelets, 14, 15 knowledge-based techniques, 16 segmentation, 17 and pattern recognition-based techniques. 18 This category of MAR methods uses different enhancement approaches to remove the artifacts considered as unwanted objects. The intrinsic obscurity between CT numbers corresponding to artifactual regions and surrounding tissues strongly affects the precision of the enhancement procedure owing to the intricacy of detecting regions affected by metallic artifacts.
Although sinogram-based methods are capable of obtaining more accurate results, 19 the major challenge facing their practical implementation is the requirement to handle large raw CT data usually stored in encrypted manufacturerdependent proprietary format. The objective of this study is to utilize an easy to use virtual sinogram method as an alternative and to improve its performance using a genetic algorithm-based approach for reduction of dental metallic artifacts in clinical head and neck PET/CT imaging.
II. MATERIALS AND METHODS

II.A. MAR algorithm
To overcome the above mentioned limitations of using the original CT raw data, the proposed method utilizes the concept of virtual sinogram as an alternative to benefit from the advantages of sinogram-based MAR methods. 20 A virtual sinogram is obtained by 2D forward projection of the reconstructed CT image. The sinogram matrix dimension depends on the definition of the x-ray tube and detector geometry and the projection parameters which are set according to the scanner specifications.
The MAR procedure starts by segmenting metallic objects causing the bright and dark regions in the reconstructed CT image so that the projection data affected by these objects can be detected in the sinogram space. This is performed by automated global thresholding of CT images since the HUs related to metallic objects are considerably higher than those associated with other biological tissues. This approach might result in extracting few pixels associated with metallic artifacts containing very strong artifacts. However, this effect has a negligible influence on the final corrected images and as such a more complicated metal extraction method is not required. By assigning a nil value to other regions of the image, a thresholded image can be extracted ͓Figs. 1͑a͒ and 1͑b͔͒. To identify the affected projection data, the thresholded image is forward projected using the same geometry and projection parameters. The resulting sinogram contains some bins with a nil value that represent the projection data which are not affected by metallic objects. It also contains some bins having a value greater than zero, representing the affected projection data, which need to be replaced by appropriate values ͓Figs. 1͑c͒ and 1͑d͔͒.
The replacement scheme follows a spline interpolation technique to estimate the values of affected bins in each column of the sinogram matrix according to those of neighboring unaffected bins in the same column. The spline method was chosen owing to its capability to join discontinuous data by fitting an appropriate polynomial curve to the whole set. 21 Although the use of the spline interpolation technique results in the smoothest replacing values in the interpolated sinogram, the sinogram suffers from discontinuity along the second dimension of the matrix since the interpolation is applied in one dimension of the sinogram matrix ͑i.e., along the matrix columns͒. Moreover, since the shape of the metallic object is not necessarily symmetric, in some projection angles, the x-ray projections traverse a cross section of the metallic object with larger size, leading to a higher number of missing projections. This results in a higher number of replaced bins in a single column of the sinogram matrix. In such cases, the estimates of interpolated bins have an obvious difference with the neighboring unaffected bins in the same column due to the inefficiency of the interpolation technique when used for a large number of missing data. Consequently, the interpolated sinogram needs improvement before it can be used for reconstruction of the corrected image. This is achieved by assigning a fraction of three different projection data to generate the corrected sinograms. The involved data sets include the influenced bins in the interpolated and uncorrected sinograms, as well as the neighboring column of the sinogram matrix. The assignment procedure has to be started from a column in the sinogram matrix in which the difference between the interpolated and unaffected bins is minimal. Such a column, referred to as c o , is considered as starting point of the improvement procedure. The differences between the interpolated and unaffected bins can be calculated using Eq. ͑1͒ which estimates the mean difference between the interpolated and unaffected bins in each column ͑c͒. In a sinogram matrix ͑S͒ which has dimension of m ϫ n, the interpolated bins pertaining to a single metallic object form a sinuslike shape similar to what is presented in Fig. 2 . Consequently, the mean difference equation for each column c ͓1,n͔ can be written in the following form: The improvement scheme for each column ͑e.g., c 1 ͒ is applied on the interpolated sinogram bins ͑i.e., the pixels in rows r 1 to r 2 and in column c 1 . It must be noted that only the sinogram bins affected by metallic objects are shown to simplify the diagram. The bins associated with other objects are not illustrated.
where is the mean difference of interpolated sinogram bins and unaffected bins in the same column and r 1 and r 2 indicate the range of rows ͓͑r 1 , r 2 ͔͒ representing missed sinogram bins in each column. Figure 2 shows schematically the situation for a specific column c = c 1 . It can be seen that the values of r 1 and r 2 will change for different columns since they represent the position of the missed sinogram bins in each column.
When is calculated for all columns, the column associated with the lowest mean difference will be considered as the starting point of the improvement procedure. After the starting point is determined, the final intensity of the bins is estimated using the first part of Eq. ͑2͒ for columns located on the right side of this point and using the second part of the same equation for columns located on the left side. In other words, when the columns on the right side of the starting point are being improved, the column on the left will be considered as the neighboring column and will have a proportion in the final improved sinogram. Likewise, when improving the columns on the left side of the starting point, the column on the right side will be considered as the neighboring column,
where S improved is the improved sinogram, S main is the uncorrected sinogram, S interpolated is the corrected sinogram using our method, 20 r and c represent the rows and columns of the sinogram matrices, r 1 and r 2 are the lowest and highest affected rows in each column, and ␣, ␤, and ␥ are the weighting factors assigned to S main , S interpolated , and S improved , respectively.
In a previous work we examined different combinations of the weighting factors ␣, ␤, and ␥ having values in the range of ͓0.1-0.9͔ to find the optimal combination. 22 Thereafter, the best combination was selected based on visual assessment and statistical analysis of the resulting maps. This approach was restrictive in the sense that only a limited set of combinations were investigated. Moreover, visual assessment is prone to error owing to its subjective nature. As a result, the use of fully automated optimization methods to select the optimal combination of weighting factors among a wider range of values is commended. A genetic algorithm was used to achieve this goal. After finding the optimal set of weighting coefficients, the improved sinogram is calculated using Eq. ͑2͒ and the corrected CT images generated by reconstructing the corrected sinograms. A filtered backprojection MATLAB routine is applied for reconstruction of artifact-free images. The geometry of the x-ray tube and detectors and the projection parameters were similar to those used by the forward projection procedure.
II.B. Genetic algorithm
Genetic algorithms ͑GAs͒ are computerized optimization methods which operate on the basis of natural evolution. They select a set of solutions, called chromosomes or genomes as variables of a function, referred to as the fitness function. This set of solutions is considered as an initial population which is used to create new generations iteratively. The new generations are produced according to mutation and crossover operations between the individuals of the population. 23 GAs try to find the best and fittest set of solutions for each function.
The GA's function is dependent on how the fitness function is defined and how the algorithm is terminated or limited. In the present work, the fitness function was defined as the mean difference between a region associated with metallic artifacts defined on the corrected CT image and the corresponding region in an adjacent artifact-free slice. Such corresponding slices do not necessarily exist in all clinical studies; therefore a number of data sets satisfying this criterion were carefully selected for this purpose. This mean difference is expected to be minimal. Therefore, the role of the GA is to examine different combinations of the weighting factors ͑␣, ␤, and ␥͒ and to find a unique combination minimizing the fitness function. The limitation criterion is the range of values which can be assigned to the weighting coefficients. Since these coefficients represent a proportion of each data set that is going to be incorporated into the final data, their value is usually between 0 and 1. Also the summation of all weighting factors must result in a 100% proportion, i.e.,
II.C. Clinical studies
Two groups of clinical data sets were utilized: the first aimed to establish the method by obtaining the optimum values of the weighting coefficients ␣, ␤, and ␥ ͑method-establishing data sets͒, whereas the second was used to evaluate the performance of the method ͑method-testing data sets͒. The GA was applied on the method-establishing data sets which include 24 clinical CT images obtained on a clinical GE LightSpeed VCT 64 slice x-ray CT scanner ͑General Electric Healthcare Technologies, Waukesha, WI͒, whereas the improved MAR method was applied on the methodtesting data sets containing 12 clinical PET/CT data sets obtained from a Biograph 16-slice PET/CT scanner ͑Siemens Medical Solutions, Erlangen, Germany͒. The PET/CT data acquisition was performed using a standard protocol recommended by the manufacturer. The PET data acquisition was started approximately 60 min after injection of 370 MBq of ͓ 18 F͔-FDG, 3 min per bed position. CT data acquisition was performed under standard conditions ͑120 kVp, 180 mAs, 16ϫ 1.5 collimation, a pitch of 1.2, and 1 s per rotation͒. PET image reconstruction was performed using attenuationweighted, ordered subset-expectation maximization ͑AW-OSEM͒ iterative reconstruction algorithm. The reconstruction parameters were set to the default values ͑four iterations, eight subsets, and a postprocessing Gaussian kernel with a FWHM of 5 mm͒.
II.D. Data analysis
Each method-testing data set includes a number of slices containing dental metallic artifacts. In each slice of uncorrected CT images, five identical regions of interest ͑ROIs͒ were manually defined, two of which were located in the overestimated regions, two in the underestimated regions, and one in the unaffected region. The same regions were defined on the corresponding corrected CT images, as well as the PET images corrected for attenuation using both uncorrected and MAR corrected CT images. Bland-Altman plots were utilized to compare the mean values of the defined ROIs in both CT and PET images and to assess the agreement between them.
The method-testing clinical data sets were also analyzed using the regression without truth ͑RWT͒ technique proposed by Hoppin et al. 24 This method is used to compare the magnitude of a parameter resulting from the use of different modalities when the gold standard is not known. In the present work, this method can be used to compare the intensity values of reconstructed PET data ͑in terms of Bq/cc͒ corrected by the original and MAR corrected CT data. In RWT, it is assumed that there is a linear relationship between the true value of the parameter for a given patient ⌰ p and the corresponding estimated value by a given modality pm . This linear relationship can be written in the following form:
where a m and b m are the slope and intercept of the patientindependent linear model characterizing the modality. pm represents the noise term having a normal distribution with zero mean and variance of m 2 . It should also be assumed that ⌰ p is constant for a given patient in all modalities and is statistically independent from patient to patient.
According to this method, a figure of merit ͑FOM͒ can be defined using the linear model parameters to evaluate the performance of modalities as follows:
Suppose that we acquired PET data for P patients corrected using two CT data sets: the first data set is not corrected for dental metallic artifacts, whereas the second is corrected using the proposed MAR algorithm. Therefore, these two data sets can be considered as the two modalities which are going to be compared to each other. The estimated values for each modality pm can be calculated from the resulting images. The method calculates the log-likelihood of the true value using Eq. ͑3͒ and the prementioned assumptions,
where P is the total number of patients and M the number of modalities to be compared ͑M = 2 in our case͒. It can be observed from this equation that although the true value is not required in the log-likelihood calculations, an approximate knowledge of the distribution of true values pr͑⌰ p ͒ is required. Since in most cases the exact distribution of the true values is unknown, an assumed distribution can be applied to obtain estimates of the linear model parameters. We evaluated a number of clinical PET data without any dental metallic implants and explored the distribution of voxel intensities in the region of head and neck excluding the brain. The overall distribution closely looks like a truncated normal distribution. As a result, the truncated normal distribution was selected as distribution of the true values. Applying the truncated normal distribution form to Eq. ͑5͒ and considering two modalities, we obtain 
and erf denotes the "error function" having a special of sigmoid shape defined as
dt. ͑7͒
The parameters of the linear model a m , b m , and m can be estimated by maximizing the log-likelihood . The model parameters were calculated using five ROIs defined on the regions affected by artifacts in both original and corrected images. For the purpose of maximizing the log-likelihood as a function of the model parameters, a quasi-Newton optimization method was utilized. Thereafter, the FOM for each modality was calculated to evaluate the performance of each modality.
The results of the proposed MAR algorithm were also compared with those obtained using an image-based MAR technique referred to as knowledge-based method originally proposed by Hamill et al. 16 and implemented on vendor supplied software ͑Syngo Multimodality Workplace, Siemens Medical Solutions, Erlangen, Germany͒. Two clinical head and neck PET/CT cases with dental implants were used for this purpose.
III. RESULTS
As stated earlier, the optimization of weighting coefficients using the genetic algorithm was applied to 24 clinical head and neck CT images containing metallic dental fillings ͑method-establishing data sets͒. The result of the optimization procedure is given in Table I . The mean value of the obtained weighting factors is considered as the optimal proportions of the original sinogram, interpolated sinogram, and the neighboring columns, respectively. The rounded optimal values of the weighting factors are ␣ = 0.26, ␤ = 0.67, and ␥ = 0.07. The improvement brought to the method through the use of optimized weighting factors is illustrated in Fig. 3 . As can be observed in the inserts of Figs. 3͑b͒ and 3͑c͒ , the discontinuities and differences between the interpolated and unaffected projection data have been reduced.
The proposed MAR algorithm is also applied to 12 clinical head and neck PET/CT studies ͑method-testing data sets͒. Figures 4 and 5 show the influence of the method on both CT and PET images of two patient studies. It can be seen that the proposed MAR algorithm reduces to a considerable extent the over/underestimation of attenuation coefficients in some regions of CT images. Likewise, its impact on the corrected PET images is clearly visible on the subtraction images ͓Figs. 4͑e͒ and 5͑e͔͒.
As expected, the subtraction image has high positive values in areas corresponding to bright regions in CT images. Likewise, the subtracted image has negative values in re- gions corresponding to dark regions in CT images, BlandAltman plots were used to illustrate the differences between uncorrected and corrected CT and PET data. Figures 6 and 7 show the results of this analysis. All the slices in each data set containing dental metallic artifacts are considered in these plots. Each data set is represented by a distinct symbol for clarity. The overestimated, underestimated, and unaffected regions in each data set are also identified in red, blue, and green, respectively. The plots for both CT and PET images confirm that the intensities of the artifactual regions are modified in the desired manner after applying the proposed MAR algorithm ͑i.e., the intensities of the over-and underestimated regions are reduced and increased, respectively͒, whereas the intensities of the unaffected regions remain almost similar. Data analysis using Hoppin's method revealed that the corrected PET data sets using the proposed MAR algorithm are more similar to the assumed gold standard. The obtained FOM corresponding to the PET images corrected using the uncorrected CT images is 0.16, whereas the one corresponding to PET images corrected by the MAR corrected CT images is 0.10. The FOM of the PET data corrected by the proposed MAR algorithm is lower than the one obtained using PET data corrected for attenuation using the uncorrected CT data. Therefore, the corrected PET images are more similar to the ground truth ͑gold standard͒.
The head and neck PET data were reconstructed three times using different attenuation maps: first using CT data not corrected for metallic artifacts, second using the proposed MAR algorithm, and finally using the MAR method proposed by Hamill et al. 16 Figures 8 and 9 illustrate the results of the three reconstructions as well as the subtraction of PET images obtained using the two MAR methods. As can be observed, both methods reduce the artifacts visible in both over-and underestimated regions. However, the method by Hamill et al. 16 results in larger modifications of the activity concentrations in over-and underestimated regions compared to the proposed MAR algorithm.
To illustrate the impact of the two MAR algorithms on CT data free of metallic artifacts, Fig. 10 shows one of the slices of the first clinical case where the difference between the two MAR methods in the absence of metallic objects is put forward through the subtraction of the resulting images from the one obtained without application of MAR.
IV. DISCUSSION
Dental metallic artifacts have proven to be one of the strongest sources of artifact resulting from the CTAC procedure. 5, 6 Therefore, significant effort has been made in the last few years to assess its clinical relevance. The visual effect of minor artifacts which are not strong enough to get propagated to attenuation corrected PET images has proven to be clinically insignificant. 8 However, the errors and artifacts visible in CT images need to be minimized to reduce the bias and achieve more accurate quantification of PET data. Hence, application of an appropriate MAR method prior to CTAC procedure is highly desired.
In the proposed MAR algorithm the projection bins affected by metallic objects are first substituted using a spline interpolation scheme. Subsequently, the interpolated virtual sinogram is improved using weighting factors assigned to three different data sets: the influenced bins in the original sinogram, the bins in the corrected sinogram using spline interpolation, and values of the sinogram bins in the neighboring column of the sinogram matrix. A segment of the LOR crossing the metallic object contains incorrect data, whereas the remaining segment crossing other biological tissues contains correct data. Incorporating a weighted propor- tinuities in the sinogram are reduced to an acceptable degree following application of the optimal combination of weighting factors ͑Fig. 3͒. This effect is better shown in the focused part of Figs. 3͑b͒ and 3͑c͒ .
The results of clinical head and neck PET/CT data sets demonstrate that the proposed MAR approach is appropriate for generation of reliable maps which result in more accurate attenuation correction of PET data. The Bland and Altman plots generated from uncorrected and corrected CT data ͑Fig. 6͒ clearly show the potential of the proposed MAR algorithm for elimination of over-and/or underestimations of HUs caused by metallic artifacts. The red markers reflecting the difference between tracer uptake in the overestimated regions in the original CT images and the corresponding regions in the corrected CT images are always in the positive part of the plot, thus corroborating the hypothesis that the proposed MAR approach reduces the overestimation of attenuation coefficients. Likewise, the blue markers reflecting the underestimated regions are situated in the negative part of the plot substantiating the potential of the method to correct for the underestimations. In the unaffected regions ͑green markers͒ the differences are around zero, as expected. Figure 7 illustrates the corresponding results for the attenuation corrected PET data. The same observations can be made for this plot, except for few regions corresponding to underestimated regions of CT images, which confirms the capability of the proposed MAR algorithm to reduce overand/or underestimation of tracer uptake. Further validation of the MAR approach was performed using the RWT method. In this method, the FOM is defined in such a way that the technique which results in the lowest value of the FOM can be considered as the one producing the most similar results to the assumed gold standard. This is due to the fact that the lowest FOM refers to the smallest error ͓Eq. ͑4͔͒. The FOM calculated for the corrected PET data using the proposed MAR algorithm is less than the one obtained from the uncorrected data, suggesting that using the proposed method produces more reliable results. The proposed algorithm was compared with the one proposed by Hamill et al. 16 and implemented on commercial software supplied by Siemens ͑Figs. 8 and 9͒. Although both methods decrease the over-and underestimating artifacts, the results obtained using the method by Hamill et al. 16 cause larger modifications of the activity concentrations compared to the proposed MAR algorithm. Since the ground truth is not available for comparison, a reliable judgment of the performance of both algorithms in clinical setting is challenging. Notwithstanding, Figs. 8͑e͒ and 8͑f͒ and Figs. 9͑e͒ and 9͑f͒ indicate that the proposed method has followed the artifact patterns in the correction procedure since the high and low values in the subtracted image match more closely the artifactual regions in the corresponding CT images. Among the physicians' expectations from a MAR algorithm is that it should not influence the slices that do not include metallic implants and as such are not affected by metallic artifacts. Figure 10 shows how the two algorithms handle artifact-free images. Since the starting point of the proposed algorithm uses the highest HU value in the CT image, it does not modify the slices that do not contain metallic artifacts. On the contrary, the method proposed by Hamill et al. 16 processes all slices which can cause overand/or underestimation of tracer uptake in metal artifact-free regions. As shown in Fig. 10͑e͒ , application of the latter method resulted in a considerable decrease of FDG uptake in the brain which might lead to inaccurate interpretation of the images.
V. CONCLUSION
Improvement of the novel MAR algorithm to correct for dental metallic artifacts using optimized weighting factors leads to an approximately smooth and continuous sinogram which results in more reliable correction for metallic artifacts in regions adjacent to metallic objects. This approach allowed the reduction of over-and/or underestimation of tracer uptake in CT-based attenuation corrected PET images of head and neck patients, and as such, the achievement of more accurate quantitative analysis. The original CT image ͑a͒, corresponding PET images reconstructed using uncorrected CT images ͑b͒, using MAR corrected CT images by Hamill et al. ͑Ref. 16͒ ͑c͒, and using MAR corrected CT images using the proposed algorithm ͑d͒. ͑e͒ Subtraction of images shown in ͑b͒ and ͑c͒. ͑f͒ Subtraction of images shown in ͑b͒ and ͑d͒.
