ABSTRACT Correlation analysis is one of the most important tasks in the field of visualization research and data mining. This paper proposes a novel dissimilarity-preserving cluster algorithm that characterizes not only the time-varying patterns but also the spatial positions to summary the correlation connection in multi-variable and time-varying data sets. A temporal multi-variable structure is defined to express temporal information of a voxel in multi-dimensional space. Furthermore, a method based on structural similarity index measurement is proposed to compute the difference of time-varying pattern. In order to further explore some abnormal phenomena, spatial similarity is embedded as spatial distance metric by building the kernel density estimate for the neighborhood of each voxel. To verify the effectiveness of the method, the voxels are classified based on the time-varying similarity and spatial distance. Moreover, the combinations of two metrics are rebalanced to be suitable for the different datasets. The approach proposed in this paper is used on both synthetic and real-world data sets to demonstrate its usefulness and effectiveness.
I. INTRODUCTION
Time-varying data have been intensively studied in many fields of science, such as astronomy, climate science, geology, and so on. Now, large-scale and time-varying data with numerous attributes is an inevitable outcome of the rapid improvements of computer processing power and storage capacity, which is a complex task for people to understand. One challenge is that the inner characteristics and structures of these complex data are notoriously difficult to explore. Hence, many researches based on the relationship between variables are developed to address this issue. Moreover, in order to gain more accurate results, they combined human intelligence efficiently by utilizing visual techniques. One such paradigm is 2D scatterplot, users can effectively distinguish the relationship between two specified variables by exploring the distributions of these variables coordinate values.
However, the correlation between voxels that contain multi-variable information is more valuable. This level of understanding and visualization can not only reveal time-varying patterns, but also aid domain experts to find outliers that appear contrary to some laws. There have been a large number of methods to estimate the correlation between multivariable voxels. The most popular metric is the Euclidean distance. However, the distance between each pair of voxels will become similar with the number of dimensions grows. As a consequence, the correlation results by utilizing the Euclidean distance will be incredible. Moreover, Euclidean distance is not appropriate for manifold data. Instead, geodesic distance [1] is used to compute the distance between multivariable voxels. The essence of this algorithm is to use the minimum-cost path in the basic graph theory to represent similarity. However, results will be inaccurate if there is a hole in manifold data.
Therefore, it is crucial that how we estimate the correlation between multivariable voxels. This paper addresses the issue by proposing a novel metric that combined the time-varying similarity and spatial distance. Let us assume that the temporal information of a voxel in high-dimensional space corresponds to an image. Thus, we can utilize the structural similarity index measurement (SSIM) which is the popular algorithm in iconography study to compare two highdimensional voxels. Furthermore, since we consider spatial distance as the other element of our similarity metric, the dissimilarity between each pair of high-dimensional voxels neighborhood should be computed by comparing their distributions. Through setting weights for these two elements, we can gain the correlation metric and use it to cluster voxels. Therefore, the main contribution of this paper is that we present a novel dissimilarity-preserving cluster algorithm that characterizes not only the time-varying pattern but also the spatial position of each voxel based on this correlation metric for high-dimensional and time-varying voxels.
This paper is organized as follows. In section 2, we discuss the related work. The overview of our work is given in Section 3. In Section 4, we introduce time-varying similarity metric. Section 5 introduces spatial distance metric. The dissimilarity-preserving cluster algorithm is introduced in Section 6. Section 7 shows our experimental results on several datasets. Finally, Section 8 concludes this work.
II. RELATED WORK A. EXPLORATION OF MULTI-VARIABLE AND TIME-VARYING DATA
Researchers are very interested in multi-variable and timevarying data and do a lot of research on it, such as feature extracting, time-varying pattern exploration and correlation analysis. Gu et al. [2] proposed a mining approach to extract important features from time-varying volume data by constructing TransGraph and utilizing a series of graph analysis techniques. Dutta and Shen [3] proposed a distribution driven approach to extract and track the varying motion patterns and dynamic evolution of interesting feature over time. Moreover, in order to explore time-varying pattern, Bach et al. [4] introduced a metaphor time curves to visual the time-varying patterns of each data point in time-varying data by folding timeline to bring similar time points close to each other and this metaphor is largely data type-agnostic. Jäckle et al. [5] proposed a novel visualization technique Temporal Multidimensional Scaling (TMDS) to compute temporal 1D plots and TMDS plots can visual identification of patterns based on multidimensional similarity. For irregularly time-series data, a unified visualization model Ripple graph based on line graph and bar graph was proposed by Cho et al. [6] to highlight the time-varying pattern and data frequency at the same time. In this paper, we focus on the temporal correlation exploration and propose a dissimilarity-preserving cluster algorithm to analyse correlation effectively.
B. CORRELATION ANALYSIS BETWEEN VARIABLES
The correlation of the variables and their underlying interactions are very essential tasks in analyzing multi-variable dataset. Gosink et al. [7] defined a correlation field as the normalized dot product between two gradient fields from two variables and used the correlation field to study variable interactions with a third variable. Lee and Shen [8] proposed an algorithm SUBDTW to study the temporal trend relationships among the variables based on the change mode with dynamic time warping. Wang et al. [9] formulated time plot and circular graph to show the information transfer among all pairs of variables by modulating the color saturation and opacity of the nodes. A novel transfer function is designed by Guo et al. [10] to intuitively show the correlations between variables by integrating parallel coordinates plot (PCP) and multidimensional scaling (MDS). Recently, Biswas et al. [11] exploited the specific information metrics consisting of surprise and predictability metrics to analyse the relationship between a scalar value and a variable. Zhang et al. [12] introduced a technique that arranged the variables into 2D layout and expressed the layout as an interactive correlation map with spatial representations. Their map can convey correlations by spatial proximity, which is more directly focused on the variables in play. Liu and Shen [13] introduced the concepts of informativeness and uniqueness to explore the information flows between scalar values of different variables.
C. CORRELATION ANALYSIS BETWEEN VOXELS
Finding connection or correlation among data is one of the most primary tasks in many scientific researches. Sauber et al. [14] proposed multifield-graphs to visualize the correlations contained in each correlation field and user can observe the correlation between scalar fields and vector fields. Nevertheless, the disadvantage of this technique is that the number of nodes in the graph grows exponentially with the dimensionality of the data and it will cause visual confusion. Moreover, Qu et al. [15] proposed a visualization system to analyze the air pollution problem in Hong Kong by integrating correlation computations into a parallel coordinates display, while Oeltze et al. [16] used correlation information and principal component analysis to visualize medical perfusion data. Glatter et al. [17] developed a textual pattern matching approach for studying time-varying patterns in large multivariate data and used two-bit correlation to show four possible scenarios: two variables both changing positively, negatively, or in different directions. Sukharev et al. [18] used K-means and graph partitioning algorithms to cluster and segment voxels in multi-variable and time-varying climate datasets. Further, Chen et al. [19] proposed a sampling-based approach to summarize the temporal correlation between voxels in multi-variable and time-varying datasets with 3D spatial references. However, although the sampling mechanism can greatly increase the computation efficiency, it affects the accuracy of results. Recently, Pfaffelmoser and Westermann [20] proposed a technique to visualize the global correlation structure in a hierarchical fashion by utilizing spatial clustering. Geetha and Shyla [21] utilized the probability distribution similarity function to represent the uncertain voxels and then clustered them according to distance metric. However, the correlation analysis combining time-varying pattern with spatial distance is rare.
In this paper, we proposed a dissimilarity-preserving cluster algorithm that characterizes not only the time-varying pattern but also the spatial position of each voxel.
III. OVERVIEW
Our goal in this work is to cluster voxels by considering their time-varying pattern and spatial position. Inspired by the work of [22] , we realize that the SSIM algorithm can be extended to high-dimensional and time-varying data. Hence, we propose the temporal multi-variable structure (TMS) to express the time-varying pattern of each voxel, and temporal structural similarity index measurement (TSSIM ) algorithm to evaluate the time-varying similarity for each pair of voxels. In addition, the spatial distance is equally important because the spatial similarity can illustrate some abnormal phenomena by analyzing their different neighborhoods. Furthermore, kernel density estimation (KDE) is capable to represent the space situation by modeling. Therefore, we build the multidimensional KDE for each voxel and use the Jensen-Shannon divergence (JSD) to estimate two distributions. According to these two metrics, the correlation distance matrix can be conducted by setting different weights. As a result, we present a novel dissimilarity-preserving cluster algorithm that characterizes not only the time-varying pattern but also the spatial position of each voxel based on the correlation matrix. The visualization of clustering results can assist users to understand deeply and efficiently the complex internal structure in time-varying datasets. The workflow of our voxels classification is shown in Fig. 1 . 
IV. TIME-VARYING SIMILARITY METRIC
In this section, our high level goal is to gain an accurate time-varying similarity metric for high-dimensional and time-varying data in order to explore the time-varying patterns. The conceptual model of data contains n voxels
A. TEMPORAL MULTI-VARIABLE STRUCTURE
In order to consider the time dimension, we construct TMS including the information of time-varying pattern and multiple variables for each high-dimensional voxel. To demonstrate the information contained in TMS directly, we draw TMS maps by mapping values to colors as shown in Fig 
B. TEMPORAL STRUCTURAL SIMILARITY INDEX MEASUREMENT
SSIM is a popular method for measuring the similarity between the compressed image and the other image with a relatively perfect quality [23] and it is an important metric of the image quality index (UQI) [24] . In the view of the images construction, the TSSIM value between M v i and M v j is computed by analyzing three elements: luminance, contrast, and structure. TSSIM is defined as: 
is the dynamic range of the values. In this paper, the mean value of M v i is used to compute the first term, and its standard deviation is used to compute the second term. The values in M v i need to be normalized because their values may be less than zero. Different from SSIM, we introduced the notion of matrix similarity [25] stems from vector algebra instead of just computing the linear correlation for the final term. Then, the correlation σ M v i M v j between matrices M v i and M v j is computed as: However, in the case of large amounts of datasets, the computing power will be significantly reduced due to its scale and time steps. Moreover, the local detail information might be lost if we build global TMS for each voxel. Therefore, in order to retain the local information and raise calculating efficiency, TMS is divided into submatrices whose elements are part of variables and part of time steps. That is, the final similarity of time-varying pattern between a pair of highdimensional voxels can be calculated as follows:
where s is the number of windows. M k v i is the k th submatrix of matrix M v i .
V. SPATIAL DISTANCE BASED ON NEIGHBORHOOD
Based on our time-varying similarity metric, the voxels can be classified correctly. However, it is possible that there are some outliers and outliers are more valuable for finding the indetectable scientific phenomenon. In this case, it is not enough to represent the correlation between voxels by analyzing their time-varying patterns in themselves for the high-dimensional and time-varying data. To address this issue, we take spatial factor into consideration. Continuous probability distribution for the neighborhood of each high-dimensional voxel is constructed to describe the values of multiple variables over the time series. Then, the spatial distance metric can be represented by the difference between two distributions.
A. PROBABILITY DISTRIBUTION MODELING
There are many methods to build distributions, such as histogram and kernel density estimation (KDE). Currently, histogram is widely applied in many fields due to its simplicity. However, the dynamic range of the dataset need to be calculated in advance and the accuracy is highly dependent on the number of histogram bins. Therefore, we use multidimensional KDE [26] to build distribution for each voxel v i .
The neighborhood region of a voxel is very important because any voxel is not isolated but is closely related to its adjacent voxels. For the time-varying datasets, the neighborhood region can express the variation of its surroundings, which can provide users a better understanding. In this paper, we set the neighborhood region as a cube that contains threedimensional information.The radius of cube can be adjusted adaptively according to the size of dataset. We assume that there are q voxels included in the neighborhood
That is, the multi-dimensional KDE U v i (x) for v i can be defined as follows:
where K H (x) is the kernel function, H is a diagonal bandwidth matrix contains the bandwidth squared h 2 j of each
It is obvious that the selections of kernel function and bandwidth matrix are of greatest importance. The utilization level of voxels in the neighborhood is controlled by the shape of kernel function, and the smoothness of multi-dimensional KDE is changed by bandwidth matrix H . Moreover, the selection of H is more significant than kernel function by comparison [27] . In this paper, we adopt common Gaussian function as kernel function [28] , [29] . That is, the multi-dimensional KDE based on Gaussain kernel function for v i can be computed by:
There are three selections for H : the general symmetric positive definite matrix, the scaled identity, and the diagonal matrix. In this paper, we use the diagonal bandwidth matrix because it can make a better balance between fitness and accuracy. However, the diagonal bandwidth matrix requires that each dimension is independent. Therefore, we apply principal component analysis (PCA) for each voxel to obtain the irrelevant principal component vectors by using orthogonal transformation, and each principal component vector, which is the linear combination of original dimensions, can preserve the correlation between original dimensions. H and the multidimensional KDE U v i (x) for v i are computed by principal component vectors after the preprocessing.
From the equation (5), it is obvious that h j can greatly influence the result of U v i (x). If the value of h j is too small, the incorrect peak will be produced; on the contrary, the important characteristics will be lost. Therefore, it is crucial to get appropriate bandwidth for each dimension. This paper adopts the Silvermans rule of thumb [26] to compute each bandwidth:
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B. DISTANCE MEASURE
In order to compute the correlation between two voxels at the perspective of space, the distance between multi-dimensional KDE distributions needs to be calculated. Given two KDE distributions U v i and U v j derived from voxels v i and v j , we use the symmetric Jensen-Shannon divergence(JSD) [30] to evaluate their distance:
where
What we should note here is that if we use global multidimensional KDE to compute the JSD between the neighborhoods of two voxels, their time-varying information will be lost. The reason for this problem is that although the values of voxels are different over the time series, they might have the same distribution from the aspect of global time steps. To address this issue, we actually build local distributions for each voxels by dividing timesteps and take the average value of JSDs as the JSD between two neighborhoods.
We assume that there are three time-varying features over the time series and they can be constructed into different time-varying patterns as shown in Fig. 3 (a)-(c) . From the aspect of global time step, their KDEs are the same as shown in Fig. 3 (d) and conventional K -means cluster algorithm will divide these three voxels into one category inaccurately as shown in Fig. 3 (e) . The color of voxel indicates its category. Therefore, we take time dimension into consideration and build local distribution for them. As a result, our method can distinguish these voxels well, even though all of them have the same data distribution over the global time series as shown in Fig. 3 (f) . 
VI. DISSIMILARITY-PRESERVING CLUSTER ALGORITHM A. CORRELATION DISTANCE MATRIX
Based on time-varying similarity and spatial distance, our correlation metric can be adjusted for different datasets by setting their weights. Therefore, The correlation distance between v i and v j is defined as:
where w 1 ∈ [0, 1], w 2 ∈ [0, 1] are adjustable weight value of each element. For different datasets, the weights can be set according to the characteristics of data and different analytical requirements of scientists. For the time-varying volume data, we recommend that the weight of spatial distance metric should be set lower than time-varying similarity metric because the time-varying pattern is more important than spatial information. In the case of exploring deeply outliers, the weight of spatial distance metric should be set higher (generally greater than 0.8) due to the importance of spatial information. For the datasets that do not contain spatial information or outliers, we can set the weight of spatial distance as zero, which indicates that only the time-varying pattern is considered.
B. CLUSTERING ALGORITHM
Since we were successfully able to obtain the correlation distance between each pair of voxels, we need an effective approach to distinguish voxels, which can make similar voxels belong in the same category. In this paper, we utilized K-means++ algorithm to achieve this goal, which is an improved method of common K-means algorithm. In the first step of common K-means algorithm, the k central points are selected randomly and the clustering result and computational efficiency are highly dependent on these central points. However, different selections will lead to totally different clustering results and improper selection will increase the number of iterations and time complexity. To address this issue, the initial central points in K-means++ algorithm are selected adaptively based on the idea of the distance between central points should be far away. The details are shown in Algorithm 1.
VII. EXPERIMENTS
In this section, we demonstrate the effectiveness of our method on three datasets: synthetic dataset, Combustion dataset, and Climate dataset. The reason for adopting these datasets is to consider the wide-adaptability of our method for different types of datasets. The availability of spatial distance metric can be verified through the experiments on synthetic dataset. Combustion dataset is used to verify the validity and necessity of time-varying similarity metric and spatial distance metric. Moreover, for the Climate dataset that does not contain spatial location information, we can also achieve good result by setting the weight of spatial distance metric as zero, which indicates that only the time-varying pattern VOLUME 4, 2016 is considered. The cases are performed on a desktop computer, with a 3.3GHz Inter Core i5-4590 CPU and 8GB memory.
A. SYNTHETIC DATASET
We generated a synthetic dataset to verify the availability of our method. The synthetic dataset has a dimensional 8*8*16, 24 time steps, two variables (var 1 ,var 2 ) and consists of four equal-size regions as shown in Fig. 4(a) . 
1) COMPARISON OF SINGLE VARIABLE AND MULTIPLE VARIABLES
As shown in Fig. 4 , we used a single variable (var 1 ) and multiple variables (var 1 ,var 2 ) to analyze the correlation between voxels, respectively. It is clearly that the classification result in Fig. 4 (b) is incorrect because it does not take the information of var 2 into consideration. Hence, the voxels in the original volume are divided into three groups (blue, red, and azure regions) and the grey region cannot be distinguished. Fig. 4 (c) illustrates the effectiveness of our method for analysing the time-varying patterns based on multiple variables. The voxels of different time-varying patterns in four regions and the outliers are distinguished clearly.
2) IN-DEPTH EXPLORATION OF OUTLIERS
Sometimes, in spite of having the same time-varying pattern, the voxels are not identical due to their different surroundings. It is much possible that a voxel which is far away from its kind is an outlier. However, if these outliers are in the indetectable region of volume data, they might be ignored by scientists during the procedure of visual observing. Hence, these outliers should be found more clearly and deeply explored. In this case, we can adjust our method. In order to verify the effectiveness of spatial information, all voxels can be clustered by using only time-varying similarity metric and its clustering result is shown as Fig. 5 (a) . The result can clearly show the outliers. For the category where outliers exist, we conduct the clustering algorithm again based on the spatial distance metric and the result is showed in Fig. 5(b) . A new purple category is recognized and we found that although purple voxel and its adjacent voxels (blue voxels in Fig. 5 (a) ) are closely to each other in space, their time-varying patterns are very different. Moreover, other voxels (orange voxels in Fig. 5 (a) ) that have same time-varying pattern with purple voxels, their locations is relatively distant in space. Therefore, we conclude that the purple region is the abnormal region needs to be studied deeply, which is more interested to scientists. 
B. COMBUSTION DATASET
This time-varying volume dataset is a turbulent combustion simulation data having five scalar variables: Mixture Fraction (MIXFRAC), Heat Release Rate (HR), Mass Fraction of Hydroxyl (OH) radical, Vorticity (VORT) and Scalar Dissipation Rate (CHI) in turbulent flames. The regions that the dataset covers have obvious time-varying patterns that are always significant for scientists to explore scientific phenomenons. Furthermore, this dataset includes 480*720*120 grid points and 121 time steps, which is large scale. Therefore, we exploit the sampling method proposed in [31] to reduce data size under the condition of preserving its structure.
In this paper, the regions that have obvious time-varying pattern are the scientists attention. Therefore, we construct a histogram of the voxels based on their gradient. First, the gradients between adjacent timesteps for each voxel is computed by utilizing Euclidean distance between their values in the attribute space and then we can get the average gradients as the gradient for each voxel. Second, the voxels with small gradient are eliminated because they have inconspicuous or constant time-varying patterns. Finally, we sample a fixed percentage of voxels within each bin of gradient histogram to ensure good coverage of the time-varying patterns. As shown in Fig. 6 (d)-(h) , it is obvious that our sampling results can well preserve the region where flame is generated and continuous. The values of MIXFRAC at time step 1, 60 and 120 from the dataset were selected for exhibiting the process from the generation to sustaining state of flame as shown in Figure 6 (a), (b) and (c), because MIXFRAC denotes the proportion of fuel and oxidizer and it can reflect the location of the flame: a complete burning will occur when the turbulent mixing rate is less than the chemical reaction rate; when the turbulent mixing rate surpasses the chemical reaction rate, the weak or extinguished burning is indicated. As shown in Fig. 6 (d) -(h), our samples are in the region where burning occurred. In Fig. 6. (d) and (e), we can see that these sample voxels are divided into four categories and our clustering results is based on the time-varying pattern and spatial location of each voxel. Therefore, clustering results can reflect the diffusion movement of the flame. The red region indicates fuel injection region. The white region represents the region where the flame was sustained from the first time step to the last time step. Moreover, the blue region and skyblue region signify the locations of flame evolution over the time series. In order to investigate the temporal behaviours of combustion deeply, we set k = 6 and find red region and white region are stable, while blue region and skyblue region are further subdivided as shown in Fig. 6 (f) . The reason for the phenomenon is that the values of five variables are significant variations in follow-up time steps due to the turbulent reactions in the boundary. Moreover, we compare the results based on our metric, Euclidean distance metric and the Pearson product-moment correlation coefficient metric as shown in Fig. 6 (f) , (g) and (h). Although Fig. 6 (g) and (h) can show the diffusion movement of the flame to a certain extent, their results are promiscuous and there are some error classification. For example, the fuel injection region and the boundary of the flame are classified into the same category incorrectly. In this case, the result of our method can distinguish these regions obviously as shown in Fig. 6 (f) . Scientists can observe the burny and diffused laws in specific locations by selecting its category from our clustering results based on time-varying similarity and spatial distance.
C. CLIMATE DATASET
In this case study, we use the ECMWF ERA-20C datasets (http://www.ecmwf.int/en/research/climate-reanalysis/ era-20c), which contains 360*181 grid points. The monthly mean values of Sea Surface Temperature (SST) and Mean Sea Level Pressure (MSLP) in 1982 and 1983 are selected in our experiments because these two variables are both the significant factors to analyse the variation of climate, such as El Nino phenomenon [32] . Figure 7 (a) , (b) and (c). It seems that there has been no major change from 1982 to 1983. However, variations are actually occurred within a tiny range relative to different reference values in different areas, and these tiny variations are difficult to detect. We utilize three different methods to observe these variations over 24 time steps in 1982 and 1983: K-means algorithm based on the Euclidean distance metric, K-means algorithm based on the Pearson product-moment correlation coefficient metric and our method with w 1 = 1.0 and w 2 = 0.0.
As shown in Fig. 7 (d) , (e) and (f), the blue region corresponds to the land areas. The upper portion of skyblue region represents the Arctic Ocean, which is the coldest ocean in the world. Whereas, a large proportion of the Pacific Ocean and the Indian Ocean is located in tropic and subtropic areas. It is obvious that many data points(orange region in Fig. 7 (e) ) are incorrectly classified as the Pacific Ocean and the Indian Ocean. Therefore, the result of K-means algorithm based on the Pearson product-moment correlation coefficient metric is inappropriate. In fact, the sea surface temperatures decrease with increasing latitudes. However, in Fig. 7 (d) , the data points are classified as the same category(red region). Hence, this characteristic is not reflected in the result of K-means algorithm based on the Euclidean distance metric. By considering reference values and tiny variations, the visualization result of our method is showed in Fig. 7 (f) . With the increasing latitudes, these data points are divided into different categories(red, orange, white, and skyblue). Therefore, we can draw the conclusion that our method not only divides all data points into correct categories, but also effectively reflects this characteristic.
VIII. CONCLUSIONS AND FUTURE WORK
We have put forward a method to recognize the time-varying patterns for multi-variable and time-varying datasets by a dissimilarity-preserving cluster algorithm. TSSIM and spatial distance based on neighborhood are proposed as correlation distance metric to simultaneously consider time-varying similarity and spatial distance. A local modeling theory is introduced in the process of constructing TMS and multidimensional KDE, which not only enables fast parallel computation, but also ensures the computation accuracy for time-varying datasets. Experiments on the synthetic dataset verify that our method is capable of recognizing outliers and distinguishing the voxels with similar time-varying patterns but different spatial locations. Results on real and synthetic datasets demonstrate that our method, which considers multiple variables and temporal information, is effective to recognize the time-varying patterns and outliers. Moreover, our approach has wide-adaptability for different types of datasets by rebalancing their combination forms of time-varying similarity metric and spatial distance metric. In the future, we will further explore a method to optimize adaptively the combination of two metrics on different datasets.
