ABSTRACT Clustering is an important task in data analysis to find a partition on an unlabeled dataset based on similarity relationships among its elements. Typically, such similarity is determined by a proximity measure or distance. Then, the optimal partition is the one that minimizes the distance among elements belonging to the same subset and maximizes the distance among elements from different subsets. The way in which the optimal partition is found is called clustering method. The adequateness of the partition found is commonly determined in terms of a validity index. In this paper, we propose a clustering method referred to as quality-driven search for optimal partition (QDSOC) where the search process of the optimal partition is directly driven by a validity index instead of a proximity measure. Our approach allows to efficiently exploring a large solution space via a breed of genetic algorithm, the so-called eclectic genetic algorithm. Unlike existing clustering methods, the proposed QDSOC offers the optimal partition and provides the mathematical model of such partition in terms of a representation based on membership functions. This model describes the points that belong to the subsets in the partition found. Thus, by using this model, we can predict the membership of new objects without performing the search process again. As part of the experimental evaluation, our proposed QDSOC method is compared with k-means and self-organizing maps (SOMs), which are two well-known clustering approaches. The clustering methods were used to solve a wide sample of clustering problems, and using three different validity indices. From the obtained results, we demonstrate that QDSOC statistically outperforms k-means and SOMs. We also point out that our approach does not incur in excessive computational overhead with respect to such traditional clustering methods.
I. INTRODUCTION
In data science, the analysis of a phenomenon involves objects of interest that can be numerically represented. A typical representation is a vector of the form x = [x 1 , x 2 , . . . , x d ] ∈ R d where x i corresponds to an attribute or property. Given a set X of objects following this representation, a common task is to infer a partition on X that represents a possible grouping of them. This involves a search process in which an initial partition is adapted iteratively until finding the optimal partition. The optimality is relative to a performance measure. If this value is based on an error measure between prior labels of the objects and inferred labels, we are facing a supervised search process. When no prior labels are used, the optimality of the partition is defined in terms of similarity relationships among objects, resulting in an unsupervised search process or clustering. The similarity is usually determined by a metric or distance function distance : X × X → R. The way in which the the set of all possible partitions on X (i.e., space solution) is explored is called a clustering method. In this context, most of the existing clustering methods begin by defining the number k of subsets or clusters in the desired partition. Subsequently, the search process defines a set of k centroids (one for each cluster) and associates each object in X to the nearest centroid based on a distance function. From this association, the centroids are updated until the difference between centroids at subsequent iterations tends to zero or when some other optimality criterion is satisfied. Examples of this approach are k-means and fuzzy c-means [1] - [5] . Other typical methods not following the previous approach are briefly described below:
• Hierarchical clustering. The set of partitions on X are represented as a tree or graph, where nodes are possible clusters. Thus, nodes at the same level integrate a partition. The root node represents a partition with a single subset or cluster that contains all objects in X , while the leaf nodes represent a partition with as many clusters as the number of objects. Under this approach, a nonleaf node is merged or splitted based on some similarity measure [6] - [10] .
• Density based clustering. A partition is a set of dense regions of objects in X that are separated by regions of low density. A dense region is defined by a predefined radius (in terms of a similarity measure) and the number of objects that belong to it. A common example of this clustering approach is DBSCAN [11] - [13] .
• Probabilistic clustering. This approach assumes that the objects in X are drawn from a mixture distribution, where each cluster is described by one or more mixture components [14] .
• Graph theoretic clustering. The objects to be clustered are represented as nodes in a weighted graph. Then, the edges connecting the nodes are weighted by a similarity measure between them. The graph is recursively partitioned into disjoint subgraphs based on several criteria such as minimum cut [15] - [17] . Regardless of the clustering method, the search of the optimal partition is guided by an optimality criterion defined in terms of a proximity measure. This allows to formulate the clustering problem as a general optimization problem. More complex optimality criteria are possible, which in turn can pose non-convex optimization problems not solvable via classic methods (those that iterates along the direction on the steepest slope of the optimality criterion [18] ). Alternatively, methods such as heuristic optimization are preferred, giving rise to the so-called heuristic clustering. In this approach, an initial set of candidate partitions on X is iteratively evaluated and modified until a given optimality criterion is met. Proceeding in this way, a great assortment of clustering algorithms have been proposed [19] - [24] .
In general, the optimality criterion defines an objective function f . Implicitly, f imposes several constraints associated to the shape, arrangement or distribution of the clusters in the partition found. The adequateness of such partion can be determined via a validity index [25] - [29] . Traditionally, the optimal partition (relative to f ) is found via a clustering method and then assigned a validity index. Unlike this approach, we aim to develop a generalized clustering method in which the search process relies directly on the use of such an index. We bypass the problem of qualifying the resulting partition via a given index and, rather, use such index to guide the search process of the partition that optimizes it. In this way, a given validity index becomes the objective function f to be optimized, resulting in a quality-driven search for optimal clustering (QDSOC) which is proposed in this work.
When f is a continuous and differentiable function, the best partition can be found via a classical optimization methods which, as mentioned before, drives the search process along the direction of the steepest slope of f . Unfortunately, depending on the index selected that defines f , there would be no guarantee that such a condition always occurs. Therefore, we could be facing a hard optimization problem with no analytic gradient and non-convex space in its most general form. To deal with this situation, we resort to the use of a heuristic method and propose a generalized heuristic clustering method which unlike similar approaches has the following advantages:
• Usually an heuristic clustering method is subject exclusively to an objective function f that evaluates the adequateness of a feasible partition. Our proposed QDSOC attempts to incorporate into a single method a diverse set of definitions of f (based on a set of validity indices), resulting in a versatile clustering method that is able to find a wide spectrum of solutions.
• Heuristic clustering approaches exhibit high coupling between the objective function f and the way in which a partition is represented or encoded. We propose a novel representation invariant of f that allows us to obtain a method that is able to find a suitable partition relative to any function f . As it will be detailed in Section III-A, such a representation is based on what we have called membership functions.
• A membership function m i ( x) for i = 1, 2, . . . , k is a polynomial expression that determines the membership of x to the i th cluster in a feasible partition. The coefficients that define the set of k membership functions encode a partition. Our proposal finds the coefficients that define those membership functions that induce the optimal partition relative to a given function f .
• The optimal membership functions represent a mathematical model from which it is possible to: a) determine the cluster label of any object x, and b) predict the membership of new objects (not necessarily belonging to initial X ) without starting the search process again.
• Lastly, when prior information about some desired attributes of a partition is available, our approach can determine an index to measure the accomplishment f and find the partition that optimizes such index. For instance, given a gray scale image, we may hypothetically find k clusters of pixels in which the intensity of the pixels is minimal. Defining a proper index, our proposal is able to find the best partition on the image that satisfy the desired properties. The rest of the paper is organized as follows. In Section II, we introduce some basic elements and the notation necessary to describe our proposal. The proposed clustering method is presented in Section III. In Section IV, we show the experimental methodology and its results. Finally, in Section V, we present the conclusions and point out potential advantages VOLUME 6, 2018 and disadvantages about our proposal. Complementary information may be found in Appendices.
II. BACKGROUND
In this section we present the background to discuss and describe our proposal. We begin showing the notation that will be used along our discussion. Important elements for our discussion are shown in subsequent subsections.
A. VALIDITY INDICES
A validity index Q is a measure that allows to determine the adequateness of the results of a clustering process obtained via a clustering method. There are many types of validty indices, which are typically grouped into three categories: 1) external indices that are used to measure the extent to which a partition found match externally-supplied partition (F-measure [30] , NMIMeasure [31] , entropy [32] , purity [33] ); 2) internal indices, which are used to measure the adequateness of the partition with respect to intrinsic information of the dataset [26] ; and 3) relative indices that are used to compare two different partition from different clustering approaches (RAND index and adjusted RAND index [25] ).
By definition, the clustering problem lack prior information. An evaluation via external indices could be biased because, we would be forcing the search process to find only the closest partition to an externally-supplied partition, leaving aside suitable partitions relative to intrinsic structures or relationships of the objects in the dataset. On the other hand, relative indices make a comparison between the resulting partitions of two different clustering methods. Since a clustering method includes a particular search strategy driven by a given optimality criterion, a comparison could be unsuitable and in some cases unfair. Unlike these categories, internal indices do not require a reference partition. They measure the adequateness of a partition, in terms of structural properties of the clusters determined exclusively from the dataset. We have chosen this category to present our proposal, although as mentioned earlier, such a proposal does not depend of a particular set of indices.
B. SOLUTION SPACE AND COMPLEXITY
Formally, a clustering solution is a partition formed by non-empty subsets of X . The number of different instances of may be expressed by the function S(N , k) associated with the Stirling number of the second kind [34] defined as:
Finding the optimal partition implies to explore a large feasible space (for example, given N = 50 and k = 2, S(N , k) ≈ 5.63×10 14 ) . This results in an NP-hard problem [35] wherein the use of an exhaustive method is impractical. Traditional clustering approaches exhibit successful approximations via iterative refinements of a feasible solution based on an optimality criterion. As mentioned, such a criterion is typically defined in terms of a proximity measure, in which case, it is frequently possible to iterate along the direction of the steepest slope of such a criterion, and, in consequence, to exhibit a complexity of polynomial order [36] . Since we want to incorporate intricate optimality criteria that are beyond a proximity measure, such a complexity order could be unreachable in which case the use of an heuristic method becomes necessary.
C. HEURISTIC METHODS
Among many heuristic methods that have arisen, we can mention tabu search [37] , simulated annealing [38] , ant colony optimization [39] , particle swarm optimization [40] and evolutionary computation [41] . Furthermore, among the many variations of evolutionary computation, we find evolutionary strategies [42] , evolutionary programming [43] , genetic programming [44] and genetic algorithms (GAs) [45] . All of these methods are used to find approximate solutions for complex optimization problems. It was proven that an elitist GA always converges to the global optimum [46] . Such a convergence, however, is not bounded in time, and the selection of the GA variation with the best dynamic behavior is very convenient. We rely on a comprehensive study [47] , [48] in which a breed of genetic algorithm, the so-called Eclectic Genetic Algorithm (EGA) [49] , [50] , yielded the best results.
D. CLUSTERING AS A GENERAL OPTIMIZATION PROBLEM
As pointed out, the clustering problem involves a general optimization problem wherein one partition that optimizes an objective function f is found. If the objective function f is expressed in terms of a validity index Q, the clustering problem can be defined as:
where functions g i (·) represent a set of possible constraints that must be satisfied by all instances of . By convention, we formulate the problem as one of minimization, a maximization problem can be treated by the denial of the objective function Q. When an instance of satisfies all constraints, it will be a feasible partition. Let S be a finite set of partitions of a clustering problem and assume each partition ∈ S, can be evaluated and assigned a real number Q( ) indicating its quality in terms of a validity index. Then * ∈ S is a global optimum of Q if Q( * ) ≤ Q( ) ∀ ∈ S and * is a feasible partition.
In order to focus the search process on the feasible region, heuristic methods discriminate among feasible and non-feasible solutions via a penalty function [51] applied to Q( ) as follows:
In other words, the function penalty() allows us to prune the search space, favoring those instances of that satisfy the constraints g i (·). Without loss of generality we assume that constraints have the same importance, so that the penalty() function will be proportional to the number of those constraints that are met. This can be expressed as follows:
where C is a large constant (e.g. O(10 9 )), m is the number of constraints and s is the number of these that are satisfied [52] .
E. DETERMINING THE VALUE OF k
In most clustering methods the number k of subsets (clusters) of must be explicitly specified. This value has important effects on the clustering results. Although there is not a generally accepted approach to this problem, many methods attempting to solve it have been proposed [53] - [55] . Based on these works, we argue that in general an optimal value of k is only possible in the context of quality criteria defined in terms of a metric or an index Q. This would allow us to include k in the search process of which in turn would increase considerably the size of the search space ( N i=2 S(N , i) at worst). Since this could be impractical from the computational view point, we assume in what follows, that the value of k is given a priori (like most clustering methods).
III. PROPOSED CLUSTERING METHOD
We have pointed out that the clustering problem can be stated as one of optimizing an objective function Q that requires a suitable heuristic method to be solved. Base on previous studies briefly described in Section II-C, we have chosen EGA as a suitable heuristic to explore the large space solution that this problem poses. EGA operates on a representation or encoding for each i ∈ S which involves two important challenges: 1) this encoding must be as efficient as possible in terms of memory and 2) invariant to Q. In line with these challenges, in the remaining of this section we discuss our encoding proposal which incidentally, is one of the most important elements of our work. Then, we present in Section III-B the way in which * is found.
A. ENCODING THE CLUSTERING PROBLEM
As mentioned, heuristics involve a set S that contains candidate solution of f . This set is iteratively evaluated and adapted until the optimal value of f is reached. The way in which a candidate solution is represented is known as encoding problem. Given a numerical set , a candidate solution can be encoded by means of a vector s ∈ l whose components represent variables or attributes of the problem to be solved. If = {0, 1}, a solution s ∈ l is a binary string of length l. If ⊆ R, a solution s ∈ l is a real vector in a l-dimensional vector space.
In the context of the clustering problem, the vector s can include different variables that induce what we have called a partition on X which can be denoted as ( s) or simply in what follows. For instance, given = {1, 2, . . . , k}, we can represent a clustering solution as an integer vector s ∈ l , in which, each component represents the cluster's label to which an object x i ∈ X is assigned. For illustration, let X be a dataset in R 2 of the form X = { x 1 , x 2 , . . . , x 10 }, setting k at 3, a possible instance of s would be [1, 1, 3, 2, 2, 3, 3, 1, 2, 2]. This will induce a partition like the one shown in Fig. 1 . In the illustrated case, the length of s depends on the cardinality of X (l = |X |). This could be unsuitable in those scenarios in which X is very large. Other representations that attempt to avoid this obstacle are possible. For example, suppose a solution encoded as a real vector s ∈ R k where its components represent k cluster's centroids. From these centroids, the membership of any x ∈ X can be determined assigning x to the closest centroid [20] , [56] , [57] . Although an strategy based on cluster's centroids decreases the length of s, this can impose important constraints on the geometry of the clusters found (e.g. hyper-spherical clusters) which could not represent adequately clusters with non-convex shapes.
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We propose an encoding in which s defines a mathematical model of . For this, s includes a set of real coefficients, from which, we can obtain a set of k polynomial expressions that define k membership functions m n ( x) ∀ x ∈ X , from which, it is possible to determine the membership of x to the n th cluster (n = 1, 2, . . . , k). This function is expressed as:
where g is the polynomial degree, d is the dimensionality of x and α ij represents the coefficient of the term in which the component x j is power of i. Note that this polynomial does not include all possible terms. In general, the number of terms of a polynomial h(x 1 , x 2 , . . . , x d ) of degree g can be expressed as (g + 1) d . Since a clustering problem can involve high-dimensional data, a membership function with all its terms could be unsuitable from the computational view point.
For simplicity, we have adopted the polynomial expression in Eq. 5. A comprehensive analysis of other possible expressions could be offer a wider family of membership functions, but this is beyond the scope of this work. For illustrative purposes, let's assume g = 1 and d = 2, in which case, a possible encoding of a partition with three clusters (k = 3) would look like the one shown in Fig. 2 . The coefficients set defines the membership functions of the clusters, in this case, the subsets α, β and ω define the clusters 1, 2 and 3 respectively. From Eq. 5, we can see that given an object x, the value m n ( x) is not directly a membership value (a discrete decision value). For this reason, we map the range of m into [0,1] via an ''squashing function.'' Specifically, we use the sigmoid function (frequently employed in neural networks [58] ) as follows:
Let y n ( x) be the membership value of an object x to the n th . This value is obtained via the following expression:
Now, given an object x and a solution s that encodes a set of k membership functions, a set of values y n (for n = 1, 2, . . . , k) can be determined, as it is illustrated in Fig. 3 for k = 3. From the above process the following remarks can be drawn:
• x belongs to at least one cluster.
• x belongs to more than one cluster. There is more than one membership function whose value is one. To deal with this case, the object x is assigned to the cluster represented by any of these functions.
• x does not belong to any cluster (the value of each encoded membership function is zero given x). To deal with this situation, we assign x to an artificial cluster denoted in what follows as C null . Based on the above and considering that s induces a partition ( s) or simply , we can rewrite the objective function as follows:
The additional constraint allows us to avoid those solutions in which, there is an x such that it cannot be assigned to any cluster.
B. SEARCHING THE OPTIMAL PARTITION
The search process implies to find that s * which induces the best relative to an index Q. Such a process requires having previously defined the following elements:
1) The values of the parameters k and g, which, as mentioned above, correspond to the number of clusters and the degree of the membership functions. These values are defined by the user. Other parameters corresponding to EGA are empirically set in accordance to subsection III-C. 2) A validity index Q.
3) An unlabeled numerical dataset X to be clustered. As detailed in Fig. 4 , given the above elements, an initialization process is executed. From this process, an initial set S of possible instances of s (candidate solutions), following the proposed encoding, is obtained.
The set S is iteratively adapted by means of an heuristic which, performs random alterations and recombinations on S to produce new instances. For an evolutionary heuristic as EGA, these alterations and recombinations correspond to typical operators of selection, mutation and crossover. The fitness of a new instance is based on the evaluation of the objective function (Eq. 8) defined in terms of Q. The instances that cause non-compliance of the objective function's constraints, are penalized (see subsection II-D). Those new instances that exhibit a better fitness than the existing in S, are added to it. Then, S is sorted by the fitness of each instance s ∈ S and truncated to preserve only the fittest instances, where denotes the initial size of S. As shown in Fig. 4 , the adaptive process of S is carried out until an stop criterion is met. At the end, the set S will contain the fittest instance s * which induces the best partition on X relative to Q. As stop criterion, we have used a predefined value corresponding to the maximum number of iterations, denoted in what follows as G. The setting of this value is discussed in subsection III-C.
The above is formalized in Algorithm 1 wherein the functions initialize and evaluate correspond to the process of initialization and evaluation in the schematic diagram. The function alter_and_recombine depends on the chosen heuristic. For EGA, this function corresponds to the typical operators of mutation, crossover and selection (for details see [49] ). Finally, when the stop criterion is meet the functions get_top and get_labeled_dataset are called. The first, returns the fittest s * from S, while the second function obtains a labeled dataset X based on s * and X . The setting of important parameters as and G are discussed in subsection III-C.
In summary, our proposed QDSOC is an heuristic clustering method with the following characteristics:
• A novel encoding strategy in which a real vector s ∈ R l defines a set of k polynomial expressions, the so-called membership functions.
• The value of l is invariant to the cardinality of X . This value can be expressed as l = ((g · d) + d) · k where g is the degree of the membership functions, d is the dimensionality of the dataset, and k is the number of subsets in (clusters).
• The membership of all objects x ∈ X is determined by the membership functions. • When g > 1, the set of encoded coefficients in s allows us to define families of non-linear polynomials that can represent non-linear boundaries between clusters (clusters with non-convex hulls are possible).
• Unlike other clustering methods, our method returns the model of * from which, we can predict the membership of new objects without executing the search process again. In this sense, our method is a model-based clustering approach [59] , [60] , [61] .
C. PARAMETERS SETTING
Algorithm 1 involves the setting of two important parameters: 1) the maximum number of iterations denoted as G and 2) the cardinality of S denoted as . These parameters are part of the heuristic, whatever it is. The heuristic selected (EGA), additionally requires to set the parameters P c (crossover probability) and P m (mutation probabilitiy). To determine the values of , P c and P m , we conducted an experimental process that allows us to arrive at the best values of them empirically. Important detail about this process are described in Appendix A. The resulting values are shown in Table 2 . As part of the tuning of the EGA, we rely on [47] and [48] that analyzes the convergence from which an empirical value of generations G can be obtained. Such study is based on the fitness exhibited throughout the adaptive process of five different GAs when a set of functions are optimized. Among these functions, the study considers the following functions: VOLUME 6, 2018 1) Benchmark functions which particular properties as nonlinearity, non-convexity and multimodality, 2) Non-linear functions with non-linear constraints that represent hard optimization problems and 3) Royal Road functions designed by Mitchell et al. [62] to investigate schema processing and recombination in GAs. According to the findings in [47] and [48] , EGA is able to identify the largest number of schemata before iteration 500. Hence, it is reasonable to assume that, after 500 generations, EGA will have found an optimal or near optimal value for any validity index. Attending to this, we consider G = 500.
IV. EXPERIMENTAL PROCESS
Usually, a clustering method is evaluated via labeled datasets (e.g., iris, wines, cars, [63] ). Given a labeled dataset, the method to be evaluated attempts to find the closest partition to the partition induced by the prior class labels. The closeness between these partitions defines a performance measure. This approach can be misleading because the class labels may not always match the subsets (clusters) of a partition on X . For example, some classes may form large clusters, or a class may be split into multiple clusters. In general, given a clustering problem, there is not an optimal solution. A solution is "optimal" only under the observer's beliefs or prior information about the problem to be solved. In other words, such an optimality would be possible only in the context of a quality criterion. In this context, in this section we describe the experimental evaluation which supports that our QDSOC approach is statistically suitable. As we have pointed out, a quality criterion can be defined in terms of a validity index Q. For experimental purposes, the clustering methods k-means and SOMs were selected to establish a relative performance criterion because they have been widely reported in the literature, showing a remarkable reliability for many problems [61] , [64] - [68] . Then, these two unsupervised methods and our proposed QDSOC were used to solve a wide sample of clustering problems. In this sense, the problems to be solved are unbiased, implying that there is not prior information relative to the distribution, labels, arrangement or shape of the clusters. To this end, the way in which clustering problems were generated is detailed in Appendix B. As a result, we obtained a reservoir of 10,000 clustering problems for our experimental evaluations. Moreover, for generalization purposes, in the following we propose how to gauge statistically the performance of the considered clustering methods.
A. GAUGING THE PERFORMANCE OF A CLUSTERING METHOD
We establish how an unsupervised method can be evaluated from a reservoir of clustering problems (denoted in what follows as P). Let A be an unsupervised method and let Q be a validity index. The performance of A is determined as follows:
1) From P, a subset P of size N = 36 is randomly selected. 2) For all p i ∈ P a clustering solution i is obtained via A.
3) For each i , a quality value relative to Q is calculated and denoted as Q i .
4) An average valueQ
Steps 1-4 are repeated until the values ofQ j distribute normally after M iterations. The mean and standard deviation of the resulting normal distribution are denoted by µ and σ , respectively. In this work, we set M = 85 based on an experimental value reported in [24] , which ensures that when M values ofQ j have been calculated, these are normally distributed ∼ N (µ , σ ). The mean µ and the standard deviation σ of the population's distribution of Q can then be approximated as follows:
From these statistics, it is possible to characterize the performance of any unsupervised method relative to a given index Q. In the following subsection, we present the results of such a characterization for QDSOC, k-means and SOMs relative to Davis Bouldin (DB) index [25] , [26] . Then, we also compare the three clustering methods using two additional indices known as Scattering and Dispersion (SD) [25] , and Dunn and Dunn (DD) [69] . Table 3 shows the performance results in terms of µ and σ for DB index using QDSOC, k-means and SOMs. Recall that an smaller value of DB indicates a better value. The confidence interval with a significance level of α = 0.05 has been included (µ ± z α/2 σ with z α/2 = 1.96). Based on these results, we know that, with probability 0.95, the average values of DB index will lie in these intervals when QDSOC, k-means and SOMs are used. We calculate the confidence interval for the difference between two methods, relative to the value of Q, is given by:
B. PERFORMANCE RESULTS RELATIVE TO DB INDEX
We assume that µ 1 and σ 1 are the results achieved by QDSOC, while µ 2 and σ 2 are the results achieved by any other approach. From Eq. 11, the confidence intervals of the differences relative to DB index between QDSOC and other methods (k-means and SOMs) are shown in Table 4 . With probability 0.95, relative to DB index, the difference between QDSOC and k-means will lie in the interval [−0.048, 0.008]. When such difference is negative, QDSOC outperforms k-means (recall that a smaller value of DB indicates a better value). Based on this assumption, we can determine the proportion of the confidence interval with negative values. This proportion is illustrated in Fig. 6 . In this case, such a proportion is 86%. Since the full interval corresponds to a probability of 0.95, the probability of the interval with negative values can be expressed as 0.86 * 0.95 = 0.81. It means that in general, QDSOC will outperform k-means with a probability of 0.81 when DB index is used. Following the same logic, the proportion of negative values in the interval [−0.110, −0.055] is 100% (see Fig. 7 ). Thus, we can ensure with probability 0.95 that QDSOC will outperform SOMs using DB index.
C. PERFORMANCE RELATIVE TO OTHER INDICES
As mentioned earlier, the above experimental process was applied using two additional validity SD and DD indices. Like the DB index, a smaller value of SD index indicates a better quality of a clustering solution. In the case of DD index, a higher value indicates a better solution. In Table 5 are shown the results of these indices. From these results and based on Eq. 11, the confidence interval for differences among methods are calculated and shown in Table 6 . Like previous section, we calculated the proportion of the confidence intervals in which QDSOC outperforms k-means and SOMs, when SD and DD are used. In the case of DD, such a proportion is defined by those positive values in the interval (recall that a higher value of DD indicates a better solution). Having determined the proportions, we calculate the probabilities that QDSOC outperforms the other methods (assuming a confidence value of 95%). The corresponding proportions and probabilities for SD and DD indices are shown in Table 7 and 8 respectively. 
D. GENERAL PERFORMANCE
From the above discussion, we have determined the probability that QDSCOC outperforms a method A i (k-means or SOMs). This probability is denoted as VOLUME 6, 2018 
P(QDSOC A i
). In Table 9 P(QDSOC k-means) and P(QDSOC SOMs) corresponding to DB, SD and DD are shown.
With a probability greater than 0.7, QDSOC will outperform k-means and SOMs when DB, SD and DD indices are used. This does not imply that our method is the best in all cases. Rather, we statistically quantify the likelihood that our proposal is relatively superior to the two alternative methods considered.
V. CONCLUSIONS
We have proposed a new clustering method, referred to as QDSOC, in which the search process of the optimal partition is driven by a validity index. We pointed out that such a search implies to explore a large space solution. Given that there are many ways in which an index is defined, it is not always possible to guarantee the conditions that allows us to explore along the direction of the steepest slope of the function induced by this index. For these reason, we resort on a suitable heuristic. Although our proposal does not depend on a particular heuristic, we decided to use EGA based on previous studies that confirm its effectiveness.
An extensive experimentation was carried out to statistically determine the performance improvement of the proposed method over two well-known clustering methods. Each experiment involved solving a clustering problem via QDSOC, k-means and SOMs as well as evaluating the solution achieved by each method, through a given validity index. The indices used were DB, SD and DD. From the total exper|iments (about 9,180), we observed that statistically QDSOC outperforms k-means and SOMs.
Although QDSOC uses a common set of validity indices, we can include any other index, from which the best partition on a dataset will be found. Indeed, it is possible to propose a validity index that evaluates desired properties of the clusters, based on prior information about the problem that the dataset represents. For instance, given a gray scale image, we may want to find k clusters of pixels in which the intensity of the pixels is as minimal as possible. Defining a proper index, QDSOC can be applied to find the best partition on the image that satisfy the desired properties. In this sense, QDSOC can be considered a generalized clustering method that does not depend on a single criterion to guide the search of the optimal partition.
The versatility to include any index is possible thanks to a novel encoding strategy. Unlike other meta-heuristic approaches, the way in which a solution is encoded is invariant to any optimality criterion. This encoding define a clustering solution as a set of polynomials from which the membership of x ∈ X can be determined. The parameter g can be represent the freedom degree of these polynomials. In consequence, for certain values of g, clusters with non-linear boundaries can be possible.
It is worth noting that traditional clustering methods return the label of the cluster to which the object x ∈ X must be assigned. In contrast, our method suggest a mathematical model of (membership functions) from which it is possible to: 1) determine the cluster label of any object x, and 2) predict the membership of new objects (not necessarily belonging to initial X ) without executing the search process again. The computational cost of our method relative to alternative (simpler) clustering methods is higher. But, this fact is compensated by the quality (in terms of a given validity index) of the solution found.
.
APPENDIX A EMPIRICAL PROCESS FOR SETTING HEURISTIC PARAMETERS
An important element in the performance of any heuristic is the way in which its parameters are set. Many attempts to solve this problem have been reported [70] - [73] . Most of them have important dependencies associated to the properties of the problem that disable the generalization of the suggested optimal values. We conducted an experimental process to determine the most suitable parameters setting relative to the characteristics of our problem. A parameters setting can be defined as m-tuple of the form τ = [p 1 , p 2 , . . . , p m ] that includes those parameters p i that are necessary to execute H (e.g. population size, crossover and mutation probabilities). Given a heuristic H , the experimental process is summarized as follows:
1) The domain for each parameter p i is previously defined.
2) A random set of possible instances of τ is systematically generated (about 300 different instances). Such a set is denoted as I. 3) From I, an instance τ i is randomly chosen. 4) A set of 32 clustering problems (from a reservoir described in Appendix B) is solved via Algorithm 1 using H with the parameters τ i . Based on the solutions obtained, an average value is calculated and taken as a performance value F i . 5) Step 3 is repeated until i = 300. 6) The instance that achieves the best value of F i is selected as the most suitable setting. The above process was executed with EGA using the indices SD, DB, DD. We reformulated every index as an objective function that requires to be minimized and whose range is the interval [0, 1]. When EGA is running, we got snapshots of the value of the index to be optimized every 50 generations. This allows us to obtain the value of performance F throughout the adaptive process. In Fig. 8 is shown the value of F obtained by the top 5 instances of τ throughout 500 iterations.
The best instance of τ is that with the fastest convergence and the best value of F. The values of such an instance was shown in Table 2 . 
