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Detekcia a sledovanie viacerých osôb je náročný problém s vysokým aplikačným poten-
ciálom. Náročnosť problému je spôsobená hlavne zložitosťou scény a vysokou variabilitou
v artikulácii a vzhľade osôb. Cieľom tejto práce je navrhnúť a implementovať systém schopný
detekcie a sledovania viacerých osôb vo videu z jednej statickej kamery. K tomuto účelu bola
navrhnutá on-line metóda založená na princípe sledovania pomocou detekcie. Navrhnutá
metóda kombinuje detekciu, sledovanie a združovanie odoziev k dosiahnutiu presných vý-
sledkov. Implementácia bola vyhodnotená na dostupnom datasete a výsledky ukázali, že
je použiteľná k tomuto účelu. K zlepšeniu výsledkov sledovania bola navrhnutá a imple-
mentovaná robustná metóda segmentácie pohybu. Okrem toho, implementácia detektora
založeného na histograme orientovaných gradientov bola zrýchlená s využitím grafického
procesoru (GPU).
Abstract
Multiple person detection and tracking is challenging problem with high application po-
tential. The difficulty of the problem is caused mainly by complexity of scene and large
variations in articulation and appearance of person. The aim of this work is to design and im-
plement system capable of detecting and tracking people in video from static mono-camera.
For this purpose, an online method for tracking has been proposed based on tracking-by-
detection approach. The method combines detection, tracking and fusion of responses to
achieve accurate results. The implementation was evaluated on available dataset and the
results show that it is suitable to use for this task. A method for motion segmentation was
proposed and implemented to improve the tracking results. Furthermore, implementation
of detector based on histogram of oriented gradients was accelerated by taking advantage
of graphics processing unit (GPU).
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V posledných rokoch sa kamerové systémy stávajú čoraz častejšie súčasťou najrôznejších
oblastí. Aplikačný potenciál a množstvo informácie získanej spracovaním ich výstupu je
vysoké a preto systémy k spracovaniu videa sú nasadzované v rozličných sférach. Aktuálne
sa experimentuje s ich použtím v oblastiach ako analýza dopravy, kontrola kvality výrobkov,
analýza chovania v nákupných strediskách alebo získavanie informácii v rámci športových
podujatí.
Jedným z týchto problémov je sledovanie osôb, kde cieľom je detekovať a následne
sledovať všetky viditeľné osoby v rámci komplexných scén s množstvom prekryvov. Takéto
systémy potom nachádza využitie hlavne v dohľadových a bezpečnostných systémoch, ktoré
majú zabrániť osobám vstupu alebo predchádzať nebezpečným situáciam. Ďalším z príkla-
dov využitia možu byť rôzne odvetvia priemyslu, kde sa dané systémy uplatňujú k reakcii
na chovanie osôb. Keďže systémy k sledovaniu osôb majú široké využitie, bol v posledných
rokoch evidovaný značný pokrok v tejto oblasti. Stále sa ale jedná o nevyriešený problém a
to z dôvodu jeho náročnosti. Tá je spôsobenej hlavne vysokou vnútrotriednou variabilitou,
kde jednotlivé osoby sa líšia svojim vzhľadom, pózou a artikuláciou.
Táto práca sa zameriava na riešenie problému sledovania osôb využitím prístupu sle-
dovania pomocou detekcie (angl. tracking-by-detection). V rámci riešenia bol navrhnutý
systém spájajúci detekciu osôb zloženú z viacerých modelov a robustný tracker objektov.
Po návrhu celého systému boli navrhnuté jednotlivé časti a to detekcia osôb založená na
kombinácii niekoľkých modelov určených k detekcii celého tela a niekoľkých modelov k
detekcii vrchnej časti tela, ďalej segmentácia pohybu, sledovanie viacerých objektov a zdru-
žovanie sledovacích a detekčných odoziev. Po implementácii celého systému a jednotlivých
častí bol detektor založený na histograme orientovaných gradientov urýchlený implementá-
ciou využívajúcou grafický procesor. Implementácia systému bola vyhodnotená s použitím
dostupného datasetu a výsledky ukázali, že systém je možné použiť k danému účelu.
V texte tejto práce budú čitateľovi najprv predstavené teoretické základy k riešeniu da-
ného problému. Bude sa jednať o metódy detekcie a sledovania objektov, klasifikácie vzorov
a segmentácie pohybu. V ďalších kapitolách bude podrobne popísaný návrh systému ako
celku a jeho jednotlivých stavebných blokov. Následne bude predstavený postup urýchlenia
jednotlivých blokov systému. V ďalšich kapitolách bude popísaná implementácia systému a
jeho častí. Výsledky vyhodnotenia budú diskutované v záverečných fázach a na koniec bude
predstavený postup ďalšieho možného riešenia projektu.
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Kapitola 2
Metódy používané k detekcii a
sledovaniu osôb
Detekcia a sledovanie osôb je jedným z problémov v oblasti počítačového videnia. Jedná
sa o náročný problém hlavne z dôvodu vysokej vnútrotriednej variability, čo je spôsobené
rôznorodým vzhľadom, oblečením, pózou, ale aj osvetlením alebo prekryvmi s prekážkami.
Riešenie tohto problému je kľúčovým prvkom pre množstvo aplikácií vrátene dohľadových a
bezpečnostných systémov, systémov k modelovaniu správania alebo k interakcii s počítačom.
Aj keď v posledných rokoch sa detekcia a hlavne sledovanie osôb stalo aktívnym problémov
vo výzkume, vzhľadom k jeho náročnosti, ten stále zostáva nie úplné vyriešený.
Kedže téma tejto diplomovej práce spadá do oblasti počítačového videnia, ktorá je
komplexná, táto kapitola obsahuje len teoretické časti, ktoré sú z pohľadu riešenia daného
problému dôležité. V tejto časti textu bude preto čitateľ oboznámený s problematikou
detekcie a sledovania osôb a s metódami používanými k jej riešeniu. V závere kapitoly budú
predstavené dostupné nástroje, knižnice a technológie, ktoré je možné k riešeniu daného
problému použiť.
2.1 Súvisiace práce
Do súčasnej doby bolo v oblasti detekcie a sledovania osôb vyvinuté značné množstvo úsi-
lia a je evidovaný významný pokrok. Keďže sa stále ale jedná o aktívnu oblasť je možné
nájsť množstvo prístupov, ktoré boli navrhnuté k riešeniu tohto problému. Navrhované me-
tódy sa zvyčajne líšia svojou presnosťou, stabilitou a výpočtovou zložitosťou. V tejto časti
textu bude predstavený stručný prehľad súvisiacich metód, ktoré z pohľadu riešenia prob-
lému môžu byť pre čitateľa zaujímavé. Podrobnejší popis metód je možné nájsť v niektorej
z nasledujúcich častí textu tejto kapitoly, prípadne v odkazovanej literatúre.
Histogram orientovaných gradientov, ktorý predstavil Dalal a Triggs [9], je jeden z prí-
znakových deskriptorov navrhnutých práve k detekcii osôb v obraze. Základná myšlienka
spočíva v tom, že lokálne môže byť vzhľad objektu charakterizovaný pomocou distribú-
cie orientácií lokálnych gradientov aj bez presnej znalosti ich pozície. Detekcia je potom
založená na prechádzaní obrazu pomocou kĺzavého okna. V každej pozícii tohto okna sú
extrahované príznaky, pomocou ktorých je určené či sa jedná, prípadne nejedná o objekt
záujmu. Autori ku klasifikácii používajú lineárnu variantu SVM (Support Vector Machine)
modelu. Podrobnejší popis extrakcie príznakov je možné nájsť v kapitole 2.2 a princíp kla-
sifikácie pomocou SVM modelu je vysvetlený v kapitole 2.4.
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Felzenszwald a ďalší [12] rozšírili predchádzajúci model pomocou hviezdicovej štruktúry
na model jednotlivých častí ľudského tela. Model je definovaný koreňovým filtrom a sadou
čiastočných filtrov s pridruženými deformačnými modelmi. Každá časť modelu zachytáva
lokálne vlastnosti vzhľadu objektu a detekcia je založená na deformačných modeloch tréno-
vaných pomocou diskriminačnej metódy. Popis tejto metódy je možné nájsť v kapitole 2.2,
kde je podrobne vysvetlený princíp jej fungovania.
Prístup, ktorý kombinuje informáciu o tvare a informáciu o textúre bol predstavený
Wangom a ďalšími [23]. Informácia o tvare je popísaná pomocou spomínaných histogramov
orientovaných gradientov a textúra pomocou bunkovo štrukturovaných LBP (Local Binary
Patterns) príznakov. K riešeniu problému s prekryvmi sú spoločne s globálnym detektorom
zavedené čiastočné detektory. K riešeniu potom prispieva konštrukcia pravdepodobnostnej
mapy prekryvou, ktorá je segmentovaná pomocou mean-shift algoritmu.
Andriluka a ďalší [1] rozšírili jeden z používaných detektorov k detekcii artikulácie tela
spoločne s detekciou končatín. Artikulácia tela osoby je popísaná pomocou lokálnych prí-
znakov, ktoré modelujú vzhľad jednotlivých častí. Možná artikulácia a časová koherencia
v cykle chôdze je potom modelovaná pomocou hierarchickej Gaussovskej latentnej premen-
nej.
Benenson a ďalší [2] predstavili detektor chodcov, ktorý je schopný behu pri frekvencii
135 snímkov za sekundu s využitím grafického procesoru (GPU). Základom ich prístupu
je zmena mierky príznakov a nie obrazu aplikovaná na HOG príznaky. Silný klasifikátor je
postavený nad sadou rozhodovacích stromov, kde každý strom obsahuje tri klasifikátory.
K ďalšiemu zrýchleniu detekcie používajú stixely využívajúce informáciu o hĺbke.
Postup prezentovaný Breintensteinom a ďalšími [8] je založený na použití HOG detek-
tora, prípadne ISM (angl. Implicit Shape Model) detektora, k lokalizácii osôb a časticového
filtra (angl. particle filter) k predikcii ich pozície. Tracker je inicializovaný na základe detekcií
v blízkosti hraníc obrazu, aby sa tak predišlo falošným detekciám od podobných objektov
na pozadí. K riešeniu problému párovania detekcií s odozvami z trackera používajú tzv.
hladný algoritmus (angl. Greed algorithm).
Benfold a Reid [3] prezentujú systém využívajúci asynchronnú detekciu založenú na
HOG príznakoch a KLT (Kanade-Lucas-Tomasi) tracker. Detektor je implementovaný na
grafickom procesore a trénovaný pomocou snímkov hlavy. Výstupy detektora sú priradené
k jednotlivým odozvám trackera pomocou MCMC (angl. Markov-Chain Monte-Carlo) zdru-
žovania dát. Ako súčasť práce, autori predstavili anotovaný dataset použiteľný k vyhodno-
teniu systémov k sledovaniu osôb.
Množstvo práci sa zaoberá sledovaním objektov, pričom do úvahy sú brané hlavne po-
žiadavky na výpočtovú náročnosť a presnosť. Metóda k dlhodobému sledovaniu objektu
využívajúca učenie sa inštancie objektu v reálnom čase bola predstavená Kalalom a ďalšími
[17]. Detektor lokalizuje inštanciu objektu a koriguje sledovanie ak je to nutné. Komponenta
určená k učeniu sa objektu inicializuje detektor a v priebehu sledovania ho aktualizuje. Pod-
robný popis tejto metódy je možné nájsť v kapitole 2.5.
Henriques a ďalší [16] popísali metódu určenú k sledovaniu jedného objektu založenú
na korelačnom filtre a HOG príznakoch namiesto samotných hodnôt pixelov. Sledovanie je
formulované ako regresný problém pre učenie korelačného filtra. Diskriminačný klasifikátor
je trénovaný pomocou vzoriek v okolí objektu v rôznych preloženiach. V kapitole 2.5 je
možné nájsť vysvetlenie a podrobný popis fungovania algoritmu.
Danelljan a ďalší [10] rozšírili standardný diskriminačný korelačný filter na filter založený
na pyramídovej reprezentácii využívajúci viac-dimenzionálne príznaky. Autori používajú
HOG príznaky pre translačný filter a zlučujú ho s intenzitami obrazu. Filter je aktualizo-
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vaný a nová poloha v ďalšom snímku je ustanovená pomocou extrakcie príznakovej mapy
v predpokladanej cieľovej pozícii.
2.2 Detekcia objektov
Detekcia objektov si kladie za cieľ nájsť všetky inštancie určitého objektu vo vstupnom
snímku. V sledovacích systémoch sa tieto metódy zvyčajne používajú k inicializácii alebo
prípadným korekciám trackera. Algoritmy typicky spočívajú v extrakcii určitej informácie
(tvaru objektu, kontúr objektu, hĺbkovej informácie a podobne) a učení sa definovaného
objektu k rozpoznávaniu inštancií v rámci snímku. V tejto kapitole budú popísané metódy
používané k detekcii objektov.
Kaskádový klasifikátor založený na Haarových príznakoch
Kaskádový klasifikátor označuje postup spojenia určitého počtu slabých klasifikátorov do
jedného silného klasifikátora, ktorého úspešnosť je vyššia ako úspešnosť ktorejkoľvek z jeho
častí. Tieto klasifikátory sú aplikované na región záujmu až kým kandidát nie je odmietnutý,
prípadne nie sú prejdené všetky stupne kaskády.
Kaskádový klasifikátor založený na Haarových príznakoch predstavil Viola a Jones [21].
Haarove príznaky sú vstupom jednotlivých klasifikátorov a využívajú informáciu o zmene
kontrastu v rámci skupiny pixelov. Trénovanie je založené na algoritme AdaBoost, kde
vstupom je množina pozitívnych a negatívnych snímkov. Detekcia je potom založená na
princípe kĺzavého okna, kde objekt je vo vstupnom snímku hľadaný na rôznych pozíciách
v rôznych škálach.
Haarove príznaky Haarove príznaky sú jednoduché obdĺžnikové príznaky určené k po-
pisu časti obrazu pracujúce len s jeho intenzitou. Hodnota príznaku je počítaná ako rozdiel
súčtu jednotlivých intenzít pixelov v regiónoch. Príznaky je možné vypočítať veľmi rýchlo
s využitím integrálneho obrazu, kde je každá hodnota daná súčtom hodnôt v regióne. Hod-





kde 𝑖(𝑥, 𝑦) je hodnota originálneho vstupného obrazu na pozícii (𝑥, 𝑦). S použitím výpočtu
𝑖𝑖(𝑥, 𝑦) = 𝑖𝑖(𝑥− 1, 𝑦) + 𝑠(𝑥, 𝑦 − 1) + 𝑖(𝑥, 𝑦), (2.2)
kde 𝑠(𝑥, 𝑦) je kumulatívna suma v riadku, je možné vypočítať integrálny obraz v jedinom
prechode originálnym obrazom.
Ukážku rôznych Haarových príznakov je možné vidieť na obrázku 2.1. Príznaky sa líši
svojim tvarom, pozíciou v rámci obrazu alebo škálou. Treba zdôrazniť, že existuje veľký
počet dostupných príznakov (napríklad pri veľkosti 24× 24 pixelov máme viac než 180000
možností). Haarove príznaky sa vyznačujú rýchlym výpočtom a zachytáním informácií o lo-
kálnej frekvencii, čo znamená, že sú použiteľné ako slabé klasifikátory v rámci kaskádového
klasifikátora.
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Obr. 2.1: Ukážka niekoľkých typov Haarových príznakov.
Trénovanie klasifikačnej funkcie Majme množinu trénovacích dát zloženú z pozítiv-
nych snímkov obsahujúcich objekt záujmu a negatívnych snímkov obsahujúcich pozadie,
respektíve iné objekty. Nad touto sadou dát pracuje algoritmus AdaBoost (Adaptive Boos-
ting) [14], ktorý je použitý ako k výberu trénovacích vzoriek, tak aj k trénovaniu klasifiká-
tora. Jedná sa o metódu, ktorá umožňuje spojenie slabých klasifikátorov s chybou menšou
ako 0.5 do jedného silného klasifikátora.
Uvažujme vstupné snímky {(𝑥1, 𝑦1), . . . , (𝑥𝑛, 𝑦𝑛)}, kde 𝑦𝑖 = 0 pre negatívne a 𝑦𝑖 = 1
pozitívne snímky. Váhy sú inicializované cez všetky dáta a vlastný algoritmus prebieha v 𝑇
iteráciach, kde pre každé 𝑡 = 1, . . . , 𝑇 je
1. vybraný najlepší slabý klasifikátor s najnižšou chybou na dátach
2. vypočítaná chyba a váha klasifikátora
3. aktualizovaná hodnota váhy
Tento algoritmus iteratívne minimalizuje chybu na trénovacích dátach, ktorá klesá expo-
nenciálne rýchlo limitne k nule. AdaBoost sa vyznačuje dobrou generalizáciou, ale nie je
príliš odolný voči šumu v dátach.






ktorý vznikol lineárnou kombináciou slabých klasifikátorov, v tomto prípade Haarových prí-
znakov v rôznych pozíciách, veľkostiach a škálach. Kaskáda klasifikátorov je potom zložená
zo stupňov vytvorených pomocou algoritmu AdaBoost a prahu k minimalizácii falošných
negatívnych odoziev.
Obr. 2.2: Kaskáda klasifikátorov 𝐻𝑖(𝑥).
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Táto kaskáda odpovedá degenerovanému rozhodovaciemu stromu (viď. obrázok 2.2) a
je založená na predpoklade, že väčšina výrezov v obraze neobsahuje objekt. Každý stu-
peň kaskády efektívne odmieta výrezy obsahujúce pozadie alebo ich preposiela do ďalšieho
zložitejšieho stupňa k spracovaniu. Týmto prístupom je tak možné dosiahnuť nižšiu dobu
spracovania.
Detektor založený na histograme orientovaných gradientov
Histogram orientovaných gradientov (HOG) [9] je príznakový deskriptor používaný v oblasti
počítačového videnia k detekcii objektov. Deskriptor a jeho extrakciu predstavil Dalal a
Triggs primárne k detekcii osôb. Popis algoritmu v tejto kapitole je taktiež založený na
tejto práci [9].
Základná myšlienka spočíva v rozdelení vstupného obrazu na regióny, kde cez jednot-
livé pixely je akumulovaný lokálny histogram orientácií gradientov (hrán). Deskriptor vektor
vzniknutý kombináciou histogramov v rámci regiónov a následne v rámci okna je privedený
do lineárneho SVM modelu (viď. sekcia 2.4) pre klasifikáciu objektov. Reprezentácia zachy-
táva štruktúru hrán, ktorá je charakteristická svojim lokálnym tvarom a keďže pracuje na
lokálnej úrovni regiónov, je táto reprezentácia invariantná voči geometrickým a fotometric-
kým transformáciám. Zreťazená extrakcia príznakov pozostáva zo 6 hlavných krokov, ktoré
budú popísané v nasledujúcom texte.
Farebný model a normalizácia V rámci detekčného okna (využívaný je princíp kĺza-
vého okna) je použitý farebný model RGB bez použitia gamma normalizácie. Normalizácia
má len zanedbateľný dopad a v takom prípade môže byť použitá gamma kompresia pomocou
druhej odmocniny (square root gamma compression) pre každý farebný kanál.
Výpočet gradientu Gradienty sú počítane pre každý farebný kanál osobitne a kanál
s najväčšou normou je potom vybraný ako výsledný vektor. To je vykonané pomocou jed-
noduchej jedno-dimenzionálnej jadrovej [−1, 0, 1] masky pri nultom rozpätí gradientu 𝜎.
Akumulácia histogramu na základe orientácie Okno je rozdelené na hustú mriežku,
kde lokálny región veľkosti 8× 8 pixelov je nazývaný bunka (cell). Pre každý pixel v rámci
bunky je počítaná vážená voľba pre hranovo orientovaný histogram založený na orientácii
gradientov. Voľby sú vážené samotnou magnitúdou a akumulované do 9 intervalov orientácie
0° − 180° cez bunky. Voľby sú potom interpolované medzi susednými intervalmi v rámci
orientácie a pozície z dôvodu obmedzenia antialiazingu.
Normalizácia a deskriptor bloky Bunky sú kombinované do blokov o veľkosti 16× 16
pixelov, tzn. 2× 2 blokov buniek, k lokálnej normalizácii veľkosti gradientov. Normalizácia
kontrastu je vykonaná pre bloky jednotlivo a výsledný vektor je vektor zložený zo všetkých
komponent všetkých blokov v rámci okna. Bloky sa typicky prekrývajú (krok 8 pixelov a
teda 4-násobné pokrytie každej bunky) tak, aby každá bunka prispievala v rámci viace-
rých komponent výsledného deskriptora. Je užitočné váhovať pixely v blízkosti hrán bloku
aplikáciou Gaussovského okna s parametrom 𝜎 = 8 pre každý pixel pred akumuláciou
orientovaných volieb do buniek. L2-norma nasledovaná obmedzením maximálnej hodnoty
deskriptor vektora na 0.2 a renormalizáciou (známa ako L2-hys norma) je použitá ako
normalizačná schéma pre blok.
9
Okno detektora K detekcii je použité okno o veľkosti 64×128, kde je počítané s okrajom
veľkosti 16 pixelov okolo osoby na všetkých stranách.
Klasifikátor Ako klasifikátor je najčastejšie používaná lineárna SVM (Support Vector
Machine). Podrobný popis tohto algoritmu je možné nájsť v kapitole 2.4.
Deformable Part Models
Deformable Part Models detektor [12] je založený na princípe klasifikácie pomocou kĺza-
vého okna, kde modelom je kolekcia šablón organizovaná do deformovateľnej konfigurácie.
Tento model je charakterizovaný pomocou modelov jednotlivých častí objektu a geometric-
kého modelu zachytávajúceho vzťah medzi týmito časťami. Všetky modely sú založené na
lineárnych filtroch, ktoré sú aplikované na husté mapy príznakov. V praxi sú ako príznaky
použité HOG (histogram orientovaných gradientov) príznaky (viď. predchádzajúca kapitola
2.2). Odozva filtra je potom definovaná ako∑︁
𝑥′,𝑦′
𝐹 [𝑥′, 𝑦′] ·𝐺[𝑥 + 𝑥′, 𝑦 + 𝑦′], (2.4)
čo odpovedá skalárnemu súčinu filtra 𝐹 na pozícii (𝑥, 𝑦) a okna v mape príznakov 𝐺 na
pozícii (𝑥, 𝑦).
Odozvy sú počítané na rôznych pozíciach (𝑥, 𝑦) a škálach 𝑙 v rámci vstupného obrazu
s využitím príznakovej pyramídy, ktorá definuje mapy príznakov v rôznych škálach. Táto
pyramída je počítaná ako škálovacia obrazová pyramída s využitím vyhladzovacieho filtra
a podvzorkovania 𝜆. Odozva filtra 𝐹 na pozícii 𝑝 = (𝑥, 𝑦, 𝑙) je potom počítaná ako
𝐹 ′ · 𝜑(𝐻, 𝑝), (2.5)
kde 𝜑(𝐻, 𝑝) označuje vektor obdržaný konkatenáciou príznakových vektorov v rámci okna
príznakovej pyramídy 𝐻 na pozícii (𝑥, 𝑦) v 𝑙-tom levele pyramídy. Veľkosť okna je implicitne
daná dimenzionalitou filtra 𝐹 .
Obr. 2.3: Ukážka koreňového filtra, čiastočných filtrov častí tela a odpovedajúcej deformo-
vateľnej konfigurácie [12].
Deformable Part Model je hviezdicový model definovaný pomocou koreňového filtra,
ktorý zachytáva celý objekt a čiastočných filtrov s vyšším rozlíšením, ktoré zachytávajú
menšie časti objektu. Koreňový filter je definovaný pomocou detekčného okna a jednotlivé
čiastočné filtre sú definované o 𝜆 levelov nižšie, kde rozlíšenie je 2-krát vyššie ako rozlíšenie
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v rámci koreňového filtra. To znamená, že koreňový filter je schopný zachytiť obrysy na-
príklad osoby a čiastočné filtre dokážu potom zachytiť detaily, ako v prípade osoby, hlavu
a končatiny. Ukážku jednotlivých filtrov je možné vidieť na obrázku 2.3, kde je zobrazený
koreňový filter, čiastočné filtre a deformovateľná konfigurácia.
Formálne je objekt popísaný ako (𝑛 + 2)-tica (𝐹0, 𝑃1, . . . , 𝑃𝑛, 𝑏), kde 𝑛 označuje počet
definovaných častí objektu, respektíve čiastočných filtrov, 𝐹0 označuje koreňový filter, 𝑃𝑖 =
(𝐹𝑖, 𝑣𝑖, 𝑑𝑖) je model pre 𝑖-tú časť a 𝑏 je bias. Model pre jednotlivé časti je potom definovaný
pomocou filtra 𝐹𝑖 pre danú časť, pozície 𝑣𝑖 relatívej k pozícii koreňového filtra a koeficientov
𝑑𝑖 definujúcich deformačnú váhu umiestnenia danej časti k pozícii 𝑣𝑖.
Skóre hypotézy je definované ako rozdiel súčtu odoziev jednotlivých filtrov a deformačnej




𝐹 ′𝑖 · 𝜑(𝐻, 𝑝𝑖)−
𝑛∑︁
𝑖=1
𝑑𝑖 · 𝜑𝑑(𝑑𝑥𝑖, 𝑑𝑦𝑖) + 𝑏, (2.6)
kde
(𝑑𝑥𝑖, 𝑑𝑦𝑖) = (𝑥𝑖, 𝑦𝑖)− (2(𝑥0, 𝑦0) + 𝑣𝑖) (2.7)
definuje posunutie 𝑖-tej časti k východzej pozícii a
𝜑𝑑(𝑑𝑥, 𝑑𝑦) = (𝑑𝑥, 𝑑𝑦, 𝑑𝑥
2, 𝑑𝑦2) (2.8)
deformačné parametre.
K detekcii objektov je vo vstupnom snímku počítané skóre pre každé umiestnenie kĺza-
vého okna ako najlepšie možné umiestnenie jednotlivých častí 𝑝𝑖 pre 𝑖 = 1, . . . , 𝑛. Výpočet
je možné zapísať ako
𝑠(𝑝0) = max
𝑝1,...,𝑝𝑛
𝑠(𝑝0, . . . , 𝑝𝑛). (2.9)
Po výpočte odoziev filtra, sú odozvy čiastočných filtrov transformované a to z dôvodu
výpočtu najlepšej pozície jednotlivých častí modelu. Táto transformácia rozprestiera vysoké
skóre filtra do blízkych umiestnení na základe deformačnej váhy. Celkové skóre koreňového
filtra v každom levele pyramídy je potom možné vyjadriť ako
𝑠(𝑥0, 𝑦0, 𝑙0) = 𝑅0,𝑙0(𝑥0, 𝑦0) +
𝑛∑︁
𝑖=1
𝐷𝑖,𝑙0−𝜆(2(𝑥0, 𝑦0) + 𝑣𝑖) + 𝑏, (2.10)
kde 𝑅0,𝑙0(𝑥0, 𝑦0) je odozva koreňového filtra na najnižšom stupni pyramídy, 𝐷𝑖,𝑙(𝑥, 𝑦) je ma-
ximálny príspevok 𝑖-teho čiastočného filtra do celkového skóre na pozícii (𝑥, 𝑦) v 𝑙-tom levele
pyramídy. Postup výpočtu na úrovni jedného levelu pyramídy je ilustrovaný na obrázku 2.4,
kde transformované odozvy prispievajú do celkové skóre spoločne so skóre koreňového filtra.
K trénovaniu modelu a následnej klasifikácii je použivá latentná SVM (Support Vector
Machine), ktorá sa od klasickej SVM (viď. kapitola 2.4) líši v tom, že v rámci výpočtu
figuruje aj latentná (skrytá) informácia, ktorá sa vyskytuje pri trénovaní zložitých modelov.
V tomto prípade sa jedná o problém kedy trénovacie dáta sú anotované len s využitím
ohraničenia objektov. Pozície jednotlivých častí v rámci ohraničenia nie sú anotované a
preto musia byť považované za skrytú informáciu.
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Obr. 2.4: Princíp výpočtu odozvy filtra v jednom stupni pyramídy, kde odozvy z koreňového
filtra a čiastočných filtrov pre jednotlivé časti sú počítané v rôznych rozlíšeniach
príznakovej mapy [12].
2.3 Detekcia a segmentácia pohybu
Segmentácia, prípadne detekcia pohybu, je proces zachytávania zmien v sekvencii po sebe
idúcich snímkoch, kde zmeny sú spôsobené zmenou pozície objektov. Tento typ detekcie
má využitie hlavne v bezpečnostných a dohľadových systémom, kde je potrebné zachytiť
udalosti spôsobené pohybom, prípadne v aplikáciách určených k interakcii s počítačom.
V rámci sledovacích systémov sa segmentácia pohybu používa typicky z dôvodu vysokej
informačnej hodnoty, ktorú pohyb poskytuje. Vďaka použitiu tejto informácie je tak možné
zlepšiť schopnosti systému za cenu obmedzenia na sledovania objektov len pomocou statickej
kamery. V tejto kapitole budú predstavené metódy segmentácie pohybu, ktoré boli v rámci
riešenia projektu použité.
Gunnar Farnebäck optický tok
Gunnar-Farneback algoritmus predstavený v publikácii Two-Frame Motion Estimation Ba-
sed on Polynomial Expansion [11] je metóda používaná k detekcii a analýze pohybu. Výpo-
čet algoritmu spočíva v hľadaní pohybu v po sebe idúcich snímkoch aproximáciou kvadra-
tickými polynómami a konštrukciou globálneho posunu.
V princípe je vykonané polynomiálne reprezentovanie obrazu, čo môže byť dosiahnuté
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aproximáciou lokálneho okolia kvadratickým polynómom
𝑓(𝑥) = 𝑥𝑇𝐴 𝑥 + 𝑏𝑇𝑥 + 𝑐, (2.11)
kde 𝐴 je symetrická matica, 𝑏 je vektor a 𝑐 skalár. Dané koeficienty sú určené metódou
váhovaných najmenších štvorcov v spomínanom okolí obrazu, kde nulové váhy sú priradené
hodnotám mimo obraz, čo znamená, že nemajú vplyv na výpočet. Bodom v strede okolia
sú potom priradené najväčšie váhy, ktoré sú znižované radiálne.
Výsledkom tohto výpočtu je aproximovaný polynóm pre každé okolie. Vektor posunu je
potom možné vypočítať pomocou rovnice
𝑑 = −1
2
𝐴−11 (𝑏2 − 𝑏1), (2.12)
kde 𝑏1 a 𝑏2 sú vektory okolí. Toto platí v prípade, že matica 𝐴 je regulárna (tzn. det𝐴 ̸= 0).
V praxi výpočet spočíva v polynomiálnej expanzii obidvoch obrazov, čím je možné získať










𝐴(𝑥)𝑑(𝑥) = ∆𝑏(𝑥), (2.15)
kde 𝑑(𝑥) priestorové pole posunov. Spresnenie výpočtu pola posunov je možné dosiahnuť
zavedením iteratívneho postupu, kde v každej iterácii je obdržané lepšie riešenie. Výsled-
kom tohto algoritmu je tak posun medzi aktuálnym a predchádzajúcim snímkom vstupnej
obrazovej sekvencie. Výstup tohto algoritmu je možné vidieť na obrázku 2.5, kde vpravo je
zobrazená veľkosť a orientácia approximovaného pohybu.
Obr. 2.5: Ukážka výstupu algoritmu, kde je zobrazená jedná snímka testovacej sekvencie a
odpovedajúci aproximovaný pohyb [11].
Výpočet gradientu pohybu
Výpočet gradientu pohybu, publikovaný v článku Motion segmentation and pose recogni-
tion with motion history gradients [7], je algoritmus segmentácie pohybu a jeho orientácie.
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Metóda je založená na výpočte orientácie gradientu z histórie snímkov, kde história je
aktualizovaná pohybujúcou sa siluetou objektu na základe časového razítka. Časovaný ob-
raz histórie pohybu (v originálnej publikácii označovaný ako tMHI, timed Motion History
Image [7]) je kódovanie aktuálneho času vo formáte s pohyblivou rádovou čiarkou a tMHI
gradient je použitý k určeniu optického toku, kde pohyb je následne segmentovaný relatívne
k hraniciam objektu.
Generovanie siluety a reprezentácia pohybu Silueta je generovaná na základe jedno-
duchej substrakcie pozadia, kde ako popredie sú označené pixely, ktoré spadajú do štandard-
nej odchýlky od strednej hodnoty RGB pozadia. Následne je po odstránení šumu použitá
metóda šírenia oblastí (angl. region growing), kde susedné pixely sú zoskupované na základe
amplitúdy a vytvárajú ucelenú siluetu.
Časovaný obraz histórie pohybu tMHI, v ktorom je nová silueta uložená s časovým
razítkom je aktualizovaný nasledovne
𝑡𝑀𝐻𝐼𝛿(𝑥, 𝑦) =
{︃
𝜏, 𝑡𝑀𝐻𝐼𝛿 ≥ (𝜏 − 𝛿)
0, 𝑖𝑛𝑎𝑘
(2.16)
kde 𝜏 je aktuálna časová známka a 𝛿 maximálna doba priradená k siluete.
Výpočet globálnej orientácie gradientu Orientácia gradientu v každom pixely je daná
vzťahom




kde 𝐹𝑥 a 𝐹𝑦 sú derivácie v smere osi 𝑥 a 𝑦 použitím Sobelovho fitra. Z dôvodu, že gradient
pohybu je platný len v oblastiach v tMHI, ostatné regióny sú vymaskované. Nakoniec je
získaná globálna orientácia váhovaná normalizovanou tMHI hodnotou.
Segmentácia pohybu Cieľom tejto časti je zoskupiť regióny obsahujúce pohyb do ce-
lých objektov záujmu. Časti objektu záujmu sú identifikované pomocou popisu pohybových
regiónov k siluete pomocou záplavového vyplňovania. V rámci algoritmu sú vyplnené pixely
rovnakej hodnoty alebo pixely s hodnotou o jeden krok menšou než súčasný vyplňovaný
pixel.
V obraze je najskôr najdená maximálna hodnota tMHI, ktorá odpovedá najnovšej siluete
a sú najdené kontúry jej oblasti pohybu. Nech 𝑑𝑇 označuje prah časového rozdiel medzi
dvoma snímkami, postup pre vytvorenie masky pre segmentáciu pohybu je nasledovný
1. tHMI je prechádzaný, pokým nie je nájdený pixel so súčastnou hodnotou časového
razítka, ktorý odpovedá okrajovému pixelu najnovšej siluety
2. prechodom po hranici a s použitím prahu 𝑑𝑇 sú zistené kroky v histórii pohybu a
v prípade nájdenia kroku je použitý algoritmus záplavového vyplňovania
3. maska segmentovaného pohybu je uložená
4. pokračuje sa s prechodom po hranici, pokým silueta nie je obídená
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Obr. 2.6: Ukážka segmentovaného pohybu (modrá) s vyznačením orientácie gradientov (čer-
vená) [7].
Výsledkom tohto algoritmu je maska pohybu, ktorá je použitá k získaniu platnej histórie
pohybu gradientu. Ukážku segmentovaného pohybu spoločne s vyznačením globálnej orien-
tácie gradientu je možné vidieť na Obrázku 2.6, ktorý je prebraný z publikácie prezentujúcej
túto metódu [7].
2.4 Klasifikácia vzorov
Klasifikácia je štatistický problém kategorizácie alebo zaradenia určitého pozorovania do
množiny predom známych kategórií. V oblasti strojového učenia sa môžeme stretnúť s bi-
nárnou klasifikáciou alebo klasifikáciou viactriednou. V prípade binárnej klasifikácie ide
väčšinou o priradenie určitého vzoru do množín objekt a ne-objekt. V rámci viactriedna kla-
sifikácie je vzor priradený do niektorej z predom definovaných tried konečného počtu. Medzi
najznámejšie metódy patria lineárne klasifikátory, klasifikátory založené na k-najbližších su-
sedoch, Support Vector Machines, neurónové siete a podobne. V rámci tejto kapitoly budú
popísané algoritmy dôležité z pohľadu riešenia tohto projektu.
Support Vector Machines
Support Vector Machines (SVM) je algoritmus učenia s učiteľom, ktorý je určený k analýze
dát a rozpoznávaniu vzorov. Používa sa hlavne pre klasifikáciu a regresnú analýzu. Jedná
sa rozhodovací stroj a preto poskytuje len mäkké skóre, hoci existujú prístupy k získaniu
posteriórnej pravdepodobnosti. Napríklad Revelance Vector Machine (RVM) je založená
na Bayesovskej formulácii a poskytuje pravdepodobnostný výstup. Výhodou SVM je, že
ustanovenie parametrov modelu odpovedá konvexnému optimalizačnému problému a tak,
akýkoľvek lokálny výsledok je taktiež globálnym minimom.
Základná myšlienka je založená na koncepte nájdenie optimálnej rozhodovacej hranice,
ktorá by rozdelila trénovacie dáta dvoch tried. Ako rozhodovacia hranica je vybraná tá
hranica, pre ktorú je vzdialenosť od dátových bodov oboch tried maximálna. Jej poloha je
určená na základe podmnožiny dátových bodov, ktoré sú označované ako podporné vektory
(angl. support vectors). Podporné vektory sú najobtiažnejšie klasifikovateľne vzory, ale po-
skytujú najviac informácie pre účel klasifikácie. Rozpätie (angl. margin) je maximalizované
a definované ako kolmá vzdialenosť medzi rozhodovacou hranicou a podpornými vektormi.
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V nasledujúcom texte budú popísané rozdielne typy Support Vector Machines. Tento
popis je založený na publikáciách Pattern Recognition and Machine Learning [5] a Pattern
Recognition [20]. Najskôr, uvažujúc lineárne separabilné dáta, bude popísaný princíp line-
árnych SVM. Následne bude predstavená jadrová funkcia (angl. kernel function) k tvorbe
SVM pre lineárne neseparabilné dáta.
Obr. 2.7: Konštrukcia optimálnej hyperplochy, kde vyznačené body sú podporné vektory.
Lineárna SVM Uvažujúc prípad, kde trénovacie dáta sú lineárne separovateľné v pries-
tore príznakov. Nech 𝑁 vstupných vektorov 𝑥1, . . . , 𝑥𝑛 s priradenými triedami 𝑡1, . . . , 𝑡𝑛,
𝑡𝑛 ∈ {−1, 1} je trénovacia množina dátových vzorkov. Nová dátová vzorka je klasifikovaná
na základe znamienka lineárneho modelu
𝑦(𝑥) = 𝑤𝑇𝑥 + 𝑏, (2.18)
kde je hľadaný parameter 𝑤 a bias 𝑏 taký, že 𝑡𝑛𝑦(𝑥) > 0 pre všetky trénovacie dáta. To
znamená, že všetky dáta sú klasifikované správne.
Existuje množstvo spôsobov konštrukcie hyperplochy rozdeľujúcej dve lineárne separa-
bilné triedy, ale optimálne riešenie je unikátne a je to riešenie, ktoré zachováva maximálne
rozpätie od oboch tried. K vysporiadaniu sa s týmto problémom, tzn. k trénovaniu SVM
modelu, je potrebné riešiť optimalizačný problém, ktorý vyžaduje maximalizovať ‖𝑤‖−1, čo








𝑇𝑥𝑛 + 𝑏) ≥ 1, 𝑖 = 1, 2, ..., 𝑁, (2.20)
kde faktor 12 je zahrnutý pre zjednodušenie nasledujúcich výpočtov.
Za účelom vyriešenia tohto obmedzeného optimimalizačného problému môže byť použitá
Lagrangeova funkcia. Funkcia je definovaná ako





𝑎𝑛{𝑡𝑛(𝑤𝑇𝑥𝑛 + 𝑏)− 1}, 𝑎 = (𝑎1, . . . , 𝑎𝑁 )𝑇 (2.21)
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Po eliminácii 𝑤 a 𝑏 z rovnice ℒ(𝑤, 𝑏, 𝑎) použitím týchto podmienok dostaneme duálnu












s ohľadom na 𝑎 podliehajúc obmedzeniam
𝑎𝑛 ≥ 0, 𝑛 = 1, . . . , 𝑁, (2.25)
𝑁∑︁
𝑛=1
𝑎𝑛𝑡𝑛 = 0. (2.26)
Tento problém má podobu problému kvadratického programovania, kde kvadratická funkcia
je optimalizovaná s ohľadom na 𝑎 pri zachovaní nerovnostných obmedzení. Po vyriešení
tohto problému a nájdeniu hodnoty 𝑎, hodnota parametru prahu 𝑏 môže byť určená len na
základe pomocných vektorov 𝑥𝑛 spĺňajúc vzťah 𝑡𝑛𝑦(𝑥𝑛) = 1.
Hoci je možné vyriešiť rovnicu pre 𝑏 použitím ľubovoľne zvoleného pomocného vektoru
𝑥𝑛, numericky stabilnejšie riešenie je možné obdržať násobením prostredníctvom 𝑡𝑛, vy-
užitím 𝑡2𝑛 = 1, a následne spriemerovaním týchto rovníc cez všetky pomocné vektory a












kde 𝑁𝑆 je počet všetkých pomocných vektorov.
Ne-lineárna SVM V prípade neseparabilných dát, postup popísaný v predchádzajúcom
texte nie je správny. Ako je možné vidieť na obrázku 2.8 1, nie je možné takto usporia-
dané dáta rozdeliť do tried bez toho, aby sa niektoré dátové body nevyskytovali v ne-
správnej triede. Riešením tohto problému je nelineárne mapovanie dát 𝜙(𝑥) do nového
viac-dimenzionálneho priestoru. V praxi je to možné efektívne bez explicitého mapovania
s použitím jadrovej funkcie
𝑘(𝑥, 𝑦) = 𝜙(𝑥)𝑇𝜙(𝑦). (2.28)
Základná myšlienka použitia tohto jadrového triku (angl. kernel trick, tiež známy ako
jadrová substitúcia) je tá, že ak je algoritmus formulovaný tak, aby vstupné vektory boli
definované len vo forme skalárnych produktov, potom skalárny produkt môže byť nahradený
iným výberom jadra. Aby mohla byť separácia dát garantovaná, je definovaná radiálna
funkcia
𝑘(𝑥, 𝑦) = exp(− 1
2𝜎2
(𝑥− 𝑦)𝑇 (𝑥− 𝑦)), (2.29)
1inšpirované http://nlp.stanford.edu/IR-book/html/htmledition/nonlinear-svms-1.html
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čo odpovedá projekcii skalárnemu produktu do nekonečne-dimenzionálneho priestoru. Prob-
lémom tohto prístupu je ale možnosť pretrénovania modelu, čo vedie k presnému oddeleniu
trénovacích dát a tým pádom k slabej generalizácii.
Obr. 2.8: Príklad neseparabilných dát v 1-dimenzionálnom priestore a nelineárneho mapo-
vania do viac-dimenzionálneho priestoru, kde sú dáta lineárne separabilné.
Preto existuje spôsob ako modifikovať tento model tak, aby dovoľoval niektorým tréno-
vacím dátam byť klasifikovaným chybne. Trénovacie dáta môžu byť spracovávané v rámci
obmedzenia
𝑡𝑛(𝑤
𝑇𝑥 + 𝑏) ≥ 1− 𝜉𝑛, (2.30)
kde 𝜉𝑛 je slack premenná. Vektory, ktoré sú správne klasifikované a spadajú mimo pásma
odpovedajú 𝜉𝑛 = 0, správne klasifikované vektory, ktoré spadajú do pásma odpovedajú
vzťahu 0 < 𝜉𝑛 ≤ 1 a nesprávne klasifikované vektory odpovedajú 𝜉𝑛 > 1.
Cieľom je zostrojiť najväčšie možné rozpätie (angl. margin) pri zachovaní čo najmenšieho










𝑇𝑥𝑛 + 𝑏) ≥ 1− 𝜉𝑛, 𝑛 = 1, . . . , 𝑁, (2.32)
kde 𝜉𝑛 ≥ 0 a pozitívna konštanta 𝐶 kontroluje relatívny vplyv oboch konkurenčných pod-
mienok (𝐶 → inf odpovedá originálnej verzii pre separabilné dáta). Následne po eliminácii
𝑤, 𝑏 a {𝜉𝑛} z odpovedajúceho Lagrangenovho vzťahu, duálna Lagrangeova forma zhodná











0 ≤ 𝑎𝑛 ≤ 𝐶, 𝑛 = 1, . . . , 𝑁, (2.34)
𝑁∑︁
𝑛=1
𝑎𝑛𝑡𝑛 = 0, (2.35)
čo znova reprezentuje problém kvadratického programovania.
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Ako aj v predchádzajúcom prípade, podmnožina dátových bodov môže byť 𝑎𝑛 = 0 a
zvyšné podporné vektory odpovedajú vzťahu 𝑎𝑛 > 0 a spĺňajú 𝑡𝑛𝑦(𝑥𝑛) = 1− 𝜉𝑛. Rovnako,










kde 𝑀 označuje množinu indexov dátových bodov spĺňajúcich 0 < 𝑎𝑛 < 𝜉𝑛 a tak 𝜉𝑛 = 0.
2.5 Sledovanie objektov
Sledovanie objektov je proces lokalizácie objektu v sekvencii po sebe idúcich snímkoch. Vše-
obecne je vstupom množina regiónov označujúca objekty v aktuálnom snímku. Výstupom
je potom množina regiónov v ďalších snímkoch, ktoré odpovedajú sledovaným objektom.
Systémy založené na sledovaní objektu, respektíve objektov, majú široké využitie v apliká-
ciách ako monitorovanie dopravy, dohľadové a bezpečnostné systémy, aplikácie pre anotáciu
videí alebo systémy k interakcii človeka s počítačom (viď. predchádzajúca práca [22]).
V tejto časti textu budú popísané najmodernejšie (angl. state-of-the-art) prístupy k sle-
dovaniu jedného objektu. Moderné metódy v tejto oblasti sa väčšinou vyznačujú svojou
rýchlosťou a schopnosťou sa učiť inštancie objektu a pozadie v rámci svojho behu.
Tracking-Learning-Detection
Tracking-Learning-Detection [17] je algoritmus pre dlhodobé sledovanie neznámych objek-
tov vo videu. Algoritmus pozostáva z troch častí - detekcia, sledovanie a učenie sa. Detektor
lokalizuje objekt a v prípade potreby opravuje tracker. Učenie oceňuje správnosť rozhodnutí
detektora a aktualizuje ich tak, aby sa zabránilo podobným chybám v budúcnosti. Ilustrá-
ciu fungovania tohto algoritmu je možné vidieť na obrázku 2.9 prebranom z originálnej
publikácie [17].
Obr. 2.9: Princíp fungovania algoritmu Tracking-Learning-Detection [17].
V každom okamihu je objekt popísaný svojim stavom - pozícia objektu alebo príznak,
ktorý určuje, že objekt nie je viditeľný. Inštancia objektu je reprezentovaná vzorkou (časť
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snímky vybraná na základe regiónu) prevzorkovanou na normalizované rozlíšenie 16 × 16
pixelov.
Model objektu Objekt je reprezentovaný pomocou vzorkov, kde pozitívne sú radené na
základe času pridania do kolekcie. K porovnaniu podobnosti vzoriek je použitý klasifikátor
založený na algoritme najbližších susedov (angl. Nearest Neighbor classifier alebo NN classi-
fier). Vzorka je pridaná do kolekcie len v prípade, že označenie získané NN klasifikátorom sa
líši od označenia získaného od P-N expertov, čo vedie k obmedzeniu množstva pridávaných
vzoriek.
Detekcia objektu Detektor operuje pomocou kĺzavého okna v rámci celého snímku a
pre každú vzorku rozhoduje, či sa jedná o objekt alebo nie. Štruktúra detektora je rozdelená
do troch hlavných častí - odmietnutie vzorkov, súbor klasifikátorov a NN klasifikátor.
• Odmietnutie vzorkov
V tejto fáze sú odmietnuté všetky vzorky, pre ktoré je šedotónová hodnota najmenej
o polovicu menšia ako hodnota pre vzorku, ktorá bola vybraná k sledovaniu. Výpočet
je vykonávaný s použitím integrálnych obrazov a táto fáza väčšinou odmietne viac
ako 50% vzoriek, ktoré neobsahujú objekt.
• Súbor klasifikátorov
Súbor klasifikátorov sa skladá z 𝑛 základných klasifikátorov, kde každý vykonáva
pixelové porovnania nad vzorkou. Posteriórne pravdepodobnosti jednotlivých klasi-
fikátorov sú spriemerované a vzorka je klasifikovaná ako objekt, ak táto priemerná
pravdepodobnosť je väčšia ako 50%.
• NN klasifikátor
V tejto fáze sú vzorky, ktoré neboli vyfiltrované v predchádzajúcich fázach, klasifiko-
vané na základe algoritmu najbližšieho suseda. Pozitívne klasifikované vzorky repre-
zentujú odozvy daného detektora.
Sledovanie objektu K sledovaniu objektu je použitý Median-Flow tracker rozšírený o de-
tekciu výpadkov. Median-Flow tracker reprezentuje objekt pomocou pozície a odhaduje jeho
pohyb v po sebe idúcich snímkoch. Interne tracker odhaduje posuny bodov v rámci regiónu
objektu. Pohyb je odhadovaný použitím pyramídovej implementácie Lukas-Kanade trac-
kera v rámci mriežky 10× 10 bodov. Výpadok sledovania objektu je definovaný, ak rozdiel
posunu jedného bodu Median-Flow trackera a mediánu posunu je väčší ako 10 pixelov.
Integrátor Táto časť má za úlohu kombinovať výstupy detektora a trackera. Výstupom
integrátora je región, ktorý poskytuje maximálne rozhodnutie merané konzervatívnou po-
dobnosťou (angl. Conservative similarity).
Komponenta pre učenie Cieľom tejto fázy je inicializácia detektora objektu v prvom
snímku a aktualizácia detektora v reálnom čase pomocou P a N-expertov.
• Inicializácia
V prvom snímku, učiaca sa komponenta inicializuje detektor s použitím generovaných
vzoriek z inicializačného regiónu objektu a jeho okolia. Pozitívne vzorky sú generované
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použitím geometrických transformácií s pridávaním Gaussovského šumu. Negatívne
sú naopak vybrané z okolia inicializačného regiónu bez ďalšieho generovania.
• P-expert
Úlohou P-experta je zvýšiť generalizáciu detektora objektu nájdením nových výskytov
daného objektu. V každom snímku P-expert identifikuje spoľahlivé časti trajektórie
objektu a používa ich ku generovaniu pozitívnych trénovacích vzoriek. Tie sú potom
použité k aktualizácii objektového modelu a súboru klasifikátorov.
• N-expert
N-expert na rozdiel od P-experta generuje negatívne trénovacie vzorky. Základným
predpokladom je, že objekt môže byť v určitom čase len na jednom mieste v obraze.
Vzorky, ktoré sú od seba veľmi vzdialené (prekryv menší ako 0.2) sú označené ako
negatívne.
Tracking-Learning-Detection je algoritmus schopný sledovania jedného objektu v reál-
nom čase. Problematické môže byť sledovanie s otočením roviny, kde nepracuje dobre. Tento
algoritmus vyžaduje pre inicializáciu len jediný región a dokáže pracovať s rýchlosťou pri-
bližne 20 snímkov za sekundu.
Kernelized Correlation Filter
KCF (Kernelized Correlation Filter) tracker [15, 16] je tracker založený na korelačnom filtre
využívajúci viac-dimenzionálných príznakov a nelineárnych filtrov. Tento tracker bol pre-
zentovaný v článku High-Speed Tracking with Kernelized Correlation Filters [16], z ktorého
vychádza aj popis v tejto časti textu. V rámci tejto kapitoly bolo čerpané aj z publiká-
cie Multi-Template Scale-Adaptive Kernelized Correlation Filters [4], kde bol tento tracker
porovnaný s podobným prístupom.
KCF využíva cyklických posunov k získavaniu vzorkov v okolí objektu a tracker je na-
miesto samotných pixelov založený na histograme orientovaných gradientoch (viď. kapitola
2.2). Problém sledovania objektu je riešený výpočtom problému tzv. jednoduchej hrebeňovej
regresie (angl. Ridge Regression) nad trénovacími dátami.
Uvažujme množinu trénovacích dát {(𝑥1, 𝑦1), . . . , (𝑥𝑛, 𝑦𝑛)} s odpovedajúcou triedou 𝑦𝑖,
v tomto prípade označujúcou objekt, respektíve ne-objekt. Cieľom trénovania je nájsť fun-
kciu
𝑓(𝑥) = 𝑤𝑇𝑥, (2.37)






(𝑓(𝑥𝑖)− 𝑦𝑖)2 + 𝜆‖𝑤‖2, (2.38)
kde parameter 𝜆 kontroluje pretrénovanie modelu (podobne ako u SVM parameter 𝐶, viď.
rovnica 2.31).






kde 𝑋 je dátová matica obsahujúca na každom riadku jednu dátovú vzorku 𝑥𝑖, elementy
𝑦 sú regresné ciele 𝑦𝑖 a 𝐼 je jednotková matica. Tento problém je možné vyriešiť priamo-
čiaro s využitím štruktúry kruhovej matice. Výhoda použitia kruhových matíc je tá, že
kódujú konvolúciu vektorov, čo sa konceptuálne príliš nelíši od postupu pri vyhodnocovaní
klasifikátora v rôznych regiónoch.
Nech 𝑛× 1 vektor reprezentuje región s objektom záujmu, označovaný ako 𝑥. Cieľom je
natrénovať klasifikátor pomocou tohto vzorku a niekoľkých virtuálnych vzoriek získaných
preložením, ktoré slúžia ako negatívne vzorky. Kruhová matica 𝐶(𝑥) veľkosti 𝑛 × 𝑛 je
obdržaná konkatenáciou všetkých možných cyklických posunov definovaného vzorku 𝑥
𝐶(𝑥) =
⎡⎢⎢⎢⎢⎢⎣
𝑥1 𝑥2 𝑥3 · · · 𝑥𝑛
𝑥𝑛 𝑥1 𝑥2 · · · 𝑥𝑛−1
𝑥𝑛−1 𝑥𝑛 𝑥1 · · · 𝑥𝑛−2
...
...
... . . .
...
𝑥2 𝑥3 𝑥4 · · · 𝑥1
⎤⎥⎥⎥⎥⎥⎦ . (2.40)
Kruhová matica 𝐶(𝑥), respektíve všetky kruhové matice, sú diagonálne podľa Diskrétnej
Fourierovej Transformácie (angl. Discrete Fourier Tranform, DTF) bez ohľadu na generujúci
vektor 𝑥. Riešenie je potom možné zapísať ako
?ˆ? =
?ˆ?* ⊙ 𝑦
?ˆ?* ⊙ ?ˆ? + 𝜆, (2.41)
kde ?ˆ? a ?ˆ?* označuje DFT signálu 𝑥 a jeho complexné združenie.
Nelineárna regresia V prípade nelineárneho vektora 𝑥 obsahujúceho viacero príznakov,
problém nie je možné vyriešiť efektívne pomocou popísaného postupu. Riešenie je možné
zavedením jadrového triku (angl. kernel trick) definovaného ako
𝑘(𝑥, 𝑥′) = 𝜙(𝑥)𝑇𝜙(𝑥′), (2.42)
čím sa zníži výpočetná náročnosť algoritmu, kedy vstupy sú mapované do viac-dimenzionál-
neho priestoru príznakov pomocou funkcie 𝜙(𝑥).
Použitím tohto rozkladu transformujeme problém do duálnej podoby, čo taktiež odpo-
vedá problému hrebeňovej regresie. Funkciu je potom možné zapísať pomocou vyjadrenia
𝑤 ako lineárnej kombinácie vzoriek










kde 𝐾 je jadrová matica. Táto jadrová matica 𝐾 je kruhová ak jadrová funkcia spĺňa vzťah
𝑘(𝑥, 𝑥′) = 𝑘(𝑀𝑥,𝑀𝑥′) pre každú permutačnú maticu (teorém a dôkaz tohto tvrdenia je
možné nájsť v originálnej publikácii [16]). To znamená, že ak použité jadro je permutačne
invariantné (neexistuje priestorová závislosť príznakov), matica 𝐾 je kruhová a preto je











′, 𝑃 𝑖−1𝑥). (2.46)
To znamená, že obsahuje jadro vyhodnotené pre rôzne posuny daných argumentov a 𝑘𝑥𝑥 je
potom jadrová korelácia vektora 𝑥 so sebou samým vo Fourierovej doméne.
Rýchla detekcia objektu Pri detekcii objektu je funkcia 𝑓(𝑥) vyhodnotená vo viacerých
umiestneniach v obraze pre viacero regiónov, ktoré môžu byť modelované ako cyklické po-
suny. Môžeme vypočítať regresnú funkciu pre všetky kandidátne regióny s pomocou vzťahu
𝑓(𝑧) = (𝐾𝑧)𝑇𝛼, (2.47)
kde𝐾𝑥 označuje jadrovú maticu pre všetky trénovacie vzorky a všetky kandidátne regióny a
𝑓(𝑧) je vektor obsahujúci výstup pre všetky cyklické posuvy 𝑧 (to znamená všetky detekčné
odozvy). Následne je počítané mapovanie týchto posunov rovnako ako v prípade trénovania,
kde obdržíme
ˆ𝑓(𝑧) = 𝑘𝑥𝑧 ⊙ ?ˆ? (2.48)
Vyhodnotenie 𝑓(𝑧) vo všetkých umiestneniach môže byť chápané ako priestorové filtrovanie
cez hodnoty jadra 𝑘𝑥𝑧.
2.6 Dostupné knižnice
K zjednodušeniu a zefektívneniu práce v oblasti počítačového videnia, strojového učenia a
multiplatformného programovania vznikla rada knižníc a podporných nástrojov, ktoré bolo
možné pri riešení daného problému využiť. V rámci tejto časti textu budú tieto nástroje
predstavené a stručne popísané, pričom pre podrobnejší popis bude čitateľ odkázaný na
oficiálne webové stránky a dokumentácie.
OpenCV
OpenCV 2 (Open Source Computer Vision Library) [6] je knižnica poskytujúca rozhranie
pre prácu s obrazom a je využívaná hlavne v oblastiach ako spracovanie obrazu, počítačové
videnie, kalibrácia kamier, stereo vízia a podobne. Knižnica je voľne dostupná pre štúdijné,
výskumné a dokonca aj komerčné účely, vydaná pod BSD licenciou. Za cieľ si kladie zjed-
nodušenie a zefektívnenie práce v daných oblastiach, pričom dôraz je kladený na efektivitu
a spracovanie v reálnom čase.
Knižnica je implementovaná v jazyku C/C++ a s vývojom začala firma Intel v roku
1999. Súčasne knižnice umožnuje multiplatformné použitie (Linux, Windows, OS X a An-
droid) a využitie v jazykoch C/C++, Python, Java a podobne. Výhodou je široká základňa
užívateľov a dostupnosť literatúry, aj keď nevýhodou môže byť patentová závislosť niekto-
rých častí.
Dlib
Dlib 3 je knižnica poskytujúca algoritmy pre strojové učenie ako klasifikáciu, regresnú ana-
lýzu, zhlukovú analýzu, spätnoväzobné učenie a podobne. Knižnica ďalej obsahuje aj algo-
ritmy pre kompresiu dát, spracovanie obrazu alebo optimalizáciu. Jedná sa o voľne dostupné
2dostupná na adrese http://opencv.org/
3dostupná na adrese http://dlib.net/
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riešenie vydané pod licenciou Boost Software Licence. Knižnica je napísaná v jazyku C++ a
umožnuje multiplatformné použitie pod systémami Windows, Linux, OS X, BSD a Solaris.
Dlib je primárne určená pre vývoj aplikácií v C++, ale niektoré nástroje existujú aj pre
jazyk Python. Vývoj začal v roku 2002 a primárnym autorom je Davis King. Výhodou kniž-
nice je jej jednoduchosť použitia, množstvo dostupných príkladov a oficiálnych tutoriálov.
Jednou z nevýhod oproti OpenCV môže byť menšia užívateľská základňa.
OpenCL
OpenCL 4 (Open Computing Language) [18] je všeobecný multiplatformný štandard pre
paralelné programovanie rôznych procesorov v osobných počítačoch, serveroch, mobilných
zariadeniach a vstavaných platformách. Poskytuje rozhranie pre paralelne programovanie
pomocou dátového a čiastočného úlohového paralelizmu a umožňuje vývojarom efektívny
prístup k rôznym výpočetným platformám. Okrem definície jazyka, OpenCL poskytuje
framework obsahujúci API knižnice a prostredie pre podporu vývoja softvéru. Framework
poskytuje nástroje pre programovacie jazyky C a C++, pričom existujú API poskytované
treťou stranou pre jazyky ako Java, Python a podobne. Prvá verzia bola vydaná v roku
2008 a tento framework je udržovaný spoločnosťou Khronos Group.
4dostupné na adresa https://www.khronos.org/opencl/
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Kapitola 3
Analýza a návrh riešenia systému
Táto kapitola sa venuje návrhu systému k sledovaniu viacerých osôb. V úvodných častiach
textu budú popísané hlavné ciele riešenia a požiadavky na výsledný systém. Následne bude
predstavená idea ako by mal výsledný systém vyzerať a ďalej budú popísané jeho jednotlivé
časti. Na záver bude predstavený postup optimalizácie systému.
3.1 Rozbor zadania a postup riešenia
Ako už názov práce napovedá, cieľom tejto práce bolo navrhnúť, realizovať a vyhodnotiť
systém, ktorý bude schopný sledovať viacero osôb vo videu z jednej kamery. Získanú infor-
máciu o pozícii jednotlivých osôb v zábere kamery bude možné využiť k bezpečnostným
učelom, v rámci dohľadových systémov, k modelovaniu chovania a podobne. V rámci reali-
zácie systému bude dôraz kladený na presnosť sledovania, pričom zvýšenie rýchlosti môže
byť dosiahnuté presunom výpočtov na grafický procesor.
Vstupom systému bude sekvencia obrazových snímkov získaná z jednej staticky umiest-
nenej kamery. Podmienkou je využiť bežne dostupnú kameru, to znamená, že fungovanie
systému nebude závislé na žiadnom špecialnom type techniky ako kamery zachytávajúce
hĺbku scény, prípadne špecializované senzory.
Ďalším cieľom je systém vyhodnotiť s použitím dostupných alebo vytvorených datase-
toch a výsledky analyzovať. Dôvodom zavedenia testov je zistenie použiteľnosti vytvoreného
systému a demonštrácia funkcionality. Ako už bolo spomenuté, systém bude vyhodnotený z
pohľadu presnosti a bude analyzovaná časová náročnosť jednotlivých častí algoritmu k opti-
malizácii tých najnáročnejších.
K úspešnému vyriešeniu problému bol zvolený nasledujúci postup. Po analýze zadania
a výsledného produktu, budú naštudované základné postupy extrakcie príznakov, detek-
cie a sledovania objektov a klasifikácie vzorov. S využitím týchto teoretických základov
budú naštudované moderné prístupy a metódy k detekcii a sledovaniu osôb. Následne bude
navrhnutý systém, ktorý bude spĺňať definíciu výsledného produktu. V ďalšej fáze riešenia
budú vybrané metódy, ktoré je možné použiť ako stavebné bloky výsledného systému. V zá-
vere bude implementácia systému vyhodnotená a výsledky analyzované. Na základe týchto
výsledkov bude potom riešenie optimalizované a ďalšie vylepšenia budú diskutované.
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3.2 Návrh systému k sledovaniu osôb vo videu
Detekcia a sledovanie viacerých osôb je náročný problém, ale nedávno prezentované me-
tódy a prístupy ukázali možnosti riešenia aj v prípade husto zaplnených scén s množstvom
čiastočných prekryvov (viď. kapitola 2.1). V tejto fáze riešenia bola navrhnutá funkciona-
lita systému ako celku, pričom návrh bol zameraný na presnosť a robustnosť sledovania.
Cieľom bolo návrhuť systém, ktorý by bol schopný sledovania osôb aj v scénach s množ-
stvom čiastočných prekryvov. Rýchlosť sledovania v tejto fáze riešenia nebola prioritou,
keďže existujú efektívne postupy k zrýchleniu výpočtov ako je paralelizácia alebo využitie
grafického procesoru k všeobecným výpočtom (GPGPU).
Obr. 3.1: Schéma navrhnutého systému, ktorý sa skladá z 3 komponent - detekcie osôb,
sledovania a fúzie detekčných a sledovacích odoziev
Navrhnutý systém bude založený na princípe sledovania pomocou detekcie (angl. trac-
king by detection), aby bolo možné dosiahnuť robustné riešenie. Detekcia bude založená
na dvoch prístupoch a to detekcii celého tela a detekcii vrchnej časti tela. Detektor vrch-
nej časti bude použitý z dôvodu riešenia problému s čiastočnými prekryvmi. Obidva tieto
prístupy budú využívať k detekcii niekoľko rozličných príznakov a modelov. Na základe
dostupnosti bol vybraný moderný DPM detektor, HOG detektor a detektor založený na
Haarových príznakoch. Teoretické základy k týmto častiam boli popísané v kapitole 2.2.
Keďže výstupy týchto detektorov sa značne líšia bude nutné navrhnúť postup ich spojenia.
Z dôvodu riešenia problému s výpadkami detekčnej komponenty bude do riešenia za-
pojený jeden z moderných (angl. state-of-the-art) trackerov objektov. Prístupy riešiace sle-
dovanie všeobecného objektu sú väčšinou založené na sledovaní jediného objektu a sú ini-
cializované jednoduchým predaním jeho pozície. Preto bude potrebné rozšírenie trackera
k sledovaniu viacerých objektov a návrh jeho inicializácie.
K tomu aby bolo možné prepojiť detekciu a sledovanie viacerých osôb je nutné zapojiť
komponentu, ktorá bude schopná priradiť detekčné odozvy k tým sledovacím a následne
riadiť sledovaciu komponentu. Komponenta, ktorá bude takto navrhnutá bude v ďalšom
texte nazývaná ako fúzna komponenta, prípadne komponenta určená k združovaniu odoziev.
Detekcia pohybu v scéne poskytuje značnú informačnú hodnotu, ktorú je možné vy-
užiť k zlepšeniu navrhovaného systému. Z tohto dôvodu bude zapojená komponenta, ktorá
bude zabezpečovať robustnú segmentáciu pohybu. Cieľom bude navrhúť metódu tak, aby
zachovávala obrysy jednotlivých pohybujúcich sa objektov. Aby to bolo možné bude po-
užitý prístup, kedy detekcia bude založená na viacerých metódach poskytujúcich rôznu
úroveň informácie. Po spojení rozdielnych metód je možné znížiť vplyv problémov v rámci
jednotlivých metódy (napr. nepresnosť alebo existencia šumu) a zvýšiť presnosť detekcie.
Schéma navrhovaného systému je zobrazená na obrázku 3.1, kde je možné vidieť jed-
notlivé bloky a ich prepojenie. Jednotlivé stavebné bloky budú navrhnuté samostatne a ich
návrh bude podrobne popísaný v nasledujúcom texte.
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Vstupom systému bude sekvencia po sebe idúcich obrazových snímkov získaných z ka-
mery. Tieto snímky budú spracované a výstupom bude množina pozícii osôb s priradením
identifikátorom. V rámci systému bude uchovávaná aj história predchádzajúci pozícii, na
ktorých sa daná osoba nachádzala.
Obr. 3.2: Návrh výpočtových stavov sledovacieho systému.
Na obrázku 3.2 je zobrazený stavový diagram navrhovanej metódy pre sledovanie viace-
rých osôb, kde pre každú vstupnú snímku bude postup spracovania nasledujúci. V každom
vstupnom snímku budú detekované osoby a v prípade, že sa jedná o prvý snímok sekvencie,
budú tieto detekcie použité k inicializácii sledovacej komponenty. V tomto prípade budú
detekčné odozvy odpovedať sledovací odozvám. V opačnom prípade dôjde k aktualizácii sle-
dovacej komponenty, čím sa pre daný snímok získajú aktuálne sledovacie odozvy. Získané
odozvy a detekčné odozvy budú združené pomocou fúznej komponenty, čím bude získaná
množina detekčných odoziev, ktoré zatiaľ nie sú sledované. Táto množina bude preto pri-
daná k sledovaniu. Tento proces sa bude opakovať pokiaľ budú existovať snímky vstupnej
sekvencie a výstupom budú pozície osôb v rámci každého snímku.
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3.3 Návrh jednotlivých komponent systému
Navrhnutý systém popísaný v predchádzajúcej kapitole je tvorený z niekoľkých komponent,
ktoré boli navrhnuté samostatne ako stavebné časti výsledného systému. Jedná sa kompo-
nenty určené k detekcii osôb, segmentácii pohybu, sledovaniu jednotlivých inštancií objektu
a fúzii detekčných a sledovacích odoziev. Podrobný návrh týchto častí bude popísaný v na-
sledujúcom texte.
Detekcia osôb
Komponenta k detekcii viacerých osôb bude založená na kombinácii dvoch prístupov a to
detekcii celého tela a detekcii vrchnej časti tela. Detekcia celého tela osôb poskytuje veľa
informácie, ale detektor nie je schopný zvládnuť čiastočné prekryvy osôb s prekážkami.
Z dôvodu riešenia tohto problému bude použitá aj detekcia vrchnej časti tela.
Detektor celej časti tela osôb bude zložený z kombinácie viacerých modelov, aby bolo
možné dosiahnuť vyššej presnosti a robustnosti. Bude sa jednať o DPM (angl. Deformable
Part Model) detektor, detektor založený na histograme orientovaných gradientov a detektor
založený na Haarových príznakoch. Teoretické základy k týmto modelom boli popísané
v kapitole 2.2. Detektory budú natrénované na dostupných dátových sadách, prípadne budú
použité existujúce predtrénované modely v prípade ich existencie a vhodnosti.
Detektor vrchnej časti tela bude zložený zo spomínaného DPM detektora a detektora
založeného na Haarových príznakoch (viď. podrobný popis v kapitole 2.2). Tieto detektory
budú využívať modely trénované na snímkach vrchnej časti tela. V tomto aj v predchá-
dzajúcom prípade bude pri detekcii nastavená nízka hodnota prahu k obdržaniu všetkých
skutočných pozitívnych odoziev, ale aj veľkého počtu falošných pozitívnych odoziev.
K riešeniu problému s rozdielnou veľkosťou detekcií celého tela a detekcií vrchnej časti
tela, budú výšky odoziev získaných z detektora celého tela normalizované na 40% výšky.
Týmto postupom bude obdržané veľké množstvo detekčných odoziev, ktoré budú spraco-
vané v nasledujúcich krokoch. Ich ukážku je možné vidieť na obrázku 3.3. Experimentálna
analýza detekčných odoziev ukázala, že odozvy s extrémnou veľkosťou sú väčšinou falošné
detekcie. Vzhľadom k tomuto zisteniu a faktu, že výsledkom je veľké množstvo odoziev, 3%
odoziev s najväčšou a 3% odoziev s najmenšou veľkosťou budú odstránené. To znamená, že
tieto odozvy nebudú použité k ďalšiemu spracovaniu.
Kedže výstupy jednotlivých detektorov sa budú podstatne líšiť, je nutná normalizácia
výstupného skóre. Skóre jednotlivých detekčných odoziev bude normalizované pre každý





kde 𝜇 je stredná hodnota a 𝜎 je štandardná odchýlka detekčného skóre. Výsledkom norma-
lizácie bude stav, kedy všetky hodnoty skóre budú polohované okolo nultej hodnoty. Skóre





kde 𝑚𝑖𝑛 je minimálna hodnota skóre, 𝑚𝑎𝑥 je maximalne skóre všetkých už spracovaných
detekčných odoziev a 𝑠0 je definované v rovnici 3.1.
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Obr. 3.3: Ukážka výstupov jednotlivých častí detekčného algoritmu - všetky detekcie, od-
povedajúca mapa, nájdené lokálne maximá a výsledok, respektíve výstup navr-
hnutého detektora.
Väčší počet detekcií s vyšším súčtom skóre sa bude objavovať v regiónoch, kde sa osoby
s najväčšou pravdepodobnosťou nachádzajú. Tieto regióny budú odpovedať lokálnym ma-
ximám v mape istoty (angl. confidence map) detekčných odoziev. Ukážku tejto mapy je
možné vidieť na obrázku 3.3. Istota na určitej pozícii v mape bude počítaná ako vážený
súčet všetkých skóre obdržaných z detektora celého tela a detektora vrchnej časti tela.













Tento výpočet je znázornený v rovniciach 3.3, kde 𝑐 je istota v danej pozícii mapy, 𝑐𝑢𝑝𝑝𝑒𝑟
a 𝑐𝑓𝑢𝑙𝑙 sú istoty detektora vrchnej časti tela a celého tela v rovnakej pozícii. Premenná 𝑠𝑖𝑗
je potom skóre odozvy 𝑗 detektora 𝑖 normalizované pomocou vzťahu 3.2 a vážené váhou
𝑤𝑖, ktorá je priradená danému detektora 𝑖. Lokálne maximá v tejto mape je možné nájsť
pomocou potlačenia ne-maximálnych odoziev (angl. non-maxima suppression). V tomto
prípade bude použitý podobný prístup s tým rozdielom, že lokálne maximá budú v mape
hľadané iteratívne pomocou kruhového okna a menšieho okolia.
Metóda hľadania lokálnych maxím bude založená na predpoklade, že lokálne maximum
je väčšie ako ktorákoľvek iná hodnota v rámci okna. Ak bude toto lokálne maximum nájdené
v okolí sústredenom okolo kandidátnej hodnoty, istota bude vypočítaná ako súčet hodnôt
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v rámci kruhového okna podelený plochou daného okna. Takto nájdené regióny s istotou
vyššou ako prah budú uvažované za finálny výsledok detekcie.
Na obrázku 3.3 je zobrazená ukážka výstupov jednotlivých častí algoritmu. Na prvej
snímke vľavo hore je možné vidieť všetky odozvy získané z detektora celého tela a detek-
tora vrchnej časti tela. Z týchto odoziev je vytvorená odpovedajúca mapa zobrazená na
snímku vpravo hore, kde najsvetlejšie časti odpovedajú miestam s najpravdepodobnejším
výskytom osôb. S využitím tejto mapy sú najdené lokálne maximá, ktoré sú zobrazené na
obrázku vľavo dole. Posledný obrázok potom odpovedá úprave, kde všetkým detekciám boli
priradené veľkosti celého tela osôb.
Obr. 3.4: Schéma navrhovaného detekčného algoritmu.
Na obrázku 3.4 je zobrazený diagram popisujúci postup výpočtu navrhovaného systému,
kde vstupom je jeden obraz. V rámci tohto obrazu budú detekované osoby pomocou de-
tektora celého tela a detektora vrchnej časti tela. Tieto detekcie budú prebiehať paralelne.
Získané odozvy budú osobitne upravené a normalizované. Následne prebehne popisaná nor-
malizácia skóre a vytvorenie mapy, v rámci ktorej budú hľadané lokálne maximá. Výstupom
budú regióny so skóre vyšším ako predom definovaná hodnota prahu.
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Segmentácia pohybu
Segmentácia pohybu bude zložená z viacerých metód, ktorých výstupy budú kombinované
do jednej binárnej masky čo najpresnejšie zachytávajúcej daný pohyb. K následnej kombiná-
cii boli navrhnuté celkom štyri metódy, a to metóda založená na rozdiele snímkov, metóda
počítajúca optický tok na hustej mriežke bodov pomocou algoritmu Gunnar-Farneback,
metóda založená na výpočte gradientu pohybu a metóda založená na substrakcii pozadia
z priemerného snímku. Tieto metódy budú popísané v nasledujúcom texte, pričom teore-
tické základy boli predstavené v kapitole 2.3.
Obr. 3.5: Princíp navrhnutého výpočtu pohybu.
Postup výpočtu pohybu v rámci tejto komponenty pre jeden snímok je zobrazený na
obrázku 3.5. Vstupom komponenty bude sekvencia po sebe idúcich snímkov, v ktorý bude
pohyb počítaný. Každý vstupný snímok bude pred samotným výpočtom rozmazaný pomo-
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k obmedzeniu vyplyvu šumu. V rámci výpočtu bude využívané určité množstvo predchádza-
júcich snímkov, kde presný počet bude upresnený pri každej navrhovanej metóde v ďalšom
texte.
Po predspracovaní bude následne vypočítaný pohyb pomocou štyroch spomínaných me-
tód. Tieto masky budú najskôr normalizované na rovnaký rozsah hodnôt a následne budú







kde 𝑤𝑖 je predom definovaná váha pre masku 𝑀𝑖. To znamená, že každá metóda sa bude
určitou časťou podielať na celkovom výstupe. Týmto spôsobom by mal byť minimalizovaný
vplyv šumu a maximalizovaná presnosť segmentácie pohybu.
Nakoniec budú hodnoty výslednej matice 𝑀 normalizované na hodnoty v rozsahu ⟨0, 1⟩
a bude použitý prah k získaniu binárnej masky obsahujúcej pohyb. Aktuálny snímok bude
následne vložený do histórie a v nasledujúcom prechode bude použitý ako predchádzajúci.
Rozdiel snímkov Táto metóda je založená na výpočte rozdielu snímkov, kde vstupom
metódy bude aktuálny rozmazaný snímok a niekoľko predchádzajúcich. Nech aktuálny sní-
mok je reprezentovaný maticou 𝑀0 a daných 𝑁 predchádzajúcich snímkov je označených
ako matice 𝑀𝑖 pre 0 ≤ 𝑖 < 𝑁 . Pohyb pre aktuálny snímok bude počítaný ako




kde 𝑤 je váha pre rozdiel aktuálneho snímku s predchádzajúcim. Nakoniec bude výsledná
maska tejto metódy vypočítaná pomocou výberu hodnôt väčších ako nula.
Obr. 3.6: Vizualizácia postupu pri výpočte rozdielu símkou.
Tento výpočet je ilustrovaný na obrázku 3.6, kde na prvom obrázku sú zobrazené ori-
ginálne snímky získané z datasetu PETS 2009 [13]. Na ďalšom je zobrazený rozdiel týchto
snímkov vypočítaný popísaným spôsobom a na poslednom obrázku je zobrazený výstup
tejto metódy.
Gunnar-Farneback optický tok Táto metóda bude implementovať Gunnar-Farneback
algoritmus, ktorý počíta optický tok na hustej mriežke bodov. Princíp algoritmu bol po-
písaný v kapitole 2.3 a v podstate spočíva v hľadaní pohybu v po sebe idúcich snímkoch
aproximáciou kvadratickými polynómami a koštrukciou globálneho posunu.
Pred samotným výpočtom bude obraz prevedený z farebného modelu RGB do odtieňov
sivej. Následne bude s použitím aktuálneho a predchádzajúceho snímku výpočítaný optický
tok spomínaným algoritmom Gunnar-Farneback. Tento tok bude prevedný do polárnych
súradníc k získaniu veľkosti a orientácie pohybu.
Ilustráciu výpočtu je možné vidieť na obrázku 3.7, kde originálny snímok je prevzatý
z datasetu PET 2009 [13]. V prvom snímku je vykreslený optický tok a v ďalšom snímku
je možné vidieť výstup tejto metódy. Pohyb je tu vizualizovaný pomocou HSV farebného
modelu s reprezentovaním farebného tónu a jasu ako
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𝑉 = 𝑅𝑛𝑜𝑟𝑚, (3.7)
kde 𝛼 orientácia (uhol) pohybu a 𝑅𝑛𝑜𝑟𝑚 je veľkosť tohto pohybu normalizovaná do rozsahu
hodnôt ⟨0, 255⟩.
Výpočet gradientu pohybu Implementácia tejto metódy bude založená na výpočte
orientácie gradientu pohybu z histórie snímkov. História bude aktualizovaná na základe
časového razítka pomocou siluety a metóda bude pohyb počítať s využitím aktuálneho a
predchádzajúceho snímku.
Pred samotným výpočtom bude získaný aktuálny čas a bude vypočítaný jeho rozdiel
s naposledy získaným časom. Následne bude vytvorená silueta a história pohybu bude
aktualizovaná. Samotný pohyb a jeho gradient bude vypočítaný pomocou algoritmu, ktorý
bol podrobne popísaný v kapitole 2.3.
Obr. 3.8: Výpočet orientácie gradientu s použitím histórie snímkov.
Na obrázku 3.8 je vizualizovaný postup výpočtu, kde na snímke vľavo hore je zobrazená
silueta, s ktorou je história aktualizovaná. História pohybu je zobrazená vľavo dole a na
poslednom obrázku vpravo je možné vidieť výstup tejto metódy.
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Substrakcia pozadia z priemerného snímku Ďalšou metódou navrhnutou ako časť
komponenty pre segmentáciu pohybu je metóda založená na výpočte pozadia s využitím
histórie snímkov. Princíp tejto metódy spočíva v akumulovaní predchádzajúcich snímkov
do snímku priemerného a následnom výpočte rozdielu medzi priemerným a aktuálnym
snímkom.
Obr. 3.9: Vizualizácia postupu substrakcie pozadia z priemerného snímku.
Vstupom tejto metódy bude aktuálny snímok, pomocou ktorého bude najprv aktualizo-
vaný priemer. Priemerný snímok reprezentujúci pozadie bude počítaný ako kĺzavý priemer
všetkých už spracovaných snímkov definovaný vzťahom
𝑀𝑎𝑣𝑔 = (1− 𝛼)𝑀𝑎𝑣𝑔 + 𝛼𝑀𝑎𝑐𝑡𝑢𝑎𝑙, (3.8)
kde 𝑀𝑎𝑣𝑔 označuje priemerný snímok, 𝑀𝑎𝑐𝑡𝑢𝑎𝑙 označuje aktuálny snímok a hodnota 𝛼 regu-
luje rýchlosť aktualizácie. Následne bude pohyb vypočítaný ako absolútna hodnota rozdielu
𝑀 = |𝑀𝑎𝑐𝑡𝑢𝑎𝑙 −𝑀𝑎𝑣𝑔|. (3.9)
Tento postup bude opakovaný s rôznym nastavením parametra 𝛼 a súčet čiastočných vý-
sledkov po normalizácii bude tvoriť výstup tejto metódy.
Vizualizovaný postup výpočtu je možné vidieť na obrázku 3.9, kde naľavo je aktuálny
snímok [13], pre ktorý sa bude pohyb počítať a pod ním je priemerný snímok vypočítaný
popísaným spôsobom. Na ďalšom snímku je možné vidieť rozdiel aktuálneho snímku s prie-
merným snímkom a nakoniec extrahovaný pohyb.
Sledovanie viacerých objektov
Táto komponenta bude nasadená z dôvodu zvýšenia presnosti sledovania a zníženia po-
čtu výpadkov detektora. K tomuto účelu bude použitý KCF (angl. Kernelized Correlation
Filter) tracker, ktorý bol popísaný v kapitole 2.5. Ten bude modifikovaný k sledovaniu via-
cerých objektov súčasne, kedy pre každý nový objekt k sledovaniu bude vytvorená nová
inštancia. To znamená, že táto komponenta bude zapúzdrovať niekoľko inštancií trackera a
udržovať sledované objekty s priradeným identifikačným číslom.
Komponenta bude inicializovaná v prvom snímku s použitím všetkých regiónov získa-
ných z detektora. To znamená, že v rámci komponenty sa pre každý objekt vytvorí jedna
inštancia trackera s inkrementovaným identifikačným číslom. Nový objekt bude pridaný na
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základe rozhodnutia komponenty pre fúziu a len v prípade, ak detekčná odozva bez prí-
slušnej sledovacej odozvy bude existovať. V prípade existencie bude odpovedajúca detekčná
odozva použitá k inicializácii novej inštancie.
Keďže sa môže stať, že vstupná množina detekčných odoziev bude obsahovať falošné
pozitívne detekcie, bude sledovacia komponenty udržovať históriu o posledných združenia
odoziev. V prípade, že združenie neexistuje niekoľko posledných snímkov a zároveň objekt
sa nepohybuje určitý počet snímkov, bude tento objekt odstránený zo sledovania. To zna-
mená, že v rámci sledovacej komponenty bude okrem udržovania informácie o posledných
združeniach odoziev nutné udržovať aj informáciu o posledných pozíciách objektu. V kaž-
dom snímku budú pozície všetkých objektov aktualizované s použitím výpočtu popísaného
v kapitole 2.5. Následne budú aktualizované informácie o histórii pohybu a združeniach
s detekčnými odozvami. Výstupom tejto komponenty tak bude v každom snímku predpo-
kladaná pozícia všetkých sledovaných objektov.
Fúzia detekčných a sledovacích odoziev
Z dôvodu nájdenia nových objektov, ktoré zatiaľ nie sú sledované, je potrebné združiť odozvy
z detektora s odozvami zo sledovacej komponenty. Odozvy budú združené na základe dvoch
jednoduchý metrík - Euklidovskej vzdialenosti a percentuálneho prekryvu.
Nech 𝑡 je odozva zo sledovacej komponenty na pozícii 𝑡𝑐 a nech 𝑑 je detekčná odozva na
pozícii 𝑑𝑐. Odozvy 𝑡 a 𝑑 patria k sebe ak
𝑑𝑖𝑠𝑡(𝑡, 𝑑) < 𝑑𝑖𝑠𝑡𝑚𝑎𝑥 & 𝑜𝑣𝑒𝑟𝑙𝑎𝑝(𝑡, 𝑑) > 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑚𝑖𝑛, (3.10)
kde vzdialenosť je definovaná ako
𝑑𝑖𝑠𝑡(𝑡, 𝑑) =
√︁
(𝑡𝑐𝑥 − 𝑑𝑐𝑥)2 + (𝑡𝑐𝑦 − 𝑑𝑐𝑦)2 (3.11)
a percento prekryvu ako
𝑜𝑣𝑒𝑟𝑙𝑎𝑝(𝑡, 𝑑) =
𝑡 ∩ 𝑑
𝑡 ∪ 𝑑− 𝑡 ∩ 𝑑. (3.12)
Potom detekčná odozva 𝑑 bude pridaná k sledovaniu len v prípade, že zatiaľ neexistuje
združená sledovacia odozva 𝑡, ktorá by spĺňala podmienku 3.10. V praxi to znamená, že
budú nájdené detekcie, ktoré nevyhovujú podmienke 3.10 a tie budú pridané do komponenty
k sledovaniu.
Vstupom tejto komponenty budú všetky odozvy zo sledovacej komponenty odpovedajúce
pozíciám aktuálne sledovaných objektov a odozvy z detekčnej komponenty odpovedajúce
najpravdepodobnejším pozíciam objektom v aktuálnom snímku. Po priradení týchto odo-
ziev bude získaná množina združených pozícii a množina detekčných odoziev, ktoré neod-
povedajú žiadnym sledovacím odozvám. Druhá množina bude výstupom tejto komponenty
a bude použitá k aktualizácii sledovacej komponenty.
3.4 Návrh optimalizácie systému
V rámci návrhu systému k sledovaniu osôb ako celku bol dôraz kladený hlavne na presnosť
detekcie a sledovania. Pri návrhnu detektora bolo potom navrhnuté riešenie, ktoré by malo
minimalizovať problémy s prekryvmi zapojením viacerých modelov založených na detekcii
častí tela. Z predchádzajúceho výkladu v kapitole 3.3 a teoretických základov uvedených
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v kapitole 2.2 je zrejmé, že časová náročnosť jednotlivých detektorov nie je zanedbateľná a
preto sa táto kapitola venuje návrhu urýchlenia jednotlivých častí detekčnej komponenty.
V rámci riešenia tohto projektu bolo navrhnuté a realizované urýchlenie len jednej časti,
a to z dôvodu časovej náročnosti tohto procesu. K urýchleniu bol tak vybraný detektor
založený na histograme orientovaný gradientov, ktorého implementácia by následne mohla
byť využitá aj k urýchleniu jeho rozšírenia - DPM detektora (viď. kapitola 2.2). Vybraný
detektor bude implementovaný s využitím grafického procesoru a jednotlivé časti detekcie
budú v rámci tohto projektu aspoň paralelizované.
Táto kapitola sa tak zaoberá návrhom urýchlenia jednotlivých častí detektora a návrhom
HOG detektora s využitím grafického procesora (GPU). Ďalej bude navrhnuté riešenie
urýchlenia ďalších častí pre budúce pokračovanie v riešení projektu.
Návrh HOG detektora na GPU
Cieľom tejto časti riešenia projektu bolo navrhnúť detektor založený na histograme oriento-
vaných gradientov s využitím grafického procesoru. Návrh a následná implementácia bude
zameraná na urýchlenie detekcie pri zachovaní jej presnosti. Teoretické základy použité pri
realizácii tohto detektora boli predstavené v kapitole 2.2.
Návrh riešenia bolo nutné rozdeliť na dve časti a to časť, ktorá bude realizovaná na
GPU a časť na CPU. Na CPU bude implementovaná pyramída klasifikátora a na GPU
bude implementovaný výpočet príznakov a rozhodnutie na základe SVM modelu.
Na obrázku 3.10 je možné vidieť zjednodušenú schému postupu výpočtu, kde jednotlivé
časti sú rozdelené medzi CPU a GPU. Vstupom algoritmu bude obraz, v ktorom majú byť
detekované inštancie objektu záujmu a ktorý bude uložený v hlavnej pamäti počítača. Ná-
sledne bude obraz nakopírovaný na GPU ako buffer spoločne s informáciami potrebnými
k detekcii. V tomto obraze budú pre každé vlákno v každej pracovnej skupine vypočítané
indexy pre bunku, blok a okno, v ktorom sa dané vlákno nachádza. Tieto indexy budú
použité k indexovaniu zápisu deskriptorov do globálnej pamäte. Následne bude vypočí-
taná veľkosť a orientácia gradientu jednotlivými vláknami, čo bude použité k zostrojeniu
histogramu v danej pracovnej skupine.
Keďže gradienty v rámci blokov sú na sebe závislé v každej bunke aj v každom bloku,
veľkosť pracovnej skupiny bude nastavená tak, aby bolo možné spracovať celý blok paralelne
a teda na veľkosť 16×16 vlákien. Po výpočte jednotlivých gradientov budú v rámci skupiny
vyčítané presne štyri histogramy (viď. obrázok 3.11). Tieto histogramy budú spojené do
jedného deskriptora popisujúceho blok a normalizované pomocou L2-normy. Následne pre
každé možné umiestnenie okna budú klasifikované deskriptory okna pomocou parametrov
lineárneho modelu SVM, čím bude zistené či sa jedná alebo nejedná o objekt záujmu.
Výsledok bude nakoniec zapísaný do globálnej pamäte pomocou predpočítaných indexov a
predaný na CPU. V prípade, že sa nebude jednať o posledný level pyramídy, tento postup
prebehne znovu.
V rámci tohto návrhu bol značný dôraz kladený na maximalizáciu rýchlosti. Z tohto
dôvodu bol navrhnuté indexovanie okien a výpočet jednotlivých príznakov len raz pre všetky
bloky. Ďalej k minimalizácii komunikácie medzi CPU a GPU, bol navrhnutý spôsob, kedy
predikcia pre každé okno bude prenášaná len vo forme jednej hodnoty. Jednotlivé časti
tohto urýchlenia budú popísané v nasledujúcom texte.
Škálovacia obrazová pyramída V rámci tejto časti algoritmu bude vstupný obraz na
základe parametra postupne zmenšovaný a následne vyhladzovaný pomocou bilineárnej
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Obr. 3.10: Postup výpočtu a rozdelenie častí medzi CPU a GPU.
interpolácie. Keďže na GPU bude pracované s fixnou veľkosťou pracovných skupín, veľkosť
obrazu bude v každom kroku zmenšená na násobok veľkosti pracovnej skupiny. Následne
bude obraz nakopírovaný na GPU, kde bude prebiehať ďalšie spracovanie.
Výpočet príznakov V rámci vstupného obrazu zmenšeného podľa levelu pyramídy bude
prebiehať detekcia pomocou kĺzavého okna a klasifikácia pomocou modelu SVM. Spomí-
naná pracovná skupina bude nastavená na 16 × 16 vlákien, čo odpovedá jednému bloku
v rámci extrakcie HOG príznakov. V rámci tejto pracovnej skupiny bude paralelne pre každé
vlákno najprv vypočítaný gradient. Pre každú bunku o veľkosti 8× 8 vlákien bude potom
vypočítaný lokálny histogram, ktorý bude po normalizácii spolu s ostatnými histogrammi
v bunke tvoriť deskriptor bloku. Táto štvorica histogramov bude udržovaná v lokálnej pa-
mäti, ku ktorej majú prístup všetky vlákna danej skupiny a odpovedajúci histogram bude
akumulovaný s použitím výpočtu indexu bunky. Histogram bude možné počítať bez váho-
vania alebo s použitím prístupu, kde váha bude odpovedať príslušnosti uhlu gradientu do
určitej bunky histogramu.
Daná štvorica histogramov normalizovaná pomocou L2-normy bude tvoriť deskriptor
bloku v určitej pozícii detekčného okna. Z dôvodu zvýšenia rýchlosti bol navrhnutý spôsob,
kedy jednotlivé bloky budú vypočítané nezávisle na sebe bez nutnosti počítania deskriptorov
blokov pre každé umiestnenie okna. To znamená, že najprv budú vypočítané všetky možné
37
Obr. 3.11: Paralelný výpočet príznakov v rámci jednej pracovnej skupiny veľkosti 16 × 16
vlákien na GPU.
príznaky v rámci obrazu a až v rámci detekcie budú príznaky vybrané pre popis okna.
Na konci výpočtu bude každý deskriptor bloku uložené na odpovedajúci index do globálnej
pamäte k ďalšiemu spracovaniu.
Detekcia a klasifikácia pomocou SVM modelu Po výpočte príznakových vektorov
pre všetky možné bloky veľkosti 16× 16 pixelov, budú tieto príznaky uložené do globálnej
pamäte, ku ktorej budú mať prístup všetky pracovné skupiny. Pre každé umiestnenie kĺza-
vého okna bude klasifikované, či sa jedná o objekt alebo nie. Klasifikácia bude prebiehať
na základe predikcie s využitím predom načítaného lineárneho modelu SVM. Postup tejto
predikcie je možné pre každé okno definovať ako výpočet
𝑓(𝑥) = 𝑤𝑇𝑥 + 𝑏, (3.13)
kde 𝑤 je vektor váh pre určitý predom natrénovaný model, 𝑥 je deskriptor vektor pre dané
umiestnenie okna a 𝑏 je premenná bias. Výsledkom tohto výpočtu bude rozhodnutie pre
dané okno, ktoré bude predané na CPU pomocou globálnej pamäte a na základe ktorého




≥ 0, 𝑦 = +1
< 0, 𝑦 = −1 (3.14)
kde 𝑦 = +1 označuje klasifikovaný objekt záujmu.
Urýchlenie ďalších častí systému
V rámci implementácie systému budú jednotlivé časti detekčnej komponenty paralelizované,
z čoho vyplýva, že detekcia by mala pri využití všetkých prostriedkov dosahovať časovej
náročnosti tej časovo najnáročnejšej časti. Z predchádzajúceho popisu je zrejmé, že touto
časovo aj výpočtovo najnáročnejšou časťou nielen detekčnej časti, ale aj celého systému bude
DPM detektor (viď. kapitola 2.2). Tento detektor je preto nutné implementovať s využitím
grafického procesoru, prípadne urýchliť iným spôsobom. V rámci tohto riešenia projektu
nebol DPM detektor optimalizovaný hlavne z dôvodu časovej náročnosti a zložitosti tohto
problému, ale v prípade ďalšieho riešenia bude táto časť urýchlená ako prvá.
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Kapitola 4
Realizácia systému a vyhodnotenie
Táto kapitola popisuje postup realizácie projektu. Na začiatku bude zdôvodnená voľba
programovacieho jazyka. Následne bude čitateľ oboznámený s detailami implementácie sys-
tému ako celku a jednotlivými stavebnými prvkami. Daľšia časť sa bude zaoberať popisom
vykonaných experimentov a postupom vyhodnotenia. Výsledky vyhodnotenia boli zhromaž-
dené a následne analyzované vzhľadom k presnosti systému. Na záver budú tieto výsledky
diskutované a bude načrtnutý ďalší možný postup k vylepšeniu daného systému.
4.1 Implementácia systému
Voľba programovacieho jazyka k implementácii systému sa odvíjala hlavne od podpory
knižníc a nástrojov, ktoré by bolo možné k riešeniu využiť. Nakoniec bol z vhodných al-
ternatív vybraný jazyk C++ a to vzhľadom k dostupnosti knižníc ako OpenCV a Dlib.
Framework OpenCL taktiež poskytuje rozhranie pre vývoj v jazyku C++. V rámci riešenia
bola využitá knižnica OpenCV a framework OpenCL.
Na základe návrhu popísaného v kapitole 3.2 bol systém implementovaný s využitím
objektovo-orientovaného prístupu. Zjednodušená štruktúra systému je zobrazená na ob-
rázku 4.1. Trieda MultiPersonTracker je trieda zapúzdrujúca funkcionalitu systému urče-
ného k sledovaniu viacerých osôb vo videu z jednej kamery. Táto trieda využíva jednotlivé
komponenty, ktoré boli popísané v rámci návrhu systému (kapitola 3.2) a jeho jednotlivých
častí (kapitola 3.3). Trieda DTCombinator odpovedá fúznej komponente určenej k zdru-
žovaniu odoziev. Ďalšími triedami sú trieda PersonDetector odpovedajúca komponente
slúžiacej k detekcii osôb, trieda MultiTracker odpovedajúca komponente k sledovaniu via-
cerých objektov a trieda MotionDetection určená k detekcii, prípadne segmentácii pohybu.
Tieto časti budú popísané v nasledujúcom texte.
Trieda MultiPersonTracker obsahuje metódu init() určenú k inicializácii systému a
metódu update(cv::Mat), v rámci ktorej je vykonaný jeden krok sledovania osôb. Atribút
params reprezentuje parametre systému, ktoré sú predané pomocou konštruktora metódy.
Fungovanie systému je potom závislé na nastavení týchto parametrov a najdôležitejšími sú
weight_full_dpm, weight_full_hog a weight_full_haar označujú jednotlivé váhy de-
tektorov použitých k detekcii celého tela osôb. Bližšie vysvetlenie a ich použitie je
možné nájsť v rovnici 3.3. Všetky váhy sú v rámci systému implicitne nastavené na
hodnotu 1, čo znamená, že všetky detektory budú prispievať rovnakým podielom
k celkovému výsledku.
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Obr. 4.1: Zjednodušená štruktúra realizovaného systému.
weight_upper_dpm a weight_upper_haar sú váhy jednotlivých detektorov použitých
k detekcii vrchnej časti tela (viď. popis v kapitole 3.3). Tieto váhy sú taktiež im-
plicitne nastavené na hodnotu 1.
nms_rmin, nms_rmax a nms_step definujú parametre metódy hľadania lokálneho ma-
xima v rámci mapy istoty detekcie. Parameter nms_rmin označuje počiatočny mi-
nimálny polomer a nms_rmax maximálny polomer kruhového okna v rámci algoritmu.
Parameter nms_step definuje hodnotu s akou bude počiatočná veľkosť okna inkre-
mentovaná. Podrobnejší popis je možné nájsť v kapitole 3.3. Počiatočná a koncová
hodnota okna závisí od charakteru scény a veľkosti vstupného snímku. Krok algoritmu
je implicitne nastavený na hodnotu 2.
nms_neighborhood je parameter definujúci percentuálnu veľkosť okolia v rámci algo-
ritmu hľadania lokálnych maxím. Toto okolie je popísané pri návrhu detekcie osôb
v kapitole 3.3 a jeho hodnota je implicitne nastavená na 0.5. To znamená, že pre
určité okno bude implicitne veľkosť okolia rovná polovici veľkosti okna.
nms_cthresh je prah určený k filtrovaniu nájdených lokálnych maxím v rámci algoritmu
ich hľadania. Použitie prahu a výpočet skóre, na základe ktorého bude rozhodnuté, je
popísaný v kapitole 3.3.
point_threshold a circle_threshold definujú prahy k výberu detekčných odoziev.
Všetky odozvy získané z detekčnej komponenty sú overené, či ich skóre v lokál-
nom maxime je väčšie ako prah point_threshold a súčastne či skóre kruhového
okna získané v rámci výpočtu metódou hľadania lokálnych maxím je väčšie ako prah
circle_threshold.
fusion_distance a fusion_overlap sú parametre komponenty pre združenie detek-
čných a sledovacích odoziev popísané v rovnici 3.10. Na základe týchto parametrov je
možné značne ovplyvniť celkovú úspešnosť implementovaného systému.
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4.2 Implementácia častí systému
Na základe návrhu komponent, ktorý bol predstavený v kapitole 3.3, boli jednotlivé časti
implementované. V rámci tejto kapitoly budú popísané implementačné detaily, ktoré môžu
byť z hľadiska riešenia považované za dôležité. V jednotlivých častiach tak bude predsta-
vená implementácia komponenty určenej k detekcii osôb, segmentácii pohybu, sledovaniu
viacerých objektov a implementácia komponenty určenej k združovaniu odoziev.
Detekcia osôb
Ako bolo popísané v kapitole 3.2, táto komponenta sa skladá z detekcie celého tela a de-
tekcie vrchnej časti tela osôb. Obidve metódy detekcie sú založený na kombinácii viacerých
modelov k zvýšeniu presnosti detekcie.
K tomuto účelu bol použitý DPM detektor, detektor založený na histograme orien-
tovaných gradientov a detektor založený na Haarových príznakoch. Ako implementácia
DPM detektora bola použitá dostupná implementácia prezentovaná v publikáciii popisu-
júcej framework pre detekciu osôb [19]. K detekcii založenej na histograme orientovaných
gradientov bola použitá trieda cv::HOGDescriptor dostupná v rámci knižnice OpenCV
(viď. kapitola 2.6) a k detekcii založenej na Haarových príznakoch bola použitá trieda
cv::CascadeClassifier, ktorá je taktiež dostupná v tejto knižnici.
Jednotlivé časti detektora celého tela sú trénované na snímkach celého ľudského tela.
K inicializácii DPM detektora bol použitý predtrénovaný model dostupný s danou imple-
mentáciou [19]. Model SVM k detekcii založenej na histograme orientovaných gradientov je
inicializovaný pomocou metódy cv::HOGDescriptor::getDefaultPeopleDetector() do-
stupnej v rámci knižnice OpenCV. Predtrénovaný model dostupný v tejto knižnici bol
použitý aj k inicializácii detektora založeného na Haarových príznakoch.
K detekcii vrchnej časti tela bol použitý DPM detektor inicializovaný pomocou predtré-
novaného modelu dostupného v originálnej publikácii [19] a detektor založený na Haarových
príznakoch inicializovaný pomocou modelu, ktorý je súčasťou knižnice OpenCV. Použité
modely boli predtrénované na snímkach vrchnej časti tela osôb.
Výstupom jednotlivých detektorov sú odozvy reprezentované štruktúrov rdets, ktorá
je definovaná ako




kde roi je región označujúci umiestnenie detekovanej osoby a conf je hodnota, ktorá
udáva istotu danej detekcie (vyššia hodnota odpovedá pravdepodobnejším detekciám).
Tieto odozvy sú normalizované a spojené spôsobom popísaným v kapitole 3.3.
Následne je vytvorená mapa zachytávajúca najpravdepodobnejšie detekcie, ktorá je
v rámci implementácie reprezentovaná ako matica cv::Mat typu CV_64F o veľkosti rovnej
veľkosti vstupného snímku. K implementácii algoritmu hľadania lokálnych maxím v tejto
mape bola použitá ako kostra implementácia algoritmu potlačenia ne-maximálnych odoziev
(angl. non-maxima suppression) 1 dostupná na stránkach knižnice OpenCV. Okno použité
v implementácii bolo zmenené na okno kruhového tvaru pomocou maskovania a lokálne
1dostupná na adrese http://code.opencv.org/attachments/994/nms.cpp
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okolie je riadené parametrom nms_neighborhood (viď. kapitola 4.1). Implementácia hľada-
nia potom spočíva v iteratívnom počítaní tohto algoritmu pri zväčšujúcom sa kruhovom
okne.
Obr. 4.2: Štruktúra realizovanej komponenty k detekcii osôb.
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Štruktúra implementácie tejto komponenty je zobrazená na obrázku 4.2. Vstupom tohto
procesu je obraz reprezentovaný ako matica hodnôt pixelov cv::Mat a výstupom je vektor
najpravdepodobnejších umiestnení osôb v rámci tohto obrazu std::vector<cv::Rect>.
Segmentácia pohybu
Na základe návrhu segmentácie pohybu prezentovaného v kapitole 3.3 bola daná kompo-
nenta implementovaná. Metódy, na ktorých je založená boli realizované s použitím metód
dostupných v knižnici OpenCV (viď. kapitola 2.6). Výsledky jednotlivých metód pre sa-
motným spojením a binarizáciou je možné vidieť na obrázku 4.3. Tieto výstupy sú potom
kombinované podľa rovnice 3.5 do jednej binárnej masky, ktorá je reprezentovaná maticou
cv::Mat typu CV_8U.
Obr. 4.3: Výstup jednotlivých metód detekcie pohybu (zľava doprava): rozdiel snímkov,
Gunnar-Farneback optický tok, výpočet orientáce gradientu, substrakcia pozadia
z priemerného snímku.
Implementácia tejto komponenty bola vyhodnotená z hľadiska časovej náročnosti. S pou-
žitím datasetu PETS 2009 [13] boli získané časy pre jednotlivé snímky a jednotlivé čiastočné
metódy. Výsledky sú prezentované v tabuľke 4.1, kde je možné vidieť priemerný čas na je-
den snímok. Tieto časy boli namerané s využitím prenosného počítača Intel Core i5-2450M
(2.50 GHz) 4GB.
Priemerný čas na snímok
Rozdiel snímkov 3.09 ms
Gunnar-Farneback optický tok 270.05 ms
Výpočet gradientu pohybu 11.98 ms
Substrakcia pozadia z priemerného snímku 56.32 ms
Celkový čas segmentácie pohybu 341.44 ms
Tabuľka 4.1: Priemerná časová náročnosť jednotlivých častí komponenty na jeden snímok.
Ako je možné vidieť v tejto tabuľke, časovo najnáročnejšou časťou je časť založená na
výpočte optického toku pomocou algoritmu Gunnar-Farneback. V prípade potreby je možné
celkový čas detekcie urýchliť na úkor presnosti a to priradením nulovej váhy (viď. rovnica
3.5) tejto časovo najnáročnejšej časti.
Rozdiel snímkov Táto metóda je implementovaná s využitím štandarných maticových
operácií, ktoré sú dostupné v knižnici OpenCV. História je v rámci vypočtu udržiavaná
ako vektor predchádzajúcich už spracovaných snímkov std::vector<cv::Mat>, ktoré sú
využívané k ďalším výpočtom.
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Gunnar-Farneback optický tok K výpočtu optického toku pomocou algoritmu Gunnar-
Farneback je použitá metóda cv::calcOpticalFlowFarneback s využitím Gaussovského
filtra. Imlicitne je tento filter nastavený na veľkosť 12× 12 pixelov.
Výpočet gradientu pohybu Výpočet orientácie gradientu je implementovaný pomocou
metódy cv::motempl::calcMotionGradient a história je aktualizovaná s použitím me-
tódy cv::motempl::updateMotionHistory. Silueta je v rámci algoritmu reprezentovaná
pomocou matice cv::Mat typu CV_8U.
Substrakcia pozadia z priemerného snímku Táto metóda je implementovaná s vy-
užitím maticových operácií, ktoré sú dostupné v knižnici OpenCV.
Sledovanie viacerých objektov
Ako bolo popísané v kapitole 3.3 zaoberajúcej sa návrhom tejto komponenty, k sledovaniu
osôb bude z dôvodu zníženia počtu výpadkov detektora použitý KCF tracker. K tomuto
účelu bola použitá implementácia predstavená v publikácii High-Speed Tracking with Ker-
nelized Correlation Filters [16], ktorá je voľne dostupná pre výzkumné účely 2.
V rámci riešenia bola daná implementácia rožšírená k sledovaniu viacerých objektov.
Pre každý nový objekt je vytvorená nová inštancia trackera. Tieto inštancie sú v rámci
komponenty udržiavané vo vektore objektov std::vector<KCFTracker>. Všetky aktuálne
sledované objekty sú popísané štruktúrov tracking_result_t, ktorá je definovaná ako






unsigned int cmove, cresp;
} tracking_result_t;
Táto štruktúra definuje identifikátor sledovaného objektu, jeho pozíciu v rámci snímku a
príznak validity. Ďalej je v rámci štruktúry udržiavaná história predchádzajúcich pozícií a
príznakov určujúcich existenciu odpovedajúcej detekcie, počet snímkov objektu bez pohybu
a počet snímkov bez odpovedajúcej detekcie.
Zjednodušená štruktúra realizovanej komponenty je zobrazená na obrázku 4.4, kde im-
plementované bolo rozhranie TrackingInterface a trieda MultiTracker. Implementácia
je ďalej založená triede KCFTracker, ktorá je súčasťou prebranej implementácie [16].
Fúzia detekčných a sledovacích odoziev
Združenie detekčných a sledovacích odoziev bolo implementované na základe návrhu, ktorý
bol popísaný v kapitole 3.3. S využitím navrhnutých pravidiel sú odozvy združované a
výsledkom tohto procesu je vektor regiónov std::vector<cv::Rect>, ktorý prezentuje
výstup systému v aktuálnom snímku určený k zobrazeniu.
2dostupná na adrese https://github.com/joaofaro/KCFcpp
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Obr. 4.4: Štruktúra realizovanej komponenty k sledovaniu objektov.
Počiatočný polomer okna je definovaná pomocou parametru nms_rmin a koncový po-
mocou parametra nms_rmax. Tento polomer je potom v rámci algoritmu zväčšovaný na
základe kroku nms_step. Ďalším dôležitým parametrom, ktorý má značný vplyv na cel-
kovú úspešnosť systému, je prah nms_cthresh použitý k výberu výstupných odoziev. Bližší
popis týchto parametrov je možné nájsť v kapitole 4.1, prípadne v kapitole popisujúcej
návrh tejto komponenty.
4.3 Optimalizácia častí systému
Z dôvodu výpočetnej a časovej náročnosti jednotlivých častí detekčnej komponenty bol
v kapitole 3.4 navrhnutý spôsob urýchlenia týchto častí. V rámci riešenia tohto projektu bol
presnejšie navrhnutý detektor založený na histograme orientovaných gradientov s využtím
grafického procesoru (GPU). Vysvetlenie implementácie tejto časti a paralelizácie ostatných
častí detekcie bude obsahom nasledujúceho textu, ktorý je založený na návrhu popísanom
v kapitole 3.4.
HOG detektor na GPU
K implementácii detektora založeného na histograme orientovaných gradientov na grafickom
procesore bol využitý framework OpenCL popísaný v kapitole 2.6. Ako programovací jazyk
bol použitý jazyk C++, pre ktorý OpenCL poskytuje rozhranie. Detekcia bola primárne
vyvíjaná na grafickej karte od spoločnosti Intel typu HD Graphics 4600.
Ako už bolo popísané v kapitole 3.4 zaoberajúcej sa návrhom systému, vstupom systému
sú obrazové snímky, v ktorých majú byť detekované inštancie objektu. K práci so snímkami
bola použitá knižnica OpenCV (viď. kapitola 2.6). Výstupom detekcie je potom množina
pozícii inštancií objektu v rámci snímku, ktorá je implementačne reprezentovaná ako vektor
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regiónov std::vector<cv::Rect>.
Pred samotným výpočtom príznakov a detekciou je z dostupných zariadení vybrané prvé
vhodné GPU zariadenie, na ktorom budú výpočty vykonané. Následne je na tomto zariadení
vytvorený kontext cl::Context a fronta príkazov cl::CommandQueue. Jadro programu je
na GPU definované ako
__kernel void compute_hog(
__read_only __global uchar *image,
__read_only int image_width, __read_only int image_height,
__read_only int win_width, __read_only int win_height,
__write_only __global float *descriptor,
__read_only __global float *y,
__read_only float b,
__write_only __global float *prediction);
kde dané parametre sú definované nasledovne
image je serializovaný vstupný obraz prevedený do odtieňov sivej, kde každý pixel je
reprezentovaný hodnotou v rozmedzí < 0, 255 >
image_width a image_height je šírka a výška vstupného obrazu
win_width a win_height je šírka a výška detekčného okna v aktuálnom levele škálova-
cej pyramídy
descriptor je výstupné pole deskriptor vektorov pre všetky možné umiestnenia detekč-
ného okna
y a b sú váhy a hodnota bias lineárneho SVM (Support Vector Machine) modelu
prediction je výstupné pole predikcií, ktoré obsahuje rozhodnutia na základe lineárneho
SVM modelu pre všetky možné umiestnenia detekčného okna
Na základe návrhu bol na GPU implementovaný výpočet príznakov a detekcia inštancií
objektu. Pre každé vlákno je najskôr získaný globálny index, index pracovnej skupiny a
lokálny index v rámci tejto skupiny. S využitím týchto indexov je vypočítaný index okna a
index bloku v rámci neho. Deskriptor bloku počítaný v rámci pracovnej skupiny je udržia-
vaný v lokálnej pamäti, kde jej veľkosť je definovaná ako počet buniek v bloku (zvyčajne 4
bunky) násobený počtom intervalov histogramu. Implicitne sú tieto deskriptory definované
36 hodnotami. Po výpočte gradientov jednotlivými vláknami, sú ich veľkosti akumulované
do tejto pamäte na pozíciu určenú na základe orientácie gradientu a spomínaného indexu
bunky. Z dôvodu, že OpenCL neposkytuje funkcie k atomickému súčtu hodnôt s pohyblivou
rádovou čiarkou (angl. floating-point) bola táto funkcia implementovaná.
Deskriptor bloku je normalizovaný pomocou L2-normy, ktorá je počítaná s využitím
paralelnej redukcie a lokálnej bariéry. Následne je normalizovaný deskriptor zapísaný do
globálnej pamäte descriptor na všetky pozície, v ktorých sa v rámci okien može vyskyto-
vať. To znamená, že táto globálna pamäť obsahuje deskriptory všetkých okien zoradených za
sebou a jej obsah po získaní do hlavnej pamäte je využívaný hlavne k vizualizácii príznakov.
V rámci detekcie je obsah globálnej pamäte descriptor použitý ku klasifikovaniu jed-
notlivých okien. Tieto predpočítané deskriptory sú prejdené v rámci jedného vlákna a pre
každý je vypočítaná hodnota funkcie popísanej pri návrhu danej časti. Táto hodnota je
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následne vložená do globálnej pamäte prediction, kde sú jednotlivé hodnoty indexované
na základe indexu odpovedajúceho okna, pre ktoré sa klasifikácia počíta.
Ako bolo ďalej popísané v návrhu, na CPU bola implementovaná škálovacia pyramída.
K tomuto účelu je použitá spomínaná knižnica OpenCV. Obraz je v každom levele py-
ramídy zmenšovaný a vyhladzovaný pomocou bilineárnej interpolácie s použitím funkcie
cv::resize.
Z dôvodu používania SVM modelu ku klasifikácii bolo nutné implementovať trénovanie
a následne získavanie váh y a hodnoty bias b modelu SVM. K tomuto účelu bola pou-
žitá knižnica Stochastic gradient descent solver for SVM 3, ktorá poskytuje rozhranie pre
trénovanie SVM modelu.
Obr. 4.5: Ukážka vizualizácie HOG príznakov a výstupu detektora implementovaného na
GPU (použitý vstupný snímok je súčasťou The LIRIS human activities data-
setu [24]).
Ukážku vizualizácie príznakov a detekcie je možné vidieť na obrázku 4.5, kde vstupný
obrázok bol prebraný z The LIRIS human activities datasetu [24]. Vizualizácia príznakov
prezentuje histogramy vypočítané v rámci bunky, kde orientácia zobrazenej čiary pred-
stavuje dominantý smer gradientu a jej veľkosť predstavuje početnosť daného intervalu
histogramu.
Vizualizácia príznakov HOG detekcia
CPU
Intel Core i5 2.3 GHz 578.81 ms 1505.65 ms
GPU
Intel HD Graphics 4600 30.04 ms 20.23 ms
Zrýchlenie 19.3× 74.4×
Tabuľka 4.2: Zrýchlenie HOG detektora implementáciou na GPU.
Táto implementácia bola následne vyhodnotená z hladiska časovej náročnosti a po-
rovnaná s implementáciou vykonávanou len s použitím CPU. Výsledky je možné vidieť v
3Michal Hradiš: SGD solver for SVM (https://www.fit.vutbr.cz/study/courses/POV/private/
homeworks/02/sgdSVM.cpp)
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tabuľke 4.2. Detekcia implemetovaná s využitím grafického procesoru je približne 74-krát
rýchlejšia ako implementácia využívajúca len CPU. Tieto experimenty boli vykonané na
prenosnom počítači Intel Core i5 2.3 GHz a grafickej karte Intel HD Graphics 4600 s pou-
žitím snímkov o veľkosti 720× 576 pixelov.
Paralelizácia častí detekcie
Ako bolo navrhnuté, jednotlivé časti detektora sú počítané paralelne. K tomuto účelu sú
detekcie vykonané v samostatných vláknach std::thread a k sychronizácii týchto vlákien
z dôvodu kombinovania odoziev je použitá metóda std::thread::join.
4.4 Vyhodnotenie realizovaného systému
Navrhnutý a implementovaný systém určený k sledovaniu viacerých osôb vo videu bol v
tejto fázy riešenia vyhodnotený. Cieľom testov bolo získať komplexnú informáciu o vhod-
nosti použitia daného systému. Ako už bolo spomenuté v rámci návrhu jeho riešenia, dôraz
bol kladený hlavne na minimalizáciu výpadkov. K účelu vyhodnotenia bol vybraný Town
Center dataset [3], na ktorom boli výsledky sledovania získané, vyhodnotené a nakoniec
analyzované. V rámci tejto kapitoly bude popísaný postupu a výsledky vyhodnotenia, vý-
ber metrík a výber datasetov.
precision recall
Navrhnutá metóda 87.9% 66.2%
HOG detektor 82.4% 72.3%
Metóda z publikácie [3] 82.0% 79.0%
Tabuľka 4.3: Výsledky vyhodnotenia navrhnutej metódy s využitím Town Center datasetu
[3] a porovnanie s metódami prezentovanými v článku popisujúcom tento da-
taset.
Výsledky tohto procesu je možné vidieť v tabuľke 4.3. Tie ukázali, že implementovaný
systém je možné použiť k sledovaniu viacerých osôb v scéne z jednej staticky umiestnenej
kamery. Metóda dosiahla vysokej presnosti (angl. Precision) spôsobenej nízkym počtom
falošných detekcií. Úplnosť (angl. Recall) navrhnutej metódy je v porovnaní s ďalšími me-
tódami nižšia, čo je spôsobené nastavením prahov združovania odoziev v rámci fúznej kom-
ponenty a tým vyšším počtom nezachytených osôb. Tieto výsledky ukázali, že aj v prípade
použitia jednoduchým metrík ako Euklidovská vzdialenosť a percentuálny prekryv v rámci
fúznej komponenty, je možné dosiahnuť dobrých výsledkov.
Popis použitých metrík
K vyhodnoteniu systému bola použitá metrika, kde odozvy a anotácie s prekryvom väčším
ako 50% sú považované za skutočnú pozitívnu odozvu (angl. true positive). Tento percen-
tuálny prekry je definovaný ako
𝑝 =
𝑆𝑟 ∩ 𝑆𝑎
𝑆𝑟 ∪ 𝑆𝑎 , (4.1)
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kde 𝑆𝑟 je ohraničujúci box pre odozvu systému (predpoklad) a 𝑆𝑎 je ohraničujúci box pre
anotáciu. Vzťah 𝑆𝑟 ∩ 𝑆𝑎 potom označuje plochu prieniku týchto boxov a 𝑆𝑟 ∪ 𝑆𝑎 označuje
plochu ich zjednotenia.










kde 𝑡𝑝 je počet skutočných pozítivnych odoziev (angl. true positive), 𝑓𝑝 je počet falošne
pozitívnych odoziev (angl. false positive) a 𝑓𝑛 je počet falošne negatívnych odoziev (angl.
false negative).
Popis datasetov použitých k experimentovaniu a vyhodnoteniu
K vyhodnoteniu navrhnutého systému a k experimentovaniu s jednotlivými časťami bolo
potrebné vybrať datasety, ktoré by boli vhodné k tomuto účelu. Z množstva dostupných
anotovaných datasetov boli vybrané dve dátové sady - Town Center Dataset [3] a dataset
PET2009 [13], ktorých popis je možné nájsť v nasledujúcom texte.
Town Center Dataset Town Center Dataset [3] je voľne dostupná dátová sada obsahu-
júca video rušnej ulice v meste natočené jednou statickou kamerou. Video je 5 minút dlhé a
nachádzajú sa v ňom osoby stojace alebo prechádzajúce scénou. Súčasťou datasetu sú ručné
anotácie hlavy a tela osôb. Video obsahuje približne 71500 anotácii tiel osôb a v priemere
16 ľuďí viditeľných za jeden snímok v čase.
Obr. 4.6: Ukážka snímkov z Town Center Datasetu [3].
Video je natočené v rozlíšení 1920× 1080 s rýchlosťou 25 snímkov za sekundu. Dataset
bol využitý k vyhodnoteniu systémov v BMVC 2009 a CVPR 2011 publikáciách. Ukážku
snímkov z daného datasetu je možné vidieť na obrázku 4.6.
PETS 2009 Dataset PETS 2009 [13] je dataset obsahujúci niekoľko sekvencií zachytava-
júcich dav ľudí z rôznych uhlov a umiestnení kamery. Všetky pohľady sú natočené statickou
kamerou a zachytávajú osoby pohybujúce sa rôznou rýchlosťou. Dataset je rozdelený na
3 časti so zvyšujúcou sa komplexitou scény, od niekoľkých ľudí v scéne až po hustý dav.
Kým prvá časť je zameraná na počítanie osôb a odhad hustoty davu, ďalšia je zameraná na
sledovanie osôb a posledná na analýzu a rozpoznávanie udalostí.
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Obr. 4.7: Ukážka snímkov z datasetu PETS 2009 [13].
K riešeniu tohto projektu bola vybraná sekvencia z druhej časti datasetu určená k sle-
dovaniu osôb - S2.L1 walking. Táto sada obsahuje snímky o veľkosti 720× 576 a 768× 576
pixelov zachytavajúce riedky dav ľudí s občasnými prekryvmi. Dokopy obsahuje 794 sním-
kov pre každý z 8 pohľadov. Ukážku daného datasetu je možné vidieť na obrázku 4.7.
Analýza výsledkov a postup budúcej práce
Výsledky prezentované v predchádzajúcej časti textu ukazujú, že realizovaný systém je
použiteľný k riešeninu popisovaného prpoblému. Presnosť a výkonnosť systému je ale závislá
od nastavenia popísaných parametrov, čo pridáva na zložitosti nastavenia a jeho následného
použitia.
V rámci experimentovania so systémom bolo zistené, že navrhnuté združovanie odoziev
systému nie je ideálne a preto by bolo vhodné v ďalšom postupe riešenia danú kompo-
nentu vylepšiť. Toto vylepšenie by bolo možné použitím sofistikovanejších metód hľadania
podobnosti medzi odozvami.
Realizovaná komponenty k segmentácii pohybu zatiaľ nebola použitá v rámci systému.
Z dôvodu, že pohybu v tomto prípade poskytuje vysokú informačnú hodnotu, použitie tejto
komponenty by mohlo daný systém značne vylepšiť. Prípadne segmentácia pohybu by mohla
byť použitá v rámci komponenty určenej k sledovaniu viacerých objektov k jej zlepšeniu.
Ďalším dôležitým krokom v budúcom postupe riešenia bude zníženie časovej náročnosti
detekčnej komponenty. V rámci riešenia tohto projektu už bola jedna z častí implemento-
vaná s využitím grafického procesoru, ale výpočtovo a časovo najzložitejšou časťou stále
zostáva DPM detektor. K implementácii tohto detektora by tak bolo tiež vhodné využiť
grafický procesor.
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Obr. 4.8: Ukážka sledovania viacerých osôb implementovaným systémom s použitím data-
setu PET2009 [13], kde je možné vidieť výstup systému bez ďalších úprav.
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Obr. 4.9: Ukážka sledovania viacerých osôb implementovaným systémom s použitím Town
Center datasetu [3], kde veľkosti výstupných odoziev daného systému sú v tomto




Cieľom tejto práce bolo navrhnúť a realizovať systém schopný detekcie a sledovania viace-
rých osôb vo videu z jednej kamery. Po naštudovaní možností detekcie a sledovania osôb
bol navrhnutý systém založený na princípe sledovania pomocou detekcie. Tento systém bol
implementovaný v jazyku C++ s využitím dostupných riešení a knižníc. S použitím exis-
tujúcich datasetov boli získané výsledky a daný systém bol vyhodnotený. Tieto výsledky
ukázali, že systém je použiteľný k riešeniu daného problému.
V rámci riešenia projektu vznikla implementácia systému, ktorá je zložená z viacerých
častí a to, detekcie osôb, sledovania viacerých objektov a fúzie detekčných a sledovacích
odoziev. Následne bola realizovaná metóda určená k segmentácii pohybu, ktorá má za cieľ
zlepšenie výsledkov tohto systému. Ďalej bol detektor založený na histograme orientovaných
gradientov implementovaný s využitím grafického procesoru, čím bolo možné dosiahnuť
značného zrýchlenia výpočtov tejto časti.
Prínosom tejto práce je implementácia on-line metódy k sledovaniu osôb. Ako ukázali
výsledky vyhodnotenia, tento systém je použiteľný hlavne k sledovaniu chodcov vo videu
zo statickej kamery umiestnenej nad nimi. Jedným z hlavných prínosov je implementácia
detektora založeného na kombinácii modelov, ktorý vďaka použitiu modelu k detekcii vrch-
nej časti tela a detektora jednotlivých častí tela je schopný sa vysporiadať s existenciou
čiastočných prekryvov. Ďalším prínosom môže byť implementácia robustnej metódy určenej
k detekcii, respektíve segmetácii pohybu.
Text tejto práce si kládol za cieľ oboznámiť čitateľa s metódami použitými v rámci
riešenia projektu, následným návrhom a implementáciou výsledného systému. Možným po-
kračovaním riešenia je zapojenie implementovanej metódy segmentácie pohybu do daného
systému, akcelerácia ďalších častí detekcie a vylepšenie metódy k združovaniu detekčných a
sledovacích odoziev. Časť realizačných výstupov tejto práce bola prezentovaná na študent-
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Multi-Person Tracking in Video from Mono-Camera 
INTRODUCTION ABSTRACT 
Multiple person detection and tracking 
is challenging problem with high 
application potential. The difficulty of 
the problem is caused mainly by 
complexity of scene and large variations 
in articulation and appearance of 
person. The aim of this work is to 
design and implement system capable 
of detecting and tracking people in 
video from static mono-camera. For this 
purpose, an online method for tracking 
has been proposed based on tracking-
by-detection approach. The method 
combines detection, tracking and fusion 
of responses to achieve accurate 
results. The implementation was 
evaluated on available dataset and the 
results show that it is suitable to use for 
this task. A method for motion 
segmentation was proposed and 
implemented to improve the tracking 
results. Furthermore, implementation 
of detector based on histogram of 
oriented gradients was accelerated by 
taking advantage of graphics processing 
unit (GPU). 
Person detection and tracking is one of the 
challenging problems in computer vision. 
Difficulty of this problem is caused mostly by 
the large variations of scale, appearance, 
viewpoint, articulation and occlusions. This 
task is important for many applications, such 
as surveillance, human-computer inter-
action, or behavior modeling. 
 
I present an on-line method for detecting 
and tracking of multiple people in a scene 
from one static camera. The proposed 
method is based on a tracking-by-detection 
approach and cooperation of a detection 
and tracking part. 
Bc. Jakub Vojvoda 
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In pilot experiments, I was interested in 
accuracy evaluation of the proposed method 
in order to compare this method with other 
algorithms. Results of the described method 
were collected and evaluated using Town 
Center Dataset.  For the evaluation, I used a 
criteria of PASCAL VOC challenge where the 
detections with overlap larger than half with 
annotation are considered as true positive. 
The method achieved a 87.9% precision rate 
and a 66.2% recall rate.  
SYSTEM OVERVIEW 
Using the different models and object 
detectors I proposed the person detector 
which is capable of detecting partially 
occluded people. I deployed a state of the 
art object tracker to increase the per-
formance and decrease the detector failures. 
In order to find new objects, that are not 
tracked yet, the detection and tracking 
responses are associated using the fusion 
component. The component controls the 
tracking by adding new objects and re-
moving them when necessary. 
MAIN COMPONENTS 
The detection part is based on a com-
bination of multiple features and models 
that allow increasing a detection rate while 
reducing the false positive responses. A 
problem with partial occlusions is handled 
by using a body part detection.  
 
Another component of the tracking system is 
multi-object tracker. The component is 
deployed to increase the performance and 
decrease the number of detection failures in 
a run-time.  
 
In order to control the tracking component, 
an association of the detection and tracking 
responses is presented. The association is 
part of fusion component. 
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