ABSTRACT: This paper considers simulation models in applied science from a statistical perspective, points out potential statistical pitfalls in calibration, and opportunities for the use of statistical regularities to reduce computational requirements and provide a foundation for systematic testing and evaluation. Sections of the paper deal with the impact of numerical approximation on the statistical properties of estimators, the use of simulation methods to assist statistical inference, and the use of nested multinomial approximations for computational tractability and robustness. † Presenting author * Angelika Eymann died in December 2000, and this paper is dedicated to her memory. This research was supported by the E. Morris Cox Research Fund, and by the Mathematical Sciences Research Institute, University of California, Berkeley. We have benefitted from discussions with Peter Bickel, David Brillinger, Axel Börsch-Supan, Laura Chioda, Vassilis Hajivassiliou, Edward Ionides, Whitney Newey, David Pollard, Paul Ruud, Kenneth Train, and Keunkwan Ryu. A number of the results collected here were first presented at the Rotterdam Conference on Simulation Estimators, June 1991, at Econometrics Days, Umëa, Sweden, 1997, and Applied science uses simulation models in the laboratory to describe, visualize, and predict phenomena prior to their realization in the field. Contemporary examples are virtual reality trainers for pilots, computer models for weather or for traffic flows through a transportation network, economic forecasting models for product choices in supermarkets, and agent-based evolutionary models for financial markets. These examples all involve computer simulation, which will also be the focus of this paper. However, simulation is both older and more general than computer modeling: Leonardo Di Vinci's working models of gears and irrigation systems are simulation models, as are laboratory rats are used to simulate human biology, and an architect's elevations used to simulate the appearance of a new building. It may be fruitful to think of these extended forms of simulation in the same manner as the computer simulation models discussed here.
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Simulation often involves phenomena that are too complex for analytic characterization.
Simulation models are calibrated, tuned, or trained by matching the data they generate with historical data from observational studies or experiments. Often, calibration is treated as a computational problem in which statistical properties are neglected. As a consequence, simulation exercises may encounter statistical pitfalls that degrade their performance, or fail to take advantage of the opportunities statistics can provide for controlling simulation error and producing statistically reliable results. For example, it is customary to tune transportation network models by adjusting effective capacities on links so that when the network is loaded, the travel times and flows it produces match historical traffic data, but this is treated as a purely computational exercise.
In statistical terminology, simulation is an artificial data generation process (DGP), driven by model design and parameter settings, whose output is a synthetic sample. A simulation model is useful if it can be designed and calibrated so that in terms of relevant criteria the synthetic samples it produces approximate well the output of the real DGP. If one happens to discover Nature's true DGP, then data generated by simulation from this process should leave a trail that in all aspects resembles the real data; otherwise, evidence of discrepancies should appear. In this language, the design and calibration of a simulation model is a statistical problem of model specification and estimation, given historical data from observational studies or experiments. Success is judged in terms of congruence of samples from the real and artificial DGP. Further, the emphasis on judging simulation models in terms of output performance rather than in terms of structural or parameter accuracy coincides with the modern emphasis in statistics on nonparametric methods. Finally, recognizing simulation as an artificial DGP suggests that simulation errors will have many of the properties of real data errors, and can be managed in similar ways. This paper examines the basic statistical features of simulation models, and describes how calibration procedures can be made consistent with sound statistical inference. The statistical tools we will use are relatively elementary, but it has proven quite fruitful to draw out their implications in the language of simulation modeling. We will outline results on several topics, and use illustrations drawn mostly from economics, finance, and transportation to illustrate their application.
The message for statisticians is that there is a large domain of applied science, often viewed as outside the pale of serious statistics, that in fact offers productive opportunities for application of modern statistical methods.
Numerical Approximation Errors in Statistical Estimation
The classical minimum chi-square method for parameter estimation provides a useful starting point for a discussion of simulation methods and their statistical features. If the calculation of cell probabilities requires numerical approximation, then approximation errors can degrade the statistical properties of estimators. However, in contrast to the conventional emphasis on numerical accuracy in applied mathematics, statistical numerical analysis may require only sufficient control of approximation errors so that their influence is modest relative to the influence of data noise.
A minimum chi-square estimator θ N minimizes the criterion where N m are cell counts from a simple random sample of size N, and P(m|θ) are cell probabilities indexed by a finite-dimensional parameter vector θ contained in a set Θ, with true value θ 0 contained in the interior of Θ The asymptotic properties of minimum chi-square estimators were established in the early days of statistics; the following theorem is typical.
1 Sufficient conditions for the RCAN property for minimum distance estimators, which include minimum chisquare estimators, are given for example by Newey and McFadden (1994, Thm. 2.1, Thm. 3.4 , and discussion following).
3 Theorem 1.1. (Chiang, 1951; Ferguson, 1958 and the weights w m 2 are for simplicity interpreted here as fixed. This characterization of the estimator handles the possibility that when the approximation is not continuous, C RN (θ) may not attain a minimum. We seek conditions on P R under which this estimator θ RN is also RCAN for θ 0 .
The following two theorems sketch out an argument for the asymptotic properties of θ RN . The arguments are standard, corresponding to a special case of the treatment of m-estimators by Huber (1967) , with modifications due to Pollard (1982) and McFadden (1989) . What is useful in the arguments are what they reveal about the requirements numerical approximations need to satisfy to preserve the RCAN properties of estimators. We need two standard definitions A sequence of The first right-hand-side term in this inequality is stochastically bounded by application of a central limit theorem, and the second right-hand-side term is stochastically bounded by application of the uniform tightness condition on P R . Then, the left-hand-side is stochastically bounded, and this plus the local identification condition implies that N 1/2 (θ RN -θ 0 ) is stochastically bounded. T heorem 1.3. In addition to the assumption of Theorem 1.1, assume identification condition ensures that the array Ω is positive definite. The first right-hand-side term in (3) is asymptotically normal by a central limit theorem. Assumption (II) handles the second righthand-side term. Then θ #RN is RCAN. Using the stochastic equicontinuity condition (III), θ RN is also RCAN. S ummarizing, we have found three approximation regularity conditions that are sufficient for a minimum chi-square estimator to be RCAN in the presence of approximations to the statistical model:
(P R (m|θ) -P(m|θ)) is uniformly tight, (II) N 1/2 (P R (m|θ 0 ) -P(m|θ 0 )) is either asymptotically normal or asymptotically negligible at θ 0 , and (III) ζ mN (θ) = N 1/2 (P R (m|θ) -P(m|θ) -P R (m|θ 0 ) + P(m|θ 0 )) is stochastically equicontinuous in θ at θ 0 . These conditions do not require that P R (m|θ) be continuous or differentiable in θ, and require that the accuracy of the approximation only improve rapidly enough with N so that simulation noise does not swamp data noise. An assumption that is clearly sufficient, but stronger than needed, is that the approximation improve rapidly enough so that N 1/2 (P R (m|θ) -P(m|θ)) converges in probability to zero uniformly in θ.
A typical application where a numerical approximation is required gives a picture of what is needed to meet the conditions just summarized. Suppose the cells correspond to a finite partition {A 1 ,...,A M } of a vector space ú k with a density f(y|θ), so that P(m|θ) = f(y|θ)dy. Suppose that m A m these integrals must be evaluated numerically. One simple approximation method is Monte Carlo importance sampling, with P R (m|θ) calculated by taking R independent draws y r from a comparison density h m (y) on A m , and approximating P(m|θ) by averaging the density ratio f(y r |θ)/h m (y r ) over these draws. If f(y|θ)/h m (y) is bounded, or at least has well-behaved second moments, then this approximation is unbiased, smooth in θ if f(y|θ) is smooth in θ, and asymptotically normal with rate R 1/2 . The uniform tightness and equicontinuity conditions for the minimum chi-square criterion (2) will in this case be met if R is proportional to N and the Monte Carlo samples y r are not redrawn when θ varies.
While the illustration of numerical integration using Monte Carlo importance sampling is special, it gives the flavor of the kinds of restrictions that are needed more generally. To achieve the required stochastic equicontinuity, it is important that the approximation errors not "chatter" as the parameters are varied. This is weaker than a requirement of continuity, and can accommodate "switching" as long as the geometry of the discontinuities is not too complex; see Dudley (1984) , Pakes and Pollard (1989), and McFadden (1989) . Most non-stochastic numerical approximation procedures will meet these requirements, as will Monte Carlo procedures in which the draws themselves satisfy some stochastic equicontinuity property. In particular, as in the Monte Carlo integration example, simulation methods in which Monte Carlo seeds are fixed independently of the parameters usually have the geometric regularity needed for stochastic equicontinuity. The uniform tightness condition can usually be deduced from a uniform stochastic equicontinuity property plus compactness, via a chaining argument; see McFadden (1989) . The asymptotic normality property for the approximation will usually be met for Monte Carlo procedures by application of a central limit theorem, but for nonstochastic numerical approximations must typically be met by requiring that the precision of the approximation improve with sample size at a rate that makes its contribution asymptotically negligible.
By judicious choice of estimation criterion and simulation method, the rate condition derived for the minimum chi-square method can be improved considerably. However, this example serves to illustrate the points that numerical approximation errors need to be taken into account in characterizing the large sample properties of estimators, and that statistical properties may require only limited numerical accuracy, so they may be computationally tractable in situations where very accurate approximations are impractical. The most important added element that statistical considerations can bring to the approximation problem is that when numerical approximations are needed for terms in a sample average, there is a possibility of reducing the impact of approximation errors through the averaging process, in the same manner that statistical averages control data noise.
Simulation-assisted Statistical Inference
A commonly used calibration method for simulation models is to draw a sample from a modeled data generation process (DGP), and then adjust trial parameter values for this process until the simulated sample resembles a real sample; see Cowing and McFadden (1982) . Closeness may be judged in terms of moments or other sample features, such as the parameter estimates that result when data from the real and simulated DGP are applied to some simple, but not necessarily correctly specified, parametric model. The statistical properties of calibration can be developed by recognizing that simulated samples drawn from the modeled DGP form an empirical process indexed by the model parameters. We outline an elementary argument for the large-sample properties of calibration estimators that applies when the calibration process can be interpreted as generalized method of moments estimation of the model parameters. We will use the framework of this argument to make two points. First, if calibration is to have satisfactory statistical properties, it is essential that the simulated sample empirical process be stochastically equicontinuous. This can be achieved through some simple rules for sampling from the modeled DGP that avoid chatter as trial parameters vary.
Second, estimation error arising from the simulation process is similar to that arising from real data noise, and is subject to the same statistical treatment, such as control of noise in simulation sample averages through laws of large numbers. The approach is illustrated by the use of mixed multinomial logit models to describe economic choice behavior.
The Method of Simulated Moments
Many estimators in applied statistics are based on the generalized method of moments (GMM).
The model setup is that there is a vector of m functions g(y,z,θ) of variables (y,z) and a k×1 parameter vector θ that appears in the underlying conditional density f(y*z,θ) of y given z, with the property that the expectation of g (y,z,θ) given z is zero if and only if θ equals its true value θ o . For a random sample n = 1,...,N of observations (y n ,z n ), a moments estimator solves θ N = argmin θ 2E N g(y,z,|θ)2, where 2@2is a distance metric and E N denotes the empirical (sample) mean. Maximum likelihood estimation fits this setup with g(y,z,θ) the score of the conditional likelihood function of y given z: g(y,z,θ) / L θ log f(y*z,θ). GMM estimators typically start from functions g(y,z) with expectations γ(z,θ o ) / E y*z g(y,z), and work with the moment conditions g(y,z,θ) / g(y,z) -γ(z,θ). Linear and nonlinear least squares and instrumental variables estimators are of this form.
In some problems, g(y,z,θ) will be difficult to express analytically or compute numerically, but will be relatively easy to approximate by simulation methods. For example, g(y,z,θ) may involve an expectation γ(z,θ) that is analytically intractable. It can be approximated by averaging the integrand over a Monte Carlo simulation sample of size r N drawn from the conditional density f(y*z,θ) for each trial θ, or by averaging the ratio g(y,z,θ)/h(y) over a Monte Carlo simulation sample drawn from a convenient density h(y). The idea of simulation estimators is to replace analytically intractable pieces in the moment conditions by such simulation approximations to obtain a computationally tractable simulated moment g R (y,z,θ) for each θ. Then, a method of simulated moments estimator is
The number of simulation draws r = r N may increase with N. An example where simulation may be useful is the general exponential family, which has scores of the form
with the second equality following from the information identity. If E{τ(y,z)*z,θ} is hard to compute, then this score is a candidate for simulation of E{τ(y,z)*z,θ}. The arguments given below establish that r unbiased draws per observation to simulate E{τ(y,z)*z,θ}, with r = r N fixed, yields an asymptotic relative efficiency of r/(r+1).
Assume that the underlying classical method of moments estimator when the moments g can be expressed analytically satisfy standard regularity conditions (e.g., smoothness, dominance, global and local identification) that guarantee that conventional GMM estimators are RCAN. Three additional simulation regularity conditions are needed to ensure that simulation estimators have decent statistical properties:
N There must be sufficient statistical variability across simulated observations to allow a central limit theorem to operate. This is achieved for the simulation draws by independence, strong mixing with suitable conditions, or exchangeability.
N The simulator must not "chatter" as θ changes; i.e., the simulated moment conditions must be a stochastically equicontinuous process in θ. Keeping random number generator seeds the same when θ changes usually accomplishes this requirement. Stochastic equicontinuity plus compactness are sufficient to establish uniform tightness.
N The simulator for an observation must be unbiased, or else its bias must shrink to zero at a sufficient rate as sample size grows; usually a little faster than N 1/2 .
These three conditions will play the same role for the MSM estimator (9) that the approximation regularity conditions did for minimum chi-square estimation with embedded numerical approximations. In its simplest form, the large sample theory of simulation estimators is a straightforward extension of classical large sample theory. Write the simulated moment condition in the simple case that the number of moments equals the number of unknown parameters as
where E * denotes expectation with respect to the distributions used for the simulation draws, conditioned on (y,z). Equation (11) corresponds to the usual Taylor's expansion of m-estimators, with additional terms S and B introduced by simulation, and term F(θ N ) analogous to the usual remainder. Term U is the asymptotic contribution resulting from data noise; it is asymptotically normal by application of a CLT. Term S is the asymptotic contribution of simulation noise. It behaves like data noise, and is also asymptotically normal by a CLT. Let Ω denote the asymptotic covariance matrix of U + S, and note that Ω is the sum of a classical component arising from data noise (the asymptotic covariance of U) and a component arising from simulation noise (the asymptotic covariance of S). If r 6 +4 at any rate, this is sufficient to guarantee that the asymptotic covariance of S is zero, so there is no asymptotic contribution of simulation to the imprecision of the estimator.
Term B is an asymptotic bias. It is zero if the simulator is unbiased; otherwise it must be controlled as N increases by increasing R. The required rate will depend on the structure of the bias, but a common case occurs when g is a nonlinear function of an embedded expectation, g(y,z,θ) / ψ(y,z,γ(z,θ)), where γ(z,θ) = E y*z,θ y, and g R is formed by replacing γ(z,θ) by a simulated approximation, γ R (z,θ) = y j with y j drawn from the conditional density of y given z and
θ. Then a Taylor's expansion gives (for each element of the vector g)
where HOT denotes higher-order terms. If L γγ g is bounded (by an array M), and V/R denotes the covariance matrix of γ R (z,θ) -γ(z,θ), then
Hence, the condition for B 6 0 is N 1/2 /R 6 0. The borderline case where N 1/2 /R approaches a positive constant in general leads to estimators that are asymptotically normal, but with a nonzero mean asymptotic bias. This mean can be eliminated by a higher-order bias correction, at some cost in increased asymptotic variance. Lack of smoothness in ψ or a simulator for γ that is itself biased may lead to more stringent asymptotic rates for R in order to control bias. If one is concerned only with consistency, and not asymptotic normality, then it is sufficient that B/N 1/2 converge to zero, and this will hold either if the simulator is unbiased, so that B = 0, or if R goes to infinity at any rate. More commonly, asymptotic normality is needed for confidence intervals and tests, and the N 1/2 /R 6 0 condition must be met.
Term F(θ) is an empirical process, We will assume that it is uniformly tight in θ and stochastically equicontinuous at θ o . Stochastic equicontinuity holds if the simulator is smooth in θ with a bounded derivative. It can also hold in the presence of discontinuities if the jumps are not too numerous; see McFadden (1989) and Pakes and Pollard (1989) . In practice, one gets a simulator to be smooth in θ by not switching simulation draws as parameters change; this avoids chatter in the simulator. This is typically accomplished computationally by fixing seeds for pseudo-random number generation and keeping these seeds fixed as one varies θ during the iterative search for the estimator θ N satisfying the moment condition. The uniform stochastic boundedness of F(θ) implies in (11) that term A(θ N ) is stochastically bounded. Then A(θ N ) behaves in large samples like . Note that this is the same as the asymptotic covariance matrix for a GMM estimator, except that Ω may now contain a contribution from simulation noise. This is no surprise, since moments containing embedded simulators continue under the regularity conditions outlined above to meet all the requirements of the GMM setup. In particular, Ω in the minimum distance formula above can be estimated at any initial RCAN estimator.
For estimators such as simulated maximum likelihood where R 6 +4 implies Γ = Ω asymptotically, one should nevertheless not use the formula Ω -1
, with Ω estimated using the outer product of the simulated moments, to approximate the sample covariance matrix: finite sample simulation noise will make estimates look more precise when Ω -1 is used; in fact they are less precise. It is more accurate for simulation estimators to always use the sandwich formula Γ -1
, with Γ estimated by the sample mean of the Jacobian of the simulated moments, and Ω estimated by the sample mean of the outer product of the simulated moments.
Criteria for Estimation and Simulation
The general method of moments setup discussed above, with embedded simulation, can accommodate a number of estimation criteria, starting with the method of simulated moments discussed above. We summarize some other alternatives.
Method of Simulated Scores (MSS) and Maximum Simulated Likelihood Estimation (MSLE)
If l(y,z,θ) = log f(y*z,θ) is the log likelihood of an observation, then the score
is the efficient vector of moment functions. Computational approximations may be needed in both the numerator and denominator of g. Typically one cannot construct smooth unbiased simulators of the score, due to the denominator. Then, for asymptotic normality, the number of denominator draws r N must grow more rapidly than N 1/2
, by the earlier argument for controlling bias when simulating an embedded expectation. There is no rate requirement on the numerator, but presumably one will want to refine this simulator at the same time one is refining the simulator for the denominator. When g is simulated at a rate R N /N 1/2
.6 4, MSS is asymptotically efficient. If f(y*z,θ) in the log likelihood function is replaced by an approximation, one obtains a pseudo-likelihood function that can be maximized to obtain a maximum simulated likelihood (MSLE) estimator. MSLE and MSS coincide when a common approximation is used in both the numerator and denominator of the score. MSLE is somewhat easier to work with since iterative search methods can be used without worrying that the simulated gradient might conflict with the direction of increase of the simulated objective function. Further discussion of MSM, MSS, and MSLE estimators is given in McFadden (1989) , McFadden and Ruud (1994) , Hajivassiliou and McFadden (1998) , and Hajivassiliou and Ruud (1994) .
Simulated EM Algorithm (SEM)
Suppose a latent vector y . Then, the probability of A can be written g(A*z,
where E N denotes empirical expectation. Define a "pseudo-likelihood" function
The EM Algorithm starts from a trial value θN, calculates Q(θ*θN) as a function of θ (the "E" step), maximizes Q(θ*θN) in θ to obtain a new value θO (the "M" step), and iterates to convergence. If the "E" step is analytically intractable, an alternative is to simulate the "E" step:
where E K denotes an empirical expectation with respect to a simulation sample drawn from k(y
This is an importance sampling approximation to the "E" step. This simulated EM algorithm (SEM)
will have the same asymptotic properties as the classical EM algorithm if K for each observation rises more rapidly than N 1/2
. To achieve this, it is essential that the draws from k("*A) not "chatter" as one iterates. SEM is an alternative computational path to MSLE. For discussion of this algorithm, see Dempster, Laird, and Rubin (1977) and Ruud (1991) .
Indirect Estimation and Encompassing
Given a sample (y n ,z n ), n = 1,...,N, fit the parameters ψ of a "stylized" model for y given z.
Alternately, start from the empirical distribution of z and a postulated likelihood f(y*z,θ), generate a simulated sample, and fit the stylized model to the simulated sample. Now iterate to θ N that "matches" the parameters ψ from the real and the simulated data, using a criterion such as a likelihood ratio criterion for the stylized model. The model f(y*z,θ N ) is said to encompass the stylized model if it is able to generate data that the stylized model "explains" in the same way that it explains the real data; see Hendry and Richard (1990) and Gourieroux and Monfort (1994) . The true data generation process will necessarily encompass any stylized model. This approach to inference is called indirect estimation by Gourieroux, Monfort, and Renault (1993) , since the fit is carried out in terms of the stylized parameters ψ rather than the deep parameters θ in the postulated data generation process f(y*z,θ). Indirect estimation is an extension of MSM in which the moments are distances between stylized model parameters estimated from real and simulated data. It is an intuitive and powerful way to organize estimation of deep parameters in complex models. For example, suppose the true data generation process contains embedded optimization or fixed point problems, such as solutions to dynamic stochastic programs, engineering assignment algorithms, or equilibria in economic games.
Suppose these solutions can be approximated well enough to draw simulated samples for various values of the deep parameters, but analytic characterization of the data generation process is intractable. Then, indirect inference provides a systematic way to obtain RCAN estimates of the deep parameters of the data generation process. The indirect inference idea of fitting a stylized model can in turn be extended to very general classes of "sufficient" statistics for f(y*z,θ).
An Example: Mixed Multinomial Logit Models
A common applied problem in economics and marketing is the study of consumer choice from a finite set of alternatives, such as choice of automobile brand, commute mode, location, occupation, and so forth. A commonly used model for such analyses is multinomial logit (MNL), specifying the probability that i is chosen from a set of alternatives C = {1,...,J}, given 1×K vectors x i of functions of observed attributes of alternative i and observed characteristics of the decision-maker, with x = (x 1 ,...,x J ):
. e
In this formula; α is a K×1 vector of parameters. The popularity of this model comes not only from the ease with which it can be used in estimation and forecasting, but also because it is consistent with 2 Economic theory imposes the shape restrictions that x i α be increasing in income and homogeneous of degree zero and quasi-convex in income and prices, with a closed graph.
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2 This theory states that consumers make choices to maximize their self-interest, defined by a utility function of the attributes of a choice. Unobserved variation in preferences across and within individuals leads to choice probabilities P C (i,x) which are strictly between zero and one. This is termed the theory of random utility maximization (RUM); see McFadden (1974) Not all RUM-consistent choice behavior can be explained by the MNL model, and this model gives implausible implications for some empirical patterns of substitution between alternatives.
However, if we allow the parameters in the MNL model (16) to be mixed with a distribution G(α;θ), where θ is a vector of deep parameters), we obtain a mixed multinomial logit (MMNL) model that is considerably more flexible:
When the shape restrictions imposed by economic theory hold for each α in the support of G, this model is consistent with RUM. More importantly, a converse result holds -every choice model P C (i,x) that is RUM-consistent can under mild regularity conditions be approximated as closely as one pleases by a MMNL model of the form (17); see McFadden and Train (2000) The random parameters α may be interpreted as arising from taste heterogeneity in a population of MNL decision-makers. If the x i contain alternative-specific variables, then the corresponding components of α can be treated as alternative-specific random effects. Alternately, the model may simply be interpreted as a flexible approximation to choice probabilities generated by a random utility model.
The mixing distribution G may come from a continuous parametric family, such as multivariate normal or log normal, or it may have a finite support. When G has finite support, MMNL models are also called latent class models.
The shape restrictions required on x i α are most easily imposed component-by-component, with sign restrictions on the corresponding components of α. Theoretically, it is possible to select a basis so that this can be done without losing the uniform approximation property, but this has been done constructively only for one and two dimensions (Anastassiou and Yu 1992; Dechevsky and Penev; 1997) . Alternately, one can proceed without imposing the shape restrictions, and test for them in the range of the observations (Brown and Matzkin, 1998) .
One can approximate the distribution of the α coefficients in (17) by a distribution concentrated on a finite set of points, with the probability weights at these points treated as parameters. It is possible to use this latent class form of the model to obtain non-parametric method of sieves estimates of any family of RUM-consistent choice probabilities. The latent class model is a single hidden-layer feedforward neural network (with MNL activation functions), and the asymptotic approximation theory that has been developed for neural networks can be applied to establish convergence rates and stopping rules (White, 1989 (White, ,1992 Cheng and Titterington, 1994; White, 1999, Ai and Chen, 1999) .
To illustrate application of the MMNL model, we describe a study of trout fishing destination choice conducted as part of an assessment of damage that copper mining caused to recreational fishing in the Clark Fork River Basin in Montana. A sample of 962 fishing trips to 59 sites on Montana rivers, made by 238 anglers, was collected in a household survey conducted by Bill
Desvousges and associates at Triangle Economic Research. The variables in the study are described in Table 1 . These data have been used by (Train, 1998) to estimate MMNL models of the form (4) for fishing site choice. This study assumes an indirect utility model U = α(a-c) -βwt + z(x,s)γ, where a is non-wage income, c is the cost of the discrete alternative, w is the wage rate, p is the vector of goods prices, z(x,s) is a vector of arithmetic functions of a vector x of observed attributes of the alternative and a vector s of observed characteristics of the consumer, and the parameters (α,β,γ) vary randomly over the population. The application specifies that the ratio β/α is fixed at 1/3, and for the estimates described in Table 2 takes α and γ to have independently distributed components that are either normal or log normal.
Estimation was carried out using the MSLE method, with 200 simulated draws from G at each observation. The table gives percentiles of the estimated parameter distributions. Notable in this model is the spread in the apparent distribution of tastes for number of trout, which determines catch rates, and the division of anglers between positive and negative tastes for campgrounds and number of access points, which provide convenience but also produce crowding. The elasticity is the percentage increase in the probability for a site resulting from a one percent increase in the explanatory variable for that alternative, calculated at sample average values for the variables and the probabilities. The empirical study of trout fishing behavior showed that it was important to take into account variations in preferences that were not adequately represented by the MNL model, and that it was possible to do this by estimating a MMNL model using a tractable and well-behaved simulation procedure.
Estimation by Multinomial Approximation and Sequential Simulation
Minimum Chi-Square estimators are used in applied statistics when responses are discrete or can be partitioned into categories. By refining partitions with sample size and using simulation methods to approximate cell probabilities, these tools provide a practical route to statistical inference that is asymptotically efficient for regular parametric problems, well-behaved for some non-regular problems, and adaptable via the method of sieves to non-parametric estimation. We show first that under mild regularity conditions, maximum likelihood estimators for multinomial models, defined on nested partitions which are refined as sample size increases, are asymptotically efficient. Second, we give conditions under which simulation methods are asymptotically equivalent to maximum likelihood estimation for a nested sequence of multinomial models. Third, we introduce a
Multinomial Approximation and Sequential Simulation (MASS) method that converts the problem
of simulating high-dimensional multinomial probabilities to one of simulating a nested sequence of low-dimensional probabilities. Finally, we discuss the use of a nested sequence of multinomial models to handle non-regular estimation problems where conventional maximum likelihood methods break down.
The Asymptotic Efficiency of Nested Multinomial Approximations
Consider inference for the following probability model; the notation generally follows that of Neveu (1965) and Ibragimov-Has'minskii (1981) . Let Z, Y, and Θ be subsets of finite-dimensional 3 An important application is panel Tobit data over T periods in which a real number y t > 0 or the event {y t # 0} is observed at each t. Then Y is the σ-field generated by the Cartesian product of half-closed nondegenerate intervals that either contain or are disjoint from the nonpositive half-line. Finite partitions, consisting of the Cartesian product of partitions of the line into the nonpositive half-line and an increasingly fine division of the positive half-line, converge to Y so long as the width of the interval containing each point y > 0 eventually converges to zero.
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The interpretation of this setup is that z is a vector of explanatory variables, y is a vector of response variables, θ is a parameter vector, and f(y*z,θ) is the family of conditional densities of y given z, for θ 0 Θ. Assume random sampling, with observations (z t ,y t ) for t = 1,...,N, from a population that has a true parameter vector θ o . A sequence of realized sample observations is then an element of the product space Ω = (Z×Y), endowed with the product σ-field S and product probability k 4 t'1 measure λ θ ; see Neveu (1965, Corollary, p. 83) .
For a function g(y,z), the notation E N g(y,z) / g ( y t ,z t ) will be used for the empirical
expectation of g given a random sample of size N, E θ g(y,z) for the population expectation at a general parameter θ, and E 0 g(y,z) for the population expectation at the true parameter vector θ o . The (mean)
full information log likelihood of the sample is Limited Information Maximum Likelihood (LIML) estimators θ LN maximize this criterion. Limited information estimation will be of interest when it is computationally advantageous because evaluation of f(y*z,θ) is burdensome, and inference using approximations to P(C N (y)*z,θ) is easier than inference using approximations to f(y*z,θ). LIML may also be of interest when questions of robustness or regularity make FIML estimation problematic.
Let l(y*z,θ) = log f(y*z,θ), and l N (y*z,θ) = log P(C N (y)*z,θ). Denote the derivatives of l with respect to θ by L θ l and L θθ l, and the corresponding derivatives of l N by L θ l N and L θθ l N . When conditions for differentiation under the integral sign are met, one has
where the notation x 2 for a column vector x means x"xN.
The main result of this section shows that under mild regularity conditions, the FIML and LIML estimators are both RCAN, and are asymptotically equivalent. Thus, there is no reason to prefer FIML to LIML on grounds of first-order asymptotic efficiency. The result depends essentially on the condition that the nested partitions C n generate the σ-field of observable events Y associated with the full information observations. However, there is no minimum rate requirement for the approach of Y n to Y, so that asymptotic efficiency is achieved by the LIML estimator even if the partitions are refined very slowly. 4 We start from assumptions that are more than sufficient to guarantee that the FIML estimator is RCAN. These assumptions are selected because they are simple and cover most practical applications. For RCAN results under weaker regularity conditions see Huber (1967) , Ibragimov-Has'minskii (1981) , or Pollard (1990) .
A.1 Θ is a compact subset of ú k , and the true parameter vector θ o lies in a compact set Θ o contained in the interior of Θ.
A.2 The density f is measurable on Y×Z×Θ, and l(y*z,θ) is continuous and three times continuously differentiable in θ, almost surely in z. A.4 The parameter vector θ o is a unique maximum of E 0 l(y*z,θ), and a unique root of
The compactness condition A.1 is inconsistent with some standard models (e.g., normal data without a priori bounds on means), but is tacit in applied work where parameters are limited by computer representation if not otherwise. The regularity conditions A.2 and A.3 guarantee the existence of expectations and allow differentiation and expectation operations to be interchanged. They require the density to be smooth and positive. This is extremely restrictive in the absence of A.1, but will be satisfied by most applications once A.1 is imposed. Condition A.4 guarantees global identification.
Condition A.5 is a regularity condition that strengthens the implications of A. Proof: Note that P(C N (y)*z,θ) inherits the smoothness properties of f(y*z,θ), and that as a consequence, l N (y*z,θ) inherits the smoothness properties of l(y*z,θ). Define
and let Y N denote the field of subsets of Y generated by C N . Verification of the following properties of G N is left to the reader:
(25) E θ (G N (θ)*Y N-1 ) = 0 for all θ 0 Θ; i.e., G N is a martingale difference sequence.
(26) G N (θ) is equicontinuous in θ; i.e., for each g > 0 and θ 0 Θ, there exists δ > 0 such that for *θN-θ* < δ, sup N *G N (θN) -G N (θ)* < g, almost surely in z.
(27) E 0 G N (θ) 2 is bounded, uniformly in N, and
2 is the Fisher information for the LIML estimator that uses the information Y N .
The following argument establishes that G N (θ) 6 as 0 uniformly on Θ: Given g > 0, the equicontinuity of G N on Θ and Θ compact implies G N is uniformly equicontinuous; i.e., there exists δ > 0 such that θ,θN 0 Θ and *θN -θ* < δ implies sup n *G N (θN) -G N (θ)* < g/2. Let Θ* be the centers of a finite covering
of Θ by open spheres of radius δ. Using conditions (25) and (26), a theorem of Y. Chow (Stout, 1974) implies that for each θ 0 Θ, G N (θ) 6 as 0, implying there exists N* such that
But sup N0N* sup Θ *G N (θ)*> g implies sup N0N* sup Θ* *G N (θ)* > g/2, so that this event occurs with probability at most g. Then, sup θ0Θ *G N (θ)* 6 as 0. (The preceding argument could have also been carried through with convergence in probability, and this would be sufficient for what follows.) 
Therefore, with probability at least 1 -2g, *E N L θ l N (y*z,θ)* > δ/3 for θ ó Θ" for N $ N* + N**, so that 0 = E N L θ l N (y*z,θ LN ) implies θ LN 0 Θ". This establishes that θ LN is consistent for θ o .
For asymptotic normality, consider 
and
by the martingale convergence theorem (Billingsley, 1986, Theorem 35.4 ). This implies L θθ l N (y*z,θ)
in the positive semidefinite sense (Ibragimov-Has'minskii, Theorem 7.2). Then L θθ l N (y*z,θ) is also L 1 convergent (Hall and Heyde, 1.3 Theorem), so that J(θ) = lim N J N (θ). Then, the last term in
converges to zero with probability one, implying E N L θθ l N (y*z,θ o ) 6 as J(θ o ). Using assumption A.2, a
Taylor's expansion of (30) yields
where Λ N is an array with components of magnitude at most one and m(y,z) is a bound on L θθθ l. Since θ LN 6 as θ o , given g > 0 there exists N o such that for N $ N o with probability at least 1-g,
with inequality in the negative semidefinite sense. Assumption A.5 then implies that with at least this probability, N 1/2 (θ LN -θ o ) in (33) is bounded by a constant times a stochastically bounded random variable. Then
) .
Since θ LN is asymptotically efficient, it must be asymptotically equivalent to θ FN . ~
Simulation Estimation
Consider the score of the LIML estimator
where χ A (y) is an indicator function, one for y 0 A and zero otherwise, W(A*z,θ) is shorthand notation for L θ log P(A*z,θ), and the last equality follows by differentiating the identity 1 / P ( A *z,θ). jA0C N As described in Section 2 of this paper, when P(A*z,θ) and its gradient are difficult to compute but have relatively convenient simulation approximators, then under very general conditions substitution in (32) of an unbiased Monte Carlo simulator for P(A*z,θ) and an independent simulator for L θ log P(A*z,θ) yields empirical moments whose solution is RCAN for θ o ; this is a Method of Simulated Moments. This result does not require that the simulation approximation for each observation be improved as sample size increases, as averaging of the unbiased simulator over the sample is sufficient to control the impact on the estimator of the noise introduced by the simulation approximation. To achieve asymptotic efficiency (relative to the LIML estimator for a fixed partition C), the simulation approximations must become exact as N 6 +4, but there is no minimum rate requirement.
Consider importance sampling simulators that have the same smoothness properties in θ as the density f. This simplifies verification of critical regularity conditions of (asymptotic) unbiasedness and stochastic equicontinuity, and in addition covers the simulators that have proven most effective in applications. For example, the Geweke-Hajivassiliou-Keane and Parabolic Cylinder Function simulators for the multinomial probit model can be interpreted as importance sampling methods; see Hajivassiliou-McFadden-Ruud (1996) . To define importance sampling simulators, consider an observation (y,z), with y possibly latent, and A 0 C N (y); a computer algorithm for generating pseudo-random numbers ξ in a space Ξ; and a Y-measurable mapping y = γ(ξ;A,z,θ) from Ξ×Z×Θ into A that is chosen by the analyst. Let g(y*A,z,θ) be the density induced on A by this mapping. The following assumption will be made on the simulation process:
A.6. The transformation γ(ξ;A,z,θ) and induced density g(y*A,z,θ) have the properties: (i) Both γ and g are three times continuously differentiable in θ, and are easy to compute.
(ii) There are positive constants c o and c 1 , independent of A 0 C N , z, and θ, such that for y 0 A,
and a positive constant c 2 such that # c 2 "g(y*A,z,θ) and # c 2 "g(y*A,z,θ)
(iii) Monte Carlo samples of size r 0N , r 1N , and r 2N respectively are drawn from Ξ for the simulation of P(A*z,θ), the numerator of W(A*z,θ) = , and the denominator of W(A*z,θ). The L θ P(A*z,θ) P(A*z,|θ) sample used to simulate P(A*z,θ) in the residual [χ(y) -P(A*z,θ)] is independent of the samples used to simulate W(A*z,θ). All these samples are independent across observations. There may be dependence between the samples used to simulate the numerator and denominator of W(A*z,θ), and dependence across different A 0 C N ; e.g., the same draws may be used for different A. There may also be dependence in the samples for different N; e.g., draws made at an observation sample size N can be reused if the observation sample size is increased. The Monte Carlo samples are kept fixed and are not redrawn when θ changes. The simulation sample sizes satisfy r N = min{r 0N ,r 1N ,r 2N } 6 +4 as N 6 +4.
When Y and Θ are compact and f is bounded above and below by positive constants, it is normally easy to satisfy (ii); g uniform on A will do. In applications it may be desirable to use variance reduction techniques such as antithetic sampling, autoregressive methods with negative serial correlation, or patterned pseudo-random variables (with randomized starting points) such as Halton or Sobel sequences ) rather than the random sampling of (iii); see and Bhat (2000) .
More general sampling processes such as exchangeable or mixing processes can also be used as long as the Monte Carlo sampling variance declines at a 1/r N rate. The assumption places no rate restriction on r N .
Then, under conditions (i)-(iii), unbiased simulators for P(A*z,θ), L θ P(A*z,θ), and L θθ P(A*z,θ) that inherit the smoothness properties in θ of f(u*z,θ) are obtained from the (simulated) empirical expectations, denoted by E r , for A 0 C N :
where y j = γ(ξ j ;A,z,θ) are the images of pseudo-random draws from Ξ that satisfy A.6. The statistical properties of these simulators are summarized in the following result. Let E ξ denote the expectation operator for simulation draws. (40) are unbiased and strongly consistent for P(A*z,θ), L θ P(A*z,θ), and L θθ P(A*z,θ) as r 6 4, and are thrice, twice, and once continuously differentiable, respectively. They satisfy the bounds
They satisfy the bounds on moments
for A,AN 0 C N . They satisfy the exponential inequalities
Proof: E ξ P r (A*z,θ) = P(A*z,θ), so that the simulator is unbiased. When r 6 +4, a strong law of large numbers guarantees that P r (A*z,θ) 6 as P(A*z,θ) for each θ. Assumption A.6, (ii) and (iii), imply that c o P(A*z,θ) # f(y j *z,θ)/g(y j *z,θ) # c 1 P(A*z,θ) , so that
P(A*z,θ)P(AN*z,θ)/r 0N
Next use Hoeffding's inequality (Pollard, 1984, Appendix B) which states that for independent random variables X i with mean zero and bounds a i # X i # b i , one has Prob(
). Substituting the bounds for P r (A*z,θ) -P(A*z,θ) gives the exponential j m i'1 inequality in the lemma. Similar arguments apply to the score and hessian simulators. Ã well-behaved, although biased, simulator for W(A*z,θ) / L θ log P(A*z,θ) is Proof: The first bound comes from the A.6 conditions that f(y*z,θ)/g(y*z,θ) $ c o P(A*z,θ) and *L θ f(y*z,θ)/g(y*z,θ)* # c 2 P(A*z,θ). Next, write
Since *W r (A*z,θ)* # c 2 /c 0 , one has from the bounds in Lemma 3.1 applied to the terms in this E N B N 6 p 0.
Next consider
For each θ 0 Θ, these random variables are independent across observations t and simulation draws j with 
] is bounded by c 2 P(A*z,θ o )P(AN*z,θ o )/r N , from Lemma 3.1. Then,
, and E N F N 6 p 0 by Chebyshev's inequality. 
The terms H N and I N have mean zero. The variance of H N is bounded by
so that Chebyshev's inequality implies E N H N 6 p 0. The variance of I N is bounded by
so that a law of large numbers implies E N I N 6 p 0. T he following theorem extends the results of McFadden (1989) in the case of smooth importance sampling simulators to establish that MSM is RCAN for a nested sequence of partitions C N that generate Y, and is asymptotically efficient no matter how slowly r N 6 4. Thus, MSM applied to nested multinomial approximations to general maximum likelihood problems can achieve the same asymptotic statistical precision as direct computation. 
where Λ N and Λ N N are arrays with elements at most one. From Lemma 3.3, the first term converges in probability to zero, and
and θ LN and θ RN are asymptotically equivalent. Since Theorem 3.2 established the asymptotic equivalence of θ FN and θ LN , the asymptotic equivalence of θ FN and θ RN is proven. #
Sequential Simulation
A multinomial problem with a large numbers of alternatives can be written in terms of a sequence of transitions through a "decision tree". A version of the method of simulated moments estimator can then be formulated that permits consistent estimation of model parameters using unbiased simulators of the unconditional probabilities of the observed nodes in the tree, and practical approximations to terms in the conditional scores at each node. This method can reduce substantially the number of function evaluations required in estimation, while retaining the statistical properties of the simulation estimator described in A.6 and Theorem 3.3. An example illustrates the computational savings:
Consider a multinomial probit choice problem for a partition C N containing K N / card(C N ) = 2 12 , or 4096, alternatives. Consider conventional maximum likelihood estimation using 10-point Gaussian quadrature for numerical integration to obtain the choice probabilities and their derivatives. This requires 3"10 4096 evaluations per observation and iteration, clearly impossible. A conventional MSM estimator in the form described in assumption A.6 requires unbiased simulation of each of the 4096 probabilities, plus approximation to the score of each, on the order of 3"K N "r N = 140,088 evaluations per observation and iteration when r N = 10. This is computationally feasible but very burdensome for modest r N , and increasingly difficult as K N and r N increase. The sequential simulation method below requires on the order of 3"r N "log(K N ) = 360 evaluations per observation and iteration when r N = 10.
The relative computational efficiency of the sequential method becomes more dramatic as K N increases with improved multinomial approximations to a continuous problem.
Let C N , n = 1,2,3,..., denote a nested sequence of finite partitions of Y that generate observable events. These partitions define a "decision tree" in which a subject can be pictured as reaching a response y by descending through successive nodes C n (y) 0 C N . For a node B 0 C m and k $ m, define In most applications, the depth of the tree will increase very slowly with N, so that many transitions from C k to C k+1 for k < N will not be strict refinements. For convenience, we will not introduce explicit notation for the depth of nodes. However for computation it is convenient to keep indices of node depth.
For computation, it is useful to consider binomial refinements where each A 0 C k is in C k+1 or is the union of two sets in C k+1 . An alternative to binomial partitioning is to consider "natural" decision trees for the choice process. An example of natural partitioning is the case of discrete panel data, with choice among m alternatives in each of T periods. Then there are K = m T compound alternatives in Y, each described by a profile of T discrete choices. Then, the tree is naturally defined so that the nodes correspond to dynamic transition probabilities: the elements of C k are partial profiles of choices through time k, and the transition probabilities from period k to period k+1 equal the conditional probabilities of the branches from a node in C k .
Let P(D*C k (B),z,θ), for a node B 0 C k-1 and a node D 0 C k (B) that is immediately below it in the tree, denote the transition probability between these nodes. For the nodes leading to a node A 0 C N , one has B = C k-1 (A) and D = C k (A), and C k (A) = C k (C k-1 (A)), so that the transition probability is P(C k (A)*C k (A),z,θ). The probability of an element A 0 C N can be written as a product of the probabilities of transitions through the tree,
Then, the LIML score of an observation A 0 C N is
is a residual expressed in terms of unconditional probabilities, and
is a vector of instruments, which in the last form is expressed in terms of unconditional probabilities.
When the refinements are binomial, C k (A) contains two sets, C k (A) and
Note that D k (A) is empty if the refinement is not strict. The LIML score simplifies to
with the instrument vector
Equations (50) (53), but the numerator probability must have an independent unbiased simulator, and cannot be canceled out. The conclusions of Theorem 3.3 then apply to establish that estimators using one of these starting points are RCAN and asymptotically efficient. The following theorem summarizes these results: There may be computational shortcuts that exploit the tree structure to economize on the unbiased simulation of the probabilities required in (50) or (53). For example, unconditional draws from f(y*z,θ) yield simultaneously unbiased simple frequency simulators for all the unconditional node probabilities. While these simulators have discontinuities that make iteration difficult, it is possible to adapt importance sampling to provide simultaneous estimates of unconditional probabilities at various nodes in a tree. Suppose y = γ(ξ;Y,z,θ) maps Ξ onto Y, and induces a density g(y*z,θ) with the property that the unconditional probability g(A*z,θ) and conditional density χ A (y)g(y*z,θ)/g(A*z,θ) are easily computed for A 0 C N . (For example, if Y is compact and the elements of C N are rectangles, then random sampling from Y, which induces a uniform density, works.) Then r N 6 +4 draws from g(y*z,θ) will for each node A in the tree produce a random number of draws r N (A) that are contained in A. These draws, conditioned on r N (A), can be treated as importance sampling draws from the conditional density χ A (y)g(y*z,θ)/g(A*z,θ). Down to any fixed depth in the tree, this method is asymptotically equivalent to applying importance sampling separately to each node. (To get asymptotic equivalence uniformly over the tree as it is refined with increasing N, one must either have the r N unconditional draws growing rapidly enough so that r N µ(A N ) 6 +4 for each sequence A N 0 C N , or one must augment the importance samples with conditional draws as one moves down the observed branch so that the expected numbers of draws at each observed node times the measure of the partition set at this node all go to infinity at some minimum rate. Monte Carlo draws can also be reused as the problem is refined, and retained as the number of draws is increased. This saves on computation, and may stabilize estimates. In general, antithetic Monte Carlo methods that preserve unbiasedness of estimators will improve simulator efficiency.
Non-Regular Estimation Problems
One of the more promising applications of MASS estimation methods is to non-regular problems where conventional maximum likelihood methods fail to produce consistent or asymptotically efficient estimators. It is well-known that the conventional RCAN and asymptotic efficiency properties of MLE can fail if essential assumptions on the smoothness and dominance of the probability density and the behavior of its support are not met; see Huber (1968) , Akahira & Takeuchi (1995) . In non-regular cases, a well-defined MLE may fail to exist, a global maximum of the likelihood may be inconsistent, or there may be consistent global maxima that converge at a rate other than n 1/2 , and which have non-normal asymptotic distributions. The most common case encountered in econometrics arises when disturbances have distributions that are mixtures, as in the problem of switching regression with unobserved regime.
In general, estimation methods that smooth the likelihood function are less sensitive to local irregularities in the density, and consequently more robust. For example, Bayesian methods that work with an expectation of the likelihood function have good robustness properties, a feature that is often useful in characterizing asymptotic properties of estimators under relaxed conditions; see Ibragimov & Has'minskii (1981) . Similarly, the smoothing that occurs in a multinomial approximation can 6 When b is finite, we show below that the interval on which the log likelihood is greater than -4 converges to θ 0 at a N -1 rate, so that in this respect any estimate of θ 0 contained in this interval is consistent at a good rate. The likelihood principle is unsuccessful in choosing an estimator from this consistent interval.. 37 circumvent some of the problems that arise when the likelihood function is irregular. The following paragraphs outline a simple class of irregular location parameter problems where MLE are not welldefined, but it is possible to characterize features of good estimators and show that MASS estimation can yield estimators that perform well. Our analysis draws on the analysis of non-regular estimation problems by Goria (1972) , Akahira and Takeuchi (1995) , and Le Cam and Yang (2000) . The MASS estimator in this application can be interpreted as an alternative to the kernel-smoothing methods developed by Ionides (2001) It is easy to characterize the asymptotic distributions of some conventional estimators for location, the mean, the median, and the average of the extremes. Following Goria (1972) , we will show that none of these converge at the best attainable rate. The mean is consistent and asymptotically normal for θ at a N 1/2 rate, by conventional application of a central limit theorem. For the median, letting z n = ψ(y n -θ,1/α) denote the order statistics for the draws from F that produce the observed order statistics y n , one has 7 The case ½ # α has been completely analyzed by Akahira and Takeuchi (1995) .
The limiting distribution obtained as the last step in this argument follows from a result of Smirnov (1952) for the distribution of the median of a sample that has a positive continuous density in a neighborhood of the population median. For α < 1 the sample median y n converges at a N 1/2α rate, which is faster than the N 1/2 rate for the mean, and that while the limiting distribution is related to the normal, it has thicker tails. Finally, when b is finite, consider the average of the extreme statistics.
In this case, the statistic y 1 + b α estimates θ, and satisfies y 1 + b
This establishes that the average of the extremes converges at rate N to a non-normal limiting distribution. When the constant α is between ½ and 1, the average of the extremes converges faster than the mean and median, but for 0 < α < ½, the median has the faster convergence.
Now consider the question of the best rate of convergence for this problem in the case 0 < α < ½.
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Following the approach of Goria (1972) and Le Cam and Yang (2000, p. 103) , we show that the log likelihood ratio is Locally Asymptotically Quadratic (LAQ) for local variations in the parameter that converge to zero at rate δ N = N -1/α This is sufficient for the argument of Goria (1972, Chapter 2) that N 1/α is the best attainable rate of convergence.
Define the Hellinger distance between densities q s and q t (with respect to measure µ) as
In the location problem under consideration, the Hellinger distance between g(y;0) and g(y;tδ N ) can be written ( The following analysis bounds each of the terms in (60):
|y-τ| Cam and Yang (2000, p. 120ff) argue that this establishes δ N as the best rate of convergence. For the location problem we are considering, Goria (1972, Theorem 2. 3) gives a direct argument for an estimator that attains this rate: Order the observations y 1 < ... < y n < ... < y 2n-1 . For a fixed integer m, then the Goria estimator T N of θ 0 is a value y j for which the spacing y j -y j-m is a minimum. Goria's result is that N 1/α ( T N -θ 0 ) is stochastically bounded.
We will next argue that the log likelihood ratio Λ N (θ+δ N t,θ) is LAQ. For further analysis, we will first argue that this problem meets the Le Cam LAQ conditions at the rate δ N = N -1/α , (i): the sample densities q θN and qθ+τ,N are contiguous, (ii) there exist random sequences sN and ΩN such that the log likelihood ratio Λ(θ+τ,θ+τ) = log of Le Cam and Yang.
We will argue, finally, that a maximum partition likelihood estimator with a suitable rate of refinement of the partitions can almost surely achieve the optimal rate. Suppose T K = {t 0 ,t 1 ,...,t K } defines a partition of the real line, with t 0 = -4 and t K = +4. The probability of an observation falling in (t k-1 ,t k ) for k = 1,...,K is P k (θ) = F(ψ(t k -θ,α)) -F(ψ(t k-1 -θ,α)). These probabilities are continuous in θ, and when the true θ 0 is not in T K , are twice continuously differentiable in θ. The partition limited information log likelihood is (62) L K = 1(t k-1 < y i # t k )"log P k (θ). j
If the partition points are chosen randomly, then with probability one this log likelihood has all the standard regularity conditions in a neighborhood of θ 0 , so that the nested partition maximum likelihood estimator θ K,2n-1 of θ exists and is RCAN for fixed K.
Suppose now that the partition is defined recursively. At sample size N, assume that has the T K N property that, except for first and last intervals which are chosen so that they are sure to not contain θ 0 , the successive end points tk satisfy MN , where M is a fixed integer. Suppose that as N increases, any interval t k -t k-1 that becomes larger than 2MN -1/α is divided equally into two new intervals. This construction guarantees that , the closure of is an interval
in the real line that contains the support of g(y;θ) for all θ 0 Θ, and the intervals in a neighborhood of θ0 are on the order of MN -1/α in length. Note that this partitioning creates a very large number of cells, most of which will contain no observations. For this partition spacing, Goria (1972, Chap. 2.4) establishes that a version of the Weiss and Wolfowitz (1966) maximum probability estimator is also stochastically bounded at this rate. Further, his proof establishes that there is no loss of asymptotic efficiency from discarding information on observations outside a neighborhood of the maximum probability estimator. We believe the same arguments establish that the partition maximum likelihood estimator can be restricted to a neighborhood of the maximum probability estimator without loss of asymptotic efficiency, and that with this restriction the partition maximum likelihood estimator is an asymptotically equivalent version of the maximum probability estimator. However, we have not completed verification of the technical details, and leave this conclusion as a conjecture.
The partitioning procedure just described is impractical because of the rapidly increasing number of bins, and because it requires knowledge of α, assumed known here but more likely a nuisance parameter in applications. An alternative adaptive partitioning scheme does not require knowledge of α, and produces a number of bins of O(N). Let M be a fixed positive integer. Suppose at sample size N, a partition C N of the real line into intervals has been established in which intervals A 0 C N contain at least M and less than 2M observations y i , and no observations are located at the ends of intervals. If at sample size N+1, the number of observations in an interval A reaches 2M, divide this interval into two, each containing M observations, with the dividing end point chosen at a midpoint between observations. This adaptive partitioning rule obviously produces nested partitions that all conform to the initial characterization, with C N containing between N/2K and N/K intervals for each N > 2K. Then, bin widths scaled by N 1/α will be O p (M) in N 1/α neighborhoods of θ 0 , so that the adaptive partitioning will produce maximum probability and maximum partition likelihood estimates that are similar to those obtained from the previous partition scheme.
Conclusions
This paper has reviewed the statistical issues embedded in "tuning" or "calibrating" simulation models so that their outputs "match" real data in historical or training samples. It provides practical methods and rules for application of Monte Carlo approximation methods and estimation criteria that will guarantee satisfactory large sample properties for the calibration process. By considering the statistical properties of simulation, applied scientists can avoid pitfalls such as introducing "chatter"
into simulators that destroys asymptotic properties of estimators, and may be able to control simulation noise within tractable simulation procedures by taking advantage of the same statistical regularities that can be used to control data noise. For statisticians, the major message of this paper is that there are a variety of interesting statistical problems attached to simulation exercises. This paper has analyzed only a few basic issues. There are many additional problems, including higherorder asymptotics, a systematic study of partitioning and simulation as a robust method for handling non-regular problems, sampling theory for simulation samples, and the use of resampling methods to characterize statistical properties of simulation estimators in moderate samples, which would be very useful to applied scientists and would be worthy of the attention of statisticians.
