ABSTRACT Existing optimization methods to heterogeneous redundancy allocation problem often suffer from the local-trap problem in optimization, due to the rugged energy landscapes. In this paper, a new optimization paradigm based on the Markov chain Monte Carlo sampling is proposed for solving the heterogeneous redundancy allocation for multi-state systems. We address this in an optimization-by-sampling framework, and propose to sample the intricate distribution over the combinatorial space by a doubly adaptive sampling approach, where the target adaptation favors free random walk on the rugged energy landscape to substantially alleviate the local-trap problem by updating the target distribution on-the-fly, while the proposal adaptation helps improve the sampling efficiency by learning the proposal distribution based on chain history in optimization. Experimental results performed on a range of benchmark instances demonstrated the superiority of the proposed optimization approach compared with the state-of-the-art alternatives in terms of the solution quality or computational efficiency.
I. INTRODUCTION
Redundancy allocation problem (RAP) devoted to searching an optimal structure to obtain high-reliability performance by providing redundancy in subsystems, has attracted increasing attention from engineering community [1] , [4] . It has been proven that RAP is NP-hard [2] , and trade-off between system reliability and cost has to be addressed for RAP in optimization. Well-known optimization approaches, such as dynamic programming [1] and branch and bound [3] , have been exploited for solving the RAP. Unfortunately, they are often computational intensive, and impractical for large-scale problems [5] . Recent advances in heuristics and meta-heuristics for solving the RAP have been reported in the literature. Readers are referred to [4] and [6] for a comprehensive overview of the optimization techniques.
The RAP for traditional binary-state reliability models that experience only two possible states: good and failure, has been extensively studied over the past decades. In practice, however, these binary-state models may be inadequate, since a practical system may have more than two performance levels ranging from working perfectly to complete failure. In comparison, a multi-state system (MSS) performs at multiple different states, and the availability of a MSS is defined by the capability to meet a required performance level of a system [7] . Heuristic-based methods [12] , [13] , as well as the meta-heuristic including genetic algorithms (GA) [9] , [10] , ant colony optimization (ACO) [11] , and tabu search (TS) [14] have been proposed to address the RAP for series-parallel multi-state system (SP-MSS). It was reported that these approaches are efficient only for solving the RAP for homogenous SP-MSS, in which the same versions of the components are allowed to be allocated for each subsystem. In non-homogenous cases, however, some different versions of the components that have the same functionality can be used in a subsystem [11] , [15] - [17] . This model is also referred to as the heterogeneous redundancy of SP-MSS, for which the RAP is more challenging compared to the homogenous redundancy, due to the dramatic increase in volume of the solution space.
Despite the encouraging results by the meta-heuristic approaches to RAP of SP-MSS, it remains challenging for existing optimization techniques to achieve a good trade-off between system reliability and total cost, especially for heterogeneous cases. We propose in this work a new optimization paradigm for heterogeneous RAP of SP-MSS. We address the RAP in an optimization-bysampling framework, and propose to sample the intricate probability distribution on the combinatorial space by a welldesigned adaptive MCMC sampling approach that favors free random walk on the rugged energy space to alleviate the local-trap problem suffered by many existing optimization approaches. More specifically, an extension of the flat histogram sampling methods [18] , [19] , termed the Doubly Adaptive MCMC (DA-MCMC), is proposed for heterogeneous RAP, by simultaneously learning the density of states (DoS) and the proposal distribution based on history samples of the Markov chain. The main contributions of this work are two-fold. (1) We address the RAP in an optimization-by-sampling framework, and propose a new adaptive MCMC algorithm based on the flat histogram sampling for more efficient optimization of the heterogeneous RAP. As far as we know, this is the first work showing how the adaptive MCMC is adapted to deal with the localtrap difficulty of heterogeneous RAP suffered by many existing optimization approaches. (2) Our approach remarkably improves the performance of heterogeneous RAP and shows the superiority over the existing state-of-the-art alternatives in terms of the solution quality or algorithm efficiency on a range of benchmark instances.
The rest of this work is organized as follows. Optimizationby-sampling approach to the heterogeneous RAP is elaborated in Section II. Section III presents the experimental results on benchmark instances to validate the superiority of the proposed DA-MCMC approach in comparisons with the state-of-the-art alternatives. We conclude this paper in Section IV.
II. DA-MCMC FOR HETEROGENEOUS RAP
Heterogeneous RAP of SP-MSS generally considers a system that consists of s subsystems in series, and each subsystem also consists of a certain number of different components connected in parallel. Each subsystem has k i versions of the components available on market, where i ∈ {1, 2, . . . s}. For a component of the jth version in the ith subsystem, it may have H ij states, where j ∈ {1, 2, . . . k i }, and it is characterized by the cost C ij , the performance level W ijh , and the availability A ijh , where h ∈ {1, 2, . . . H ij }. The structure of the ith subsystem of a SP-MSS can then be represented by
, where x ij denotes the number of components of jth version in ith subsystem. Accordingly, the structure of the whole SP-MSS is described by x = [x 1 , x 2 , . . . , x i . . . x s ], as illustrated in Fig. 1 . The total cost of a SP-MSS can be calculated by and the objective of the heterogeneous RAP for SP-MSS is to minimize the cost with the constraint of system availability,
where A s refers to the system availability, A 0 is the minimum required level of the system availability, k = s i=1 k i is the dimension of the solution, and Z is a finite set of integers. One basic step to solve the optimization problem is the evaluation of the system availability A s for each candidate solution x. In this work, the universal generating function (UGF) [8] is exploited for evaluation of the system availability. Readers are referred to [7] and [17] for more details about UGF.
A. FORMULATION OF OPTIMIZATION-BY-SAMPLING
The heterogeneous RAP for SP-MSS can be regarded as a combinatorial system with constraints over the feasible solution space X = {x ∈ Z k |A s ≥ A 0 }. As our goal is to minimize the cost function C(x), we now consider the following Boltzmann distribution
where C(x) can also be regarded as an energy function, β is the inverse temperature, and Z (β) is referred to as the partition function in physics. While the typical application of MCMC is to draw samples from complex probability distribution [20] , [29] , or to analyze the convergence of stochastic algorithm [27] , the process could also be exploited for optimization. MCMC algorithms [20] approach this by sampling the target distribution π (x) to draw a set of candidate solutions, and the optimal solutions close enough to the global minimum will eventually be found, if we keep drawing samples from π (x). Directly sampling π (x) may be deficient, since it is hard to predict in advance whether a proposed sample falls into the feasible sample space or not before having evaluated its system availability A s . As such, the objective is modified to penalize the infeasible solution, for which the system availability A s is smaller than the minimum required
where α is a cost penalty coefficient. Now, the solution space is accordingly modified by X Z k . Under this formulation, the standard MCMC samplers [20] , [21] can be readily exploited to sample the candidate solutions from (3), and the best solution to heterogeneous RAP can be inferred according to the original objective function (2) . MCMC algorithm adapted to RAP is to simulate a Markov chain that admits π (x) as its invariant distribution. Given the current sample
, the Metropolis-Hastings sampler works as follows: a candidate sample, say y, is first proposed by a proposal density q(x (t) , y), and it is then accepted with probability
and if it is rejected, we set x (t+1) = x (t) . When sampling the multi-modal distribution with rugged energy landscapes, it is straightforward to see that if x t stays in the local mode and the proposal distribution q(x (t) , ·) has not been carefully designed to propose samples from the distant regions, the chain will get stuck in the local mode. As a result, the convergence of such a sampler will be very slow, and the target distribution will not be well estimated unless a large number of points are sampled.
B. HETEROGENEOUS RAP VIA FLAT HISTOGRAM SAMPLING
Suppose that the sample space X has been partitioned into n d disjoint subregions, according to the energy function
In order to help the MCMC sampling escape from the local modes of the target distribution π(x) separated by high energy barriers, we introduce a biased distributionπ (x)
where
can be regarded as the density of states (DoS) or spectral density in terms of physics [18] , [19] , [24] - [26] , and I(·) is the indicator function. The basic idea behind sampling from the biased distribution (6) instead of the original distribution (3) is that, if the DoS g can be learned in sampling, sampling from the biased distribution will result in a free random walk in the energy space by regarding each energy subregion as a single point, and hence the local-trap problem can be essentially overcome. The proposed sampling algorithm for heterogeneous RAP consists of three successive steps:
1) PROPOSAL STEP
Given an initial solution to the heterogeneous RAP, one iteration of the flat histogram sampling starts by generating a candidate sample using a proposal distribution. As discussed above, a solution to SP-MSS is a k-dimensional integervalued vector x = [x 11 , x 12 , . . . x i1 , x i2 , . . . x sk s ]. In practice, it is reasonable to assume that the number of components of each version in a subsystem has an upper bound n b , i.e., 0 ≤ x ij ≤ n b , for 1 ≤ i ≤ s and 1 ≤ j ≤ k i . In this work, we design a p-point Gaussian proposal at each iteration t
to sample the candidate solution at each iteration t, where r p is a k-dimensional (0,1)-binary vector with p nonzero elements being selected randomly, σ 0 the step-size of the Gaussian distribution, and M σ 0 is a k × k diagonal matrix with σ 2 0 on the main diagonal and 0 elsewhere. 1-and 2-point Gaussian proposals are uniformly used in this work to perform local Gaussian perturbation in sample space.
2) ACCEPTANCE STEP
Once a candidate, say y, is proposed at iteration t, the Metropolis-Hastings rule is used to determine the acceptance or rejection of the proposal with respect toπ (x)
where φ(x) is a mapping function that transforms the sample x to the index of the energy subregion that x falls into, that is, if x ∈ X j then φ(x) = j. Note that the DoS g is learned onthe-fly during sampling, which in turn affects the acceptance of the proposal operation at next iteration.
3) DoS UPDATING
After a new sample, say x (t+1) , is successfully drawn, update of the working weight will be performed for learning the DoS on-the-fly log g
for i = 1, 2, . . . n d , where γ t is the gain factor that controls the speed for DoS learning. Initially, the DoS of each subregion is set to 1.0. Typically, {γ t } is required to be a positive and non-increasing sequence in sampling [19] . It is initially set to 1.0 as the sampling process starts up, and it decreases by
only when the flat histogram criterion is met. A histogram h(·) with n d bins is used to record the visits of each subregion in sampling, and it is regarded as flat only when all the values of the histogram are at least 80% of the maximum value [18] . The criterion is able to check whether the sampler has explored all energy levels at least to some degree. It is easy to see from (8) and (9) that, if a proposal is rejected, the DoS of the energy subregion that the current solution falls into will be adjusted to a larger value, and thus the probability of jumping out from the current subregion will increase in the next iteration. This self-adjusting mechanism of the sampling improves the exploration of the solution space, giving a systematic approach to avoid getting stuck in local modes for optimization of the heterogeneous RAP of SP-MSS.
C. LEARNING THE PROPOSAL DISTRIBUTION IN OPTIMIZATION
The proposed MCMC sampling with the target adaptation, indeed, has the ability to deal with the local-trap problem in optimization of the heterogeneous RAP, even using a relatively weak proposal distribution (7) . In practice, the efficiency of the MCMC sampling highly depends on the choice of the proposal distribution. Recently, adaptive proposal scheme [22] has been introduced in MCMC sampling to improve the convergence rate of conventional MCMC algorithms. Inspired by this adaptive strategy, we seek to learn the proposal in the flat histogram sampling framework to further improve the sampling efficacy for optimization. The adaptive proposalq t (x (t) , ·) with respect to the invariant biased distributionπ (x) is then defined bŷ
where ρ ∈ (0, 1) steers the trade-off between two components of the Gaussian mixture,
l and (t) g respectively denote the covariances of the local structure and the global structure of the target distribution. Here,
(t) is designed to estimate global structure of the target distribution by learning from the chain history, where (t) is the empirical covariance of the chain history up to time t, 2.38/ √ k is a fixed scaling factor, and it is asymptotically optimal for highdimensional sampling problem [21] . As for the second component of the Gaussian mixture, the covariance is defined by
where I k is a k × k identify matrix, φ(x) denotes the index of the energy level that x belongs to, and c is a scalar parameter. Clearly, the Gaussian component has a local adaptive stepsize, which increases with the energy levels, and hence it enables the sampler move through the high energy regions quickly and re-fine the low energy regions in details. Under this setting, the global component of the Gaussian proposal aims at drawing representative samples from the target distribution by learning from the chain history, while the localadaptive component exploits the local property of the target distribution to speed up the sampling efficacy. Finally, satisfaction of the diminishing adaptation condition [22] is necessary to guarantee its ergodicity. As such, we update the proposal distribution q t (x (t) , ·) at each iteration by
where λ t is the learning rate, and it must meet the requirement lim t→∞ λ t = 0. In the early stage of MCMC sampling, since promising regions of the solution space have not been well identified, it is reasonable to learn the proposal from the history samples with a high λ t . As the sampling proceeds, it is no need to update the proposal frequently due to the fact that the proposal learned by (13) becomes more and more informative.
D. IMPLEMENTATION DETAILS OF DA-MCMC
In this work, we empirically partition the sample space of the heterogeneous RAP into n d = 10 disjointed energy subregions, according to the real cost function defined in (4), by a ladder of energy levels with equal bandwidth u:
is a real sequence with equal energy difference u =
Two bounds of the energy levels, u 1 and u n d −1 , can be simply determined in the beginning of the sampling by evaluating C(x) on a few (e.g., 50) randomly generated solutions. Among these solutions, the one with the lowest cost is selected as the initial solution x 0 , and we set
The temperature β is set to 1.0. Initially, for each energy level i, the DoS g i is set by 1.0, and the histogram h(i) of the ith bin is set to 0. The step size σ 0 for the proposal q 0 (·, ·) is set to 1.0. The trade-off parameter ρ for the proposal (11) is set to 0.2, and c for the local-adaptive proposal is set to 2.5. Learning rate for the proposal q t (·, ·) is defined by
for some t 0 > 1. In principle, a large t 0 will favor learning the proposal distribution during sampling. t 0 is empirically set to n t 3 in this work, where n t denotes the total number of samples used for DA-MCMC. Notice that the RAP solutions drawn by the proposal (7), (11) and (13) are real-valued vectors. As such, an element-wise discretization process, x ← round(x), is run followed by the proposal operation to meet the requirement of the solution to RAP.
Finally, rather than dynamically update the cost penalty co-efficient in optimization [17] , we fix α in sampling to ensure the ergodicity of the MCMC sampling. It is empirically set to 300 in the experiments, and we found that DA-MCMC showed numerically stable on the five tested cases for α ∈ [300, 500].
III. EXPERIMENTS
To validate the performance of our proposed approach to heterogeneous RAP for SP-MSS, we conduct experiments on five test cases, named as C1, C2, C3, C4, and C5, which have been widely-used for evaluation in the literature [9] - [11] , [14] - [17] . For each test case, three different test examples of the case are constructed by setting three different values to the required system availability A 0 , and thus 15 test examples are collected in our experiments for quantitative evaluations in terms of the solution quality and computational cost.
A. QUANTITATIVE EVALUATION 1) SOLUTION QUALITY
The proposed DA-MCMC algorithm runs 20 times using the parameters outlined in Table 1 for each example of the test cases. For the solution quality, the comparisons between DA-MCMC and six other algorithms are listed in Table 2 , in which the lowest and the second lowest costs are indicated in bold and italic, respectively, and the entry 'N/A' means that the value is not available for the test cases. For the homogeneous cases, it is found that DA-MCMC yielded better solutions even using less computational cost than GAs [9] , [10] , [15] , TS [14] , ACO [11] , [16] , and the heuristic approach [12] . For the heterogeneous cases, DA-MCMC yielded better or identical solutions compared to the state-of-the-art algorithms [15] , [16] , [17] , [23] . specifically, DA-MCMC yielded the best solutions for all of the 15 test examples, even using less computational cost than PSO and GAs (see Table 4 for detailed analysis of computational cost); PSO obtained the best solutions in 10 out of 15 test examples, while GAs [15] , [23] and PSO [17] yielded the same solution quality on the test cases C2 and C5.
For the stochastic optimization algorithms, algorithmic performance should be further evaluated in terms of uncertainty of the solution by multiple runs of the algorithm. Table 3 shows the statistical result of the best solutions found by 20 runs of our algorithm and PSO [17] on the five test examples. We compute the average cost (AC) of the solutions found by 20 runs, and the success rate (SR) of achieving the lowest cost by 20 runs. In Table 3 , for example, the value ''17/20'' of SR means, the lowest cost is achieved in 17 out of 20 runs; the best AC and SR are indicated in bold. Obviously, we can see that DA-MCMC outperformed PSO [17] , a state-of-the-art heterogeneous RAP algorithm, in terms of AC and SR. On the other hand, for all the test examples, more than 16 out of 20 runs of DA-MCMC converge to the best solutions. This indicated that DA-MCMC can perform optimization with good numerical stability.
2) COMPUTATIONAL COMPLEXITY
For RAP of SP-MSS, total number of evaluations of the objective function (as well as the system availability) is often used as a measure of the algorithm complexity. The comparison of the computational cost between PSO [17] and DA-MCMC on the five test cases is presented in Table 4 , where #(X ) denotes the volume of solution space. For fair comparison, the computational cost of the GAs [15] , [23] and heterogeneous ACO [11] are also presented, although some statistical results of the algorithms are not available on the test cases. We can see that ACO [11] performed with fewer evaluations of the objective function than three other algorithms; however, it only obtained the inferior solution quality, as indicated in Table 2 , mainly due to the local-trap problem in optimization. On the other hand, in comparison with GAs [15] , [23] and PSO [17] , DA-MCMC needs fewer evaluations of the objective function to obtain the better or the same solutions.
3) IMPACTS OF THE DOUBLE ADAPTATION
In order to evaluate the impacts of the double-adaptation mechanism in improving the performance of the MCMC algorithm, we further compare DA-MCMC with four Monte Carlo algorithms for optimization: a). MCMC: It represents the Metropolis-Hastings sampler [20] without any adaptation in sampling. A fixed proposal distribution q 0 (x (t) , ·) defined by (7) is exploited in sampling for this baseline. b). TDA: It refers to MCMC with the target distribution adaptation described in Section II.B, which fits into the flat histogram sampling methods [18] , [19] . The invariant proposal distribution q 0 (x (t) , ·) is also used in sampling, while the target distribution is updated from iteration to iteration in sampling. c). PA: It refers to MCMC using the proposal adaptation described in Section II.C, which falls into the class of adaptive proposal algorithms [22] . For this baseline, the proposal distribution is learned by (13) on-the-fly in sampling. d) SA: It refers to the simulated annealing algorithm [28] . For this baseline, the temperature ladder decreases geometrically at a rate of 0.95, and the highest temperature is set to 10. The version of SA used in our experiments has been described in [29, pp. 209-210] .
For fair comparison between DA-MCMC and the four other algorithms, they are run on the five test cases using the same amount of samples, as listed in Table 1 . Each algorithm is run independently 20 times on the test cases, and the average cost of the best solutions found by each algorithm are presented in Table 5 , where the lowest and the second lowest AC are shown in bold and italic, respectively. We can find that DA-MCMC consistently outperformed four other algorithms in terms of AC. This further demonstrated the benefit of our proposed double-adaptation strategy in MCMC computing for optimization.
IV. CONCLUSION
A new optimization-by-sampling scheme has been presented in this work to solve the heterogeneous RAP for SP-MSS. The key insight behind our method is the double-adaptation scheme in MCMC computation. To the best of our knowledge, this is the first attempt to solve this type of optimization problem via adaptive MCMC sampling method. Experimental evaluations on a range of benchmark instances demonstrated the superiority of our approach compared to the state-of-the-art alternatives in terms of the solution quality or computational efficiency.
This work focuses on the optimization approach to heterogeneous RAP based on the MCMC sampling, and we have not considered dynamic penalty strategy for the objective function to guarantee the ergodicity of DA-MCMC. Even so, we argue that the searching strategy in [17] might be helpful to further enhance the optimization performance of DA-MCMC. On the other hand, DA-MCMC is a general optimization scheme, and we hope in the future it will be helpful for optimization of more complex structures such as grids and networks [30] , [31] .
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