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Forecasting with Spatial Panel Data
*
 
This paper compares various forecasts using panel data with spatial error correlation. The 
true data generating process is assumed to be a simple error component regression model 
with spatial remainder disturbances of the autoregressive or moving average type. The best 
linear unbiased predictor is compared with other forecasts ignoring spatial correlation, or 
ignoring heterogeneity due to the individual effects, using Monte Carlo experiments. In 
addition, we check the performance of these forecasts under misspecification of the spatial 
error process, various spatial weight matrices, and heterogeneous rather than homogeneous 
panel data models. 
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27-31, 2008. 1 Introduction
The literature on forecasting is rich with time series applications, but this
is not the case for spatial panel data applications. Exceptions are Baltagi
and Li (2004, 2006) with applications to forecasting sales of cigarettes and
liquor per capita for U.S. states over time.1 Best linear unbiased prediction
(BLUP) in panel data using an error component model have been consid-
ered by Taub (1979), Baltagi and Li (1992), and Baillie and Baltagi (1999)
to mention a few. Applications include Baltagi and Griﬃn( 1997), Hsiao
and Tahmiscioglu (1997), Schmalensee, Stoker and Judson (1998), Baltagi,
Griﬃn and Xiong (2000), Hoogstrate, Palm and Pfann (2000), Baltagi, Bres-
son and Pirotte (2002, 2004), Frees and Miller (2004), Rapach and Wohar
(2004), and Brucker and Siliverstovs (2006), see Baltagi (2008) for a recent
survey. However, these panel forecasting applications do not deal with spatial
dependence across the panel units. Spatial dependence models – popular
in regional science and urban economics – deal with spatial interaction and
spatial heterogeneity (see Anselin (1988) and Anselin and Bera (1998)). The
structure of the dependence can be related to location and distance, both in a
geographic space as well as a more general economic or social network space.
Some commonly used spatial error processes include the spatial autoregres-
sive (SAR) and the spatial moving average (SMA) error processes. Two
diﬀerent variants of these models for spatial panels are considered, one dis-
c u s s e di nA n s e l i n( 1988) and another in Kapoor, Kelejian and Prucha (2007)
and Fingleton (2007). The best linear unbiased predictors for the Anselin
type model was derived by Baltagi and Li (2004). This paper derives the best
linear unbiased predictors for the Kapoor, Kelejian and Prucha (2007) and
Fingleton (2007) variants. More importantly, it compares the performance of
sixteen various forecasts of the spatial panel data using Monte Carlo exper-
iments. These include homogeneous as well as heterogeneous estimators of
the spatial panel model and their corresponding forecasts. The true data gen-
erating process is assumed to be a simple error component regression model
with spatial remainder disturbances of the autoregressive or moving average
1In order to explain how spatial autocorrelation may arise in the demand for cigarettes,
we note that cigarette prices vary among states primarily due to variation in state taxes
on cigarettes. Border eﬀect purchases not included in the cigarette demand equation can
cause spatial autocorrelation among the disturbances. In forecasting sales of cigarettes, the
spatial autocorrelation due to neighboring states and the individual heterogeneity across
states is taken explicitly into account.
1type. The best linear unbiased predictor is compared with other forecasts
ignoring spatial correlation, or ignoring heterogeneity due to the individual
eﬀects. In addition, we check the performance of these forecasts under mis-
speciﬁcation of the spatial error process, diﬀerent spatial weight matrices,
and various sample sizes. Section 2 introduces the error component model
with spatially autocorrelated residuals of the SAR and SMA type. Section
3 describes the forecasts using the estimators considered in Section 2, while
Section 4 gives the Monte Carlo design. Section 5 reports the results of the
Monte Carlo simulations and Section 6 gives our summary and conclusion.
2 The Error Component Model with Spatially
Autocorrelated Residuals
Consider a linear panel data regression model:
yit = Xitβ + εit , i =1 ,...,N; t =1 ,...,T (1)
where the disturbance term follows an error component model with spatially
autocorrelated residuals. The disturbance vector for time t is given by:
εt = µ + φt (2)
where εt =( ε1t,...,εNt)
0, µ =( µ1,...,µ N)
0 denotes the vector of speciﬁce f -





and φt =( φ1t,...,φNt)
0 are the remainder
disturbances which are independent of µ. We let the φt’s follow a spatial
autoregressive (SAR) or a spatial moving average (SMA) error model. The
SAR process is known to transmit the shocks globally while the SMA process
transmits these shocks locally, see Anselin, Le Gallo and Jayet (2008).
The SAR speciﬁcation for the (N × 1) error vector φt at time t can be ex-
pressed as:
φt = ρWNφt + vt =( IN − ρWN)
−1 vt = B
−1
N vt (3)
where WN is an (N × N) known spatial weights matrix2, ρ is the spatial au-
toregressive parameter and vt is an (N × 1) error vector assumed to be dis-
2In the simplest case, the weights matrix is binary, with wij =1when i and j are
neighbors and wij =0when they are not. By convention, diagonal elements are null:
wii =0and the weights are almost always standardized such that the elements of each
row sum to 1.
2tributed independently across cross-sectional dimension with constant vari-
ance σ2
vIN. BN =( IN − ρWN) and is assumed to be non-singular. The error
covariance matrix for the cross-section at time t becomes:










For the full (NT × 1) vector of disturbances:







the corresponding (NT × NT) covariance matrix is given by:
Ω = σ
2









where ιT is a (T × 1) vector of ones and JT = ιTι0
T is a (T × T) matrix of
ones.
The spatial moving average (SMA) speciﬁcation for the (N × 1) error vector
φt at time t can be expressed as:
φt = λWNvt + vt =( IN + λWN)vt = DNvt (7)
where DN =( IN + λWN). T h ee r r o rc o v a r i a n c em a t r i xf o rt h ec r o s s - s e c t i o n
at time t becomes:









For the full (NT × 1) vector of disturbances:
ε =( ιT ⊗ IN)µ +( IT ⊗ DN)v (9)
the corresponding (NT × NT) covariance matrix is given by:
Ω = σ
2
µ (JT ⊗ IN)+σ
2
v [IT ⊗ (DND
0
N)] (10)
MLE under normality of the disturbances using these error component mod-
els with spatial autocorrelation have been derived by Anselin (1988). The
































(JT ⊗ θIN)+[ IT ⊗ (DND0
N)] for SMA
(12)





Regression models containing spatially correlated disturbance terms based
on the SAR or SMA models are typically estimated using MLE, where the
likelihood function corresponds to the normal distribution. However, this can
be computationally demanding for large N. Kelejian and Prucha (1999) sug-
gested a generalized moments (GM) estimation method for the SAR model
in a cross-section setting, and Fingleton (2007) extended this generalized
moments estimator to the SMA model. Kapoor, Kelejian and Prucha (2007)
generalized this GM procedure from cross-section to panel data and derived
its large sample properties when T is ﬁxed and N →∞ . However, their SAR
random eﬀects model (SAR-RE) diﬀers from that described in (2) which we
will call (RE-SAR). In fact, in their speciﬁcation, the disturbance term εt
itself follows a SAR process and the remainder term follows an error compo-
nent structure. This allows the individual eﬀects, i.e., the µ’s themselves to
be spatially correlated but with the same ρ. In particular, the disturbance
vector for time t is given by:
εt = ρWNεt + ut (13)
where ut follows an error component structure :
ut = µ + vt (14)
The SAR-RE speciﬁcation for the (N × 1) error vector εt at time t can be
expressed as:
εt =( IN − ρWN)
−1 ut = B
−1
N ut (15)









































based on the following six moment conditions:
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






























































uN = εN − ρεN (19)
uN = εN − ρεN (20)
εN =( IT ⊗ WN)εN (21)












Under the random eﬀects speciﬁcation considered, the OLS estimator of β is
consistent. Using b βOLS one gets a consistent estimator of the disturbances
b ε = y − Xb βOLS. The GM estimators of σ2
1, σ2
ν and ρ are the solution of
t h es a m p l ec o u n t e r p a r to ft h es i xe q u a t i o n sg i v e na b o v e . K a p o o r ,e ta l .
(2007) suggest three GM estimators. The ﬁrst involves only the ﬁrst three
moments which do not involve σ2
1 and yield estimates of ρ and σ2
ν.T h ef o u r t h
moment condition is then used to solve for σ2
1 given estimates of ρ and σ2
ν.T h e
second GM estimator is based upon weighing the moment equations by the
inverse of a properly normalized variance-covariance matrix of the sample
moments evaluated at the true parameter values. A simple version of this
weighting matrix is derived under normality of the disturbances. The third
GM estimator is motivated by computational considerations and replaces
a component of the weighting matrix for the second GM estimator by an
identity matrix. Kapoor, et al. (2007) perform Monte Carlo experiments
comparing MLE and these three GM estimation methods. They ﬁnd that
on average, the RMSE of MLE and their weighted GM estimators are quite
5similar. The feasible GLS estimator of β is then obtained by replacing ρ, σ2
v
and σ2
1 by their GM estimators.3
Recently, Fingleton (2007) extended this GM estimator for the SMA panel
data model with random eﬀects. We call this SMA-RE to distinguish it
from the RE-SMA procedure described in Anselin, et al. (2008). In fact,
for the Fingleton (2007) SMA-RE, the disturbance term εt in (2) follows a
SMA process and the remainder term follows an error component structure.
Unlike the Anselin, et al. (2008) RE-SMA, the individual eﬀects, i.e., the
µ’s themselves are allowed to be spatially correlated but with the same λ.I n
particular, the disturbance vector for time t is given by:
εt =( IN + λWN)ut = DNut (25)
where DN =( IN + λWN),a n dut follows an error component structure (14).
So, the full SMA-RE (NT × 1) vector of disturbances is given by:
ε =( ιT ⊗ DN)µ +( IT ⊗ DN)v (26)
and the corresponding (NT × NT) covariance matrix is given by:
Ω = σ
2




v [IT ⊗ (DND
0
N)] (27)
The moment conditions for SMA-RE are similar to those derived by Kapoor,
et al. (2007), see Fingleton (2007).
3 Prediction
Goldberger (1962) has shown that, for a given Ω, the best linear unbiased
predictor (BLUP) for the ith individual at a future period T +τ is given by:
b yi,T+τ = Xi,T+τb βGLS + ω
0Ω
−1b εGLS (28)
where ω = E [εi,T+τε] i st h ec o v a r i a n c eb e t w e e nt h ef u t u r ed i s t u r b a n c eεi,T+τ
and the sample disturbances ε. b βGLS is the GLS estimator of β from equation
(1)b a s e do nΩ and b εGLS denotes the corresponding GLS residual vector.
3Later, in our Monte Carlo experiments, we computed the predictors for all three GM
estimators suggested by Kapoor, et al. (2007). However, the diﬀerences in root mean
squared error performance were minor. To save space, we only report the second GM
estimator, called weighted GM estimator by Kapoor, et al. (2007).
6For the error component without spatial autocorrelation (λ =0 ), this BLUP
reduces to:













v and li is the ith column of IN.T h i sp r e d i c t o rw a s
considered by Wansbeek and Kapteyn (1978), Lee and Griﬃths (1979) and





εi.,GLS where εi.,GLS =
PT
t=1b εti,GLS/T. Therefore, the BLUP of
yi,T+τ for the RE model modiﬁes the usual GLS forecasts by adding a frac-
tion of the mean of the GLS residuals corresponding to the ith individual.
In order to make this forecast operational, b βGLS is replaced by its feasible
GLS estimate and the variance components are replaced by their feasible
estimates.
Baltagi and Li (2004, 2006) derived the BLUP correction term when
both error components and spatial autocorrelation are present and φt follows
a SAR process. So, the predictors for the SAR and the SMA are given by:
b yi,T+τ =

       
       







































(resp. C2 =[ TθIN +( DND0
N)])a n dεj.,MLE =
PT
t=1b εtj,MLE/T. In other words, the BLUP of yi,T+τ adds to Xi,T+τb βMLE
a weighted average of the MLE residuals for the N individuals averaged
over time. The weights depend upon the spatial matrix WN and the spa-
tial autoregressive (or moving average) coeﬃcients ρ and λ. To make these
predictors operational, we replace θ,ρ and λ by their estimates from the
RE-spatial MLE with SAR or SMA. When there are no random individual
eﬀects, so that σ2
µ =0 , then θ =0and the BLUP prediction terms drop out







for SAR and σ2
v [IT ⊗ (DND0
N)] for SMA, and the cor-
responding MLE for these models yield the pooled spatial MLE with SAR
or SMA remainder disturbances.
7For the Kapoor, et al. (2007) model, the BLUP of yi,T+τ for the SAR-RE
also modiﬁes the usual GLS forecasts by adding a fraction of the mean of
the GLS residuals corresponding to the ith individual. More speciﬁcally, the
predictor is given by:









T ⊗ BN)b εGLS (31)
where bi is the ith row of the matrix B
−1
N .T h i si sd e r i v e di nt h eA p p e n d i x
of this paper which also shows the resulting predictor has the same form as
that of the RE model (29). This proof applies to both the Kapoor, et al.
(2007) SAR-RE speciﬁcation and the Fingleton (2007) SMA-RE speciﬁca-
tion. Therefore, the BLUP of yi,T+τ for the SAR-RE and the SMA-RE, like
the usual RE model with no spatial eﬀects, modiﬁes the usual GLS forecasts
by adding a fraction of the mean of the GLS residuals corresponding to the
ith individual. While the predictor formula is the same, the MLEs for these
speciﬁcations yield diﬀerent estimates which in turn yield diﬀerent residuals
and hence diﬀerent forecasts.
4 Monte Carlo Design
In this section, we consider the small sample performance of several predictors
for an error component model with spatially autocorrelated residuals. The
data generating process (DGP) consider two speciﬁcations on the remainder
errors, namely SAR and SMA:
yit = β0 + β1xit + εit , εit = µi + φit, i =1 ,...,N; t =1 ,...,T (32)
where4








, δi ∼ iid.U (−7.5,7.5),
ξit ∼ iid.U (−5,5), β0 =5 , β1 =0 .5
4In the spirit of Nerlove (1971), we have tried another DGP for xit.W e o b t a i n t h e
same ranking as those which appear in the reported tables. The only diﬀerence is that
the gap between the average heterogeneous estimators and the homogeneous estimators
widens with a Nerlove (1971) type design. In other words, the forecast performance of the
heterogeneous estimators becomes worse.
8φt =
½
ρWNφt + vt for SAR












We consider the simple regressions (32) and (33) with N =( 5 0 ,100), T =
(10,20) and two cases for the residuals variances:
½
σ2
µ =4 , σ2
v =1 6
σ2
µ =1 6 , σ2
v =4 (35)
Following Kelejian and Prucha (1999), we use two weight matrices which es-
sentially diﬀer in their degree of sparseness. The weight matrices are labelled
as “j ahead and j behind” with the non-zero elements being 1/2j, j =1and
5. Even with this modest design we have 64 experiments.
For each experiment, we obtain the following 16 estimators:
1. Pooled OLS which ignores the individual heterogeneity and the spatial
autocorrelation.
2. The average heterogeneous OLS which estimates the cross-sectional
equation using OLS for each time period and averages these heteroge-
neous estimates to obtain a pooled estimator, see Pesaran and Smith
(1995).
3. The ﬁxed-eﬀects (FE) estimator which accounts for ﬁxed individual
eﬀects but does not take into account the spatial autocorrelation.
4. The random eﬀects (RE) estimator which asssumes that the µi’s are
iid(0,σ2
µ), and independent of the remainder disturbances φit’s. This
estimator accounts for random individual eﬀects but does not take into
account the spatial autocorrelation.
5. The RE-spatial MLE assuming a SAR speciﬁcation (RE-SAR) on the
remainder disturbances. In this case, the µi’s are iid(0,σ2
µ) and are
independent of the φit’s which follow a SAR process, see Anselin, et al.
(2008).
96. The RE-spatial MLE assuming a SMA speciﬁcation (RE-SMA) on the
remainder disturbances. In this case, the µi’s are iid(0,σ2
µ) and are
independent of the φit’s which follow a SMA process, see Anselin, et
al. (2008).
7. The pooled spatial MLE assuming a SAR speciﬁcation (Pooled SAR)
on the remainder disturbances. This estimator ignores the individual
heterogeneity but takes into account the spatial autocorrelation of the
SAR type.
8. The pooled spatial MLE assuming a SMA speciﬁcation (Pooled SMA)
on the remainder disturbances. This estimator ignores the individual
heterogeneity but takes into account the spatial autocorrelation of the
SMA type.
9. The average heterogeneous spatial MLE assuming a SAR speciﬁcation
on the remainder disturbances. This estimates cross-sectional MLE
with SAR disturbances for each time period and averages the estimates
over time.
10. The average heterogeneous spatial GM estimator assuming a SAR
speciﬁcation on the remainder disturbances proposed by Kelejian and
Prucha (1999). This estimates cross-sectional GM estimator with SAR
disturbances for each time period and averages the estimates over time.
11. The average heterogeneous spatial MLE assuming a SMA speciﬁcation
on the remainder disturbances. This estimates cross-sectional MLE
with SMA disturbances for each time period and averages the estimates
over time.
12. The average heterogeneous spatial GM estimator assuming a SMA
speciﬁcation on the remainder disturbances proposed by Fingleton (2007).
This estimates cross-sectional GM estimator with SMA disturbances for
each time period and averages the estimates over time.
13. The FE-spatial MLE assuming a SAR speciﬁcation (FE-SAR) on the
remainder disturbances.
14. The FE-spatial MLE assuming a SMA speciﬁcation (FE-SMA) on the
remainder disturbances.
1015. The (SAR-RE) model following Kapoor, et al. (2007). This utilizes
a panel data GM estimator where the disturbance term itself follows
a SAR process and the remainder term follows an error component
structure.
16. The (SMA-RE) model following Fingleton (2007). This utilizes a panel
data GM estimator where the disturbance term itself follows a SMA
process and the remainder term follows an error component structure.
Next, we compute the following predictors for the ith individual at a fu-
ture period T + τ for τ =1 ,2,...,5:
OLS b yi,T+τ = Xi,T+τb βOLS
Average hetero. OLS b yi,T+τ = Xi,T+τb βav.OLS
FE5
(
b yi,T+τ = Xi,T+τb βFE + b µi
with b µi = yi − Xib βFE, yi =
PT
t=1 yit/T





































with C2 =[ TθIN +( DND0
N)] and θ = σ2
µ/σ2
v
Pooled SAR b yi,T+τ = Xi,T+τb βMLE,SAR
Pooled SMA b yi,T+τ = Xi,T+τb βMLE,SMA










b yi,T+τ = Xi,T+τb βMLE,FE−SAR + b µi





b yi,T+τ = Xi,T+τb βMLE,FE−SMA + b µi
with b µi = yi − Xib βMLE,FE−SMA , yi =
PT
t=1 yit/T




















11For all experiments, 1000 replications are performed and the RMSE for
one step to ﬁve step ahead forecasts are reported.
5 Monte Carlo Results
5.1 The Spatial Dependence Speciﬁcation Eﬀect
Table 1 gives the RMSE for the one year, two year,..., and ﬁve year ahead
forecasts along with the average RMSE for all 5 years. These are out of sam-
ple forecasts when the true DGP is a RE panel model with SAR remainder
disturbances. The sample size is N =5 0and T =1 0 , the weight matrix is
W(1,1), i.e., one neighbor behind and one neighbor ahead. In general, for
ρ =0 .4,0.8 and σ2
µ =4 ,16, the lowest RMSE is that of RE-SAR. This is fol-
lowed closely by SAR-RE and SMA-RE. It conﬁrms the ﬁndings of Kapoor,
et al. (2007) that, on average, RMSE of MLE and their GM estimators are
quite similar. It also seems like misspecifying the SAR by an SMA in an error
component model does not aﬀect the forecast performance as long as it is
taken into account. As the spatial autoregressive parameter ρ doubles from
0.4 to 0.8, the RMSE also doubles. The RMSE improves as σ2
µ gets large,
i.e., 16 rather than 4, for estimators that take heterogeneity into account.
Pooled OLS, average heterogeneous OLS, pooled SAR, pooled SMA, average
heterogeneous SAR (MLE and GM) and average heterogeneous SMA (MLE
and GM) perform worse in terms of RMSE than spatial/panel homogeneous
estimators. This forecast comparison is robust whether we are predicting
one period, two periods or 5 periods ahead and is also reﬂected in the av-
erage over the ﬁve years. The gain in forecast performance is substantial
once we account for RE or FE and is only slightly improved by additionally
accounting for spatial autocorrelation, i.e., FE-SAR or RE-SAR, FE-SMA,
or RE-SMA.
Table 2 gives the RMSE results when the true DGP is a RE panel model
with SMA remainder disturbances. The sample size is still N =5 0 ,T =1 0 ,
and the weight matrix is W(1,1). In general, for ρ =0 .4,0.8 and σ2
µ =4 ,16,
the lowest RMSE is that of RE-SMA. This is followed closely by RE-SAR.
5See Baillie and Baltagi (1998).
12Misspecifying the SMA by an SAR in an error component model does not
seem to aﬀect the forecast performance as long as it is taken into account.
However, the magnitudes of the RMSE in Table 2 (where the true DGP is
a RE-SMA process) are much lower than those in Table 1 (where the true
DGP is a RE-SAR process). Once again, the forecast RMSE of based on
MLE and their GM counterparts are quite similar, compare SAR-RE and
SMA-RE with RE-SAR and RE-SMA. The RMSE improves as σ2
µ gets large,
i.e., 16 rather than 4, for estimators that take heterogeneity into account. As
the spatial autoregressive parameter λ increases from 0.4 to 0.8,t h eR M S E
also increases but not as much as it did for the SAR process in Table 1.
Pooled OLS, average heterogeneous OLS, pooled SAR, pooled SMA, average
heterogeneous SAR (MLE and GM) and average heterogeneous SMA (MLE
and GM) perform worse in terms of RMSE than spatial/panel homogeneous
estimators. This forecast performance is robust whether we are predicting
one period, two periods or 5 periods ahead and is also reﬂected in the average
over the ﬁve years. Once again, the gain in forecast performance is substantial
once we account for RE or FE and is only slightly improved by additionally
accounting for spatial autocorrelation, i.e., FE-SMA, or RE-SMA, FE-SAR
or RE-SAR.
5.2 Sensitivity Analysis
5.2.1 The Spatial Weight Matrix eﬀect
Tables 3 and 4 report the RMSE results as Tables 1 and 2 except that the
weight matrix is changed from a W (1,1) to W (5,5), i.e., ﬁve neighbors
behind and ﬁve neighbors ahead. Except for the magnitudes of the RMSE,
the same rankings in terms of RMSE performance are exhibited as before.
Tables 5 and 6 report the RMSE results as Tables 1 and 2 except that T is
now doubled from 10 to 20 holding N ﬁxed at 50. Except for the magnitudes
o ft h eR M S E ,t h es a m er a n k i n g si nt e r m so fR M S Ep e r f o r m a n c ea r ee x h i b i t e d
as before.
Table 7 reports the RMSE results when ρ = λ =0 .8, t h ew e i g h tm a t r i x
is W (1,1), and N is doubled from 50 to 100 holding T ﬁxed at 10.W h i l e
T a b l e8r e p o r t st h eR M S Er e s u l t sa sT a b l e7e x c e p tt h a tt h ew e i g h tm a t r i x
is W (5,5). Except for the magnitudes of the RMSE, the same rankings in
terms of RMSE performance are exhibited as before.6
6Other Tables for W(5,5) and (N,T) = (100,20) show the same rankings in terms of
135.2.2 Sensitivity to Irregular Lattice Structures
The spatial weights matrices considered in the paper are regular lattice struc-
tures. Using real irregular lattices structures, as in Anselin and Moreno
( 2 0 0 3 )a n di nK e l e j i a na n dP r u c h a( 1999), does not change the conclusions
of the Monte Carlo study. We used real-world matrices by taking spatial
groupings of French administrative communes for dimension N =5 0 .7 Those
spatial matrices have been used by Baltagi, Bresson and Pirotte (2007). Spa-
tial weight matrices may represent high-order contiguity relationships. We
use a k-order contiguity matrix containing N − 1 potential neighborhoods
in French municipalities. We have patterns of 0 and 1 values in an (N − 1)
by (N − 1) grid for the k-nearest neighborhoods and we use the 1-nearest
neighborhood (k =1 )and the 5-nearest neighborhoods (k =1 ) 8. Results of
Tables 9 to 12 are very similar to those of Tables 1 to 4. Using irregular
lattice structures do not change the main conclusions in terms of the RMSE
forecast performance of the various estimators considered. These are similar
to the rankings obtained when regular lattice structures are used, only the
magnitudes of the RMSE diﬀer.
5.2.3 Robustness to Non-Normality
So far, we have been assuming that the error components have been generated
by the normal distribution. In this section, we check the sensitivity of our
results to non-normal disturbances. In particular, we generate the µi’s from
a χ2 distribution and we let the remainder disturbances follow the normal
distribution. Tables 13a n d14 give similar results as those of Tables 1 and
2 (when the individual eﬀects follow a normal distribution). So, the results
seem to be robust to non-normality of the disturbances of the χ2 type.
RMSE forecast performance and are not shown here to save space. These are available
upon request from the authors.
7Other Tables for N = 100 a r ea v a i l a b l eu p o nr e q u e s tf r o mt h ea u t h o r s .
8Note that a non-zero entry in row i,c o l u m nj denotes that neighborhoods i and j have
borders that touch and are therefore considered “neighbors”. For N =5 0and for k =5 ,
and for the 2401 possible elements in the 49 by 49 matrix, there are only 250 non-zero
elements. So, the sparseness value is 10% (= 250/2500). These non-zero entries reﬂect the
contiguity relations between the 5-nearest neighborhoods.
146 Summary and Conclusion
Our Monte Carlo study ﬁnds that when the true DGP is RE with a SAR or
SMA remainder disturbances, estimators that ignore heterogeneity/spatial
correlation perform badly in RMSE forecasts. For our experiments, account-
ing for heterogeneity improves the forecast performance by a big margin and
accounting for spatial correlation improves the forecast but by a smaller mar-
gin. Ignoring both leads to the worst forecasting performance. Heterogeneous
estimators based on averaging perform worse than homogeneous estimators
in forecasting performance. This performance improves with a larger sam-
ple size and seems robust to the type of spatial error structure imposed on
the remainder disturbances. These Monte Carlo experiments conﬁrm earlier
empirical studies that report similar ﬁndings.
7 Appendix
This appendix ﬁrst derives the BLUP for the KKP model which we are calling
the (SAR-RE) model described in (13) and (14). The variance-covariance


















where JT = JT/T and σ2
1 = Tσ2
µ + σ2
v and BN =( IN − ρWN).F r o m ( 13)
and (14 ) ,w eh a v e:
εT+τ = B
−1
N uT+τ = B
−1




















































where bi is the ith row of the matrix B
−1














































































,w h e r el0
i is the ith row of
IN. This holds because B
−1
N BN = IN and therefore biBN = l0
i.T h i sm e a n s
that the predictor of the KKP model from (28) is given by:










which is the same as that of the RE model with no spatial correlation. While
the predictor formula is the same, the MLEs for these speciﬁcations yield
diﬀerent estimates which in turn yield diﬀerent residuals and hence diﬀerent
forecasts.
The proof is the similar for the Fingleton (2007) speciﬁcation which we
a r ec a l l i n gt h e( S M A - R E )m o d e ld e s c r i b e di n( 2 5 )a n d( 14). The variance-



















where DN =( IN + λWN).F r o m( 2 5 )a n d( 14 ) ,w eh a v e:























































































































,w h e r el0
i is the ith row of
IN. This holds because DND
−1
N = IN and therefore diD
−1
N = l0
i.T h i sm e a n s
that the predictor of the Fingleton (2007) model is again the same as that
of the RE model with no spatial correlation. While the predictor formula is
the same, the MLEs for these speciﬁcations yield diﬀerent estimates which
in turn yield diﬀerent residuals and hence diﬀerent forecasts.
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16 3.8982 3.8984 2.1486 2.1455 3.8990 3.8992 3.9102 2.1474 2.1437 3.8991 3.8993 3.9133 2.1474 2.1438 2.1445 2.1509
0.8 4 7.9472 7.9471 8.0892 7.9038 7.9435 7.9281 7.9460 8.0830 7.8326 7.9443 7.9289 7.9655 8.0831 7.8421 7.9295 7.9489
16 5.1735 5.1738 4.0635 4.0485 5.1778 5.1766 5.1697 4.0586 4.0205 5.1782 5.1770 5.1631 4.0589 4.0299 4.0492 4.0409
Estimators
Table 1 - Forecasts RMSE - (N,T)=(50,10), SAR data generating process for φφφφ , W(1,1), 1000 replications
FE RE








µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
λ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.6702 3.6703 3.4717 3.4261 3.6704 3.6701 3.6706 3.4707 3.4193 3.6705 3.6702 3.6669 3.4707 3.4187 3.4330 3.4375
16 3.5582 3.5582 1.7481 1.7455 3.5583 3.5584 3.5606 1.7478 1.7450 3.5584 3.5585 3.5569 1.7479 1.7449 1.7444 1.7323
0.8 4 3.9870 3.9873 3.8507 3.7906 3.9857 3.9856 3.9878 3.8481 3.7653 3.9858 3.9859 3.9770 3.8480 3.7635 3.7915 3.8213
16 3.6364 3.6364 1.9117 1.9095 3.6381 3.6377 3.6235 1.9098 1.9068 3.6380 3.6376 3.6316 1.9097 1.9062 1.9270 1.9078
0.4 4 4.0793 4.0793 3.8608 3.8133 4.0794 4.0792 4.0796 3.8600 3.8060 4.0795 4.0793 4.0816 3.8600 3.8056 3.8269 3.8097
16 3.7747 3.7748 1.9380 1.9354 3.7751 3.7754 3.7756 1.9375 1.9346 3.7752 3.7755 3.7759 1.9376 1.9345 1.9282 1.9255
0.8 4 4.4390 4.4391 4.2819 4.2224 4.4388 4.4386 4.4209 4.2783 4.1971 4.4396 4.4396 4.4105 4.2777 4.1952 4.2168 4.2313
16 3.8696 3.8697 2.1223 2.1191 3.8716 3.8714 3.8791 2.1201 2.1157 3.8718 3.8717 3.8821 2.1199 2.1149 2.1374 2.1270
0.4 4 4.2357 4.2358 4.0121 3.9644 4.2358 4.2358 4.2367 4.0111 3.9563 4.2360 4.2359 4.2393 4.0111 3.9560 3.9785 3.9661
16 3.8526 3.8527 2.0109 2.0084 3.8531 3.8534 3.8521 2.0104 2.0074 3.8531 3.8535 3.8537 2.0104 2.0074 2.0076 2.0047
0.8 4 4.6176 4.6177 4.4527 4.3926 4.6176 4.6175 4.5966 4.4490 4.3684 4.6184 4.6184 4.5887 4.4483 4.3652 4.3835 4.3981
16 3.9613 3.9614 2.2116 2.2084 3.9636 3.9634 3.9673 2.2095 2.2054 3.9638 3.9636 3.9692 2.2094 2.2045 2.2194 2.2168
0.4 4 4.3113 4.3114 4.0834 4.0354 4.3110 4.3111 4.3131 4.0823 4.0263 4.3112 4.3112 4.3161 4.0823 4.0263 4.0608 4.0475
16 3.8901 3.8902 2.0500 2.0474 3.8905 3.8908 3.8901 2.0494 2.0464 3.8906 3.8909 3.8917 2.0494 2.0463 2.0465 2.0482
0.8 4 4.7133 4.7133 4.5470 4.4856 4.7135 4.7134 4.6870 4.5433 4.4613 4.7146 4.7144 4.6837 4.5428 4.4581 4.4617 4.4901
16 4.0100 4.0101 2.2659 2.2627 4.0122 4.0121 4.0134 2.2642 2.2598 4.0123 4.0122 4.0152 2.2639 2.2590 2.2619 2.2631
0.4 4 4.3637 4.3638 4.1367 4.0876 4.3635 4.3635 4.3653 4.1357 4.0786 4.3637 4.3637 4.3695 4.1357 4.0786 4.1094 4.0975
16 3.9122 3.9124 2.0748 2.0722 3.9126 3.9129 3.9147 2.0743 2.0712 3.9127 3.9131 3.9147 2.0742 2.0711 2.0729 2.0752
0.8 4 4.7697 4.7698 4.6004 4.5394 4.7702 4.7700 4.7457 4.5967 4.5160 4.7713 4.7712 4.7428 4.5963 4.5125 4.5223 4.5371
16 4.0405 4.0405 2.2956 2.2926 4.0426 4.0425 4.0396 2.2937 2.2898 4.0428 4.0427 4.0411 2.2934 2.2889 2.2890 2.2901
0.4 4 4.1321 4.1321 3.9129 3.8653 4.1320 4.1319 4.1331 3.9120 3.8573 4.1322 4.1320 4.1347 3.9120 3.8570 3.8817 3.8717
16 3.7976 3.7977 1.9644 1.9618 3.7979 3.7982 3.7986 1.9639 1.9609 3.7980 3.7983 3.7986 1.9639 1.9608 1.9599 1.9572
0.8 4 4.5053 4.5054 4.3466 4.2861 4.5051 4.5050 4.4876 4.3431 4.2616 4.5059 4.5059 4.4805 4.3426 4.2589 4.2752 4.2956
16 3.9036 3.9036 2.1614 2.1584 3.9056 3.9054 3.9046 2.1594 2.1555 3.9058 3.9055 3.9079 2.1592 2.1547 2.1669 2.1610
Estimators
Table 2 - Forecasts RMSE - (N,T)=(50,10), SMA data generating process for φφφφ , W(1,1), 1000 replications
FE RE








µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.6604 3.6604 3.4537 3.4118 3.6600 3.6601 3.6448 3.4535 3.4095 3.6602 3.6603 3.6338 3.4536 3.4095 3.4415 3.4417
16 3.5736 3.5735 1.7414 1.7405 3.5737 3.5739 3.5697 1.7410 1.7402 3.5736 3.5739 3.5671 1.7411 1.7403 1.7351 1.7342
0.8 4 4.9150 4.9149 4.8055 4.7733 4.9133 4.8926 4.8984 4.8040 4.7355 4.9135 4.8926 4.9076 4.8040 4.7365 4.7109 4.7822
16 3.9279 3.9279 2.4155 2.4138 3.9283 3.9272 3.8975 2.4131 2.4063 3.9284 3.9270 3.9042 2.4133 2.4080 2.3947 2.3975
0.4 4 4.0515 4.0516 3.8391 3.7896 4.0515 4.0515 4.0529 3.8386 3.7868 4.0515 4.0516 4.0498 3.8386 3.7868 3.8221 3.8177
16 3.7783 3.7784 1.9310 1.9294 3.7785 3.7786 3.7817 1.9307 1.9290 3.7786 3.7790 3.7805 1.9307 1.9291 1.9233 1.9236
0.8 4 5.4516 5.4517 5.3368 5.2966 5.4509 5.4281 5.4571 5.3352 5.2602 5.4510 5.4283 5.4597 5.3351 5.2595 5.2384 5.3148
16 4.2189 4.2188 2.6745 2.6715 4.2195 4.2180 4.2021 2.6725 2.6625 4.2198 4.2181 4.1977 2.6725 2.6652 2.6551 2.6764
0.4 4 4.2132 4.2133 3.9946 3.9444 4.2133 4.2134 4.2197 3.9941 3.9419 4.2133 4.2135 4.2203 3.9942 3.9419 3.9698 3.9781
16 3.8499 3.8500 2.0047 2.0029 3.8500 3.8503 3.8582 2.0045 2.0025 3.8501 3.8506 3.8556 2.0045 2.0025 2.0018 1.9992
0.8 4 5.6484 5.6484 5.5355 5.4903 5.6473 5.6280 5.6924 5.5331 5.4516 5.6475 5.6282 5.6855 5.5331 5.4521 5.4781 5.5263
16 4.3224 4.3224 2.7734 2.7701 4.3232 4.3219 4.3141 2.7716 2.7613 4.3235 4.3221 4.3130 2.7717 2.7640 2.7746 2.7792
0.4 4 4.3083 4.3083 4.0871 4.0372 4.3086 4.3085 4.3133 4.0867 4.0341 4.3085 4.3087 4.3118 4.0867 4.0342 4.0471 4.0522
16 3.8902 3.8902 2.0461 2.0442 3.8903 3.8904 3.8991 2.0458 2.0437 3.8904 3.8908 3.8944 2.0458 2.0437 2.0420 2.0440
0.8 4 5.7632 5.7632 5.6516 5.6042 5.7617 5.7412 5.7872 5.6492 5.5624 5.7619 5.7413 5.7905 5.6492 5.5644 5.5835 5.6212
16 4.3837 4.3836 2.8346 2.8315 4.3844 4.3831 4.3727 2.8325 2.8224 4.3847 4.3833 4.3731 2.8326 2.8250 2.8343 2.8335
0.4 4 4.3621 4.3621 4.1403 4.0901 4.3623 4.3622 4.3606 4.1399 4.0869 4.3622 4.3624 4.3587 4.1399 4.0870 4.0913 4.1018
16 3.9133 3.9134 2.0714 2.0695 3.9135 3.9137 3.9247 2.0712 2.0691 3.9136 3.9141 3.9197 2.0712 2.0691 2.0665 2.0674
0.8 4 5.8382 5.8382 5.7313 5.6808 5.8371 5.8162 5.8620 5.7293 5.6378 5.8372 5.8164 5.8640 5.7292 5.6407 5.6510 5.7074
16 4.4187 4.4186 2.8668 2.8640 4.4195 4.4182 4.4019 2.8648 2.8551 4.4198 4.4184 4.3993 2.8649 2.8576 2.8702 2.8755
0.4 4 4.1191 4.1191 3.9030 3.8546 4.1191 4.1191 4.1182 3.9025 3.8518 4.1191 4.1193 4.1149 3.9026 3.8519 3.8744 3.8783
16 3.8010 3.8011 1.9589 1.9573 3.8012 3.8014 3.8067 1.9586 1.9569 3.8012 3.8017 3.8035 1.9587 1.9569 1.9537 1.9537
0.8 4 5.5233 5.5233 5.4121 5.3690 5.5221 5.5012 5.5394 5.4102 5.3295 5.5222 5.5014 5.5414 5.4101 5.3306 5.3324 5.3904
16 4.2543 4.2542 2.7129 2.7102 4.2550 4.2537 4.2376 2.7109 2.7015 4.2552 4.2538 4.2375 2.7110 2.7040 2.7058 2.7124











µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
λ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.5909 3.5909 3.3764 3.3363 3.5911 3.5912 3.5823 3.3759 3.3356 3.5911 3.5911 3.5859 3.3759 3.3354 3.3417 3.3338
16 3.5114 3.5116 1.6868 1.6846 3.5115 3.5116 3.5249 1.6867 1.6843 3.5115 3.5121 3.5175 1.6867 1.6843 1.6906 1.6851
0.8 4 3.6763 3.6763 3.4731 3.4312 3.6759 3.6761 3.6593 3.4724 3.4280 3.6760 3.6763 3.6546 3.4722 3.4275 3.4035 3.3943
16 3.5299 3.5300 1.7293 1.7273 3.5300 3.5304 3.5553 1.7291 1.7269 3.5301 3.5306 3.5662 1.7290 1.7267 1.7231 1.7248
0.4 4 3.9719 3.9720 3.7426 3.6993 3.9721 3.9724 3.9858 3.7424 3.6988 3.9721 3.9726 3.9829 3.7424 3.6985 3.7173 3.7026
16 3.7285 3.7287 1.8800 1.8778 3.7289 3.7291 3.7246 1.8798 1.8774 3.7289 3.7295 3.7237 1.8798 1.8774 1.8757 1.8718
0.8 4 4.0662 4.0662 3.8506 3.8034 4.0658 4.0659 4.0556 3.8497 3.7987 4.0659 4.0660 4.0490 3.8496 3.7984 3.7954 3.7802
16 3.7328 3.7328 1.9132 1.9106 3.7330 3.7333 3.7692 1.9130 1.9100 3.7331 3.7335 3.7823 1.9129 1.9101 1.9116 1.9099
0.4 4 4.1258 4.1258 3.8950 3.8495 4.1259 4.1262 4.1356 3.8946 3.8482 4.1259 4.1264 4.1315 3.8946 3.8480 3.8544 3.8491
16 3.8057 3.8059 1.9534 1.9513 3.8059 3.8061 3.8035 1.9533 1.9510 3.8060 3.8065 3.8018 1.9533 1.9510 1.9528 1.9464
0.8 4 4.2227 4.2227 3.9958 3.9493 4.2222 4.2224 4.2096 3.9949 3.9452 4.2223 4.2226 4.2038 3.9947 3.9447 3.9422 3.9333
16 3.8127 3.8128 1.9925 1.9899 3.8129 3.8131 3.8410 1.9923 1.9896 3.8130 3.8134 3.8527 1.9923 1.9896 1.9869 1.9913
0.4 4 4.2050 4.2051 3.9729 3.9270 4.2050 4.2053 4.2140 3.9726 3.9258 4.2050 4.2055 4.2135 3.9726 3.9255 3.9288 3.9275
16 3.8465 3.8466 1.9921 1.9902 3.8467 3.8469 3.8420 1.9919 1.9898 3.8467 3.8473 3.8395 1.9919 1.9899 1.9900 1.9894
0.8 4 4.3004 4.3004 4.0741 4.0261 4.2999 4.3001 4.2914 4.0734 4.0214 4.3000 4.3002 4.2846 4.0732 4.0209 4.0191 4.0143
16 3.8530 3.8531 2.0306 2.0282 3.8531 3.8533 3.8774 2.0304 2.0280 3.8532 3.8536 3.8810 2.0303 2.0279 2.0313 2.0293
0.4 4 4.2560 4.2561 4.0203 3.9746 4.2560 4.2562 4.2663 4.0200 3.9735 4.2560 4.2564 4.2663 4.0200 3.9733 3.9762 3.9787
16 3.8694 3.8696 2.0158 2.0139 3.8697 3.8700 3.8634 2.0157 2.0136 3.8697 3.8704 3.8610 2.0157 2.0136 2.0141 2.0161
0.8 4 4.3474 4.3474 4.1229 4.0736 4.3469 4.3472 4.3447 4.1222 4.0683 4.3470 4.3473 4.3401 4.1221 4.0678 4.0724 4.0629
16 3.8766 3.8767 2.0576 2.0551 3.8767 3.8769 3.8999 2.0573 2.0548 3.8768 3.8771 3.9069 2.0572 2.0547 2.0545 2.0553
0.4 4 4.0299 4.0300 3.8014 3.7573 4.0300 4.0303 4.0368 3.8011 3.7564 4.0300 4.0304 4.0360 3.8011 3.7562 3.7637 3.7583
16 3.7523 3.7525 1.9056 1.9035 3.7525 3.7527 3.7517 1.9055 1.9032 3.7525 3.7532 3.7487 1.9055 1.9032 1.9046 1.9018
0.8 4 4.1226 4.1226 3.9033 3.8567 4.1222 4.1223 4.1121 3.9025 3.8523 4.1222 4.1225 4.1064 3.9024 3.8519 3.8465 3.8370
16 3.7610 3.7611 1.9446 1.9422 3.7611 3.7614 3.7885 1.9444 1.9419 3.7612 3.7616 3.7989 1.9444 1.9418 1.9415 1.9421
Estimators
Table 4 - Forecasts RMSE - (N,T)=(50,10), SMA data generating process for φφφφ , W(5,5), 1000 replications
FE RE








µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.9511 3.9513 3.7364 3.7155 3.9516 3.9516 3.9631 3.7358 3.7105 3.9516 3.9517 3.9672 3.7358 3.7096 3.7289 3.7116
16 3.6164 3.6164 1.8633 1.8625 3.6180 3.6180 3.6429 1.8629 1.8618 3.6182 3.6183 3.6441 1.8629 1.8618 1.8654 1.8654
0.8 4 7.0636 7.0637 7.0399 6.9797 7.0634 7.0543 7.1286 7.0359 6.9436 7.0642 7.0551 7.1390 7.0356 6.9442 6.9870 6.9751
16 4.6604 4.6608 3.5080 3.5046 4.6610 4.6607 4.7277 3.5066 3.4980 4.6604 4.6601 4.7194 3.5067 3.4997 3.4914 3.4981
0.4 4 4.4075 4.4079 4.1572 4.1384 4.4081 4.4083 4.3916 4.1563 4.1335 4.4081 4.4084 4.3948 4.1563 4.1329 4.1372 4.1361
16 3.8526 3.8526 2.0675 2.0667 3.8538 3.8539 3.8684 2.0672 2.0662 3.8539 3.8541 3.8755 2.0673 2.0663 2.0692 2.0659
0.8 4 7.8524 7.8523 7.8121 7.7512 7.8511 7.8442 7.8893 7.8082 7.7158 7.8530 7.8459 7.9029 7.8083 7.7174 7.7551 7.7475
16 5.1228 5.1230 3.9200 3.9160 5.1233 5.1228 5.1328 3.9180 3.9080 5.1233 5.1228 5.1272 3.9180 3.9100 3.8881 3.9055
0.4 4 4.5841 4.5843 4.3239 4.3050 4.5846 4.5847 4.5668 4.3234 4.2998 4.5847 4.5849 4.5692 4.3234 4.2997 4.3076 4.3034
16 3.9438 3.9438 2.1507 2.1500 3.9446 3.9447 3.9571 2.1504 2.1495 3.9447 3.9448 3.9611 2.1504 2.1495 2.1549 2.1467
0.8 4 8.1797 8.1796 8.1425 8.0788 8.1789 8.1712 8.1870 8.1380 8.0444 8.1804 8.1727 8.1969 8.1380 8.0442 8.1139 8.0629
16 5.2836 5.2838 4.0774 4.0722 5.2842 5.2837 5.3024 4.0753 4.0618 5.2844 5.2839 5.2963 4.0754 4.0656 4.0413 4.0582
0.4 4 4.6767 4.6769 4.4123 4.3931 4.6772 4.6773 4.6529 4.4118 4.3881 4.6773 4.6775 4.6563 4.4118 4.3879 4.3893 4.3832
16 3.9904 3.9904 2.1964 2.1957 3.9916 3.9916 4.0038 2.1961 2.1953 3.9917 3.9918 4.0078 2.1961 2.1953 2.1976 2.1898
0.8 4 8.3518 8.3519 8.3136 8.2480 8.3510 8.3435 8.3496 8.3097 8.2129 8.3527 8.3452 8.3546 8.3097 8.2123 8.2705 8.2339
16 5.3737 5.3739 4.1635 4.1581 5.3748 5.3741 5.3871 4.1614 4.1466 5.3750 5.3743 5.3838 4.1615 4.1512 4.1180 4.1433
0.4 4 4.7296 4.7298 4.4640 4.4440 4.7300 4.7302 4.7138 4.4635 4.4388 4.7302 4.7303 4.7164 4.4635 4.4386 4.4428 4.4382
16 4.0171 4.0171 2.2227 2.2221 4.0185 4.0185 4.0283 2.2224 2.2216 4.0186 4.0186 4.0318 2.2224 2.2216 2.2232 2.2189
0.8 4 8.4459 8.4460 8.4041 8.3400 8.4451 8.4372 8.4425 8.4005 8.3036 8.4469 8.4390 8.4449 8.4006 8.3035 8.3642 8.3287
16 5.4261 5.4263 4.2084 4.2034 5.4281 5.4273 5.4429 4.2062 4.1923 5.4284 5.4276 5.4431 4.2063 4.1964 4.1699 4.1907
0.4 4 4.4698 4.4700 4.2188 4.1992 4.4703 4.4704 4.4576 4.2182 4.1941 4.4704 4.4706 4.4604 4.2182 4.1937 4.2012 4.1945
16 3.8840 3.8841 2.1001 2.0994 3.8853 3.8853 3.9001 2.0998 2.0989 3.8854 3.8855 3.9041 2.0998 2.0989 2.1021 2.0974
0.8 4 7.9787 7.9787 7.9424 7.8796 7.9779 7.9701 7.9994 7.9385 7.8441 7.9794 7.9716 8.0077 7.9384 7.8443 7.8981 7.8696
16 5.1733 5.1736 3.9755 3.9709 5.1743 5.1737 5.1986 3.9735 3.9614 5.1743 5.1737 5.1940 3.9736 3.9646 3.9417 3.9592
Table 5 - Forecasts RMSE - (N,T)=(50,20), SAR data generating process for φφφφ , W(1,1), 1000 replications
Estimators
FE RE








µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
λ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.6699 3.6698 3.3999 3.3863 3.6705 3.6704 3.6873 3.3994 3.3834 3.6706 3.6707 3.6803 3.3994 3.3828 3.3885 3.3517
16 3.5573 3.5575 1.6920 1.6915 3.5575 3.5576 3.5501 1.6917 1.6911 3.5574 3.5575 3.5384 1.6917 1.6910 1.7044 1.6870
0.8 4 3.9856 3.9856 3.7521 3.7370 3.9854 3.9854 3.9823 3.7505 3.7291 3.9860 3.9858 3.9883 3.7502 3.7282 3.7417 3.7272
16 3.6376 3.6376 1.8802 1.8793 3.6387 3.6387 3.6182 1.8795 1.8778 3.6388 3.6389 3.6226 1.8794 1.8777 1.8990 1.8689
0.4 4 4.0666 4.0666 3.7765 3.7606 4.0673 4.0673 4.0754 3.7760 3.7571 4.0675 4.0676 4.0721 3.7759 3.7564 3.7690 3.7332
16 3.7723 3.7723 1.8861 1.8856 3.7721 3.7724 3.7691 1.8857 1.8851 3.7721 3.7724 3.7580 1.8857 1.8850 1.8916 1.8799
0.8 4 4.4240 4.4241 4.1711 4.1538 4.4242 4.4242 4.4219 4.1698 4.1437 4.4251 4.4251 4.4266 4.1695 4.1428 4.1549 4.1537
16 3.8756 3.8757 2.0870 2.0860 3.8777 3.8777 3.8650 2.0861 2.0845 3.8779 3.8779 3.8708 2.0860 2.0841 2.0938 2.0732
0.4 4 4.2243 4.2243 3.9257 3.9098 4.2250 4.2250 4.2282 3.9252 3.9064 4.2252 4.2254 4.2223 3.9251 3.9058 3.9138 3.8949
16 3.8441 3.8443 1.9592 1.9584 3.8440 3.8443 3.8485 1.9589 1.9579 3.8440 3.8443 3.8393 1.9589 1.9579 1.9619 1.9554
0.8 4 4.5929 4.5929 4.3315 4.3135 4.5932 4.5932 4.5947 4.3300 4.3043 4.5945 4.5944 4.5975 4.3297 4.3027 4.3126 4.3234
16 3.9644 3.9645 2.1704 2.1695 3.9665 3.9665 3.9558 2.1696 2.1682 3.9667 3.9667 3.9574 2.1695 2.1678 2.1776 2.1619
0.4 4 4.3108 4.3109 4.0036 3.9883 4.3114 4.3114 4.3064 4.0030 3.9852 4.3116 4.3117 4.3003 4.0030 3.9846 3.9869 3.9818
16 3.8849 3.8850 2.0007 1.9999 3.8847 3.8850 3.8836 2.0005 1.9994 3.8848 3.8850 3.8752 2.0004 1.9994 2.0022 1.9994
0.8 4 4.6780 4.6781 4.4134 4.3953 4.6789 4.6789 4.6829 4.4122 4.3857 4.6802 4.6801 4.6843 4.4120 4.3843 4.4054 4.4078
16 4.0090 4.0091 2.2137 2.2129 4.0108 4.0108 4.0012 2.2129 2.2117 4.0110 4.0111 4.0032 2.2127 2.2113 2.2213 2.2041
0.4 4 4.3662 4.3663 4.0529 4.0382 4.3667 4.3666 4.3602 4.0524 4.0357 4.3669 4.3670 4.3537 4.0524 4.0351 4.0411 4.0360
16 3.9107 3.9109 2.0252 2.0245 3.9107 3.9110 3.9069 2.0249 2.0240 3.9107 3.9110 3.8986 2.0249 2.0240 2.0274 2.0254
0.8 4 4.7359 4.7359 4.4707 4.4520 4.7371 4.7370 4.7369 4.4692 4.4429 4.7385 4.7383 4.7396 4.4689 4.4412 4.4623 4.4588
16 4.0418 4.0419 2.2428 2.2421 4.0434 4.0434 4.0313 2.2420 2.2412 4.0436 4.0436 4.0317 2.2418 2.2407 2.2496 2.2321
0.4 4 4.1276 4.1276 3.8317 3.8167 4.1282 4.1282 4.1315 3.8312 3.8135 4.1283 4.1285 4.1257 3.8312 3.8129 3.8199 3.7995
16 3.7939 3.7940 1.9127 1.9120 3.7938 3.7940 3.7916 1.9124 1.9115 3.7938 3.7940 3.7819 1.9123 1.9115 1.9175 1.9094
0.8 4 4.4832 4.4833 4.2277 4.2103 4.4838 4.4837 4.4837 4.2263 4.2012 4.4849 4.4847 4.4873 4.2260 4.1998 4.2154 4.2142
16 3.9057 3.9057 2.1188 2.1180 3.9074 3.9074 3.8943 2.1180 2.1167 3.9076 3.9076 3.8971 2.1179 2.1163 2.1282 2.1081
Estimators











µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
4 6.9985 6.9985 7.1226 6.9431 6.9975 6.9935 7.1114 7.1190 6.8901 6.9986 6.9947 7.0931 7.1193 6.8938 7.0744 7.0337
16 4.6503 4.6503 3.5892 3.5704 4.6506 4.6505 4.6766 3.5874 3.5416 4.6506 4.6505 4.4448 3.5873 3.5529 3.5902 3.5771
4 4.0103 4.0102 3.8592 3.8002 4.0100 4.0100 4.0062 3.8581 3.7799 4.0108 4.0107 3.9849 3.8580 3.7780 3.7920 3.7807
16 3.6578 3.6578 1.9253 1.9221 3.6578 3.6578 3.6689 1.9242 1.9191 3.6578 3.6578 3.6573 1.9238 1.9182 1.9241 1.9189
4 7.8090 7.8090 7.9482 7.7505 7.8072 7.8036 7.8799 7.9446 7.6914 7.8083 7.8048 7.8602 7.9449 7.6966 7.8694 7.7965
16 5.1067 5.1067 4.0015 3.9818 5.1072 5.1071 5.1124 3.9998 3.9529 5.1072 5.1071 5.1245 3.9998 3.9641 4.0009 3.9824
4 4.4542 4.4542 4.2866 4.2246 4.4542 4.4542 4.4428 4.2851 4.2039 4.4550 4.4550 4.4326 4.2849 4.2010 4.2212 4.2173
16 3.9015 3.9015 2.1390 2.1358 3.9020 3.9020 3.9049 2.1379 2.1329 3.9019 3.9020 3.9004 2.1376 2.1321 2.1268 2.1282
4 8.1109 8.1110 8.2604 8.0514 8.1097 8.1061 8.1691 8.2567 7.9908 8.1108 8.1074 8.1531 8.2570 7.9965 8.1481 8.1222
16 5.2802 5.2802 4.1566 4.1380 5.2810 5.2808 5.2830 4.1548 4.1092 5.2811 5.2809 5.2993 4.1548 4.1202 4.1436 4.1359
4 4.6117 4.6118 4.4413 4.3773 4.6119 4.6119 4.6106 4.4396 4.3562 4.6127 4.6127 4.5981 4.4394 4.3533 4.3891 4.3767
16 3.9868 3.9869 2.2197 2.2165 3.9872 3.9873 3.9899 2.2187 2.2138 3.9872 3.9873 3.9852 2.2185 2.2129 2.2159 2.2105
4 8.2880 8.2881 8.4361 8.2247 8.2863 8.2825 8.3401 8.4323 8.1646 8.2872 8.2836 8.3265 8.4325 8.1699 8.3174 8.2757
16 5.3754 5.3754 4.2379 4.2203 5.3764 5.3762 5.3696 4.2361 4.1923 5.3764 5.3763 5.3841 4.2362 4.2025 4.2274 4.2159
4 4.7001 4.7001 4.5263 4.4619 4.7002 4.7002 4.6970 4.5246 4.4406 4.7011 4.7012 4.6862 4.5243 4.4375 4.4753 4.4638
16 4.0305 4.0306 2.2643 2.2611 4.0310 4.0311 4.0350 2.2634 2.2584 4.0310 4.0310 4.0261 2.2632 2.2576 2.2595 2.2564
4 8.4030 8.4031 8.5526 8.3403 8.4015 8.3972 8.4337 8.5489 8.2779 8.4025 8.3984 8.4197 8.5491 8.2847 8.4158 8.3736
16 5.4232 5.4232 4.2810 4.2636 5.4244 5.4242 5.4204 4.2791 4.2362 5.4243 5.4242 5.4327 4.2792 4.2459 4.2825 4.2742
4 4.7576 4.7576 4.5825 4.5177 4.7578 4.7578 4.7505 4.5806 4.4958 4.7588 4.7588 4.7481 4.5804 4.4929 4.5331 4.5198
16 4.0625 4.0625 2.2950 2.2919 4.0630 4.0630 4.0607 2.2940 2.2894 4.0629 4.0630 4.0515 2.2938 2.2886 2.2879 2.2826
4 7.9219 7.9219 8.0640 7.8620 7.9204 7.9166 7.9868 8.0603 7.8029 7.9215 7.9178 7.9705 8.0606 7.8083 7.9650 7.9203
16 5.1672 5.1672 4.0533 4.0348 5.1679 5.1678 5.1724 4.0514 4.0064 5.1679 5.1678 5.1815 4.0515 4.0171 4.0489 4.0371
4 4.5068 4.5068 4.3392 4.2764 4.5068 4.5068 4.5014 4.3376 4.2553 4.5077 4.5077 4.4900 4.3374 4.2525 4.2822 4.2717
16 3.9278 3.9278 2.1687 2.1655 3.9282 3.9282 3.9319 2.1677 2.1627 3.9282 3.9282 3.9241 2.1674 2.1619 2.1629 2.1593
Estimators
Table 7 - Forecasts RMSE - (N,T)=(100,10), W(1,1), 1000 replications
FE RE
Av. hetero. SMA























µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
4 4.8896 4.8896 4.8105 4.7424 4.8891 4.8842 4.8756 4.8090 4.7109 4.8891 4.8843 4.8631 4.8090 4.7104 4.7175 4.7375
16 3.9142 3.9142 2.3915 2.3876 3.9141 3.9141 3.9341 2.3908 2.3731 3.9142 3.9142 3.9071 2.3907 2.3804 2.3936 2.3766
4 3.6481 3.6481 3.4526 3.4061 3.6482 3.6481 3.6569 3.4522 3.3998 3.6482 3.6481 3.6532 3.4521 3.3997 3.3988 3.4030
16 3.5641 3.5641 1.7221 1.7201 3.5641 3.5641 3.5640 1.7219 1.7193 3.5641 3.5641 3.5677 1.7219 1.7192 1.7239 1.7176
4 5.4287 5.4286 5.3436 5.2695 5.4277 5.4231 5.4291 5.3420 5.2336 5.4277 5.4233 5.4096 5.3420 5.2341 5.2488 5.2694
16 4.2142 4.2142 2.6762 2.6712 4.2141 4.2141 4.2449 2.6756 2.6548 4.2142 4.2141 4.2210 2.6755 2.6633 2.6632 2.6446
4 4.0344 4.0344 3.8254 3.7736 4.0346 4.0345 4.0495 3.8250 3.7673 4.0347 4.0346 4.0555 3.8250 3.7669 3.7881 3.7818
16 3.7822 3.7822 1.9174 1.9155 3.7823 3.7823 3.7733 1.9172 1.9148 3.7824 3.7824 3.7828 1.9172 1.9147 1.9158 1.9132
4 5.6536 5.6534 5.5673 5.4915 5.6526 5.6479 5.6420 5.5659 5.4550 5.6526 5.6481 5.6318 5.5659 5.4552 5.4511 5.4916
16 4.3316 4.3317 2.7876 2.7825 4.3317 4.3317 4.3494 2.7866 2.7673 4.3318 4.3318 4.3274 2.7866 2.7750 2.7642 2.7511
4 4.1902 4.1902 3.9751 3.9225 4.1902 4.1902 4.2048 3.9747 3.9163 4.1903 4.1903 4.2137 3.9747 3.9160 3.9417 3.9364
16 3.8599 3.8599 1.9944 1.9925 3.8600 3.8600 3.8512 1.9942 1.9919 3.8600 3.8600 3.8547 1.9942 1.9918 1.9915 1.9880
4 5.7652 5.7651 5.6767 5.6001 5.7643 5.7593 5.7521 5.6755 5.5624 5.7643 5.7593 5.7516 5.6754 5.5632 5.5707 5.6067
16 4.3864 4.3865 2.8394 2.8342 4.3863 4.3863 4.4067 2.8383 2.8181 4.3864 4.3864 4.3796 2.8383 2.8263 2.8198 2.8078
4 4.2767 4.2767 4.0579 4.0051 4.2768 4.2768 4.2908 4.0575 3.9988 4.2769 4.2769 4.3000 4.0575 3.9984 4.0228 4.0188
16 3.8979 3.8979 2.0318 2.0300 3.8981 3.8981 3.8881 2.0316 2.0294 3.8981 3.8981 3.8923 2.0316 2.0293 2.0310 2.0292
4 5.8347 5.8346 5.7504 5.6716 5.8339 5.8290 5.8163 5.7492 5.6306 5.8338 5.8291 5.8164 5.7491 5.6329 5.6386 5.6769
16 4.4237 4.4238 2.8759 2.8707 4.4238 4.4238 4.4366 2.8747 2.8544 4.4238 4.4238 4.4162 2.8748 2.8628 2.8540 2.8424
4 4.3286 4.3287 4.1070 4.0542 4.3287 4.3287 4.3442 4.1066 4.0478 4.3288 4.3288 4.3505 4.1066 4.0474 4.0702 4.0662
16 3.9212 3.9212 2.0574 2.0554 3.9213 3.9214 3.9125 2.0572 2.0547 3.9214 3.9214 3.9139 2.0572 2.0546 2.0560 2.0555
4 5.5144 5.5142 5.4297 5.3550 5.5135 5.5087 5.5030 5.4283 5.3185 5.5135 5.5088 5.4945 5.4283 5.3192 5.3254 5.3564
16 4.2540 4.2541 2.7141 2.7093 4.2540 4.2540 4.2743 2.7132 2.6935 4.2541 4.2541 4.2502 2.7132 2.7016 2.6990 2.6845
4 4.0956 4.0956 3.8836 3.8323 4.0957 4.0957 4.1093 3.8832 3.8260 4.0958 4.0957 4.1146 3.8832 3.8257 3.8443 3.8412
16 3.8051 3.8051 1.9446 1.9427 3.8052 3.8052 3.7978 1.9444 1.9420 3.8052 3.8052 3.8023 1.9444 1.9419 1.9436 1.9407
Av. hetero. SMA
ρ=λρ=λρ=λρ=λ =0.8 for SAR and SMA data generating processes

























µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 4.1551 4.1552 4.0358 3.9706 4.1563 4.1564 4.2084 4.0338 3.9550 4.1561 4.1562 4.1772 4.0341 3.9588 3.9718 4.0408
16 3.6742 3.6743 2.0307 2.0268 3.6747 3.6746 3.7101 2.0297 2.0240 3.6742 3.6745 3.6869 2.0297 2.0251 2.0188 1.7766
0.8 4 9.9810 9.9856 9.3815 9.9337 10.0933 10.1004 9.5173 9.3512 9.9918 10.0797 10.0493 11.0071 9.3561 9.5768 14.1056 11.9221
16 6.0600 6.0600 5.4403 5.3955 6.0623 6.0588 6.0347 5.4324 5.3177 6.0619 6.0607 5.9938 5.4322 5.3498 5.3437 5.9137
0.4 4 4.6207 4.6208 4.4863 4.4181 4.6216 4.6217 4.6514 4.4840 4.4016 4.6212 4.6213 4.6323 4.4842 4.4058 4.4093 4.5255
16 3.9151 3.9152 2.2464 2.2423 3.9160 3.9158 3.9599 2.2455 2.2397 3.9155 3.9157 3.9448 2.2456 2.2411 2.2401 2.0398
0.8 4 11.1618 11.1681 11.4312 11.1342 11.1617 11.1559 10.6685 11.3428 11.4194 11.1554 11.1523 13.2402 11.3491 11.0807 14.8653 12.0044
16 6.6797 6.6797 5.9939 5.9463 6.6853 6.6811 6.6860 5.9864 5.8707 6.6823 6.6810 6.6818 5.9864 5.9005 5.9473 6.9897
0.4 4 4.8019 4.8020 4.6608 4.5919 4.8022 4.8024 4.8187 4.6587 4.5759 4.8019 4.8020 4.8093 4.6589 4.5792 4.5873 4.6235
16 4.0085 4.0086 2.3379 2.3335 4.0098 4.0096 4.0529 2.3368 2.3305 4.0094 4.0095 4.0385 2.3368 2.3322 2.3302 2.2916
0.8 4 12.5896 12.5954 13.0581 12.5818 12.6034 12.6015 11.1090 13.0022 12.8293 12.5959 12.5869 13.5612 13.0067 12.6192 14.0236 11.8049
16 6.9318 6.9319 6.2300 6.1842 6.9396 6.9351 6.9420 6.2227 6.1073 6.9354 6.9344 6.9338 6.2228 6.1366 6.2060 6.5267
0.4 4 4.9024 4.9025 4.7604 4.6903 4.9028 4.9029 4.9106 4.7582 4.6746 4.9027 4.9029 4.9074 4.7585 4.6782 4.6926 4.8674
16 4.0589 4.0591 2.3835 2.3794 4.0601 4.0599 4.0965 2.3825 2.3767 4.0597 4.0598 4.0885 2.3825 2.3782 2.3710 2.4283
0.8 4 13.0269 13.0318 13.3271 13.0157 13.0225 13.0203 12.1625 13.3052 13.1667 13.0220 13.0217 13.7779 13.3076 12.9671 14.0499 12.3835
16 7.0667 7.0667 6.3577 6.3117 7.0745 7.0700 7.0763 6.3503 6.2328 7.0698 7.0689 7.0685 6.3505 6.2637 6.3310 6.3103
0.4 4 4.9614 4.9616 4.8170 4.7469 4.9618 4.9620 4.9720 4.8148 4.7308 4.9617 4.9619 4.9667 4.8151 4.7346 4.7497 4.8157
16 4.0865 4.0866 2.4125 2.4084 4.0876 4.0875 4.1232 2.4114 2.4058 4.0872 4.0874 4.1151 2.4114 2.4071 2.4017 2.5225
0.8 4 13.4890 13.4947 13.7509 13.4767 13.4764 13.4771 13.2666 13.7220 13.5829 13.4730 13.4675 14.1849 13.7242 13.4160 13.9525 12.2767
16 7.1538 7.1538 6.4418 6.3950 7.1625 7.1581 7.1581 6.4340 6.3148 7.1575 7.1566 7.1510 6.4342 6.3459 6.4185 6.3724
0.4 4 4.6883 4.6884 4.5521 4.4836 4.6889 4.6891 4.7122 4.5499 4.4676 4.6887 4.6889 4.6986 4.5502 4.4713 4.4821 4.5746
16 3.9486 3.9488 2.2822 2.2781 3.9496 3.9495 3.9885 2.2812 2.2753 3.9492 3.9494 3.9748 2.2812 2.2768 2.2724 2.2118
0.8 4 12.0497 12.0551 12.1897 12.0284 12.0715 12.0710 11.3448 12.1447 12.1980 12.0652 12.0556 13.1542 12.1487 11.9319 14.1994 12.0783







Table 9 - Forecasts RMSE - (N,T)=(50,10), SAR data generating process for φφφφ , W(1,1) asymmetric weight matrix of French administrative communes, 1000 replications
Estimators
FE RE
Av. hetero. SMA Av. hetero. SAR
2
µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
λ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.7809 3.7808 3.5814 3.5379 3.7822 3.7821 3.8043 3.5791 3.5262 3.7831 3.7829 3.7746 3.5791 3.5277 3.5663 3.5515
16 3.5887 3.5886 1.8019 1.8003 3.5895 3.5894 3.6027 1.8010 1.7993 3.5901 3.5897 3.5790 1.8010 1.7993 1.8095 1.8088
0.8 4 4.3674 4.3676 4.2789 4.1978 4.3665 4.3666 4.3992 4.2743 4.1715 4.3663 4.3664 4.3773 4.2727 4.1660 4.2319 4.2213
16 3.7471 3.7470 2.1479 2.1440 3.7489 3.7487 3.7494 2.1466 2.1407 3.7492 3.7484 3.7325 2.1463 2.1395 2.1355 2.1329
0.4 4 4.1973 4.1973 3.9972 3.9465 4.1982 4.1985 4.2122 3.9952 3.9346 4.1988 4.1989 4.1837 3.9952 3.9355 3.9610 3.9549
16 3.8053 3.8053 1.9898 1.9884 3.8064 3.8065 3.8219 1.9892 1.9874 3.8072 3.8066 3.8084 1.9892 1.9874 2.0021 2.0062
0.8 4 4.8689 4.8690 4.7680 4.6864 4.8694 4.8693 4.8883 4.7639 4.6591 4.8690 4.8690 4.8525 4.7622 4.6534 4.7003 4.6877
16 4.0193 4.0193 2.3854 2.3817 4.0204 4.0204 4.0244 2.3835 2.3781 4.0206 4.0201 4.0001 2.3832 2.3770 2.3821 2.3708
0.4 4 4.3641 4.3642 4.1645 4.1114 4.3649 4.3653 4.3629 4.1625 4.0999 4.3657 4.3657 4.3599 4.1624 4.1003 4.1042 4.1069
16 3.8871 3.8872 2.0752 2.0738 3.8877 3.8879 3.8996 2.0745 2.0727 3.8884 3.8880 3.8903 2.0744 2.0725 2.0785 2.0819
0.8 4 5.0644 5.0644 4.9605 4.8799 5.0650 5.0649 5.0699 4.9569 4.8509 5.0647 5.0647 5.0435 4.9556 4.8451 4.8845 4.8738
16 4.1141 4.1141 2.4801 2.4761 4.1157 4.1156 4.1222 2.4781 2.4720 4.1159 4.1155 4.0955 2.4777 2.4708 2.4713 2.4660
0.4 4 4.4458 4.4459 4.2439 4.1899 4.4471 4.4474 4.4539 4.2419 4.1787 4.4478 4.4477 4.4435 4.2418 4.1791 4.1901 4.1942
16 3.9249 3.9250 2.1216 2.1196 3.9255 3.9258 3.9445 2.1209 2.1183 3.9262 3.9259 3.9344 2.1208 2.1182 2.1195 2.1222
0.8 4 5.1625 5.1626 5.0576 4.9749 5.1629 5.1628 5.1742 5.0533 4.9453 5.1631 5.1631 5.1466 5.0519 4.9399 4.9794 4.9755
16 4.1643 4.1644 2.5301 2.5259 4.1661 4.1661 4.1721 2.5278 2.5212 4.1664 4.1660 4.1469 2.5272 2.5200 2.5214 2.5224
0.4 4 4.4976 4.4977 4.2964 4.2411 4.4986 4.4989 4.5052 4.2943 4.2302 4.4992 4.4992 4.5008 4.2943 4.2305 4.2456 4.2445
16 3.9472 3.9473 2.1446 2.1425 3.9478 3.9480 3.9653 2.1438 2.1411 3.9484 3.9481 3.9564 2.1438 2.1411 2.1458 2.1490
0.8 4 5.2171 5.2172 5.1101 5.0272 5.2179 5.2177 5.2409 5.1059 4.9979 5.2184 5.2184 5.2129 5.1047 4.9916 5.0386 5.0420
16 4.1913 4.1913 2.5593 2.5551 4.1929 4.1929 4.2007 2.5570 2.5505 4.1932 4.1928 4.1792 2.5565 2.5493 2.5579 2.5532
0.4 4 4.2571 4.2572 4.0567 4.0053 4.2582 4.2584 4.2677 4.0546 3.9939 4.2589 4.2589 4.2525 4.0546 3.9946 4.0135 4.0104
16 3.8307 3.8307 2.0266 2.0249 3.8314 3.8315 3.8468 2.0259 2.0238 3.8321 3.8317 3.8337 2.0258 2.0237 2.0311 2.0336
0.8 4 4.9361 4.9362 4.8350 4.7532 4.9363 4.9362 4.9545 4.8309 4.7249 4.9363 4.9363 4.9266 4.8294 4.7192 4.7669 4.7601
16 4.0472 4.0472 2.4206 2.4166 4.0488 4.0488 4.0538 2.4186 2.4125 4.0491 4.0486 4.0308 2.4182 2.4113 2.4137 2.4090
Table 10 - Forecasts RMSE - (N,T)=(50,10), SMA data generating process for φφφφ , W(1,1) asymmetric weight matrix of French administrative communes, 1000 replications
Estimators
FE RE








µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.7378 3.7381 3.5505 3.5077 3.7375 3.7376 3.7345 3.5494 3.5024 3.7375 3.7377 3.7351 3.5494 3.5008 3.5002 3.7998
16 3.5580 3.5581 1.7728 1.7699 3.5603 3.5595 3.5726 1.7726 1.7690 3.5589 3.5593 3.5620 1.7726 1.7692 1.7776 1.9072
0.8 4 5.7212 5.7210 5.6986 5.6317 5.7122 5.6908 5.7728 5.6943 5.6694 5.7170 5.7194 5.6710 5.6944 5.5835 5.7257 6.5819
16 4.1824 4.1824 2.8355 2.8319 4.1857 4.1826 4.1996 2.8337 2.8071 4.1829 4.1819 4.2006 2.8338 2.8200 2.8318 3.3513
0.4 4 4.1233 4.1237 3.9270 3.8750 4.1234 4.1239 4.1296 3.9263 3.8712 4.1232 4.1236 4.1446 3.9264 3.8691 3.8801 3.9050
16 3.7876 3.7877 1.9771 1.9748 3.7894 3.7887 3.7993 1.9769 1.9741 3.7883 3.7887 3.7848 1.9769 1.9745 1.9719 2.0943
0.8 4 6.3676 6.3677 6.3403 6.2672 6.3531 6.3335 6.3887 6.3362 6.3238 6.3609 6.3589 6.3212 6.3364 6.2137 6.3270 5.7960
16 4.5451 4.5452 3.1584 3.1544 4.5496 4.5451 4.5415 3.1565 3.1296 4.5461 4.5448 4.5448 3.1566 3.1418 3.1552 3.6714
0.4 4 4.2904 4.2906 4.0876 4.0360 4.2905 4.2908 4.2843 4.0868 4.0321 4.2904 4.2905 4.3064 4.0869 4.0301 4.0363 4.1751
16 3.8611 3.8612 2.0518 2.0494 3.8630 3.8622 3.8770 2.0516 2.0485 3.8618 3.8622 3.8666 2.0516 2.0490 2.0452 2.0835
0.8 4 6.6165 6.6168 6.5966 6.5164 6.6021 6.5814 6.6730 6.5927 6.5671 6.6102 6.6083 6.5702 6.5928 6.4634 6.5194 6.3848
16 4.6793 4.6792 3.2918 3.2870 4.6832 4.6791 4.6847 3.2897 3.2589 4.6803 4.6788 4.6760 3.2898 3.2735 3.2866 3.3368
0.4 4 4.3835 4.3838 4.1786 4.1261 4.3837 4.3840 4.3727 4.1777 4.1220 4.3836 4.3838 4.3891 4.1778 4.1205 4.1130 4.0951
16 3.9001 3.9002 2.0885 2.0863 3.9021 3.9014 3.9155 2.0883 2.0854 3.9009 3.9014 3.9083 2.0883 2.0859 2.0873 2.2285
0.8 4 6.7475 6.7479 6.7260 6.6453 6.7361 6.7144 6.7928 6.7211 6.6999 6.7415 6.7384 6.7232 6.7213 6.5918 6.6467 6.6437
16 4.7503 4.7503 3.3568 3.3523 4.7549 4.7504 4.7473 3.3547 3.3262 4.7519 4.7503 4.7426 3.3548 3.3394 3.3510 3.2717
0.4 4 4.4334 4.4337 4.2277 4.1747 4.4336 4.4338 4.4326 4.2268 4.1704 4.4335 4.4336 4.4434 4.2268 4.1689 4.1664 4.2339
16 3.9201 3.9203 2.1117 2.1092 3.9221 3.9214 3.9399 2.1115 2.1084 3.9210 3.9214 3.9338 2.1115 2.1089 2.1097 2.2687
0.8 4 6.8084 6.8087 6.7852 6.7061 6.7956 6.7748 6.8683 6.7804 6.7546 6.8021 6.7968 6.8067 6.7807 6.6514 6.7120 6.7112
16 4.7890 4.7889 3.3940 3.3894 4.7937 4.7892 4.7822 3.3921 3.3628 4.7907 4.7889 4.7875 3.3922 3.3763 3.3955 3.3104
0.4 4 4.1937 4.1940 3.9942 3.9439 4.1937 4.1940 4.1907 3.9934 3.9396 4.1936 4.1938 4.2037 3.9934 3.9379 3.9392 4.0418
16 3.8054 3.8055 2.0004 1.9979 3.8074 3.8066 3.8208 2.0002 1.9971 3.8062 3.8066 3.8111 2.0002 1.9975 1.9983 2.1165
0.8 4 6.4522 6.4524 6.4293 6.3534 6.4398 6.4190 6.4991 6.4250 6.4030 6.4463 6.4444 6.4185 6.4251 6.3008 6.3862 6.4235
16 4.5892 4.5892 3.2073 3.2030 4.5934 4.5893 4.5911 3.2053 3.1769 4.5904 4.5889 4.5903 3.2054 3.1902 3.2040 3.3883
Estimators
Table 11 - Forecasts RMSE - (N,T)=(50,10), SAR data generating process for φφφφ , W(5,5) asymmetric weight matrix of French administrative communes, 1000 replications
5th year
FE RE







µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
λ OLS OLS MLE ML GM MLE MLE MLE ML GM MLE MLE GM GM
0.4 4 3.5992 3.5992 3.4169 3.3717 3.5997 3.5999 3.6059 3.4164 3.3749 3.5996 3.5996 3.6014 3.4164 3.3691 3.3497 3.4269
16 3.5402 3.5402 1.6946 1.6936 3.5413 3.5414 3.5182 1.6944 1.6935 3.5413 3.5415 3.5471 1.6944 1.6943 1.7046 1.6667
0.8 4 3.7404 3.7406 3.5619 3.5171 3.7423 3.7402 3.7387 3.5615 3.5079 3.7397 3.7395 3.7386 3.5614 3.5051 3.4983 3.7018
16 3.5763 3.5763 1.7736 1.7724 3.5784 3.5768 3.5765 1.7733 1.7717 3.5761 3.5766 3.5518 1.7733 1.7719 1.7671 1.9863
0.4 4 3.9882 3.9883 3.7807 3.7315 3.9886 3.9885 3.9929 3.7803 3.7346 3.9885 3.9885 3.9787 3.7804 3.7292 3.7141 3.7752
16 3.7325 3.7326 1.8843 1.8820 3.7337 3.7335 3.7255 1.8841 1.8820 3.7333 3.7336 3.7482 1.8841 1.8824 1.8924 1.8990
0.8 4 4.1487 4.1488 3.9466 3.8985 4.1508 4.1490 4.1595 3.9463 3.8911 4.1484 4.1482 4.1572 3.9463 3.8876 3.9060 4.0544
16 3.7945 3.7945 1.9649 1.9636 3.7965 3.7950 3.7956 1.9645 1.9631 3.7946 3.7949 3.7681 1.9645 1.9632 1.9608 2.1374
0.4 4 4.1439 4.1440 3.9258 3.8766 4.1441 4.1442 4.1404 3.9253 3.8806 4.1441 4.1442 4.1386 3.9253 3.8742 3.8689 3.9639
16 3.8086 3.8087 1.9598 1.9574 3.8097 3.8094 3.8019 1.9596 1.9574 3.8092 3.8094 3.8260 1.9596 1.9580 1.9655 1.9680
0.8 4 4.3099 4.3100 4.1039 4.0546 4.3127 4.3109 4.3117 4.1034 4.0469 4.3097 4.3096 4.3163 4.1034 4.0436 4.0568 4.0984
16 3.8692 3.8693 2.0447 2.0431 3.8721 3.8702 3.8734 2.0443 2.0424 3.8699 3.8701 3.8470 2.0442 2.0425 2.0438 2.1830
0.4 4 4.2235 4.2236 3.9988 3.9501 4.2239 4.2240 4.2289 3.9984 3.9547 4.2238 4.2240 4.2267 3.9984 3.9480 3.9478 4.0507
16 3.8489 3.8490 2.0028 2.0005 3.8499 3.8498 3.8420 2.0026 2.0006 3.8495 3.8498 3.8650 2.0026 2.0011 2.0032 1.9883
0.8 4 4.3863 4.3865 4.1806 4.1298 4.3888 4.3869 4.3979 4.1799 4.1220 4.3861 4.3860 4.4070 4.1799 4.1188 4.1376 4.3898
16 3.9086 3.9086 2.0920 2.0902 3.9114 3.9097 3.9116 2.0916 2.0894 3.9094 3.9096 3.8932 2.0916 2.0895 2.0859 2.1698
0.4 4 4.2738 4.2739 4.0483 3.9994 4.2743 4.2744 4.2805 4.0478 4.0040 4.2742 4.2744 4.2790 4.0478 3.9974 3.9973 4.0307
16 3.8698 3.8699 2.0246 2.0222 3.8708 3.8706 3.8620 2.0244 2.0223 3.8704 3.8707 3.8878 2.0244 2.0228 2.0260 1.9919
0.8 4 4.4411 4.4412 4.2345 4.1830 4.4432 4.4420 4.4491 4.2337 4.1754 4.4410 4.4410 4.4584 4.2337 4.1723 4.1896 4.3298
16 3.9337 3.9338 2.1190 2.1171 3.9367 3.9350 3.9372 2.1186 2.1163 3.9347 3.9348 3.9176 2.1185 2.1163 2.1123 2.2562
0.4 4 4.0457 4.0458 3.8341 3.7859 4.0461 4.0462 4.0497 3.8337 3.7898 4.0461 4.0461 4.0449 3.8337 3.7836 3.7756 3.8495
16 3.7600 3.7601 1.9132 1.9112 3.7611 3.7609 3.7499 1.9130 1.9112 3.7607 3.7610 3.7748 1.9130 1.9117 1.9183 1.9028
0.8 4 4.2053 4.2054 4.0055 3.9566 4.2076 4.2058 4.2114 4.0050 3.9486 4.2050 4.2049 4.2155 4.0050 3.9455 3.9577 4.1148







Table 12 - Forecasts RMSE - (N,T)=(50,10), SMA data generating process for φφφφ , W(5,5) asymmetric weight matrix of French administrative communes, 1000 replications
Estimators
FE RE
Av. hetero. SMA Av. hetero. SAR
2
µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.9843 3.9843 3.8382 3.7875 3.9851 3.9851 3.9382 3.8371 3.7811 3.9858 3.9853 3.9646 3.8372 3.7793 3.7658 3.7748
16 3.6053 3.6055 1.9078 1.9063 3.6062 3.6064 3.5985 1.9068 1.9047 3.6062 3.6064 3.5523 1.9068 1.9047 1.9053 1.8890
0.8 4 7.1129 7.1136 7.2553 7.0794 7.1079 7.0996 7.0918 7.2510 7.0585 7.1095 7.1052 7.0710 7.2515 7.0284 7.0274 7.0651
16 4.6280 4.6280 3.5936 3.5781 4.6288 4.6276 4.6144 3.5912 3.5555 4.6285 4.6285 4.6275 3.5912 3.5636 3.6072 3.5700
0.4 4 4.3846 4.3848 4.2351 4.1769 4.3853 4.3854 4.3615 4.2332 4.1700 4.3862 4.3855 4.3940 4.2332 4.1694 4.1758 4.1855
16 3.8386 3.8386 2.1195 2.1177 3.8400 3.8400 3.8379 2.1185 2.1161 3.8400 3.8401 3.7906 2.1186 2.1163 2.1200 2.1139
0.8 4 7.8694 7.8698 8.0282 7.8327 7.8657 7.8516 7.8364 8.0208 7.8165 7.8670 7.8612 7.8633 8.0211 7.7782 7.8009 7.7973
16 5.0879 5.0877 4.0125 3.9963 5.0906 5.0888 5.0560 4.0091 3.9693 5.0907 5.0902 5.0778 4.0092 3.9789 3.9965 3.9857
0.4 4 4.5505 4.5506 4.4045 4.3422 4.5510 4.5512 4.5436 4.4023 4.3345 4.5518 4.5513 4.5538 4.4023 4.3349 4.3386 4.3471
16 3.9260 3.9261 2.2016 2.1996 3.9269 3.9270 3.9281 2.2007 2.1984 3.9270 3.9272 3.8853 2.2008 2.1985 2.2016 2.1962
0.8 4 8.1983 8.1986 8.3547 8.1578 8.1953 8.1803 8.1728 8.3467 8.1401 8.1968 8.1916 8.1733 8.3468 8.1020 8.1314 8.0947
16 5.2566 5.2564 4.1800 4.1625 5.2589 5.2569 5.2433 4.1764 4.1337 5.2589 5.2583 5.2468 4.1765 4.1442 4.1660 4.1409
0.4 4 4.6440 4.6441 4.4982 4.4345 4.6446 4.6447 4.6292 4.4962 4.4266 4.6452 4.6449 4.6391 4.4963 4.4275 4.4165 4.4388
16 3.9691 3.9692 2.2455 2.2435 3.9699 3.9700 3.9702 2.2447 2.2422 3.9700 3.9703 3.9296 2.2447 2.2423 2.2405 2.2421
0.8 4 8.3769 8.3771 8.5328 8.3333 8.3737 8.3591 8.3368 8.5245 8.3186 8.3752 8.3709 8.3320 8.5247 8.2773 8.2932 8.2741
16 5.3387 5.3386 4.2529 4.2362 5.3417 5.3396 5.3215 4.2493 4.2083 5.3417 5.3410 5.3354 4.2496 4.2180 4.2461 4.2309
0.4 4 4.6925 4.6926 4.5465 4.4825 4.6933 4.6933 4.6871 4.5444 4.4746 4.6940 4.6935 4.6986 4.5444 4.4754 4.4726 4.4953
16 3.9955 3.9957 2.2725 2.2704 3.9963 3.9964 3.9971 2.2717 2.2692 3.9964 3.9966 3.9525 2.2718 2.2693 2.2666 2.2691
0.8 4 8.4803 8.4805 8.6351 8.4361 8.4766 8.4619 8.4395 8.6269 8.4259 8.4780 8.4740 8.4222 8.6272 8.3795 8.4074 8.3813
16 5.3877 5.3876 4.2969 4.2799 5.3903 5.3883 5.3718 4.2931 4.2520 5.3903 5.3897 5.3847 4.2933 4.2615 4.2954 4.2892
0.4 4 4.4512 4.4513 4.3045 4.2447 4.4519 4.4519 4.4319 4.3026 4.2374 4.4526 4.4521 4.4500 4.3027 4.2373 4.2339 4.2483
16 3.8669 3.8670 2.1494 2.1475 3.8679 3.8680 3.8664 2.1485 2.1461 3.8679 3.8681 3.8221 2.1485 2.1462 2.1468 2.1421
0.8 4 8.0075 8.0079 8.1612 7.9679 8.0038 7.9905 7.9755 8.1540 7.9519 8.0053 8.0006 7.9723 8.1543 7.9131 7.9321 7.9225








Table 13 - Forecasts RMSE - (N,T)=(50,10), SAR data generating process for φφφφ , W(1,1), 1000 replications under non-normality of individual effects
FE RE
Av. hetero. SAR Av. hetero. SMA
2
µ σPooled Av. hetero. Pooled SAR FE-SAR RE-SAR Pooled SMA FE-SMA RE-SMA SAR-RE SMA-RE
ρ OLS OLS MLE MLE GM MLE MLE MLE MLE GM MLE MLE GM GM
0.4 4 3.6733 3.6734 3.4998 3.4549 3.6746 3.6745 3.6271 3.4987 3.4473 3.6748 3.6750 3.6574 3.4986 3.4485 3.4357 3.4539
16 3.4929 3.4932 1.7556 1.7525 3.4940 3.4941 3.4804 1.7551 1.7510 3.4939 3.4940 3.4827 1.7550 1.7511 1.7336 1.7350
0.8 4 3.9969 3.9972 3.8617 3.8078 3.9973 3.9966 3.9817 3.8584 3.7885 3.9997 3.9992 3.9887 3.8579 3.7860 3.7983 3.8020
16 3.5497 3.5495 1.9274 1.9242 3.5524 3.5514 3.5657 1.9249 1.9203 3.5522 3.5516 3.5819 1.9244 1.9192 1.9219 1.9204
0.4 4 4.0535 4.0534 3.8677 3.8189 4.0541 4.0540 4.0285 3.8663 3.8117 4.0545 4.0544 4.0544 3.8662 3.8127 3.8111 3.8231
16 3.7113 3.7116 1.9382 1.9358 3.7119 3.7121 3.7025 1.9375 1.9344 3.7118 3.7121 3.7042 1.9375 1.9345 1.9271 1.9294
0.8 4 4.4167 4.4168 4.2835 4.2212 4.4170 4.4164 4.3894 4.2799 4.1969 4.4194 4.4188 4.4118 4.2792 4.1940 4.2167 4.2318
16 3.7920 3.7921 2.1416 2.1385 3.7944 3.7939 3.8054 2.1394 2.1354 3.7942 3.7940 3.8197 2.1391 2.1343 2.1341 2.1358
0.4 4 4.2007 4.2007 4.0168 3.9653 4.2009 4.2010 4.1888 4.0154 3.9581 4.2012 4.2013 4.2063 4.0153 3.9594 3.9635 3.9718
16 3.7873 3.7876 2.0075 2.0051 3.7879 3.7883 3.7774 2.0067 2.0037 3.7879 3.7883 3.7772 2.0067 2.0038 2.0066 2.0078
0.8 4 4.5866 4.5866 4.4500 4.3852 4.5876 4.5866 4.5760 4.4459 4.3620 4.5895 4.5891 4.5831 4.4454 4.3584 4.3836 4.3842
16 3.8824 3.8826 2.2276 2.2245 3.8841 3.8836 3.8915 2.2251 2.2213 3.8837 3.8838 3.9154 2.2249 2.2202 2.2155 2.2156
0.4 4 4.2871 4.2872 4.1026 4.0499 4.2877 4.2878 4.2745 4.1012 4.0429 4.2879 4.2881 4.2814 4.1010 4.0440 4.0378 4.0524
16 3.8243 3.8246 2.0460 2.0434 3.8246 3.8249 3.8150 2.0452 2.0420 3.8246 3.8250 3.8178 2.0452 2.0421 2.0451 2.0480
0.8 4 4.6830 4.6830 4.5438 4.4782 4.6831 4.6822 4.6643 4.5391 4.4548 4.6849 4.6846 4.6652 4.5384 4.4507 4.4714 4.4656
16 3.9245 3.9247 2.2678 2.2647 3.9262 3.9258 3.9301 2.2654 2.2615 3.9258 3.9259 3.9626 2.2650 2.2602 2.2625 2.2616
0.4 4 4.3336 4.3337 4.1502 4.0964 4.3340 4.3341 4.3277 4.1489 4.0897 4.3343 4.3345 4.3378 4.1488 4.0908 4.0843 4.0988
16 3.8487 3.8489 2.0716 2.0691 3.8490 3.8493 3.8374 2.0710 2.0677 3.8489 3.8493 3.8416 2.0710 2.0678 2.0739 2.0698
0.8 4 4.7412 4.7413 4.6001 4.5343 4.7420 4.7408 4.7269 4.5957 4.5119 4.7436 4.7434 4.7220 4.5950 4.5073 4.5249 4.5125
16 3.9535 3.9537 2.2953 2.2922 3.9548 3.9545 3.9573 2.2928 2.2887 3.9545 3.9546 3.9903 2.2923 2.2874 2.2895 2.2925
0.4 4 4.1096 4.1097 3.9274 3.8771 4.1103 4.1103 4.0893 3.9261 3.8699 4.1106 4.1107 4.1075 3.9260 3.8711 3.8665 3.8800
16 3.7329 3.7332 1.9638 1.9612 3.7335 3.7337 3.7225 1.9631 1.9597 3.7334 3.7338 3.7247 1.9631 1.9598 1.9572 1.9580
0.8 4 4.4849 4.4850 4.3478 4.2853 4.4854 4.4845 4.4677 4.3438 4.2628 4.4874 4.4870 4.4742 4.3432 4.2593 4.2790 4.2792
16 3.8204 3.8205 2.1719 2.1688 3.8224 3.8218 3.8300 2.1695 2.1654 3.8221 3.8220 3.8540 2.1692 2.1643 2.1647 2.1652
Estimators
Table 14 - Forecasts RMSE - (N,T)=(50,10), SMA data generating process for φφφφ , W(1,1), 1000 replications under non-normality of individual effects
FE RE
Av. hetero. SAR Av. hetero. SMA
Average
1st year
2nd year
3rd year
4th year
5th year
2
µ σ