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Abstract
In this paper, we study the time-fractional diffusion equation on a metric star graph.
The existence and uniqueness of the weak solution are investigated and the proof is based
on eigenfunction expansions. Some priori estimates and regularity results of the solution are
proved.
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1 Introduction
We consider a graph G = (V,E) consisting of a finite set of vertices (nodes) V = {vi : i =
0, 1, 2, ..., k} and a set of edges E (such as heat conducting elements) connecting these nodes. The
graph considered in this work is a metric graph [29]. Therefore, each edge ei, i = 1, 2, . . . , k is
parametrised by an interval (0, li). The study of partial differential equations (PDEs) on networks
or metric graphs is not just the analysis of known mathematical objects on special domains,
since in our context, graphs or networked domains are not manifolds. Thus, we investigate PDEs
on single edges of graph (interpreted as continuous curves or manifolds) [38] along with certain
transmission conditions such as continuity and Kirchoff condition at junction node. Hence, we
define a coordinate system on each edge ei by taking v0 as the origin and x ∈ (0, li) as the
coordinate. We consider a time-fractional diffusion equation on a metric star graph G, which is a
graph consisting of k edges incident to a common vertex v0 (see Figure 1):
CD
α
0,ty(x, t) =
∂2y(x, t)
∂x2
+ f(x, t), x ∈ G, t ∈ (0, T ), 0 < α < 1. (1.1)
y(x, 0) = y0(x), x ∈ G. (1.2)
More precisely, at each edge we have following fractional diffusion equation
CD
α
0,tyi(x, t) =
∂2yi(x, t)
∂x2
+ fi(x, t), x ∈ (0, li), t ∈ (0, T ), 0 < α < 1, (1.3)
yi(x, 0) = y
0
i (x), x ∈ (0, li), i = 1, 2 . . . , k, (1.4)
along with the continuity and Kirchoff conditions at junction node v0 as
yi(0, t) = yj(0, t), i 6= j, i, j = 1, 2, . . . , k, t ∈ (0, T ), (1.5)
k∑
i=1
∂yi(0, t)
∂x
= 0, (1.6)
and Dirichlet boundary conditions at boundary nodes vi
yi(li, t) = 0, t ∈ (0, T ). (1.7)
Here CDα0,t denotes the Caputo fractional derivative of order α with respect to t defined as
CD
α
0,ty(x, t) =
1
Γ(1− α)
(∫ t
0
(t− ξ)−α ∂y(x, ξ)
∂ξ
dξ
)
, 0 < α < 1, t ∈ (0, T ),
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Figure 1
A sketch of the star graph with k edges
where Γ(.) denotes the Euler gamma function. In this paper we prove the existence and uniqueness
of the weak solution of initial-value problem (IVP) (1.1)-(1.2) whose restriction to the edge ei gives
the weak solution of initial-boundary value problem (IBVP) (1.3)-(1.7). When α approaches 1,
the Caputo fractional derivative CDα0,tu approaches the ordinary derivative
∂y
∂t and, thus, IBVP
(1.3)-(1.7) represents the standard diffusion equation on graphs for which existence and uniqueness
was proved in [41]. Recently in [27], authors established the existence and uniqueness of nonlinear
fractional boundary value problem on a star graph. Hence, this work could be seen as the extension
of [27] for time dependent problem.
The origin of the study of differential equation on graphs can be traced back to 1980s with
Lumer’s work [24] on ramification spaces. In [30], Nicaise investigated the Propagation of nerve
impulses. Since then, considerable work related to eigenvalue problems (Sturm-Liouville type
problems) on networks, i.e. metric graphs has been done, for instance see the article by von
Below [4] and [33, 8, 32]. Partial differential equations on graphs or multi-link structures plays
important role in the field of science and engineering. For instance, the flows on the nets of gas
pipeline [39], controlled vibrations of networks of strings (hyperbolic wave equations) [9], water
wave propagation in open channel networks (Burgers type equation) [43] naturally lead to partial
differential equation on graphs.
Evolutionary problems (such as parabolic equations) on metric graphs were considered in [40].
The dynamic networks of strings and beams along with their control properties were studied by
Lagnese et al. in [18], see also e.g. [17, 16, 15, 14]. The progress of problems defined on metric
graphs until 2006 has been presented in an excellent survey by Dager and Zuazua [6]. Since
then, modeling, analysis and optimal control problems for linear and nonlinear partial differential
equations on metric graphs has become an active area of research. Nonlinear Schrödinger equation
on metric star graph were studied by Adami et al. in [1]. In [43], Yoshioka et al. considered the
Burger type equation models on connected graph and discussed the existence and uniqueness of the
model along with the energy estimates. Inverse problem on metric graphs were initiated by Nicaise
in [31] for the wave equation. In [3], Avdonin and Nicaise considered the source identification
problem for the wave equation on an interval and extended their approach to study the problem
on trees (graphs which do not contain a cycle), while source identification problem for the heat
equation on metric graphs was discussed in [2]. Recently, Grigor et al. [10] studied the Yamabe
type equations on graphs and proved the existence of positive solution using the mountainpass
theorem due to Ambrosetti-Rabinowich.
On the other hand, fractional calculus find its importance in different fields of science and
engineering [11, 7, 25, 5]. A strong motivation for the study and analysis of fractional diffusion
equations comes from the fact that they efficiently describe the phenomenon of anomalous diffu-
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sion [23]. Fractional diffusion equations on bounded domains has been studied by various authors.
For instance in [21], Luchko gave the maximum principle for the time-fractional diffusion equa-
tion, while in [22] he established the existence and uniqueness results for time-fractional diffusion
equation using eigenfunction expansion by taking source term f = 0. In [37], the existence results
for fractional diffusion-wave equations were established by Sakamoto and Yamamoto, while IBVP
for a coupled fractional diffusion system was discussed in [19]. For more results we refer [26, 20]
and refernces therein.
To the best of our knowledge, there has not been any published work related to the existence
and uniqueness results for the time-fractional diffusion equation on metric graphs so far. In
this paper, we focus on proving the existence and uniqueness of IBVP (1.3)-(1.7) and study the
regularity of solution given by the eigenfunction expansions.
The rest of the paper is divided into three sections. In Sec 2, we define the function spaces for
star graph G, state some propostions regarding Mittag-Leffler function (defined in section 2) and
prove a Lemma by means of eigenfunction expansion which plays an important role in developing
the detailed analysis of the problem. In Sec. 3, we prove the main results on existence and
uniqueness of IBVP (1.3)-(1.7) under different regularity conditions on initial data y0(x). In Sec.
4, we conclude the work done and provide a brief idea of the future direction.
2 Preliminaries
First of all, we define the following function spaces on a star graph G:
L2(G) =
k∏
i=1
L2(0, li),
Hm(G) =
k∏
i=1
Hm(0, li).
with the corresponding inner products
〈y, w〉L2(G) :=
k∑
i=1
〈yi, wi〉L2(0,li)
and
〈y, w〉Hm(G) :=
k∑
i=1
〈yi, wi〉Hm(0,li),
where L2(0, li) and Hm(0, li) are standard Sobolev spaces. The spaces L2(G) and Hm(G) are
Hilbert spaces with inner products 〈·, ·〉L2(G) and 〈·, ·〉Hm(G) respectively [28].
We define the following operator L on the Hilbert space L2(G):
D(−L) =
{
y ∈ L2(G) : yi ∈ H2(0, li),
yi(li) = 0, yi(0) = yj(0), i 6= j, i, j = 1, 2, . . . , k and
k∑
i=1
y′i(0) = 0
}
,
∀y ∈ D(−L) : Ly =
(
∂2yi
∂x2
)k
i=1
.
Remark 2.1. The operator −L is a non-negative self-adjoint operator since it is the Friedrichs
extension of the triple (L2(G);V ; a) defined by [12]
V =
{
y ∈
k∏
i=1
H1(0, li) : yi(li) = 0, yi(0) = yj(0), i 6= j, i, j = 1, 2, . . . , k
}
,
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which is a Hilbert space with the inner product
〈u,w〉V :=
k∑
i=1
〈yi, wi〉H1(0,li) =
k∑
i=1
∫ li
0
y′iw
′
idx,
and
a(y, w) =
k∑
i=1
∫ li
0
y′i(x)w
′
i(x)dx.
The spectrum of operator −L consist of eigenvalues, having the form
0 < µ1(G) ≤ µ2(G) ≤ . . .→∞;
and the eigenfunction Ψn = (ψn,1, ψn,2 , . . . , ψn,k) corresponding to eigenvalue µn: −LΨn = µnΨn,
n ∈ N. Then the sequence {Ψn}n∈N forms an orthonormal basis of L2(G) (see [36, 30]). Hence
{µn,Ψn}n∈N is the eigensystem of following problem:
ψ
′′
n,i(x) = −µnψn,i(x), 0 < x < li, (2.1)
ψn,i(li) = 0, i = 1, 2, . . . , k, (2.2)
ψn,i(0) = ψn,j(0), i, j = 1, 2, . . . , k, i 6= j, (2.3)
k∑
i=1
ψ′n,i(0) = 0. (2.4)
Now, we define the fractional power (−L)γ , γ ∈ R using the spectral decompostion of operator L.
For any y ∈ L2(G), we have
y =
∞∑
n=1
〈y,Ψn〉Ψn,
which gives
yi =
∞∑
n=1
〈y,Ψn〉ψn,i,
where yi is the restriction of u to the edge ei.
Hence we define (−L)γy = ((−M)γyi)ki=1, where (M)γyi = ∞∑
n=1
µγn〈y,Ψn〉ψn,i. Now
∥∥(−L)γy∥∥2
L2(G) =
k∑
i=1
∥∥(−M)γyi∥∥2L2(0,li)
=
∞∑
n=1
µ2γn
∣∣〈y,Ψn〉∣∣2 .
Then we define
D
(
(−L)γ) =
y ∈ L2(G) :
∞∑
n=1
µ2γn
∣∣〈y,Ψn〉∣∣2 <∞
 .
It follows that D
(
(−L)γ) is a Hilbert space with the norm
‖y‖D((−L)γ) =
∥∥(−L)γy∥∥
L2(G) =
 ∞∑
n=1
µ2γn
∣∣〈y,Ψn〉∣∣2
 12 . (2.5)
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Remark 2.2. Using Parseval’s identity, we have []
‖u‖2V ∼‖u‖2D(−L1/2) ,
while in general D
(
(−L)γ) ⊂ H2γ(G) holds for γ > 0.. Hence, in view of (2.5), the spaces V ,
L2(G) and H2(G) can be characterised as follows:
V =
y =
∞∑
n=1
〈y,Ψn〉Ψn : ‖y‖2V =
∞∑
n=1
µn
∣∣〈y,Ψn〉∣∣2 <∞
 ,
L2(G) =
y =
∞∑
n=1
〈y,Ψn〉Ψn : ‖y‖2L2(G) =
∞∑
n=1
∣∣〈y,Ψn〉∣∣2 <∞

and
H2(G) =
y =
∞∑
n=1
〈y,Ψn〉Ψn : ‖y‖2H2(G) =
∞∑
n=1
µ2n
∣∣〈y,Ψn〉∣∣2 <∞
 .
Now, we give the following definition and propositions regarding Mittag-Leffler function which
will be used later.
Definition 2.1. The Mittag-Leffler function is defined as follows
Eα,β(z) =
∞∑
j=0
zj
Γ(αj + β)
, z ∈ C,
where α > 0 and β ∈ R are arbitrary constants.
Proposition 2.1 (see [34]). Let 0 < α < 2, β ∈ R be arbitrary and µ be such that piα/2 < µ <
min{pi, piα}, then there exists a constant C = C(α, β, µ) > 0 such that∣∣Eα,β(z)∣∣ ≤ C1+|z| , µ ≤ |arg(z)| ≤ pi.
Proposition 2.2. Let 0 < α < 1 and η > 0, then we have 0 < Eα,α(−η) < 1Γ(α) . Furthermore,
Eα,1(−η) is a monotonic decreasing function with η > 0.
Proposition 2.3 (see [35]). Let 0 < α < 1 and t > 0, then we have 0 < Eα,1(−t) < 1. Further-
more, Eα,1(−t) is completely monotonic that is
(−1n) dndtnEα,1(−t) ≥ 0, n ∈ N.
Proposition 2.4 (see [37]). Let α > 0, λ > 0 and m ∈ N, then we have
dm
dtmEα,1(−λtα) = −λtα−mEα,α−m+1(−λtα), t > 0.
Proposition 2.5 (see [13]). Let α > 0 and λ > 0, then we have
CD
α
0,tEα,1(−λtα) = −λEα,1(−λtα), t > 0.
Next, we prove a lemma that plays an important role in further analysis.
Lemma 2.1. Let f(·, t) ∈ L2(G), y0 ∈ L2(G), then the solution yi(x, t) of IBVP (1.3)-(1.7) has
the form
yi(x, t) =
∞∑
n=1
〈y0,Ψn〉Eα,1(−µntα)ψn,i(x)
+
∞∑
n=1
(∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ)ψn,i(x), (2.6)
where {µn,Ψn}n∈N is the eigensystem of (2.1)-(2.4) and 〈·, ·〉 denotes the inner product in L2(G).
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Proof. We will use the method of eigenfunction expansions for the solution of (1.3), that is we
write the solution in terms of fourier series whose coefficients are vary with time. Hence, we try
to find a solution of the equation (1.1) in the form
y(x, t) =
∞∑
n=1
Tn(t)Ψn(x),
which gives
yi(x, t) =
∞∑
n=1
Tn(t)ψn,i(x), i = 1, 2, . . . , k. (2.7)
Now
∂2yi(x, t)
∂x2
=
∞∑
n=1
Tn(t)ψ
′′
n,i(x),
CD
α
0,tyi(x, t) =
∞∑
n=1
(
CD
α
0,tTn(t)
)
ψn,i(x).
After substituting the value of above expressions in equation (1.3), we get
∞∑
n=1
[(
CD
α
0,tTn(t)
)
ψn,i(x)− Tn(t)ψ′′n,i(x)
]
= fi(x, t)
and ∞∑
n=1
[
CD
α
0,tTn(t) + µnTn(t)
]
ψn,i(x) = fi(x, t), (2.8)
where we used the fact that ψ
′′
n,i(x) = −µnψn,i(x). Now we expand y0(x) and f(x, t) in terms of
fourier series,
f(x, t) =
∞∑
n=1
fn(t)Ψn(x) (2.9)
and
y0(x) =
∞∑
n=1
anΨn(x), (2.10)
which gives
fi(x, t) =
∞∑
n=1
fn(t)ψn,i(x) and y0i (x) =
∞∑
n=1
anψn,i(x), (2.11)
where
fn(t) = 〈f(x, t),Ψn(x)〉 and an = 〈y0(x),Ψn(x)〉.
Hence, from equations (2.8) and (2.9), we obtain
∞∑
n=1
[
CD
α
0,tTn(t) + µnTn(t)
]
Ψn(x) =
∞∑
n=1
fn(t)Ψn(x).
Using the uniqueness of Fourier series we get the family of fractional ODE’s
CD
α
0,tTn(t) + µnTn(t) = fn(t) (2.12)
and
yi(x, 0) =
∞∑
n=1
Tn(0)ψn,i(x) = y
0
i (x) =
∞∑
n=1
anψn,i(x),
6
so that
Tn(0) = an n ≥ 1. (2.13)
The solution of fractional differential equation (2.12) subject to initial condition (2.13) is given by
[13]
Tn(t) = anEα,1(−µntα) +
∫ t
0
(t− ξ)α−1Eα,α
(−µn(t− ξ)α) fn(ξ)dξ.
Hence, from equation (2.7), we have
yi(x, t) =
∞∑
n=1
anEα,1(−µntα)ψn,i(x)
+
∞∑
n=1
(∫ t
0
(t− ξ)α−1Eα,α
(−µn(t− ξ)α) fn(ξ)dξ)ψn,i(x). (2.14)
After substituting the value of an and fn(t) in equation (2.14), we get the desired result.
3 Existence and uniqueness results of a weak solution
In this section, the existence and uniqueness of weak solutions will be proved. So let us first define
the weak solution as follows.
Definition 3.1. We define y as a weak solution of (1.1)-(1.2) if (1.1) holds in L2(G) and y(·, t) ∈ V
for almost all t ∈ (0, T ) and satisfy
lim
t→0
∥∥∥y(·, t)− y0∥∥∥
L2(G)
= 0.
Now we state our first main result as follows.
Theorem 3.1. Let y0 ∈ L2(G) and f(x, t) ∈ L∞(0, T ;L2(G)). Then there exists a unique weak
solution y ∈ C([0, T ];L2(G)) ∩ C((0, T ];D(−L)) such that CDα0,tu ∈ L∞(0, T ;L2(G)). Further-
more,
there exists a positive constant C1 such that
‖y‖C([0,T ];L2(G)) ≤ C1
(∥∥∥y0∥∥∥
L2(G)
+‖f‖L∞(0,T ;L2(G))
)
, (3.1)
∥∥y(·, t)∥∥∏k
i=1H2(0,li)
≤ C1
(∥∥∥y0∥∥∥
L2(G)
t−α +‖f‖L∞(0,T ;L2(G))
)
. (3.2)
Proof. We will show that y(x, t) = (yi(x, t))ki=1, where yi(x, t) is given by equation (2.6), certainly
gives the weak solution to (1.1)-(1.2). We assume C > 0 to be a generic constant in the following
proof. Hence, using equation (2.6) and the fact that
k∑
i=1
〈ψn,i, ψm,i〉L2(0,li) =
{
1 if m = n
0 for m 6= n , we have
k∑
i=1
∥∥yi(·, t)∥∥2L2(0,li) = ∞∑
n=1
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
+
∞∑
n=1
∣∣∣∣∣
∫ t
0
〈f(·, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
.
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Using Propositions 2.2 and 2.3, we get
k∑
i=1
∥∥yi(·, t)∥∥2L2(0,li) ≤ ∞∑
n=1
∣∣∣〈y0,Ψn〉∣∣∣2 + ∞∑
n=1
∣∣∣∣∣
∫ t
0
〈f(·, ξ),Ψn〉 (t− ξ)
α−1
Γ(α)
dξ
∣∣∣∣∣
2
≤ ‖y0‖2L2(G) +
∞∑
n=1
sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2( tα
Γ(α+ 1)
)2
≤ ‖y0‖2L2(G) +‖f‖
2
L∞(0,T ;L2(G))
T 2α
(Γ(α+ 1))2
·
Hence,∥∥y(·, t)∥∥
L2(G) ≤ C1
(∥∥y0∥∥
L2(G) +‖f‖L∞(0,T ;L2(G))
)
, t ∈ [0, T ],
where C1 = max
{
1, T
α
Γ(α+1)
}
.
Now, given t, t+ h ∈ [0, T ], we have
yi(x, t+ h)− yi(x, t) =
∞∑
n=1
〈y0,Ψn〉
(
Eα,1(−µn(t+ h)α)− Eα,1(−µntα)
)
ψn,i(x)
+
∞∑
n=1
(un(t+ h)− un(t))ψn,i(x),
where
un(t) =
∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ.
k∑
i=1
∥∥yi(·, t+ h)− yi(·, t)∥∥2L2(G) = ∞∑
n=1
∣∣∣〈y0,Ψn〉 (Eα,1(−µn(t+ h)α)− Eα,1(−µntα))∣∣∣2
+
∞∑
n=1
∣∣(un(t+ h)− un(t))∣∣2 .
Again, using Propositions 2.2 and 2.3, we get
k∑
i=1
∥∥yi(·, t+ h)− yi(·, t)∥∥2L2(0,li) ≤ 4‖y0‖2L2(G) + C‖f‖L∞(0,T ;L2(G)) .
Since lim
h→0
∣∣Eα,1(−µn(t+ h)α)− Eα,1(−µntα)∣∣ = 0, lim
h→0
∣∣un(t+ h)− un(t)∣∣ = 0 (see Lemma 2.14
[42]). Hence, using Lebesgue dominated convergence theorem, we get
lim
h→0
∥∥y(·, t+ h)− y(·, t)∥∥2
L2(G) = limh→0
 k∑
i=1
∥∥yi(·, t+ h)− yi(·, t)∥∥2L2(0,li)
 = 0.
Therefore, y ∈ C([0, T ];L2(G)).
Now it will be shown that y ∈ C((0, T ];D(−L)) and CDα0,ty ∈ L∞(0, T ;L2(G)). We have
(−M)yi(x, t) =
∞∑
n=1
µn〈y0,Ψn〉Eα,1(−µntα)ψn,i(x)
+
∞∑
n=1
µn
(∫ t
0
〈f(·, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ)ψn,i(x).
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Now,
∥∥(−L)y(·, t)∥∥2
L2(G) =
k∑
i=1
∥∥(−M)yi(·, t)∥∥2L2(0,li)
=
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
+
∞∑
n=1
µ2n
∣∣∣∣∣
∫ t
0
〈f(·, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
.
Also from Propositions 2.3 and 2.4∫ t
0
∣∣∣ξα−1Eα,α(−µnξα)∣∣∣ dξ = ∫ t
0
ξα−1Eα,α(−µnξα)dξ
= − 1
µn
∫ t
0
d
dξ
Eα,1(−µnξα)dξ = 1
µn
(
1− Eα,1(−µntα)
) ≤ 1
µn
.
(3.3)
Now, using equation (3.3), Proposition 2.1 and Young inequality for the convolution, we get
∥∥(−L)y∥∥2
L2(G) ≤
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉∣∣∣2( C1
1 + µntα
)2
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ T
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
.
Hence, we obtain ∥∥(−L)y∥∥2
L2(G) ≤ ‖y
0‖2L2(G)t−2α +‖f‖
2
L∞(0,T ;L2(G)) . (3.4)
Since −Ly is convergent in L2(G) uniformly on t ∈ (t0, T ] with any given t0 > 0, we deduce that
−Ly ∈ C((0, T ];L2(G)), that is −Myi ∈ C((0, T ];L2(0, li)), i = 1, 2 . . . , k and hence y ∈
C((0, T ];D(−L)). Moreover, we obtain the following estimate from equation (3.4)
‖y(·, t)‖∏k
i=1H2(0,li)
=
k∑
i=1
∥∥yi(·, t)∥∥H2(0,li)
≤ C ′
k∑
i=1
∥∥(−L)yi(·, t)∥∥L2(0,li)
= C ′
∥∥(−L)yi(·, t)∥∥L2(G) ≤ C (‖y0‖L2(G)t−α +‖f‖L∞(0,T ;L2(G))) .
By (1.1), we see that CDα0,ty ∈ L∞(0, T ;L2(G)) and (1.1) holds in L2(G) for t ∈ (0, T ].
Next it will be shown that lim
t→0
∥∥∥y(·, t)− y0∥∥∥
L2(G)
= 0. From equations (2.6) and (2.11), we
have
yi(x, t)− y0i (x) =
∞∑
n=1
〈y0,Ψn〉
(
Eα,1(−µntα)− 1
)
ψn,i(x)
+
∞∑
n=1
(∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ)ψn,i(x).
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Hence,
k∑
i=1
∥∥∥yi(·, t)− y0i (·)∥∥∥2
L2(0,li)
≤
∞∑
n=1
∣∣∣〈y0,Ψn〉 (Eα,1(−µntα)− 1)∣∣∣2
+
∞∑
n=1
∣∣∣∣∣
∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
=: V1(t) + V2(t).
Clearly, lim
t→0
V2(t) = 0, using Proposition 2.3
V1(t) =
∞∑
n=1
∣∣∣〈y0,Ψn〉 (Eα,1(−µntα)− 1)∣∣∣2 ≤ C‖y0‖2L2(G)
and lim
t→0
(
Eα,1(−µntα)− 1
)
= 0. Hence, by using Lebesgue dominated convergence theorem, we
have lim
t→0
V1(t) = 0. Hence lim
t→0
k∑
i=1
∥∥∥yi(·, t)− y0i (·)∥∥∥
L2(0,li)
= 0, which shows that
lim
t→0
∥∥∥y(·, t)− y0∥∥∥
L2(G)
= 0.
Finally, we show the uniqueness of the weak solution to initial-value problem (1.1)-(1.2).
Uniqueness: Under the conditions y0 = 0 and f = 0, we need to show that system (1.3)-(1.7)
has only the trivial solution. On taking the inner product of (1.1) with Ψn(x), applying Green’s
formula and setting yn(t) = (y(·, t),Ψn), we obtain
CD
α
0,ty
n(t) =
∫
G
∂2y(x, t)
∂x2
Ψn(x)dx
=
k∑
i=1
∫ li
0
∂2yi(x, t)
∂x2
ψn,i(x)dx
=−
k∑
i=1
∫ li
0
∂yi(x, t)
∂x
ψ′n,i(x)dx+
k∑
i=1
∂yi(x, t)
∂x
ψn,i(x)
∣∣∣∣li
0
.
Using equations (1.6) and (2.3), we get
k∑
i=1
∂yi(x, t)
∂x
ψn,i(x)
∣∣∣∣li
0
=
k∑
i=1
∂yi(li, t)
∂x
ψn,i(li)−
k∑
i=1
∂yi(0, t)
∂x
ψn,i(0)
=−
k∑
i=1
∂yi(0, t)
∂x
ψn,i(0) = −φn(0)
k∑
i=1
∂yi(0, t)
∂x
= 0,
where ψn,i(0) = ψn,j(0) = φn(0), i 6= j, i, j = 1, 2, . . . , k. Hence we get
CD
α
0,ty
n(t) =−
k∑
i=1
∫ li
0
∂yi(x, t)
∂x
ψ′n,i(x)dx
=
k∑
i=1
∫ li
0
yi(x, t)ψ
′′
n,i(x)dx−
k∑
i=1
yi(x, t)ψ
′
n,i(x)
∣∣∣∣li
0
.
Again using equations (1.5) and (2.4) and a similar approach as above, we get
k∑
i=1
yi(x, t)ψ
′
n,i(x)
∣∣∣∣li
0
= 0.
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Therefore,
CD
α
0,ty
n(t) =
k∑
i=1
∫ li
0
yi(x, t)ψ
′′
n,i(x)dx
=− µn
k∑
i=1
∫ li
0
yi(x, t)ψn,i(x)dx = −µn〈u(·, t),Ψn〉.
Hence, we obtain the following initial value fractional differential equation{
CD
α
0,ty
n(t) = −µnyn(t), t ∈ (0, T ),
yn(0) = 0.
Due to the existence and uniqueness of the above fractional differential equation, we get that
yn(t) = 0, n = 1, 2, · · · . Since Ψn is a complete orthonormal basis in L2(G), we have y = 0 in
G × (0, T ].
Theorem 3.2. Let y0 ∈ V , f(x, t) ∈ L∞(0, T ;L2(G)). Then there exists a unique weak solution
y ∈ L2((0, T ];D(−L)) such that CDα0,ty ∈ L2(G × (0, T )) and the following inequalty holds:
‖y‖L2((0,T ];∏ki=1H2(0,li)) +
∥∥∥CDα0,ty∥∥∥
L2(G×(0,T ))
≤ C
(∥∥∥y0∥∥∥
V
+‖f‖L∞(0,T ;L2(G))
)
. (3.5)
Proof.
∥∥(−L)y(·, t)∥∥2
L2(G) =
k∑
i=1
∥∥(−M)yi(·, t)∥∥2L2(0,li)
=
∞∑
n=1
∣∣∣µn〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
+
∞∑
n=1
µ2n
∣∣∣∣∣
∫ t
0
〈f(·, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
.
Now, using Proposition 2.1 and Young inequality for the convolution, we get
∥∥(−L)y(·, t)∥∥2
L2(G) ≤
∞∑
n=1
µn
∣∣∣〈y0,Ψn〉∣∣∣2( C1√µn
1 + µntα
)2
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ T
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
=
∞∑
n=1
µn
∣∣∣〈y0,Ψn〉∣∣∣2(C1√µntα
1 + µntα
)2
t−α
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ T
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
≤ C
∥∥∥y0∥∥∥2
V
t−α +‖f‖2L∞(0,T ;L2(G)) ,
where we have used equation (3.3).
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Now,
‖y‖2L2((0,T ];∏ki=1H2(0,li)) =
∫ T
0
∥∥y(·, t)∥∥2∏k
i=1H2(0,li)
dt
≤
∫ T
0
(
C
∥∥∥y0∥∥∥2
V
t−α +‖f‖2L∞(0,T ;L2(G))
)
dt
=
CT 1−α
1− α
∥∥∥y0∥∥∥2
V
+ T‖f‖2L∞(0,T ;L2(G))
≤ C1
(∥∥∥y0∥∥∥2
V
+‖f‖2L∞(0,T ;L2(G))
)
.
Therefore, we have y ∈ L2((0, T ];D(−L)).
Now, using Proposition 2.5 and Lemma 2.8 in [20], we have
CD
α
0,tyi(x, t) =−
∞∑
n=1
µn〈y0,Ψn〉Eα,1(−µntα)ψn,i(x) +
∞∑
n=1
〈f(x, t),Ψn〉ψn,i(x)
−
∞∑
n=1
µn
(∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ)ψn,i(x).
Hence,
k∑
i=1
∥∥∥CDα0,tyi(·, t)∥∥∥2
L2(0,li)
≤
∞∑
n=1
∣∣∣µn〈y0,Ψn〉Eα,1(−µntα)∣∣∣2 + ∞∑
n=1
∣∣〈f(x, t),Ψn〉∣∣2
+
∞∑
n=1
µ2n
∣∣∣∣∣
∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
≤
∞∑
n=1
µn
∣∣∣〈y0,Ψn〉∣∣∣2(C1√µntα
1 + µntα
)2
t−α +
∞∑
n=1
∣∣〈f(x, t),Ψn〉∣∣2
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ T
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
.
Again, using equation (3.3), we obtain
∥∥∥CDα0,ty(·, t)∥∥∥2
L2(G)
=
k∑
i=1
∥∥∥CDα0,tyi(·, t)∥∥∥2
L2(0,li)
≤ C‖y0‖2V t−α +
∥∥f(·, t)∥∥2
L2(G) +‖f‖
2
L∞(0,T ;L2(G))
≤ C1
(
‖y0‖2V t−α +‖f‖2L∞(0,T ;L2(G))
)
.
Since 0 < α < 1, we see that∥∥∥CDα0,ty∥∥∥
L2(G×(0,T ))
≤ C
(
‖y0‖V +‖f‖L∞(0,T ;L2(G))
)
.
Therefore, we have CDα0,ty ∈ L2(G × (0, T )). The proof of lim
t→0
∥∥∥y(·, t)− y0∥∥∥
L2(G)
= 0 and unique-
ness of weak solution is similar to the one derived in the proof of Theorem 3.1. Thus the proof of
Theorem 3.2 is complete.
Theorem 3.3. Let y0 ∈ D(−L), f(x, t) ∈ L∞(0, T ;L2(G)). Then there exists a unique weak
solution y ∈ C([0, T ];L2(G)) ∩ C((0, T ];D(−L)) such that CDα0,tu ∈ L2(G × (0, T )). Moreover
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there exists a constant C1 > 0 such that
‖y‖C([0,T ];∏ki=1H2(0,li)) +
∥∥∥CDα0,ty∥∥∥
L2(G×(0,T ))
≤ C1
(∥∥∥y0∥∥∥∏k
i=1H2(0,li)
+‖f‖L∞(0,T ;L2(G))
)
. (3.6)
Proof. Under the assumption y0 ∈ D(−L), using Proposition 2.4, Proposition 2.3 and Young
inequality for the convolution, we have
∥∥(−L)y(·, t)∥∥2
L2(G) =
k∑
i=1
∥∥(−M)yi(·, t)∥∥2L2(0,li)
=
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
+
∞∑
n=1
µ2n
∣∣∣∣∣
∫ t
0
〈f(·, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
≤
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉∣∣∣2
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ t
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
≤ ‖y0‖2∏k
i=1H2(0,li)
+‖f‖2L∞(0,T ;L2(G)) .
Hence, we obtain
‖y(·, t)‖∏k
i=1H2(0,li)
≤ C ′∥∥(−L)y(·, t)∥∥
L2(G)
≤ C
(
‖y0‖∏k
i=1H2(0,li)
+‖f‖L∞(0,T ;L2(G))
)
.
Now,
k∑
i=1
∥∥∥CDα0,tyi(·, t)∥∥∥2
L2(0,li)
≤
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2 + ∞∑
n=1
∣∣〈f(x, t),Ψn〉∣∣2
+
∞∑
n=1
µ2n
∣∣∣∣∣
∫ t
0
〈f(x, ξ),Ψn〉(t− ξ)α−1Eα,α
(−µn(t− ξ)α) dξ
∣∣∣∣∣
2
≤
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉∣∣∣2 + ∞∑
n=1
∣∣〈f(x, t),Ψn〉∣∣2
+
∞∑
n=1
µ2n sup
0≤t≤T
∣∣〈f(·, t),Ψn〉∣∣2
∣∣∣∣∣
∫ t
0
tα−1Eα,α(−µntα)dt
∣∣∣∣∣
2
.
Using equation (3.3), we obtain
∥∥∥CDα0,ty(·, t)∥∥∥2
L2(G)
=
k∑
i=1
∥∥∥CDα0,tyi(·, t)∥∥∥2
L2(0,li)
≤ ‖y0‖2∏k
i=1H2(0,li)
+
∥∥f(·, t)∥∥2
L2(G) +‖f‖
2
L∞(0,T ;L2(G))
≤ ‖y0‖2∏k
i=1H2(0,li)
+ C‖f‖2L∞(0,T ;L2(G)) .
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Hence, ∥∥∥CDα0,ty∥∥∥2
L2(G×(0,T ))
=
∫ T
0
∥∥∥CDα0,ty(·, t)∥∥∥2
L2(G)
dt
≤ T
(
‖y0‖2∏k
i=1H2(0,li)
+ C‖f‖2L∞(0,T ;L2(G))
)
≤ C1
(
‖y0‖2∏k
i=1H2(0,li)
+‖f‖2L∞(0,T ;L2(G))
)
.
Corollary 3.3.1. Let y0 ∈ L2(G) and f = 0. Then we obtain the following estimate for the
unique weak solution y ∈ C([0, T ];L2(G)) ∩ C((0, T ];D(−L)) :∥∥y(·, t)∥∥
L2(G) ≤
C
1 + µ1tα
∥∥∥y0∥∥∥
L2(G)
, t ∈ (0, T ). (3.7)
Proof. Substituting f = 0 in equation (2.6) and using Proposition 2.1, we obtain
k∑
i=1
∥∥yi(·, t)∥∥2L2(0,li) = ∞∑
n=1
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
≤
∞∑
n=1
∣∣∣〈y0,Ψn〉∣∣∣2( C
1 + µntα
)2
≤
(
C
1 + µ1tα
)2
‖y0‖2L2(G), t ∈ (0, T ).
Corollary 3.3.2. Let y0 ∈ D(−L) and f = 0. Then there exists a constant C1 > 0 such that∥∥y(·, t)∥∥∏k
i=1H2(0,li)
+
∥∥∥CDα0,tu(·, t)∥∥∥
L2(G)
≤ C1
1 + µ1tα
∥∥∥y0∥∥∥∏k
i=1H2(0,li)
, t ∈ (0, T ). (3.8)
Proof.
∥∥(−L)y(·, t)∥∥2
L2(G) =
k∑
i=1
∥∥(−M)yi(·, t)∥∥2L2(0,li)
=
∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉Eα,1(−µntα)∣∣∣2
≤
(
C1
1 + µntα
)2 ∞∑
n=1
µ2n
∣∣∣〈y0,Ψn〉∣∣∣2 ≤ ( C1
1 + µ1tα
)2
‖y0‖2∏k
i=1H2(0,li)
, t ∈ (0, T ).
Since f = 0, equation (1.1) implies that CDα0,ty(·, t) = Ly(·, t) and hence estimate (3.8) follows.
4 Conclusion and future work
In this paper, the existence and uniqueness of time-fractional diffusion equation on a star graph is
established. By using the method of eigenfunction expansion the existence and uniqueness of the
weak solution and the regularity of the solution is derived. In future we will consider fractional
diffusion equation on more general graphs (i.e. graphs containing cycles) and investigate the
existence and uniqueness of solution. We will also consider optimal control problems for fractional
diffusion equation on metric graphs.
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