Motion recovery from image correspondences is typically a problem of optimizing an objective function associated with the epipolar (or LonguetHiggins) constraint. This objective function is defined on the so called essential manifold. In this paper, the intrinsic Riemannian structure of the essential manifold is thoroughly studied. Based on existing optimization techniques on Riemannian manifolds, in particular on Stiefel manifolds, we propose a Riemannian Newton algorithm to solve the motion recovery problem, making use of the natural geometric structure of the essential nianifold. Although only the Newton algorithm is studied in detail, the same ideas also apply to other typical conjugate gradient algorithms. It is shown that the proposed nonlinear algorithms converge very rapidly (with quadratic rate of convergence) as long as the conventional SVD based eight-point linear algoritlini has a unique solution. Such Riemannian algorithms have also been applied to the differential (or continuous) case where the velocities are recovered from optical flows.
Introduction
The problem of recovering structure and motion from a sequence of images has been one of the central problems in computer vision over the past ' This work is supported by ARO under the MURI grant DAAH04-96-1-0341. The authors also would like to thank Dr. Steven T. Smith (at MIT Lincoln Laboratory) and professor Alan Weinstein (at Berkeley Mathematics Department) for invaluable discussions on this subject. decade and has been studied extensively from various perspectives. The seminal work of LonguetHiggins [6] on characterization of so called epzpolar constraznt, enabled decoupling of the structure and motion problems and led to the development of numerous linear and nonlinear algorithms for motion estimation (see [IO, 141 for overviews). The epipolar constraint has been formulated both in a discrete and differential setting and the recent work of the authors [8] demonstrated the possibility of the parallel development of linear algorithms for both cases: that of point feature measurenients and optical flow.
The appeal of linear algorithms (for the discrete case [lo] and for the differential case [8] ) is the closed form solution to the problem which provides true solution of the motion in the absence of noise. Further analysis of linear techniques reveals inherent bias in the translation estimate [4] . Performance of the numerical optimization techniques which use nonlinear objective function has been shown superior to the linear ones.
A different objective function has been proposed by Horn [3] , where instead of minimizing directly the essential (coplanar) constraint the objective function expresses the true errors in relative orientation (i.e. translation and rotation). Horn proposed an iterative procedure where the update of the estimate takes into account the orthonormal constraint of the unknown rotation. Horn's algorithm and the algorithm proposed by [13] are some of the few which consider explicitly the differential geometric properties of SO (3) . However they do not make a connection and full exploitation of the differential geometric properties of the entire space of essential matrices as characterized in our recent paper [8] .
Even work which concentrated on t,he noise sensitivity of nonlinear estimation does not appear to 0-7803-4394-8198 $1 0.00 0 1998 IEEE take advantage of the underlying geometrical structure of the problem. The underlying search space is usually parameLerized for computational convenience [3, 13, 101 instead of being consistent with its intrinsic geometric structure. Consequently, in these algorithms, updates typically involved using Lagrangian multipliers to deal with the constraints on the search space; and "walking" on such space was done approximately by the update-then-project procedure.
Following recent developments in optimization techniques on Riemannian manifolds [ll, 21, in this paper we give a top level mathematical view for the nonlinear optimization problem associated with the motion recovery and using Newton's method as an example, show how to apply the opt,imization theory on Riemannian manifolds to solve this problem by using the intrinsic Riemannian structure of the underlying search space. This paper relies on familiarity with Edelman et al's work [2] and some background of modern Riemannian geometry (a gives the (Riemannian) Newton algorithm for optimizing the least square objective function associated with motion recovery. The differential (continuous) case is discussed in Section 6. More details are given in the full version of this paper Ma, KoSeckfi and Sastry [9] .
Optimization on Riemannian Manifolds Preparation
Newton and conjugate gradient methods are classical nonlinear optimization techniques used to min- The purpose of this paper is to apply these new Riemannian optimization schemes to solve the computer vision problem of recovering 3D motion from image correspondences. As we will soon see the underlying Riemannian manifold for this vision problem (the so called essential manifold) is a product of Stiefel manifolds. The following theorem guarantees that Edelman et al's methods can be easily generalized to any product of Stiefel (or Grassmann) manifolds (for a detailed discussion of the Riemannian structure on a product space, refer to Ma, KoBeckS and Sastry [9] ).
Riemannian manifold of M1 and Mg . Then for two 
Riemannian Structure of the Essential Manifold
In this section we study the intrinsic Riemannian structure of the essential manifold, which plays an important role in the recovery of motion from image correspondences (for details see [7] ). For a vector S = ( s~, s Z , S~)~ E R3, the notation S means the associated skew-symmetric matrix:
The normalized essential manifold is defined to be:
SO (3) is the Lie group of 3 x 3 rotation matrices (special orthogonal matrices with determinant +l), and so (3) is the Lie algebra of SO (3) 
T ( S O ( 3 ) ) .
The tangent space of S O ( 3 ) at the identity is simply its Lie algebra so(3). Since S O ( 3 ) is a compact Lie group, it has an intrinsic bi-invariant metric [l] (such metric is unique up to a constant scale). In matrix form, this metric is given explicitly as:
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Theorem 2 The unit tangent bundle T ' ( S O ( 3 ) ) is equivalent to S O ( 3 ) xs2. It has a Riemannian metric g induced from the intrinsic metric go on SO(3) which is the same LIS that induced from the Euclidean metric with TI (SO(3)) naturally embedded in and this metric is left-invariant under the group S O ( 3 ) . Further, ( T l ( S 0 ( 3 ) ) , g ) is the product
Riemannian manifold of (sO(3), gl) and (S2, 92) with g1 and 92 being canonical quotient metrics for
S O ( 3 ) and S2 as Stiefel manifolds.
The detailed proof of this theorem is in the full version of the paper Ma, KoSeck6 and Sastry [9] . In general, a Stiefel manifold
Vn,p
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where A is a p-by-p skew symmetric matrix and B is an arbitrary ( n -p)-by-p matrix.
Then the canonical metric is given by: g,(X, X ) = -trA*A + trBTB, while the Euclidean metric is given by: ( I product structure. We therefore avoid using such bi-invariant structure and use the left-invariant one instead, since the product structure has much more computational advantage, QS we will soon see.
H e H R , H E SO(3). "Averaging" the above left-invariant metric g on T ( S O ( 3 ) ) with respect to all the right action of S 0 ( 3 ) , i.e. letting s = i,,,, 4k(s) d R one obtains a bi-invariant metric i j on T ( S O ( 3 ) ) . However, such a bi-invariant metric does not allow
However, the unit tangent bundle Tl(SO(3)) is not exactly the normalized essential manifold El. In-
deed, T l ( S o ( 3 ) ) is a double covering of the normalized essential space C l , i.e. I 1 = T 1 ( s o ( 3 ) ) / z 2 (for details see (71). The natural covering map from

T l ( s O ( 3 ) ) to E1 is:
The inverse of this map is given by:
Comments 2 A s we know, the two pairs of rotation and translation correspotding to the same normalized essential matrix RS are ( R , S ) and ( R e x p ( -s n ) , exp(S^n)S). A s pointed out by Alan Weinstein, this double covering h is equivalent to identify a left-invariant vector field on SO(3) with the one obtained by flowing it along the corresponding geodesic by distance r, the so-called "time-7r" map of the geodesic flow on SO(3).
If we take for 81 the Riemannian structure induced from the covering map h , the original optimiza-
tion problem of optimizing a function F ( E ) on E1 is equivalent to optimizing F ( R , S) on T l ( S O ( 3 ) ) .
Due to Theorem 2, we can simply choose the induced Euclidean metric on T l ( S O ( 3 ) ) and explicitly write down the Riemannian algorithms in terms of the matrix representation of Tl(SO(3)).
Since this Euclidean metric is the same as the intrinsic metrics, the apparently extrinsic representation preserves all the intrinsic geometric properties of the given problems. In this sense, such algorithms will be different from other existing algorithms which make use of particular parameterizations of the underlying search space, such as quaternions [3, 13, 5, lo] .
One may refer to Ma, KoSeckd and Sastry [9] for a detailed study of the Riemannian Newton algorithm for optiniizing a general objective function on the normalized essential manifold. In the following, we will give as an example the algorithm for motion recovery by minimizing a natural objective function associated with the epipolar constraint.
Optimal Motion Recovery
From computer vision, we know that two corresponding image points p , q E R3 satisfy the so called epipolar (or Longuet-Higgins) constraint:
where R E SO (3) and S E S2 are relative rotation and translation between the two image frames.l Thus to recover the motion R, S from a given set of image correspondences p i , qi E Et3, i = 1 , . . . , N , it is natural to optimize the following objective function: (3)).
i = l
For simplicity, here we choose W i = 1. Algorithms given below only need to be slightly changed to work for the general case. The following theorem gives a sufficient condition such that the Hessian associated with this objective function is nondegenerate in a neighborhood of the optimal solution. Then the Riemannian Newton algorithm will have quadratic rate of convergence according to Theorem 3.4 of Smith [ll] .
Theorem 3 Consider the objective function F ( R , S ) as above. Its Hessian is non-degenerate in a neighborhood of the optimal solution if there is a unique (up to a scale) solution to the system of linear equations:
If so, the Riemannian Newton algorithm has quadratic rate of convergence.
Please refer to the full version of the paper [9] for the proof. It is not just a coincidence that the conditions for the Hessian to be non-degenerate are exactly the same as that for the eight-point linear algorithm (see [lo, 71) to have a unique solution. A heuristic explanation is that the objective function here is a quadratic form of the epipolar constraint which the linear algorithm is directly based on. Now assume that the Hessian is non-degenerate. We need to solve for the optimal updating vector A E
Pick five linearly independent tangent vectors of T l ( S 0 ( 3 ) ) , i.e. a basis of TR(SO(3)) x
Ts(S2): E j , j = 1,. . . ,5. One obtains five linear equations:
In general, these five linear equations uniquely de- Newton algorithm for the optimal motion recovery, which can be directly implemented.
The Newton Algorithm for Optimal Mo- IlA'll, U = A2/u;
Differential Case
The generic similarity between the linear algorithms of the discrete case and the differential case has been revealed in [8, 71. Their nonlinear algorithms should also be consistent with each other. In the differential case, the epipolar (or LonguetHiggins) constraint is replaced by its differential version:
where PL E Iw3 is the optical flow a t point q E R3 in the image plane, and w , v are, respectively, the angular velocity and linear velocity of the moving camera frame. If so, the corresponding Riemannian Newton algorithm has quadratic rate of convergence.
T
Note that this is also the condition for the linear differential algorithm to have a unique solution [7] .
Discussions and Future Work
We have only applied Newton's method which to the motion recovery problem has the fastest convergence rate (among algorithms using second order information, see [2] for a comparison). In fact, the application of other conjugate gradient algorithms would be easier since they usually only involve the calculation of the first order information (the gradient, not Hessian), at the cost of slower convergence rate.
Like most iterative search algorithms, Newton and conjugate gradient algorithms are local methods, i.e. they do not guarantee convergence to the global minimum. While in the absence of noise the objective function admits a single global minimum corresponding to the correct motion, with additional noise the number of extrema increases and the global minimum may switch to an ambiguous solution, such as the bas-relief ambiguity. One may refer to Soatto [12] for a detailed analysis of local extrema under noise perturbation. In practice, one may use linear algorithms given in [7] to get a close guess for the optimal motion and use it for initializing the nonlinear algorithms. The performance of such "hybrid" schemes will be compared to that of linear and nonlinear algorithms. Detailed study of the performance of proposed algorithms and their sensitivity to noise and various configurations of motion parameters on synthetic and real images is currently in progress and is to be presented in the conference.
