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Abstract
We formulate a notion of ”abstract loop equations”, and show that their solution is provided by a topological
recursion under some assumptions, in particular the result takes a universal form. The Schwinger-Dyson
equation of the one and two hermitian matrix models, and of the Opnq model appear as special cases.
We study applications to repulsive particles systems, and explain how our notion of loop equations are
related to Virasoro constraints. Then, as a special case, we study in detail applications to enumeration
problems in a general class of non-intersecting loop models on the random lattice of all topologies, to
SUpNq Chern-Simons invariants of torus knots in the large N expansion. We also mention an application
to Liouville theory on surfaces of positive genus.
1 Introduction
The topological recursion [EO07, EO09] is a universal structure, formulated axiomatically in terms
of algebraic geometry on a curve. To the data of a complex curve C, a meromorphic function x on
C, a meromorphic 1-form ω01 , a meromorphic symmetric 2-form ω02 on C2, it associates a sequence of
meromorphic, symmetric n-forms ωgnpz1, . . . , znq on Cn (the correlators), and a sequence of numbers
F g (the free energies), which are ”symplectic invariants” of the initial data. They are in a certain
sense the unique solution to a hierarchy of linear and quadratic loop equations, which are closely
related to Virasoro constraints [Mak91].
It has been first identified as the underlying structure of the large N expansion in the 1-hermitian
matrix models [Eyn04], as a culmination of the moment method developed in [ACM92, ACKM93,
ACKM95, Ake96, AMM05, AMM07b, AMM07a, AAAP09]. In this case, y2 “ ś2ni“1px ´ aiq and C
was a hyperelliptic curve and ω01 “ ydx. Then, it has been shown to hold in the same form in the
2-matrix models [EO05, CEO06] and in the chain of hermitian matrices [EO09]. In this case, x and
y can be arbitrary meromorphic functions on a compact Riemann surface C, and ω01 “ ydx. Then it
was observed that the topological recursion makes sense and some of its properties are preserved with
weaker assumptions on the triple pC, x, yq called spectral curve. It has been found in applications to
enumerative geometry of moduli spaces [Eyn11c, BEMS10, EMS09, NS11, MP12, Eyn11b], especially
in Gromov-Witten theory on toric Calabi-Yau 3-folds [BKMP09, EO12] where the relevant spectral
curves are such that ex and ey are meromorphic on a compact Riemann surface C. In combinatorics,
the topological recursion structure has also been shown to solve the problem of enumerating maps
[Eyn11a], and more recently enumerating maps carrying certain statistical physics models like the
Ising model [EO05] or self-avoiding loops models [BE11]. In the latter case, the relevant spectral
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curve C is a torus but y is a multivalued function on C. A deformation of the topological recursion
by a parameter ~ has also been defined. The case of ~ ! 1 was treated in [CE06, Che06]: it remains
in the framework of algebraic geometry, and governs the large N expansion of the beta ensembles for
fixed β ‰ 0 (see [WZ06] for definition and references therein), with identification:
~ “ 1
N
´cβ
2
´
c
2
β
¯
. (1.1)
The case of ~ P Op1q rather lives in the realm of geometry of D-modules, is currently being developed
[EM09, CEM09, CEM11, CEMPF12], and has potential applications in refined topological string
theories.
In this article, we will show that the topological recursion also governs the large N expansion in
generalized matrix models, which have been called ”repulsive particle systems” in the recent work
[GV12]. Those are statistical mechanical models whose partition function can be written, if we have
only one species of particles,
ZN “
ˆ ź
1ďiăjďN
R0pλi, λjq
Nź
i“1
dλi e
´N V pλiq (1.2)
considered as a convergent integral. We usually assume that Rpλi, λjq9 pλi´λjqβ at short distances,
for some β ą 0. We recall that ~ “ 0 corresponds to β “ 2. Such models are ubiquitous in
theoretical physics and enumerative geometry, even for β “ 2. They appear in statistical physics on the
random lattice [ZJ00, CS09], in the theory of random partitions [Eyn08, Eyn09b], in supersymmetric
gauge theories [HKK99, DV02, Nek04, Su l10], in topological strings [MNS00], in Chern-Simons theory
[Mar02, LR99, Mar04], etc.
This article begins with shaping a notion of ”abstract ~ “ 0 loop equations”, and show that they
are solved by the same topological recursion which was formulated in [EO07] (Section 2). The key
result about abstract loop equations is Proposition 2.7, and we show that many of the properties
of the usual topological recursion are preserved4. The initial data for this recursion is a 1-form ω01
(which was ydx) and a symmetric 2-form ω02 (which was a fundamental 2-form of the 2
nd kind, also
called ”Bergman kernel”, when C is a curve). In this way, we retrieve all previous avatars, like the
1-hermitian matrix model, the 2-hermitian matrix model (see § 7.1), in one-cut or multi-cut regimes.
Their solution by a topological recursion had been obtained case by case so far, but the reason for
existence of a universal solution was still missing. This article, especially Section 4-5-7.1, solves this
puzzle by putting the Schwinger-Dyson equations of those matrix models under the same roof. We
also find interesting new applications. We illustrate the theory on four such new examples, and find
that the topological recursion governs:
‚ the 1{N expansion of systems of repulsive particles, when it exists (Section 3). For fixed β ą 0
different from 2, a generalization along the lines of [CE06] is possible, but is left aside in order
to keep this article focused. It is natural to include several species of particles, which have
species-dependent pairwise interactions. We shall see that an assumption of strict convexity
of the pairwise interaction plays a key role (Definition 3.2) in the construction of the relevant
spectral curve. The proof of existence of a full asymptotic expansion in 1{N in such models in
the one-cut regime or the multi-cut regime with fixed filling fractions is the matter of another
ongoing work [?], and is not the concern of this article, which takes it (unless mentioned) as
4For the skilled reader, we anticipate by saying that the symplectic invariance is not expected to hold, as we comment
in Conclusion.
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an assumption. Our main results are formulated in Proposition 3.14 and Corollary 3.16 (resp.
Proposition 3.20 and Corollary 3.21 for the multi-species case).
‚ the enumeration of maps with a loop configuration, in all topologies, with uniform boundary
conditions (Section 5). This is the ”formal integral” counterpart of systems of repulsive particles,
and the introduction of several species of particles has also a natural combinatorial origin in the
model, as introducing colors for domains separated by the loops. Contrary to the convergent
case, the proof of our results here is complete and does not rely on extra assumptions. We also
treat height models on maps of all topologies with boundaries of fixed heights in § 5.8, where
heights take values at vertices of a ADET or AˆDˆEˆ Dynkin diagram. We indeed observe that
among heights models, those are special because they lead to strictly convex pairwise interactions
(Lemma 5.5).
‚ the large N expansion of torus knot invariants computed in UpNq Chern-Simons theory (Sec-
tion 6), where we justify a proposal of [BEM12]. Here we also justify the existence of the 1{N
expansion.
‚ the large impulsion expansion of Liouville correlation functions on a surface of positive genus
(Section 7.3), for which we stay in this article at a formal level. In particular, we do not address
important issues of convergence, choice of contours of integrations and characterization of the
cuts of the spectral curve.
On the way, we explain in Section 4 how abstract loop equations for repulsive particle systems can
be identified with Virasoro constraints after a non-linear change of times. We also illustrate in § 7.2-
7.3 concerning repulsive particle systems on positive genus surfaces, that ad hoc definitions of the
correlators can sometimes simplify the analysis. We present our conclusions in Section 8. A table of
notations is collected in Appendix B.
2 Abstract loop equations
2.1 Notion of domain
We first collect some notations and definitions. A closed arc (resp. an open arc) is a piecewise smooth
embedding of S1 (resp. of r0, 1s) to a Riemann surface. Let U be an open subset of a Riemann surface
and p be a point. We denote in particular:
Definition 2.1
‚ M pUq (resp. H pUq), the space of meromorphic (resp. holomorphic) 1-forms on U ;
‚ M 1ptpuq (resp. H 1ptpuq), the space of germs of meromorphic (resp. holomorphic) 1-forms at p ;
‚ M 1´ ptpuq, the quotient space M 1ptpuq{H 1ptpuq.
If ξ is a local coordinate around p such that ξppq “ 0, M 1´ ptpuq can be identified with the space of
polynomials in pξppqq´1.
Definition 2.2 We call U a domain if BU consists of a nonempty, finite disjoint union of smooth,
closed arcs pγjq, and is equipped with an involutive, orientation reversing diffeomorphism ι.
3
The main example of domains we have in mind can be constructed from an oriented Riemann
surface Σ which may have smooth boundaries, and a collection of open arcs pγoj q1ďjďro and closed
arcs pγcj q1ďjďrc on Σ (see Fig. 1). We consider D “ Σz
`Ťro
j“1 γojY
Ťrc
j“1 γcj
˘
. The topological boundary
of D is the disjoint union of r “ r0 ` 2rc connected components coming either from open arcs and
closed arcs:
‚ Open arcs yield a component γj “ pγoj q1 >Ej pγoj q2, where pγoj qa for a “ 1, 2 are two copies of γoj ,
and Ej “ Bγoj is the set of endpoints of γj . It is naturally equipped with an involution ιoj which
sends a point of pγoj q1 to the same point on pγoj q2;
‚ Closed arcs yield two components pγcj q1 and pγcj q2 corresponding to the exterior and the interior
of γcj . Their disjoint union is naturally equipped with an involution ι
c
j , which sends a point on
pγoj q1 to the same point on pγcj q2.
We denote D “ D Y BD the topological completion of D. Then, one can always find a conformal
mapping from D to some U with everywhere smooth boundary, which extends to a homeomorphism
from D to U , but behaves as a squareroot near Ej ãÑ D. Thus, U is a domain, with an orientation
reversing involution ι defined globally on BU . By similar uniformization arguments, we could also
allow Σ to have only piecewise smooth boundaries.
Let U be a domain, and Γ “ Ťrj“1 γj be a subunion of connected components of BU (it will be
BU itself unless precised). Let Uj Ď U be an annular open neighborhood of γj , and U 1j be another
copy of Uj . We may glue U
1
j to U along γj to define a Riemann surface UΓ, and identify U and
γj to their image in UΓ by inclusion. Vj “ Uj >γj U 1j is an open neighborhood of γj in UΓ. The
orientation reversing involution ι initially defined on Γ can be extended uniquely to a holomorphic
involution on V “šrj“1 Vj . Later, we need to introduce smooth arcs γextj Ď Uj which are homotopic
in Vj to γj (by definition, they do not intersect γj), and their image γ
int
j “ ιpγextj q. We also introduce
Γext “ Ťrj“1 γextj .
2.2 Spaces of continuable functions
Definition 2.3 Let HΓpUq be the space of continuable 1-forms across the boundary components Γ. It
is defined as the space of holomorphic 1-forms on U , which can be extended as meromorphic 1-forms
on UΓ defined for small enough neighborhoods Uj:
HΓpUq “ H pUq X
´
limÝÑ
U>ΓãÑUΓ
M pUΓq
¯
. (2.1)
We make an abuse of notations and identify a 1-form f P HΓpUq with the unique meromorphic 1-form
on some UΓ which coincides with f on U Ď UΓ. The involution ι acting on V can be used to define
linear operators ∆,S : M pV q Ñ M pV q by the formulas:
∆fpzq “ fpzq ´ pι˚fqpzq, Sfpzq “ fpzq ` pι˚fqpzq. (2.2)
By abuse of notations, we shall write later fpιpzqq ” ι˚fpzq. Conversely, we have:
@f P HΓpUq, @z P V , fpzq “ Sfpzq `∆fpzq
2
, fpιpzqq “ Sfpzq ´∆fpzq
2
. (2.3)
Since ι is defined on V “ šVj , one may consider it as a collection of local involutions ιj “ ι|Vj by
restricting the involution to Vj for j P v1, rw. In the same way, one can view ∆ and S as a collection of
4
Figure 1: Construction of a domain, and its continuation across Γ. γ1 (resp. γ2 9Yγ3) is the image of
the cut γo (resp. γc) after opening the cut by conformal mapping. Vj is the neighborhood of γj in UΓ
obtained as the union of Uj (in yellow), U
1
j (in green) and γj .
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local operators ∆j and Sj , defined on M pVjq. We also point out a polarization formula which becomes
useful later: for any 1-forms f, g P M pV q, we have:
fpzqgpιpzqq ` fpιpzqqgpzq “ 1
2
`SfpzqSgpzq ´∆fpzq∆gpzq˘. (2.4)
We say that f P H pUq extends continuously to Γ Ď BU when, for any coordinate x on Σ locally defined
on an open set O Ď U such that O intersects U , f{dx initially defined and holomorphic on O X U
extends to a continuous function on O X U .
Definition 2.4 By Schwarz reflection principle, the subspace of H pšrj“1 Ujq consisting of 1-forms
which extend continuous, ι-invariant functions on Γ, can be identified with the subspace of ι-invariant
holomorphic 1-forms in V . We denote it H invΓ pV q.
We want to consider classes of continuable 1-forms for which a Cauchy residue formula holds. This
leads us to:
Definition 2.5 A local Cauchy kernel Gpz, z0q is a meromorphic 1-form in z0 P UΓ and a meromor-
phic function in z P V , with only singularity in its first variable a simple pole at z “ z0, such that
locally:
Gpz, z0q „ dz0
z0 ´ z ` analytical (2.5)
Definition 2.6 A subspace H of M pUΓq is normalized if HX H pUΓq “ t0u.
Definition 2.7 A subspace H of HΓpUq is representable by residues if there exists a local Cauchy
kernel Gpz, z0q such that, for any f in H, the function f˜ in M pUΓq defined by:
f˜pz0q “
ÿ
pPV
Res
zÑp Gpz, z0q fpzq. (2.6)
has the same poles as f , i.e. pf ´ f˜q P H pUΓq.
By definition, a 1-form belonging to H can only have a finite number of poles in V chosen small
enough, so the sum in (2.6) is finite.
Definition 2.8 We define the subspace LΓpUq Ď HΓpUq consisting of 1-forms f such that Sf P
H invΓ pV q.
The key property of a 1-form f P LΓpUq is that Sf is holomorphic in a neighborhood of Γ in UΓ.
Thus, its behavior at poles is determined by that of ∆fpzq.
Lemma 2.1 Assume we have a subspace H Ď LΓpUq representable by residues. Then:
@f P H, @z0 P UΓ, f˜pz0q “
ÿ
pPV
Res
zÑp
∆zGpz, z0q
4
∆fpzq, (2.7)
where the superscript z indicates the variable on which the operator ∆ acts.
Proof. Let f P H. We remark that p P V is a pole of f iff ιppq is a pole of f , and we compute from
(2.6):
f˜pz0q “ 1
2
ÿ
pPV
Res
zÑp S
zrGpz, z0q fpzqs
“ 1
4
ÿ
pPV
Res
zÑp rS
zGspz, z0qSfpzq ` r∆zGspz, z0q∆fpzq
“
ÿ
pPV
Res
zÑp
r∆zGspz, z0q
4
∆fpzq. (2.8)
6
Indeed, since f P LΓpUq is holomorphic at the poles, the last term does not contribute to the residue.
l
2.3 Properties of representable subspaces
We denote H˜ the subspace of M pUΓq spanned by f˜ when f runs in H.
Lemma 2.2 If H is representable by residues, so are H˜ and H` H˜ with same local Cauchy kernels.
Besides, for any f P H, ˜˜f “ f˜ . Hence, H˜ is normalized and H` H˜ is normalized iff H is normalized.
Proof. For any f P H, since pf˜ ´ fq is holomorphic in a neighborhood of Γ:
f˜pz0q “
ÿ
pPV
Res
zÑp Gpz, z0q fpzq “
ÿ
pPV
Res
zÑp Gpz, z0q f˜pzq. (2.9)
Hence H˜ is representable by residues with local Cauchy kernel G, and the right-hand side coincides
with
˜˜
f by definition. l
Given a local Cauchy kernel, we consider the linear map:À
pPV M 1´ ptpuq ÝÑ M pUΓq
pgpqp ÞÝÑ g˜pz0q “ řpPV Res zÑpGpz, z0q gppzq, (2.10)
and denote HG its image. The 1-forms on the right-hand side behave like gppz0q when z0 Ñ p, p being
a point in Γ.
Lemma 2.3 HG is representable by residues with local Cauchy kernel Gpz, z0q, normalized, and is
maximal within such subspaces.
Proof. We need to compute:
˜˜gpz0q “
ÿ
pPV
Res
zÑp Gpz, z0q
´ ÿ
qPV
Res
ξÑq Gpξ, zq gqpξq
¯
. (2.11)
Notice that the poles are isolated, so the sum over p is finite. Taking into account the pole of Gpξ, zq
at z “ ξ, we may exchange the residues in z and ξ:
˜˜gpz0q “
ÿ
pp,qqPV 2
Res
ξÑq
`
Res
zÑp `δp,q ReszÑξ
˘
Gpz, z0qGpξ, zq gqpξq.
The first term does not contribute since Gpz, z0qGpξ, zq is holomorphic when z Ñ p, while the second
term gives:
˜˜gpz0q “
ÿ
pPV
Res
ξÑp Gpξ, z0q gppξq, (2.12)
which coincides with g˜pz0q. l
For large enough normalized representable subspaces, we do not have the choice of a Cauchy kernel.
Lemma 2.4 If G1 and G2 are two local Cauchy kernels for H containing a sequence of function
pfk,jqkě1,jPv1,rw with a pole of order k at a given point pj P Vj, and H is normalized, then G1 ” G2.
Proof. The assumption implies that, for any f P H and any j, Res zÑpj pG1pz, z0q´G2pz, z0qqfpzq “ 0.
By specializing to f “ fj,k, we find that the Taylor expansion of pG1pz, z0q ´ G2pz, z0qq at z “ zj
vanishes identically. By the principle of isolated zeroes, we must have G1pz, z0q “ G2pz, z0q for any
z P Vj , thus any z P V . l
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2.4 Residues as contour integrals in the physical sheet
Equivalently, we may rewrite (2.7) as a contour integral in Uj only:
Lemma 2.5 Assume H Ď M pUΓq is representable by residues. For a given z0 P UΓ, we choose arcs
γextj Ď Uj as in § 2.1, oriented like γj, so that z0 or ιpz0q does not lie between γextj and γj. Remind
the notation Γext “ Ťrj“1 γextj .
@f P H, @z0 P UΓ, f˜pz0q “ 1
2ipi
˛
Γext
r∆zGspz, z0q fpzq `Gpιpzq, z0qSfpzq. (2.13)
Proof. The orientation of γj can be carried by homotopy to an orientation of γ
ext
j . Then, the
orientation of γintj “ ιjpγextj q is opposite to the orientation carried by homotopy from ιpγjq. These
arcs allows to represent the residues. Setting Γint “ ιpΓextq, we have:
f˜pz0q “ 1
2ipi
´˛
Γext
`
˛
Γint
¯
Gpz, z0q fpzq
“ 1
2ipi
˛
Γext
SzrGpz, z0q fpzqs
“ 1
2ipi
˛
Γext
r∆zGspz, z0q fpzq `Gpιpzq, z0qSfpzq, (2.14)
the last line being a mere rewriting of the previous one. l
A similar computation shows:
Lemma 2.6 Assume H Ď LΓpUq representable by residues. Then, for any z0 P UΓ:
@f P H, f˜pz0q “ 1
2ipi
˛
Γext
r∆zGspz, z0q
´
fpzq ´ Sfpzq
2
¯
. (2.15)
l
2.5 Loop equations and topological recursion
Definition 2.9 We denote Γfix the set of fixed points of Γ under ι. Elements of Γfix are called
ramification points.
Notice that in the Example given in § 2.1, ramification points only arise from ends α P Ej of open
arcs.
Definition 2.10 We say that a 1-form f P LpUq is off-critical if the zeroes of ∆fpzq in V only occur
at ramification points, and their order is exactly 2.
If H is a vector space of 1-forms, we denote Hn the space of symmetric n-forms fpz1, . . . , znq, such
that fp¨, z2, . . . , znq P H for any z2, . . . , zn away from poles of f . We consider in this paragraph a
family ω‚‚ “ pωgnqn,g of meromorphic, symmetric n-forms (n ě 1) on Un, indexed by an integer g ě 0.
In other words, ωgn P MnpUΓq with our notations.
Definition 2.11 We say that a couple pn, gq is stable if 2g ´ 2` n ą 0, i.e. pn, gq ‰ p1, 0q, p2, 0q.
The main topic of this article is to study families ω‚‚ which satisfy certain constraints, that we will
call ”loop equations”.
Definition 2.12 We say that ω‚‚ satisfies linear loop equations if:
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(i) ω01 P LΓpUq is an off-critical 1-form.
(ii) Gpz, z0q “ ´
´ z
ω02pz0, ¨q defines a local Cauchy kernel.
(iii) For any stable pn, gq, we have ωgn P HΓpUq, and for any z2, . . . , zn which are not poles of ωgn,
Sωgnp¨, z2, . . . , znq P H invΓ pV q.
We say that those loop equations are solvable when (iii) is replaced by:
(iv) For any stable pn, gq, ωgn P pHGqn, i.e. ωgnp¨, z2, . . . , znq belongs to the maximal normalized
subspace of LΓpUq which is representable by residues for the local Cauchy kernel of (ii).
Definition 2.13 We say that ω‚‚ satisfies quadratic loop equations if, for any stable pn, gq,
Qgnpz; zIq “ ωg´1n`1pz, ιpzq, zIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1pz, zJqωg´hn´|J|pιpzq, zIzJq (2.16)
is a quadratic differential in z P V with double zeroes at ramification points.
Assuming linear loop equations, there are equivalent ways to write the quadratic loop equation. For
instance, using the polarization formula given in (2.4), we can recast (2.16) as:
1
2
∆ω01pzq∆zωgnpz, zIq “ Egnpz, ιpzq; zIq ` Q˜gnpz; zIq, (2.17)
where we have introduced:
Egnpz, z1; zIq “ ωg´1n`1pz, z1, zIq `
ÿ
JĎI, 0ďhďg
pJ,hq‰pH,0q,pI,gq
ωh|J|`1pz, zJqωg´hn´|J|pz1, zIzJq, (2.18)
and Q˜gnpz; zIq “ 12 Sω01pzqSωgnpz, zIq ´Qgnpz; zIq. Since Sωgnp¨, zIq P H invΓ pV q, it must have at least a
simple zero at ramification points. Therefore, Q˜gnpz; zIq has double zeroes at ramification points iif
Qgnpz; zIq does.
Here is the central result of the theory, whose applicability will be illustrated in the remaining of
the article:
Proposition 2.7 If ω‚‚ satisfies solvable linear and quadratic loop equations, then for any stable pn, gq,
the poles of ωgnp¨, z2, . . . , znq in UΓ occur only at ramification points, and we have the topological
recursion formula:
ωgnpz, zIq “
ÿ
αPΓfix
Res
zÑα Kpz0, zq E
g
npz, ιpzq; zIq, (2.19)
where Egn was defined in (2.18) and we introduced the recursion kernel:
Kpz0, zq “
´ 12
´ z
ιpzq ω
0
2pz0, ¨q
ω01pzq ´ ω01pιpzqq
. (2.20)
We observe that any ramification point α actually belongs to some contour γj such that ιpγjq “ γj : if
z is near α, so is ιpzq and therefore the path of integration from ιpzq to z remains in a neighborhood
of α, and thus
´ z
ιpzq is well-defined. The key point to use this proposition in practice is to show that
the linear loop equations are solvable, i.e. show that ωgn can be represented by a residue formula for a
certain Cauchy kernel5. The purpose of Section 3 is to provide a non-trivial class of examples where
solvable linear and quadratic loop equation arise.
5Here, we described a situation where the Cauchy kernel does not depend on n and g, but this assumption might be
relaxed if needed in some applications.
9
Proof. Let us fix a family of spectator variable zI “ pz2, . . . , znq P Un´1. Since they are chosen
away from Γ, we can always assume that zi R V for any i P v2, nw. Firstly, we notice that, from
linear loop equations, ωgnpz, zIq has the same poles with respect to z P V as ∆zωgnpz, zIq, and our
definition of solvability implies that these are the only possible poles of ωgnpz, zIq for z P UΓ. Besides,
property piiq in Definition 2.12 imposes that the only singularity of ω02pz0, zq “ ´dzGpz0, zq in the
range pz0, zq P UΓˆ V is a double pole without residues at z0 “ z. We prove the statement about the
location of the poles of ωgn by recursion of χ
g
n “ 2g ´ 2 ` n ą 0. Indeed, the right-hand side of the
decomposition (2.17) of ωgn involves ω
g1
n1 with χ
g1
n1 ă χgn, and the unknown but regular Q˜gn. At level
χ “ 1, we have to consider pn, gq “ p3, 0q or p1, 1q. As regards ω03 , we have a decomposition:
∆zω03pz, z2, z3q “ 2∆ω01pzq
´
ω02pz, z2qω02pιpzq, z3q ` ω02pιpzq, z2qω02pz, z3q ` Q˜03pz; z2, z3q
¯
. (2.21)
The numerator of the right-hand side is regular for z P V , and the denominator may create poles at
zeroes of ∆ω01pzq. Since ω01 is assumed off-critical, they can only occur at ramification points. Thus
ω03 has poles at ramification points only. As regards ω
1
1 , we have a decomposition:
∆zω11pzq “ 2∆ω01pzq
´
ω02pz, ιpzqq ` Q˜11pzq
¯
. (2.22)
ω02pz, ιpzqq has a pole of order 2 at ramification points, and since ω01 is off-critical and Q11pzq regular,
we deduce that ω11pzq has poles at ramification points only. If we assume the property true for ωg
1
n1
such that χn1,g1 ă χ, one shows by the same arguments that any ωgnpz, zIq with χgn “ χ has poles at
ramification points only. Therefore, we know that ωgn has poles only at ramification points. Since ω
g
n
satisfy solvable linear loop equations, we can use Lemma 2.1, and find:
ωgnpz0, zIq “
ÿ
αPΓfix
Res
zÑα
´ 12
´ z
ιpzq ω
0
2pz0, ¨q
ω01pzq ´ ω01pιpzqq
´
Egnpz, ιpzq; zIq ` Q˜gnpz; zIq
¯
. (2.23)
The quadratic loop equations provide exactly the condition under which
Q˜gnpz;zIq
ω01pzq´ω01pιpzqq is regular at
ramification points. Therefore, this term does not contribute to the residue, and we find (2.19). l
There is a converse to Proposition 2.7:
Proposition 2.8 If ω01 and ω
0
2 satisfy piq-piiq of Definition 2.12, the topological recursion formula
(2.19) defines ωgn for stable n, g, which are elements of MnpUΓq, satisfying solvable linear loop equations
(i.e. pivq of Definition 2.12) and quadratic loop equations (Definition 2.13).
Proof. We first mention that the formula (2.19) has a diagrammatic representation [CEO06, EO07],
i.e. ωgn can be written as a sum over skeleton graphs of a Riemann surface of genus g with n punctures.
It is quite useful to prove elementary properties of the topological recursion. For instance, repeating
the diagrammatic proof of [EO09], one can show directly that, despite the special role played by z0
outwardly, Eqn. 2.19 does produce a symmetric n-form. Then, Sωgnp¨, zIq P H invΓ pV q follows from
(2.19) and the fact that SGpz, ¨q P H invΓ pV q, and solvability follow from Lemmate 2.1-2.2. To establish
the quadratic loop equations, we write thanks to Lemma 2.1:
ωgnpz, zIq “
ÿ
αPΓfix
Res
zÑα
∆zGpz, z0q
4
∆zωgnpz, zIq. (2.24)
And, comparing to the topological recursion formula (2.19), we find:ÿ
αPΓfix
Res
zÑα
1
2∆
zGpz, z0q
∆ω01pzq
´1
2
∆ω01pzqωgnpz, zIq ´ Egnpz, ιpzq; zIq
¯
“ 0, (2.25)
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where Egn defined in (2.18), and considering the limit when z0 approaches one of the ramification
points, this equation implies that Q˜gn defined in (2.17) has a zero at ramification points. Since it is
invariant under ι, this zero has even order. Since we already have proved linear loop equations, this
implies quadratic loop equations in their equivalent form noticed after Definition 2.13. l
We now come to properties of the topological recursion formula which were already identified in
[EO07]: behavior under variations of the initial data in § 2.6, and singular limits in § 2.8. We also give
definition in a minimal framework of numbers ωg0 (the free energies, in § 2.7), so that the formulas for
the variation of the initial data continue to hold.
2.6 Variations of initial data
Let Ω˚ be a cycle in UΓ, which lies outside a compact neighborhood of the ramification points. Assume
we are given an initial data consisting of Γ, ω01 P LΓpUq and ω02 P M2pUΓq so that Gpz, z0q “ ´
´ z
ω02
is a local Cauchy kernel. We call this data a spectral curve. Then, we can define ωgn by the topological
recursion formula (2.19).
In this paragraph, we discuss the effect of an infinitesimal variation of the spectral curve. More
specifically:
Definition 2.14 Let Ω˚ be a path in UΓ which lies outside a compact neighborhood of the ramification
points, and ΛΩ a germ of holomorphic function on Ω
˚. We consider a variation of the form:
δΩω
0
1pzq “ Ωpzq “
ˆ
Ω˚
ΛΩp¨qω02p¨, z, q, (2.26)
δΩω
0
2pz1, z2q “
ˆ
Ω˚
ΛΩp¨qω03p¨, z1, z2q. (2.27)
We call δΩ a WDVV-compatible variation.
The reason for this denomination will appear in (2.32) below. δΩ is a derivation on the space of
functionals of ω01 and ω
0
2 . Then, we can deduce:
Theorem 2.9 For any stable n, g:
δΩω
g
npz1, . . . , znq “
ˆ
Ω˚
ΛΩp¨qωgn`1p¨, z1, . . . , znq. (2.28)
This result has a nice diagrammatic interpretation, and the proof is identical to that in [EO07].
2.7 Definition of free energies
We define the stable free energies:
Definition 2.15 For any g ě 2, we define the number:
ωg0 “ F g “
1
2´ 2g
ÿ
αPΓfix
Res
zÑα ω
g
1pzq
´ˆ z
ω01
¯
, (2.29)
where o is an arbitrary base point and Γpole is the set of poles of ωg1 .
By integrating theorem 2.28, a straightforward computation shows:
Corollary 2.10 Eqn. (2.28) holds also for n “ 0 and any g ě 2. l
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If we have two 1-forms Ω and Ω1 defining variations δΩ and δΩ1 , the fact that stable ωgn do not have
poles in UΓ except at branchpoints imply that δΩδΩ1 “ δΩ1δΩ. Therefore, if we have a smooth family
of spectral curves depending on parameters ptiqi around some initial value pt0i qi, so that Bti can be
realized as δΩi satisfying (2.26)-(2.27), we may define unstable free energies as follows:
Definition 2.16 We define ω10 ” F 1 as the function of ptiqi modulo a constant, at least locally in the
neighborhood of pt0i qi such that:
BtiF 1 “
ˆ
zPΩ˚i
ΛΩpzqω11pzq. (2.30)
This definition makes sense because the derivative of the right-hand side with respect to tj is symmetric
by exchange of i and j, due to the fact that ω12 is a symmetric 2-form which is regular across Ωi˚ ˆΩj˚
since those paths remain away from the ramification points where ω12 has its poles. Similarly:
Definition 2.17 We define ω00 “ F 0 as the function of ptiqi modulo a quadratic form, at least locally
in the neighborhood of pt0i qi such that:
BtiBtjBtkF 0 “
ˆ
z1PΩ˚i
ΛΩpz1q
ˆ
z2PΩ˚j
ΛΩpz2q
ˆ
z3PΩ˚k
ΛΩkpz3qω03pz1, z2, z3q. (2.31)
Therefore, we conclude that (2.28) holds for any n, g ě 0 at least with Ω is equal to some Ωi. We can
compute from the residue formula:
BtiBtjBtkF 0 “
ÿ
αPΓfix
ΩipαqΩjpαqΩkpαq
2ρα
, (2.32)
where
Ωipαq “ Ωi
dξ
pαq, ω01pzq ´ ω01pιpzqq „
zÑα 2ρα ξpzqdξpzq, (2.33)
and ξ is a local coordinate near α so that ξpαq “ 0 and ξpιpzqq “ ´ξpzq. This representation of third
derivatives of F 0 as a sum of cubic terms is closely related to WDVV equations [Dub96]. Remark
that, according to those definitions, (2.28) holds for any n, g ě 0 such that pn, gq ‰ p0, 0q and p1, 0q.
2.8 Singular limits
A family of spectral curve parametrized by t Ps0, t0s is said singular at t “ 0 if ramification points
collide at t “ 0, or a singularity of ω01 collides with at least one ramification point at t “ 0. The
topological recursion formula usually diverges when tÑ 0, but we can control precisely how it diverges
in terms of the blow-up of the singularity. This blow-up curve contains only the singular ramification
points, i.e. those where a singularity arise in the limit t Ñ 0. In the topological recursion formula
(2.19), since the computation of residues in the topological recursion is a local operation, we find
that the contribution of the residues at non singular ramification points remains finite, and for the
computation of the residues at singular ramification points, we may replace ω01 and ω
0
2 by their blow-
up. Therefore, we find:
Proposition 2.11 Assume pω01qtpztq „ tα pω01q˚pζq and pω02qtpz1,t, z2,tq „ pω02q˚pζ1, ζ2q when t Ñ 0,
and zt, zi,t denote family of points approaching the point ζ, ζi in the blow-up curve. Then, for any
stable pn, gq:
pωgnqtpz1,t, . . . , zn,tq “ tαp2´2g´nq pωgnq˚pζ1, . . . , ζnq ` optαp2´2g´nqq. (2.34)
l
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2.9 Spectral curves with automorphisms
Eventually, we explain for spectral curves with symmetry, how the symmetry carries to the ωgn.
This remark has not appeared yet in the literature, and is noteworthy in recent applications of the
topological recursion to knot theory.
Let U be a domain and Γ be a subset of the connected components of BU . Let H be a subspace of
HΓpUq representable by residues, and G its local Cauchy kernel. In this paragraph, we imagine that
we have a finite degree, holomorphic map σ : U Ñ U such that σ|BU commutes with the involution ι
on Γ. If we assume furthermore that Γ avoids fixed points of σ, the quotient pi : U Ñ U{σ is smooth
in the vicinity of the image of Γ. For any f P H pUq, we define:
fσpxq “
ÿ
yPσ´1txu
fpyq. (2.35)
σ can be extended to a holomorphic (resp. anti-holomorphic) finite degree map, hence we have a
covering pi : UΓ Ñ UΓ{σ. If f P HΓpUq, then fσ P HpipΓqpU{σq, and the subspace Hσ is representable
by residues with local Cauchy kernel:
Gσpz0, zq “
ÿ
ζ0Pσ´1tz0u
Gpz0, zq. (2.36)
It is easy to see that:
Proposition 2.12 ω‚‚ satisfies linear loop equations (resp. solvable linear loop equations, and
quadratic loop equations) if and only if pω‚‚qσ satisfies linear loop equations (resp. solvable linear
loop equations, and quadratic loop equations).
In other words, the topological recursion commutes with the quotient operation, provided the quotient
is smooth near the ramification points.
3 Repulsive particles systems
Here we consider an important class of applications of the previous formalism.
3.1 The model
Let Γ0 be a union of arcs and open arcs in pC. We consider a N -point process in Γ0 with joint
distribution of the form:
d$pλ1, . . . , λN q “
ź
1ďiăjďN
|λi ´ λj |β
ź
1ďi,jďN
`
Rpλi, λjq
˘ρ{2 Nź
i“1
e´N Vpλiqdλi, (3.1)
ZN “
ˆ
pΓ0qN
d$pλ1, . . . , λN q. (3.2)
When β “ 2, it can be realized as the eigenvalue distribution of a random normal matrix M with
spectrum included in Γ0:
d$pMq “ dM e´NTrVpMq` ρ2 Tr lnRpMb1N ,1NbMq, (3.3)
where 1N is the identity matrix of size N ˆN . Although we borrow a probabilistic language, d$ can
be a signed or complex measure, and even a formal measure in this definition. By formal measure, we
mean that:
Vpxq “ 1
t
´x2
2
´ Upxq
¯
, Upxq “
ÿ
k
tk Ukpxq, (3.4)
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where tk are formal variables, and ZN or any expectation value with respect to d$ is considered as a
generating series in the formal variables tk. We have factored the distribution (3.1), because we will
later assume that Rpx, yq does not vanish for px, yq P Γ20. It is thus characterized by a repulsion at short
distance between two particles i and j, proportional to |λi´λj |β . We call V the potential, R the two-
point interaction, and β the Dyson index. We may assume without restriction that Rpx, yq “ Rpy, xq.
It was convenient to introduce a redundant, free parameter ρ in the model.
In the context of formal integrals, we shall review in Section 5 that this model describes the
statistical physics of self-avoiding loops on random lattices, i.e the general Op´ρq-loop model on
random maps [GK89]. For ρ “ ´1, it contains for instance the Ising model on faces of random
triangulations [Eyn06]. In the context of convergent integrals, such a model has also appeared in the
context of quantum entanglement [BN12], and in relation with dynamics of fluid interfaces [BDJ12].
We denote M “ diagpλ1, . . . , λN q, and
xfpMqy “ 1
ZN
ˆ
pΓ0qN
d$pλ1, . . . , λN q fpλ1, . . . , λN q. (3.5)
We are interested in computing the partition function ZN , and the connected correlators:
Wnpx1, . . . , xnq “
A nź
i“1
Tr
1
xi ´M
E
c
, (3.6)
where c stands for ”cumulant”. Equivalently,
Wnpx1, . . . , xnq ”
A nź
i“1
Tr
1
xi ´M
E
“
ÿ
J1 9Y¨¨¨ 9YJr“v1,nw
rź
i“1
W|Ji|
`pxjiqjiPJi˘. (3.7)
In the following, we assume that V, R and Γ0 are such that ZN exists and ZN ‰ 0. Then,
Wnpx1, . . . , xnq defines a holomorphic function in the domain pCzΓ0qn, and a priori, Wnpx1, . . . , xnq
has a discontinuity when one of the xi’s crosses Γ0.
3.2 Some results of potential theory
Preliminaries
In this paragraph, we focus on convergent integrals and assume Γ0 Ď R, and non-negative distribution
$pλ1, . . . , λN q. We use potential theory to prove useful technical results.
We denote P1pΓ0q (resp. P0pΓ0q) the convex set of probability measures (resp. signed measures
of total mass 0) on Γ0. Those sets are equipped with weak-* topology, which means that:
lim
nÑ8µn “ µ8 ðñ @f P C
0
b pΓ0q, lim
nÑ8
´ˆ
Γ0
dµnpxq fpxq
¯
“
ˆ
Γ0
dµ8pxq fpxq, (3.8)
where C0b pΓ0q denotes the space of bounded continuous functions on Γ0. We introduce the functional
E on P1pΓ0q:
Erµs “ ´
¨
Γ20
dµpxqdµpyq lnR0px, yq `
ˆ
Γ0
dµpxqVpxq, (3.9)
where R0px, yq “ |x ´ y|β{2
`
Rpx, yq˘ρ{2. Since lnR0 and V can have singularities, there might exist
probability measures for which it is infinite or left undefined. Let Γo0 “ tx P Γ0|Vpxq ă `8u, and let
a be an endpoint of Γo0.
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Definition 3.1 We say that pV, R0q defines a strongly confining interaction at a point a if there exist
M : Γo0 Ñ R˚` such that:
lnR0px, yq ďMpxq `Mpyq, lim inf
xÑa
`Vpxq ´ 2Mpxq˘ “ `8. (3.10)
We say that pV, R0q defines a strongly confining interaction if this is true for any endpoint a of Γo0.
Definition 3.2 We say that R0 defines a strictly convex interaction if, for any signed measure ν
such that νpΓ0q “ 0, ¨
Γ20
dνpxqdνpyq lnR0px, yq ď 0, (3.11)
with equality iff ν “ 0.
This implies in particular that PE1 pΓ0q “ tµ P P1pΓ0q, Erµs ă `8u is a convex set, on which E is
strictly convex. Besides,
Lemma 3.1 If R0 defines a strictly convex interaction, then for any complex measure ν such that
νpΓ0q “ 0, ¨
Γ20
dνpxq`dνpyq˘˚ lnR0px, yq ď 0. (3.12)
Proof. Since lnR0px, yq “ lnR0py, xq is real-valued by assumption, the left-hand side is real-valued.
Therefore:¨
Γ20
dνpxq`dνpyq˘˚ lnR0px, yq “ ¨
Γ20
“
Re dνpxqRe dνpyq ` Im dνpxq Im dνpyq‰ lnR0px, yq. (3.13)
Since Re dν and Im dν are signed measure with mass 0, (3.11) applies to each term. l
When pV, R0q defines a strongly confining interaction, we may adopt a slightly weaker definition
of strictly convex interaction, by restricting oneself to ν with support included in a compact of Γo0.
Examples of strictly convex interactions are given in Appendix A. They include R0px, yq “ |x ´ y|β ,
its trigonometric and elliptic analog.
Equilibrium measures
Our goal is to establish that, with help of the functional E for well-chosen potentials V and some extra
assumptions, one can define subspaces of HΓpUq which are representable by residues and normalized.
They will play an important role in the analysis of the 1{N expansion of Schwinger-Dyson equations.
We consider the following set of assumptions:
Hypothesis 3.3
piq pV, R0q is strongly confining ;
piiq R0 is a strictly convex interaction ;
piiiq V : Γo0 Ñ R is real-analytic ;
pivq lnR : pΓo0q2 Ñ R is real-analytic.
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Proposition 3.2 If Hypothesis 3.3 holds, then E admits a unique minimizer µeq P M1pΓ0q. It is
characterized by the existence of a constant C such that:
2
ˆ
Γ0
dµeqpyq lnR0px, yq ď Vpxq ` C, (3.14)
with equality µeq-almost everywhere. The support Γ of µeq is included in a compact of Γ
o
0, consists of
the disjoint union of segments pγjq1ďjďr, and has continuous density in Γ˚. Besides, if Γ˜0 “ Ťrj“1 γ˜j is
a disjoint union of segments so that γ˜j is a neighborhood of γj in Γ0, µeq is also the unique minimizer
of E on M1pΓ˜0q.
Proposition 3.3 If Hypothesis 3.3 holds, the random empirical measure 1N
řN
i“1 δλi whose distribu-
tion is induced by (3.1) converges almost surely and in expectation to µeq, and limNÑ8 1N2 lnZN “
´Erµeqs.
Proofs. These are classical results of potential theory in the case Rpx, yq ” 1 [ST97, Dei98, AGZ10],
that we actually do not state with optimal assumptions. The proof can easily be generalized to a
strictly convex interaction R0, since this assumption guarantees the uniqueness of a minimizer of E .
See e.g. [GV12] for some details when Rpx, yq ‰ 1. l
The assumption piq on strong confinement was chosen to simplify the presentation. The same
conclusion holds if it is weakened so as to keep the support compact. The case of non-compact
supports is interesting but beyond the scope of this article, see e.g. [Har12] for potential-theoretic
results for R ” 1. The assumption piiq on strictly convex interactions is a convenient framework
under which existence and unicity of the equilibrium measure is guaranteed, but might be relaxed if
the latter can be established by other means. The assumptions piiiq and pivq about analyticity of V
and lnR are only used to ensure that Γ is a finite union of segments, as can be observed on (3.86)
below. Within the present Section 3.2, we may replace them by requiring directly that Γ is a finite
union of segments.
Stieltjes transform and analytical continuation
A complex measure (a fortiori a probability measure) µ on Γ0 can be characterized by its Stieltjes
transform:
ωpxq “
´ˆ
Γ0
dµpyq
x´ y
¯
dx. (3.15)
ωpxq is a holomorphic 1-form in pCzsuppµ, which behaves as ωpxq „ dxx when x Ñ 8 away from
suppµ. Equivalently, for any x P Γ0, we have in the sense of distributions:
2ipi dµpxq “ ωpx´ i0q ´ ωpx` i0q. (3.16)
In particular, ωpxq is discontinuous at any interior point of suppµ.
The singular integral equation satisfied by the equilibrium measure (3.14) can be rewritten in
terms of its Stieltjes transform ωeq:
@x P Γ˚, ωeqpx` i0q ` ωeqpx´ i0q ` 2ρ
β
1
2ipi
˛
Γ
dx lnRpx, yqωeqpyq “ dVpxq. (3.17)
Given that lnRpx, yq is holomorphic in a neighborhood of Γ2, the last term in the left-hand side is a
holomorphic 1-form in x in a neighborhood of Γ.
CzΓ (resp. pCzΓ) defines a domain U (resp. pU) in the sense of § 2.1, and we now use extensively
the notations of Section 2. The coordinate x defines a function x : pUΓ Ñ pC which is ι-invariant.
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In general, we identify a function (or a 1-form f) defined on pCzΓ and its pullback x˚f , which is a
function (or a 1-form) defined on U Ď UΓ. The assumption piiiq (resp. pivq) allows to define V (resp.
lnR) as a ι-invariant holomorphic function on V (resp. in V 2). Therefore, the functional equation
(3.17) shows that ωeq P HΓpUq (see Definition 2.3) and defines a 1-form ωeq P M pUΓq, which satisfies:
@z P V, ωeqpzq ` ωeqpιpzqq ` 2ρ
β
Oωeqpzq “ dVpzq, (3.18)
where6 we have introduced an operator O : M ˚pV q Ñ H invΓ pV q by:
Ofpzq “ 1
2ipi
˛
Γ
dz lnRpz, ζq fpζq. (3.19)
As a consequence of Proposition 3.3:
Corollary 3.4
lim
NÑ8
W1pxq
N
“ ωeqpxq
dx
(3.20)
and the convergence is uniform for x in any compact of CzΓ0. l
For generic V, the 1-form ω01 “ ωeq P LΓpUq will be off-critical, in the sense of Definition 2.10.
Regularity and fixed filling fractions
The filling fractions are the partial masses of µeq on the connected components of the support:
j˚ “ µeqpγjq. Notice that
řr
j“1 j˚ “ 1. We would like to study variations of µeq with respect to the
potential, and when r ě 2, with respect to filling fractions as well. If we vary the potential, the filling
fractions will change. We also prefer to disentangle those variations.
Let γ˜j be a neighborhood of γj in Γ, and set Γ˜ “ šrj“1 γ˜j . Let h : Γ˜ Ñ R be a real-analytic
function on Γ˜. Let σ be the simplex t P pRˆ`qr, řrj“1 j “ 1u. If  P σ, we denote PpΓ˜q the set
of probability measures µ on Γ˜ so that µrγ˜js “ j for any j P v1, rw. Restricted to this convex set,
the strictly convex functional Erµs has a unique minimizer, that we denote momentarily µeqrV, s. We
believe that, for generic V and  generic, the equilibrium measure is C1 with respect to potential and
filling fractions. Since we do not have an explicit formula to describe the equilibrium measure, a proof
would involve more functional analysis, so we only present this proposal as a conjecture:
Conjecture 3.5 If Hypothesis 3.3 holds, for V and  generic, there exists a linear map µ1eqrV, s,
defined over triples ph, δ, fq consisting of an admissible function h : Γ˜ Ñ R, a vector δ P Rr so thatřr
j“1 δj, and a bounded continuous function f : Γ˜ Ñ R, so that:
µ1eqrV, s ¨ ph, δ, fq “ lim
tÑ0
1
t
ˆ
Γ˜
fpxqdµeqrV ` th, ` tδspxq (3.21)
By linearity, µ1eqrV, s can be extended to complex-valued h whose real and imaginary part are ad-
missible, and complex valued f . The difficult point in Conjecture 3.5 is to justify differentiability
of µeqrV ` th,  ` tδs and regularity of the support ΓrV, s when t is small enough. Then, we can
differentiate the relations:
@x P Γ˚rV, s
ˆ
2Bx lnR0px, yqdµeqrV, spyq “ V 1pxq (3.22)
@j P v1, rw
ˆ
Γ˜j
dµeqrV, spyq “ j (3.23)
6For the definition to make sense, we restricted ourselves to a subspace M˚pV q of M pV q consisting of 1-forms which
do not have poles on Γext. Since Γext is a floating contour, this means that we require poles in
šr
j“1 Vj only arise in the
complement of a neighborhood of Γ. This technicality is not important, except in the proof of Proposition 3.8 where it
will be pointed out, so the reader may also consider that M˚ « M .
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to find the functional equation for µ1eq:
@x P Γ˚rV, s µ1eqrV, s ¨ p2 Bx lnR0px, ‚q, δ, hq “ h1pxq
@j P v1, rw µ1eqrV, s ¨ p1γj , δ, hq “ δj (3.24)
We also give two useful results relating µ1eq to the second derivative of the energy functional:
Lemma 3.6 If Conjecture 3.5 holds, we have, for any admissible f :
µ1eqrV, s ¨ ph, 0, fq “ µ1eqrV, s ¨ pf, 0, hq “ B
2
BtBs
ˇˇˇ
t“0
s“0
E“µeqrV ` th` sf, s‰ (3.25)
Proof. Let us define:
F pt, sq “ ErµeqrV ` th` sf, s
‰
(3.26)
We have:
F pt, sq “ ´
¨
Γ20
dµeqrV ` th` sf, spxqdµeqrV ` th` sf, spyq lnR0px, yq
`
ˆ
Γ0
dµeqrV ` th` sf, spxq pV ` th` sfqpxq (3.27)
and if Conjecture 3.5 holds, we can differentiate for pt, sq small enough:
BtF pt, sq “ “ µ1eqrV ` th` sf, s
´
h, 0, V ´ 2
ˆ
Γ0
dµeqrV ` th` sf, spyq ln | ‚ ´y|
¯
`
ˆ
Γ0
dµeqrV ` th` sf, spxqhpxq
“
ˆ
Γ0
dµeqrV ` th` sf, spxqhpxq (3.28)
because of the characterization of µeq. Similarly, we can compute BsF pt, sq. The answer is C1, hence
F is C2 near p0, 0q. In particular, we find:
Bs“0Bt“0F pt, sq “ µ1eqrV spf, 0, hq “ Bt“0Bs“0F pt, sq “ µ1eqrV sph, 0, fq. (3.29)
l.
1st kind differentials
When r ě 2, we introduce the basis of 1st kind differentials as the Stieltjes transform of variations of
µeq with respect to filling fractions.
Definition 3.4 If we let pe1, . . . , erq the canonical basis of Rr, we define the holomorphic 1-forms
phiq1ďiďr´1 by:
hipxq “ µ1eqrV, s ¨ p0, ei ´ er, wxqdx, wxpξq “ 1x´ ξ (3.30)
It is uniquely characterized by the functional relation:
@x P Γ˚,
ˆ
2hipyq Bx lnR0px, yq “ 0 (3.31)
The functional equation deduced from (3.24) allows to upgrade hi to a holomorphic 1-form on pUΓ,
such that:
@z P V, hipzq ` hipιpzqq ` 2ρ
β
Ohipzq “ 0, (3.32)
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and:
@pi, jq P v1, r ´ 1w ˆ v1, rw, 1
2ipi
˛
γextj
hi “ δj,i ´ δj,r. (3.33)
Notice that the cycle
řr´1
j“1 γextj is homologically equivalent in pUΓ to ´γextr .
Fundamental 2-form of the 2nd kind and local Cauchy kernel
Definition 3.5 A fundamental 2-form of the 2nd kind is a meromorphic 2-form in pz0, zq P pUΓ,
denoted Bpz0, zq, such that:
‚ Bpz0, zq “ Bpz, z0q.
‚ The only singularity of Bpz0, zq is a double pole at z “ z0 with leading coefficient 1 and without
residue.
‚ It satisfies the functional equation, for any z0 P U and z P V :
Bpz0, zq `Bpz0, ιpzqq ` 2ρ
β
OzBpz0, zq “ dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.34)
We say it is normalized on pγjqj if, for any j P v1, rw,
¸
γextj
Bpz0, ¨q “ 0.
Lemma 3.7 Gpz0, zq “ ´
´ z
Bpz0, ¨q is a local Cauchy kernel, which satisfies, for all z P U and
z0 P V :
Sz0Gpz0, zq ` 2ρ
β
Oz0Gpz0, zq “ dxpz0q
xpz0q ´ xpzq ` constant. (3.35)
Proof. It follows from the description of the singularities of Bpz0, zq, and the functional equation for
Bpz0, zq “ Bpz, z0q with respect to the variable z0. l
Proposition 3.8 If Hypothesis 3.3 and Conjecture 3.5 hold, there exists a fundamental 2-form of the
2nd kind (it will be proved to be unique in Corollary 3.12).
Proof. Let x0 P CzΓ. Thanks to Conjecture 3.5, we can compute the variation of the equilibrium
measure with respect to the function wx0 “ 1x´x0 , and then its Stieltjes transform, i.e. we define, for
x P CzΓ:
B˜px0, xq “ µ1eqrV, s ¨ pwx0 , 0, wxqdx0dx (3.36)
By Lemma (3.6), we deduce that B˜px0, xq “ B˜px, x0q. By construction in (3.36), B˜px0, ¨q is a holo-
morphic 1-form on CzΓ, and even on pCzΓ since µ1eq,gx0 and µ1eq,hx0 have zero total mass. This implies
by symmetry that B˜ is a holomorphic 2-form in ppCzΓq2. The characterization (3.34) becomes, in
terms of Stieltjes transform: for any x0 P CzΓ and x P Γ˚,
B˜px0, x` i0q ` B˜px0, x´ i0q ` 2ρ
β
OxB˜px0, xq “ ´ dx0 dxpx´ x0q2 . (3.37)
By previous arguments, it can be upgraded to a meromorphic 1-form B˜pz0, zq for pz0, zq P pU ˆ pUΓ,
which satisfies, for any pz0, zq P U ˆ V :
SzB˜pz0, zq ` 2ρ
β
OzB˜pz0, zq “ ´ dxpzqdxpz0qpxpz0q ´ xpzqq2 . (3.38)
where Oz denotes the operator defined in (3.19), acting on the variable z.
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The candidate for the fundamental 2-form of the 2nd kind is:
Bpz0, zq “ B˜pz0, zq ` dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.39)
Since the last term added in (3.39) is holomorphic in a neighborhood of Γ and ι-invariant, it is
annihilated by Oz and we deduce from (3.38), for any pz0, zq P U ˆ V :
SzBpz0, zq ` 2ρ
β
OzBpz0, zq “ dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.40)
By construction from (3.24), the periods when z goes around γextj must vanish. It remains to show
that Bpz0, zq can be extended to pU2Γ and to describe its singularities. If z0 P Uj , we may move the
contour Γext in Oz so as to surround z0. Taking into account the double pole of Bpz0, zq at z “ z0,
coming from the last term added in (3.39), we find:
OzBpz0, zq “ ´dzdz0 lnRpz, z0q `
˛
ΓextYtz0u
dz lnRpz, ζqBpz0, ζq. (3.41)
Thus, we can analytically continue Bpz0, zq to z0 P U 1j with the formula:
SzBpz0, zq ` 2ρ
β
OzBpz0, zq “ dxpz0qdxpzqpxpz0q ´ xpzqq2 ` dz0dz lnRpz0, zq. (3.42)
In this way, we have defined Bpz, z0q as a meromorphic 2-form in pz, z0q P pU2Γ. Since Bpz, z0q “ Bpz0, zq
for pz, z0q P pU2, the symmetry must hold for pz, z0q P pU2Γ. We already know that the only singularity
of Bpz0, zq when z P pU is a double pole at z “ z0 with leading coefficient 1 and without residue.
Remind that in pUΓ, Vj can be described as the gluing along γj of Uj and U 1j (see Fig. 1). Let z0 P pU ,
and consider z P U 1j . Using (3.40), we find:
Bpz0, zq “ ´Bpz0, ιpzqq ´OzBpz0, zq ` dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.43)
Since OzBpz0, zq is regular when z P Vj , the only other singularity of Bpz0, zq could be a double pole
at z “ ιjpz0q, but it does not occur since the first term in the right-hand side has leading coefficient
´1 at z “ ιjpz0q, while the last term has leading coefficient 1 and both have no residue. The last case
to study is z0 P U 1j0 and z P U 1j , for which we can use (3.42) to write:
Bpz0, zq “ ´Bpz0, ιpzqq ´OzBpz0, zq ` dz0dz lnRpz0, zq ` dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.44)
Since ιpzq P U and z0 P U 1j0 , we deduce by using symmetry and the property we just proved that the
first term in the right-hand side is regular. The only singularity of the right-hand side comes from
the last term, and is a double pole at z “ z0 with leading coefficient 1 and no residue, so the proof is
complete. l
3.3 Representation by residues
The inhomogeneous linear equations of the form:
@z P V, Sfpzq ` 2ρ
β
Ofpzq “ T pzq, (3.45)
where T P H invΓ , plays a key role in our construction. This equation was closely related to a saddle point
condition for the functional E . An easy particular solution of (3.45) is T pzq{2, and f˘pzq “ fpzq´T pzq{2
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now solves the homogeneous linear equation, i.e. with vanishing right-hand side. Therefore, we would
like to describe the subspace H of HΓppUq consisting of 1-forms f satisfying:
@z P V, Sfpzq ` 2ρ
β
Ofpzq “ 0. (3.46)
Proposition 3.9 If Hypothesis 3.3 holds, H is representable by residues, with local Cauchy kernel
Gpz0, zq defined in Lemma 3.7.
Proof. For any f P H, consider the 1-form:
f˜pz0q “
ÿ
αPΓfix
Res
zÑα
´
´
ˆ z
Bpz0, zq
¯
fpzq “
ÿ
αPΓfix
Res
zÑα
´
´
ˆ z
B˘pz0, zq
¯
fpzq. (3.47)
Since Sfpzq is regular at the ramification points, we could replace Bpz0, zq by:
B˘pz0, zq “ Bpz0, zq ´ 1
2
dxpz0qdxpzq
pxpz0q ´ xpzqq2 (3.48)
without affecting the residues. By construction, B˘pz0, zq satisfies the homogeneous linear equation
with respect to its variable z. Hence, f˜ P H, and since Gpz0, zq is a local Cauchy kernel, f˜´f P H pUΓq.
l
When the support Γ consists of r ě 2 segments, we cannot hope H to be normalized. Indeed, we have
1-forms of the 1st kind, which are non-zero holomorphic elements of H. However, we claim:
Lemma 3.10 Assume R0 is a strictly convex interaction. Let f P H ppUΓq X H such that, for any
j P v1, rw, ¸
γj
f “ 0. Then f ” 0.
This leads us to introduce:
H0 “
!
f P H, @j P v1, rw,
˛
γextj
f “ 0
)
. (3.49)
Corollary 3.11 If Hypothesis 3.3 holds, H0 is normalized, and H “ spanph1, . . . , hr´1q ‘H0.
Eventually, we may give an alternative characterization of the Cauchy kernel adapted to the subspace
H.
Corollary 3.12 If Hypothesis 3.3 holds, there is a unique fundamental 2-form of the 2nd kind nor-
malized on pγjqj in the sense of Definition 3.5.
Proof of Lemma 3.10. Let f P H ppUΓq XH. It can be represented as the Stieltjes transform of a
complex measure supported on Γ, namely dνf pxq “ 12ipi
`
fpx´ i0q ´ fpx` i0q˘ if we identify f to an
element of H ppCzΓq. Integrating (3.46) with respect to x and rewriting in terms of ν, we obtain
@x P Γ, β
ˆ
Γ
dνf pξq
`
2 ln |x´ ξ| ` 2ρ
β
lnRpx, ξq˘ “ Cj (3.50)
for some constant Cj . Let us integrate this relation against the complex conjugate of dνf pxq over γj ,
and sum over j. We find:
¨
Γ2
pdνf pxqq˚dνf pξq
`
2 ln |x´ ξ| ` 2ρ
β
lnRpx, ξq˘ “ rÿ
j“1
Cj
´ˆ
γj
dνf pxq
¯˚
, (3.51)
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and notice that
´
γj
dνf pxq “ 12ipi
¸
γextj
f . Hence, assuming that f has vanishing periods around γj
imply that νf pγjq “ 0, and a fortiori νf pΓ0q “ 0. By strict convexity (see Lemma 3.1), we deduce
that νf ” 0, hence f P H invΓ . Thus, Ofpzq ” 0 and (3.46) implies f ” 0. l
Proof of Corollary 3.11. Notice that the cycle
řr
j“1 γextj of pU is homologically equivalent to
the trivial cycle (we may contract it through the 8 point). Hence, the 1st kind differentials are
linearly dependant:
řr
j“1 hj “ 0, but pr ´ 1q of them are independent. For any ω P H, if we denote
j “ 12ipi
¸
γj
ω, we have pω ´řrj“1 jhjq P H0. l
Proof of Corollary 3.12. If B1 and B2 are two such 2-forms, B1pz, z0q ´B2pz, z0q satisfies the ho-
mogeneous equation (3.46) with respect to z, has vanishing periods around the γj , and is holomorphic
in pU . According to Lemma 3.10, we must have B1 ” B2. l
3.4 Schwinger-Dyson equations
Schwinger-Dyson equations can be derived by integration by parts, or change of variables in the
integrals. They are exact for any finite N and do not depend on the contour Γ0. To simplify the
exposition, we assume that there is no boundary terms. It happens for instance when Γ0 is a union of
arcs, and the interactions are strongly confining at the endpoints of Γ0 in the sense of Definition 3.1.
It would not be difficult to include effects of boundaries in the equations below, and our conclusion
would hold the same (in the case R ” 1, see for instance [Che06]).
Lemma 3.13 For any x, x2, . . . , xn in CzΓ0:
´
´
1´ 2
β
¯A
Tr
1
px´Mq2
ź
iPI
Tr
1
xi ´M
E
c
`
A´
Tr
1
x´M
¯2 ź
iPI
Tr
1
xi ´M
E
c
(3.52)
`
ÿ
JĎI
A
Tr
1
x´M
ź
jPJ
Tr
1
xj ´M
E
c
A
Tr
1
x´M
ź
j1PIzJ
Tr
1
xj1 ´M
E
c
´ 2
β
A
Tr
N V 1pMq
x´M
ź
iPI
Tr
1
xi ´M
E
c
` 2
β
ÿ
iPI
A
Tr
1
px´Mqpxi ´Mq2
ź
jPIztiu
Tr
1
xj ´M
E
c
`2ρ
β
A´
Tr
pB1 lnRqpM b 1N ,1N bMq
x´M
¯ź
iPI
Tr
1
xi ´M
E
c
“ 0.
Sketch of proof. Eqn. 3.52 for n “ 1 is obtained by performing the infinitesimal change of variable
λi Ñ λi ` εx´λi ` Op2q in the integral ZN (which is invariant since we assumed the absence of
boundary terms). Eqn. 3.52 for n ě 2 is then deduced by writing the equation for n “ 1 but for a new
potential Vpλq `řiPI εixi´λ for i P I, and collecting the terms of order śiPI εi. All these steps can be
justified both for formal integrals, and case by case for convergent integrals. For instance, in the case
of convergent integrals over Γ0 “ R, we may use, for any smooth function h : R Ñ R going to 0 at
˘8 and with bounded derivative, the change of variable λi Ñ λi ` ε hpλiq, which is well defined for
ε small enough. And then, we specialize to hpλq “ Re 1x´λ and Im 1x´λ for a given x P Γ0. l
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When we assume lnR analytic in a neighborhood of Γ20, we can rewrite Eqn. 3.52 completely in terms
of the correlators, with contour integrals around Γ0.´
1´ 2
β
¯
BxWnpx, xIq `Wn`1px, x, xIq `
ÿ
J
W|J|`1px, xJqWn´|J|px, xIzJq (3.53)
´ 2
β
˛
Γ0
dξ
2ipi
N V 1pξqWnpξ, xIq
x´ ξ `
2
β
ÿ
iPI
˛
Γ0
dξ
2ipi
Wn´1pξ, xIztiuq
px´ ξqpxi ´ ξq2
`2ρ
β
˛
Γ20
dξ dη
p2ipiq2
pBξ lnRqpξ, ηq
x´ ξ
´
Wn`1pξ, η, xIq `
ÿ
JĎI
W|J|`1pξ, xJqWn´|J|pη, xIzJq
¯
“ 0.
We call n the rank of the equation.
3.5 Topological expansion of the correlators and loop equations
Definition 3.6 The correlators have a large N expansion of topological type if, for any n ě 1,
Wnpx1, . . . , xnq “
ÿ
gě0
N2´2g´nWhn px1, . . . , xnq, (3.54)
where W gnpx1, . . . , xnqdx1 ¨ ¨ ¨ dxn is an element of H ppUq independent of N , and the meaning of
the right-hand side is either a formal series, or an asymptotic series with uniform convergence for
x1, . . . , xn in compact subsets of pU “ pCzΓ.
The goal of this article is not to discuss general conditions which guarantee the existence of such
an expansion. For formal integrals, Wn is by construction defined as a formal power series, with a
1{N behavior of the form (3.54), see Section 5. For convergent integrals, with Hypotheses 3.3 and the
assumption that V is off-critical, (3.54) would have to be justified. It is expected to hold in two cases:
‚ when the support Γ is connected (r “ 1).
‚ when Γ consists of r segments, but in a model with fixed filling fractions.
It is clear from the Schwinger-Dyson equations that (3.54) is possible only for β “ 2, otherwise
one would find all powers of 1{N in the expansion. In the multi-cut case, we do not expect a 1{N
expansion, but rather (3.54) where the coefficients Whn are bounded but featuring fast modulations
with N , and the heuristic argument of [Eyn09a] for hermitian matrix models can easily be adapted
to describe precisely those coefficients for general systems of repulsive particles.
We would like in the present section to forget about Hypotheses 3.3, and we shall rather be working
with:
Hypothesis 3.7
piq β “ 2 ;
piiq Γ “ Ťrj“1 γj and γj are disjoint bounded intervals of R ;
piiiq V is analytic in a neighborhood of Γ ;
pivq lnR is real-analytic in a neighborhood of Γ2 ;
pvq The correlators have a large N expansion of topological type ;
pviq W 01 is discontinuous at any interior point of Γ.
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pviiq ω01pxq “W 01 pxqdx is an off-critical 1-form.
We may wish to add a stronger condition at some point, so we introduce as well:
Hypothesis 3.8 piq ´ pviiq of Hypothesis 3.7, and
pviiiq R0px, yq “ |x´ y|
`
Rpx, yq˘ρ{2 is a strictly convex interaction.
piq is mandatory if we want to restrict ourselves to expansions of topological type, and not general
1{N expansions. piiq ´ pivq is implied by piq, piiq and pivq of Hypothesis 3.3. pvi ´ viiq amounts to
saying that the density of µeq remains positive on the interior of Γ and behaves as a squareroot at
the edges, and is satisfied for generic potentials. pviiq in Hypothesis 3.8 is piiiq of Hypothesis 3.3: it
is a convenient framework to analyze the question of uniqueness of solutions of (3.46), i.e. to prove
that H0 is normalized. It can be relaxed if one can show normalization by other means. It is useful
even in the context of formal integrals, but it is a technical assumption that one would like to relax
in some applications, for instance, in the Op´ρq-model (i.e. Rpx, yq “ px ` yq) with |ρ| ą 2 [EK96].
Eventually, pvq includes the assumption that the leading order of W2 (denoted W 02 ) exists, and given
that, we do not need to assume Conjecture 3.5.
Proposition 3.14 Let us assume Hypothesis 3.7, and define ωgn P HnpUq by the formulas:
ωgnpz1, . . . , znq “W gnpxpz1q, . . . , xpznqqdxpz1q ¨ ¨ ¨dxpznq ` δn,2δg,0 dxpz1qdxpz2qpxpz1q ´ xpz2qq2 . (3.55)
Then, ω‚‚ satisfies linear and quadratic loop equations. More precisely, they satisfy, for any n, g, any
zI “ pz2, . . . , znq P Un´1,
@z P V, Szωgnpz, zIq ` ρOzωgnpz, zIq “ δg,0
´
δn,1dVpzq ` δn,2 dxpzqdxpz2qpxpzq ´ xpz2qq2
¯
. (3.56)
This proposition is proved below in § 3.7. In other words, ωgn P Hn, where H is the subspace of M pUΓq
consisting of 1-forms f satisfying:
@z P V, Sfpzq ` ρOfpzq “ 0, (3.57)
and Hn is its n-variable analog. We insist on the following intermediate result:
Porism 3.15 ω02pz0, zq is a fundamental 2-form of the 2nd kind, Gpz0, zq “ ´
´ z
ω02pz0, zq is a local
Cauchy kernel, and H is representable by residues. l
Those two results hold without assumptions about unicity of solutions of (3.46), and we prove them
in Section 3.7 below. Then, it shows that the topological recursion formula holds in all models of the
form (3.1):
Corollary 3.16 Let us assume Hypothesis 3.8 and for any stable n, g and any j P v1, rw,¸
γj
ωgnp¨, zIq “ 0. Then, stable ωgn can be computed by the topological recursion:
ωgnpz0, zIq “
ÿ
αPΓfix
Res
zÑα Kpz0, zq
´
ωg´1n`1pz, ιpzq, zIq `
ÿ
JĎI, 0ďhďg
pJ,hq‰pH,0q,pI,gq
ωh|J|`1pz, zJqωg´hn´|J|pιpzq, zIzJq
¯
,
where the recursion kernel is:
Kpz0, zq “
´ 12
´ z
ιpzq ω
0
2pz0, ¨q
ω01pzq ´ ω01pιpzqq
. (3.58)
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Proof. Since R0 is a strictly convex interaction, we deduce as in the proof of Corollary 3.11 that the
subspace:
H0 “
 
f P H @j P v1, rw,
˛
γextj
f “ 0( (3.59)
is normalized. If the stable ωgn have vanishing periods around γ
ext
j , they belong to pH0qn, which means
that the linear loop equations are solvable. Thus, we can apply Proposition 2.7. l
In Corollary 3.15, if the stable ωgnpz0, zIq had non-vanishing periods when z0 goes around γextj , it
could be computed by the residue formula (yielding an element of H0q shifted by a linear combination
(with coefficients depending on zI) of 1
st kind differentials introduced in § 3.2, so as to achieve the
correct periods in z0. Within the Hypothesis 3.8, it is thus clear, by recursion, that the knowledge of
all periods of ωgn allows to determine it uniquely and explicitly.
3.6 Topological expansion of the partition function
One can also have access to derivatives of the partition function ZN with respect to any parameters
of the potential. The partition function itself may have a prefactor which does not depend on pertur-
bations of the potential V Ñ V ` tϕ where ϕ is real-analytic on Γ and t is small enough, but depends
on N , so that lnZN ”W0 does not necessary has an expansion of topological type.
Proposition 3.17 With the assumptions of Corollary 3.16,
W0 “ F “ CN `
ÿ
gě0
N2´2g F g (3.60)
where, for any g ě 2,
F g “ 1
2´ 2g
ÿ
αPΓfix
Res
zÑα ω
g
1pzq
´ˆ z
ω01
¯
, (3.61)
which does not depend on the choice of primitive for ω01, and CN does not depend on real-analytic
perturbations of V.
We refer to § 2.7 for the discussion about F 0 and F 1. We do not address here the computation of the
constant CN which depends on the applications. For applications to topological string theories and
for having some symmetry properties, the computation of this constant has been fixed explicitly for
example in [BS11, BHL`13].
Proof. One has to check that the derivative of both sides match, with respect to the parameter t
shifting the potential to Vt “ V ` tϕ, where ϕ is a real-analytic function on Γ0. If the model with
potential V satisfies the assumptions of Corollary 3.16, so does the model with potential Vt for t small
enough. We know from first principles:
BtF “ ´
˛
Γ0
dξ
2ipi
ϕpξqW1pξq, (3.62)
BtW1pxq “ ´
˛
Γ0
dξ
2ipi
ϕpξqW2pξ, xq, (3.63)
BtW2px1, x2q “ ´
˛
Γ0
dξ
2ipi
ϕpξqW3pξ, x1, x2q. (3.64)
If we plug the topological expansion for W1 in (3.62), we find that BtF has an expansion of topological
type:
BtF “
ÿ
gě0
N2´2g
´
´
˛
Γ0
dξ
2ipi
W g1 pξq
¯
. (3.65)
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Besides, if we consider only the leading term of (3.63)-(3.64) when N is large, we deduce:
Btω01pzq “ ´ 12ipi
˛
Γext
ϕpξqω02pξ, zq, (3.66)
Btω02pz1, z2q “ ´ 12ipi
˛
Γext
ϕpξqω03pξ, z1, z2q. (3.67)
Hence, Bt is a WDVV-compatible variation in the sense of Definition 2.14. Then, Corollary 2.10 tells
us, for any g ě 2:
BtF g “
˛
Γext
dξ
2ipi
ϕpξqωg1pξq. (3.68)
We thus identify, for any g ě 2, the N2´2g term in (3.65) with (3.68). l
3.7 Proof of Proposition 3.14
We first work with functions on CzΓ rather than with 1-forms on the domain U . For any holomorphic
function f defined in a neighborhood of Γ in CzΓ, we define the function:
Ofpxq “ 1
2ipi
˛
Γ
pBx lnRpx, ξqqfpξqdξ, (3.69)
which is holomorphic in a neighborhood of Γ, and:
∆fpxq “ fpx` i0q ´ fpx´ i0q, Sfpxq “ fpx` i0q ` fpx´ i0q, (3.70)
which are defined for x P Γ. We are going to prove, by recursion on χgn “ 2g ´ 2` n ě ´1:
Lemma 3.18 For any x P Γ˚, any xI “ px2, . . . , xnq P pCzΓqn´1,
SxW gnpx, xIq ` ρOxW gnpx, xIq “ δg,0
´
δn,1V 1pxq ` δn,2px´ x2q2
¯
, (3.71)
where the superscript x stresses that S and O acts on the variable x.
Proof of the lemma. At level χ “ ´1, we just have pn, gq “ p1, 0q. The rank 1 Schwinger-Dyson
equation to leading order in N gives:`
W 01 pxq
˘2 ` 1
2ipi
˛
Γ
dξ
x´ ξ
`
ρOW 01 pξq ´ V 1pξq
˘
W 01 pξq “ 0. (3.72)
If we take the discontinuity of this equation at x P Γ˚ (i.e. specialize to x˘ i0 and substract), we find:
∆W 01 pxq
`SW 01 pxq ` ρOW 01 pxq ´ V 1pxq˘ “ 0. (3.73)
Thanks to pviq, we arrive to:
@x P Γ˚, SW 01 pxq ` ρOW 01 pxq “ V 1pxq. (3.74)
At level χ “ 0, we have pn, gq “ p2, 0q. The rank 2 Schwinger-Dyson equation to leading order in N
gives:
2W 02 px, x2qW 01 pxq ` 12ipi
˛
Γ
dξ
x´ ξ
W 01 pξq
pξ ´ x2q2 (3.75)
` 1
2ipi
˛
Γ
dξ
x´ ξ
”`
ρOW 01 pξq ´ V 1pξq
˘
W 02 pξ, x2q ` ρW 01 pξqOξW 02 pξ, xq
ı
“ 0.
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We compute its discontinuity at x P Γ˚:
∆xW 02 px, x2q
”
SW 01 pxq ` ρOW 01 pxq ´ V 1pxq
ı
(3.76)
`∆W 01 pxq
”
SxW2px, x2q ` ρOxW 02 px, x2q ` 1px´ x2q2
ı
“ 0. (3.77)
The first line vanishes since we already showed (3.74), and thanks to pviq, we find:
SxW 02 px, x2q ` ρOxW 02 px, x2q “ ´ 1px´ x2q2 . (3.78)
Then, let χ ě 1, let us assume that (3.71) holds for all n1, g1 such that χg1n1 ą χ, and let n, g such that
χgn “ χ. We collect the term of order N2g´1`n in the rank n Schwinger-Dyson equation:
W g´1n`1px, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1px, xJqW g´hn´|J|px, xIzJq (3.79)
` ρ
2ipi
˛
Γ
dξ
x´ ξ
´
Oξ,2W g´1n`1pξ, ξ, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1pξ, xJqOξW g´hn´|J|pξ, xIzJq
¯
` 1
2ipi
˛
Γ
dξ
x´ ξ
´
´ V 1pξqW gnpξ, xIq `
ÿ
iPI
W gn´1pξ, xIztiuq
pξ ´ xiq2
¯
“ 0,
where Ox,i means that O acts on the ith variable only of the function to its right. We organize the
computation of the discontinuity of this equation as follows:
∆x,1
“Sx,2W g´1n`1px, x, xIq ` ρOx,2W g´1n`1px, x, xIq‰ (3.80)
`
2ÿ
JĎI, 0ďhďg
∆xWh|J|`1px, xJq
“SxW g´hn´|J|px, xIzJq ` ρOxW g´hn´|J|px, xIzJq‰
`
ÿ
iPI
∆xW gn´1px, xIztiuq
”
SxW 02 px, xiq ` ρOxW 02 px, xiq ` 1px´ x2q2
ı
`∆xW gnpx, xIq
“SW 01 pxq ` ρOW 01 pxq ´ V 1pxq‰
`∆W 01 pxq
“SxW gnpx, xIq ` ρOxW gnpx, xIq‰ “ 0,
In the third line,
ř2
means that we excluded the temrs pJ, hq “ pH, 0q, pI, gq and pIztiu, gq from the
sum. According to the recursion hypothesis, the brackets in the first four lines vanish, with a word of
caution for the first line when pn, gq “ p1, 1q. In this case, we may rewrite:
∆x,1
“Sx,2W 02 px, xq ` ρOx,2W 02 px, xq‰ (3.81)
“ lim
yÑx∆
y
“SxW 02 py, xq ` ρOxW 02 py, xq‰
“ lim
yÑx∆
y
”
SxW 02 py, xq ` ρOxW 02 py, xq ` 1px´ yq2
ı
, (3.82)
which indeed vanishes since we already proved (3.78). Only the last line of (3.7) remains, and thanks
to pviq:
@x P Γ˚, SxW gnpx, xIq ` ρOxW gnpx, xIq “ 0. (3.83)
By induction, this proves the lemma for any n, g. l
Now that we have Lemma 3.18, we come back to the proof of Proposition 3.14. Those functional
relations imply that, for any zI “ pz2, . . . , znq P pUn´1, ωgnp¨, zIq defined by (3.55) are continuable
n-forms across Γ (see Definition 2.3), which satisfy, for any z P V ,
Szωgnpz, zIq `Ozωgnpz, zIq “ δg,0
´
δn,1 dVpzq ` δn,2 dxpzqdxpz2qpxpzq ´ xpz2qq2
¯
. (3.84)
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In particular, for pn, gq “ p2, 0q, notice the change of sign in the right hand side due to the shift
between W 02 and ω
0
2 .
Let us have a look at the Schwinger-Dyson equation for W 01 pxq, that we rewrite:`
W 01 pxq
˘2 ´ V 1pxqW 01 pxq ` 12ipi
˛
Γ
dξ
x´ ξ
`V 1pxq ´ V 1pξq ` ρOW 01 pξq˘ “ 0. (3.85)
Although the last term is unknown, we know that it is holomorphic in a neighborhood of Γ. Thus,
considering (3.85) as a quadratic equation for W 01 pxq, we may solve it7:
W 01 pxq “ V
1pxq
2
´
d
pV 1pxqq2
4
´ 1
2ipi
˛
Γ
dξ
x´ ξ
´
V 1pxq ´ V 1pξq ` ρOW 01 pξq
¯
. (3.86)
Let a be a ramification point in UΓ, i.e. such that xpaq P Γ. We infer from (3.86) that W 01 pxq is finite
when x approaches xpaq, hence ω01 P LΓpUq. Besides, W 01 pxq ´W 01 pxpaqq P Op
a
x´ xpaqq. We recall
that
?
x´ a is a local coordinate in Uγ near a, thus ∆ω01pzq has at least double zero at ramification
points. And, since ∆W 01 pxq does not vanish in the interior of Γ, this ensures that ω01 is off-critical.
Besides, the computation given in the proof of Proposition 3.8 relies on this functional relation (3.84)
for ω02 only (replace Bpz0, zq there by our present ω02pz0, zq), and shows that Gpz0, zq “ ´
´ z
ω02pz0, zq
is a local Cauchy kernel. Last but not least, since Ozωgnpz, zIq is holomorphic for z P V , we deduce
from (3.84) that Sωgnp¨, zIq P H invΓ . Therefore, we established linear loop equations.
Now, we are going to recast the Schwinger-Dyson equations so as to obtain quadratic loop equa-
tions. As before, we first work in CzΓ with the functions W gn . Since W gnpξ, xIq P Op1{ξq when ξ Ñ8,
we may represent:
Ox,2W g´1n`1px, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1px, xJqOxW g´hn´|J|px, xIzJq (3.87)
“ 1
2ipi
˛
Γ
dξ
x´ ξ
´
Ox,2W g´1n`1pξ, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1pξ, xJqOx,2W g´hn´|J|px, xIzJq
¯
.
Thus, Eqn 3.53 can be decomposed:
W g´1n`1px, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1px, xJqW g´hn´|J|px, xIzJq (3.88)
`ρ
´
Ox,2W g´1n`1px, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1px, xJqOxW g´hn´|J|px, xIzJq
¯
´V 1pxqW gnpxq `
ÿ
iPI
W gn´1px, xIztiuq
px´ xiq2 ` P
g
npx;xIq “ 0,
where:
P gnpx;xIq “ 12ipi
˛
Γ
V 1pxq ´ V 1pξq
x´ ξ W
g
npξqdξ ´
ÿ
iPI
d
dxi
´W gn´1px, xIztiuq
x´ xi
¯
(3.89)
` ρ
2ipi
˛
Γ
dξ
x´ ξ
´
Ox,2W g´1n`1pξ, x, xIq `
ÿ
JĎI, 0ďhďg
Wh|J|`1pξ, xJqOxW g´hn´|J|px, xIzJq
´Oξ,2W g´1n`1pξ, ξ, xIq ´
ÿ
JĎI, 0ďhďg
Wh|J|`1pξ, xJqOξW g´hn´|J|pξ, xIztiuq
¯
.
The relevance of this decomposition comes from the observation that P gnpx;xIq is a holomorphic
function of x in a neighborhood of Γ. Now, let us multiply by pdxq2 śiPI dxi and translate this
7We choose the sign of the square root such that W 01 pxq has the right behavior as xÑ8.
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equation in the realm of differential forms in the domain U . In particular, we can define a quadratic
differential Pgnpz; zIq for z P V , such that Pgnpz, zIq “ P gnpxpzq;xpzIqqpdxq2
ś
iPI dxpziq when z P U . It
has double zeroes at ramification points, coming from the zeroes of pdxq2. One also has to take into
account the shift between W 02 and ω
0
2 (see (3.55)). When pn, gq ‰ p1, 1q, we find that (3.88) becomes,
for z Pšrj“1 Uj and zI P Un´1:
ωg´1n`1pz, z, zIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1pz, zJqωg´hn´|J|pz, zIzJq ´ 2
ÿ
iPI
ωgn´1pz, zIztiuq
dxpzqdxpz2q
pxpzq ´ xpz2qq2 (3.90)
`ρ
´
Oz,2ωg´1n`1pz, z, zIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1pz, zJqOzωg´hn´|J|pz, zIzJq
¯
´dVpzqωgnpz, zIq `
ÿ
iPI
dxpzqdxpziq
pxpzq ´ xpziqq2 ω
g
n´1pzIztiuq ` P˜gnpz; zIq “ 0,
where we included all the terms having double zeroes at ramification points in P˜gnpz; zIq, namely:
P˜gnpz; zIq “ Pgnpz; zIq ` δg,0
´
δn,2
dxpzqdxpz2q
pxpzq ´ xpz2qq2 ` δn,3δg,0
2 pdxpzqq2 dxpz2qdxpz3q
pxpzq ´ xpz2qq2 pxpzq ´ xpz3qq2
¯
. (3.91)
The operator O was defined in (3.19) in the framework of 1-forms, and are just the translation of O
defined in (3.69) in the framework of functions. Notice that the third term in the first line of (3.90)
combines with the middle term of the third line, and just amounts to change the sign of the latter.
We now use the linear loop equation in the form (3.84) to replace in (3.90) the quantities involving
Oz by quantities involving ιpzq only, for z Pšrj“1 Uj . We find:
´ ωg´1n`1pz, ιpzq, zIq ´
ÿ
JĎI, 0ďhďg
ωh|J|`1pz, zJqωg´hn´|J|pιpzq, zIztiuq ` P˜gnpz; zIq “ 0. (3.92)
Hence, the quadratic differential Qn,jpz; zIq defined in (2.16) coincides with P˜gn,jpz; zIq, so has double
zeroes at ramification points. For pn, gq “ p1, 1q, we must be careful because of the double pole in ω02
at coinciding points. We start with (3.88):
W 02 px, xq ` 2W 11 pxqW 01 pxq ´ V 1pxqW 11 pxq (3.93)
`ρ
´
Ox,2W 02 px, xq `OxW 01 pxqW 11 pxq `W 01 pxqOxW 11 pxq
¯
` P 11 pxq “ 0.
For z P Uj , we first compute:
W 02 pxpzq, xpzqq “ lim
z1ÑzW
0
2 pxpz1q, xpzqq “ lim
z1Ñz
1
dxpzqdxpz1q
´
ω02pz1, zq ´ dxpz
1qdxpzq
pxpz1q ´ xpzqq2
¯
“ ´ lim
z1Ñz
ω02pz1, ιpzqq ` ρOzω02pz1, zq
dxpzqdxpz1q
“ ´ω
0
2pz, ιpzqq ` ρOz,2ω02pz, zq
pdxpzqq2 , (3.94)
and we use this expression to replace W 02 . We obtain:
´ ω02pz, ιpzqq ´ ω01pzqω11pιpzqq ´ ω01pιpzqqω11pzq ` P˜11 pzq “ 0, (3.95)
hence Q11pzq “ P˜11 pzq again, and it has double zeroes at ramification points. Therefore, we have
obtained the quadratic loop equations.
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3.8 The model with several species of particles
Our results can be extended to repulsive systems of particles of s ě 2 different species. We consider Nk
particles of type k with k P v1, sw, and denote λi,k their position on some arc Γ0,k, and N “ řsk“1Nk
the total number of particles. We consider the model:
d$pλq (3.96)
“
ˆ ” ź
1ďk,lďs
Nkź
i“1
Nlź
j“1
`
Rk,lpλi,k, λj,lq
˘ρk,l{2ı sź
k“1
” ź
1ďiăjďNk
|λi,k ´ λj,k|βk
Nkź
i“1
e´N Vkpλi,kqdλi,k
ı
,
where the integral runs over
śs
k“1pΓ0,kqNk . In the decomposition of the measure, it is understood
that the two-point interactions Rk,l will be regular on Γ0,k ˆΓ0,l for any k, l P v1, sw. We may assume
without restriction that Rk,lpx, yq “ Rl,kpy, xq and ρk,l “ ρl,k. We denote again ZN the partition
function of $.
In the context of formal integrals, we shall see in Section 5 that they describe the statistical
physics of self-avoiding loops on random lattices, where the symmetry between the inner and the
outer domains delimited by the loops is broken. It contains the ρ2-Potts model on general random
maps as a special case [BBG12a].
Let us denote:
Mk “ diagpλi,kq1ďiďNk , M “ diagpM1, . . . ,Msq. (3.97)
We now want to consider observables distinguishing the type of particles. For any k1, . . . , kn P v1, sw,
we define the refined correlators:
Wnpk1x1, . . . , knxnq “
A nź
i“1
Tr
1
xi ´Mki
E
c
. (3.98)
For each variable xi, we use the notation
ki
xi to indicate to which type of particles it is coupled, but it
should not hide the fact that Wnpk1x1, . . . , knxnq is a different function of x1, . . . , xn for each k1, . . . , kn.
If we want to sum over all type of particles, we rather write:
Wnpx1, k2x2, . . . , knxnq “
sÿ
k1“1
Wnpk1x1, k2x2, . . . , knxnq “
A
Tr
1
x1 ´M
nź
i“2
Tr
1
xi ´Mki
E
c
. (3.99)
If pxiqiPI is a set of variables and pkiqiPI a sequence in v1, sw, we also write collectively WnpkIxIq. This
function is holomorphic in the domain
śn
i“1pCzΓ0,kiq, and, a priori, has a discontinuity when one of
the xi’s crosses Γ0,ki .
In the original model (3.1), we considered the cases where the support Γ of the equilibrium measure
µeq, was the union of r disjoint segments γk. Such a regime can be elegantly described as a model
with r species of particles, where:
‚ βk ” β, Vk ” V, Rk,l ” R and ρk,l ” ρ do not depend on k, l P v1, rw.
‚ Nk “ tNµeqpγkqu, and Γ0,k is a small neighborhood8 of γk in Γ0.
The refined correlators Wnpkx, aIxIq are then obtained by projecting Wnpx, aIxIq on the space of holomor-
phic functions having a discontinuity on Γ0,k, i.e.:
Wnpkx, aIxIq “ 1
2ipi
˛
Γ0,k
dξ Wnpξ, aIxIq
x´ ξ . (3.100)
8The partition function of (3.1) on pΓ0qN differs from that on Ťrk“1pΓ0,kqNk by exponentially small corrections
when N is large, which are irrelevant from the point of view of 1{N expansions.
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3.9 Generalization of the method
The analysis of the model with r species is very similar to the case r “ 1. The only difference is that
we have to deal with vectors rWnpkx, kIxIqs1ďkďs, and the operator O becomes a matrix of operators
pOk,lqk,l. Hence, we will not reproduce all the details, and rather summarize the main steps leading
to the results of Section 3.10 below.
Results from potential theory and analytic continuation
Let k “ Nk{N be fixed and positive. We are led to introduce the following functional onśs
k“1MkpΓ0,kq:
Erµs “ ´1
2
sÿ
k“1
βk
¨
Γ20,k
dµkpxqdµkpyq ln |x´ y| ´ 1
2
sÿ
k,l“1
ρk,l
¨
Γ0,kˆΓ0,l
dµkpxqdµlpyq lnRk,lpx, yq
`
sÿ
k“1
ˆ
Γ0,k
dµkpxqVkpxq. (3.101)
Critical points of this functional are characterized by the following equations: for any k P v1, sw, for
x P Γ0,k µk-almost everywhere:
βk
ˆ
Γ0,k
dµkpξq ln |x´ ξ| `
sÿ
l“1
ρk,l
ˆ
Γ0,l
dµlpξq lnRk,lpx, ξq “ Vkpxq ` Ck (3.102)
for some constant Ck.
Definition 3.9 We say the interactions defined by the data pRk,l, ρk,l, βkqk,l, are strictly convex if,
for any vector of complex measures ν “ pν1, . . . , νsq such that νkpΓ0,kq “ 0 for any k P v1, sw, we have:´
βk
¨
Γ20,k
dνkpxqpdνkpyqq ln |x´ y| `
sÿ
l“1
ρk,l
¨
Γ0,kˆΓ0,l
dνkpxqpdνlpyqq lnRk,lpx, yq
¯
ď 0, (3.103)
with equality iff ν ” 0.
As in Lemma 3.1, it is equivalent to use complex measures instead of signed measures in this definition,
provided the measure on y in (3.103) is replaced by its complex conjugate. In particular, this implies
that E is strictly convex. The natural set of assumptions is now:
Hypothesis 3.10
piq Vk : Γ0,k Ñ R are real-analytic.
piiq lnRk,l : Γ0,k ˆ Γ0,l Ñ R are real-analytic.
piiiq The interactions are strictly convex.
pivq If some Γ0,k is unbounded, the potentials are strongly confining.
If Hypothesis 3.10 holds, the existence and uniqueness of a vector of equilibrium measures is guar-
anteed, and Γk “ suppµk will be a union of rk segments: Γk “ Ťrkj“1 γk,j . We can define domains
Uk (resp. pUk) which maps bijectively to CzΓk (resp. pCzΓk), and include them in Riemann surfaces
pUkqΓk as in 2.1. Let Vk,j be annular neighborhoods of γk,j in pUkqΓk , let Vk “
Ťrk
j“1 Vk,j and ιk its
holomorphic involution. The potentials Vkpxq can be promoted to a sequence Vkpzq of ιk-invariant
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holomorphic functions of z P Vk. Similarly, lnRk,lpx, yq defines a sequence lnRk,lpz, wq of holomorphic
functions of pz, wq P Vk ˆ Vk, which are ιk-invariant in z and ιl-invariant in w. We are led to define
the operators9 Ok,l : M ˚pVlq Ñ H invΓk by
Ok,lfpzq “ 1
2ipi
˛
Γextk
dz lnRk,lpz, ξq fpξq. (3.104)
The Stieltjes transform of the equilibrium measures:
ω01pkzq “
´ˆ
Γk
dµeq,kpξq
x´ ξ
¯
dxpzq (3.105)
are initially defined as holomorphic 1-forms in Uk. From the saddle point equation (3.102), we deduce
that they can be continued across Γk (i.e. ω
0
1pk¨q P HΓkpUkq), and they satisfy the functional equation:
@z P Vk, ∆kω01pkzq `
sÿ
l“1
2ρk,l
βk
Ok,lω01p lzq “ 2βk dVkpzq. (3.106)
Besides, assuming an analog of Conjecture 3.5 and repeating the steps of § 3.2, we can show the
existence of a sequence of a fundamental 2-form of the 2nd kind, denoted Bpk0¨ , k¨q P M ppUΓk0 ˆ pUΓkq,
such that:
‚ Bpk0z0, kzq “ Bpkz, k0z0q.
‚ for any z P Vk and z0 P Uk0 :
SzkBpk0z0, kzq `
sÿ
l“1
ρk,lOzk,lBpk0z0, lzq “ δk,k0 dxpz0qdxpzqpxpz0q ´ xpzqq2 . (3.107)
‚ for any j P v1, rkw,
¸
γextk,j
Bpk0z0, k¨q “ 0.
Similarly, we can also construct 1st kind differentials, i.e. a sequence hm,jpk¨q P H ppUkqΓkq, indexed by
k,m P v1, sw and j P v1, rmw, such that:
‚ for any z P Vk:
Skh‚pkzq `
sÿ
l“1
2ρk,l
βk
Ok,lh‚p lzq “ 0. (3.108)
‚ for any j1 P v1, rkw, 12ipi
¸
γext
k,j1
hm,jpk¨q “ δk,mδj,j1 .
Representation by residues
We define H, the subspace of Àsk“1 HΓkppUkq consisting of vectors of 1-forms f which satisfy, for any
k P v1, sw and z P Vk,
Skfpkzq `
sÿ
l“1
2ρk,l
βk
Ok,lfp lzq “ 0, (3.109)
and its subspace of forms with vanishing periods:
H0 “
!
f P H, @k P v1, sw, @j P v1, rkw,
˛
γextk,j
fpk¨q “ 0
)
. (3.110)
9See footnote page 17 for the meaning of M˚.
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We also define:
Gpk0z0, kzq “ ´
ˆ z
Bpk0z0, k¨q. (3.111)
Notice that
Às
k“1 HΓkppUkq » HΓk`šsk“1 pUk˘, where we insist that the right hand side involves the
disjoint union of pUk, so that we are still in the framework on § 2.1. The proofs in § 3.3 can be adapted
to show:
Proposition 3.19 If Hypothesis 3.10 holds, H is representable by residues, with local Cauchy kernel
Gpk0z0, kzq. Besides:
H “ H0 ‘
´ sà
k“1
span
1ďmďs
1ďjďrm
hm,jpk¨q
¯
, (3.112)
and H0 is normalized. l
Schwinger-Dyson equations
Schwinger-Dyson equations for the refined correlators in the multi-species case can be derived as in
§ 3.4. When we assume lnRk,lpx, yq analytic for px, yq in a neighborhood of Γ0,k ˆ Γ0,l, the rank n
Schwinger-Dyson equation without boundary terms reads, for any k and kI “ pk2, . . . , knq P v1, sw, for
any x P CzΓ0,k and xI “ px2, . . . , xnq PśiPIpCzΓ0,kiq,´
1´ 2
βk
¯
BxWnpkx, kIxIq `Wn`1pkx, kx, kIxIq `
ÿ
JĎI
W|J|`1pkx, kJxJqWn´|J|pkx,
kIzJ
xIzJq
´ 2
βk
˛
Γ0,k
dξ
2ipi
N V 1kpξqWnp
k
ξ,
kI
xIq
x´ ξ `
2
βk
ÿ
iPI
˛
Γ0,k
dξ
2ipi
Wn´1p
k
ξ,
kIztiu
xIztiuq
px´ ξqpxi ´ ξq2
`
sÿ
l“1
2ρk,l
βk
‹
Γ0,kˆΓ0,l
dξ dη
p2ipiq2
Bξ lnRk,lpξ, ηq
x´ ξ
´
Wn`1p
k
ξ,
l
η,
kI
xIq `
ÿ
JĎI
W|J|`1p
k
ξ,
kJ
xJqWn´|J|p
l
η,
kIzJ
xIzJq
¯
“ 0.
(3.113)
The coupling between different species of particles only occur in the last line, through the off-diagonal
terms of the matrix ρ “ pρk,lqk,l.
3.10 Results
We introduce:
Hypothesis 3.11
piq βk ” 2.
piiq Γk “ Ťrkj“1 γk,j is a disjoint union of bounded intervals γk,j.
piiiq Vk is analytic in a neighborhood of Γk.
pivq lnRk,l is analytic in a neighborhood of Γk ˆ Γl.
pvq The refined correlators of (3.99) have a large N expansion of topological type.
pviq W 01 pk¨q is discontinuous at any interior point of Γk.
pviiq ω01pkxq “W 01 pkxqdx are off-critical 1-forms.
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Proposition 3.20 Let us assume Hypothesis 3.11, and define ωgn P
Às
k1,...,kn“1 H p
śn
i“1 Ukiq by the
formulas:
ωgnpk1z1, . . . , knznq “W gnp
k1
xpz1q, . . . ,
kn
xpznqq
nź
i“1
dxpziq ` δn,2δg,0δk1,k2 dxpz1qdxpz2qpxpz1q ´ xpz2qq2 . (3.114)
Then, ω‚‚ satisfies linear and quadratic loop equations. More precisely, for any n, g, any k, kI “
pk2, . . . , knq, any zI “ pz2, . . . , znq Pśni“2 Uki , and for any z P Vk, we have:
Szkωgnpkz, kIzIq `
sÿ
l“1
ρk,lOk,lωgnpkz, kIzIq “ δg,0
´
δn,1 dVkpzq ` δn,2δk,k2 dxpzqdxpz2qpxpzq ´ xpz2qq2
¯
. (3.115)
l
Hypothesis 3.12 pviiq The interactions are strictly convex, in the sense of Definition 3.9.
Notice that piiq-pivq of Hypothesis 3.11 and pviiq of Hypothesis 3.12 are implied by Hypothesis 3.10.
Corollary 3.21 Let us assume Hypothesis 3.12 and for any stable n, g, any k, kI and any j P v1, rkw,¸
γextk,j
ωgnpk¨, kIzIq “ 0. Then, ωgn can be computed by the topological recursion:
ωgnpk0z0, kIzIq “
ÿ
αPΓfixk0
Res
zÑα Kk0pz0, zq (3.116)´
ωg´1n`1p
k0
z , ιk0pk0z q, kIzIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1p
k0
z ,
kJ
zJqωg´hn´|J|pιk0p
k0
z q, kIzJzIzJq
¯
,
where the recursion kernel is given by:
Kk0pz0, zq “
´ 12
´ z
ιk0 pzq ω
0
2pk0z0, k0¨ q
ω01p
k0
z q ´ ω01pιk0p
k0
z qq
. (3.117)
l
We remark that the recursion kernel only involves ω02pk0z0, kzq for k “ k0. After summing over k, the
topological recursion takes the usual form (2.19).
4 Virasoro constraints, graphs and loop equations
In this section, we rewrite the Schwinger-Dyson equations of the repulsive particle with s species in
terms of the partition function, with index βk ” 2 for any k P v1, sw. We show that they can be
obtained by a canonical transformation mixing s independent copies of a set of Virasoro constraints,
making the connection e.g. with [Kos96] or the work of [AMM07a]. This decomposition can be seen
as a realization of Givental formula expressing the value of the potential of a Frobenius manifold as
the result of the action of a canonical transformation on a product of Kontsevich integrals [Giv01].
From this point of view, the coefficients of the potentials V are interpreted as flat coordinates on
the Frobenius manifold, the interaction between the eigenvalues corresponding to a motion in this
manifold. The topological recursion therefore gives the 1{N expansion of those deformed Virasoro
constraints, provided the one and two-points functions are known to leading order in N .
In this section, we consider all quantities as formal series in coefficients of the potentials and the
two-point interaction. The method to define properly such formal matrix models has been reviewed
in detail in [Eyn06].
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4.1 Virasoro contraints and the one hermitian matrix model
Considering a family of formal parameters t “ ptkqkě0, we say that a formal series fN ptq satisfies
Virasoro constraints if:
@m ě ´1, Lmrt, N s ¨ fptq “ 0, (4.1)
where for m “ ´1, 0, 1:
L´1rt, N s “ t1 BBt0 `
ÿ
jě2
pj ´ 1qtj BBtj´1 , (4.2)
L0rt, N s “ 1
N2
B2
Bt20
`
ÿ
jě1
j tj
B
Btj . (4.3)
L1rt, N s “ 2
N2
B
Bt0
B
Bt1 `
ÿ
jě1
pj ` 1qtj BBtj`1 . (4.4)
and for m ě 2
Lmrt, N s “ 2m
N2
B
Bt0
B
Btm `
1
N2
m´1ÿ
j“1
jpm´ jq BBtj
B
Btm´j `
ÿ
jě1
pj `mqtj BBtm`j . (4.5)
The name ”Virasoro” comes from the commutation relations satisfied by those formal differential
operators: “
Lmrt, N s, Lm1rt, N s
‰ “ pm´m1qLm`m1rt, N s. (4.6)
For further convenience, when there is no confusion, if fptq is a formal series in t, we denote:
@j P Nn, fjptq “ B
nfptq
Btj1 ¨ ¨ ¨ Btjn . (4.7)
It is well-known [AJM90, GMM`91, MM90, Mak91] (see Lemma 4.1 below) that the partition function
of a one hermitian matrix model satisfies Virasoro constraints. More precisely, consider the local
partition function:
ZrV, N s “
ˆ
ΓN0
ź
1ďiăjďN
pλi ´ λjq2
Nź
i“1
e´NVpλiqdλi, (4.8)
with a potential of the form:
Vpxq “ Vp0qpxq ´ t0 ´
ÿ
jě1
tj
j
px´ Λqj . (4.9)
Γ0 is a contour ending at 8 in the complex plane, Vp0q is analytic near Λ P C with a Taylor expansion
of the form:
Vp0qpxq “ ´tp0q0 ´
ÿ
jě1
t
p0q
j
j
px´ Λqj , (4.10)
and pΓ0,Vp0qq is chosen such that ZrVp0q, N s is a convergent integral. Here, t “ ptjqjě1 is a set of
formal parameters. If xi R Γ0, is far enough from Γ0, writing that
Tr
1
xi ´M “ Tr
1
xi ´ Λ´ pM ´ Λq “
ÿ
jě0
Tr pM ´ Λqj
pxi ´ Λqj`1 , (4.11)
we observe that the n-point correlators of (3.6) near xi “ Λ P Γ0 are generating series of n-th order
derivatives of the partition function:
Wnpx1, . . . , xnq “ δn,1px1 ´ Λq `
ÿ
j1,...,jně1
nź
i“1
ji{N
pxi ´ Λqji`1 plnZqjrV, N s. (4.12)
We then have:
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Lemma 4.1 The 1-Matrix model satisfies the Virasoro constraints:
@m ě ´1, Lmrtp0q ` t, N s ¨ ZrV, N s “ 0, (4.13)
proof:
The Virasoro constraints are a mere rewriting of the rank 1 Schwinger-Dyson equation (special-
ization of Lemma 3.13 for R0 ” 1 and n “ 1) for the correlators, as a set of differential equations
satisfied by the partition function. 
4.2 Several species of particles and sum over graphs
One can generalize the preceding section by considering the model with s species of particles defined
in (3.96), with βk ” 2:
d$pλq9
ˆ ” ź
1ďk,lďs
Nkź
i“1
Nlź
j“1
`
Rk,lpλi,k, λj,lq
˘ρk,l{2ı sź
k“1
” ź
1ďiăjďNk
pλi,k ´ λj,kq2
Nkź
i“1
e´N Vkpλi,kqdλi,k
ı
,
(4.14)
where the range of integration is
śs
k“1 ΓN0,k with Γ0,k some contour in the complex plane. We denote
R “ pRk,lqk,l, V “ pVkqk and N “ ppNkqk, Nq, and ZrR,V,Ns the partition function of such a model.
Without loss of generality we assume that Rk,lpx, yq “ Rl,kpy, xq and ρl,k “ ρk,l.
As before, we take a point Λk P Γk,0 around which performing Taylor expansions, and we take as
potential:
Vkpxq “ Vp0qk pxq ´ tk,0 ´
ÿ
jě1
tk,j
j
px´ Λkqj , (4.15)
where pVp0qk ,Γk,0qk is chosen so that ZrR,Vp0q,Ns is a convergent integral. We also Taylor expand
the two-point interaction as follows:
ρk,l lnRk,lpx, yq “
ÿ
i,jě0
Rk,l;i,j
ij
px´ Λkqipy ´ Λlqj , Rk,l;i,j “ Rl,k;j,i (4.16)
with the convention that 1ij ” 1 if i “ 0 or j “ 0. Again, the refined correlators (defined in (3.98))
are related to derivatives of the partition function:
Wnpk1x1, . . . , knxnq “ δn,1Nk1px1 ´ Λk1q `
ÿ
pj1,k1q,...,pjn,knq
j1,...,jně1
” nź
i“1
ji{N
pxi ´ Λkiqji`1
ı
plnZqjrR,V,Ns. (4.17)
The Taylor expansion (4.16), implies that one can build the partition function out of local partition
functions (4.8), by ”mixing” them with some differential operator [DBOSS12, Eyn11b, KO10]
ZrR,V,Ns “ exp
´ 1
2N2
ÿ
1ďk,lďs
ÿ
i,jě0
Rk,l;i,j B
2
Btk,iBtl,j
¯ sź
k“1
Z
” N
Nk
Vk, Nk
ı
. (4.18)
The action of this quadratic differential operator can be written as usual with Wick’s theorem as a
sum over graphs with vertices weighted by derivatives of the local free energies F rV, N s “ lnZrV,Ns,
and edges weighted by the two-point interaction:
ZrR,V,Ns “
ÿ
G, s-colored
graph
N´2#EpGq
#AutpGq
ź
vPV pGq
Fjpepvqq
” N
Ncpvq
Vcpvq, Ncpvq
ı
ź
ePEpGq
Rcpv0peqq,cpv1peqq;jpv0peq,eq,jpv1peq,eq. (4.19)
The s-colored graphs over which the sum ranges are described as follows:
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Figure 2: Example of 2-colored graph with two leaves. We indicate the two colors as black and
white, and the leaves as shaded. This graph contributes to the global partition function with a weight
Fa,crpN{N1qVp0q1 , N1sR1,1;a,bR1,1;c,dFb,d,erpN{N1qVp0q1 , N1sR1,2;e,f Ff,g,hrpN{N2qVp0q2 , N2s t2,gt2,h.
‚ G is an oriented graph (maybe disconnected). We denote V pGq (resp. EpGq), its set of vertices
(resp. edges).
‚ Vertices v are decorated by a color in v1, sw, denoted cpvq.
• Half-edges pv, eq, where v is a vertex and e an edge adjacent to v, are decorated by a positive
integer, denoted jpv, eq ě 0. If e is an edge, we denote v0peq and v1peq the 2 adjacent vertices.
‚ If v is a vertex, we denote epvq the set of edges adjacent to v, and jpepvqq the set of jpv, eq for
e P epvq.
One can go further and make explicit the dependance of the partition function in terms of the times
by introducing the set of s-colored graphs with leaves. We call leave an open half-edge, i.e. a pair
consisting in a marked univalent vertex and an edge which connects it to a regular vertex v P EpGq.
We denote LpGq the set of leaves of such a graph. Then, we have:
ZrR,V,Ns “
ÿ
G s-colored graph
with leaves
N´2|EpGq|
|AutpGq|
ź
vPV pGq
Fjpepvqq
” N
Ncpvq
Vp0qcpvq, Ncpvq
ı ź
`PLpGq
tcp`q,jp`q
ˆ
ź
ePEpGq
Rcpv0peqq,cpv1peqq;jpv0peq,eq,jpv1peq,eq, (4.20)
where the vertices are weighted by
FjrpN{NcqVp0qc , Ncs “ B
n lnZrpN{NcqVc, Ncs
Btj1 ¨ ¨ ¨ Btjn
ˇˇˇ
t“0
. (4.21)
4.3 Virasoro constraints and loop equation
In this section, we show how the Virasoro constraints for the local partition functions imply s inde-
pendent sets of Virasoro constraints for ZrR,V,Ns. If one comes back to Schwinger-Dyson equations
in terms of correlators, it explains how the Schwinger-Dyson equations of the repulsive particle model
with s species can be deduced from the Schwinger-Dyson equations of the one-hermitian matrix model.
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Observe that, if fpt, t˜q is a function of 2 variables, one has
e
R`R˜
2
B
Bt
B
Bt˜ fpt, t˜q “
8ÿ
k“0
pR` R˜qk
2k k!
Bk
Btk
Bk
Bt˜k fpt, t˜q
“
8ÿ
k“0
˜
kÿ
j“0
Rj R˜k´j k!
j! pk ´ jq!
¸
1
2k k!
Bk
Btk
Bk
Bt˜k fpt, t˜q
“
8ÿ
i“0
8ÿ
j“0
pi` jq!
i! j!
Ri R˜j
2i`j pi` jq!
Bi`j
Bti`j
Bi`j
Bt˜i`j fpt, t˜q
“
8ÿ
i“0
8ÿ
j“0
pR{2qi pB{Bt˜qi
i!
pR˜{2qj pB{Btqj
j!
Bi
Bti
Bj
Bt˜j fpt, t˜q
“ fpt` R
2
B
Bt˜ , t˜`
R˜
2
B
Bt q (4.22)
where the last line is a convenient notation. This shows that the full partition function ZrR,V,Ns is
obtained from the one particle one by formal substitution:
ZrR,V,Ns “
sź
k“1
Z
” N
Nk
V˜krR,V,Ns, N
ı
, (4.23)
where the potential V˜krR,V, N s is obtained by shifting the coefficients of the Taylor expansion of Vk
by a differential operator:
tk,i Ñ t˜k,irR,V, N s “ tk,i `
sÿ
l“1
1
N2
´ ÿ
jě0
1
2
Rk,l;i,j BBtl,j
¯
. (4.24)
By convention, those differential operators are pushed to the left of the product of local partition
functions. We observe that this shift of times (4.24) is closely related to the Taylor expansion of the
operators Ok,l introduced in (3.104) and which appeared in the loop equations studied in Section 3.
Indeed, using the formal expansion of the 1-point correlator (4.17), recalling that Λk P Γk,0 and the
definition of the coefficients Rk,l;i,j in (4.16):ÿ
iě0
`
t˜k,irR,V,Ns ´ tk,i
˘px´ Λkqi´1ZrR,V,Ns
“ ´ 1
2N
sÿ
l“1
ÿ
i,jě0
Rk,l;i,j
j
px´ Λkqi´1
`
Res
ξÑ8pξ ´ Λlq
jW1p
l
ξqdξ˘ZrR,V,Ns
“ ´ 1
2N
sÿ
l“1
˛
Γl,0
dξ
2ipi
´ ÿ
i,jě0
Rk,l;i,j
j
px´ Λkqi´1pξ ´ Λlqj
¯
W1p
l
ξqdξ ZrR,V,Ns
“ ´ 1
2N
sÿ
l“1
ρk,l
˛
Γl,0
dξ
2ipi
Bx lnRk,lpx, ξqW1p
k
ξqZrR,V,Ns
“ ´ 1
2N
sÿ
l“1
ρk,lpOk,lW1qpkxqZrR,V,Ns. (4.25)
By substitution in the Virasoro constraints satisfied by the local partition functions, we obtain:
Lemma 4.2 The partition function in the repulsive particle model with s species satisfies:
@k P v1, sw, @m ě ´1, Lk,mrR, t,Ns ¨ ZrR,V,Ns “ 0, (4.26)
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where we have set:
Lk,mrR, t,Ns “ Lk,m
” N
Nk
tk, Nk
ı
`
sÿ
l“1
ÿ
i,jě0
pm` jqRk,l;j,i
N2
B2
Btk,iBtl,m`j . (4.27)
These operators satisfy the commutation relation:
@k, k1 P v1, sw, @m,m1 ě ´1, “Lk,mrR, t,Ns, Lk1,m1rR, t,Ns‰ “ δk,k1pm´m1qLk,m`m1rR, t,Ns.
(4.28)
Proof. The fact that the operators Lk,m annihilate the full partition function is a direct consequence
of the substitution relation (4.23). To establish the commutation relations, we start with:“
Lmrtk, Nks, Lm1rtk1 , Nk1s
‰ “ δk,k1 pm´m1qLm`m1rtk, Nks, (4.29)
and: ” ÿ
i,jě0
pm` jqRk,l;j,i
N2
B2
Btk,iBtl,m`j , Lm1rtk1 , Nk1s
ı
“ δk,k1
ÿ
i,jě0
pm1 `m` jqpm` jqRk,l;j,i
N2
B2
Btk,iBtk1,m1`m`j
`δl,k1
ÿ
i,jě0
pm` jqpm1 ` iqRk,l;j,i
N2
B2
Btk,m1`iBtl,m`j . (4.30)
Besides, we remark:” ÿ
i,jě0
pm` jqRk,l;j,i B
2
Btk,iBtl,m`j ,
ÿ
i1,j1ě0
pm1 ` j1qRk1,l1;j1,i1 B
2
Btk1,i1Btl1,m1`j1
ı
“ 0. (4.31)
Therefore: “
Lk,mrR, t,Ns, Lk1,m1rR, t,Ns
‰
“ “LmrpN{Nkqtk, Nks, Lm1rpN{Nk1qtk1 , Nk1s‰
`
”
LmrpN{Nkqtk, Nks,
sÿ
l“1
ÿ
i,jě0
pm1 ` jq Rk1,l;j,i
N2
B2
Btk1,iBtl,m1`i
ı
`
” sÿ
l“1
ÿ
i,jě0
pm` jq Rk,l;j,i
N2
B2
Btk,iBtl,m`j , Lm1rpN{Nk1qtk1 , Nk1s
ı
“ δk,k1pm´m1qLm`m1rtk, Nks
´δk,k1
sÿ
l“1
ÿ
i,jě0
pm1 `m` jqpm1 ` jq Rk,l;j,i
N2
B2
Btl,iBtk,m`m1`j
´
ÿ
i,jě0
pm1 ` jqpm` iq Rk1,k;j,i
N2
B2
Btk,m`iBtk1,m1`j
`δk,k1
sÿ
l“1
ÿ
i,jě0
pm1 `m` jqpm` jq Rk,l;j,i
N2
,
B2
Btl,iBtk,m1`m`j
`
ÿ
i,jě0
pm` jqpm1 ` iq Rk,k1;j,i
N2
B2
Btk1,m1`iBtk,m`j
“ δk,k1pm´m1qLpkqm`m1rR, t,Ns. (4.32)
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It is noteworthy to give the combinatorial interpretation of the Virasoro constraints. The Virasoro
operator Lk,mrR,V,Ns acts on a s-colored graph G as follows:
‚ The linear operator pm` jqtk,j BBtk,m`j replaces a leaf of degree m and color k by a leaf of degree
m´ j and of same color.
‚ The bilinear operator 1N jpm ´ jq BBtk,j BBtk,m´j replaces a couple of leaves of same color k and
respective degree j and m´ j by two vertices linked by an edge of weight 1, oriented from the
first to the second.
‚ The bilinear operator pm ` jqiRk,l;j,i B2Btl,i Btk,m`j replaces a couple of leaves of respective colors
k and l and respective degree m` j and i by two vertices linked by an edge e1 of weight Rk,l;j,i,
oriented from the first to the second, and such that j0pe1q “ j and j1pe1q “ i. The new vertices
keep the color of the leaf they came from.
The Virasoro constraints can then be seen as a consequence of a bijection between sets of s-colored
graphs. This interpretation can be mapped to Tutte’s equations for generating series of colored maps
with tubes introduced in Section 5.1 below, by making the following correspondence for a given s-
colored graph G:
‚ Each n-valent vertex v P V pGq of color k is mapped to a sum of maps of color k with n boundaries,
whose respective lenghts are given by the indices jipeq of the incident edges (i.e. i “ 1 if the
edge is pointing towards v, i “ 0 else).
‚ Each edge weighted by Rk,l;i,j is mapped to an annular face, the two boundaries of which have
respective colors k and l, and respective lengths i and j.
5 Enumeration of maps with decorations
In this section, we apply Section 3 to the study of the enumerative problems emerging from the
combinatorial interpretation of some formal matrix models. In a first step (§ 5.1.1), we introduce a
combinatorial model enumerating colored maps with tubes, and we explain in § 5.1.2 an equivalent
formulation in terms of maps with self-avoiding loops. We then show in § 5.2 that the repulsive particle
model (which is a kind of matrix model) with arbitrary two-point interaction generates such maps.
We derive in § 5.3 combinatorial relations between generating series by the technique of substitution
developed in [BBG12c, BBG12b] for planar maps, and by Tutte’s decomposition for higher genus
maps. Those relations are actually equivalent to the loop equations satisfied the repulsive particle
model. This allows us to compute the generating series of colored maps of all topologies with tubes
by the topological recursion. We complete this result by describing in § 5.6 a technique to compute
explicitly the coefficients of the generating series of such maps, since closed form for the generating
series themselves is in general out of reach. Eventually, we describe in detail in § 5.8 the special case
of maps carrying an ADE height model, which fits in our general formalism.
5.1 Combinatorial models
5.1.1 Colored maps with tubes
A map (see e.g. [Cha09]) is an equivalence class modulo oriented homeomorphisms of proper embed-
dings of a finite graph in an oriented surface, such that:
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‚ erasing the image of the graph in the surface yields a finite union of connected components
(called faces), which are homeomorphic to a disk.
‚ each connected component of the surface has a non-empty intersection with the image of the
graph.
We call length of a boundary of a face the number of edges forming this boundary, and the degree
of a face is the length of its unique boundary. If g, n ě 0 and ` “ p`1, . . . , `nq is a vector of positive
integers, we define Mgnp`q, the set of maps drawn on a genus g surface, with n marked faces whose
boundary have a marked edge, and respective lengths `i. By convention, M
0
1p0q has a single element,
which is the embedding of the graph with one vertex, and that is the only case where we encounter 0
boundary lengths.
We now introduce the notion of s-colored maps with tubes, by replacing the first point by:
‚ faces are either homeomorphic to a disk (those have 1 boundary, and are called simple faces),
or to an annulus (those have 2 boundaries, and are called annular faces).
‚ the connected components of the graph carry a color, which is an integer between 1 and s.
Notice that if the two boundaries of an annular face belong to the same connected component of the
graph, they must carry the same color. We agree that simple faces receive the color of their boundary,
while annular faces receive the couple of color of their two boundaries.
Let g, n ě 0, and k P v1, swn a vector of colors, ` P pN˚qn a vector of lengths. We define sCMTgnpk; `q
as the set of s-colored maps which are connected surface of genus g with n marked simple faces of
respective colors pkiqi and lengths p`iqi, each carrying a marked edge on its boundary.
Figure 3: Example of genus 0 map with two colors: one marked white face of degree 8 (octogon),
12 unmarked white simple faces of degree 3 (triangles), one black simple face of degree 3, and one
annular face of degree p4, 3q.
We want to consider a model where a map M P sCMTgnpk, lq receives the weight wpMq obtained
as a product of the following Boltzmann weights:
‚ Each vertex receives a local weight u.
‚ Each vertex of color k receives a local weight uk.
‚ Each unmarked simple face of color k and degree ` receives a local weight tk,`.
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‚ Each annular face of colors pk1, k2q and degrees p`1, `2q receives a local weight Rk1,k2;`1,`2 “
Rk2,k1;`2,`1 .
We denote |AutM| the number of automorphisms of the map.
We fix once for all a sequence of real numbers Λ “ pΛ1, . . . ,Λsq. For n “ 0 and any g ě 0, we
define the generating series:
Fg “
ÿ
MPsCMTg0
wpMq
|AutM| . (5.1)
For any n ě 1 and g ě 0, we define a sequence of generating series indexed by k P v1, swn:
W gnpk1x1, . . . , knxnq “ δn,1δg,0 uuk1px1 ´ Λk1q `
ÿ
`1,...,`ně1
¨˝ ÿ
MPsCMTgnpk;`q
wpMq
|AutM|‚˛
«
nź
i“1
1
pxi ´ Λkiq`i`1
ff
. (5.2)
Eventually, we introduce formal series in a large parameter N to collect all genera:
Z “ eF , F “
ÿ
gě0
´N
u
¯2´2g
F g, Wnpk1x1, . . . , knxnq “
ÿ
gě0
´N
u
¯2´2g´n
W gnpk1x1, . . . , knxnq. (5.3)
A standard counting argument using the Euler characteristics shows that, for any v ě 0, for given g, n,
there is only a finite number of maps in sCMTgnpk; `q with exactly v vertices, so that the coefficient
of uv is given by a finite sum [Eyn06, Bor11]. Hence, Fg, W
g
n , Z, F and Wn are well-defined formal
series in u.
It is convenient to introduce the following generating series of annular faces:`
Rk1,k2px1, x2q
˘ρk1,k2 {2 “ exp´ ÿ
i1,i2ě0
pi1,i2q‰p0,0q
Rk1,k2;i1,i2
i1i2
px1 ´ Λk1qi1px2 ´ Λi2qi2
¯
. (5.4)
with the convention that 1i “ 1 if i “ 0.
5.1.2 Maps carrying self-avoiding loop configuration
Self-avoiding loop models play an important role in two dimensional statistical physics, because they
allow to reach at the critical point a continuum of universality classes, parametrized by the fugacity
given to a loop, and believed to be described by conformal field theories with central charge c ă 1
[dFMS99]. Their analog on maps (i.e. on a random two dimensional lattice) have also been studied
[KS92], and their relation at the critical point with the same model on the fixed lattice should be
captured by the KPZ relations [KPZ88, Dav88, DK89].
Given a map M, a loop configuration is a collection of self- and mutually non intersecting cycles
(also called loops10) drawn on the surface, avoiding the vertices and crossing edges at most once and
transversally. The set of faces and edges crossed by a cycle are thus cyclically ordered, their union has
the topology of an annulus. We call ring this sequence of faces. Eventually, we define a s-colored map
with a loop configuration as a map with a loop configuration such that each connected component of
the graph minus the edges crossed by a loop carries a color between 1 and s. Faces which are not
crossed by a loop thus receive the color of their boundary, and rings receive two colors (one for each
boundary). When some faces are marked, we require that their boundary is not crossed by a loop11.
10This denomination has nothing to do with the usual name of ”loop equations”.
11This means that we consider here only uniform boundary conditions for the maps. Maps where we allow open paths
whose ends are located on boundaries of marked faces, can be decomposed upon removing the faces visited by these
open paths, into a collection of maps with uniform boundary conditions. Their generating series, for a finite number of
open paths realizing a given link pattern, can be computed by universal relations described in [Bor11, Chapitre 5]
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The colors can be seen as colors of domains separated by loops, with the precision that if removing a
loop did not disconnect the map, the colors of the domains on both sides of this loop should be the
same.
As in § 5.1.1, we collect the sets of connected s-colored maps with a given topology and given
length and colors for marked faces sMLgnpk; `q.
We give to such a map a weight wpMq obtained as the product of:
‚ a local weight uuk per vertex of color k.
‚ a local weight tk,` per face of color k which is not crossed by a loop.
‚ a local weight zk1,k2 “ zk2,k1 per face of a ring of color k1, k2.
‚ a local weight gk1,k2;`1,`2 “ gk2,k1;`2,`1 per face crossed by a loop consisting of a sequence of `1
edges with color k1, an edge crossed by the loop, another sequence of `2 edges with color k2,
and another edge crossed by the loop, for some `1, `2 ě 0.
‚ a non-local weight ´ρk,l “ ´ρl,k per ring of color pk, lq.
And, we define as in § 5.1.1 the generating series:
F g “
ÿ
MPsMLg0
wpMq
|AutM| , (5.5)
and for any n ě 1, the sequence of generating series indexed by a vector k of n colors:
W gnpk1x1, . . . , knxnq “ δn,1δg,0 uukpx1 ´ Λk1q `
ÿ
`1,...,`ně1
´ ÿ
MPsMLgnpk,`q
wpMq
|AutM|
¯” nź
i“1
1
pxj ´ Λkj q`j`1
ı
. (5.6)
Eventually, we introduce the generating series for all genera:
Z “ eF , F “
ÿ
gě0
´N
u
¯2´2g
F g, Wnpk1x1, . . . , knxnq “
ÿ
gě0
´N
u
¯2´2g´n
W gnpk1x1, . . . , knxnq. (5.7)
Again, a counting argument using Euler characteristics shows that these are well defined formal series
in u and pzk,k1qk,k1 .
This model is a particular case of the model of s-colored maps with tubes defined in § 5.1.1. Indeed,
if M is an s-colored maps with a loop configuration, by erasing the edges crossed by the loops, we
obtain an s-colored map with tubes. The weight given to annular faces via this bijection is encoded
in the generating series (compare with (5.4)):
Rk1,k2px1, x2q “ 1zk1,k2 `
ÿ
`1,`2ě0
p`1,`2q‰p0,0q
gk1,k2;`1,`2px1 ´ Λk1q`1px2 ´ Λk2q`2 . (5.8)
Conversely, general weights gk1,k2;`1,`2 in the model of s-colored maps with a loop configuration allow
to reproduce general weights Rk1,k2;i,j in the model of s-colored maps with tubes. Therefore, these
two combinatorial models are actually equivalent, and both points of view are interesting: maps with
tubes appear naturally in relation with Virasoro constraints, while maps with loop configurations
appear naturally in the combinatorial interpretation of matrix models as we now review.
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5.2 Formal matrix model representations
5.2.1 Maps
The relation between maps and hermitian matrix models was pioneered by Bre´zin, Itzykson, Parisi
and Zuber [BIPZ78]. They have shown that the Feynman diagram expansion for the formal local
partition function (4.8)
Z “ ZrVk, Nks “
ˆ
HNk
dM e´Nk TrVkpMq, VkpMq “ 1
uuk
´ px´ Λkq2
2
´
ÿ
jě3
tj
j
pM ´ Λkqj
¯
“
8ÿ
n“0
1
n!
´N
u
¯n ÿ
j1,...,jně3
ˆ
HNk
dM exp
´
´ N
u
Tr pM ´ Λkq2
2
¯” nź
i“1
tji
ji
Tr pM ´ Λkqji
ı
(5.9)
coincides with the generating series of maps:ÿ
gě0
´N
u
¯2´2g ÿ
MPMg,0
wpMq
|AutM| (5.10)
assuming Nk “ Nuk. The degree j term in Vk generates faces of degree j and color k, while the
Gaussian matrix integral over Mk is responsible for gluing faces.
5.2.2 s-colored maps with a loop configuration
The same techniques have been used by Gaudin, Kostov and Mehta [KM87, GK89] to represent the
generating series of maps with a loop configuration as a formal matrix model with several hermi-
tian matrices, and it is straightforward to adapt them to s-colored maps with a loop configuration.
Let us assume momentarily that ρk,l are negative integers. Then, the generating series Z (resp.
Wnpk1x1, . . . , knxnq) introduced in § 5.1.2 coincides with the partition function (resp. the correlators of
the matrices M1, . . . ,Ms) in the formal matrix model defined by the measure:
d$ 9
sź
k“1
dMk exp
´
´N Tr VkpMkq
¯
(5.11)
ˆ
ź
1ďkďlďs
´ρk,lź
a“1
dA
paq
k,l exp
#
N
˜
´Tr pA
paq
k,l q2
2zk,l
`
ÿ
i,jě0
gk,l;i,j
2
Tr pM ikApaqk,lM jl pApaqk,l q:q
¸+
.
Here, Mk are hermitian matrices of size NkˆNk, Apaqk,k are hermitian matrices of size NkˆNk and Ak,l
are complex rectangular matrices of size NkˆNl, and Nk “ Nuk. The coupling between the matrices
Mk and A
paq
k,l generates faces with two distinguished edges, while the Gaussian matrix integral over
A
paq
k,l is responsible for gluing such faces along the distinguished edges. Thus, if we draw a path which
crosses the distinguished faces of such faces, it will form a loop. Since the matrices A
paq
k,l come with a
Gaussian weight and the correlators we are interested in only involve the Mk’s, we can integrate them
out. We find that it induces the measure on Mk’s:
d$ 9
sź
k“1
dMk exp
´
´N Tr VkpMkq
¯
ˆ
ź
1ďk,lďs
exp
”ρk,l
2
Tr ln
`
Rk,lpMk b 1Nl ,1Nk bMlq
˘ı
, (5.12)
with Rk,l given in (5.8). In this form, the measure makes sense for ρk,l not restricted to be a negative
integer, and it coincides with the formal model of repulsive particles introduced in (3.96) for βk “ 2.
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We thus have obtained the combinatorial interpretation of this model. It is not difficult to extend
this interpretation to values of βk by including non orientable maps (i.e. maps where some edges are
Mo¨bius strips) as in [CEM09], but we shall not pursue this direction.
5.3 Loop equations
5.3.1 Review for usual maps
In this paragraph, we shall reserve the notation
xW gn rVksp kx1, . . . , kxnq, Vkpxq “ 1uuk
´
´
ÿ
jě1
tk,j
j
px´ Λkqj
¯
(5.13)
to the generating series of maps (in the usual sense) of given topology, i.e. W gnp kx1, . . . , kxnq defined in
(5.6) where sML is replaced by M. k denotes a color between 1 and s, but does not play an important
role for the moment, it intervenes in (5.13) only through Λk. Maps with one marked face can be
constructed recursively by removing the face adjacent to the marked edge on the marked face. For
planar maps (g “ 0), this results into the celebrated Tutte’s equation [Tut68]:
`xW 01 pkxq˘2 ´ ˛ dξ2ipi uV 1kpξqxW 01 p
k
ξq
x´ ξ “ 0, (5.14)
where the contour integral is sufficiently far away from Λk. The same procedure can be worked out
in any topology, and the result is [Eyn06, Eyn11a]:
xW2pkx, kxq ` `xW1pkxq˘2 ´Nk ˛ dξ
2ipi
V 1kpxqxW1pkxq
x´ ξ “ 0, (5.15)
and for any n ě 2:
xWn`1pkx, kx, kxIq ` ÿ
JĎI
xW|J|`1pkx, kxJqxWn´|J|pkx, kxIzJq ´Nk ˛ dξ2ipi V 1kpxqxWnp
k
ξ,
k
xIq
x´ ξ (5.16)
`
ÿ
iPI
˛
dξ
2ipi
xWn´1pkξ, kxIztiuq
px´ ξqpxi ´ ξq2 “ 0,
where Vk is given in (5.9). As a matter of fact, (5.16) can be obtained from 5.15 by marking faces.
Both equations can also be derived from the matrix model representation (5.9) as Schwinger-Dyson
equations.
Similarly, the Schwinger-Dyson equations of the formal repulsive particle model (3.113) provide
functional relations between generating series of s-colored maps with a loop configuration:
Wn`1pkx, kx, kIxIq `
ÿ
JĎI
W|J|`1pkx, kxJqWn´|J|pkx,
kIzJ
xIzJq ´N
˛
dξ
2ipi
V 1kpxqWnp
k
ξ,
kI
xIq
x´ ξ (5.17)
`
sÿ
l“1
ρk,l
‹
dξ dη
p2ipiq2
Bξ lnRk,lpξ, ηq
x´ ξ
´
Wn`1p
k
ξ,
l
η,
kI
xIq `
ÿ
JĎI
W|J|`1p
k
ξ,
kJ
xJqWn´|J|p
l
η,
kIzJ
xIzJq
¯
(5.18)
`
ÿ
iPI
˛
dξ
2ipi
xWn´1pkξ, kIztiuxIztiuq
px´ ξqpxi ´ ξq2 “ 0.
We now explain how they can be given a purely combinatorial proof. We reserve in this paragraph
the notation Wn for generating series of sML (as opposed to Wn for M).
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5.3.2 Planar maps with a loop configuration by substitution
The nested loop approach developed in [BBG12c, BBG12b] allows to decompose s-colored maps with
a loop configuration, into usual maps. It is enough to consider the case of n “ 1 marked face, and we
first focus on planar maps, i.e. g “ 0. We summarize the argument of [BBG12c]. Given M P sML01,
let us remove the faces crossed by the outermost loops from the point of view of the marked face:
”outermost” here means the loops which can be reached by a continuous path on the surface, starting
on the marked face without crossing any other loop. Since M is planar, every loop is separating,
therefore the ring where it is drawn has an outer and an inner boundary. We mark an edge on such
an inner boundary by an arbitrary but well-defined procedure12. The outer connected component,
which contains the marked face, is a map M1 P M01 called the gasket, which has a definite color equal
to that of the marked face. The unmarked faces of M1 are either faces of M, or large faces created
by the removal. The other connected components are again s-colored maps with a loop configuration
M1i P sML01. Conversely, the data of the rings removed, M1 and M1i allow to reconstruct the initial
map M. Therefore, we have a bijective decomposition of ML01.
At the level of generating series, this translates into:
W 01 pkxq “ xW 01 rV˜kspkxq, (5.19)
where the shifted potential is the generating series of weights for the faces of the gasket:
V˜kpxq “ Vkpxq ´
sÿ
l“1
ρk,l
˛
lnRk,lpx, ξqW 01 p
l
ξq dξ
2ipi
. (5.20)
The contour of integration is chosen sufficiently far away from Λk. ρk,l lnRk,lpx, yq is the generating
series of rings with inner boundary of color k and outer boundary of color l. The last term of (5.20)
expresses the fact that large faces of the gasket are identified in the correspondence with the gluing of
a ring with a s-colored map with a loop configuration. Therefore, (5.14) for xW 01 implies the relation:
`
W 01 pkxq
˘2 ` sÿ
l“1
ρk,l
˛
dξ dη
p2ipiq2
Bx lnRk,lpξ, ηq
x´ ξ W
0
1 p
k
ξqW 01 p
l
ηq ´ uuk
˛
dξ
2ipi
V 1kpξqW 01 p
k
ξq
x´ ξ “ 0. (5.21)
This gives a combinatorial origin to the Schwinger-Dyson equations (3.113) for pn, gq “ p1, 0q. Going
from n “ 1 to arbitrary n just amounts to mark pn´ 1q extra faces, and this process also has a clear
combinatorial meaning.
The substitution procedure cannot be naively applied when g ě 1, for two reasons. Firstly,
outermost loops might be non-contractible, so the ”outside” and the ”inside” have no meaning, and
removing them creates pairs of new boundaries for the gasket. Secondly, to retrieve the initial map
after the removal, we may need to glue s-colored maps with a loop configuration having n1 ě 2
boundaries, into a set of n large faces of the gasket. This implies that the weight of the gasket is not
local anymore (distinct faces can be coupled in this way). Therefore, such configurations cannot be
enumerated in general by a xW g1n1 for a shifted potential.
5.3.3 Tutte’s method and higher genus
Eqn. 5.21 can be rederived directly by Tutte’s method. For any M P ML01pk; `q which is not reduced
to a single vertex, if we remove the marked edge, three situations are possible. Either it was bordered
12For instance, we can take the edge e which is the closest in M, for geodesic distance on the graph, to the marked
edge e0 on the marked face of M ; if two edges e and e1 lie at same distance along two geodesics starting at e0, we can
choose the one reached by the geodesic which turns left at the first point when the two geodesics become distinct.
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on both sides by the marked face, in which case we obtain two maps M11 P ML01pk; `1q and M12 P
ML01pk; `2q, with `1 ` `2 “ `´ 2. Or, it was bordered by a face of degree j which is not crossed by a
loop, in which case we obtain a mapM1 P M01pk; `´ 2` jq. Or, it was bordered by a face crossed by a
loop, whose boundary is a sequence of i edges with color k1, followed by an edge crossed by the loop,
followed by another sequence of j edges with color k2, and another edge crossed by the loop. We then
obtain a mapM2 of genus 0 with 1 marked face of degree `´ 2` pi` j ` 2q, where two edges on the
boundary of the marked face are ends of an open path (the former loop), and separated by j. Such a
map can be further decomposed into:
‚ the strip of color pk, lq consisting of the faces crossed by the path, whose boundary of color k
has length i1 and boundary of color l has length j1.
‚ two maps M21 P ML01pk; `´ 2` i` i1q and M22 P ML01pl; j ` j1q.
This decomposition is a bijection, and reminding that Rk,lpx, yq is the generating series of faces crossed
by a loop, it translates into the functional relation:
xW 01 pkxq ´ uuk “
`
W 01 pkxq
˘2
`
˛
dξ
2ipi
ř
jě3 tk,jξj´1
x´ ξ W
0
1 p
k
ξq
`
sÿ
l“1
ρk,l
‹
dξ dη
p2ipiq2
Bξ lnRk,lpξ, ηq
x´ ξ W
0
1 p
k
ξqW 01 p
l
ηq. (5.22)
Reminding the definition of the potential:
V 1kpxq “ 1uuk
´x2
2
´
ÿ
jě3
tk,j
j
ξj´1
¯
, (5.23)
we retrieve Eqn. 5.21.
The advantage of Tutte’s method is that it can easily be adapted in genus g ě 1. In the first
situation (when the marked face borders the marked edge of both sides), we obtain either a connected
map with one handle less, i.e. of genus g ´ 1, but two marked faces, or two connected components
M11 and M12 with one marked face each and genera summing up to g. In the second situation, the
topology is not changed. In the third situation, when the strip consisting of the faces crossed by the
open path is cut out in M2, we obtain either a connected map of genus pg ´ 1q with 2 marked faces,
or two connected components M21 and M22 with one marked face each and whose genera must sum
up to g. We thus find instead of (5.22):
xW g1 pkxq “ W g´12 pkx, kxq `
gÿ
h“0
Wh1 pkxqW g´h1 pkxq
`
˛
dξ
2ipi
ř
jě3 tk,jξj´1
x´ ξ W
g
1 p
k
ξq
`
sÿ
l“1
‹
dξ dη
p2ipiq2
Bξ lnRk,lpξ, ηq
x´ ξ
´
W g´12 p
k
ξ,
l
ηq `
gÿ
h“0
Wh1 p
k
ξqW g´h1 p
l
ηq
¯
, (5.24)
which is a genus expansion form of (5.17) for n “ 1. Once again, obtaining the equation for any n ě 2
can be done by marking extra faces. This concludes our combinatorial proof of the loop equations.
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5.4 Solution by the topological recursion
By construction, the generating series of s-colored maps with a loop configuration (or equivalently,
with tubes) Wnpk1x1, . . . , knxnq have a topological expansion in the sense of Definition (3.6). In order to
check the other points in Hypothesis 3.11, we need to address the convergence property of W 01 pkxq.
For this purpose, we can use its representation by substitution in xW 01 pxq, and the description of the
cut locus of the latter, established in full generality in [BBG12b, Section 6]. To state it, we need:
Definition 5.1 A family of nonnegative numbers t “ ptjqj is admissible if, for any ` ě 1, the
generating series of planar maps with 1 marked face of degree `, equipped with a marked point, and
with local vertex weight u and local face weights tj, is finite.
Lemma 5.1 [BBG12b] (One-cut lemma) If the coefficients of the shifted potential (5.20) are ad-
missible, W 01 pkxq has a non-zero radius of convergence around x “ Λk. Besides, W 01 pkxq defines a
holomorphic function in CzΓk, where Γk “ rak, bks is a segment of the real axis containing Λk. And,
W 01 pkxq is discontinuous at every interior point of Γk, and V˜kpxq is absolutely convergent at least in
an open disk centered at Λk and containing the interior of Γk. ak (resp. bk) are strictly increasing
functions of u, and all other parameters being fixed and u ą 0, it is a power series in pρk,lqk,l.
This shows that, when the weights tk,l, gk1,k2;`1,`2 and ´ρk,l are nonnegative and the generating series
we want to compute are not `8, Hypothesis 3.11 is verified. We can apply Proposition 3.20, namely
ωgnpk1z1, . . . , knznq “W gnp
k1
xpz1q, . . . ,
kn
xpznqq ` δn,2δg,0δk1,k2 dxpz1qdxpz2q`
xpz1q ´ xpz2q
˘2 (5.25)
satisfies linear and quadratic loop equations in the sense of § 2.12-2.13. Besides, there exists a critical
value u˚ ą 0 so that, for any u ă u˚, the disk of convergence of V˜k contains rak, bks itself, while ak
or bk reach its boundary at u “ u˚. It is also possible to consider negative weights or even complex
weights, but the cut locus might be more complicated.
Definition 5.2 A family of complex numbers t “ ptjqjě1 is sub-admissible if p|tj |qjě1 is admissible.
Lemma 5.2 [BBG12b] (One-cut lemma, weaker version) If the coefficients of the shifted potential
(5.20) are sub-admissible, W 01 pkxq has a non-zero radius of convergence around x “ Λk. At least for u
small enough and real-valued weights, the conclusions of Lemma 5.1 still hold (except for monotonicity
of ak and bkq.
Then, we can deduce as in Section 3 that ωgn satisfies (3.115). Let us introduce H, the subspace of
holomorphic 1-forms in
šs
k“1 pCzrak, bks satisfying:
@x Psak, bkr, fpkx `i0q ` fpkx ´i0q `
sÿ
l“1
ρk,lOk,lfp lxq “ 0, (5.26)
which are formal power series13 in pρk,lqk,l.
Lemma 5.3 H is normalized in the sense of Definition 2.6.
13It is an example where we can prove normalizability without establishing strict convexity of the two-point interaction.
It would have been a condition on the weights concerning loops, i.e. zk,l, gk1,k2;`1,`2 and ρk,l, which is satisfied at least
for real valued weights and ρk,l small enough. However, we expect that the range of parameters for which the two-point
interactions are strictly convex to determine the radius of convergence of those formal series.
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Proof. First, we claim that for any u ą 0, ak and bk are formal power series in ρk,l (it is an easy
consequence of the substitution relation (5.19) and § 5.5 below). Let us denote akp0q and bkp0q are the
value of ak and bk at ρk,l ” 0. We introduceHp0q, the space of holomorphic 1-forms in šsk“1 pCzrak, bks
satisfying:
@x Psakp0q, bkp0qr, fpx` i0q ` fpx´ i0q “ 0. (5.27)
We claim that Hp0q is representable by residues and normalized. Indeed, it is associated with the
standard two-point interaction Rpx, yq “ |x´y|2 which is strictly convex, so we can use Proposition 3.8
and Lemma 3.10 (see also § 5.5 below for explicit residue representations). Accordingly, the linear
map which associates to f P H its specialization at ρk,l ” 0 denote fp0q P Hp0q is an isomorphism
(see § 5.5 for the recursive determination of the coefficients of the power series from fp0q). Thus, H
is also normalized. l
So, assuming further that lnRk,l is analytic in a neighborhood of rak, bks ˆ ral, bls (off-criticality
assumption which amounts to Hypothesis 3.11-pivq), we can conclude with Proposition 3.20-
Corollary 3.21 that ωgn for n ě 1, g ě 0 and pn, gq ‰ p1, 0q, p2, 0q satisfy solvable linear and quadratic
loop equations, and can be expressed solely from ω01 and ω
0
2 by the topological recursion:
ωgnpk0z0, kIzIq “
ÿ
αPΓfixk0
Res
zÑα Kk0pz0, zq (5.28)´
ωg´1n`1p
k0
z , ιk0pk0z q, kIzIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1p
k0
z ,
kJ
zJqωg´hn´|J|pιk0p
k0
z q, kIzJzIzJq
¯
,
where the recursion kernel is given by:
Kk0pz0, zq “
´ 12
´ z
ιk0 pzq ω
0
2pk0z0, k0¨ q
ω01p
k0
z q ´ ω01pιk0p
k0
z qq
. (5.29)
Thus, we have reduced the problem of enumerating s-colored maps with a loop configuration in any
topologies, to the problem of enumeration of disks (ω01) and cylinders (ω
0
2). Following a previous
remark, we observe that the recursion kernel only involves the generating series of cylinders whose
marked faces have the same color.
5.5 Comments on disk and cylinder generating series
Explicit formulas for W 01 and W
0
2 in the model of s-colored maps with a loop configuration is out of
reach for general weights gk,l;i,j . Indeed, one has to solve master loop equation
14, for any k P v1, sw:
@x P Γ˚k, W 01 pkx `i0q `W 01 pkx ´i0q `
sÿ
l“1
ρk,l
˛
Γk
Bx lnRk,lpx, ξqW 01 p
l
ξq “ V 1kpxq. (5.30)
Let us rewrite slightly differently this equation when faces crossed by loops have bounded degree. In
this case, Rk,l is a symmetric polynomial in 2 variables, that we may factorize:
Rk,lpx, ξq “ Sk,lpxq
dlź
p“1
pξ ´ sk,l,ppxqqmp ùñ Bx lnRk,lpx, ξq “
S1k,lpxq
Sk,lpxq ´
dlÿ
p“1
s1k,l,ppxq
ξ ´ sk,l,ppxq . (5.31)
14Computing the discontinuity of (5.21), we see that these equations holds as soon as the interior of the cut locus Γk
(which could be more complicated than a segment in general, see [BBG12b, Eqn. 6.28]) is included in the open disk of
convergence of Vk around Λk. In practice in loop models, one starts by assuming the position of the cut locus is known,
then attempt to solve the equation, and eventually derive necessary condition of the weights for such an assumption to
be possible.
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The assumption pivq of Hypothesis 3.11 that all singularities of lnRk,l lie away from Γk ˆΓl amounts
to require that sk,l,ppΓkq X Γl “ H for any p P v1, dlw. Then, we can move the contour integral in
(5.30) to pick up residues at sjpxq: for all x P Γ˚k,
W 01 pkx `i0q `W 01 pkx ´i0q `
sÿ
l“1
dlÿ
p“1
ρk,lmp s
1
k,l,ppxqW 01 p
l
sk,l,ppxqq “ V 1kpxq `
sÿ
l“1
dlÿ
p“1
uul ρk,l
S1k,lpxq
Sk,lpxq .
(5.32)
It is therefore very natural to work with the differential form ω01pkxq “ W 01 pkxqdx in order to absorb
the function s1k,l,ppxq: forall x P Γ˚k,
ω01pkx `i0q ` ω01pkx ´i0q `
sÿ
l“1
dlÿ
p“1
ρk,lmp ω
0
1p
l
sk,l,ppxqq “ dV 1kpxq `
sÿ
l“1
uul ρk,ld lnSk,lpxq. (5.33)
This equation comes with the condition that ω01 is holomorphic in CzΓk, with a simple pole of residue
´uuk at 8, and W 01 pkxq remains bounded on Γk (see [BBG12b, Chapitre 6]).
Because of the third term in the left-hand side, this equation is highly non-local, and we cannot
hope to solve it in full generality, even assuming that Γk “ rak, bks is a known segment. We notice
that this non-local term only depends on the weights assigned to loops gk,l;i,j , zk,l and ρk,l, while the
weights for faces not crossed by a loop only appear in the right-hand side. For this reason, solving
(5.33) is equally difficult (or easy) for all values of tk,j . Similarly:
ωˇ02pkx, k2x2q “W 02 pkx, k2x2qdx1dx2 “ ω02pkx, k2x2q ´ δk,k2 dx1 dx2px´ x2q2 (5.34)
satisfies an equation of type (5.32) with respect to x, with right hand side replaced by
´δk,k2dx1dx2{px´ x2q2,
and extra conditions that it is holomorphic in ppCzΓkqˆppCzΓlq, and it is holomorphic in a neighborhood
of the image of Γk in the Riemann surface Uk as defined in Section 2. On the contrary, the nature of
the solution will depend much on the ”group” generated by the sk,l,p, and thus is a non trivial way
on the parameters zk,l and gk,l;i,j .
Actually, it is enough to find ω02 , since it gives access to a local Cauchy kernel (see Definition 2.5
and § 3.9)
Gpkx, k2x2q “ ´
ˆ x
ω02pk¨, k2x2q. (5.35)
We can use its properties to show that:
ω˜01pkxq “ 12dVkpxq ´
1
2
1
2ipi
˛
Γk
Gpk¨, kxqdVkpξq (5.36)
satisfies the same equation and extra conditions as ω01 . If the solution of such constraints is unique
(this is the case when the two-point interaction defined by pRk,lqk,l is strictly convex), we conclude
that ω01pkxq is given by the expression (5.36). For instance, when faces which are not crossed by loops
have bounded degree, Vk is a polynomial, thus the contour integral can be moved to pick up a residue
at 8.
At present, the solution of such equations is known in very few cases assuming Γk is known. When
there is only one color (s “ 1), and Rpx, ξq “ p1{z ` g1,0px ` ξqq, this is the Op´ρq model where
loops live only on triangles initially considered by Gaudin and Kostov [GK89]. Eqn. (5.33) with
50
general right hand side has been solved in [EK95, EK96, BE11]. These techniques were adapted
in [BBG12c, BBG12b] to solve the model where R is an homography (which must be involutive by
symmetry), which describes a model where loops cross only triangles, but an extra weight is introduced
to take into account curvature of the loops. They were extended in a straightforward way [BBG12a]
to s “ 2 colors and R1,1 “ R2,2 “ 0, while R1,2 is an homography, which describe a Op´ρq model
where loops cross only triangles, separate domains of different colors, and also receive a weight taking
into account curvature. The special case where all faces are crossed by loops (the fully-packed model)
was shown to include the Potts model on general random maps, i.e. a model of maps with faces of
arbitrary degree but all weighted 1, whose vertices are equipped with Q “ ρ2 Potts variables. In all
those cases, Γk “ rak, bks are determined by implicit equations in terms of the weights, which are
sometimes amenable to an explicit solution.
5.6 Computing explicitly the coefficients of the generating series
Although computing ω01pkxq and ω02pkx, k2x2q explicitly is in general out of reach, we recall that they
were defined as formal series in some parameters. In combinatorics, one is interested in numbers of
s-colored maps with a loop configuration, with a given number of vertices, a given number of faces
of each type, a given number of loops, etc. We explain below that these numbers can be determined
effectively for any topology. We illustrate the method by considering the generating series ωgnpm ; kIxIq
of M P sML with a given number of loops m “ pmk,lqk,l separating domains of color k and l. By
construction:
ωgnpkIxIq “
ÿ
mPNs2
ź
1ďkďlďs
p´ρk,lqmk,l ωgnpm ; kIxIq. (5.37)
The m “ 0 term corresponds to generating series of maps without loops, i.e. it vanishes if two colors
ki and kj are different, and in terms of (5.13):
ωgnp0 ; kx1, . . . , kxnq “ xW gn rVksp kx1, . . . , kxnqdx1 ¨ ¨ ¨ dxn ` δn,2δg,0 dx1dx2px1 ´ x2q2 . (5.38)
If we want to compute ωgnpm, kIxIq for a given m, thanks to the topological recursion (5.28) and the
remark made in (5.36), we just need to compute ω02pm1 ; k1x1, k2x2q for m “ pm1k,lqk,l with m1k,l ď mk,l.
This can be done recursively.
For the initialization, it is a classical result [dFGZJ94] that:
ω01p0 ; kxq “ 12 V
1
kpxq ´ 12
˛
dξ
2ipi
V 1kpxq ´ V 1kpξq
x´ ξ
apx´ akp0qqpx´ bkp0qqapξ ´ akp0qqpξ ´ bkp0qq ,
ω02p0 ; kx, k2x2q “ δk,k2 dxdx22px´ x2q2
px´ Λkqpx2 ´ Λkq ´ px` x2 ´ 2Λkqakp0q`bkp0q2 ` akp0qbkp0qapx´ akp0qqpx´ bkp0qqpx2 ´ akp0qqpx2 ´ bkp0qq .
akp0q and bkp0q are order 0 terms in ak and bk considered as a power series in pρk1,lqk1,l, and are
determined by the equations [BBG12b, Section 6]:
akp0q ` bkp0q
2
“ 1
2ipi
˛
dξ
2ipi
ř
jě1 tk,jpξ ´ Λkqj´1apξ ´ akp0qqpξ ´ bkp0qq ,
akp0q2 ` bkp0q2 ` 3akp0qbkp0q
8
“ 2uuk ` 1
2ipi
˛
ξdξ
2ipi
ř
jě1 tk,jpξ ´ Λkqj´1apξ ´ akp0qqpξ ´ bkp0qq . (5.39)
where the contour integral surrounds Γkp0q “ rakp0q, bkp0qs and lies in the domain of analyticity of
Vkpxq. Those expressions can be obtained by solving directly (5.33) for ρk,l Ñ 0. If we introduce a
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uniformization variable ζ so that:
x “ akp0q ` bkp0q
2
` bkp0q ´ akp0q
4
´
ζ ` 1
ζ
¯
. (5.40)
We actually have:
ω02p0 ;
k
xpζq,
k2
xpζ2qq “ δk,k2 dζ1dζ2pζ1 ´ ζ2q2 , (5.41)
and it is more convenient to use such a variable for further computations. Then, the generating series
of cylinders with finite number of loops can be obtained by solving recursively:
ω02pm ; kx, k2x2q “ δk,k2δm,0 dζ dζ2pζ ´ ζ2q2 (5.42)
`
sÿ
l1,l2“1
ÿ
0ďpk,lďmk,lś
k,l pk,lpmk,l´pk,lq‰0
˛
Γl1 p0qˆΓl2 p0q
ω02pp ; kx,
l1
ξ1q lnRl1,l2pξ1, ξ2qω02pm´ p ;
l2
ξ2,
k2
x2q.
Similarly, (5.36) leads to:
ω01pm ; kxq “ ω01p0 ; kxq (5.43)
`
sÿ
l1,l2“1
ÿ
0ďpk,lďmk,lś
k,l pk,lpmk,l´pk,lq‰0
˛
Γl1 p0qˆΓl2 p0q
ω02pp ; kx,
l1
ξ1q lnRl1,l2pξ1, ξ2qω01pm´ p ;
l2
ξ2q.
Then, one can plug the series ω01pkxq and ω02pkx, k2x2q truncated up to o
`ś
k,lp´ρk,lqmk,l
˘
in the topological
recursion formula (5.28) to obtain ωgnpkIxIq up to the same order, recursively on 2g ` n.
In this example, we focused in the number of loops inside the enumerated maps. One could have
chosen some other parameters, like u (coupled to the number of vertices), or uk (coupled to the number
of vertices of a specific color). One would find a similar recursive procedure to compute truncated
versions of ω01 and ω
0
2 generating s-colored maps with a loop configuration and a bounded number
of vertices. Plugging these expressions in the topological recursion formula then gives rise to the
generating functions of s-colored maps with a loop configuration of arbitrary topology and a number
of vertices bounded by the order of approximation chosen.
In some other contexts, such as topological strings or Gromov-Witten theory, where one enumerates
embeddings of surfaces into a target space, this procedure corresponds to fixing a bound on the degree
of the embedding map or on the homology class of the embedded surface (see [EO12] for example
where the same kind of induction procedure is performed). Indeed, in many applications for physics,
one is interested in the coefficients of perturbative expansions, i.e. expansion in a small parameter
which is often coupled to a geometric property, and the procedure we described is very efficient for
such computations.
5.7 Critical points and asymptotics of large maps
When u increases, Hypothesis 3.8 may fail. In particular, if a zero of Rk,l approaches Γk ˆ Γl when
the parameter of the model vary, we will reach at the limit a critical point which is characteristic of
a loop model, i.e. cannot be reached in a model of usual random maps with bounded degree. Let us
study qualitatively an example. First, let us focus on the master equation (5.32) for W 01 . We know
that W 01 pkxq is not analytic at x “ bk. When the model is offcritical, the last term in the left-hand side
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of (5.32) is holomorphic in a neighborhood of ak, while the right hand side is regular: the singular
part near x “ ak must satisfy
rW 01 pkx `i0qssing ` rW 01 pkx ´i0qssing “ 0 (5.44)
hence is of squareroot type, i.e. W 01 pkxq9 fp
?
x´ bkq where f is a holomorphic function in the vicinity
of 0. Coming back to the example considered in § 5.5, assume that the parameters of the model are
tuned so that we reach a critical point for which sk,l,apBΓlq touches BΓk. To fix ideas, we assume that
sk,l,apbkq “ bl for some triplets k, l, a. Then, the last term in (5.32) is singular when x “ bk, and its
singularity behaves like rW 01 psk,l,apxqqssing when x Ñ bk, and depends only on the local behavior of
sk,l,apxq when x Ñ bk. Since sk,l,apxq are roots of a polynomial, they are either regular or have an
algebraic singularity at bk.
When they are regular near bk, we have psk,l,apxq´ blq9px´ bkqµk,l,a for some nonnegative integer
µk,l,a. Then, it is natural to make the ansatz of a power law singularity for W
0
1 , namely we look for
a local behavior:
rW 01 pkxqssing „ Ck px´ bkqνk . (5.45)
Pluging (5.45) into the master equation (5.32) and identifying the leading singular part when xÑ bk,
we find necessary conditions relating µk,l,a and νk. For instance, let us consider the case of a single
color (s “ 1). If there is only 1 element a0 such that sapBΓq X BΓ ‰ H, we find that, if ν is not an
half-integer, we must have:
µ “ 1, e2ipiν ` 1` ρma0 eipiν “ 0. (5.46)
This gives the well-known parametrization of the critical exponent of the Op´ρq model:
ρma0 “ ´2 cospiν. (5.47)
It corresponds to the case where Rpx1, x2q behaves locally near x1, x2 Ñ b like px1 ` x2 ´ 2bqma0 .
Thus, although it remains a difficult problem to solve (5.33) exactly, even at the critical point, it
is always possible to perform case by case a local analysis on the singularities to deduce the values of
the critical exponents νk. By transfer theorems [FS09], a behavior like (5.45) implies that Tk,`, the
number of planar s-colored maps of color k with a loop configuration and a marked face of length ` is
asymptotic to:
Tk,` „
`Ñ8
Ck
Γp´νkq
bνk``k
`1`νk
. (5.48)
Another interesting question is to find the asymptotics of the number of genus g maps with v
vertices, i.e. of the coefficients of F g seen as a power series in u. Such a singularity u “ u˚ can
only be reached when approaching a critical point as above. The spectral curves parametrized by u
becomes singular when u Ñ u˚, so the W gk have a singularity as a function of u at u “ u˚, that we
can describe thanks to Proposition 2.11. This in turns gives access to the asymptotic of maps with
large number of vertices by transfer theorems [FS09]:
Proposition 5.4 Assume the existence of exponents α, α1 ą 0 such that:
rW 01 pkxqssing „ pu˚ ´ uqα y˚p
k
x˚q,
k
x˚“ x´ bk
b˚k ´ bk
, |b˚k ´ bk| 9 pu˚ ´ uqα
1
, (5.49)
and:
W 02 pk1x1, k2x2qdx1dx2 „ pW 02 q˚p
k1
x1˚ ,
k2
x2˚ qdx1˚ dx2˚ . (5.50)
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Then, for any n, g such that 2g ´ 2` n ą 0, we have:
W gnpk1x1, . . . , knxnq „
uÑu˚
pu˚ ´ uqpα`α1qp2´2g´nq´α1n pW gnq˚p
k1
x1˚ , . . . ,
kn
xn˚q, (5.51)
where pW gnq˚ is computed by (5.25) from pωgnq˚ obtained by applying the topological recursion formula
(5.28) to the initial data ω01pkxq “ y˚p
k
x˚q and:
pω02q˚p
k1
x1˚ ,
k2
x2˚ q “
´
W 02 p
k1
x1˚ ,
k2
x2˚ qdx1˚ dx2˚ ` δk1,k2px1˚ ´ x2˚ q2
¯
dx1˚ dx2˚ . (5.52)
Hence, the number of s-colored maps with a loop configuration, of genus g with v vertices, behaves for
g ě 2 as:
pF gqv „
vÑ8
pF gq˚
Γppα` α1qp2g ´ 2qq v
pα`α1qp2g´2q´1 pu˚qpα`α1qp2´2gq`v. (5.53)
The blow-up yp kx˚q, Fg˚ and the exponents α, α1 are universal, while u˚ depends on the model. This
method has to be applied case by case, and in general the exponents α, α1 describing the approach of
the critical point, are related to the exponent describing the behavior of the model at criticality (see
for an illustration the discussion in [BBG12c, Section 3]). For instance, consistency implies that, if
yp kx˚q9px˚qκ when x˚ Ñ8, then:
α1κ “ α. (5.54)
5.8 Another combinatorial model: height model
In this paragraph, we apply the previous techniques to the study of the heights model introduced
in [Kos89, Kos92b, Kos92a], and show that it is solved by the topological recursion. Let G be a
finite graph with multiple edges, and A “ pAv,v1q its adjacency matrix, i.e. Av,v1 is the number of
(unoriented) edges between two nodes v, v1 of G. We shall see in Lemma 5.5 that it is meaningful to
restrict oneself to G being a Dynkin diagram of ADET type, or an extended Dynkin diagram of AˆDˆEˆ
type (see Figure 6).
5.8.1 Maps with a G-height configuration
If M is a map (in the usual sense) with faces of degree 4 only (quadrangles), and if we denote G its
underlying graph, a G-height configuration is a map σ : G Ñ G (this means that it associates vertices
to vertices, and edges to edges respecting the incidence relations) such that, the boundary of any face
contains exactly two non-consecutive vertices with same height (see Fig. 4). We associate to such a
configuration the weight:
wpM, σq “
ź
vPV pMq
uuσpvq
ź
rv1,v2,v3,v4s
face of M
´δσpv1q,σpv3q
uuσpv1q
` δσpv2q,σpv4q
uuσpv2q
¯
. (5.55)
We collect in the set MGHgnpk; `q the connected maps of genus g, with n marked faces consisting
of vertices of the same height k “ pk1, . . . , knq and of degree ` “ p`1, . . . , `nq. We introduce the
generating series:
F g “
ÿ
pM,σqPMGHg0
wpM, σq
|AutM| , (5.56)
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and for any n ě 1:
W gnpk1x1, . . . , knxnq “ δn,1δg,0 uuk1x1 `
ÿ
`1,...,`ně1
ÿ
pM,σqPMGHng pk,`q
wpM, σq
|Aut pM, σq|
” nź
i“1
1
x`i`1i
ı
. (5.57)
Equivalently, we can split the degree 4 faces into degree 3 faces (triangles), by drawing a red
diagonal between the two vertices whose heights are constrained to match (see Fig. 4 and 5). One can
draw a path crossing the edges of the triangles which are not red, so that we obtain a colored map M˜
with a loop configuration, where all faces are triangles and are crossed by a loop. One can go out of
the fully-packed case by allowing faces of degree j ě 3 whose boundaries consist of vertices of a given
height k, with weight tk,j each. Hence, we retrieve a special case of the weight introduced in § 5.1.2,
with interactions between colors prescribed by the adjacency matrix of G:
ρk,l “ ´Ak,l, Rk,lpx, yq “ x` y, (5.58)
and where gk,1,0 “ gk,0,1 “
?
t.
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Figure 4: An example of map with a G “ D5-height configuration, and its loop representation.
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3
2
Figure 5: An example of map with a G “ D5-height configuration in loop representation.
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5.8.2 Matrix model representation
In [Kos92b], a formal matrix model representation was proposed for the height model. It is based on
the following measure:
d$9
sź
k“1
dMk exp
`´N TrVkpMkq˘ ź
ăk,ląPG
dBk,ldB
:
k,l exp
”
´N Tr `Bk,lB:k,lMk `B:k,lBk,lMl˘ı.
(5.59)
Mk are hermitian matrices of size Nk ˆ Nk, and for each (unoriented) edge ă k, l ą of G, Bk,l are
complex matrices of size N ˆN , and:
Nk “ Nuk, Vkpxq “ 1
uuk
´ px` t{2q2
2
´
ÿ
jě3
tk,j
px` t{2qj
j
¯
. (5.60)
Integrating out the matrices Bk,l and B
:
k,l who have Gaussian distribution, yields a measure:
d$ 9
sź
k“1
dMk exp
`´N TrVkpMkq˘
ˆ
ź
1ďk,lďs
exp
”
´N Ak,l
2
Tr lnpMk b 1N ` 1N bMlq
ı
, (5.61)
where we recognize (5.12). The correlators of this formal matrix model give the generating series
(5.57): A nź
i“1
Tr
1
xi ` t{2´Mki
E
c
“
ÿ
gě0
´N
u
¯2´2g´k
W gnpk1x1, . . . , knxnq. (5.62)
These ADE matrix models were first introduced in [KMM`93], and later appeared in N “ 2 su-
persymmetric gauge theories associated to ADE quivers [DV02] (see also [CKR04] for the A2 quiver
matrix model, which is closely related to the Op´2q model). The Schwinger-Dyson equations for such
models have been previously written within the CFT formalism in [KLLR03].
5.8.3 Strict convexity of the interactions
Lemma 5.5 The two-point interactions defined by (5.58) are strictly convex iff G is a Dynkin diagram
of ADET or an extended Dynkin diagram of AˆDˆEˆ type (see Fig. 6).
Proof. We need to understand under which conditions, for any signed measures pνkqk supported on
R`, so that νkpR`q “ 0, we have
E˜pνq ”
¨
R2
´ sÿ
k“1
dνkpxqdνkpyq ln |x´ y| ´
sÿ
k,l“1
Ak,l dνkpxqdνlpyq ln |x` y|
¯
ď 0, (5.63)
with equality iff νk “ 0 for any k P v1, sw. We use the representation:
ln |x| “ lim
Ñ0
´
ln ´ Re
ˆ 8
0
du e´u
eiux ´ 1
u
¯
, (5.64)
and the fact that νk has total mass 0 to rewrite:
E˜pνq “ ´1
2
lim
Ñ0
ˆ 8
0
du
e´u
u
´ sÿ
k,l“1
p2´Aqk,l Re νˆkpuqRe νˆlpuq ` p2`Aqk,l Im νˆkpuq Im νˆlpuq
¯
, (5.65)
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where νˆ denotes the Fourier transform of the measure ν. Therefore, Epνq ď 0 iff 2´A and p2`Aq are
positive. Besides, due to the fact that a signed measure ν supported on R` vanish iff Im νˆ ” 0, we have
E˜pνq “ 0 only for pνkqk ” 0 iff 2`A is positive definite. Notice that C “ 2´A is the Cartan matrix
of the graph G. It is well-known that a finite graph with multiple edges has a positive definite Cartan
matrix iff it is the Dynkin diagram of ADE type, and if we allow the Cartan matrix to be nonnegative,
it can also be an extended Dynkin diagram of AˆDˆEˆ type. This justifies a posteriori to restrict the
study of height model based on such Dynkin diagrams G. In all those cases, the eigenvalues of A are
of the form 2 cosppimk{h_q, where h_ is the Coxeter number, and mk are the Coxeter exponents (for
extended Dynkin diagrams, one of the Coxeter exponent is 0). So, we have a fortiori that 2 `A is
positive definite. Hence the result. l
1 2 3 ... n
n+1
1 2 3 ... n
1 2 3 ...
n
n-1
n-2
1
2 3 ... n
n-1
n-2
n+1
1 2 3 4 5
6
1 2 3 4 5 6
7
1 2 3 4 5 6 7
8
7
1 2 3 4 5
6
9
1 2 3 4 5 6 7
8
8
1 2 3 4 5 6
7
An
Dn
E6
E7
E8
An^
Dn^
E6^
E7^
E8^
Figure 6: On the left, Dynkin diagram with positive Cartan matrix. On the right, Dynkin diagram
with nonnegative Cartan matrix, having one 0 eigenvalue, and one has to add Tn, which is a cycle
with n vertices corresponding to the A2n{Z2.
5.8.4 Topological recursion
Since Ak,l is nonnegative, the one-cut Lemma 5.1 can be applied whenever uk, tk,j are nonnegative
(and if it is not the case, we can still use the weaker version Lemma 5.2). Then, Hypotheses 3.11 is
satisfied, so we can apply our Proposition 3.20: the generating series of maps in the height model for
any G,
ωgnpk1x1, . . . , knxnq “W gnpk1x1, . . . , knxnqdx1 ¨ ¨ ¨ dxn ` δn,2δg,0δk1,k2 dx1dx2px1 ´ x2q2 (5.66)
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satisfy the linear and quadratic loop equations in the sense of Definitions (2.12)-(2.13). Besides, if
G is a Dynkin diagram listed in Lemma 5.5 (Fig. 6), Hypothesis 3.12 is satisfied, so we can apply
Corollary 3.21: the generating series of maps in the height model are computed by the topological
recursion
ωgnpk0z0, kIzIq “
ÿ
αPΓfixk0
Res
zÑα Kk0pz0, zq (5.67)´
ωg´1n`1p
k0
z , ιk0pk0z q, kIzIq `
ÿ
JĎI, 0ďhďg
ωh|J|`1p
k0
z ,
kJ
zJqωg´hn´|J|pιk0p
k0
z q, kIzJzIzJq
¯
,
where the recursion kernel is given by:
Kk0pz0, zq “
´ 12
´ z
ιk0 pzq ω
0
2pk0z0, k0¨ q
ω01p
k0
z q ´ ω01pιk0p
k0
z qq
. (5.68)
At present, an expression for ω01pkxq and ω02pk1x1, k2x2q in full generality is not known, even at the
critical points15. Yet, we expect the problem to be solvable because (extended) Dynkin diagram are
very special. We remind however that, if one is only interested in the generating series of maps with
fixed number of level lines (in the loop representation, it corresponds to a fixed number of loops), the
method described in § 5.6 leads to explicit results. Let us mention that the analysis of singularities
(see § 5.7) at the critical point in these models has been performed long ago [Kos89, Kos92b, Kos92a],
and the critical exponents are related to the spectrum of A, in a way generalizing the relation 5.46
valid for the universality class of the Op´ρq model where loops live on triangles.
6 Chern-Simons invariants of torus knots
We illustrate our method to give structural results on large N expansion of Chern-Simons theory with
gauge group SUpNq on a certain class of 3-manifolds for which the partition function was known to
be described by ”repulsive particle systems”.
6.1 The model for torus knots
6.1.1 Definition
For any knot K in a 3-manifold M, one can construct knot invariants WpG,R, qq indexed by a simply-
laced group G and an irreducible representation R, where q is a variable. In quantum field theory, they
can be defined as Wilson loops around K in Chern-Simons theory on M with gauge group G [Wit89].
For q equal to certain roots of unity, it was given a rigorous meaning in the work of Reshetikhin
and Turaev [RT90]. In particular, for G “ SUp2q and R its dimension n irreducible representation,
one retrieves the colored Jones polynomial Jnpqq [Jon85], and for G “ UpNq and R the fundamental
representation, one retrieves the HOMFLY-PT polynomial [FYH`85].
Torus knots are knots which can be drawn on a torus T Ď S3 without self-intersections. They
are characterized by two coprime integers pP,Qq describing the number of times the knot wraps
around two independent non-contractible cycles in T. They are in many regards the simplest knots
among all. For instance, there exist closed formulas to compute all Wilson loops. It has been shown
15It is known only for G “ A2, or G “ As with s ě 3 but a symmetry assumption on the cuts, which both reduce to
the solution of the Op´ρq model where loops live on triangles [Kos, EK95, EK96, BE11].
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[LR99, Mar02, DT07, Bea09, K1¨1] that they can be rewritten as certain observables in a repulsive
particle system. We shall restrict ourselves to the case of G “ UpNq. Then:
WpUpNq,R, qq “ xsRpeT qy, (6.1)
with respect to the measure on RN :
d$pt1, . . . , tN q “ 1
Z˜
pP,Qq
N
ź
1ďiăjďN
sinh
´ ti ´ tj
2P
¯
sinh
´ ti ´ tj
2Q
¯ Nź
i“1
e´N V˜ptiqdti, (6.2)
Vptq “ t
2
2uPQ
, u “ N ln q. (6.3)
sR denotes the character of the representation R, which is here a Schur polynomial. We have set
T “ diagpt1, . . . , tN q. We will focus on the case q ą 1, hence u ą 0.
6.1.2 Relation between correlators and Wilson loops
We define disconnected correlators in the model (6.15) as:
Wnpx1, . . . , xnq “
A nź
i“1
Tr
1
xi ´ eT {PQ
E
, (6.4)
and we recall that they are related to the connected correlators by:
Wnpx1, . . . , xnq “
ÿ
J1 9Y¨¨¨ 9YJr“v1,nw
rź
j“1
W|Ji|
`pxjiqjiPJi˘. (6.5)
They allow to compute any expectation values of traces of powers of eT {PQ:
xTr pek1T {PQq ¨ ¨ ¨Tr peknT {PQqy “
˛
Rn`
nź
i“1
xkii dxi
2ipi
Wnpx1, . . . , xnq, (6.6)
and we now review how the expectation values of Schur polynomials can be deduced from them.
Irreducible representations R of UpNq are in correspondence with Young tableaux with less than N
rows. If we denote |R| its number of boxes, it also determines an irreducible representation of the
symmetric group S|R|, and by Schur-Weyl duality:
sRpeT q “ 1|R|!
ÿ
µ$ |R|
|Cµ|χRpCµq pµpeT q, (6.7)
where the sum runs over partitions µ “ pµ1, . . . , µ`q with |R| boxes, Cµ is the conjugacy class of
the symmetric group S|R| determined by µ, |Cµ| the number of permutations in this class, χR is the
character of the symmetric group S|R|, and:
pµpeT q “
ź`
j“1
pµj peT q, pjpeT q “ Tr ejT , (6.8)
are the power-sums symmetric polynomials. Reminding the change of variable 6.14, we find:
WpUpNq,R, qq “ 1|R|!
ÿ
µ$ |R|
|Cµ|χRpCµq
˛
R`pµq`
`pµqź
j“1
x
PQµj
j dxj
2ipi
W `pµqpx1, . . . , x`pµqq. (6.9)
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6.1.3 Analytic continuation in q and expansion of topological type
We justify in this paragraph the existence of an expansion of topological type (see Definition 3.6) for
the correlators, where the variable of expansion N is traded to 1{pln qq.
Let us consider the measure (6.2) with u ą 0, i.e. ln q ą 0. At fixed N , one can perform the
change of variable t˜i “ pln qq´1{2ti, and write:
d$˜pt1, . . . , tnq “
Nź
i“1
e´t˜
2
i {2PQdt˜i
ˆ
ź
1ďiăjďN
´ 8ÿ
k“0
pln qqkpt˜i ´ t˜jq2k
p2P q2kp2k ` 1q!
¯´ 8ÿ
l“0
pln qqlpt˜i ´ t˜jq2l
p2Qq2lp2l ` 1q!
¯
pt˜i ´ t˜jq2. (6.10)
For our purposes, it is convenient to drop here the normalization factor, and define a new partition
function as:
Z˜
pP,Qq
N “
ˆ
RN
d$˜pt1, . . . , tN q. (6.11)
This integral is convergent for ln q ą 0, and from (6.10), it has an expansion in powers of ln q with
positive coefficients. Hence, this series is absolutely convergent, and defines Z˜
pP,Qq
N as an entire function
of ln q. In particular, it does not vanish for ln q small enough. Therefore, F “ lnZ is an analytic
function of ln q at least in a neighborhood of ln q “ 0. Now, the disconnected correlators can be
defined as formal Laurent series in x1, . . . , xn:
Wnpx1, . . . , xnq “
ÿ
k1,...,kně0
1
xk1`11 ¨ ¨ ¨xkn`1n
1
Z˜
pP,Qq
N
ˆ
RN
nź
j“1
´ Nÿ
ij“1
ekj
?
ln q tij {PQ
¯
d$˜pt1, . . . , tN q,
(6.12)
whose coefficients can also be defined, from their series expansion in ln q (notice that, by parity,
it is an expansion in ln q and not
?
ln q), as analytic functions of ln q at least in a neighborhood
of 0. We can then deduce that the connected correlators Wnpx1, . . . , xnq, which can be expressed
polynomially in terms of the disconnected correlators, are also formal Laurent series in x1, . . . , xn of
analytic functions of ln q in a neighborhood of 0. For any χ, we can thus build formal Laurent series in
x1, . . . , xn by collecting the coefficients of pln qqχ in (6.12). It is clear from (6.12) that the coefficient
of x
´pk1`1q
1 ¨ ¨ ¨x´pkn`1qn grows atmost like M pk1`...`knqn,χ for some Mn,χ ą 0 when k1, . . . , kn Ñ 8,
so that those Laurent series actually define holomorphic functions at least in a neighborhood of
x1, . . . , xn “ 8. Since Wn is initially holomorphic in CzRˆ`, we deduce that W gn is also holomorphic
at least in CzRˆ`. Their precise analytic structure will be determined in § 6.3.
The coefficients in the series representing F ” Wn“0 and Wn are finite sums of moments of
Gaussian integrals, computed by Wick’s theorem: they coincide with the generating series of connected
maps with tubes and n boundaries as explained in Section 5. In this case, since the potential is
Gaussian, all faces are annular faces. This implies that, for a map of genus g with n marked faces,
the counting of Euler characteristics gives 2´ 2g ´ n “ v ´ e, where v is the number of vertices, and
e the number of edges. The weight of a map depends on N “ u{ ln q only through a factor Nv, and
ln q appears also through a factor pln qqe. Therefore, the coefficient of pln qqχ in the series is a sum
over maps with Euler characteristics χ, as is well-known since t’Hooft [t’H74]. This implies that the
series defining F and Wn actually takes the form:
F “
ÿ
gě0
pln qq2g´2 F g, Wnpx1, . . . , xnq “
ÿ
gě0
pln qq2g´2`nW gnpx1, . . . , xnq (6.13)
where the coefficients F g is an analytic function of u in a neighborhood of 0, and W gn is a formal
Laurent series in x1, . . . , xn, whose coefficients are analytic functions of u in a neighborhood of 0.
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We recover by a direct method for torus knot complements some results known from the theory
of LMO invariants for any 3-manifold, namely that the F g can actually be defined for any knot
complement using the theory of LMO invariants, and then shown to be analytic in a neighborhood
of u “ 0 [GLM08]. It is observed [BEM12] that the large N expansion of Wilson loops in any
representation are polynomial in eu. As we shall see below, the stable F g and W gn will be given by the
topological recursion formula, from where their analytical structure in u can be completely described,
and one can prove the aforementioned observation, but this will not be addressed in this article.
6.2 The spectral curve
It is convenient to perform the change of variable:
λi “ eti{PQ. (6.14)
We obtain the model with a measure on RN` :
d$˘pλ1, . . . , λN q “ 1
Z˘
pP,Qq
N
ź
1ďiăjďN
pλPi ´ λPj qpλQi ´ λQj q
Nź
i“1
e´NV˘pλiqdλi, (6.15)
V˘pλq “ PQplnλq
2
2u
` lnλ
N
´
1` P `Q
2
pN ´ 1q
¯
(6.16)
6.2.1 Properties
Lemma 6.1 In the model (6.15), the interactions are strongly confining at 0 and 8, and strictly
convex.
Proof. The two-point interaction is R0px, yq “
a|xP ´ yP ||xQ ´ yQ|, and we have:
@x, y ą 0, lnR0px, yq ď P `Q
2
p| lnx| ` | ln y|q. (6.17)
Since the potential grows like plnxq2 when x Ñ 0,8, it implies that the interactions are strongly
confining at 0 and 8 in the sense of Definition 3.1. Besides, for any signed measure ν on R` with
total mass 0, we have:
1
2
¨
pR˚`q2
dνpxq`dνpyq˘˚ lnR0px, yq “ ´ˆ 8
0
ds
2s
´
|ypiP˚ νpsq|2 ` |ypiQ˚νpsq|2¯ ă 0, (6.18)
where piα is the diffeomorphism of R˚` defined by piαpxq “ xα. Therefore, the two-point interaction is
strictly convex in the sense of Definition 3.2. l
Accordingly, the equilibrium measure µ˘eq for the model (6.2) on the real axis (or equivalently
(6.15) on the positive real axis) is unique (cf. Proposition 3.2).
Lemma 6.2 For any u ą 0, the support of the equilibrium measure of the model (6.15) is a segment
ra, bs, with 0 ă a ă b ă 8.
Proof. Let µ˜eq denote the equilibrium measure of the model (6.2). The equilibrium measure of
the model (6.15) is just obtained by the change of variable (6.14), i.e. is given by Φ˚µeq where
Φptq “ et{PQ. From Theorem 3.2, µeq is characterized by the existence of a constant C such that:
ˆ
dµeqpt1q
”
ln sinh
´ |t´ t1|
2P
¯
` ln sinh
´ |t´ t1|
2Q
¯ı
´ Vptq “ C, (6.19)
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with equality µ˜eq everywhere. We observe that, for any α ą 0, ln sh
` |t´t1|
2α
˘
is a concave function of
t. Since µ˜eq is a nonnegative measure, this implies that the integral in the left-hand side is a concave
function of t. Besides, V˜ ptq “ t2{2uPQ is strictly convex, hence the left-hand side is a concave
function of t. This implies that, if the equality is realized for t “ t1 and t “ t2, it must be realized for
t P rt1, t2s. Hence, the support of µ˘eq is connected. l
6.2.2 The equilibrium measure
Let us consider the Stieltjes transform:
ω01pxq “
´ˆ b
a
dµ˘eqpyq
x´ y
¯
dx. (6.20)
It is characterized by (3.17) with a linear operator O defined by:
Ofpxq “ 1
2ipi
˛
ra,bs
fpξq
˜
´
P´1ÿ
j“1
1
ξ ´ e2ipij{Px ´
Q´1ÿ
j“1
1
ξ ´ e2ipij{Qx
¸
, (6.21)
and for any 1-form f which is holomorphic in Czra, bs and is Opdxq at 8, we find:
Ofpxq “
P´1ÿ
j“1
fpe2ipij{Pxq `
Q´1ÿ
j“1
fpe2ipij{Qq. (6.22)
It consists of sums of rotations by angles 2pi{Q and 2pi{P . In other words, we have the functional
equation, for any x Psa, br:
ω01px` i0q ` ω01px´ i0q `
P´1ÿ
j“1
ω01pe2ipij{Pxq `
Q´1ÿ
j“1
ω01pe2ipij{Qxq “
´PQ
u
lnx
x
` P `Q
2x
¯
dx. (6.23)
The solution in the one-cut regime (as required by Lemma 6.2) was found in [BEM12]:
Proposition 6.3 We have:
1
P
P´1ÿ
j“0
ω01pe2ipi
j
P xq “ ´ 1
u
dx
x
ln
“
e´up´1qQ zpxq‰, (6.24)
where zpxq is an algebraic function:
x “ eu2 p1{P`1{Qq z´1{Q
´1´ e´uz
1´ z
¯1{P
. (6.25)
The equilibrium measure is:
dµ˘eqpxq “ P
2ipiu
dx
x
ln
´zpx` i0q
zpx´ i0q
¯
. (6.26)
Sketch of the proof of [BEM12]. Let us define a function Y pxq by setting:
ω01pxq “ PQupP `Qq
“
lnpeu2 p1{P`1{Qqxq ´ lnp´Y peu2 p1{P`1{Qqxq‰dx
x
. (6.27)
and ra˘, b˘s “ eu2 p1{P`1{Qqra, bs. Then, (6.23) translates into:
@ξ Psa˘, b˘r, Y pξ ` i0qY pξ ´ i0q
Q´1ź
j“1
Y pe2ipij{Q ξq
P´1ź
j“1
Y pe2ipij{P ξq “ 1. (6.28)
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(P,Q)=(3,2)
Figure 7: For the p3, 2q knot (the trefoil knot), we have P `Q “ 5 functions F0, F1, . . . , F4, with cuts
indicated, and they transform among each other when crossing cuts. This defines a Riemann surface
of genus 2, as a degree 5 covering of the plane pC. The 5 functions F0, . . . , F4 can be seen as 5 branches
of a multivalued function on pC, which can be lifted to an analytic function on the Riemann surface.
The fact that ω01pxq is holomorphic on Czra˘, b˘s and behaves like dx{x when xÑ8, implies that Y pxq
is holomorphic on Czra˘, b˘s, vanishes only at x “ 0, and behaves as:
Y pξq “
ξÑ0 ´ξ `Opξ
2q, Y pξq “
ξÑ8 ´ξ e
´up1{P`1{Qq `Op1q. (6.29)
Consider the P `Q following functions:
Fkpξq “
P´1ź
j“0
Y pe2ipik{Q e2ipij{P ξq, 0 ď k ď Q´ 1. (6.30)
FQ`lpξq “
Q´1ź
j“0
1
Y pe2ipij{Q e2ipil{P ξq , 0 ď l ď P ´ 1. (6.31)
Notice that Fkpξq has cuts along e´2ipik{Q e´2ipij{P ra˘, b˘s for 0 ď j ď P ´ 1, and FQ`lpxq has cuts along
e´2ipil{P e´2ipij{Qra˘, b˘s for 0 ď j ď Q´ 1. In particular across the cut e´2ipil{P e´2ipik{Qra˘, b˘s, we have:
@ξ P e´2ipil{P e´2ipik{Qsa˘, b˘r, Fkpξ ´ i0q “ FQ`lpξ ` i0q. (6.32)
This implies that the functions pFkq0ďkďP`Q´1 transform among themselves under cut crossings, see
Fig. 7 for the pP,Qq “ p3, 2q case.
Therefore, any polynomial symmetric function of the Fk’s is continuous across ra, bs and all its
images under rotations, i.e. must be holomorphic in Cˆ. Since Fk behaves as integer powers of ξ or
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ξ´1 near zero and near 8, it must be a polynomial in ξ and 1{ξ. This principle shows that
@f P C Πpf, ξq “
P`Q´1ź
k“0
pf ´ Fkpξqq (6.33)
is a polynomial in ξ and ξ´1, whose coefficients are polynomial in f . Moreover, we observe that
Πpf, e2ipi 1PQ ξq “ Πpf, ξq, and thus Πpf, ξq is actually a polynomial in ξPQ and ξ´PQ. The behaviors
(6.29) at ξ Ñ 0 and at ξ Ñ8 imply:
Πpf, ξq “ fP`Q`p´1qP`Q´p´1qPQ p´1qP ξ´PQ fQ´p´1qPQ p´1qQ e´upP`Qq ξPQ fP`
P`Q´1ÿ
j“1
Πj f
j ,
(6.34)
for some coefficients Πj . So far, we have thus shown that the function F0pxq satisfies an algebraic
equation. It can be proved, see [BEM12, Section 4.2] that, knowing that the cut locus of ω01 is a
single segment (Lemma 6.2) determines uniquely all the coefficients Πj . The solution can be written
parametrically:
ξPQ “ C1 z´P
ˆ
1´ cz
1´ z
˙Q
, F0 “ C2 z 1´ cz
1´ z . (6.35)
and the conditions (6.29) at ξ Ñ 0 and ξ Ñ8 are fixing:
C1 “ eupP`Qq, C2 “ ´1, c “ e´u. (6.36)
If we remind the relation ξ “ eu2 p1{P`1{Qqx, we obtain:
x “ eu2 p1{P`1{Qq z´1{Q
´1´ e´uzq
1´ z
¯1{P
, (6.37)
as announced in (6.25). The position of the cut ra, bs can be deduced as a function of u (Fig. 8). What
we have obtained is the symmetrization of ω01 (the Stieljes transform of µeq) under rotations by angle
2pi{P . However, since ω01 has a cut only along ra˘, b˘s and not along its rotated images, it is easy to
recover µ˘eq as the discontinuity along Γ.
@x Psa, br, dµeqpxq “ P
2ipiu
ln
ˆ
zpx` i0q
zpx´ i0q
˙
dx
x
. (6.38)
The branchpoints are the zeroes of dx, i.e. of dx{x. Their position in the z-variable satisfies the
quadratic equation ´Pz ` Qz´eu ´ Qz´1 “ 0, whose solutions are
z˘puq “ pP `Qqe
u ` pP ´Qq ˘apeu ´ 1qrpP `Qq2eu ´ pP ´Qq2s
P
. (6.39)
In particular, for any u ą 0, we find z˘puq is real positive and such that p1 ´ e´uz˘puqq and p1 ´
z˘puqq have same sign. Hence, we find that for any u ą 0, the cut is a segment rapuq, bpuqs “
rxpz´puqq, xpz`puqqs on the positive real axis (see Fig. 8). Hence, (6.35) gives a solution of (6.23)
(by construction), which leads to a measure (right-hand side of (6.26)) supported on a segment of
the positive real axis. By unicity (deduced from Lemma 6.1), this measure must be the equilibrium
measure sought for. l
6.2.3 Fundamental 2-form of the 2nd kind
The method of the previous paragraph shows in general that, for any meromorphic 1-form f in Czra, bs
which is solution of the master equation:
fpx` i0q ` fpx´ i0q `
P´1ÿ
j“1
fpe2ipij{P q `
Q´1ÿ
j“1
fpe2ipij{Qq “ 0, (6.40)
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Figure 8: Position of the support as a function of u “ N ln q ą 0, a˘puq (top lines) and b˘puq (bottom
lines) for pP,Qq “ p3, 2q (solid line), pP,Qq “ p3, 7q (dotted line) and pP,Qq “ p7, 97q (dashed line).
the averages # řP´1
j“0 fpe2ipipj{P`k{Qqxq 0 ď k ď P ´ 1
´řQ´1j“0 fpe2ipipl{P`j{Qqxq 0 ď l ď Q´ 1 (6.41)
are actually branches of a unique meromorphic 1-form on the curve C of equation (6.25), which is
uniformized to pC by the variable z. Therefore, there is a unique fundamental 2-form of the 2nd kind
on this curve:
Bpz0, zq “ dz dz0pz ´ z0q2 , (6.42)
which defines the appropriate Cauchy kernel:
Gpz0, zq “ ´
ˆ z
Bpz0, zq “ dz0
z ´ z0 . (6.43)
allowing to represent objects of type (6.41). As expected, we find that the 2-form ω02 is closely related
to Bpz0, zq:
Proposition 6.4
P´1ÿ
j“0
ω02px0, e2ipij{Pxq “ dzpxqdzpx0qpzpxq ´ zpx0qq2 ´
dpxP qdpxP0 q
pxP ´ xP0 q2
. (6.44)
Proof. We have from (3.78), for any x Psa, br:
ω02px0, x` i0q ` ω02px0, x´ i0q `
Q´1ÿ
j“1
ω02px0, e2ipij{Qxq `
P´1ÿ
j“1
ω02px0, e2ipij{Pxq “ ´ dx dx0px´ x0q2 , (6.45)
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and ω02px0, xq is holomorphic for x P pCzra, bs. Let us first find a particular solution of the non-
homogeneous equation. Let us introduce the following sequence of 1-forms indexed by m P v1, PQw:
fmpxq “
$’’’’&’’’’%
xPQ
P`Q
dx
x if m “ PQ
xm
P
dx
x if m is a multiple of P
xm
Q
dx
x if m is a multiple of Q
1
2ipi
1
1
e2ipim{P´1`
1
e2ipim{Q´1
xm lnx dxx else
. (6.46)
They are constructed so that:
@x Psa, br, fmpx` i0q ` fmpx´ i0q `
P´1ÿ
j“1
fmpe2ipij{Pxq `
Q´1ÿ
j“1
fmpe2ipij{Qxq “ xm dx
x
. (6.47)
Then, we can build:
Gpx0, xq “
PQÿ
k“1
xPQ´k0 fkpxq
xPQ ´ xPQ0
, (6.48)
which satisfies:
@x Psa, br, Gpx0, x`i0q`Gpx0, x´i0q`
P´1ÿ
j“1
Gpx0, e2ipij{Pxq`
Q´1ÿ
j“1
Gpx0, e2ipij{Qxq “ dx
x´ x0 . (6.49)
Therefore, ´dx0Gpx0, xq is a particular solution of (6.45), which is meromorphic on pCzR´, with
a double pole without residues at all xPQ “ xPQ0 , and a logarithmic singularity on R´. We can
decompose it:
dx0Gpx0, xq “ ´ P
2 ` PQ`Q2
P 2Q2pP `Qq
dpxPQ0 qdpxPQq
pxPQ ´ xPQ0 q2
` 1
P 2
dpxP0 qdpxP q
pxP ´ xP0 q2
` 1
Q2
dpxQ0 qdpxQq
pxQ ´ xQ0 q2
` lnxRpx0, xq,
(6.50)
where Rpx0, xq is a rational function of x0 and x. We observe however that, after averaging Gpx0, xq
over rotations of x of angle 2pi{P (or, over rotations of angle 2pi{Q), the logarithmic singularity
disappears. The 2-form:
B˘px0, xq “ ω02px, x0q ` dx0Gpx0, xq (6.51)
is a solution of (6.45) with vanishing right-hand side. We now proceed like in § 6.2.2 by defining:
Hkpx0, xq “
P´1ÿ
j“0
B˘px0, e2ipipk{Q`j{P qxq, 0 ď k ď Q´ 1, (6.52)
HQ`lpx0, xq “ ´
Q´1ÿ
j“0
B˘px0, e2ipi pj{Q`l{P qxq, 0 ď l ď P ´ 1. (6.53)
For any k P v0, P ` Q ´ 1w, Hkpx0, ¨q is meromorphic on pC (in particular has no logarithmic cut),
with double poles without residues at xPQ “ xPQ0 . For any k P v0, Q ´ 1w, Hk has cuts along
e2ipipk{P`l{Qqra, bs for all l P v0, P ´ 1w, whereas for any l P v0, P ´ 1w, HQ`lpx0, ¨q has cuts along
e2ipipk{P`l{Qqra, bs for all k P v0, Q´ 1w. And, more precisely:
@x P e´2ipipl{P`k{Qqsa, br, Hkpx0, x` i0q “ HQ`lpx0, x´ i0q. (6.54)
This implies that Hkpx0, xq can be seen as the k-th branch of a meromorphic form Hpx0, xq defined
on the same Riemann surface as ω01pxq. So, it must be a rational function of zpxq and zpx0q, with
double poles at x “ e2ipipj{P`k{Qq for some j, k. Given its singularities, it takes the form:
Hpx, x0q “ A1 dzpxqdzpx0qpzpxq ´ zpx0qq2 `A2
dpxPQqdpxPQ0 q
pxPQ ´ xPQ0 q2
. (6.55)
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Besides, we can deduce from (6.50) and the observation that the logarithmic singularity in Gpx0, xq
disappears after average, that:
Hpx0, xq “
P´1ÿ
j“0
ω02px0, e2ipij{Pxq ` dpx
P qdpxP0 q
pxP ´ xP0 q2
´ 1
P `Q
dpxPQqdpxPQ0 q
pxPQ ´ xPQ0 q2
. (6.56)
In the first sheet, Hpx0, xq assumes the values H0px0, xq, and for a fixed x0, we have Q points such
that xPQ “ xPQ0 , which are actually those corresponding to xQ “ xQ0 . The last term of (6.56) has a
pole at x “ x0 in the first sheet, but is regular at the other aforementioned pQ´ 1q points. Therefore,
matching with the poles of (6.55) yields A1 “ 1 and A2 “ ´1{pP `Qq. Hence:
P´1ÿ
j“0
ω02px0, e2ipij{Pxq “ dzpxqdzpx0qpzpxq ´ zpx0qq2 ´
dpxP qdpxP0 q
pxP ´ xP0 q2
. (6.57)
Then, ω02px0, xq can be recovered as the part of (6.57) which has a cut on ra, bs and not on its rotations
by 2pi{Q angles. l
6.3 Analytic structure of W gn
In the convergent model (6.15), since the potential is convex for u ą 0, Γ is a single segment and
W 01 pxq is discontinuous at any interior point of Γ˚. On the other hand, we could define W gnpx1, . . . , xnq’s
as holomorphic functions for xi in some neighborhood of 8. We now claim:
Lemma 6.5 For any pn, gq, W gnpx1, . . . , xnq defines a holomorphic function in pCzΓqn.
Proof. The W gn satisfy the Schwinger-Dyson equation order by order in pln qq, i.e. (3.88) with ρ “ 1
and O given by (3.69) with:
Rpx, yq “ x
P ´ yP
x´ y
xQ ´ yQ
x´ y . (6.58)
We can rewrite them:
W gnpx, xIq “
`
2W 01 pxq `OW 01 pxq ´ V 1pxq
˘´1
ˆ
´
´W g´1n`1px, x, xIq ´
ÿ
JĎI 0ďhďg
pJ,hq‰pH,0q,pI,gq
Wh|J|`1px, xJqW g´hn´|J|px, xIzJq
´Ox,2W g´1n`1px, x, xIq ´
ÿ
JĎI 0ďhďg
pJ,hq‰pH,0q,pI,gq
Wh|J|`1px, xJqOxW g´hn´|J|px, xIzJq
´W 01 pxqOxW gnpxq ´
ÿ
iPI
W gn´1px, xIztiuq
px´ xiq2 ´ P
g
npx;xIq
¯
, (6.59)
where P gn was defined in (3.89), and we recognize the prefactor
2W 01 pxq `OW 01 pxq ´ V 1pxq “ ∆W 01 pxq. (6.60)
The equality (6.59) between holomorphic functions in CzRˆ`, extends to an equality valid in the
maximal domain of analyticity of the functions at hand. We observe that P gn here is a polynomial.
Besides, if f is holomorphic in CzRˆ`, Of is holomorphic in a neighborhood of rε,`8r, since it can
have singularities only on the rotations of Rˆ` by 2pi{P and 2pi{Q angles. So, the only singularity in
the right-hand side of (6.59) comes from the singularities of Whm for 2h´ 2`m ă 2g´ 2` n, or from
the prefactor
`
2W 01 pxq `OW 01 pxq ´ V 1pxq
˘´1
which has a singularity on Γ Ă Rˆ`. Therefore, (6.59)
implies by recursion of 2g ´ 2` n that W gn is holomorphic in CzΓ. l
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6.4 Result
We have justified in § 6.1.3 and 6.3 that the Wn have an expansion of topological type. Therefore,
we can apply Corollary 3.16, and find that the correlators are computed by the topological recursion.
More precisely, let us define for any stable n, g:
ωgnpx1, . . . , xnq “W gnpx1, . . . , xnqdx1 ¨ ¨ ¨ dxn, (6.61)
and their averaged version ωˇgnpz1, . . . , znq which are meromorphic on Cn » pCn, so that:
ωˇgnpz1, . . . , znq “
ÿ
0ďj1,...,jnďP´1
ωgnpe2ipij1{Pxpz1q, . . . , e2ipijn{Pxpznqq, (6.62)
when z1, . . . , zn belong to the first sheet of C. Then, Corollary 3.16 tells us:
Proposition 6.6 The ωˇgnpz1, . . . , znq are determined by the topological recursion:
ωˇgnpz1, . . . , znq
“ Res
zÑz˘puq
1
2
´
1
z´z0 ´ 1ιpzq´z0
¯
ω01pzq ´ ω01pιpzqq
”
ωˇg´1n pz, ιpzq, zIq `
ÿ
JĎI, 0ďhďg
pJ,hq‰pI,gq,pH,0q
ωˇh|J|`1pz, zJqωˇg´hn´|J|pιpzq, zIzJq
ı
.
Notice that we can use indifferently ω01 or ωˇ
0
1 in the denominator. The description of ω
0
1 (Proposi-
tion 6.3) was actually obtained in [BEM12], where it was conjectured (and checked for low g and
representation of small sizes) that the topological recursion with Bpz0, zq given by (6.42) would com-
pute the topological expansion of the correlators, and hence the Wilson loops. Our present result fully
justifies this prediction.
7 Other examples
We explain how to retrieve the 2-hermitian matrix model, and matrix models where eigenvalues live
on a higher genus surface from the theory developed in Section 2. In this section, we rather revisit
a few aspects of each problem at the light of our formalism rather than intend to present a detailed
study.
7.1 The 2-hermitian matrix model
The 2-hermitian matrix model is defined by the measure:
d$pM1,M2q “ dM1 dM2 e´N Tr rV1pM1q`V2pM2q`αM1M2s, (7.1)
where M1 and M2 are hermitian matrices, α is a coupling constant, and V1 and V2 are two polynomials.
The Schwinger-Dyson equation of this model have been written down in [Eyn03]. We introduce the
correlators associated to the first matrix:
Wnpx1, . . . , xnq “
A nź
i“1
Tr
1
xi ´M1
E
c
, (7.2)
and we assume that they have an expansion of topological type:
Wnpx1, . . . , xnq “
ÿ
gě0
N2´2g´nW gnpx1, . . . , xnq. (7.3)
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If we consider (7.1) as a convergent matrix model, we ask that V1 and V2 are chosen so that the weight
(7.1) is integrable over H2N , and (7.3) would have to be justified under suitable assumptions. If we
rather consider (7.1) as a formal matrix model, one takes:
Vjpxq “ 1
uj
´x2
2
´
ÿ
kě3
tj,k
k
xk
¯
, j “ 1, 2, (7.4)
and uj and tj,k are considered as formal parameters. The combinatorial interpretation of the two
hermitian matrix model is related to the enumeration of random maps whose faces carry an Ising
variable, i.e. ` or ´ [Kaz86].
A classical result [Sta93, Eyn03] is that Y pxq “ V 11pxq ´W p0q1 pxq satisfies an algebraic equation
Epx, Y pxqq “ 0, where:
Epx, yq “ pV 11pxq ´ yqpV 12pyq ´ xq ` 1´ lim
NÑ8
1
N
A
Tr
V 11pxq ´ V 11pM1q
x´M1
V 12pyq ´ V 12pM2q
y ´M2
E
(7.5)
is a polynomial of x and y. This equation Epx, yq “ 0 defines a compact Riemann surface C, endowed
with a covering x : C Ñ pC of degree d2 “ degV2. In other words, C is realized as d2 sheets Ck of C,
glued together at the zeroes of dx (the ramification points) along certain cuts γj joining them. There
is a distinguished sheet C0 for which W 01 pxpzqq „ 1{xpzq when xpzq Ñ 8 while z P C0. We assume
that the branchpoints are simple, so that we are in the framework of Section 2 with U “ C0, Vj are
neighborhoods of the cuts in C, and the involution ι is the local exchange of sheets bordered by a cut.
Let V “šj Vj . If z P Vj X Ck and Ck1 X Ck ‰ γj , we also denote k1 the map sending z to z1 P V X Ck1
so that xpzq “ xpz1q: it corresponds to sending z to a distant sheet. The result of [EO05, CEO06] can
be rephrased as:
Proposition 7.1 Introduce as usual:
ωgnpz1, . . . , znq “W gnpxpz1q, . . . , xpznqqdxpz1q ¨ ¨ ¨ dxpznq ` δn,2δg,0 dxpz1qdxpz2qpxpz1q ´ xpz2qq2 . (7.6)
and assume that ω01 is an off-critical 1-form. Then, ω
‚‚ satisfies solvable linear and quadratic loop
equations. More precisely, they satisfy, for any n, g, any zI “ pz2, . . . , znq P Un´1,
@z P Vk, ωgnpz, zIq ` ωgnpιpzq, zIq `
ÿ
k1
ωgnpk1pzq, zIq “ δg,0
´
δn,1dV1pzq ` δn,2 dxpzqdxpz2qpxpzq ´ xpz2qq2
¯
,
(7.7)
and ω02 is the unique fundamental 2-form of the 2
nd kind for the compact Riemann surface C, whose
period on the γj vanish.
We observe that (7.7) is very similar to the linear loop equation (3.56) satisfied by ω01 in the repulsive
particle systems, where the operator O is replaced by the sum of evaluations at all sheets of x : C Ñ pC.
From Theorem 7.1, it was shown in [CEO06] that ωgn in the 2-hermitian matrix model is given by the
topological recursion (2.19). In this article, we have seen that such a result can be unified with others
in a more general theory.
7.2 1-matrix model on elliptic curves
Let us revisit as a special case of repulsive particle systems, the case where the particles interact
pairwise with the Coulomb interaction on the torus T “ C{L where L “ Z ` τZ and Im τ ą 0. The
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model is defined by:
d$pz1, . . . , znq “
Nź
i“1
dλi e
´NβVpλiq2
ź
1ďiăjďN
|θpλi ´ λjq|β ,
ZN “
ˆ
pΓ0qN
d$pλ1, . . . , λN q. (7.8)
The theta function we consider is the first Jacobi theta function:
θpzq “
ÿ
nPZ`1{2
´ieipiτn2`2ipinpz`1{2q, (7.9)
and it satisfies:
θpz ` n`mτq “ p´1qn e´2ipipz`mτ{2qm θpzq. (7.10)
In particular, θpλi´ λjq has a simple zero when λi Ñ λj . The conclusions of § 3 in the context of the
topological expansion assuming β “ 2, and leading to the topological recursion formula (2.19), can
be applied to this case. In this paragraph, we will rather illustrate that it can be helpful to define
the correlators slightly differently than (3.6), taking into account the underlying geometry, in order to
write the Schwinger-Dyson equations in a simpler form than in § 3.4. We shall see the same trick at
work in any genus in § 7.3, but we focus here on the genus 1 case, since it allows to take a pedestrian
route without too technical computations. This is a useful intermediate step in order to solve explicitly
the master equation for ω01 and ω
0
2 , or to justify for convergent matrix models described by (7.8) the
existence of a topological expansion under suitable assumptions, following e.g. [APS01, BG12].
Let M “ diagpλ1, . . . , λN q. Here, it is natural to define the correlators by:
Wkpz1, . . . , zkq “
A kź
j“1
Tr pln θq1pzj ´ Λq
E
c
. (7.11)
Notice thatWkpz1, . . . , zkq are holomorphic on Cz
`
Γ0`L
˘
. We can derive Schwinger-Dyson equations
for the correlators, e.g. by performing the infinitesimal change of variable:
λi Ñ λi ` ε pln θq1pz ´ λq, (7.12)
and express the invariance of the integral under change of variables. Assuming like in § 3.4 that V is
such that there is no boundary terms, we find:A Nÿ
i“1
´pln θq2pz ´ λiq ` β
2
ÿ
i‰j
pln θq1pλi ´ λjq
“pln θq1pz ´ λiq ´ pln θq1pz ´ λjq‰
´
Nÿ
i“1
Nβ
2
V 1pλiq pln θq1pz ´ λiq
E
“ 0. (7.13)
This equation can be simplified [BMTY11] by a procedure analogous to partial fraction expansion for
rational functions, based on the following relation:
pln θq1pv ´ uq“pln θq1puq ´ pln θq1pvq‰ “ pln θq1puqpln θq1pvq ´ 1
2
´θ2puq
θpuq `
θ2pvq
θpvq `
θ2pv ´ uq
θpv ´ uq
¯
` 1
2
θ3p0q
θ1p0q .
(7.14)
Hence: A
´
´
1´ β
2
¯
Tr pln θq2pz ´Mq ` β
2
Tr pln θq1pz ´MqTr pln θq1pz ´Mq
´βN
2
Tr
θ2pz ´Mq
θpz ´Mq ´
β
4
Tr
´θ2pM b 1´ 1bMq
θpM b 1´ 1bMq ´
θ3p0q
θ1p0q
¯
´Nβ
2
TrV 1pMqpln θq1pz ´Mq
E
“ 0. (7.15)
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Notice that both the measure and the observables we consider depend explicitly on the modulus τ ,
since:
θ2pzq “ 4ipiBτθpzq. (7.16)
We observe that the measure (7.8) depends explicitly on τ . We denote Bτ,mes. the derivative with
respect to this dependence:
4ipiBτ lnZ “ 4ipiBτ,mes. lnZ “
Aβ
2
ÿ
i‰j
θ2pλi ´ λjq
θpλi ´ λjq
E
. (7.17)
and recognize a part of the constant in the second line. Let us define:
V ¨W1pzq “
A
TrV 1pMq pln θq1pz ´Mq
E
,
Q1pzq “
A
Tr
θ2pz ´Mq
θpz ´Mq
E
. (7.18)
Notice that Q1pzq is holomorphic in the fundamental domain, and is such that:
Q1pz `m` nτq ´Q1pzq “ ´4pi2n2 ´ 4ipinW1pzq. (7.19)
We thus have:´β
2
´ 1
¯
W 11pzq ` β2
`W2pz, zq `W21 pzq˘´ Nβ2
˛
γ
dζ
2ipi
V 1pζq pln θq1pz ´ ζqW1pζq
`βNpN ´ 1q
4
θ3p0q
θ1p0q ´ 2ipi Bτ lnZ ´
Nβ
2
Q1pzq “ 0.
To derive higher Schwinger-Dyson equations, we define the insertion operator B{BVpzjq by perturbing
the potential
Vpzq Ñ Vpzq ´ 2ε
βN
pln θq1pzj ´ zq, (7.20)
and differentiating with respect to ε, and then setting ε “ 0. When we apply it on correlators, we
find: B
BVpzkqWk´1pz1, . . . , zkq “Wkpz1, . . . , zkq. (7.21)
On the derivative of the potential:
B
BVpzjq
βNV 1pzq
2
“ pln θq2pzj ´ zq. (7.22)
So, if we apply
ś
jPI
B
BVpzjq on (7.20), we find:´β
2
´ 1
¯
` BzWkpz, zIq ` β
2
´
Wk`1pz, z, zIq `
ÿ
JĎI
W|J|`1pz, zJqWn´|J|pz, zIzJq
¯
(7.23)
´Nβ
2
˛
γ
dζ
2ipi
pln θq1pz ´ ζqWkpz, zIq ´ 2ipi Bτ,mes.Wk´1pzIq ´ Nβ
2
Qkpz; zIq
´
ÿ
jPI
A
Tr Bzj
“pln θq1pzj ´Mq pln θq1pz ´Mq‰ ź
j1‰j
Tr pln θq1pzj1 ´Mq
E
c
“ 0,
where:
Qkpz; zIq “
A
Tr
θ2pz ´Mq
θpz ´Mq
ź
jPI
Tr pln θq1pzj ´Mq
E
c
(7.24)
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is again holomorphic in the variable z in the fundamental domain, and satisfies for k ě 2:
Qkpz `m` nτ ; zIq ´Qpz; zIq “ ´4ipinWkpz, zIq. (7.25)
We transform the last term of Eqn. 7.23 thanks to the partial fraction expansion identity (Eqn. 7.14):
´Bzj
“pln θq1pzj ´Mq pln θq1pz ´Mq‰ (7.26)
“ Bzj
 pln θq1pz ´ zjq“pln θq1pz ´Mq ´ pln θq1pzj ´Mq‰(´ 1
2
Bzj
´θ2pzj ´Mq
θpzj ´Mq
¯
` fpz, zjq.
Because only cumulants are involved in Eqn. 7.23, the term fpz, zjq will disappear from the computa-
tion. The correlators (7.11) depend on τ via the measure (7.8), and also via the logarithmic derivative
of the theta function. We denote Bτ,obs. the derivative with respect to this last dependance only. In
other words, Bτ “ Bτ,mes. ` Bτ,obs.. We observe that, if we differentiate Wk´1pzIq with respect to the
τ -dependence of the observable:
4ipiBτ,obs.Wk´1pzIq “
ÿ
jPI
A
Tr
´θ3pzj ´Mq
θpzj ´Mq ´
θ1pzj ´Mqθ2pzj ´Mq
θ2pzj ´Mq
¯ ź
j1‰j
Tr pln θq1pzj1 ´Mq
E
c
“
ÿ
jPI
A
Tr Bzj
´θ2pzj ´Mq
θpzj ´Mq
¯ ź
j1‰j
Tr pln θq1pzj1 ´Mq
E
c
, (7.27)
we can retrieve the second term in (7.26). Thus, the loop equation at rank k reads:´β
2
´ 1
¯
BzWkpzq ` BzWkpz, zIq ` β
2
´
Wk`1pz, z, zIq `
ÿ
JĎI
W|J|`1pz, zJqWn´|J|pz, zIzJq
¯
(7.28)
´Nβ
2
˛
γ
dζ
2ipi
pln θq1pz ´ ζqWkpz, zIq `
ÿ
jPJ
Bzj
 pln θq1pz ´ zjq“Wk´1pz, zIztjuq ´Wk´1pzIq‰(
´2ipiBτWk´1pzIq ´ Nβ
2
Qkpz; zIq “ 0.
If one wishes to take a potential with logarithmic singularities:
Vpzq “ V0pzq `
Lÿ
l“1
2αl
Nβ
ln θpξl ´ zq, (7.29)
we may decompose again using (7.14):˛
γ
dζ
2ipi
pln θq1pz ´ ζqV 1pζqW1pζq “
˛
γ
dζ
2ipi
pln θq1pz ´ ζqV 10pζqW1pζq (7.30)
`
Lÿ
l“1
αl
!
pln θq1pz ´ ξlq
“
W1pzq ´W1pξlq
‰
´2ipiBτ,V´V0 lnZ ´ 2ipiBτ,mes. lnZ ´ N2
´θ2pz ´ ξlq
θpz ´ ξlq ´
θ3p0q
θ1p0q
¯)
,
where Bτ,V´V0 denotes the differentiation with respect to the τ -dependence of pV ´ V0q. This compu-
tation can be carried on to higher correlators:˛
γ
dζ
2ipi
pln θq1pz ´ ζqV 1pζqWkpζ, zIq “
˛
γ
dζ
2ipi
pln θq1pz ´ ζqV 10pζqWkpζ, zIq (7.31)
`
Lÿ
l“1
αl
!
pln θq1pz ´ ξlq
“Wkpz, zIq ´Wkpξl, zIq‰
´2ipiBτ,V´V0Wk´1pzIq ´ 2ipiBτ,mes.Wk´1pzIq
)
.
The αl are called momenta. In particular, we observe that, when the momenta sum up to 1, the term
involving Bτ,mes. disappear from the loop equations.
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7.3 Liouville theory on higher genus surface
Consider a given Riemann surface Σg of genus g with L marked points z1, . . . , zL, equipped with a
symplectic basis of cycles pAh,Bhq1ďhďg. Given n momenta α1, . . . , αn, one wishes to compute the
n-point functions in Liouville field theory:
xVα1pz1q . . . VαnpznqyΣg . (7.32)
We introduce a variable N such that:
Nb “
Lÿ
l“1
αj ` p1´ gq
ˆ
b` 1
b
˙
. (7.33)
It is known [BMTY11, DF84a, DF84b], that this correlation function can be retrieved from the analytic
continuation of the following integrals, first defined for a nonnegative integer N :
Zk1,...,kr pp1, . . . , pgq
“
ˆ
γ
k1
1 ˆ¨¨¨ˆγkrr
Nź
i“1
”
Ωpλiq e4pi b
řN
i“1
řg
j“1 pjajpλiq
Lź
l“1
Epλi, zlq2bαj
2g´2ź
j“1
pEpλi, ξjqq´1´b
2
ı
ˆ
ź
1ďiăjďN
Epλi, λjq´2b2 , (7.34)
where γi are some paths on the Riemann surface, Epλ, λ1q is the prime form, and apλq “
pa1pλq, . . . , agpλqq is the Abel map associated to the A-cycles, Ω is an arbitrary but fixed holomorphic
1-form on Σg, whose 2g´2 zeroes are denoted ξ1, . . . , ξ2g´2. If c is an odd non-singular characteristics,
the prime form is defined as [Mum84]:
Epλ, λ1q “ θpapλq ´ apλ
1q ` cqa
dhcpλqdhcpλ1q
, dhcpλq “
gÿ
i“1
Baiθpcqdaipλq. (7.35)
In the definition of the Abel map and of the prime form, the choice of the pA,Bq cycles is implicit.
Notice that, since the prime form is a p´1{2,´1{2q form, the integrand in (7.34) is indeed a 1-form in
each variable. This model is a repulsive particle system in the sense of Section 3, with Dyson index
β “ ´2b2. Q “ b` 1{b is called the background charge.
The case β “ 2 correspond to b2 “ ´1, i.e. Liouville theory without zero background charge. In
this case, (7.34) simplifies to:
Zk1,...,kr pp1, . . . , pgq “
ˆ
γ
k1
1 ˆ¨¨¨ˆγkrr
ź
1ďiăjďN
Epλi, λjq2
Nź
i“1
” nź
j“1
Epλi, zjq2iαj e4ipi
řN
i“1
řg
j“1 pjajpλiq
ı
.
(7.36)
The large N techniques make sense in the regime where the momenta αj are large, i.e. we write:
αj “ iN α˜j , pj “ iN p˜j . (7.37)
Our purpose is to illustrate rather than study in detail, we shall ignore here the issues about the
choice of contours, of convergence, of strict convexity of the interactions, of rigorous proof of existence
of a large N expansion of topological type, which should actually be nested problems. We rather
want to show how the techniques of Section 3 leading to a topological recursion apply, and focus on
the description of the spectral curve, i.e. of the initial data ω01 [BMTY11] and ω
0
2 . As in § 7.2, it is
convenient to define the correlators not by (3.6), but taking into account the geometry, by:
Wnpx1, . . . , xnq “
A nź
i“1
Tr dxi ln θpapxiq ´ apMq ` cq
E
c
. (7.38)
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where averages are understood with respect to the measure (7.36). We assume an expansion of
topological type:
Wnpx1, . . . , xnq “
ÿ
gě0
N2´2g´nWgnpx1, . . . , xnq, (7.39)
and we set:
ωgnpx1, . . . , xnq “Wgnpx1, . . . , xnq ` δn,2δg,0Bpx1, x2q, (7.40)
where:
Bpx1, x2q “ dx1dx2 ln θpapx1q ´ apx2q ` cq (7.41)
is the fundamental 2-form of the 2nd kind of Σg associated to the basis of cycles pA,Bq. ωgn satisfy
solvable linear loop equations and quadratic loop equations in the sense of Definitions 2.12-2.13, and
more precisely if we denote Γ0 Ď Σg the cut locus of ωgn and xI “ px2, . . . , xnq a set of spectator
variables, we have for any x P Γ˚0:
ωgnpx1 ` i0, xIq ` ωgnpx1 ´ i0, xIq “ δg,0
`
δn,1dVpx1q ` δn,2δg,0Bpx1, x2q
˘
, (7.42)
where we introduced the potential:
Vpxq “ ´2
Lÿ
l“1
α˜j ln θpapxq ´ apzjq ` cq ´ 4pi
gÿ
i“1
p˜j ajpxq. (7.43)
Let us assume that Γ0 “ Ťrj“0 γj is a disjoint union of open arcs γj . We deduce that ωgn is a
n-form on Cn, where C is the Schottky double of Σg, i.e. is a two-sheeted covering of Σg obtained by
gluing two copies Σ
p1q
g and Σ
p2q
g with opposite orientations along Γ0. It has genus 2g` r´ 1. One can
define a symplectic basis of cycles of C, which consists of the two copies of the cycles pAh,Bhq1ďhďg,
to which we add A-cycles surrounding γj for j P v1, rw, and the B-cycles going from γj to γj`1 in Σp1qg
and coming back to its initial point in Σ
p2q
g . With this choice, ω
0
2 is the unique fundamental 2-form
of the 2nd kind on C with zero periods along all A-cycles, thus given by (7.41) where the right-hand
side is replaced by the theta function on C instead of Σg. Here, the involution ι is defined globally on
C and correspond to the exchange of sheets. We can rewrite (7.42) as the relation, for any x P C:
ωgnpx1, xIq ` ωgnpιpx1q, xIq “ δg,0
`
δn,1dVpx1q ` δn,2δg,0Bpx1, x2q
˘
. (7.44)
ω01 can be constructed from (5.36)-(5.35), i.e. as the 1-form in C having singularities in the second
sheet prescribed by the right-hand side in (7.44) and no singularities in the first sheet ω01 and ω
0
2
are thus totally explicit in this case, once the cut locus Γ0 is determined (see e.g. the discussion in
[BMTY11]). By the results of Section 2, we can deduce that topological recursion holds:
ωgnpz0, zIq “
ÿ
αPΓfix
Res
zÑα Kpz0, zq
´
ωg´1n`1pz, ιpzq, zIq `
ÿ
JĎI, 0ďhďg
pJ,hq‰pH,0q,pI,gq
ωh|J|`1pz, zJqωg´hn´|J|pιpzq, zIzJq
¯
,
with recursion kernel:
Kpz0, zq “
´ 12
´ z
ιpzq ω
0
2pz0, ¨q
ω01pzq ´ ω01pιpzqq
, (7.45)
and this formula leads to an effective computation of the ωgn, again provided the cut locus Γ0 is known.
This generalizes the well-known situation of the 1-hermitian matrix model, for which we have
Σg“0 “ pC and C is a hyperelliptic surface [ACKM93, ACM92, Ake96]. The description of the spectral
curve as a Schottky double only relied on the expression of the 2-point interaction as a prime form.
The results are also valid for general potentials V.
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8 Conclusion
We have proposed and studied the properties of a hierarchy of ”abstract loop equations”, which turns
out to be solved by a topological recursion. The initial data is a 1-point function ω01 , and a 2-point
function ω02 . Actually, they only need to be defined in a neighborhood of ramification points for most
of the properties of the topological recursion to hold. Saying that, we underline that we have not
adressed here the issue of symplectic invariance, as we now comment.
From the physics point of view, ω01 “ ydx defines a spectral curve and encodes the geometry, while
the data ω02 should define a way to quantize it. The stable ω
g
n are considered as quantum corrections
determined by those two inputs. There are several (related) notions of quantization here. A first one is
illustrated in the recent work of [Dim11], i.e. replacing x and y by operators xˆ and yˆ so that ryˆ, xˆs “ gs,
and the classical equation satisfied by x, y becomes a D-module where wave functions sit. A second one
is closer to the idea of quantum cohomology, and this picture is now well understood in the example
of topological strings in toric Calabi-Yau 3-folds X after the recent work of two of the authors [EO12]
proving the BKMP conjecture [BKMP09]. The perturbative partition function of these topological
string theories are wave functions of a geometric quantization of the cohomology of the target space
considered. Such a quantization is not unique and requires a choice of polarization to be performed.
Following [ABK08, Wit93], one can explicitly identify such a choice of quantization with a choice of
ω02 . The symmetries exhibited by the perturbative wave function built in this way by the topological
recursion then depend on this choice. In this case, ω01 is determined by the mirror curve of X. Besides,
localization techniques can be used to compute generating series of Gromov-Witten invariants. The
data of ω02 arise from the weights of the edges of the localization graphs, and it turns out in this
case that it constructs a specific ω02 as a globally defined, fundamental 2-form on the 2
nd kind on the
compactification of the mirror curve [EO12]. As explained in Section 4, we have described in this work
hierarchies of loop equations where the weight of edges in the analog of those ”localization graphs”
is arbitrary. A ”good quantization” should be covariant with respect to canonical transformations,
i.e. transformations such that px, yq Ñ px1, y1q such that dx ^ dy “ dx1 ^ dy1, also called symplectic
transformations. This will certainly impose constraints on the possible choice of ω02 for a given
geometry if we require that F g are invariant under those transformations. Actually, the only non trivial
obstruction is the effect of px, yq Ñ p´y, xq. Although the theory presented in Section 2 makes sense
for any ω02 (defined for example by formal series expansion at the ramification points, with arbitrary
coefficients), it will not in general enjoy symplectic invariance16, so its application to quantum field
theories may involve restricting oneself to the maximal subclass of ω02 for which symplectic invariance
holds, which has not been yet clearly identified. For example, for applying this procedure to the
solving of integrable systems of topological type arising in the study of Frobenius manifold [Dub96]
(and thus computing Gromov-Witten invariants in a larger setup), the choice of ω02 is completely fixed
by the one of ω01 following the work of Givental [Giv01] where both of these arguments correspond to
a canonical transformation arising from a change of polarization in a geometrically quantized theory.
This canonical transformation allows to go from a very specific point in the Frobenius manifold where
16Let us give an example to argue that we do not expect in general symplectic invariance. Let us consider x, y
meromorphic functions on a compact curve Σ, with ω02 a fundamental 2-form of the 2
nd kind globally defined on Σ
2
.
[EO08] tells us that F g are invariant under px, yq Ñ p´y, xq. With ω02 being hold fixed, the topological recursion for
the spectral curve pΣ, x, yq involves residues at ramification points of x : Σ Ñ pC, while that for the spectral curve
pΣ, x, yq involve residues at ramification points of y : Σ Ñ pC. Let α be a ramification point for x, and replace now Σ
by Σ1 “ Σztαu. Since we are systematically forgetting a ramification point, it is likely that F g for pΣ1,´y, xq will be
different from F g for pΣ,´y, xq, while F g for pΣ1, x, yq is obviously the same as F g for pΣ, x, yq. So, the F g with the
open Riemann surface Σ1 as part of the initial data, and ω02 coming from Σ, will not be symplectic invariants.
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the wave function is completely factorized as a product of KdV tau functions to an arbitrary point
where the wave function is the generating function of Gromov-Witten invariants of a specific manifold.
In general, we guess that symplectic invariance is only possible when there exists a globally defined
underlying geometry.
Our present work extends the range of potential applications of the topological recursion, and
includes the former applications to the large N expansion of the 1-hermitian matrix model, the
2-hermitian matrix model, with possibly several cuts. In particular, it allows to treat ”generalized
matrix models” (also called ”repulsive particle systems”), where the pairwise interaction of eigenvalues
described by a squared Vandermonde only as an asymptotic behavior at short distances. We mention
below some more examples (even with β “ 2) of repulsive particle systems.
‚ Chern-Simons theory with general gauge group G on torus knot complement. The model is
described by a measure on the Cartan subalgebra of the Lie algebra of G:
d$pt1, . . . , trq “
ź
αą0
sinh
´α ¨ t
2P
¯
sinh
´α ¨ t
2Q
¯ rź
i“1
e´
Nt2i
2PQu dti. (8.1)
‚ Chern-Simons theory on Seifert manifolds X` P1Q1 , . . . , PmQm ˘. It was shown in [LR99, Mar04] that
the contribution of the trivial flat connection leads to a repulsive particle system. For G “ UpNq,
it is defined by the measure on RN :
d$˜pt1, . . . , tN q “ 1
Z˜
pP,Qq
N
ź
1ďiăjďN
”
sinh2
´ ti ´ tj
2
¯ mź
l“1
sinh
` ti´tj
2Pl
˘
sinh
` ti´tj
2
˘ı Nź
i“1
e´N V˜ptqdti,
V˜ptq “
´ mÿ
i“1
Qi
Pi
¯ t2
2u
. (8.2)
where u “ N ln q, while other contributions correspond to multispecies analogs of (8.2). The
case m “ 1 correspond to lens spaces X`PQ˘, and coincides with the measure (6.2) relevant for
the pP,Qq torus knot upon the change of variable ti Ñ ti{Q.
‚ ABJM matrix model on S3 with UpN1q ˆ UpN2q gauge group [Mar11, MP10]. The measure to
study is:
d$pt1, . . . , tN1 , s1, . . . , sN2q “
ź
1ďiăjďN1
sinh2
´ ti ´ tj
2
¯ ź
1ďiăjďN2
sinh2
´si ´ sj
2
¯
(8.3)
ˆ
ź
1ďiďN1
1ďjďN2
cosh´2
´ ti ´ sj
2
¯´ N1ź
i“1
e´
t2i
2gs dti
¯´ N2ź
i“1
e
s2i
2gs dsi
¯
.
where the minus sign in the Gaussian potential for si’s has to be understood as an analytical
continuation. ω01 has been computed (see e.g. [Mar11]), and the same techniques of resolution
would lead to an expression for ω02 .
With Corollary 3.21, we deduce that the topological expansion in those models is computed by the
topological recursion.
Our formalism opens the way to a systematic study of the pq, tq deformation of matrix models
representations for various enumerative geometry problems [AS12a, AS12b]. In particular, although
it has been found in [BMS11] that the β deformation alone [CE06] of the usual topological recursion
could not be used to extend the BKMP conjecture of [BKMP09] to compute refined topological
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strings amplitudes in toric Calabi-Yau 3-folds, we expect that our formalism contain the appropriate
deformation to handle it.
We let to a future work the study of the β deformation of our construction, i.e. the cases where the
short distance behavior of the two-point interaction is described by a Vandermonde to the power β.
This appear for example to compute the conformal blocks of Liouville theory on positive genus surfaces
(as discussed in [BMTY11] and § 7.3), and Nekrasov partition functions [Nek04, Su l10, Bou12]. The
two models should be related by AGT conjecture [AGT10]. We therefore hope that studying them
both with the topological recursion would lead to some insight about the AGT conjecture.
Repulsive particle systems correspond to the case of generalized matrix models which have an
eigenvalue representation. We believe that many other matrix models where such diagonalization is
not possible, should still be solvable by the topological recursion, as it has already been shown for the
2-hermitian matrix model [EO05, CEO06] (see also § 7.1) and for the chain of matrices [EPF09]. The
problem is reduced to that of putting the Schwinger-Dyson in the form of abstract loop equations.
For instance, we hope that the present formalism will be applicable to all quiver matrix models.
We have shown in full generality in Section 5 that maps endowed with self-avoiding loop configura-
tion of all topologies are enumerated by the topological recursion, even in cases where ω01 and ω
0
2 is not
known in closed form. The same will be true for maps with a 6-vertex model, for which ω01 was found
at the critical point [ZJ00], and then in the general off-critical case [Kos00]. Since solving for ω01 is
not more difficult than solving for ω02 , we can now consider that the 6-vertex model is solved explicitly
for maps of all topologies. There exists other statistical physics model on maps, like the Potts model
on maps with controlled face degree [Kaz88], the asymmetric ABAB model [KZJ99], for which ω01 is
known (and thus ω02 can be obtained by similarly techniques even if not found in the literature), and
it would be interesting to know if combinatorics leads to loop equations for generating series of maps
with certain boundary conditions, i.e. if the model can be solved by the topological recursion. We
stress that, although the topological recursion (2.19) for ωgn can be written as a sum over skeletons
of genus g surfaces with n boundaries (see the diagrammatics in [EO09, Section 3]), it is not clear if
each term counts a certain class of maps (with a statistical physics model or not). Hence, there is no
known bijective interpretation of (2.19), although its geometric content seems clear.
Let us come to a few technical comments. The key idea in our approach was to define only local
spectral curves, obtained by doubling an open Riemann surface across cuts. As explained earlier, this
local approach is very powerful since it allows to effectively deal with supposedly higher dimensional
version of the topological recursion, for example in the study of Gromov-Witten theories where the
gluing of local spectral curves maps to gluing of target spaces. We have considered for simplicity
only spectral curves having cuts ending at simple ramification points (see the definition of domains
in § 2.1), but it seems possible to include ramification points of higher order, or branching cuts (for
instance, tree-like cuts). The analog of the topological recursion in this case has been proposed in
[PF10, BHL`13], and was then shown to arise naturally in a limit situation where branchpoints are
simple but collide [PF10, BE12].
Besides, we observe that cuts which are closed cycles do not give any contribution to the topological
recursion, provided some analyticity assumptions. The form of the topological recursion suggest that
1{N corrections in generalized matrix models where eigenvalues live on a contour Γ come only from
fluctuations around the edges of the large N support Γ0 Ď Γ, while collective effects do not allow
more than OpN´8q contributions from the bulk. We are however not sure of the interpretation of
this observation. For instance, in unitary matrix models (which are normal matrix models where
eigenvalues live on the unit circle), would it mean that the partition function and the correlators
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cannot have an expansion in 1{N , or that the first subleading term is actually a OpN´8q, unless a
singularity in the potential allows for another behavior ?
When all quantities can be continued analytically on a compact Riemann surface C of genus g
(i.e. in the framework of the usual topological recursion of [EO09]), the set B of fundamental 2-form
of the 2nd kind is an affine space of dimension gpg ` 1q{2, and specifying normalization on certain
A-cycles selects a unique ω02 P B. Let us denote τ the matrix of periods of C with respect to a choice
of symplectic basis pA,Bq of homology cycles on C. One may consider the ωgn|p,κq produced by the
topological recursion from the initial data twisted by 3rd kind deformations:
ω01 | “ ω01 `
gÿ
j“1
2ipi j daj (8.4)
ω02 |κ “ ω02 `
ÿ
1ďj,kďg
2ipi κj,k daj b dak (8.5)
where pdajq1ďjďg is a basis of holomorphic 1-forms dual toA-cycles. The result is that stable ωgn|,κ are
either modular but non holomorphic in τ and satisfy holomorphic anomaly equation, or holomorphic
in τ but non-modular [EMO07]. One may wonder if similar ”modular” and ”holomorphic anomaly
properties” could be formulated in the more general formalism presented here. ”Holomorphic” here
refers to the dependence in the moduli of the initial data, and actually it is not completely clear what
should be the good moduli space(s) for the initial data pω01 , ω02q in the framework of abstract loop
equations.
In repulsive particle systems, the strict convexity assumption (Definition 3.2) was essential to
characterize completely the solution of loop equations: it implied the ”solvability” of loop equations
in the sense of Definition 2.12-pivq. New large N phenomena are expected when this assumption
is not satisfied, and the problem is largely open since even the standard results of potential theory
concerning the leading order cannot be applied. One may imagine a competition between several
equilibrium measures, or/and that entropic effects become relevant at leading order.
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A Some examples of strictly convex interactions
We first make obvious remarks. If R0px, yq defines a strictly convex interaction on I2, and J Ď I, then
R0px, yq defines a strictly convex interaction on J2. The product of two strictly convex interaction is
a strictly convex interaction. Any positive power of a strictly convex interaction is a strictly convex
interaction. If ϕ : I Ñ J is a diffeomorphism, R0px, yq is a strictly convex interaction on J2 iff then
R0pϕpxq, ϕpyqq is a strictly convex interaction on I2.
Lemma A.1 If L : RÑ R be even function with negative Fourier transform, R0px, yq “ exppLpx´
yqq defines a strictly convex interaction on R, and for any ρ P r´2, 2s, R0px, yq “ exp
`
Lpx ´ yq `
ρ
2Lpx`yq
˘
defines a strictly convex interaction on R`. The same result holds if R is replaced by R{Z,
and the Fourier transform by its discrete analog.
It is straightforward to generalize this result to s species of particles for s ě 1. For instance, ρ becomes
a matrix and a sufficient condition in the second case for having strictly convex interactions is that
´2 ď ρ ď 2 as a matrix. We have seen an avatar of this fact in Lemma 5.5.
Proof. For any signed measure ν with total mass 0, we may write:
¨
R2
dνpxqdνpyqLpx´ yq “
ˆ
R
Lˆpsq |νˆpsq|2 (A.1)
This expression is nonpositive, and left-hand side is finite iff the right-hand side is finite. It vanishes
iff νˆ “ 0, i.e iff ν “ 0. Similarly, for ν a signed measure with total mass 0 and supported on R`, and
for any ρ P r´2, 2s, we may write:
¨
R2
dνpxqdνpyq
´
Lpx´ yq ` ρ
2
Lpx` yq
¯
“
ˆ
R
”
p2` ρq`Re νˆpsq˘2 ` p2´ ρq`Im νˆpsq˘2ı (A.2)
This expression is nonpositive, and left-hand side is finite iff the right-hand side is finite. When
ρ Ps ´ 2, 2r, it vanishes as before iff ν “ 0. When ρ “ ´2, it vanishes iff Re νˆ “ 0, which means that
for any even bounded continuous function ϕ, we must have νpϕq “ 0. Since ν is supported on R`,
this implies ν “ 0. A similar proof works for ρ “ 2, replacing Re by Im and ”even” by ”odd”, showing
that (A.2) vanishes iff ν “ 0. l
We can apply Lemma A.2 to the following function defined on R:
Lpxq “ ln |x| “ lim
ηÑ0
´
ln η ´ Re
ˆ 8
0
e´ηs
s
peisx ´ 1qds
¯
, (A.3)
and to the following functions defined on R{Z:
Lpxq “ ln | sinpix| “ ´
8ÿ
m“1
cospmxq
m
, Lpxq “ ln |ϑipx|τq| “ ´
8ÿ
m“0
bm,i cospmxq. (A.4)
where q “ eipiτ and:
bm,1 “ p´1qmbm,2 “ 1
m
` 2q
2m
mp1´ q2mq , bm,3 “ p´1q
mbm,4 “ 2q
2m
mp1´ q2mq . (A.5)
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Since we have:
snk
´ x
2Kpkq
¯
“ ϑ3p0q
ϑ2p0q
ϑ1pxq
ϑ4pxq ,
sck
´ x
2Kpkq
¯
“ ϑ3p0q
ϑ4p0q
ϑ1pxq
ϑ2pxq ,
sdk
´ x
2Kpkq
¯
“ ϑ
2
3p0q
ϑ2p0qϑ4p0q
ϑ1pxq
ϑ3pxq , (A.6)
we can also apply Lemma A.2 to the functions L “ snk, sdk and sck defined on R{p2KpkqZq.
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B Table of main notations and definitions
Reference Notation Name
pC Riemann sphere CY t8u
Def. 2.1 M pUq space of meromorphic 1-forms on U
Def. 2.1 H pUq space of holomorphic 1-forms on U
Def. 2.1 M 1ptpuq space of germs of meromorphic 1-forms near p
Def. 2.1 M 1´ ptpuq negative Laurent polynomials at p
Def. 2.4 H invΓ pUq space of holomorphic 1-forms in U , continuable across Γ
Def. 2.8 LΓpUq
Def. 2.5 Gpz, z0q local Cauchy kernel
Def. 2.7 space representable by residues
Def. 2.6 normalized space
§ 2.3 H˜ image of H by the map (2.6)
§ 2.3 HG maximal space representable by residue for G
§ 2.5 Hn symmetric n-forms in n variables
Def. 2.2 U domain
§ 2.1 Γ “ Ťrj“1 γj Ď BU cuts
§ 2.1 UΓ open Riemann surface containing U as physical sheet
§ 2.1 Uj neighborhood of γj in the physical sheet
§ 2.1 Vj “ Ujšγj U 1j annular neighborhood of γj in UΓ
§ 2.1 V “šrj“1 Vj
§ 2.1 ι local involution across the cuts
Def. 2.9 Γfix set of ramification points (fixed points of ι)
Eq. 2.4 Sfpzq “ fpzq ` fpιpzqq analytic continuation of 2ˆ(principal value)
Eq. 2.4 ∆fpzq “ fpzq ´ fpιpzqq analytic continuation of the discontinuity of the cut
Def. 2.11 stable pn, gq
Def. 2.10 off-critical 1-form
Def. 2.12 linear loop equations
Def. 2.12 solvable linear loop equations
Def. 2.13 quadratic loop equations
Eq. 2.19 topological recursion formula
Eq. 2.20 recursion kernel
§ 2.7 free energies
§ 2.6 spectral curve
§ 2.14 WDVV-compatible variation
§ 2.14 δΩ infinitesimal deformation of the initial data
Eq. 3.1 repulsive particle systems
Eq. 3.1 V potential
Eq. 3.1 N number of particles
Eq. 3.19 O a compact integral operator
Eq. 3.1 β Dyson index (power of the Vandermonde determinant)
Eq. 3.1 R two-point interactions (excluding Vandermonde)
§ 3.2 R0 two-point interactions (including Vandermonde)
Eq. 3.1 ρ power of the two-point interaction (´ loop fugacity)
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Reference Notation Name
Def. 3.1 strongly confining interactions
Def. 3.2 strictly convex interactions
Prop. 3.14 Γ0 range of integration
Prop. 3.14 Γ support of the equilibrium measure
§ 3.2 P1pΓq set of probability measures on Γ
Def. 3.5 Bpz0, zq fundamental 2-form of the 2nd kind
Page 18 hj 1
st kind differentials
Def. 3.6 expansion of topological type
§ 5.1 s number of colors
§ 5.2.2 M set of maps
§ 5.1.1 sCMT set of s-colored maps with tubes
§ 5.3.1 sML set of s-colored maps with a loop configuration
§ 5.1 u, uk weights per vertex
§ 5.1 tk,j weights per face
§ 5.1 gk,l;i,j weights per face carrying a loop
§ 5.1 ´ρ,´ρk,l loop fugacity (power of the two-point interaction)
§ 5.1 n number of boundaries
§ 5.1 g genus
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