Abstract-We consider the symmetric discrete memoryless relay channel with orthogonal receiver components and show that polar codes are suitable for decode-and-forward and compressand-forward relaying. In the first case we prove that polar codes are capacity achieving for the physically degraded relay channel; for stochastically degraded relay channels our construction provides an achievable rate. In the second case we construct sequences of polar codes that achieve the compress-and-forward rate by nesting polar codes for source compression into polar codes for channel coding. In both cases our constructions inherit most of the properties of polar codes. In particular, the encoding and decoding algorithms and the bound on the block error probability O(2 −N β ) which holds for any 0 < β < 1 2 .
better when the source-relay channel is good while CF is better when the quality of this channel is low [5] .
In the last decade there have been many research efforts to implement DF relaying in practice. The work has mainly focused on adapting capacity-approaching/achieving codes from the point-to-point channel to the relay channel, e.g. distributed turbo codes [6] , distributed serially concatenated codes [7] , or low-density parity-check codes [8] . Although in general their optimality cannot be proved, many of these solutions have been shown empirically to perform remarkably well. In contrast, the amount of practical implementations of CF relaying is much smaller. They are mostly based on realizing Slepian-Wolf and Wyner-Ziv coding [9] , [10] . Interestingly, the achievability of the Wyner-Ziv bound with codes defined on sparse graphs under optimal encoding and decoding was shown in [11] .
Recently, Arıkan introduced the phenomenon of channel polarization and its application to construct capacity-achieving codes which are known as polar codes (PCs) [12] , [13] . This has led to a breakthrough in terms of achievability results in information theory with structured codes (as opposed to random coding). For example, the optimality of PCs for source compression was established by Korada and Urbanke in [14] , [15] for the case of binary reproduction alphabets (later extended in [16] ). These results were obtained by considering the duality between channel and source coding. A different approach was taken by Arıkan in [17] to show that sources also polarize and that this phenomenon is useful for designing codes for lossless compression. PCs were first applied to multi-terminal problems in [14] , where it was shown that they are optimal for binary Slepian-Wolf (see also [17] ) and Wyner-Ziv coding, among others. To our knowledge, the first application of PCs to the relay channel was reported in [18] . There it was shown that PCs achieve the capacity of symmetric binary-input physically degraded relay channels. Construction and performance aspects of PCs were considered in [19] , [20] and a design method based on density evolution [21] was proposed in [22] .
The contributions of this paper are the following: first, we extend the achievability results from [18] on PCs for DF relaying in stochastically degraded binary symmetric relay channels with orthogonal receivers to arbitrary discrete alphabets. Second, we show that PCs are also suitable for CF relaying. Then we specialize this result to two cases of interest: CF relaying based on Slepian-Wolf coding which is capacity-achieving in special cases, and to channels with a special structure where the performance is independent of the choice of frozen symbols at the relay. Finally, we present the first numerical results on the performance of PCs with finite block lengths for both DF and CF relaying.
0090-6778/12$31.00 c 2012 IEEE This paper is organized as follows: In Section II we review the background on PCs and the relay channel and introduce the scenario along with the notation. In Section III we state our main contributions in the form of two theorems. In Section IV we review a few properties of PCs for degraded channels. These properties are used to establish the proofs of the two theorems in Sections V and VI. We evaluate the performance of our constructions for DF and CF relaying for finite block lengths in Section VII using simulation results. Finally, Section VIII concludes the paper.
II. NOTATION, BACKGROUND, AND SCENARIO

A. Notation
Random variables and their realizations are represented using upper case and lower case letters X and x, respectively. Vectors are represented using bold face x and the i th component of x is denoted by x i . For a vector x we write x j i as shorthand for (x i , . . . , x j ) (void if j < i). More generally, for a set F = {f 0 , . . . , f |F |−1 } with cardinality |F |, x F denotes the sub-vector (x f0 , . . . , x f |F |−1 ). An alphabet is represented with a calligraphic letter X . We shall assume that together with the addition '⊕', the alphabet forms an Abelian group (X , ⊕). Without loss of generality we label the elements in X as {0, 1, . . . , |X | − 1}. We denote the inverse (with respect to '⊕') of an element x ∈ X by −x; that is, x⊕(−x) = 0, where 0 is the identity element. For vectors '⊕' works element-wise.
We follow the standard notation to denote entropy H(U ), mutual information I(U ; V ), and conditional mutual information I(U ; V |T ). In addition, for a given set of conditional probabilities W (v|u), I(W ) is shorthand for the mutual information I(U ; V ) when U is uniformly distributed. Information is measured in q-ary units. We use the Landau notation O(N ) to denote the asymptotic behavior of functions.
B. Polar Codes for Channel and Source Coding
Channel coding: Let W (y|x) be a q-ary input discrete memoryless channel 1 (DMC) with symmetric capacity I(W ) (i.e. I(X; Y ) when X is uniformly distributed). Channel polarization is a method for constructing codes based on the recursive application of a simple linear transformation (expressed by the invertible N × N matrix G N ) to N independent copies of W to synthesize a set of N q-ary channels with extreme properties: as N grows the synthetic channels become, except for a vanishing fraction, either noiseless or pure noise. Moreover, the fraction of noiseless channels tends to I(W ). PCs are based on this phenomenon: information is sent at full rate through the noiseless channels (known as the information set of channels, F c C ) and a known sequence of symbols is sent through the noisy ones (frozen set, F C ). A PC is simply defined by its frozen set F C and the values of the fixed (frozen) symbols u FC .
We consider N = 2 n (n ∈ N) independent uses (copies) of 1 Here we consider only q prime. In addition, we disregard the uninteresting cases where I(W ) ∈ {0, 1}.
W . That is, the transmission channel is
where u contains the q-ary frozen (i.e. fixed and known) and information symbols and x = uG N is the codeword put into the channel. This induces the conditional probability mass function (pmf)
and the distribution of the i th synthetic channel 3 
In order to decode PCs Arıkan introduced a simple Successive Cancellation (SC) algorithm that generates hard estimatesû i of the information symbols u i sequentially (with increasing i) using the previous estimatesû
PCs decoded with the SC algorithm can be used to transmit at any rate R < I(W ) with error probability
. This result on the rate of polarization was proved in [23] .
Source coding: Korada and Urbanke showed that it is possible to achieve the (symmetric) rate-distortion function R s (D) of a discrete memoryless source (DMS) Y using PCs. The PCs are designed similarly as if they were to be used for transmission over the test channel W Q (y|ŷ) associated with R s (D). In this case the frozen set F Q is given by the very noisy synthetic channels and the frozen values u FQ are assumed for their symbols. Compression at any rate R Q > R s (D) of a length-N source vector y into a vector u with PCs is performed using the SC algorithm as follows. Let the design probability distribution be
where 1 {.} is an indicator function that takes value 1 if the argument is true and 0 otherwise.
where (4) is obtained from (3) by conditioning and marginalizing. If the values of the frozen symbols u FQ are sampled i.i.d. from a uniform distribution then source compression with PCs is described by the pmf Q(u, y,ŷ) = Q(u, y)1 {ŷ=uGN } where Q(u, y) has marginal Q(y) = P (y) and satisfies [14] :
The encoder only needs to communicate the symbols u F c Q to the decoder to allow it to reconstruct y within distortion D asŷ =ûG N . The compression rate is therefore R Q = |F c Q |/N > I(W Q ). Throughout this paper we will denote the source encoding of a vector y using frozen symbols u FQ bŷ U (y, u FQ ) (resulting in the vectorû) and the reconstruction simply byŷ =ûG N , where it is assumed that the frozen symbols are set to the same values u FQ .
The previous development is still valid if a different set of transition probabilities is chosen. That is, if we design the PC following the same principles but using some arbitraryŴ (y|ŷ) instead of the test channel W Q (y|ŷ) then, for sufficiently large block length N , it performs arbitrarily close to the ratedistortion pair (I(Ŵ ),D) defined byŴ . This observation plays a fundamental role in our proofs. 5 The following bound on the variational distance between the marginals of the design distribution P Y,Ŷ and the distribution Q(y,ŷ) induced by the PC was established in [14] , [16] :
C. The Relay Channel
In this paper we consider a particular instance of the discrete memoryless relay channel that has orthogonal receiver components [24] . That is, the pmf governing its behavior factorizes as
with Fig. 1 illustrates this channel and includes the following length-N vectors: M contains the information and the frozen symbols (the latter are also available at the decoders) transmitted by the source, andM andM R are the corresponding estimates at the destination and the relay (only in DF relaying), respectively. X is the vector of symbols put into the channel by the source, and Y SR and Y SD are the channel outputs at the relay and at the destination, respectively. Similarly, X R is the vector put into the channel by the relay and Y RD is the observation at the destination. Finally, in the case of CF we will consider the vectors Y Q , which is a compressed version of Y SR generated by the relay, andŶ Q which is the corresponding estimate generated by the destination. We will refer to the marginal pmfs of y sr , y sd , and y rd from (7) as the source-relay, source-destination, and relay-destination channels, respectively and denote them by W SR , W SD , and W RD , respectively. Before introducing several bounds on the capacity of the relay channel we review the concept of degradation, which is a precise statement of the notion that some channels are better than other ones. 
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Definition 1 (Stochastic degradation
A relay channel is said to be stochastically degraded whenever the source-destination channel W SD (y sd |x) is stochastically degraded with respect to the source-relay channel W SR (y sr |x). Similarly, the relay channel with orthogonal receivers is said to be physically degraded whenever
Note that physical degradation implies stochastic degradation. We now introduce three bounds on the capacity of the relay channel that were established in [2] for the general case. We write them adapted to the instance of the relay channel considered here (cf. [24] ) and with the following additional restrictions that take into account the nature of PCs:
Additional Constraints: We consider the following additional constraints (as compared to [2] , [24] ) when evaluating the rates achievable with our code constructions (i.e. (9) and (10)):
• X and X R must follow uniform distributions with |X | and |X R | prime numbers.
• The admissible conditional probabilities p(y q |y sr ) in the characterization of the CF achievable rate must induce a uniform distribution on Y Q with |Y Q | a prime number. They are natural consequences of the special properties of PCs. We have decided to omit the existing workarounds to most of these issues (see e.g., [12] [13] [14] [15] [16] ) since they bring no insight to the understanding of the problem discussed in this paper.
Taking into account these constraints the bounds on the capacity C of the relay channel are:
Definition 3 (Symmetric DF rate for relay channels with orthogonal receivers).
It is well known that DF relaying achieves the capacity of the physically degraded relay channel [2] . When such a channel is symmetric we shall denote its capacity by C P D s . Definition 4 (Symmetric CF rate for relay channels with orthogonal receivers). 
Theorem 2 (Symmetric compress-and-forward relaying using polar codes). Consider a relay channel with orthogonal receiver components. For any fixed rate R < R
CF s there exists a sequence of polar codes (indexed by the block length N ) with block error probability at the destination
We prove the two theorems in Sections V and VI but first we review some results on PCs for degraded channels.
IV. POLAR CODES FOR DEGRADED Q-ARY CHANNELS
In this section we review some results that relate PC constructions for stochastically degraded channels introduced in [14] for binary input alphabets and extend them to general discrete input alphabets. In order to do this we first define the Bhattacharyya parameter of a q-ary DMC.
Definition 5 (Average Bhattacharyya parameter of a q-ary
The Bhattacharyya parameter is an upper bound on the error probability of uncoded transmission over the channel W [13] .
The following result, introduced in [14] for binary DMCs and easily extended to q-ary DMCs, states a fundamental property of PCs constructed based on stochastically degraded channels. 
Proposition 1. Let
. , N − 1}).
For each PC (labeled by j, j = {1, 2}) let the frozen set be
for some δ N > 0. Then for all i ∈ {0, 1, . . . , N − 1} the following properties hold:
1) The Bhattacharyya parameters of the synthetic channels satisfy:
Proof: The proof of the first claim follows the same lines as in the binary case [14] . The second claim follows directly from the first one.
The frozen set of a PC is usually defined in terms of either
) of the individual synthetic channels. We will use the following result that connects these two (different) definitions for q-ary DMCs: Lemma 2. Consider an arbitrary q-ary DMC W . Let F and F be the sets defined by
V. DECODE-AND-FORWARD RELAYING USING POLAR CODES The construction of PCs for DF relaying in binary-input channels in [18] exploited the nested structure of PCs for stochastically degraded channels introduced in the previous section. We extend this construction here to relay channels with larger discrete input alphabets.
Proof of Theorem 1
Encoding at the source node: The source node chooses a rate R < I(W SR ) and uses a (sequence of) PC that is capacity achieving for the channel W SR . Let 0 < β < decodable by the destination. For direct communication over W SD the frozen set would need to be defined as
and the decoder would need to know the symbols M FSD to recover the message. Note that F SR ⊆ F SD by Proposition 1 so the destination decoder already knows the values of some of these symbols (i.e. those M i with i ∈ F SR ). The rest of them contain information and will be provided by the relay.
Processing at the relay: The relay decodes the message from the source, extracts the information symbols with indices in F SD ∩ F c SR (see Fig. 2 ), and re-encodes them using a (sequence of) PC that is capacity achieving for W RD . In addition, if |X | = |X R |, the relay changes the representation of these information symbols from |X |-ary to |X R |-ary.
Decoding at the destination: The destination decodes the message from the relay that contains part of the message transmitted by the source. These symbols together with M FSR are all the symbols in the frozen set F SD . Therefore, the destination can decode M from Y SD using the SC algorithm.
Analysis of the error probability: Let E, E SR , and E RD denote the events {M = M}, {M R = M}, and an erroneous relay-destination transmission, respectively. Let E c , E c SR , and E c RD denote their respective complementary events. Using this notation we write:
Since the source uses a PC for channel transmission at rate R < I(W SR ) the first term can be bounded as O(2 −N β ). For the second term we have:
where we have used the fact that E SR and E RD are independent. Both terms in (11) describe the operation of the PC under the conditions for which it was designed and can therefore be bounded as O(2 −N β ). The bound on the first term induces a constraint on the transmission rate from relay to destination: R RD < I(W RD ). Similarly, the bound on the second term requires
Collecting all the terms we obtain the desired bound on P e and the constraints on R.
This achievable rate coincides with the capacity of the symmetric physically degraded relay channel C P D s [2] , [24] . However, the preceding proof only requires the source-destination channel W SD to be stochastically degraded with respect to the source-relay channel W SR . Unfortunately, it is well known that, in general, DF relaying does not achieve the capacity of the stochastically degraded relay channel [2] .
VI. COMPRESS-AND-FORWARD RELAYING USING POLAR CODES In this section we prove Theorem 2 by combining PCs for source and channel coding in a nested way. Then we specialize our result to the case where the relay describes its observation perfectly to the destination and observe that in some cases this achieves the capacity of the relay channel with orthogonal receiver components. Finally, we introduce a type of channels with a special structure for which any sequence of frozen symbols used by the relay during source compression is equally good.
A. Proof of Theorem 2
Select a rate R < R where p(y sd , y sr |x) comes from the channel pmf (7) . Assume that the information symbols are chosen i.i.d. randomly from a uniform distribution. Similarly, let the frozen symbols be chosen i.i.d. from a uniform distribution (using common randomness, so that they are also available at the destination node). Then the observation at the relay Y SR has the distribution of a DMS:
Processing at the relay: Let 0 < β < 
Q ) ≤ δ N , and frozen symbols U FQ , generated using common randomness so that they are also available at the destination. Let were sent over the relay-destination channel. However, this would require communicating over W RD at rate R Q , which is more than it is allowed by the constraint in Definition 4. To lower the rate required while still allowing the destination to reconstruct Y Q we exploit the correlation between Y Q and the direct-link observation at the destination Y SD . This correlation has some distribution that is determined by the channel distribution and the PC used for source compression. Rather than considering the true distribution we simply model this correlation as if Y Q were transmitted over the virtual DMC
giving rise to Y SD as channel output and then show that this approximation is good enough for large N . Note that W V defines a Markov chain:
. This simplified correlation model allows for nesting PCs for source coding into PCs for channel coding. This was introduced in [14] for binary Wyner-Ziv coding. We extend it here in the context of CF relaying to larger alphabets using the results from Section IV, [13] , and [16] . Note that the input Y Q = UG N to the virtual channel is a valid codeword from a PC. Assuming that our model for the correlation in (12) is correct we can use the SC algorithm to decode the (virtual) channel input Y Q from the (virtual) channel output Y SD , if the (virtual) communication rate satisfies R V < I(W V ). For this to be possible (see Section II-B) we need to define a frozen set
and ensure that the decoder knows the values of the symbols in this frozen set U FV . Note that, unlike in regular channel coding scenarios (here the virtual channel acts as a model), we cannot choose the values of these symbols; they are set by the compression algorithm. Hence we need to communicate them to the destination. Fortunately, we can proceed as we did in DF relaying to reduce the information to be conveyed to the destination. Consider the set 6 
F
Q i ∈ {0, 1, . . . , N − 1} : Z(W (i) Q ) ≥ 1 − δ N .
If we choose δ
then Lemma 2 ensures that F Q ⊆ F Q . Moreover, since W V is stochastically degraded 6 F Q is an auxiliary set that is only used to show that F Q ⊆ F V . No PC is explicitly built using this set. 
is sufficient to be able to recover Y Q at the destination. In addition, if |Y Q | = |X R |, the relay changes the representation of the symbols from |Y Q |-ary to |X R |-ary. This allows the relay to use a (sequence of) PC for channel coding for transmission over W RD , with the frozen symbols generated i.i.d. using common randomness so that they are also known at the destination. Finally, we rewrite the bound on R RD by considering the
This holds for any distribution on Y Q as long as the Markov chain relationship is satisfied. In particular, when Y Q is uniformly distributed we have that
Decoding at the destination: The destination performs three decoding steps. First it decodes the message transmitted by the relay, i.e. it obtains U FV ∩F c Q . These symbols together with U FQ are all the symbols in the frozen set for the virtual channel F V . Knowing them allows the destination node to decode the compressed vector Y Q = UG N from Y SD using the SC algorithm. Finally, the destination decodes the message M from the estimateŶ Q and Y SD using the SC algorithm.
Analysis of the error probability: We want to evaluate the probability of the event E = {M = M} over the distribution induced by the channel and the different codes in our scheme. We denote this distribution as P S (s) where S is the set of all the random vectors present in the scenario. To make the dependency of P S (s) on the distribution Q(y sr , y q ) induced by the PC used for source coding at the relay explicit we define S s = S\{Y SR , Y Q }, the subset of S that excludes Y SR , Y Q , and write P S (s) = Q(y sr , y q )P Ss|YSR,YQ (s s |y sr , y q ).
To compute Pr(E) we can replace the term Q(y sr , y q ) by any distribution p(y sr , y q ,ỹ sr ,ỹ q ) as long as its marginal coincides with Q(y sr , y q ) because the probability of our event of interest only depends on the marginal Q(y sr , y q ).
In particular, we considerỸ SR = Y SR andỸ Q = Y Q and replace Q(y sr , y q ) by the optimal coupling (see [25] ) P E (y sr , y q ,ỹ sr ,ỹ q ) between the distribution P (y sr , y q ) used for designing the PC for source compression and the distribution Q(y sr , y q ) induced by the PC (cf. (3) and (5), respectively). This optimal coupling P E has marginals equal to P (ỹ sr ,ỹ q ) and Q(y sr , y q ), and for (Y SR , Y Q ,Ỹ SR ,Ỹ Q ) distributed according to P E the probability of the event
In addition to the already defined events E and E E , consider also E YQ and E RD which denote the events {Ŷ Q = Y Q }, and an erroneous relay-destination transmission, respectively. Let
, and E c RD denote the respective complementary events. Using this notation and the new probability distribution obtained by replacing Q(y sr , y q ) by the optimal coupling P E in (14) we write
If a (sequence of) PC is used for transmission over W RD then
by using the SC decoder provided that R RD < I(W RD ) [13] . We rewrite the second term in (15) as
where the last step is due to the independence of E E and E RD . We know from Lemma 1 that for our choice of R Q and F Q we have that
We bound the second term in (16) as
The first term in (17) is upper bounded by Pr(E YQ |E c RD ) when Y Q is generated according to the design distribution P (ỹ sr ,ỹ q ) rather than the distribution induced by the code Q(y sr , y q ) because in this case we are decoding Y Q from Y SD using the SC algorithm under the design conditions. Hence, as long as (13) is Collecting the different terms we obtain the bound on P e and the constraint in Definition 4.
B. Compress-and-Forward using Slepian-Wolf Coding
The following theorem follows as a special case of Theorem 2 for the case when the relay does not perform any lossy source compression 7 
The importance of this particular case lies on the fact that in some special circumstances it coincides with the cut-set bound and hence with the capacity of the relay channel:
Corollary 1. If all the channels are symmetric and I(W RD ) ≥ H(Y SR |Y SD ) then CF relaying based on Slepian-Wolf coding achieves the cut-set bound, given in this case by the term I(X; Y SR Y SD ).
Proof: In this case the two terms of the cut-set bound satisfy:
Therefore, the rate R 
C. Shift-Invariant Test Channels
The proof of Theorem 2 relied on bounding the probability of the event E E using Lemma 1. In (6) we are summing over all possible codewords. Since G N is a bijective mapping this means summing not only over all possible messages (i.e. information symbols) but also over all choices of frozen symbols. In this section we concentrate on a specific type of q-ary DMC that allows us to derive results that are independent of the choice of frozen symbols. This section parallels similar results on channel and source coding with PCs for binary alphabets [12] , [14] . As it will become clear from the definition of a shift-invariant channel, the results on compress-and-forward reported in this section assume that |Y SR | = |Y Q |.
Definition 6 (Shift-invariant DMC, SI-DMC). A DMC W : X → Y, with Y = X , is shift-invariant if for every x, a ∈ X and y ∈ Y we have that
This is a particular case of the class of binary symmetric DMCs from [12] extended to q-ary alphabets. A properly designed (sequence of) PC for transmission over a SI-DMC will yield arbitrarily low error probability regardless of the choice of frozen symbols. This can easily be seen by considering the proof for binary symmetric DMCs in [12, Section VI] .
The effect of transmitting through a SI-DMC can be expressed in terms of an additive error term. That is, y = x ⊕ e where the error e is independent of the input and has the following distribution:
For SI-DMCs and any u, x, y, and a we have that
It is also easy to see that the matrix of transition probabilities for a SI-DMC is doubly stochastic (i.e. each of its rows and columns sums up to 1). Using these properties we prove the following lemmata. Let W be a q-ary SI-DMC used for constructing a PC for source coding. The first lemma establishes the relationship that two vectors of source realizations and two choices of frozen symbols need to satisfy so that their compression rules (i.e. (4)) yield the same result. 
,Y in (4). We have that
Proof: From the design distribution in (3) and using the definition of W N in (1) we obtain:
In deriving (19) we have used that the index of the summation is a dummy vector. The summations in (18) and (19) 
these scaling factors must be equal. Hence we conclude that P (u i |u
Using this result we now show that, under common randomness, the outputs of the SC compression algorithm for source realizations that satisfy the aforementioned relationship are also related:
Proof: By induction, identical to that of [14, Lemma 9] .
Since PCs designed based on SI-DMCs use the source alphabet as reconstruction alphabet (i.e. X = Y) we can talk about the error incurred by quantizing a source output y intô y. We define this quantization error as e =ŷ ⊕ (−y). We have the following property regarding this error.
Corollary 2. For fixed frozen symbols u F , under common randomness, all source vectors that belong to the same coset
Proof: Similar to that of its binary counterpart in [14] . Moreover, for a PC for source compression designed based on a SI-DMC the distribution of the quantization error is close to the effect of transmission over the SI-DMC in the following sense: 
Proof: Let P U,Y,Ŷ (u, y,ŷ) and Q(u, y) be the design and induced distributions associated with the PC, respectively. Consider P U,Y , P Y,Ŷ , and P Y,Ŷ obtained from P U,Y,Ŷ . We have that
To write (20) we have used Corollary 2. To obtain (21) we have used the fact that Y is a uniform DMS and hence it induces a uniform distribution over
independent of the actual value of u F . Since W is described by a doubly stochastic matrix we have that
Combining (21) and (22) and using the fact that G N is a one-to-one mapping we obtain
Due to the shift-invariant property of the channel the summation takes the same value regardless of which y ∈ Y N we consider. Using this property and Lemma 1 we obtain the desired result:
Note that although we have again invoked Lemma 1 our result is valid for any choice of frozen symbols u F . This Lemma allows us to build a coupling that states that with high probability the effect of source coding using PCs with fixed frozen symbols will be the same as that of a transmission through the test channel. One important point is that by fixing the frozen symbols used for source coding at the relay we are also fixing the frozen symbols in the PC used over the virtual channel W V . Using this Lemma we obtain the following corollary to Theorem 2: Proof: Source, relay, and destination operate in the same way as in the proof of Theorem 2 with the difference that the frozen bits used for source compression at the relay are fixed to someũ FQ . The analysis of the error probability also follows similar lines. However, in this case it is convenient to explicitly include the compression error in the distribution P S (s) over which we evaluate the probability of the even E. We can then write P S (s) = P uF E (e)P Ss|E (s s |e) with S s = S\E and use Lemma 5 to establish a coupling. The rest of the proof is identical to the one for Theorem 2.
Note that the above corollary does not include the choice of frozen symbols for channel coding used by the source and by the relay for transmission over W RD . In order to extend the result for any choice of these frozen symbols as well it is necessary to take into account the results for channel coding [12] and verify that the vectors follow the appropriate distributions. 
VII. SIMULATIONS
We first consider PCs for DF relaying in a physically degraded relay channel (see (8) ) with the following characteristics: W SR (y sr |x) and p(y sd |y sr ) are independent BSCs with crossover probabilities of 0.05 and 0.15, respectively. We study two different realizations of the relay-destination channel: an error-free channel with fixed capacity, and an independent BSC with crossover probability 0.1. We will only consider cases where the capacity of the relay channel equals that of the source-relay channel, i.e., C In Fig. 4 we show the BER (Pr(Û = U )) of our construction from Section V for different values of the transmission rates used by the source (R, coordinate axis) and the relay (R RD , line face), and block lengths (N = 2 n , line marker) for the case of an error-free relay-destination channel (with capacity equal to R RD ). As one would expect it is possible to lower the BER by increasing n (and hence the complexity and delay) and also by reducing R (i.e., the efficiency). Moreover, increasing R RD also yields a lower BER. This is due to the fact that we are reducing the amount of information that has to be decoded from the direct link observation at no cost since relay-destination channel is error-free.
In Fig. 5 we show the BER when the relay-destination channel is a BSC. In this case we observe that increasing R RD does not always improve the performance. The reason for this is that now transmission from relay to destination takes place over a channel that introduces errors. At some point, the effect of these errors becomes the bottleneck of the system since the destination cannot recover the additional information conveyed by the relay that is necessary to decode the direct link observation. That is, E RD becomes the dominant error event in (11) .
We now consider CF relaying. We model the source-relay and source-destination channels as independent BSCs with crossover probabilities of 0.1 and 0.05, respectively. The relay compresses its observation at a rate of R Q = 0.8 bits per sample using a PC designed using a using a BSC as In Fig. 6 we show the BER of our construction from Section VI for the case of an error-free relay-destination channel. Again, performance improves with larger n and R RD or with lower R. However, in this case we observe a saturation effect if only one of the rates is changed. For example, for R < 0.7 the BER curves flatten out. This is due to the fact that in this region the errors in decoding the channel code used over the virtual channel start to dominate the error probability (i.e., the first term in (17)). A similar effect is observed if only R RD is increased. For example, for R RD > 0.65 the reduction in BER is negligible. In this case the virtual channel becomes nearly error free and the error probability is dominated by the weakness of the PC used by the source (i.e., the second term in (17)). In Fig. 7 we show the BER when the relay-destination channel is a BSC. As for DF relaying we observe that increasing R RD may degrade the performance (in this case for R RD > 0.65). The reason is similar: a larger value of R RD brings the PC used for transmission from relay to destination close to the capacity of the channel. At some point the destination cannot decode the relay contribution without errors. Using the wrong estimateŶ Q implies error propagation when decoding the message transmitted by the source. This means a larger BER.
As a final remark we note that the constructions of PCs for relaying introduced here in spite of being optimal for N → ∞ operate quite far away from these asymptotical limits when the block length is moderate. This behavior is common to all constructions of PCs for finite block lengths.
VIII. CONCLUSION In this paper we have shown that polar codes are suitable for decode-and-forward and compress-and-forward relaying in relay channels with orthogonal receivers. In the first case we have exploited the natural nesting of polar codes in stochastically degraded channels to extract the information present at the relay that complements the direct-link observation at the destination. In the second case we have employed a nested construction of polar codes for channel and source coding to adapt the quality of the description conveyed from the relay to the destination to the conditions of the channel while exploiting the side information available at the destination in the form of the direct-link observation. In both cases we have found scenarios where the strategies achieve the full capacity of the relay channel.
Simulation results validate our constructions of polar codes for relaying. Although these constructions are not directly applicable for moderate block lengths, they provide insights on how to implement the two relaying protocols with structured codes. 
