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Abstract
We derive tests of stationarity for continuous univariate time series by combining change-
point tests sensitive to changes in the contemporary distribution with tests sensitive to
changes in the serial dependence. Rank-based cumulative sum tests based on the empirical
distribution function and on the empirical autocopula at a given lag are considered first.
The combination of their dependent p-values relies on a joint dependent multiplier bootstrap
of the two underlying statistics. Conditions under which the proposed combined testing
procedure is asymptotically valid under stationarity are provided. After discussing the
choice of the maximum lag to investigate, extensions based on tests solely focusing on second-
order characteristics are proposed. The finite-sample behaviors of all the derived statistical
procedures are investigated in large-scale Monte Carlo experiments and illustrations on two
real data sets are provided. Extensions to multivariate time series are briefly discussed as
well.
Keywords: copula, dependent p-value combination, multiplier bootstrap, rank-based statis-
tics, tests of stationarity.
MSC 2010: 62E20, 62G10, 62G09.
1 Introduction
Testing the stationarity of a time series is of great importance prior to any modeling. Existing
approaches assessing whether a time series is stationary could roughly be grouped into two main
categories: procedures that mostly work in the frequency domain, and those that mostly work
in the time domain. Among the tests in the former group, one finds for instance approaches
testing the constancy of a spectral functional (see, e.g., Priestley and Subba Rao, 1969; Paparo-
ditis, 2010), procedures comparing a time-varying spectral density estimate with its stationary
approximation (see, e.g., Dette et al., 2011; Preuss et al., 2013; Puchstein and Preuss, 2016) and
approaches based on wavelets (see, e.g., von Sachs and Neumann, 2000; Nason, 2013; Cardinali
and Nason, 2013, 2016). As far as the second category of tests is concerned, one mostly finds
approaches based on the autocovariance / autocorrelation function such as Lee et al. (2003),
Dwivedi and Subba Rao (2011), Jin et al. (2015) and Dette et al. (2015). In particular, the
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first and the last reference also clearly pertain to the change-point detection literature (see,
e.g., Cso¨rgo˝ and Horva´th, 1997; Aue and Horva´th, 2013, for an overview). The latter should
not come as a surprise. Indeed, any test for change-point detection may be seen as a test of
stationarity designed to be sensitive to a particular type of departure from stationarity.
To illustrate the latter point, let X1, X2, . . . be a stretch from a univariate time series and
consider the classical cumulative sum (CUSUM) test “for a change in the mean” (see, e.g., Page,
1954; Phillips, 1987). The latter is usually regarded as a test of
H0 : X1, X2, . . . have the same expectation
but it only holds its level asymptotically if X1, X2, . . . is a stretch from a time series whose
autocovariances at all lags are constant (Zhou, 2013). Without the latter assumption, a small p-
value can only be used to conclude thatX1, X2, . . . is not a stretch from a second-order stationary
time series. In other words, without the additional assumption of constant autocovariances, the
classical CUSUM test “for a change in the mean” is merely a test of second-order stationarity
that is particularly sensitive to a change in the expectation.
Obtaining a large p-value when carrying out the previously mentioned test should clearly
not be interpreted as no evidence against second-order stationarity since a change in mean
is only one possible departure from second-order stationarity. Following Dette et al. (2015),
complementing the previous test by tests for change-point detection particularly sensitive to
changes in the variance and in the autocorrelation at some fixed lags may, in case of large
p-values, comfort a practitioner in considering that X1, X2, . . . might well be a stretch from a
second-order stationary time series. The aim of this work is to adopt a similar perspective on
assessing stationarity but without only restricting the analysis to second-order characteristics.
In fact, all finite dimensional distributions induced by a time series could be potentially tested.
More formally, suppose we observe a stretch X1, . . . , XN from a time series of univariate
continuous random variables. For some 2 ≤ h ≤ N , set n = N − h+ 1 and let Y (h)1 , . . . ,Y (h)n be
h-dimensional random vectors defined by
Y
(h)
i = (Xi, . . . , Xi+h−1), i ∈ {1, . . . , n}. (1.1)
Note that the quantity h is sometimes called the embedding dimension and h− 1 can be inter-
preted as the maximum lag under investigation. As an imperfect alternative, we shall focus on
tests particularly sensitive to departures from the hypothesis
H
(h)
0 : ∃F (h) such that Y (h)1 , . . . ,Y (h)n have the distribution function (d.f.) F (h). (1.2)
To derive such tests, a first natural approach would be to apply to the random vectors
in (1.1) the CUSUM test based on differences of empirical d.f.s studied in Gombay and Horva´th
(1999), Inoue (2001) and Holmes et al. (2013) (see also Section 2.2 below). However, preliminary
numerical experiments revealed the low power of such an adaptation, especially when the non-
stationarity of the underlying univariate time series is a consequence of changes in the serial
dependence. These empirical conclusions, in line with those drawn in Bu¨cher et al. (2014)
in a related context, prompted us to consider the alternative approach consisting of assessing
changes in the “contemporary” distribution (that is, of the Xi) separately from changes in the
serial dependence.
Suppose that H (h)0 in (1.2) holds and recall that X1, . . . , Xn+h−1 is assumed to be a stretch
from a time series of univariate continuous random variables. Then, the common d.f. of Y (h)i
can be written (Sklar, 1959) as
F (h)(x) = C(h){G(x1), . . . , G(xh)}, x ∈ Rh,
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where C(h) is the unique copula (merely an h-dimensional d.f. with standard uniform margins)
associated with F (h), and G is the common marginal univariate d.f. of all the components of
the Y (h)i , i ∈ {1, . . . , n}. The copula C(h) controls the dependence between the components of
the Y (h)i . Equivalently, it controls the serial dependence up to lag h−1 in the time series, which
is why it is sometimes called the lag h− 1 serial copula or autocopula in the literature.
Notice further that, slightly abusing notation, the hypothesis H (h)0 in (1.2) can be written
as H (1)0 ∩H (h)0,c , where
H
(1)
0 : ∃G such that X1, X2, . . . have the d.f. G, (1.3)
and
H
(h)
0,c : ∃C(h) such that Y (h)1 , . . . ,Y (h)n have the copula C(h). (1.4)
In other words, H (h)0 in (1.2) holds if all the Xi have the same (contemporary) distribution and
if all the Y (h)i have the same copula.
A sensible strategy for assessing whether H (h)0 in (1.2) is plausible would thus naturally
consist of combining two tests: a test particularly sensitive to departures from H (1)0 in (1.3)
and a test particularly sensitive to departures from H (h)0,c in (1.4). For the former, as already
mentioned, a natural candidate in the general context under consideration is the CUSUM test
based on differences of empirical d.f.s studied in Gombay and Horva´th (1999) and Holmes
et al. (2013). We shall briefly revisit the latter approach in the setting of serially dependent
observations. One of the main goals of this work is to derive a test that is particularly sensitive
to departures from H (h)0,c in (1.4), that is, to changes in the serial dependence. The idea is not
new but seems to have been employed only with respect to second-order characteristics of a
time series: see, e.g., Lee et al. (2003) for tests on the autocovariance in a CUSUM setting, and
Dwivedi and Subba Rao (2011) and Jin et al. (2015) for tests in a different setting. Specifically,
one of the main contributions of this work is to propose a CUSUM test that is sensitive to
departures from H (h)0,c . It will be based on a serial version of the so-called empirical copula that
we should naturally refer to as the empirical autocopula hereafter.
Because the aforementioned test based on empirical d.f.s (particularly sensitive to departures
from H (1)0 in (1.3) by construction) and the test based on empirical autocopulas (designed to be
sensitive to departures from H (h)0,c in (1.4)) can be carried out using the same type of resampling,
their p-values can be combined. Another contribution of this work is thus to propose a global
test of stationarity based on appropriate extensions to dependent tests of well-known p-value
combination methods such as those of Fisher (1932) or Stouffer et al. (1949). The larger the
embedding dimension h, the more the resulting combined test could be regarded as a general
test of stationarity.
An interesting and desirable feature of the resulting testing procedure is that it is rank-
based. It is therefore expected to be quite robust in the presence of heavy-tailed observations.
Still, in the case of Gaussian time series, some tests based on second-order characteristics might
be more powerful. A natural competitor to our aforementioned combined test could thus be
obtained by combining tests particularly sensitive to changes in the expectation, variance and
autocovariances up to lag h−1. Interestingly enough, CUSUM versions of such tests can be cast
in the setting considered in Bu¨cher and Kojadinovic (2016b): they can all be carried out using
the same type of resampling and thus, as described in the previous paragraph, their (dependent)
p-values can be combined, leading to a test that could be regarded as a test of second-order
stationarity.
The paper is organized as follows. The detailed description of the combined rank-based test
involving empirical d.f.s and empirical autocopulas is given in Section 2, along with theoretical
3
results about its asymptotic validity under the null hypothesis of stationarity. The choice of
the embedding dimension h is discussed in Section 3. The fourth section is devoted to related
combined tests based on second-order characteristics: the corresponding testing procedures are
provided and asymptotic validity results under the null are stated. Section 5 reports Monte
Carlo experiments that are used to empirically study the previously described tests. Some
illustrations on real-world data are presented in Section 6. Finally, concluding remarks are
provided in Section 7, one of which, in particular, discussing multivariate extensions of the
proposed tests.
Auxiliary results and all proofs are deferred to a sequence of appendices. The studied tests
are implemented in the package npcp (Kojadinovic, 2017) for the R statistical system (R Core
Team, 2017). In the rest of the paper, the arrow ‘ ’ denotes weak convergence in the sense of
Definition 1.3.3 in van der Vaart and Wellner (2000), while the arrow ‘P→’ denotes convergence
in probability. All convergences are for n → ∞ if not mentioned otherwise. Finally, given a
set T , `∞(T ) denotes the space of all bounded real-valued functions on T equipped with the
uniform metric.
2 A rank-based combined test sensitive to departures from H
(h)
0
The aim of this section is to derive a test of stationarity by combining a test that is particularly
sensitive to departures from H (1)0 in (1.3) with a test that is particularly sensitive to departures
from H (h)0,c in (1.4). We start with the latter.
2.1 A copula-based test senstive to changes in the serial dependence
The test that we consider has the potential of being sensitive to all types of changes in the
serial dependence up to lag h − 1. Under H (h)0 in (1.2), this serial dependence is completely
characterized by the (auto)copula C(h) in (1.4). It is then natural to base the test on empirical
(auto)copulas (see, e.g., Deheuvels, 1979, 1981) calculated from portions of the data. For any
1 ≤ k ≤ l ≤ n, let
C
(h)
k:l (u) =
1
l − k + 1
l∑
i=k
h∏
j=1
1{Gk:l(Xi+j−1) ≤ uj}, u ∈ [0, 1]h, (2.1)
where
Gk:l(x) =
1
l + h− k
l+h−1∑
j=k
1(Xj ≤ x), x ∈ R, (2.2)
with the convention that C
(h)
k:l = 0 if k > l. The quantity C
(h)
k:l is a non-parametric estimator of
C(h) based on Y (h)k , . . . ,Y
(h)
l that, as already mentioned, we shall call the lag h − 1 empirical
autocopula. The latter was for instance used in Genest and Re´millard (2004) for testing serial
independence. It can be verified that it is a straightforward transposition of one of the usual
definitions of the empirical copula (when computed from a subsample) to the serial context
under consideration.
2.1.1 Test statistic
The CUSUM statistic that we consider is
S(h)n = sup
s∈[0,1]
∫
[0,1]h
{
D(h)n (s,u)
}2
dC
(h)
1:n(u) = max
1≤k≤n−1
∫
[0,1]h
{
D(h)n (k/n,u)
}2
dC
(h)
1:n(u), (2.3)
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where b.c is the floor function,
D(h)n (s,u) =
√
nλn(0, s)λn(s, 1)
{
C
(h)
1:bnsc(u)− C
(h)
bnsc+1:n(u)
}
, (s,u) ∈ [0, 1]h+1, (2.4)
and λn(s, t) = (bntc − bnsc)/n, (s, t) ∈ ∆ = {(s, t) ∈ [0, 1]2 : s ≤ t}.
Under H (h)0 in (1.2), the difference between C
(h)
1:k and C
(h)
k+1:n should be small for all k ∈
{1, . . . , n − 1}, resulting in small values of S(h)n . At the opposite, large values of S(h)n provide
evidence of non-stationarity. The coefficient
√
nλn(0, s)λn(s, 1) in (2.4) is the classical normal-
izing term of the CUSUM approach. It ensures that, under suitable conditions, S(h)n converges
in distribution under the null hypothesis of stationarity. Analogously to what was explained in
the introduction, the test based on S(h)n should not be used to reject H
(h)
0,c in (1.4) as its null
hypothesis is stationarity.
2.1.2 Limiting null distribution
The limiting null distribution of S(h)n turns out to be a corollary of a recent result by Bu¨cher
and Kojadinovic (2016a) and Bu¨cher et al. (2014). Under H (h)0 in (1.2), it can be verified that
D(h)n in (2.4) can be written as
D(h)n (s,u) = λn(s, 1)C(h)n (0, s,u)− λn(0, s)C(h)n (s, 1,u), (s,u) ∈ [0, 1]h+1, (2.5)
where
C(h)n (s, t,u) =
√
nλn(s, t) {C(h)bnsc+1:bntc(u)− C(h)(u)}, (s, t,u) ∈ ∆× [0, 1]h. (2.6)
Hence, the null weak limit of the empirical process D(h)n follows from that of C(h)n , which is called
the sequential empirical autocopula process.
The following usual condition on the partial derivatives of C(h) (see Segers, 2012) is consid-
ered as we continue.
Condition 2.1. For any j ∈ {1, . . . , h}, the partial derivative C˙(h)j = ∂C(h)/∂uj exists and is
continuous on V (h)j = {u ∈ [0, 1]h : uj ∈ (0, 1)}.
Condition 2.1 is nonrestrictive in the sense that it is necessary so that the candidate weak
limit of C(h)n exists pointwise and has continuous sample paths. In the sequel, following Bu¨cher
and Volgushev (2013), for any j ∈ {1, . . . , h}, we define C˙(h)j to be zero on the set {u ∈ [0, 1]h :
uj ∈ {0, 1}}. Also, as we continue, for any j ∈ {1, . . . , h} and any u ∈ [0, 1]h, u(j) will stand
for the vector of [0, 1]h defined by u(j)i = uj if i = j and 1 otherwise.
The null weak limit of C(h)n follows in turn from that of the sequential serial empirical process
B(h)n (s, t,u) =
1√
n
bntc∑
i=bnsc+1
[ h∏
j=1
1{G(Xi+j−1) ≤ uj}−C(h)(u)
]
, (s, t,u) ∈ ∆×[0, 1]h, (2.7)
with the convention that B(h)n (s, t, ·) = 0 if bntc − bnsc = 0.
The following result, stating the weak limit of C(h)n and proved in Appendix B, is a conse-
quence of the results of Bu¨cher and Kojadinovic (2016a) and Bu¨cher et al. (2014). It considers
X1, . . . , Xn+h−1 as a stretch from a strongly mixing sequence. For a sequence of random vari-
ables (Zi)i∈Z, the σ-field generated by (Zi)a≤i≤b, a, b ∈ Z ∪ {−∞,+∞}, is denoted by Fba. The
strong mixing coefficients corresponding to the sequence (Zi)i∈Z are then defined by αZ0 = 1/2,
αZr = sup
p∈Z
sup
A∈Fp−∞,B∈F+∞p+r
∣∣P(A ∩B)− P(A)P(B)∣∣, r ∈ N, r > 0. (2.8)
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The sequence (Zi)i∈Z is said to be strongly mixing if αZr → 0 as r →∞.
Proposition 2.2. Let X1, . . . , Xn+h−1 be drawn from a strictly stationary sequence (Xi)i∈Z of
continuous random variables whose strong mixing coefficients satisfy αXr = O(r
−a) for some
a > 1 as r →∞. Then, provided Condition 2.1 holds,
sup
(s,t,u)∈∆×[0,1]h
∣∣∣C(h)n (s, t,u)− B(h)n (s, t,u) + h∑
j=1
C˙
(h)
j (u)B
(h)
n (s, t,u
(j))
∣∣∣ P→ 0.
Consequently, C(h)n  C(h)C in `∞(∆× [0, 1]h), where, for any (s, t,u) ∈ ∆× [0, 1]h,
C(h)C (s, t,u) = B
(h)
C (s, t,u)−
h∑
j=1
C˙
(h)
j (u)B
(h)
C (s, t,u
(j)), (2.9)
and B(h)C in `
∞(∆× [0, 1]h), a tight centered Gaussian process, is the weak limit of B(h)n in (2.7).
Since they are not necessary for the subsequent derivations, the expressions of the covariances
of B(h)C and C
(h)
C are not provided. The latter can however be deduced from the above mentioned
references.
The next result, proved in Appendix B, and partly a simple consequence of the previous
proposition and the continuous mapping theorem, gives the limiting distribution of S(h)n under
the null hypothesis of stationarity.
Proposition 2.3. Under the conditions of Proposition 2.2, D(h)n  D(h)C in `∞([0, 1]h+1), where,
for any (s,u) ∈ [0, 1]h+1,
D(h)C (s,u) = C
(h)
C (0, s,u)− sC(h)C (0, 1,u), (2.10)
and C(h)C is defined in (2.9). As a consequence, we get
S(h)n  S(h) = sup
s∈[0,1]
∫
[0,1]h
{D(h)C (s,u)}2 dC(h)(u). (2.11)
Moreover, the distribution of S(h) is absolutely continuous with respect to the Lebesgue measure.
2.1.3 Bootstrap and computation of approximate p-values
The null weak limit of S(h)n in (2.11) is unfortunately untractable. Starting from Proposition 2.2
and adapting the approach of Bu¨cher and Kojadinovic (2016a) and Bu¨cher et al. (2014), we
propose to base the computation of approximate p-values for S(h)n on multiplier resampling
versions of C(h)n in (2.6). For any m ∈ N and any (s, t,u) ∈ ∆× [0, 1]h, let
Cˆ(h),[m]n (s, t,u) = Bˆ(h),[m]n (s, t,u)−
h∑
j=1
C˙
(h)
j,1:n(u) Bˆ
(h),[m]
n (s, t,u
(j)), (2.12)
where
C˙
(h)
j,1:n(u) =
C
(h)
1:n(u+ hej)− C(h)1:n(u− hej)
min(uj + h, 1)−max(uj − h, 0)
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with ej the j-th unit vector and
Bˆ(h),[m]n (s, t,u) =
1√
n
bntc∑
i=bnsc+1
ξ
[m]
i,n
[ h∏
j=1
1{G1:n(Xi+j−1) ≤ uj} − C(h)1:n(u)
]
, (2.13)
with C(h)1:n and G1:n defined in (2.1) and (2.2), respectively. The sequences of random variables
(ξ[m]i,n )i∈Z, m ∈ N, appearing in the expressions of the processes Bˆ(h),[m]n in (2.13), m ∈ N, are
independent copies of what was called a dependent multiplier sequence in Bu¨cher and Kojadi-
novic (2016a). A sequence of random variables (ξi,n)i∈Z is a dependent multiplier sequence if
the three following conditions are fulfilled:
(M1) The sequence (ξi,n)i∈Z is independent of the available sample X1, . . . , Xn+h−1 and strictly
stationary with E(ξ0,n) = 0, E(ξ
2
0,n) = 1 and supn≥1 E(|ξ0,n|ν) <∞ for all ν ≥ 1.
(M2) There exists a sequence `n → ∞ of strictly positive constants such that `n = o(n) and
the sequence (ξi,n)i∈Z is `n-dependent, i.e., ξi,n is independent of ξi+p,n for all p > `n and
i ∈ N.
(M3) There exists a function ϕ : R → [0, 1], symmetric around 0, continuous at 0, satisfying
ϕ(0) = 1 and ϕ(x) = 0 for all |x| > 1 such that E(ξ0,nξp,n) = ϕ(p/`n) for all p ∈ Z.
Roughly speaking, such sequences extend to the serially dependent setting the multiplier se-
quences that appear in the multiplier central limit theorem (see, e.g., Kosorok, 2008, Theorem
10.1 and Corollary 10.3). The latter result lies at the heart of the proof of the asymptotic
validity of many types of bootstrap schemes for independent observations. In particular and as
it shall become clearer below, the bandwidth parameter `n plays a role somehow similar to the
block length in the block bootstrap of Ku¨nsch (1989).
Two ways of generating dependent multiplier sequences are discussed in Bu¨cher and Ko-
jadinovic (2016a, Section 5.2). In the rest of this work, we use the so-called moving average
approach based on an initial independent and identically distributed (i.i.d.) standard normal
sequence and Parzen’s kernel
κ(x) = (1− 6x2 + 6|x|3)1(|x| ≤ 1/2) + 2(1− |x|)31(1/2 < |x| ≤ 1), x ∈ R.
Specifically, let (bn) be a sequence of integers such that bn → ∞, bn = o(n) and bn ≥ 1 for all
n ∈ N. Let Z1, . . . , Zn+2bn−2 be i.i.d. N (0, 1). Then, let `n = 2bn−1 and, for any j ∈ {1, . . . , `n},
let wj,n = κ{(j − bn)/bn} and w˜j,n = wj,n(
∑`n
j′=1w
2
j′,n)
−1/2. Finally, for all i ∈ {1, . . . , n}, let
ξi,n =
`n∑
j=1
w˜j,nZj+i−1. (2.14)
Then, as verified in Bu¨cher and Kojadinovic (2016a, Section 5.2), the infinite size version of
ξ1,n, . . . , ξn,n satisfies Assumptions (M1)-(M3), when n is sufficiently large.
As can be expected, the bandwidth parameter `n (or, equivalently, bn) will have a crucial
influence on the finite-sample performance of the test under consideration. In practice, we apply
to the available univariate sequence X1, . . . , Xn+h−1 the data-adaptive procedure proposed in
Bu¨cher and Kojadinovic (2016a, Section 5.1), which is based on the seminal work of Paparoditis
and Politis (2001), Politis and White (2004) and Patton et al. (2009), among others. Roughly
speaking, the latter amounts to choosing `n as Knn
1/5, which asymptotically minimizes a certain
integrated mean squared error, for a constant Kn that can be estimated from X1, . . . , Xn+h−1.
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Starting from (2.12) and having (2.5) in mind, multiplier resampling versions of D(h)n are
then naturally given, for any m ∈ N and (s,u) ∈ [0, 1]h+1, by
Dˆ(h),[m]n (s,u) = λn(s, 1) Cˆ(h),[m]n (0, s,u)− λn(0, s) Cˆ(h),[m]n (s, 1,u)
= Cˆ(h),[m]n (0, s,u)− λn(0, s) Cˆ(h),[m]n (0, 1,u).
Corresponding multiplier resampling versions of the statistic S(h)n in (2.3) are finally
Sˆ(h),[m]n = sup
s∈[0,1]
∫
[0,1]h
{Dˆ(h),[m]n (s,u)}2 dC(h)1:n(u),
which suggests computing an approximate p-value for S(h)n as M−1
∑M
m=1 1
(
Sˆ(h),[m]n ≥ S(h)n
)
for
some large integer M .
The following proposition establishes the asymptotic validity of the multiplier resampling
scheme under the null hypothesis of stationarity. It relies on the results of Bu¨cher et al. (2014)
and Bu¨cher and Kojadinovic (2016a). It is proved in Appendix B.
Proposition 2.4. Assume that X1, . . . , Xn+h−1 are drawn from a strictly stationary sequence
(Xi)i∈Z of continuous random variables whose strong mixing coefficients satisfy αXr = O(r−a) as
r →∞ for some a > 3 + 3h/2, and (ξ[1]i,n)i∈Z, (ξ[2]i,n)i∈Z, . . . are independent copies of a dependent
multiplier sequence satisfying (M1)–(M3) with `n = O(n1/2−γ) for some 0 < γ < 1/2. Then,
for any M ∈ N, (
C(h)n , Cˆ(h),[1]n , . . . , Cˆ(h),[M ]n
)
 
(
C(h)C ,C
(h),[1]
C , . . . ,C
(h),[M ]
C
)
in {`∞(∆× [0, 1]h)}M+1, where C(h)C is defined in (2.9), and C(h),[1]C , . . . ,C(h),[M ]C are independent
copies of C(h)C . As a consequence, for any M ∈ N,(
D(h)n , Dˆ(h),[1]n , . . . , Dˆ(h),[M ]n
)
 
(
D(h)C ,D
(h),[1]
C , . . . ,D
(h),[M ]
C
)
,
in {`∞([0, 1]h+1)}M+1, where D(h)C is defined in (2.10) and D(h),[1]C , . . . ,D(h),[M ]C are independent
copies of D(h)C . Finally, for any M ∈ N,(
S(h)n , Sˆ
(h),[1]
n , . . . , Sˆ
(h),[M ]
n
)
 
(
S(h), S(h),[1], . . . , S(h),[M ]
)
,
where S(h) is defined in (2.11) and S(h),[1], . . . , S(h),[M ] are independent copies of S(h).
Note that, by Lemma 2.2 of Bu¨cher and Kojadinovic (2017) and absolute continuity of S(h)
(see Proposition 2.3 above), the last statement of Proposition 2.4 is equivalent to the following
more classical formulation of bootstrap consistency:
dK
(L(Sˆ(h),[1]n |Xn),L(S(h)n )) ≡ sup
x∈R
|P(Sˆ(h),[1]n ≤ x |Xn)− P(S(h)n ≤ x)| P→ 0.
Here, dK is the Kolmogorov distance between two probability laws on the real line, Xn =
(X1, . . . , Xn+h−1) denotes the available data, and L(Sˆ(h),[1]n |Xn) and L(S(h)n ) denote (a regular
versions of) the conditional law of S(h),[1]n given Xn and the law of S
(h)
n , respectively. Further-
more, Lemma 4.1 in Bu¨cher and Kojadinovic (2017) ensures that the test based on S(h)n with
approximate p-value pn,M (S
(h)
n ) = M−1
∑M
m=1 1
(
Sˆ(h),[m]n ≥ S(h)n
)
holds its level asymptotically
under the null hypothesis of stationarity as n and M tend to the infinity. By Corollary 4.2 in the
same reference, this implies that pn,Mn(S
(h)
n )  Uniform(0, 1) when n → ∞, for any sequence
Mn →∞.
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2.2 A d.f.-based test sensitive to changes in the contemporary distribution
We propose to combine the previous test with a test particularity sensitive to departures from
H (1)0 in (1.3). As mentioned in the introduction, a natural candidate is the CUSUM test studied
in Gombay and Horva´th (1999) and extended in Holmes et al. (2013). For the sake of a simpler
presentation, we proceed as if the only available observations were X1, . . . , Xn, thereby ignoring
the remaining h− 1 ones. The test statistic can then be written as
Tn = sup
s∈[0,1]
∫
R
{En(s, x)}2 dG1:n(x), (2.15)
where
En(s, x) =
√
nλn(0, s)λn(s, 1)
{
G1:bnsc(x)−Gbnsc+1:n(x)
}
, (s, x) ∈ [0, 1]× R, (2.16)
and, for any 1 ≤ k ≤ l ≤ n, Gk:l, 1 ≤ k ≤ l ≤ n, is defined as in (2.2) but with h = 1. As
one can see, the test involves the comparison of the empirical d.f. of X1, . . . , Xk with the one of
Xk+1, . . . , Xn for all k ∈ {1, . . . , n− 1}. Under H (1)0 in (1.3), it can be verified that En in (2.16)
can be written as
En(s, x) = Gn(s, x)− λn(0, s)Gn(1, x), (s, x) ∈ [0, 1]× R,
where
Gn(s, x) =
√
nλn(0, s) {G1:bnsc(x)−G(x)}, (s, x) ∈ [0, 1]× R. (2.17)
The following result, proved in Appendix B and providing the null weak limit of Tn in (2.15),
is partly an immediate consequence of Theorem 1 of Bu¨cher (2015) and of the continuous
mapping theorem.
Proposition 2.5. Let X1, . . . , Xn be drawn from a strictly stationary sequence (Xi)i∈Z of con-
tinuous random variables whose strong mixing coefficients satisfy αr = O(r
−a) for some a > 1,
as r →∞. Then, Gn  G in `∞([0, 1]×R), where G is a tight centered Gaussian process with
covariance function
Cov{G(s, x),G(t, y)} = min(s, t)
∑
k∈Z
Cov{1(X0 ≤ x)1(Xk ≤ y)}.
Consequently, En  E in `∞([0, 1]× R), where
E(s, x) = G(s, x)− sG(1, x), (s, x) ∈ [0, 1]× R, (2.18)
and Tn  T with
T = sup
s∈[0,1]
∫
R
{E(s, x)}2 dG(x). (2.19)
Moreover, the distribution of T is absolutely continuous with respect to the Lebesgue measure.
Following Gombay and Horva´th (1999), Holmes et al. (2013) and Bu¨cher and Kojadinovic
(2016a), we shall compute approximate p-values for Tn using multiplier resampling versions of
Gn in (2.17). Let (ξ[m]i,n )i∈Z, m ∈ N, be independent copies of the same dependent multiplier
sequence. For any m ∈ N and any (s, x) ∈ [0, 1]× R, let
Gˆ[m]n (s, x) =
1√
n
bnsc∑
i=1
ξ
[m]
i,n {1(Xi ≤ x)−G1:n(u)} ,
Eˆ[m]n (s, x) = G[m]n (s, x)− λn(0, s)G[m]n (1, x),
Tˆ [m]n = sup
s∈[0,1]
∫
R
{
Eˆ[m]n (s, x)
}2
dG1:n(x).
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An approximate p-value for Tn will then be computed as pn,M (Tn) = M
−1∑M
m=1 1
(
Tˆ [m]n ≥ Tn
)
for some large integer M . The asymptotic validity of this approach under the null hypothesis
of stationarity can be shown as for the test based on S(h)n presented in the previous section.
The result is a direct consequence of Corollary 2.2 in Bu¨cher and Kojadinovic (2016a); see also
Proposition A.1 in the next section. In particular, pn,Mn(Tn) Uniform(0, 1) for any sequence
(Mn)n that tends to the infinity as n→∞.
2.3 Combining the two tests
To be able to combine the two tests based on S(h)n and Tn, we shall carry them out using the
same M dependent multiplier sequences. Since a moving average approach is used to generate
such sequences, it follows from (2.14) that it is sufficient to impose that the same M initial
normal sequences are used for both tests. To obtain a global p-value, we propose appropriate
extensions to dependent tests of well-known p-value combination methods such as those of
Fisher (1932) or Stouffer et al. (1949). Recall that, given r p-values p1, . . . , pr for right-tailed
tests of corresponding hypotheses H(1), . . . ,H(r) with corresponding positive weights w1, . . . , wr
that sum up to one and quantify the importance of each test in the combination, the latter
method consists of computing, up to a rescaling term, the global statistic
ψS(p1, . . . , pr) =
r∑
i=1
wiΦ
−1(1− pi), (2.20)
where Φ−1 is the quantile function of the standard normal. Large values provide evidence
against the global hypothesis H (1) ∩ · · · ∩H (r). By analogy, the corresponding weighted version
of the global statistic in Fisher’s p-value combination method is defined by
ψF (p1, . . . , pr) = −2
r∑
i=1
wi log(pi). (2.21)
In the rest of this section, we restrict ourselves to the combination of the two tests based on
S(h)n in (2.3) and Tn in (2.15) but it is important to keep in mind that the proposed methodology
straightforwardly extends to more than two tests. Let ψ be a continuous function from (0, 1)2 to
R that is decreasing in both of its arguments. The proposed combination procedure is as follows:
1. Let Sˆ(h),[0]n = S
(h)
n and Tˆ
[0]
n = Tn be the statistics computed from X1, . . . , Xn+h−1.
2. Estimate `n from X1, . . . , Xn+h−1 as explained in Section 2.1.3.
3. Given a large integer M and the value of `n obtained in Step 2, generate M independent
copies of the same dependent multiplier sequence using (2.14) and compute the corre-
sponding multiplier replicates (Sˆ(h),[1]n , Tˆ
[1]
n ), . . . , (Sˆ
(h),[M ]
n , Tˆ
[M ]
n ) of (S
(h)
n , Tn).
4. Then, for all j ∈ {0, 1, . . . ,M}, compute
pn,M (Sˆ
(h),[j]
n ) =
1
M + 1
{
1
2
+
M∑
i=1
1
(
Sˆ(h),[i]n ≥ Sˆ(h),[j]n
)}
,
and
pn,M (Tˆ
[j]
n ) =
1
M + 1
{
1
2
+
M∑
i=1
1
(
Tˆ [i]n ≥ Tˆ [j]n
)}
.
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5. Next, for all i ∈ {0, 1, . . . ,M}, compute
W
[i]
n,M = ψ{pn,M (Sˆ(h),[i]n ), pn,M (Tˆ [i]n )}.
6. The global statistic is W [0]n,M and the corresponding approximate p-value is given by
pn,M (W
[0]
n,M ) =
1
M
M∑
i=1
1
(
W
[i]
n,M ≥W [0]n,M
)
. (2.22)
Note that the quantities pn,M (Sˆ
(h),[j]
n ) and pn,M (Tˆ
[j]
n ) in Step 4 can be regarded as approxi-
mate p-values for the “statistic values” S(h),[j]n and T
[j]
n , respectively. The offset by 1/2 and the
division by M + 1 instead of M in the formulas is carried out to ensure that pn,M (Sˆ
(h),[j]
n ) and
pn,M (Tˆ
[j]
n ) belong to the interval (0, 1) so that Step 5 is well-defined.
The next result, proved in Appendix B, states, in three slightly different ways, the asymptotic
validity of the combined test under the hypothesis of stationarity and the natural assumption
that M = Mn →∞ as n→∞. Before proceeding, recall that Xn = (X1, . . . , Xn+h−1) denotes
the available data and note that the statistic W [0]n,Mn of the combined test is a Monte Carlo
approximation of the unobservable statistic Wn = ψ{P(Sˆ(h),[1]n ≥ S(h)n |Xn),P(Tˆ [i]n ≥ Tn |Xn)}.
Proposition 2.6. Let M = Mn →∞ as n→∞. Under the conditions of Proposition 2.4, for
any N ∈ N,
(W
[0]
n,Mn
,W
[1]
n,Mn
, . . . ,W
[N ]
n,Mn
) (W,W [1], . . . ,W [N ]), (2.23)
where W = ψ{F¯S(S(h)), F¯T (T )} is the weak limit of Wn, with F¯S(x) = P(S(h) ≥ x), x ∈ R, and
F¯T (x) = P(T ≥ x), x ∈ R, and W [1], . . . ,W [N ] are independent copies of W . If, additionally,
ψ is chosen in such a way that the random variable W is continuous, then
dK
(L(W [1]n,Mn |Xn),L(Wn)) = sup
x∈R
|P(W [1]n,Mn ≤ x |Xn)− P(Wn ≤ x)|
P→ 0, (2.24)
and
sup
x∈R
∣∣∣∣ 1Mn
Mn∑
i=1
1(W
[i]
n,Mn
≤ x)− P(Wn ≤ x)
∣∣∣∣ P→ 0. (2.25)
As a consequence, pn,Mn(W
[0]
n,Mn
) Uniform(0, 1), where pn,Mn(W [0]n,Mn) is defined in (2.22).
It is worthwhile mentioning that the unconditional bootstrap consistency statement in (2.23)
does not require W to be a continuous random variable. Proving the latter might actually
be quite complicated: unlike S(h) in (2.11) and T in (2.19), W is not a convex function of
some Gaussian process, whence the general results from Davydov and Lifshits (1984) and the
references therein are not applicable. Proving the absolute continuity of the vector (S(h), T )
could be a first step but the latter does not seem easy either: available results in the literature
are mostly based on complicated conditions from Malliavin Calculus, see, e.g., Theorem 2.1.2
in Nualart (2006). For these reasons, we do not pursue such investigations any further in
this paper. Nonetheless, we conjecture that W will be continuous in all except a few very
pathological situations.
Under suitable conditions on alternative models, it can further be shown that at least one of
the statistics Tn or S
(h)
n (for h suitably chosen) converges to infinity in probability, while their
bootstrap versions are OP(1). As a consequence, provided ψ(p1, p2)→∞ when min(p1, p2)→ 0,
one obtains that W [0]n,Mn converges to infinity in probability as well, while the bootstrap replicates
W [i]n,Mn , i ≥ 1, are OP(1). These two facts imply consistency of the test based on W [0]n,Mn . Further
details are omitted for the sake of brevity.
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3 On the choice of the embedding dimension h
The methodology described in the previous section depends on the embedding dimension h. In
this section we will provide some intuition about the trade-off between the choice of small and
large values of h. Based on the developed arguments and on the large-scale simulation study in
Section 5, we will make a practical suggestion at the end of this section.
Let us start by considering arguments in favour of choosing a large value of h. For that
purpose, note that stationarity is equivalent to H (1)0 in (1.3) and H
(h)
0,c in (1.4) for all h ≥ 2, and
that a test based on the embedding dimension h can only detect alternatives for which H (h)0,c does
not hold. Hence, since H (2)0,c ⇐ H (3)0,c ⇐ . . . , we would like to choose h as large as possible to be
consistent against as many alternatives as possible. Note that, at the same time, the potential
gain in moving from h to h + 1 should decrease with h: first, the larger h, the less likely it
seems that real-life phenomena satisfy H (h)0,c but not H
(h+1)
0,c ; second, from a model-engineering
perspective, the larger the value of h, the more difficult and artificial it becomes to construct
sensible models that satisfy H (h)0,c but not H
(h+1)
0,c . To illustrate the latter point, constructing
such a model on the level of copulas would amount to finding (at least two) different (h + 1)-
dimensional copulas C(h+1) that have the same lower-dimensional (multivariate) margins. More
formally and given the serial context under consideration, this would mean finding a model such
that
C(h+1)(1, . . . , 1, ui, . . . , ui+k−1, 1, . . . , 1) = C(k)(ui, . . . , ui+k−1),
for all k ∈ {2, . . . , h}, i ∈ {1, . . . , h−k+2}, ui, . . . , ui+k−1 ∈ [0, 1], for some given k-dimensional
copulas C(k). This problem is closely related to the so-called compatibility problem (Nelsen,
2006, Section 3.5) and, to the best of our knowledge, has not yet a general solution. Some
necessary conditions can be found in Ru¨schendorf (1985, Theorem 4) for the case of copulas
that are absolutely continuous with respect to the Lebesgue measure on the unit hypercube.
As another example, consider as a starting point the autoregressive process Xi = βXi−h + εi,
where the noises εi ∼ N (0, τ2) are i.i.d. and where |β| < 1. The components of the vectors
Y (h)i = (Xi, . . . , Xi+h−1) are then i.i.d.N (0, τ2/(1−β2)). Hence, C(h) is the independence copula
and H (h)0 in (1.2) is met, while H
(h+1)
0,c in (1.4) would not be met should the parameters τ and β
change (smoothly or abruptly) in such a way that τ2/(1− β2) stays constant; a rather artificial
example. More generally, one could argue that, the larger h, the more artificial instances of
common time series models (such as ARMA- or GARCH-type models) for which H (h)0,c holds but
not H (h+1)0,c seem to be.
The previous paragraph suggests to choose h as large as possible, even if the marginal gain
of an increase of h becomes smaller for larger and larger h. At the opposite, there are also good
reasons for choosing h rather small. Indeed, for many sensible models, the power of the test
based on S(h)n in (2.3) is a decreasing function of h, at least from some small value onwards.
This observation will for instance be one of the results of our simulation study in Section 5,
but it can also be supported by more theoretical arguments. Indeed, consider for instance the
following simple alternative model: X1, X2, . . . have the same d.f. G and, for some s
∗ ∈ (0, 1),
Y (h)i , i ∈ {1, . . . , bns∗c−bh/2c}, have copula C(h)1 and Y (h)i , i ∈ {bns∗c+1+bh/2c, . . . , n}, have
copula C(h)2 6= C(h)1 . For simplicity, we do not specify the laws of the Y (h)i for i ∈ {bns∗c−bh/2c+
1, . . . , bns∗c + bh/2c} (these observations induce negligible effects in the following reasoning),
whence, asymptotically, we can do “as if” Y (h)i , i ∈ {1, . . . , bns∗c}, have copula C(h)1 and Y (h)i ,
i ∈ {bns∗c+1, . . . , n}, have copula C(h)2 . Under this model and additional regularity conditions,
we obtain that
n−1S(h)n  κh ≡ {s∗(1− s∗)}2
∫
[0,1]h
{C(h)1 (u)− C(h)2 (u)}2 dC(h)s∗ (u),
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where C(h)
s∗ = s
∗C(h)1 + (1 − s∗)C(h)2 . In other words, the dominating term in an asymptotic
expansion of S(h)n converges to infinity at rate n, with scaling factor κh depending on h. Since
the bootstrap replicates of S(h)n are OP(1) for any h (which can be proved along the lines of
Theorem 3 (ii) in Holmes et al., 2013), we conjecture that the power curves of the test will be
controlled to a large extent by the “signal of non-stationarity” κh. The impact of h on this
quantity is ambiguous, but, in many sensible models, it is decreasing in h eventually, inducing
a sort of “curse of dimensionality”. This results in a smaller power of the corresponding test for
larger h and fixed sample size n, as will be empirically confirmed in several scenarios considered
in the Monte Carlo experiments of Section 5.
Additionally, several arguments lead us to assume that smaller values of h also yield a better
approximation of the nominal level. From an empirical perspective, this will be confirmed for
all the scenarios under stationarity in our Monte Carlo experiments. While we are not aware of
any theoretical result for our quite general serially dependent setting (that would include the
dependent multiplier bootstrap), some results are available for the i.i.d. or non-bootstrap case.
For instance, Chernozhukov et al. (2013) provide bounds on the approximation error of i.i.d.
sum statistics by an i.i.d. multiplier bootstrap; the bounds are increasing in the dimension h.
Moreover, the asymptotics of our test statistics relying on the asymptotics of empirical pro-
cesses, we would be interested in a good approximation of empirical processes by their limiting
counterparts. As shown in Dedecker et al. (2014) for the case of beta-mixing random variables,
the approximation error by strong approximation techniques is again increasing in h.
Globally, the above arguments as well as the results of the simulation study in Section 5
below suggest that a rather small value of h, for instance in {2,3,4}, should be sufficient to test
strong stationarity in many situations. Such a choice would provide relatively powerful tests
for many interesting alternatives without strongly suffering from the curse of dimensionality.
Depending on the ultimate interest, one might also consider choosing h differently, e.g., as the
“forecast horizon”. Finally, a natural research direction would consist of developing data-driven
procedures for choosing h, for instance following ideas developed in Escanciano and Lobato
(2009) for testing serial correlation in a time series. However, such an analysis appears to be a
research topic in itself and lies beyond the scope of the present paper.
4 A combined test of second-order stationarity
Starting from the general framework considered in Bu¨cher and Kojadinovic (2016b) and pro-
ceeding as in Section 2, one can derive a combined test of second-order stationarity. Given the
embedding dimension h ≥ 2 and the available univariate observations X1, . . . , Xn+h−1, let Z(q)i ,
i ∈ {1, . . . , n}, be the random variables defined by
Z
(q)
i =
{
Xi, if q = 1,
(Xi, Xi+q−1), if q ∈ {2, . . . , h}. (4.1)
Let φ be a symmetric, measurable function on R × R or on R2 × R2. Then, the U -statistic of
order 2 with kernel φ obtained from the subsample Z(q)k , . . . ,Z
(q)
l , 1 ≤ k < l ≤ n, is given by
U
(q)
φ,k:l =
1(
l−k+1
2
) ∑
k≤i<j≤l
φ(Z
(q)
i ,Z
(q)
j ). (4.2)
We focus on CUSUM tests for change-point detection based on the generic statistic
R
(q)
φ,n = max2≤k≤n−2
|U(q)φ,n(k/n)| = sup
s∈[0,1]
|U(q)φ,n(s)|, (4.3)
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where
U(q)φ,n(s) =
√
nλn(0, s)λn(s, 1)(U
(q)
φ,1:bnsc − U
(q)
φ,bnsc+1:n) if s ∈ [2/n, 1− 2/n],
and Un(s) = 0 otherwise.
With the aim of assessing whether second-order stationarity is plausible, the following pos-
sibilities for q ∈ {1, . . . , h} and the kernel φ are of interest: If q = 1 and φ(z, z′) = m(z, z′) = z,
z, z′ ∈ R, the statistic R(q)φ,n = R(1)m,n is (asymptotically equivalent to) the classical CUSUM
statistic that is particularly sensitive to changes in the expectation of X1, . . . , Xn. Similarly,
setting q = 1 and φ(z, z′) = v(z, z′) = (z − z′)2/2, z, z′ ∈ R, gives rise to the statistic R(1)v,n
particularly sensitive to changes in the variance of the observations. For q ∈ {2, . . . , h}, setting
φ(z, z′) = a(z, z′) = (z1 − z′1)(z2 − z′2)/2, z, z′ ∈ R2, results in the CUSUM statistic R(q)a,n
sensitive to changes in the autocovariance at lag q − 1.
From Bu¨cher and Kojadinovic (2016b), CUSUM tests based on R(1)m,n, R
(1)
v,n and R
(q)
a,n, q ∈
{2, . . . , h}, sensitive to changes in the expectation, variance and autocovariances, respectively,
can all be carried out using a resampling scheme based on dependent multiplier sequences. As a
consequence, they can be combined by proceeding as in Section 2.3. Specifically, for the generic
test based on R(q)φ,n, let (ξ
[m]
i,n )i∈Z, m ∈ N, be independent copies of the same dependent multiplier
sequence and, for any m ∈ N and s ∈ [0, 1], let
Uˆ(q),[m]φ,n (s) =
2√
n
bnsc∑
i=1
ξ
(m)
i,n φˆ1,1:n(Z
(q)
i )−λn(0, s)×
2√
n
n∑
i=1
ξ
(m)
i,n φˆ1,1:n(Z
(q)
i ), if s ∈ [2/n, 1−2/n],
and Uˆ(q),[m]φ,n (s) = 0 otherwise, where
φˆ1,1:n(Z
(q)
i ) =
1
n− 1
n∑
j=1,j 6=i
φ(Z
(q)
i ,Z
(q)
j )− U (q)φ,1:n, i ∈ {1, . . . , n},
with U (q)φ,1:n defined by (4.2). Then, multiplier replications of R
(q)
φ,n are given by
Rˆ
(q),[m]
φ,n = max2≤k≤n−2
|Uˆ(q),[m]φ,n (k/n)| = sup
s∈[0,1]
|Uˆ(q),[m]φ,n (s)|, m ∈ N,
and an approximate p-value for R(q)φ,n can be computed as M
−1∑M
m=1 1
(
Rˆ(q),[m]φ,n ≥ R(q)φ,n
)
for some
large integer M ∈ N.
Let ψ be a continuous function from (0, 1)h+1 to R that is decreasing in each of its arguments.
The analogue of the testing procedure of Section 2.3 for combining the tests based on R(1)m,n,
R(1)v,n and R
(q)
a,n, q ∈ {2, . . . , h}, is as follows:
1. Let Rˆ(q),[0]φ,n = R
(q)
φ,n for q = 1 and φ ∈ {m, v}, and for q ∈ {2, . . . , h} and φ = a.
2. Estimate `n from X1, . . . , Xn as explained in Bu¨cher and Kojadinovic (2016b, Section 2.4)
for φ = m.
3. Given a large integer M and the value of `n obtained in Step 2, generate M indepen-
dent copies of the same dependent multiplier sequence using (2.14) and compute the
corresponding multiplier replicates Rˆ(q),[1]φ,n , . . . , Rˆ
(q),[M ]
φ,n for q = 1 and φ ∈ {m, v}, and for
q ∈ {2, . . . , h} and φ = a.
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4. Then, for all j ∈ {0, 1, . . . ,M}, compute
pn,M (Rˆ
(q),[j]
φ,n ) =
1
M + 1
{
1
2
+
M∑
i=1
1
(
Rˆ
(q),[i]
φ,n ≥ Rˆ(q),[j]φ,n
)}
,
for q = 1 and φ ∈ {m, v}, and for q ∈ {2, . . . , h} and φ = a.
5. Next, for all i ∈ {0, 1, . . . ,M}, compute
W
[i]
n,M = ψ
{
pn,M (Rˆ
(1),[i]
m,n ), pn,M (Rˆ
(1),[i]
v,n ), pn,M (Rˆ
(2),[i]
a,n ), . . . , pn,M (Rˆ
(h),[i]
a,n )
}
.
6. The global statistic is W
[0]
n,M and the corresponding approximate p-value is given by
pn,M (W
[0]
n,M ) =
1
M
M∑
i=1
1
(
W
[i]
n,M ≥W [0]n,M
)
. (4.4)
Conditions under which the previous testing procedure is asymptotically valid under the
null hypothesis of stationarity can be obtained by starting from Proposition 2.5 in Bu¨cher and
Kojadinovic (2016b) and by proceeding as in the proofs of the results stated in Section 2.3. For
the sake of simplicity, the conditions in the following proposition require that X1, . . . , Xn+h−1
is a stretch from an absolutely regular sequence. Indeed, assuming that (Xi)i∈Z is only strongly
mixing leads to significantly more complex statements. Recall that the absolute regularity
coefficients corresponding to a sequence (Zi)i∈Z are defined by
βZr = sup
p∈Z
E sup
A∈F∞p+r
|P(A | Fp−∞)− P(A)|, r ∈ N, r > 0,
where Fba is defined above (2.8). The sequence (Zi)i∈N is then said to be absolutely regular if
βr → 0 as r →∞. As αZr ≤ βZr , absolute regularity implies strong mixing.
Proposition 4.1. Let X1, . . . , Xn+h−1 be drawn from a strictly stationary sequence (Xi)i∈Z
such that E{|X1|2(4+δ)} < ∞ for some δ > 0. Also, let (ξ[1]i,n)i∈Z, (ξ[2]i,n)i∈Z, . . . be independent
copies of a dependent multiplier sequence satisfying (M1)–(M3) with `n = O(n1/2−γ) for some
1/(6+2δ) < γ < 1/2. Then, if βXr = O(r
−b) for some b > 2(4+δ)/δ as r →∞, pn,Mn(W [0]n,Mn) 
Uniform(0, 1) for any Mn →∞, where pn,Mn(W [0]n,Mn) is defined by (4.4).
5 Monte Carlo experiments
Various simulations were carried out in order to study the finite-sample performance of the
tests that have been proposed in Sections 2 and 4. After describing the main data generating
models, we investigate the behavior of some competitor tests available in R, study how well the
proposed tests hold their level and finally assess their power under various alternatives, some
belonging to the locally stationary process literature, others more in line with the change-point
detection literature.
5.1 Data generating processes
The following ten strictly stationary models were used to generate observations under the null
hypothesis of stationarity. Either standard normal or standardized Student t with 4 degrees of
freedom innovations were considered (standardization refers to the fact that the Student t with
4 degrees of freedom distribution was rescaled to have variance one). The first seven models
were considered in Nason (2013) (and are denoted by S1–S7 therein):
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N1 - i.i.d. observations from the innovation distribution.
N2 - AR(1) model with parameter 0.9.
N3 - AR(1) model with parameter −0.9.
N4 - MA(1) model with parameter 0.8.
N5 - MA(1) model with parameter −0.8.
N6 - ARMA(1, 0, 2) with the AR coefficient −0.4, and the MA coefficients (−0.8, 0.4).
N7 - AR(2) with parameters 1.385929 and −0.9604. This process is stationary, but close to
the “unit root”: a “rough” stochastic process with spectral peak near pi/4.
N8 - GARCH(1,1) model with parameters (ω, β, α) = (0.012, 0.919, 0.072). The latter values
were estimated by Jondeau et al. (2007) from SP500 daily log-returns.
N9 - the exponential autoregressive model considered in Auestad and Tjøstheim (1990) whose
generating equation is
Xt = {0.8− 1.1 exp(−50X2t−1)}Xt−1 + 0.1εt.
N10 - the nonlinear autoregressive model used in Paparoditis and Politis (2001, Section 3.3)
whose generating equation is
Xt = 0.6 sin(Xt−1) + εt.
For all these models, a burn-in period of 100 observations was used.
To simulate observations under the alternative hypothesis of non-stationarity, models con-
nected to the literature on locally stationary processes were considered first. The first four are
taken from Dette et al. (2011) and were used to generate univariate series X1,n, . . . , Xn,n of
length n ∈ {128, 256, 512} by means of the following equations:
A1 - Xt,n = 1.1 cos{1.5− cos(4pit/n)}εt−1 + εt,
A2 - Xt,n = 0.6 sin(4pit/n)Xt−1,n + εt,
A3 - Xt,n = (0.5Xt−1,n + εt)1(t ∈ {1, . . . , n/4} ∪ {3n/4 + 1, . . . , n}) + (−0.5Xt−1,n + εt)1(t ∈
{n/4 + 1, . . . , 3n/4}),
A4 - Xt,n = (−0.5Xt−1,n + εt)1(t ∈ {1, . . . , n/2} ∪ {n/2 + n/64 + 1, . . . , n}) + 4εt1(t ∈ {n/2 +
1, . . . , n/2 + n/64}),
where ε0, ε1, . . . , εn are i.i.d. standard normal and with the convention that X0,n = 0. The
next four models under the alternative were considered in Nason (2013) (and are denoted P1–
P4 therein), the last three ones being locally stationary wavelet (LSW) processes (see, e.g.,
Equation (1) in Nason, 2013):
A5 - A time-varying AR model Xt = αtXt−1 + εt with i.i.d. standard normal innovations and
an AR parameter evolving linearly from 0.9 to −0.9 over the n observations.
A6 - A LSW process based on Haar wavelets with spectrum Sj(z) = 0 for j > 1 and S1(z) =
1/4− (z − 1/2)2 for z ∈ (0, 1). This process is a time-varying moving average process.
A7 - A LSW process based on Haar wavelets with spectrum Sj(z) = 0 for j > 2, S1(z) as
for A6 and S2(z) = S1(z + 1/2) using periodic boundaries (for the construction of the
spectrum only).
A8 - A LSW process based on Haar wavelets with spectrum Sj(z) = 0 for j = 2 and j > 4.
Moreover, S1(z) = exp{−4(z − 1/2)2}, S3(z) = S1(z − 1/4) and S4(z) = S1(z + 1/4),
again assuming periodic boundaries.
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Models A1–A8 considered thus far are connected to the literature on locally stationary processes.
In a second set of experiments, we focused on models that are more in line with the change-point
detection literature:
A9 - An AR(1) model with one break: the n/2 first observations are i.i.d. from the innovation
distribution (standard normal or standardized t4) and the n/2 last observations are from
an AR(1) model with parameter β ∈ {−0.8,−0.4, 0, 0.4, 0.8}.
A10 - An AR(2) model with one break: the n/2 first observations are i.i.d. from the innovation
distribution (standard normal or standardized t4) and the n/2 last observations are from
an AR(2) model with parameter (0, β) with β ∈ {−0.8,−0.4, 0, 0.4, 0.8}.
Note that both the contemporary distribution and the serial dependence are changing under
these scenarios (unless β = 0). Also note that there is no relationship between Xt and Xt−1 for
Model A10, that is, H (2)0,c in (1.4) is met with C
(2) the bivariate independence copula.
Finally, we considered two simple models under the alternative for which the contemporary
distribution remains unchanged:
A11 - An AR(1) model with a break affecting the innovation variance: the n/2 first observations
are i.i.d. standard normal and the n/2 last observations are drawn from an AR(1) model
with parameter β ∈ {0, 0.4, 0.8} and centered normal innovations with variance (1−β2).
The contemporary distribution is thus the standard normal.
A12 - A max-autoregressive model with one break: the n/2 first observations are i.i.d. standard
Fre´chet, and the last n/2 observations follow the recursion
Xt = max{βXt−1, (1− β)Zt},
where β ∈ {0, 0.4, 0.8} and the Zt are i.i.d standard Fre´chet. The contemporary distribu-
tion is standard Fre´chet regardless of the choice of β, see, e.g., Example 10.3 in Beirlant
et al. (2004).
5.2 Some competitors to our tests
As mentioned in the introduction, many tests of stationarity have been proposed in the litera-
ture. Unfortunately, only a few of them seem to have been implemented in statistical software.
In this section, we focus on the tests of Priestley and Subba Rao (1969), Nason (2013) and Car-
dinali and Nason (2013) that have been implemented in the R packages fractal (Constantine
and Percival, 2016), locits (Nason, 2016) and costat (Nason and Cardinali, 2013), respec-
tively. Note that we did not include the test of Cardinali and Nason (2016) (implemented in
the R package BootWPTOS) in our simulations because we were not able to understand how to
initialize the arguments of the corresponding R function.
The rejection percentages of the three aforementioned tests were estimated for Models N1–
N10 generating observations under the null. These tests were carried out at the 5% significance
level and the empirical levels were estimated from 1000 samples. As one can see in Table 1, all
these tests turn out to be too liberal in at least one scenario. Overall, the empirical levels are
even higher when heavy tailed innovations are used instead of standard normal ones.
5.3 Empirical levels of the proposed tests
To estimate the levels of the proposed tests, we considered the same setting as in the previous
section. As we continue, we shall refer to the tests to be combined as the component tests as
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Table 1: Percentage of rejection of the null hypothesis of stationarity computed from 1000
samples of size n ∈ {128, 256, 512} generated from Models N1–N10, first withN(0, 1) innovations
and then with standardized t4 innovations. The column PSR.T corresponds to the test of
Priestley and Subba Rao (1969) implemented in the R package fractal, the column hwtos2
corresponds to the test of Nason (2013) implemented in the R package locits and the column
BTOS corresponds to the test of Cardinali and Nason (2013) implemented in the R package
costat.
N(0, 1) innovations Standardized t4 innovations
Model n PSR.T hwtos2 BTOS PSR.T hwtos2 BTOS
N1 128 7.0 0.4 0.0 30.6 4.2 5.8
256 5.7 3.3 0.0 47.3 15.1 8.5
512 5.9 3.0 0.1 62.1 19.0 13.5
N2 128 46.3 1.0 0.0 66.6 2.4 0.0
256 22.0 3.6 0.0 59.5 12.5 0.0
512 11.1 4.6 0.0 65.5 13.6 0.0
N3 128 6.8 9.7 21.1 31.1 12.5 32.2
256 6.7 15.8 35.8 46.0 22.8 41.4
512 5.7 17.7 38.5 63.3 29.1 52.6
N4 128 7.2 2.0 0.0 34.8 3.5 1.0
256 7.4 4.7 0.0 46.8 18.8 2.4
512 6.3 3.9 0.0 61.1 15.8 2.6
N5 128 12.7 0.0 0.4 38.1 0.1 6.6
256 9.1 0.0 0.5 48.3 7.4 11.6
512 6.3 0.3 0.8 64.1 6.7 16.7
N6 128 24.3 0.2 2.0 44.0 0.2 12.9
256 8.6 0.7 2.4 46.8 6.5 16.6
512 7.1 0.2 3.2 63.7 4.9 21.1
N7 128 62.8 1.1 0.5 63.8 1.3 0.6
256 63.1 7.1 5.0 73.5 9.1 8.3
512 49.2 20.6 17.5 78.6 29.0 22.5
N8 128 20.1 1.9 2.5 58.1 6.0 17.4
256 38.5 8.9 4.1 81.0 30.1 33.8
512 56.5 11.5 6.5 94.8 44.3 47.9
N9 128 34.8 5.9 0.0 68.9 13.6 0.4
256 25.8 16.6 0.2 71.3 34.8 1.6
512 17.9 22.8 0.5 75.6 41.9 3.1
N10 128 5.2 0.4 0.0 19.8 1.6 3.7
256 4.2 2.0 0.0 36.1 12.2 5.3
512 4.6 2.7 0.1 61.1 12.3 8.7
opposed to the combined tests. We started with the component tests described in Sections 2
and 4, and then considered various combinations of them, based on the weighted version of
Stouffer’s method and a weighted version of Fisher’s method. As explained previously, the
former (resp. latter) consists of using ψS in (2.20) (resp. ψF in (2.21)) as the function ψ in
Sections 2 and 4. As Stouffer’s method sometimes gave inflated levels, for the sake of brevity,
we only report the results for Fisher’s method in this section.
As previously, all the tests were carried out at the 5% significance level and the empirical
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levels were estimated from 1000 samples generated from Models N1–N10. The values 128, 256
and 512 were considered for the sample size n and the embedding dimension h was taken to be
in the set {2, 3, 4, 8}. To save space in the tables providing the results, each component test is
abbreviated by a single letter:
• d for the d.f. test based on Tn in (2.15),
• c for the empirical autocopula test at lag h− 1 based on S(h)n in (2.3) (the value of h will
always be clear from the context),
• m for the sample mean test based on R(1)n,m defined generically by (4.3),
• v for the variance test based on R(1)n,v defined generically by (4.3), and
• a for the autocovariance test at lag q−1 based on R(q)n,a, q ∈ {2, . . . , h}, defined generically
by (4.3) (the value of q will always be clear from the context).
With these conventions, the following abbreviations are used for the combined tests:
• dc: equally weighted combination of the tests d and c for embedding dimension h or,
equivalently, lag h− 1,
• va: combination of the test v with weight 1/2 and the autocovariance tests a for lags
q ∈ {1, . . . , h− 1} with equal weights 1/{2(h− 1)},
• mva: combination of the test m with weight 1/3, of the variance test v with weight 1/3
and the autocovariance tests a for lags q ∈ {1, . . . , h−1} with equal weights 1/{3(h−1)},
• dcp: combination of the test d with weight 1/2 with pairwise bivariate empirical autocop-
ula tests for lags 1, . . . , h− 1 with equal weights 1/{2(h− 1)}; in other words, the d.f. test
based on Tn in (2.15) is combined with S
(2)
n in (2.3) and S˜
(3)
n , . . . , S˜
(h)
n , where the latter
are the analogues of S(2)n but for lags 2, . . . , h − 1 (that is, they are computed from (4.1)
for q ∈ {3, . . . , h}).
The above choices for the weights are arbitrary and thus clearly debatable. An “optimal”
strategy for the choice of the weights is beyond the scope of this work.
The empirical levels of the tests are reported in Tables 2 and 3 for h ∈ {2, 3, 4, 8} (for h = 8,
to save computing time, only the tests c and dc were carried out). As one can see, the rank-
based tests d, c, dc and dcp of Section 2 never turned out, overall, to be too liberal (unlike their
competitors considered in Section 5.2 – see Table 1). Their analogues of Section 4 focusing on
second-order characteristics behave reasonably well except for Model N8. The latter is due to
the fact that the test v is way too liberal for Model N8 as can be seen from Table 3, a probable
consequence of the conditional heteroskedasticity of the model. For fixed n, as h increases,
the empirical autocopula test c (and thus the combined test dc) can be seen to be more and
more conservative, as already mentioned in Section 3. The latter clearly appears by considering
the last vertical blocks of Tables 2 and 3 corresponding to h = 8. Nonetheless, the rejection
percentages therein hint at the fact that the empirical levels, as expected theoretically, should
improve as n increases further.
5.4 Empirical powers
The empirical powers of the proposed tests were estimated under Models A1–A12 from 1000
samples of size n ∈ {128, 256, 512} for h ∈ {2, 3, 4, 8} (again, for h = 8, only the tests c and dc
were carried out). For Models A1–A8 (those that are connected to the literature on locally sta-
tionary processes), the rejection percentages of the null hypothesis of stationarity are reported
in Table 4. As one can see, for h ∈ {2, 3, 4}, the rank-based combined tests of Section 2.3 (dc
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and dcp) almost always seem to be more powerful than the combined tests of second-order sta-
tionarity that have been considered in Section 4 (va and mva). Furthermore, the tests focusing
on the contemporary distribution (d, m and v) hardly have any power overall, suggesting that
the distribution of Xt does not change (too) much for the models under consideration (note in
passing the very disappointing behavior of the test m for Models A6–A8). The latter explains
why the test c is more powerful than the combined tests dc and dcp, and why the test a is
almost always more powerful than va and mva for h = 2. Finally, note that, except for A8, the
power of all the tests focusing on serial dependence decreases, overall, as h increases (see also
the discussion in Section 3). At least for Models A1–A4, the latter is a consequence of the fact
that the serial dependence is completely determined by the distribution of (Xt, Xt−1).
The results of Table 4 allow in principle for a direct comparison with the results reported in
Cardinali and Nason (2013) and Dette et al. (2011). Since the tests available in R considered in
Cardinali and Nason (2013) and in Section 5.2 are far from maintaining their levels, a comparison
in terms of power with these tests is clearly not meaningful. As far as the tests of Dette et al.
(2011) are concerned, they appear, overall, to be more powerful for Models A1–A4 (results for
Models A5–A8 are not available in the latter reference). It is however unknown whether they
hold their levels when applied to stationary heavy-tailed observations as only Gaussian time
series were considered in the simulations of Dette et al. (2011).
While Models A1–A8 considered thus far are connected to the literature on locally stationary
processes, the remaining Models A9–A12 are more in line with the change-point literature. For
the latter, all our tests (except m) turn out to display substantially more power. This should
not come as a surprise given that the tests are based on the CUSUM approach and are hence
designed to detect alternatives involving one single break.
Table 5 reports the empirical powers of the proposed tests for Model A9. Recall that both
the contemporary distribution and the serial dependence is changing under this scenario (unless
β = 0). As one can see, even in this setting that should possibly be favorable to the tests focusing
on second-order stationarity, the rank-based tests involving test c appear more powerful, overall,
than those involving test a. Furthermore, with a few exceptions, the test c is always at least
slightly more powerful than the combined test dc. As expected given the data generating model
and in line with the discussion of Section 3, the increase of h leads to a decrease in the power of
c and dc. In addition, for h ∈ {3, 4}, dcp is more powerful than dc, which can be explained by
the fact that the serial dependence in the data generating model is solely of a bivariate nature.
The rejection percentages for Model A10 are reported in Table 6. As expected, the empirical
powers of tests c and a are very low for h = 2 since there is no relationship between Xt and
Xt−1. The tests focusing on the contemporary distribution are more powerful, in particular
the test v. Consequently, the combined tests at lag 1 involving v do display some power. For
h ∈ {3, 4}, the two most powerful tests are dcp and va. The fact that dcp is more powerful
than dc can again be explained by the bivariate nature of the serial dependence.
Finally, the rejection percentages for Models A11 and A12 are given in Table 7. The columns
c2 and c3 report the results for the bivariate analogues of the tests based on S(2)n defined by (2.3)
for lags 2 and 3 (these tests arise in the combined test dcp). To save computing time, we did
not include the tests of second-order stationarity as these were found less powerful, overall, in
the previous experiments (for Models A12, moments do not exist, whence an application would
not even be meaningful). Comparing the results for Model A11 with those of Table 5 for the
same values of h reveals, as expected, a higher power of the test c. In addition, the test c for
lag 1 is more powerful than the test c2, which, in turn, is more powerful than the test c3, a
consequence of the data generating models. Finally, the fact the test d displays some power for
β = 0.8 seems to be only a consequence of the sample sizes under consideration and the very
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strong serial dependence in the second half of the observations.
6 Illustrations
By construction, the tests based on the sample mean, variance and autocovariance proposed in
Section 4 are only sensitive to changes in the second-order characteristics of a time series. The
results of the simulations reported in the previous section seem to indicate that the latter tests do
not always maintain their level (for instance, in the presence of conditional heteroskedasticity)
and that the rank-based tests proposed in Section 2 are more powerful, even in situations only
involving changes in the second-order characteristics. Therefore, we recommend the use of the
rank-based tests in general.
To illustrate their application, we consider two real datasets, both available in the R package
copula (Hofert et al., 2017). The first one consists of daily log-returns of Intel, Microsoft
and General Electric stocks for the period from 1996 to 2000. It was used in McNeil et al.
(2005, Chapter 5) to illustrate the fitting of elliptical copulas. The second dataset was initially
considered in Gre´goire et al. (2008) to illustrate the so-called copula–GARCH approach (see,
e.g., Chen and Fan, 2006; Patton, 2006). It consists of bivariate daily log-returns computed
from three years of daily prices of crude oil and natural gas for the period from July 2003 to
July 2006.
Prior to applying the methodologies described in the aforementioned references, it is crucial
to assess whether the available data can be regarded as stretches from stationary multivariate
time series. As multivariate versions of the proposed tests would need to be thoroughly inves-
tigated first (see the discussion in the next section), as an imperfect alternative, we applied
the studied univariate versions to each component time series. The results are reported in Ta-
ble 8. For the sake of simplicity, we shall ignore the necessary adjustment of p-values or global
significance level due to multiple testing.
As one can see from the results of the combined tests dc and dcp for embedding dimen-
sion h ∈ {2, 3, 4}, there is strong evidence against stationarity in the component series of the
trivariate log-return data considered in McNeil et al. (2005, Chapter 5). For all three series,
the very small p-values of the combined tests are a consequence of the very small p-value of
the test d focusing on the contemporary distribution. For the Intel stock (line INTC), it is also
a consequence of the small p-value of the test c for h = 2. Although it is for instance very
tempting to conclude that the non-stationarity in the log-returns of the Intel stock is due to
H (1)0 in (1.3) and H
(2)
0,c in (1.4) not being satisfied, such a reasoning is not formally valid without
additional assumptions, as explained in the introduction. From the second horizontal block of
Table 8, one can also conclude that there is no evidence against stationarity in the log-returns
of the oil prices and only weak evidence against stationarity in the log-returns of the gas prices.
7 Concluding remarks
Unlike some of their competitors that are implemented in various R packages, the rank-based
test of stationarity proposed in Section 2 was never observed to be too liberal for the rather
typical sample sizes considered in this work. As discussed in Section 3 and as empirically
confirmed by the experiments of Section 5, the tests are nevertheless likely to become more
conservative and less powerful as the embedding dimension h is increased. The latter led us to
make the rather general recommendation that they should be typically used with a small value
of the embedding dimension h such as 2, 3 or 4. It is however difficult to assess the breadth of
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that recommendation and it might be meaningful for the practitioner to consider the issue of
the choice of h in all its subtlety as attempted in the discussion of Section 3.
While, unsurprisingly, the recommended tests seem to display good power for alternatives
connected to the change-point detection literature, their power was not observed to be very
high, overall, for the locally stationary alternatives considered in our Monte Carlo experiments.
A promising approach to improve on the latter aspect would be to derive extensions of the tests
allowing the comparison of blocks of observations in the spirit of Husˇkova´ and Slaby´ (2001) and
of Kirch and Muhsal (2016): once the time series is divided into moving blocks of equal length,
the main idea is to compare successive pairs of blocks by means of a statistic based on a suitable
extension of the process in (2.4) (if the focus is on serial dependence) or on the process in (2.16)
(if the focus is on the contemporary distribution), and to finally aggregate the statistics for each
pair of blocks.
Additional future research may consist of extending the proposed tests to multivariate time
series. To fix ideas, let us focus on lag h − 1 and consider a stretch Xi = (Xi,1, . . . , Xi,d),
i ∈ {1, . . . , n+h− 1} from a continuous d-dimensional time series. A straightforward extension
of the approach considered in this work is first to define the d× h-dimensional random vectors
Y (h)i = (Xi, . . . ,Xi+h−1), i ∈ {1, . . . , n}. As argued in the introduction, it will then be helpful
in terms of finite sample power properties to split the hypothesis H (h)0 in (1.2) into suitable
sub-hypotheses. For A ⊂ {1, . . . , d} and B ⊂ {0, . . . , h− 1}, let
H
(1)
0 (A) :∃GA such that (X1,j)j∈A, . . . , (Xn−h+1,j)j∈A have d.f. GA,
H
(h)
0,c (A,B) :∃C(h),A,B such that (X1+s,j)s∈B,j∈A, . . . , (Xn+s,j)s∈B,j∈A have copula C(h),A,B.
Letting d¯ = {1, . . . , d} and h¯ = {0, . . . , h−1}, Sklar’s theorem suggests the decompositionH (h)0 =
H (1)0 ({1})∩· · ·∩H (1)0 ({d})∩H (h)0,c(d¯, h¯). However, preliminary numerical experiments indicate that
a straightforward extension of the approach proposed in Section 2.3 to this combined hypothesis
does not seem to be very powerful. The latter might be due to the curse of dimensionality
identified in Section 3 and the fact that, under stationarity, the d × h-dimensional copula
C(h),d¯,h¯ of the Y (h)i arising in the aforementioned decomposition does not solely control the
serial dependence in the time series but also the cross-sectional dependence. As a consequence,
alternative combination strategies would need to be investigated in the multivariate case. As
an imperfect alternative, one might for instance consider the following hypothesis(⋂d
j=1H
(1)
0 ({j})
)
∩
(
H
(h)
0,c (d¯, {0})
)
∩
(⋂d
j=1H
(h)
0,c ({j}, h¯)
)
,
a combined test of which would be sensible to any changes in the marginals, the contemporary
dependence or the marginal serial dependence. One may easily include further hypotheses re-
lated to cross-sectional and cross-serial dependencies, like for instance
⋂
i 6=j∈d¯H
(h)
0,c({i, j}, {0, 1}).
The amount of potential adaptations appears to be very large, whence a further investigation,
in particular from a finite-sample point-of-view, is beyond the scope of this paper.
A Auxiliary results
The proof of Proposition 2.6 relies on the following result, establishing the joint unconditional
weak convergence of the two statistics to be combined along with their dependent multiplier
replicates. The proof is given in Section B.
Proposition A.1. Under the conditions of Proposition 2.4, for any M ∈ N,(
(D(h)n ,En), (Dˆ(h),[1]n , Eˆ[1]n ), . . . , (Dˆ(h),[M ]n , Eˆ[M ]n )
)
 
(
(D(h)C ,E), (D
(h),[1]
C ,E
[1]), . . . , (D(h),[M ]C ,E
[M ])
)
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in {`∞([0, 1]× R)}2(M+1), where D(h)C and E are defined in (2.10) and (2.18), respectively, and
(D(h),[1]C ,E
[1]), . . . , (D(h),[M ]C ,E
[M ]) are independent copies of (D(h)C ,E). Note that we do not specify
the joint law of (D(h)C ,E); it will only be important that (Dˆ
(h),[m]
n , Eˆ[m]n ) can be considered to have
the same joint law as (D(h)C ,E) asymptotically. As a consequence, for any M ∈ N,(
(S(h)n , Tn), (Sˆ
(h),[1]
n , Tˆ
[1]
n ), . . . , (Sˆ
(h),[M ]
n , Tˆ
[M ]
n )
)
 
(
(S(h), T ), (S(h),[1], T [1]), . . . , (S(h),[M ], T [M ])
)
,
where S(h) and T are defined in (2.11) and (2.19), respectively, and where the random vectors
(S(h),[1], T [1]), . . . , (S(h),[M ], T [M ]) are independent copies of (S(h), T ).
B Proofs
Proof of Proposition 2.2. The result is a consequence of Proposition 3.3 in Bu¨cher et al. (2014)
and the fact that the strong mixing coefficients of the sequence (Y (h)i )i∈Z defined through (1.1)
can be expressed from those of the sequence (Xi)i∈Z as αYr = αX(r−h+1)∨0, r ∈ N, where ∨ is the
maximum operator. 
Proof of Proposition 2.3. The assertions concerning weak convergence are simple consequences
of the continuous mapping theorem and Proposition 2.2. It remains to show that L(S(h)), the
distribution of S(h), is absolutely continuous with respect to the Lebesgue measure. For that
purpose, note that, with probability one, the sample paths of D(h)C are elements of C([0, 1] ×
[0, 1]h), the space of continuous real-valued functions on [0, 1] × [0, 1]h. We may write S(h) =
{f(D(h)C )}2, where
f : C([0, 1]h+1)→ R, f(g) = sup
s∈[0,1]
{∫
[0,1]h
g2(s,u) dC(h)(u)
}1/2
,
and it is sufficient to show that L{f(D(h)C )} is absolutely continuous. Now, if C([0, 1]h+1) is
equipped with the supremum norm ‖ · ‖∞, then f is continuous and convex. We may hence
apply Theorem 7.1 in Davydov and Lifshits (1984): L{f(D(h)C )} is concentrated on [a0,∞) and
absolutely continuous on (a0,∞), where
a0 = inf{f(g) : g belongs to the support of L(D(h)C )}.
It hence remains to be shown that L{f(D(h)C )} has no atom at a0. First of all, note that a0 = 0.
Indeed, by Lemma 1.2(e) in Dereich et al. (2003), we have P(‖D(h)C ‖∞ ≤ ε) > 0 for any ε > 0.
Hence, for any ε > 0, there exist functions g in the support of the distribution of D(h)C such that
f(g) ≤ ε, whence a0 = 0 as asserted. Moreover, f(D(h)C ) = 0 holds if and only if D(h)C (s,u) = 0
for any s ∈ [0, 1] and any u in the support of the distribution induced by C(h) (by continuity
of the sample paths). Then, choose an arbitrary point u∗ in the latter support such that
σ2 = Var{C(h)C (0, 1,u∗)} > 0. A straightforward calculation shows that C(h)C (0, 1/2,u∗) and
C(h)C (1/2, 1,u
∗) are uncorrelated and have the same variance 12σ
2. Hence,
Var{D(h)C (12 ,u∗)} = Var{12C(h)C (0, 1/2,u∗)− 12C(h)C (1/2, 1,u∗)}
= 14Var{C(h)C (0, 1/2,u∗)}+ 14Var{C(h)C (1/2, 1,u∗)} = 14σ2 > 0.
As consequence, P(f(D(h)C ) = 0) ≤ P(D(h)C (12 ,u∗) = 0) = 0, which finally implies that L(f(D(h)C ))
and therefore L(S(h)) is absolutely continuous. 
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Proof of Proposition 2.4. The result is a consequence of Proposition 4.2 in Bu¨cher et al. (2014)
and the fact that the strong mixing coefficients of the sequence (Y (h)i )i∈Z can be expressed as
αYr = α
X
(r−h+1)∨0, r ∈ N. 
Proof of Proposition 2.5. The assertions concerning weak convergence are simple consequences
of Theorem 1 of Bu¨cher (2015) and of the continuous mapping theorem. Absolute continuity of
T can be shown along similar lines as for S(h) in Proposition 2.3. 
Proof of Proposition A.1. To prove the first claim, one first needs to show that the finite-
dimensional distributions of
(
D(h)n , Dˆ(h),[1]n , . . . , Dˆ(h),[M ]n ,En, Eˆ[1]n , . . . , Eˆ[M ]n
)
converge weakly to those
of
(
D(h)C ,D
(h),[1]
C , . . . ,D
(h),[M ]
C ,E,E
[1], . . . ,E[M ]
)
. The proof is a more notationally involved version
of the proof of Lemma A.1 in Bu¨cher and Kojadinovic (2016a). Joint asymptotic tightness
follows from Proposition 2.4 as well as from the fact that, for any m ∈ N, Eˆ[m]n  E[m] in
`∞([0, 1] × R) as a consequence of Corollary 2.2 in Bu¨cher and Kojadinovic (2016a) and the
continuous mapping theorem. 
Proof of Proposition 2.6. As we continue, we adopt the notation F¯ ∗S(x) = P(Sˆ
(h),[1]
n ≥ x |Xn)
and F¯ ∗T (x) = P(Tˆ
[1]
n ≥ x |Xn), x ∈ R. Note in passing that the functions F¯ ∗S and F¯ ∗T are
random and that we can rewrite Wn as Wn = ψ{F¯ ∗S(S(h)n ), F¯ ∗T (Tn)}. In addition, recall that the
distributions of S(h) and T are (absolutely) continuous by Propositions 2.3 and 2.5 and that
F¯S(x) = P(S
(h) ≥ x), x ∈ R, and F¯T (x) = P(T ≥ x), x ∈ R. Combining the last statement
in Proposition 2.4 with Lemma 2.2 in Bu¨cher and Kojadinovic (2017) and Problem 23.1 in van
der Vaart (1998), we obtain that
sup
x∈R
|F¯ ∗S(x)− F¯S(x)| P→ 0. (B.1)
Similarly, by the last claim in Proposition A.1, we obtain that
sup
x∈R
|F¯ ∗T (x)− F¯T (x)| P→ 0. (B.2)
Moreover, Lemma 2.2 in Bu¨cher and Kojadinovic (2017) implies that (B.1) and (B.2) are equiv-
alent to
sup
x∈R
∣∣∣ 1Mn ∑Mni=1 1(S(h),[i]n ≥ x)− F¯S(x)∣∣∣ P→ 0, (B.3)
and
sup
x∈R
∣∣∣ 1Mn ∑Mni=1 1(T [i]n ≥ x)− F¯T (x)∣∣∣ P→ 0, (B.4)
respectively.
Now, starting from the last claim in Proposition A.1 and using the continuous mapping
theorem, we immediately obtain that, for any N ∈ N,
(W˜n, W˜
[1]
n , . . . , W˜
[N ]
n ) (W,W [1], . . . ,W [N ]), (B.5)
where W˜n = ψ{F¯S(S(h)n ), F¯T (Tn)} and W˜ [i]n = ψ{F¯S(Sˆ(h),[i]n ), F¯T (Tˆ [i]n )}, i ∈ {1, . . . , N}. Some
thought reveals that (B.3) and (B.4) combined with (B.5) lead to the fact that (2.23) holds for
all N ∈ N.
From now on, assume that W is continuous. As a straightforward consequence of (B.1)
and (B.2), the convergence in (B.5) implies that, for any N ∈ N,
(Wn,W
[1]
n , . . . ,W
[N ]
n ) (W,W [1], . . . ,W [N ]), (B.6)
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where W [i]n = ψ{F¯ ∗S(Sˆ(h),[i]n ), F¯ ∗T (Tˆ [i]n )}, i ∈ {1, . . . , N}. The previous display has the following
two consequences: first, by Problem 23.1 in van der Vaart (1998),
sup
x∈R
|P(Wn ≤ x)− P(W ≤ x)| P→ 0. (B.7)
Second, since W [1]n , . . . ,W
[N ]
n are identically distributed and independent conditionally on the
data, by Lemma 2.2 in Bu¨cher and Kojadinovic (2017), we have that (B.6) implies
sup
x∈R
|P(W [1]n ≤ x |Xn)− P(Wn ≤ x)| P→ 0. (B.8)
Let us next prove (2.24). In view of (B.8), it suffices to show that
sup
x∈R
|P(W [1]n,Mn ≤ x |Xn)− P(W [1]n ≤ x |Xn)|
P→ 0. (B.9)
Using the fact that, for any a, b, x ∈ R and ε > 0,
|1(a ≤ x)− 1(b ≤ x)| ≤ 1(|x− a| ≤ ε) + 1(|a− b| > ε), (B.10)
we have that
sup
x∈R
∣∣P(W [1]n ≤ x |Xn)− P(W [1]n,Mn ≤ x |Xn)∣∣ ≤ sup
x∈R
P(|W [1]n − x| ≤ ε |Xn)
+ P(|W [1]n −W [1]n,Mn | > ε |Xn).
From (B.7) and (B.8), supx∈R P(|W [1]n − x| ≤ ε |Xn) converges in probability to supx∈R P(|W −
x| ≤ ε) which can be made arbitrary small by decreasing ε. From (B.1), (B.3), (B.2) and (B.4),
we obtain that W [1]n −W [1]n,Mn = oP(1), which implies that
P(|W [1]n −W [1]n,Mn | > ε) = E{P(|W [1]n −W
[1]
n,Mn
| > ε |Xn)} → 0, (B.11)
and thus that P(|W [1]n −W [1]n,Mn | > ε |Xn) = oP(1). Hence, (B.9) holds and thus so does (2.24).
Finally, let show that (2.25) holds. Since W [1]n , . . . ,W
[N ]
n are identically distributed and
independent conditionally on the data, by Lemma 2.2 in Bu¨cher and Kojadinovic (2017), we
have that (B.8) implies
sup
x∈R
∣∣∣∣ 1Mn
Mn∑
i=1
1(W [i]n ≤ x)− P(Wn ≤ x)
∣∣∣∣ P→ 0. (B.12)
Whence (2.25) is proved if we show that
sup
x∈R
∣∣∣∣ 1Mn
Mn∑
i=1
1(W
[i]
n,Mn
≤ x)− 1
Mn
Mn∑
i=1
1(W [i]n ≤ x)
∣∣∣∣ P→ 0. (B.13)
Using again (B.10), the term on the left of the previous display is smaller than
sup
x∈R
1
Mn
Mn∑
i=1
1(|W [i]n − x| ≤ ε) +
1
Mn
Mn∑
i=1
1(|W [i]n −W [i]n,Mn | ≥ ε).
25
From (B.12) and (B.7), the first term converges in probability to supx∈R P(|W − x| ≤ ε) which
can be made arbitrary small by decreasing ε. The second term converges in probability to zero
by Markov’s inequality: for any λ > 0,
P
{
1
Mn
Mn∑
i=1
1(|W [i]n −W [i]n,Mn | ≥ ε) > λ
}
≤ λ−1E
{
1
Mn
Mn∑
i=1
1(|W [i]n −W [i]n,Mn | ≥ ε)
}
≤ λ−1P(|W [1]n −W [1]n,Mn | ≥ ε)→ 0
since the W [i]n −W [i]n,Mn are identically distributed and by (B.11). Therefore, (B.13) holds and,
hence, so does (2.25). Note that, from the continuity of S(h), T and W , we could have
alternatively proved the analogue statement with ‘≤’ replaced by ‘<’. As a consequence,
we immediately obtain that pn,Mn(W
[0]
n,Mn
) has the same weak limit as F¯Wn(W
[0]
n,Mn
), where
F¯Wn(w) = P(Wn ≥ w), w ∈ R. By the analogue to (B.7) with ‘≤’ replaced by ‘<’, the latter
has the same asymptotic distribution as F¯W (W
[0]
n,Mn
), where F¯W (w) = P(W ≥ w), w ∈ R. By
the weak convergence W [0]n,Mn  W following from (2.23) and the continuous mapping theorem,
F¯W (W
[0]
n,Mn
) is asymptotically standard uniform. 
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Table 7: Percentage of rejection of the null hypothesis of stationarity computed from 1000
samples of size n ∈ {128, 256, 512} generated from Models A11 and A12 with β ∈ {0, 0.4, 0.8}.
The meaning of the abbreviations d, c, dc, dcp is given in Section 5. The columns c2 and c3
report the results for the bivariate analogues of the test based on S(2)n defined by (2.3) for lags
2 and 3 (these tests arise in the combined test dcp).
h = 2 or lag 1 h = 3 or lag 2 h = 4 or lag 3
Model n β d c dc c dc c2 dcp c dc c3 dcp
A11 128 0.0 4.3 4.9 4.5 4.8 3.8 5.2 5.1 4.1 3.2 6.4 5.1
0.4 8.3 69.3 60.7 60.6 53.3 8.4 41.8 48.6 40.4 7.1 30.3
0.8 22.1 91.9 90.4 86.4 84.6 80.0 91.2 80.8 79.5 55.5 88.6
256 0.0 4.3 3.8 4.3 6.3 5.9 4.8 5.0 5.9 4.9 5.6 5.5
0.4 6.4 99.5 96.1 96.9 91.2 20.0 78.4 92.3 84.5 6.2 54.7
0.8 25.3 99.3 98.5 96.4 94.9 95.8 98.6 92.4 90.4 85.9 96.8
512 0.0 4.6 6.6 5.9 7.0 6.5 4.2 5.2 5.6 6.2 5.0 5.0
0.4 6.4 100.0 100.0 99.9 100.0 56.7 99.2 99.8 99.6 10.7 83.6
0.8 22.1 100.0 100.0 100.0 100.0 100.0 100.0 99.9 99.7 99.7 100.0
A12 128 0.0 5.6 3.7 4.7 4.9 4.9 4.4 5.9 3.3 4.1 6.3 7.4
0.4 6.5 30.8 24.9 31.3 25.5 6.8 18.7 23.5 20.1 6.5 14.3
0.8 10.0 69.9 60.0 67.6 61.1 32.8 55.8 62.0 57.8 15.3 48.1
256 0.0 4.5 4.4 3.7 6.8 5.2 5.9 4.2 5.1 4.8 5.5 4.7
0.4 7.1 67.0 55.2 66.3 53.7 11.1 35.6 54.8 42.5 6.0 24.0
0.8 7.9 97.8 93.5 97.1 92.9 74.3 91.5 95.3 91.2 41.0 85.0
512 0.0 4.8 4.7 4.6 8.6 7.5 4.7 4.9 7.4 6.9 4.4 4.6
0.4 6.5 96.0 90.8 94.3 88.5 22.4 75.5 89.4 83.1 8.2 51.6
0.8 7.2 100.0 99.7 100.0 99.6 99.3 99.6 99.9 99.2 89.2 99.6
Table 8: Approximate p-values (multiplied by 100) of the rank-based tests of stationarity pro-
posed in Section 2 for embedding dimension h ∈ {2, 3, 4} applied to the component times series
of the trivariate log-return data considered in McNeil et al. (2005, Chapter 5) and the bivariate
log-return data considered in Gre´goire et al. (2008). The daily log-returns of the Intel, Mi-
crosoft and General Electric stocks are abbreviated by INTC, MSFT and GE, respectively. The
meaning of the abbreviations d, c, dc and dcp is given in Section 5. The columns c2 and c3
report the results for the bivariate analogues of the test based on S(2)n defined by (2.3) (which
arise in the combined test dcp) for lags 2 and 3.
h = 2 or lag 1 h = 3 or lag 2 h = 4 or lag 3
Variable d c dc c dc c2 dcp c dc c3 dcp
INTC 0.0 2.0 0.0 4.8 0.0 32.5 0.0 7.9 0.0 30.2 0.0
MSFT 0.2 92.3 2.2 80.7 0.8 47.3 0.0 86.4 0.1 37.2 0.0
GE 0.1 62.1 0.7 15.9 0.1 67.2 0.0 22.4 0.6 16.7 0.1
oil 89.6 22.1 52.5 55.3 84.0 46.5 67.8 89.0 97.2 5.6 49.0
gas 5.0 16.5 3.9 17.4 5.4 90.5 7.4 43.9 8.8 85.2 6.2
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