Abstract. We give direct and inverse theorems for the weighted approximation of functions with endpoint singularities by combinations of Bernstein operators.
Introduction
The set of all continuous functions, defined on the interval I, is denoted by C(I). For any f ∈ C([0, 1]), the corresponding Bernstein operators are defined as follows:
where p n,k (x) := n k x k (1 − x) n−k , k = 0, 1, 2, . . . , n, x ∈ [0, 1].
Approximation properties of Bernstein operators have been studied very well (see [2] , [3] , [5] - [8] , [12] - [14] , for example). In order to approximate the functions with singularities, Della Vecchia et al. [3] and Yu-Zhao [12] introduced some kinds of modified Bernstein operators. Throughout the paper, C denotes a positive constant independent of n and x, which may be different in different cases. Let w(x) = x α (1 − x) β , α, β 0, α + β > 0, 0 x 1. and C w := {f ∈ C((0, 1)) : lim
(wf )(x) = lim
(wf )(x) = 0}.
The norm in C w is defined by wf Cw := wf = sup For f ∈ C w , define the weighted modulus of smoothness by (−1) k r k f (x + ( r 2 − k)hϕ(x)),
, where the properties of B * n (f, x) andB n (f, x) are studied. Among others, they prove that
where w(x) = x α (1 − x) β , α, β 0, α + β > 0, 0 x 1. In [11] , for any α, β > 0, n 2r + α + β, there hold
n,r (f ) Cn r wf , f ∈ C w , C( wf + wϕ 2r f (2r) ), f ∈ W 2r w . and for 0 < γ < 2r,
Ditzian and Totik [5] extended this method of combinations and defined the following combinations of Bernstein operators:
with the conditions (a) n = n 0 < n 1 < · · · < n r−1 Cn,
. . , r − 1.
The main results
Now, we can define our new combinations of Bernstein operators as follows:
where C i (n) satisfy the conditions (a)-(d). For the details, it can be referred to [11] . Our main results are the following: 
Proof. By symmetry, we only prove the above result when x ∈ (0, 1/2], the others can be done similarly. Obviously, when x ∈ (0, 1/n], by [5] , we have
.
For I 2 , we have
] ), 0 < j < r. Now, we estimate
By Taylor expansion, we have
It follows from (3.5) and the identity
We have
which implies that
w(x) , s between i n and x, then
So, we get
Above all, we have
Lemma 3.4. If f ∈ W r w,λ , 0 λ 1 and α, β > 0, then
Proof. By Taylor expansion, we have
It follows from (3.8) and the identity
It follows from
The proof of (3.7) can be done similarly. 
When 1 k n i − r − 1, we have 1 k + 2r − j n i − 1, and thus w(
Thereof, by (3.1), we have 
Cn r wF n Cn r wf .
Similarly, we can get H 2 Cn r wf . So
], according to [5] , we have
where k * = 1 for k = 0, k * = n i − 1 for k = n i and k * = k for 1 < k < n i . Note that
and
By (3.1), we have
Now, applying Cauchy's inequality, by (3.2) and (4.3), we have
Substituting this to (4.2), we have
We get Theorem 2.1 by (4.1) and (4.4).
Proof of Theorem 2.2.
(1) When f ∈ C w , we proceed it as follows:
It follows from combining with (4.5) and (4.6) that the first inequality is proved. (2) When f ∈ W r w,λ , we have
If 0 < k < n i − r, we have
By (4.7)-(4.10), we have (4.11) where k * = 1 for k = 0, k * = n i − r − 1 for k = n i − r and k * = k for 1 < k < n i − r. By (3.1), we have
which combining with (4.12) give
So we get the second inequality of the Theorem 2.2.
4.3.
Proof of Theorem 2.3.
4.3.1. The direct theorem. We know
According to the definition of W r w,λ , for any g ∈ W r w,λ , we have B * n,r−1 (g, x) = B n,r−1 (G n (g), x), and w(x)|G n (x)−B n,r−1 (G n , x)| = w(x)|B n,r−1 (R r (G n , t, x), x)|, thereof R r (G n , t, x) = t x (t− u) r−1 G w(x) , u between t and x, we have 
n . 
