of the application of ALS data for biodiversity studies, especially the assessment of animal and plant 88 habitats. ALS has also been applied to detect snags (Martinuzzi et al. 2009 , Wing et al. 2015 , other types 89 of dead wood (Maltamo et al. 2014) , and cavity trees (Eskelson et al. 2009 ). However, we are not aware 90 of any studies which consider the ALS-based inventory of living trees with large diameters, although 91 some of the methods applied in snag inventories may also be applicable to the inventory of large-92 diameter trees. 93 94 ALS-based forest inventories are usually performed using the area-based method (Naesset 2002 ). The 95 inventory area is covered wall-to-wall by ALS data. A sample of field plots is distributed across the area, 96 often following commonly adapted sampling designs like systematic and stratified sampling. Volume 97 and other stand variables are either measured or estimated at the plot level. The plots are positioned 98 with GNSS (Global Navigation Satellite System) receivers, and laser echoes from within the plot borders 99 are used to calculate the ALS variables that describe the height and density of the canopy. These ALS 100 variables are used as predictors in statistical models that predict a response variable of interest, such as 101 D r a f t 6 in height but continue to grow in diameter up to very great ages. Thus, if only the height is known, it is 113 difficult to predict the DBH of a dominant tree. However, the DBH is also correlated with crown 114 diameter (Ilvessalo 1950) , and the crown diameters estimated from ALS data may improve the 115 predictions of stem volume (Popescu et al. 2003) . 116
117
The prediction of stand level variables such as mean diameter (Naesset 2002 ) and diameter distributions 118 (Gobakken and Naesset 2004) are well known ALS applications. However, studies focusing on large trees 119 are conducted mainly as long term experiments using field measurements (e.g. the study of snags by 120
Ganey and Vojta 2005), but research on methods for predicting the occurrence or density of large trees 121 using remote sensing is lacking. Indeed, the estimation of the occurrence of individual large trees is 122 more difficult than the estimation of aggregated properties, such as the mean diameter of all trees. The objective of the present study was to estimate the number of large-diameter trees at plot level 160 using an area-based ALS approach and generalized linear models applicable to the count data, and to 161 evaluate the accuracy of the predictions using different types of predictor variables. In addition to the 162 commonly used canopy height and density variables (Naesset 2002 (Naesset 2004 ). The thickness of each fraction was defined as one tenth of the distance 219 between the 95 percentile and the lowest canopy height, i.e. 1.3 m (Gobakken and Naesset 2008). 220
Canopy densities were then computed as the proportions of laser echoes above fraction 0, 1, ..., 9 to the 221 total number of echoes, and denoted as d 0 , d 1 , …, d 9 . In addition, the maximum, mean and coefficient of 222 variation (cv) of the echo heights were calculated. Each of these variables was calculated twice using the 223 first and last echoes as two separate data sets. We respectively use lowercase "f" and "l" to indicate the 224 variables derived from the first and last echoes. were then calculated separately using canopy and ground-and-canopy patches as two separate data 243 sets. In addition, for canopy patches we also calculated the total area, mean pixel height, standard 244 deviation of the pixel heights, and the Euler number (the number of canopy patches minus the total 245 number of holes in these patches). Haralick's texture metrics (Haralick 1973) of contrast, correlation, 246 energy and homogeneity were also calculated from the CHMs. In the texture calculation, the CHM was 247 reclassified into eight gray level classes, and the variables were calculated as the average of all the 248 directions using three and six pixel offset values. 249 250 Finally, external variables were obtained from different sources. The terrain elevation, slope, aspect, 251 and distance to the nearest road were extracted from topographic map data for every plot. In addition, 252 a site productivity index was obtained from a forestry database. These variables helped us to quantify 253 the effects of different growth conditions and management histories which occurred within the sample 254 area. 255 256 (Table 1 ) 257 258
Modeling techniques 259 260
When using GLMs, the data are assumed to follow a pre-specified distribution, which must be defined in 261 the model fitting. As our data consist of counts, the normal distribution is not a good option, but Poisson 262 or negative binomial distribution models can be considered instead. estimation that is even more flexible. ZINB models are appropriate when the data can be seen to be 285 generated by two stochastic processes, one of which only contributes zeroes (Welsh et al. 1996) . Our 286 data can be seen to have such an interpretation, in that some of the plots are candidates for having 287 large trees, while others could immediately be seen as not having large trees. The minimum field-288 measured height for a large tree was 7 m, and thus we hypothesized that the plots where all of the echo First, we created separate models based on each group of predictors reported in Table 1 . An exhaustive 316 search was performed to select the 2-3 best predictor variables from each group. These variables were 317
candidates for the general model, and an exhaustive search was again made to find the 2-3 most 318 influential variables for the general model. These variables were fixed into the model, and
322
The different models were evaluated based on a leave-strip-out cross validation (LSO-CV). In LSO-CV, the 323 five original strips were split into nine sub-strips based on the terrain (52-204 plots per sub-strip). Each 324 sub-strip was left out of the data one at a time, and predictions for that strip were produced using a 325 model that was fitted using the remaining eight sub-strips. In this way, the predictions were not 326 influenced by plots in the geographical vicinity. Error matrices were used to quantify the model 327 accuracy. Each tree count from zero to eight trees had its own category, but all of the plots with >8 large 328 trees were pooled so that the error matrix had ten categories. 329
330
The main criterion for the prediction accuracy was the weighted kappa coefficient (wκ) (Cohen 1968) . 331
The original kappa coefficient was developed for nominal variables, and hence it is not ideal for ordinal 332 variables such as counts because it assigns equal weight to small and large errors (Naesset 1996) . The 333 weighted kappa assigns observations on the diagonal of the error matrix -weight one, one step away 334 from the diagonal -weight two and so on, so that large distances from the diagonal also have large 335 weights. Apart from this change, the interpretation is similar to the ordinary kappa, i. Visual inspection indicated that it was possible to detect many large crowns directly from the point 344 cloud (Fig 4) because the echo density was larger than seen in most area-based applications. However, it 345 was common that even though there was a large crown visible in the data, no large trees were 346 measured in the same field location. An obvious reason could be that the diameter of the tree was less 347 than 35 cm, and therefore it was not included in our field data. Secondly, there was a three-year 348 The best ZINB models obtained using variables from each group (Table 1) are shown separately in Table  362 2. The results show that the standard height distribution variables provided better accuracy (wκ = 0.46) 363 than any of the other variable groups. Horizontal variables such as the number of CHM regions above aD r a f t specific height threshold and their mean area had a good correspondence with the visual impression of 365 the point cloud ( Figure 5 ), but did not reach as good an accuracy as height distribution variables (wκ = 366 0.37 for both resolutions). The texture variables only reached wκ = 0.31. Of the external variables, plot 367 elevation and slope were slightly correlated with the presence of large trees. The prediction accuracy 368 using only these variables remained poor (wκ = 0.14), but this is reasonable since these variables are not 369 directly related to tree size. 370 371 (Table 2, Figure 5 ) 372
373
The accuracy assessment of the final ZINB model including all variables is shown in Table 2 , and its 374 parameter estimates are shown in Table 3 . The importance of the height distribution variables was also 375 reflected in the final model, which contained five predictor variables: two density variables (d 6f and d 1l ) , 376 one height percentile (h 90l ), the logarithm of the plot elevation (elev), and the mean area of all horizontal 377 patches obtained using a 12.5 meter height threshold (Amean ap12.5h ). The summary information about 378 these variables is given in Table 4 It is likely that the inaccuracy of individual predictions is mainly due to the problems mentioned above. 443 We consider that the trees that were just below the 35 cm diameter limit were the main source of error, 444 because they could not be separated from the trees that were just above the limit. On the other hand, 445 measuring and positioning all trees above, for example, a 30 cm limit would have increased the amount 446 of field work, and thus decreased the size of the modeling data. A later check of any uncertain trees 447 would have helped, but this was not possible in our case. A better alternative might have been an 448 interpretation of possible large trees based on the CHM before the field campaign, and then 449 measurement of these trees during the campaign. Especially on higher elevations, there were some 450 trees that had very small heights in relation to their DBH (Fig. 3) . It is therefore likely that introducing a 451 height criterion into the definition of large trees would have improved the prediction accuracy, because 452 such outliers would have been excluded. However, we only measured height for every 5 th tree, so we 453 were unable to test a height criterion in practice. Other possible error sources included the occasional 454 inaccuracy of tree positioning, and also the three-year time difference between the ALS data acquisition 455 and the field work. sensors that utilize multiple-pulses-in-air technology enables the acquisition of denser point clouds at 507 reasonable costs, so making ITD applications more feasible. Nevertheless, in most cases managers will 508 probably choose to minimize the cost, which means that low-density ALS data sets will be more 509 commonly available than data which is suitable for single-tree segmentation. In such cases, these 510 methods can be applied in the mapping of, for example, large-diameter trees, snags, or other count 511 parameters of interest. Maps of sites with large-diameter trees should prove valuable for managers that 512 need to locate large trees either for protection or harvesting. 513 514
In conclusion, our results show that GLM methods are suitable for the area-based estimation of large-515 diameter tree counts. However the predictions achieved were approximate and could have fairly large 516 errors, which were mostly related to problems in the field data. ZINB models showed a better fit than 517 NB models, but the difference was fairly small. ALS height quantiles together with plot elevation sufficed 518 for prediction, but horizontal canopy variables may also improve the models. Table 5 . Error matrix of the final ZINB model (Table 3) derived from leave-strip-out cross validation. The 705 weighted kappa coefficient for the model was 0.55. OA, UA, PA = overall, user's, and producer's 706 D r a f t Table 6 . Error matrix of the final NB model (Table 3) 
