ABSTRACT. Let A be a subset of positive relative upper density of P d , the d-tuples of primes. We prove that A contains an affine copy of any finite set F ⊆ Z d , which provides a natural multi-dimensional extension of the theorem of Green and Tao on the existence of long arithmetic progressions in the primes. The proof uses the hypergraph approach by assigning a pseudo-random weight system to the pattern F on a d + 1-partite hypergraph; a novel feature being that the hypergraph is no longer uniform with weights attached to lower dimensional edges. Then, instead of using a transference principle, we proceed by extending the proof of the so-called hypergraph removal lemma to our settings, relying only on the linear forms condition of Green and Tao.
1. INTRODUCTION 1.1. Background. A celebrated theorem in additive combinatorics due to Green and Tao [6] establishes the existence of arbitrary long arithmetic progressions in the primes. It is proved that if A is a subset of the primes of positive relative upper density then A necessarily contains infinitely many affine copies of any finite set of integers. As such, it might be viewed as a relative version of Szemerédi's theorem [15] on the existence of long arithmetic progressions in dense subsets of the integers.
Another fundamental result in this area is the multi-dimensional extension of Szemerédi's theorem originally proved by Furstenberg and Katznelson [3] . It states that if A ⊆ Z d is of positive upper density then A contains an affine copy of any finite set F ⊆ Z d . The proof in [3] uses ergodic methods however a more recent combinatorial approach was developed by Gowers [4] and also independently by Nagel, Rödl and Schacht [13] .
It is natural to ask if a multi-dimensional extension of the result of Green and Tao, or alternatively if a relative version of the Furstenberg-Katznelson theorem can be established. In fact, this question was raised already in [16] where the existence of arbitrary constellations among the Gaussian primes was shown. A partial result was obtained earlier by the first two authors [2] , where it was proved that relative dense subsets of P d contain an affine copy of any finite set F ⊆ Z d which is in general position, in the sense that each coordinate hyperplane contains at most one point of F .
A common feature of the above mentioned results is that they use an embedding of the underlying sets (the primes or the Gaussian primes) into a set which is sparse but sufficiently random with respect to the pattern F . In our case when the set F is not in general position (the simplest example being a 2-dimensional corner) this does not seem possible, due to the extra correlations arising from the direct product structure. For example if 3 vertices of a rectangle is in P 2 , then the fourth vertex is necessarily in P 2 , a type of selfcorrelation not present in the one dimensional case or the Gaussian primes.
Another approach, already partly used in [16] , is to establish a hypergraph removal lemma [4] , [13] for sparse uniform hypergraphs or alternatively with weights attached to the faces. This approach has been utilized recently by the second and third authors [12] to show the existence of d-dimensional corners (simplices with edges parallel to the coordinate axis) in dense subsets of P d . Very recently a proof based on hypergraph 1991 Mathematics Subject Classification. 11B30, 05C55. The second author is supported by NSERC grant 22R44824 and ERC-AdG. 321104. theory using only the linear forms conditions, has been obtained by Conlon, Fox and Zhao [1] , covering both the original Green-Tao theorem and the case of the Gaussian primes.
In all of the above approaches the crucial point is to prove a removal lemma for a sparse (or weighted) uniform hypergraph. As opposed, for a general constellation in P d the hypergraph approach leads to a weighted closed hypergraph with weights attached possibly to any lower dimensional edge, and the usual transference principles do not apply. Our approach is different, we are not trying to remove the weights and hence to reduce the problem to previously known results, but to extend the proof of the hypergraph regularity and removal lemmas directly to the weighted settings which might be of independent interest. Thus our argument is essentially self-contained, relying only on the so-called linear forms conditions [6] (see Sec.
1.4).
Very recently, simultaneously with us, the existence of arbitrary constellations in relative dense subsets of P d has also been shown by Tao and Ziegler [18] , using an entirely different method based on an infinite number of linear forms conditions to obtain a weighted version of the Furstenberg correspondence principle. In that approach a different weight (than the one defined in [6] ) is used together with the results of Green, Tao and Ziegler developed in [7] , [8] , [9] on the inverse Gowers conjectures. Due to the reliance on the correspondence principle, the method of [18] does not provide any bounds, while from our approach one can extract quantitative statements (in the framework of Theorem 2 below), however the bounds, though recursive, are rather poor and we do not pursue to explicitly calculate them here.
Main results. Let us recall that a set A ⊆ P d is of positive relative upper density if
where P N denotes the set primes up to N , and |A| stands for the cardinality of a set A. If F ⊆ Z d is a finite set, we say that a set F ′ is an affine copy of F , or alternatively that F ′ is a constellation defined by F , if F ′ = x + t · F = {x + ty; y ∈ F }.
We call F ′ non-trivial if t = 0. Our main result is the following.
Theorem 1. If A is a subset of P d of positive upper relative density, then A contains infinitely many nontrivial affine copies of any finite set F ⊆ Z d .
Note that it is enough to show that the set A contains at least one non-trivial affine copy of F , as deleting the set F from A will not affect its relative density. Also, by lifting the problem to a higher number of dimensions, it is easy to see that one can assume that F forms the vertices of a d-dimensional simplex. Indeed, let F = {0, x 1 , . . . , x k }, choose a set of k linearly independent vectors {y 1 , . . . , y k } ⊆ Z k , and define the set E := {0, (x 1 , y 1 ), . . . , (x k , y k ), z k+1 , . . . , z k+d } ⊆ Z k+d such that the vectors of E\{0} form a basis of R k+d . If the set A ′ = A × P k contains an affine copy of E then clearly A contains an affine copy of the set π(E) ⊇ F , where π : R d × R k → R d is the natural orthogonal projection.
In the case when E ⊆ Z d is a d-dimensional simplex, we prove a quantitative version of Theorem 1.
To formulate it we define the quantity Note that in Theorem 2 we do not require the copies of E to be non-trivial. Thus, without loss of generality, N can be assumed to be sufficiently large with respect to α and E. It is clear that Theorem 2 implies Theorem 1 as the number of trivial copies of E in A is at most N d (log N ) −d .
To see why the above lower bound is meaningful, note that there are ≈ N d+1 affine copies of E in [1, N ] d , and for a fixed i the probability that all the i-th coordinates of an affine copy E ′ are primes is roughly (log N ) −|π i (E)| . Thus the probability that E ′ ⊆ P d is about (log N ) −l(E) .
We describe below some of the key elements of the proof. The details are given in the remaining sections.
1.3. Parameterizing affine copies of E. We use a parametrization of the affine copies of a d-dimensional simplex E ⊆ Z d going back to Sólymosi [14] which was the starting point of the combinatorial proofs Furstenberg-Katznelson theorem [4] , [13] .
Let n 1 , . . . , n d+1 be a set of normal vectors to the faces of the simplex E. Note that any d-tuple of the normal vectors forms a linearly independent set, and moreover these vectors can be chosen to have integer coordinates, which we assume from now on. If E ′ is an affine copy of E then the faces of E ′ are affine hyperplanes given by equations p · n i = x i . The affine copies of E are parameterized by the variables x 1 , . . . , x d+1 . The vertices of E ′ are intersections of d faces so they may be indexed by sets e ⊆ {1, 2, . . . , d + 1} of size d. For given parameters x 1 , . . . , x d+1 ∈ R and index set e, the corresponding vertex p = p e is the solution of the linear system of equations p · n i = x i , (i ∈ e), and its coordinates are given by a family of rational linear forms L e = {L j e ; 1 ≤ j ≤ d}:
where x e = (x i ) i∈e .
To every point x = (x 1 , . . . , x d+1 ) ∈ R d+1 there corresponds an affine copy E(x) ⊆ R d of the simplex E. If E(x) ⊆ A then x 1 , ..., x d must be integers. We call the point x e ∈ Z d integral if p e = L e (x e ) ∈ Z d , and note that if x e is integral for all e then E(x) ⊆ Z d .
As we have mentioned, the major new difficulty is that the points of E might not be in general position, meaning it might happen that (p e ) j = (p e ′ ) j for some index sets e = e ′ , |e| = |e ′ | = d. This means that the vertices p e and p e ′ are both contained in the same affine coordinate hyperplane, which is a property invariant under translations and dilations. Hence the corresponding two linear forms must be identical:
L j e (x e ) = L j e ′ (x e ′ ). In this case both forms must depend only on the smaller set of variables x f = (x i ) i∈f , where f = e ∩ e ′ . We use the notationL
if the linear form L j e (x e ) depends on the variables x j for j ∈ f , but is independent of the rest of the variables. If a coordinate hyperplane contains a family of vertices, that is if (p e 1 ) j = . . . = (p es ) j then we have that
where f = e 1 ∩ . . . ∩ e s . Then, for each 1 ≤ j ≤ d, we can partition the family of linear forms L j e (e ⊆ [d + 1], |e| = d) into clusters corresponding to the cluster of vertices on the hyperplanes orthogonal to the j-th coordinate axis. In particular, the number of distinct linear forms L j e is |π j (E)|.
1.4.
The Green-Tao measure and the linear forms condition. As previously indicated, we use the pseudorandom measure ν defined in Sec.9 [6] , and (a slight variant of) the so-called linear forms condition, which we recall here briefly.
Let w = w(N ) be a sufficiently slowly growing function (choosing w(N ) ≪ log log N is sufficient as in [6] ) and let W = p≤w p be the product of primes up to w. For given b relative prime to W define the modified von Mangoldt functionΛ b bȳ
Here φ is the Euler function. Note that by Dirichlet's theorem on the distribution of primes in residue classes one has that n≤NΛ b (n) = N (1+o(1)). A crucial fact is that the functionΛ b is majorized by the so-called Goldston-Yildirim divisor sum [6] , [10] 
µ being the Mobius function and
For given small parameters 0 < ε 1 < ε 2 < 1 (whose exact values will be specified later), recall the Green-Tao measure
Note that ν b (n) ≥ 0 for all n, and also it is easy to see that for N sufficiently large, one has that
for all ε 1 N ≤ n ≤ ε 2 N . This is trivial unless W n + b is a prime, and in that case, since ε 1 N > R,
Let us recall the linear forms condition in the form that we will need. This is not exactly the same formulation given in [6] , however the proof works without any changes.
Theorem A (Linear forms condition, [6] 
are non-zero and pairwise linearly independent over the rationals then
where the o(1) term is independent of the choice of the b i 's.
In the above formula the linear forms L i (x) are considered as acting on (Z/N Z) t and the error term o N →∞;m 0 ,t 0 ,k 0 (1) denotes a quantity that tends to 0 as N → ∞ for any fixed choice of m 0 , t 0 , k 0 , and is independent of the choice of b i 's. In fact if one lets W = p≤ω p to be independent of N , then the error term in (1.4.2) is o N,W →∞;m 0 ,t 0 ,k 0 (1) meaning that it can be made smaller than any given ε > 0 by choosing both W and N sufficiently large with respect to m 0 , t 0 , k 0 , and ε. This refinement is important in obtaining the quantitative lower bound in Theorem 2, see also the remarks in [6] (Sec.11).
1.5. The weighted hypergraph associated to E. To prove our main results it is enough to count simplexes
We denote by H j the family of all subsets f ⊆ J of size j, and by H the union of all hypergraphs H j for 0 ≤ j ≤ d. The sets f ⊆ J are referred to as edges (and faces if |f | = d). Adapting the terminology introduced in [17] , we refer to the family (J, H, (V f ) f ∈H ) as a hypergraph system on the base set J.
Given a set A ⊆ [1, N ] d and an e ∈ H d , define the set A e as the set of all integral points x e ∈ V e for which
As usual in this subject, we identify [− ] with Z N = Z/N Z, the group of residue classes modulo N where N is chosen to be a large prime. Note that we may consider the rational forms L j e as functions from Z N to Z N the usual way, which is by replacing the denominators of its coefficients by their inverses modulo N (assuming that N is a sufficiently large prime). It is easy to see that for an integral point x e condition (1.5.1) takes the form
where we consider A as a subset of
Indeed denoting the rational forms as L j e,Q for now, we have for an integral x e that Q L j e,Q (x e ) ≡ Q L j e (x e ) (mod N ), where Q is the least common multiple of denominators appearing in L j e,Q . Thus if N > Q is a prime then one must also have that. L j e,Q (x e ) ≡ L e (x e ) (mod N ). From now on we work in the group settings V 1 = . . . = V d+1 = Z N , the passage back from Z N to Z is discussed in Section 5.
Recall that to each cluster of vertices of E on a coordinate hyperplane there corresponds a unique linear formL j f . LetL = {L j f ; 1 ≤ j ≤ d, f ∈ H} denote the set of all distinct linear forms, and for a given f ∈ H let j(f ) stand for the set of coordinates 1 ≤ j ≤ d for whichL j f ∈L. Define a weight function ν f : V f → R + with the aid of the Green-Tao pseudo-random measures ν b . Let b = (b j ) 1≤j≤d be a given d-tuple numbers each relative prime to W to be specified later, and for simplicity of notation write ν j = ν b j .
with the convention that ν f ≡ 1 if j(f ) = ∅. The family of weights ν = {ν f } f ∈H is referred to as the weighted hypergraph system associated to the simplex E.
Note that the above weight system has the following two properties. First, by (1.5.3) any weight ν f (x f ) is the product of weights of the form ν j (L j f (x f )), with the linear formsL j f (x f ) depending exactly on the variables x f . Second, any pair of distinct linear formsL
Indeed, if f = f ′ they depend on different sets of variables, and if f = f ′ then there is a face e ∈ H d so that
e (x e ) so the two forms are linearly independent. If a family of linear forms satisfies this property we call it pairwise independent, and if a weight system ν = {ν f } f ∈H satisfies the above two properties we say it is well-defined. There is an important third property of the system ν corresponding to the pattern E which plays a key role in our proof. Note that for given e ∈ H d , we have that
where
where Ψ(p) = (p · n j ) 1≤j≤d+1 , and π e : V J → V e is the natural orthogonal projection. Hence for any ¿ From the definition of the maps Ψ e it is easy to see that for e => e ′ ∈ H d
(φ e ′ e (x e ′ )) j = x j , for j ∈ e ∩ e ′ , (1.5.6) and
The coefficients a ij are determined by the equation
and hence none of them are zero as any d-tuple of the normal vectors n i forms a linearly independent set. We call a family of linear maps {L e } e∈H d satisfying (1.5.4) symmetric (with respect to the family of maps φ e ′ e ).
We now define a family of measures {µ f } f ∈H associated to a system of weights
for a set A f ⊆ V f (using the expectation notation:
(1.5.9)
Similarly define the measure
Note that by (1.5.8)-(1.5.10) we have
for any set f ⊆ J and function g : V f → R. We use the integral notation throughout the paper. The importance of the measure µ is in the fact that the expression
is roughly the number of simplexes E(x) which are in A (modulo N ) multiplied by a factor of N −(d+1) (log N ) l(E) . By (1.5.2) the integrand is non-zero only if all coordinates of the vertices p j e = L j e (x e ) are primes and hence we get a weight ≈ log N . Moreover it is not hard to see that one can replace A with A ∩ [ε 1 N, ε 2 N ] d (with sufficiently small ε 1 , ε 2 > 0), and then one can count this way the affine copies of E which are contained in A as subsets of Z d (see Section 5) . Thus the key to prove our main results is the following lower bound 5.13) where the constant c(α, E) depends only on the density α and the simplex E. This in turn would follow from a weighted version of the so-called simplex removal lemma [17] carried out relative to the weight system (ν f ) f ∈H .
Let us recall the removal lemma in the un-weighted case, where ν f ≡ 1 for all f ∈ H.
Theorem A. (Simplex removal lemma) [17] . Let A e ⊆ V e be given for e ∈ H d , and let α > 0. Also let µ and µ e denote the normalized counting measures on V and V e . There exists δ(α) > 0 and for every index set e ∈ H d there exists a set E e ⊆ V e such that the following holds.
To see why the above lemma for the measure system µ, (µ e ) e∈H d implies our key estimate (1.5.13), assume that the expression in (1.5.14) is less than δ(α) and let E e ⊆ A e be the sets appearing in (1.5.15)-(1.5.16).
For any e ∈ H d one has
Fix now a face e 0 , let E e 0 := φ e,e 0 (E e ) ⊆ A e 0 and note that by (1.5.2), (1.5.5), and (1.5.8) we have A e 0 = φ e,e 0 (A e ) and µ e 0 (φ e,e 0 (E e )) = µ e (E e ) for all e ∈ H d . If µ e (A e \E e ) ≪ α for all e ∈ H d then there must be a point x e 0 ∈ ∩ e∈H d φ e,e 0 (E e ). Thus x e = φ e 0 ,e (x e 0 ) ∈ A e for all e ∈ H d and hence e 1 Ae (x e ) = 1 = 0, which contradicts (1.5.15). In geometric terms one may view each point of A as a trivial simplex, and then the µ e -measure of the faces of these trivial simplices are the same and α, for each e ∈ H d . Thus one cannot remove all simplices contained in the set A by removing a set of faces of µ e -measure ≪ α for each e, and then the removal lemma would imply that the µ-measure of the simplices contained in A is at least δ(α).
The problem is that in dimensions d ≥ 3 it seems hard to prove directly the above removal lemma for a given measure system (µ, µ e ). What we prove is that the removal lemma holds for a family of (symmetric and well-defined) measure systems (µ q , µ q,e ) depending on a set of parameters q ∈ Ω. Moreover, for "typical" q these measure systems are only small perturbations of the measure system (µ, µ e ) in the sense that where o N →∞ (1) denotes a quantity which tends to 0 as N → ∞.
One can use then the above argument to show that if the removal lemma holds for the system (µ q , µ q,e ), then the left and hence both sides of (1.5.18) is at least δ(α).
1.6. Weighted box norms and hypergraph regularity. The known proofs of the simplex removal lemma rely on the so-called hypergraph regularity lemma and the associated counting lemma [17] , [4] , [13] , and in particular the notion of a regular or pseudo-random hypergraph. This can be defined in different ways, and we use a variant of Gowers's box norms [4] which are adapted for our purposes.
Let e ∈ H d be fixed. For a given ω e ∈ {0, 1} e (so ω e : e → {0, 1}), define the orthogonal projection
and the weighted box norm of a function F : V e → R as
Note that if ν f ≡ 1 for all f ⊆ e, then F νe = F is the usual box norm. Since the points ω e (x e , q e ) and ω f (x f , q f ) are the faces and edges of a d-dimensional octahedron with vertices {x j , q j ; j ∈ e}, if f = 1 K for some d-regular hypergraph K ⊆ V e 2 then the quantity 1 K
can be interpreted as the average "total weight" of all octahedrons contained in K, where by the total weight we understand the product of all weights on the edges and vertices of the octahedron.
It is not hard to see that the ν -norm is indeed a norm (for d ≥ 2) and an appropriate version of the Gowers-Cauchy-Schwarz inequality holds (see the appendix). The importance of this norm is that it controls weighted averages over d + 1-dimensional simplices, something which plays an important role in proving the counting lemma. More precisely one has the following.
Proposition 1. (Weighted von Neumann inequality)
Let F e : V e → R be a given functions, such that |F e | ≤ ν e for each e ∈ H d . Then there is an absolute constant C such that
The above inequality motivates the following Definition 1.1. Let e ∈ H d and ε > 0 be fixed and let K e ⊆ V e be d-regular hypergraph. We say that K e is ε-regular with respect to the weight system ν if
µe(Ve) is the weighted density of the hypergraph K e . 2 We may view a point xe as realization of the face e and then a subset K ⊆ Ve as a d-partite, d-regular hypergraph with vertex sets V j, (j∈e) .
It is easy to see from Proposition 1 that if A e ⊆ V e (defined in 1.5.2) would be ε-regular for all e ∈ H d then the our key lower bound (1.5.13) would hold with c(α, E) = cα d+1 .
Of course it might not be that the hypergraphs A e are sufficiently pseudo-random, but the regularity lemma roughly says that one can always "regularize" them with respect to suitable σ-algebras B q,e and measures µ q,e on the spaces V e , in the sense that the conditional expectation functions E µq,e (1 Ae |B q,e ) are sufficiently close to 1 Ae in the box norms. Then, similarly as in the un-weighted case [17] , one obtains a counting and a removal lemma which implies the bound (1.5.13) as we have described above.
Let us briefly sketch below how the measure spaces (V e , B q,e , µ q,e ) arise in the special case d = 2. Assume that there is an edge e, say e = (1, 2), so that the graph A e is not ε-regular. This means
where f = 1 Ae − δ ν (A e ) is the balanced function of A e . In view of definition (1.6.2), we may write
If one defines the measure µ q,e , depending on the parameter q, with density function
then the inner integral in (1.6.6) can be viewed as the inner product
on the Hilbert space L 2 (V e , µ q,e ). Using the linear forms condition it is not hard to show that
for q ∈ Ω for a set Ω ⊆ V e of measure µ e (Ω) ε C . Without loss of generality, one may then assume that the functions u i q are indicator functions of sets U i q ⊆ V i ⊆ V e . Denoting by B 1 q ∨ B 2 q the σ-algebra generated by them, we have that
q µq,e = 0. This together with (1.6.7) implies that
where B i 0 = {V i , ∅} are the trivial σ-algebras. Then by the Cauchy-Schwartz inequality, for q ∈ Ω, we have
Note that by the Pythagoras theorem, if the second term on the left side would be a conditional expectation with respect to the measure µ q,e then one would obtain an "energy increment"
for the σ-algebras B q = B 1 q ∨ B 2 q and B 0 = B 1 0 ∨ B 2 0 . To overcome this "discrepancy" we show that for almost every q ∈ V e Ve |µ q,e (B) − µ e (B)| 2 dµ e (q) = o N →∞ (1).
This in turn implies that
and
Then from (1.6.8) we have for almost every q ∈ Ω, that
If f : V → R us a function and (V, B, µ) is a measure space, the quantity
is sometimes referred to as the "energy" of the function f with respect to the measure space (V, B, µ), so (1.6.9) is telling that if A e is not ε-uniform with respect to (V e , B 0 , µ e ) then its energy increases by a fixed amount when passing to the measure spaces (V e , B q , µ q,e ) for every q ∈ Ω. One can iterate this argument to arrive to a family of measure spaces (V, B q,e , µ q,e ) e∈H d , q∈Z such that all sets A e become sufficiently uniform, thus obtaining a parametric version of the Koopman von Neumann decomposition [17] . This can be further iterated to eventually obtain a regularity lemma. Note that the number of linear forms defining the measures µ q,e is increasing at each step of the iteration, causing the linear forms condition to be used at a level depending on the relative density of the set A and not just on the dimension d.
1.7.
Outline of the paper. In Section 2 we describe the type of parametric weight systems {ν q,f } f ∈H, q∈Z that we encounter later on. Here we also discuss their basic properties such as stability and symmetry. In Section 3 we introduce the energy increment argument for parametric systems, and prove the regularity lemma. Section 4 is devoted to proving the counting and removal lemmas. Many of our arguments in Section 3 and Section 4 may be viewed as an extension of those in [17] . In the last section we obtain our main results stated in the introduction. The basic properties of weighted box norms are discussed in an appendix.
As for our notations most, of our variables are vector type, although we do not emphasize this. If e is a set of d natural numbers we write x e for the d-tuple (x j ) j∈e where x j is a scalar for j ∈ e. We use the O( ) and o( ) notations throughout. If y 1 , . . . , y s and X are parameters we write O y 1 ,...,ys (X) for a quantity bounded by C(y 1 , . . . , y s )X, as well as o N →∞;y 1 ,...,ys (1) for a quantity which tends to 0 as N → ∞ for any fixed choice of the parameters y 1 , . . . , y s . We also write f g or g f if |f | ≤ C(d, E)g.
Note that most of our constructions depends on N , however we si not indicate that except for the error terms of type o N →∞;y 1 ,...,ys (1) . This is to emphasize that all other terms in our estimates are independent of N as well as the parameters appearing in them. We assume that N is a sufficiently large prime with respect to any quantity depending only on the initial data, the dimension d, the pattern E, and the relative density α of the set A, a quantity which is fixed throughout of the paper. Also, as all error terms arising in applications of the linear forms condition for the measures ν b are independent of the choice of b, we write in certain places ν = ν b for the purpose of simplifying the notation.
BASIC PROPERTIES OF PARAMETRIC WEIGHT SYSTEM AND THEIR EXTENSIONS
In this section we define the type of parametric systems and associated families of measures we encounter later and discuss their basic properties such as symmetry and stability. We also discuss the type of extensions of such systems which arise in our induction process.
2.1. Parametric weight systems and stability properties. Recall the weight system ν = {ν f } f ∈H and the associated family of measures µ, {µ f } f ∈H constructed in the introduction relative to the pattern
where the formsL j f (x f ) depend exactly on the variables x f ; and also for e ∈ H d ,
Lemma 2.1. For all f ∈ H we have that:
(1) The following asymptotics hold:
(2) For any e ∈ H and g :
or equivalently
where π e : V J → V e is the natural projection.
The linear forms appearing on the right side are pairwise linearly independent as explained in the introduction and (2.1.1) follows from the linear forms condition. To show (2.1.2), let e ′ = J\e, x = (x e , x e ′ ) and write
where w(x e , x e ′ ) = f e ν f (x e∩f , x e c ∩f ).
By (2.1.1) we have that µ e (V e ) 1The Cauchy-Schwartz inequality then gives
The right hand side of this expression is a combination of four terms and (2.1.2) follows from the fact that each term is 1 + o N →∞ (1). Indeed the linear forms appearing in the definition of the density function dµ e (x e ) depend only on the variables x e and are pairwise linearly independent. All linear forms involved in w(x e , x e ′ ) depend also on the variables in x e ′ , while the ones in w(x e , y e ′ ) depend on the variables in y e ′ , and so these linear forms depend on different set of variables. Thus the linear forms appearing in the expression dµ e (x e )w(x e , x e ′ )w(x e , y e ′ ) are pairwise linearly independent and (2.1.2) follows from the linear forms condition. Note that the estimate is independent on the function g.
This result will allow us to consider sets
Next we define weight systems and associated families of measures depending on parameters. Let
be a family of linear forms with rational coefficients depending on the parameters q ∈ Q k and the variables x ∈ Q d+1 . We call the family pairwise linearly independent if no two forms in the family are rational multiples of each other then. If N is a sufficiently large prime with respect to the numerators and denominators of the coefficients of the linear forms L i (q, x), then the forms remain pairwise linearly independent when considered as forms over
We refer to the set Z = Z k N as the parameter space of the family L q .
For every e ∈ H d , let L q,e denote the set of linear forms L j (q, x) ∈ L q which depend only on the variables x e = (x j ) j∈e . We say that the family L q is symmetric if
where φ e ′ e : V e ′ → V e is the linear map defined in (1.5.4). Let L q be a symmetric family and for given
Since φ e ′ e 0 = φ ee 0 • φ e ′ e , we have that for all e, e ′ ∈ H d , and
If f ∈ H and e ∈ H d contains f , then let j e (f ) denote the set of all indices 1 ≤ j ≤ t for which the form L j e (q, x e ) depends exactly on the variables x f = (x j ) j∈f . Assume that |f | < d and f ⊆ e ∩ e ′ where e, e ′ ∈ H d and e = e ′ . If j ∈ j e (f ) then
, where π ef : V e → V f is the natural projection. Then by (1.5.6) we have that (φ e ′ e (x e ′ )) f = x f and hence
for any x e ∈ V e , x e ′ ∈ V e ′ , so that π ef (x e ) = π e ′ f (x e ′ ) = x f . In particular the form L j e ′ (q, x e ′ ) depends exactly on the variables x f and j ∈ j e ′ (f ). This shows that j e (f ) = j e ′ (f ); we will write j(f ) = j e (f ) and
Let L q be a pairwise independent, symmetric family of linear forms defined on a parameter space Z, and let L q,e be the set of forms defined in (2.1.5) for e ∈ H d . With an abuse of notion (designed to emphasize the parametric dependence), define the corresponding parametric weight system ν q = {ν q,f } f ∈H,q∈Z and family of measures µ q , {µ q,f } f ∈H,q∈Z as follows. For given f ∈ H q ∈ Z let
and note that for e ∈ H d
.
and for a set G ⊆ V J let
with the density function given by
A crucial observation is that many of the properties of the measure system {µ f } still hold for well-defined measure systems {µ q,f } for almost every value of the parameter q ∈ Z. In order to formulate such statements one needs to have a measure ψ on the parameter space Z with density function
where Y 1 (q), ..., Y t (q) are pairwise linearly independent rational linear forms. If the dimension of the space Z, the number of linear forms L j (q, x), Y l (q) ,and the magnitude of numerators and denominators of their coefficients are all bounded by a constant K , then we say that the parametric system ν q,f has complexity at most K. This quantity will control the dependence of the error terms in applications of the linear forms condition on various parameters. Lemma 2.2. Let {µ q,f } f ∈H,q∈Z be a well-defined parametric measure system of complexity at most K. 
Proof. To prove (2.1.13) consider the quantity
The above expression is a combination of four terms and note that the family of linear forms
} is pairwise linearly independent in the (q, x f , y f ) variables by our assumptions. Applying the linear forms condition gives that each term is 1 + o N →∞;K (1) and so E f = o N →∞;K (1) and (2.1.13) follows.
Now let e ′ = J\e, write x = (x e , x e ′ ) and arguing as in Lemma 2.1 we have
where w q (x e , x e ′ ) = f e ν q,f (x e∩f , x e ′ ∩f ).
Notice that the right hand side of the above inequality is independent of the function g; if we denote it by E(q, e) then (2.1.14) would follow from the estimate E q∈Z E(q, e) dψ(q) = o N →∞;K (1) . By the linear forms condition E q,xe dψ(q) dµ q,e (x e ) = 1 + o N →∞;K (1) ≤ 2, for N sufficiently large with respect to K.
Then by the Cauchy-Schwartz inequality one has
This is a combination of four terms, however each term again is 1 + o N →∞;K (1) as the linear forms defining dψ depend on the variables q while the ones defining dµ q,e depending also on the x e variables. On the other hand all linear forms appearing in the weight functions w q (x e , x e ′ ) (resp. w q (x e , y e ′ )) depend on the x e ′ (resp. y e ′ ) variables as well. Thus the family of all linear forms in the above expressions is pairwise linearly independent in the (q, x e , x e ′ , y e ′ ) variables.
2.2. Extension of parametric systems. During our iteration process we will encounter related parametric systems depending on more and more parameters. To describe their relationships we start with the following definition.
2 (q 2 , x)} be two families of linear forms defined on the parameter spaces Let us make a few immediate observations. Writing
The linear forms Y i (q 1 , q) defining φ(q, q 1 ) depend on (some of) the variables of q = (q i ) 1≤i≤k and are pairwise linearly independent. Similarly one may write for any f ∈ H
where the linear formsL j 2 (q 1 , q, x f ) defining the function w f (q, q 1 , x f ) depends on (some of) the variables q as well as on (all of) the variables x f . Note that if both systems are well-defined and symmetric then we have for all q 2 = (q 1 , q) ∈ Z 2 and e, e ′ ∈ H d w e (q 2 , x e ) = w e ′ (q 2 , φ e ′ e (x e ′ )).
(2.2.3)
Indeed this follows immediately from the fact that for every q 2 we have dµ q 2 ,e (x e ) = dµ q 2 ,e ′ (φ ee ′ (x e )) and dµ q,e (x e ) = dµ q,e ′ (φ ee ′ (x e )).
In the special case when
) is a family of linear forms, a parametric family
) is an extension if the set of forms in L q which are independent of q is exactly the family L. In this case, associated parametric systems of weights and measures are called the extensions of systems defined by the family of forms L.
Lemma 2.3. Let {µ f } f ∈H be a well defined measure system, and let {µ q,f } q∈Z,ψ be a well-defined parametric extension of {µ f } f ∈H with complexity at most K. Then for any f ∈ H and for any function
, the left side of (2.2.4) may be written as
Using the Cauchy-Schwartz inequality we estimate
Now the Cauchy-Schwatz inequality and (2.1.1) give
This last expression is a combination of 16 terms where each term is 1+o N →∞;K 2 (1) by the linear form conditions. Indeed the linear forms which can appear in any of these terms are
Note that the last 4 terms depend on both sets of variables (for exampleL i (q, x f ) depends both on q ∈ Z and on x f ∈ V f ), and hence the family of these forms are pairwise linearly independent in the (q, p, x f , y f ) variables. This Proves (2.2.4).
The proof of (2.2.5) is essentially the same. Set
Write Z 2 = Z 1 × Z, where Z = Z k N , and q 2 = (q 1 , q) for q 2 ∈ Z 2 . By (2.2.1) we estimate as above
The linear forms condition gives
so then we have
The point is that any linear formL i f (q 1 , q, x f ) depends both on the variables q and x f . Thus again the left side is a combination of 16 terms, each being 1 + o N →∞;K 2 (1) by the linear forms condition as all the linear forms involved in any of these expressions are pairwise linearly independent in the (x f , y f , q 1 , q, p) variables. Lemma 2.3 is an example of what we refer to as a stability property. It means that the extension measures µ (q 1 ,q),f are small perturbations of the measures µ q 1 ,f with respect to quantities which are independent of q.
Let (V, B, µ) be a measure space and let g : V → R be a function. An important construction, the so-called conditional expectation function is defined as
where B(x) ∈ B is the atom containing x. If µ(B(x)) = 0 then we set E µ (g|B)(x) = 1.
The complexity of the σ-algebra B, denoted by compl(B), is defined as the minimum number of elements of B which generates B. Note that the number of atoms of B is at most 2 compl(B) . Next we compare the conditional expectation functions of parametric systems.
Proof. Let m = 2 M and enumerate the atoms of B q 1 ,e as B 1 q 1 , ..., B m q 1 , allowing some of them to possibly be empty. For a fixed 1 ≤ i ≤ m define the functions
and for q 2 = (q 1 , q) ∈ Z 2 define the quantities
By Lemma 2.3 we have that
The left hand side of (2.2.6) takes the form
with the convention that if
If q 2 = (q 1 , q) / ∈ E then by (2.2.8)
by (2.2.9), hence the total contribution of such terms is bounded by 12m ε(N ) 1/4 = o N →∞;K 2 ,M (1).
(again by (2.2.9)), and then we have the estimate
This proves (2.2.6). The proof of inequality (2.2.7) proceeds the same way, here one needs to estimate the quantity
, thus the contribution of such terms to the right side of (2.2.10) is trivially estimated by
The rest of the terms are bounded by 8 ε(N ) 1/2 and (2.2.7) follows.
2.3. Box norms and symmetric extensions. Let e ∈ H d and suppose L q,e = (L 1 e (q, x e ), ..., L s e (q, x e )) is a pairwise linearly independent family of linear forms defined on V e , depending on parameters q ∈ Z. For e ′ ∈ H d define the family
where φ e ′ e : V e ′ → V e is the map defined in (1.5.4), and let
We write L t e ′ (q, x e ′ ) = L t e (q, φ e ′ e (x e ′ )) for the individual forms. Note that the family of forms L q is symmetric by definition, and it is referred to as the symmetrization of the family L q,e . An important fact is that the symmetrization of a pairwise linearly independent family L q remains pairwise linearly independent.
Indeed, assume that for some e 1 , e 2 ∈ H d the forms L t 2 e 2 (q, x e 2 ) and L t 1 e 1 (q, x e 1 ) are linearly dependent, meaning that for all x ∈ V J we have a relation of the form
where x e 1 = π e 1 (x) and x e 2 = π e 2 (x). Then both forms depend only on the variables x f = π e 1 f (x e 1 ) = π e 2 f (x e 2 ), where f = e 1 ∩ e 2 . In turn we have
thanks to (2.1.7). As the family L e 2 = L e • φ e 2 e is pairwise independent, we have that t 2 = t 1 and λ = 1, i.e., the two forms are identical.
Now let L q be a pairwise independent and symmetric family of forms, and also let L q,e be the set of forms in L q depending only on the variables x e . Suppose L q ′ ,e is a well-defined extension of the family L q,e . Then the symmetrization L q ′ is a well-defined symmetric extension of the family of forms L q .
Indeed, if e ′ ∈ H d , e ′ = e, then the forms L s e (q ′ , φ e ′ e (x e ′ )) give a well-defined extension of the family L s e ′ (q, x e ′ ) = L s e (q, φ e ′ e (x e ′ )) ∈ L q,e ′ . Note that for the associated family of measures we have dµ q ′ ,e ′ (x e ′ ) = dµ q ′ ,e (φ e ′ e (x e ′ )).
) = L t e ′ (q, x e ′ ) thanks to (2.1.7). Thus the construction is independent on the choice of e ∈ H d containing f .
Let us now describe a symmetric extension of a well-defined, symmetric system {ν q,f } q∈Z,f ∈H related to the weighted box norms, one which plays a critical role. Recall the box norm of a function g : V e → R for given e ∈ H d ′ , q ∈ Z is defined as
where the products are taken over all partitions f 1 · ∪f 2 = e and h 1 · ∪h 2 = f.
Let ∂e = {f ∈ H : f ⊆ e, |f | = |e| − 1} be the "boundary of e", and write
where u q,p,f (x f ) : V f → R is a function depending on p ∈ V e and the x f variables. Note that if |g| ≤ 1 then |u q,p,f | ≤ 1 for all f ∈ ∂e.
If one groups the factors corresponding to f 1 = ∅, h 1 = ∅ as well as the one corresponding to f 2 = ∅, h 2 = ∅, one may write the expression in (2.3.6) as
Define the parameter space q ′ = (q, p) ∈ Z ′ = Z × V e and the family of measures µ q ′ ,e with the density function dµ q ′ ,e (x) := w e (q ′ , x)dµ e (x), (2.3.9) and note that the expression in (2.3.7) takes the form for a given q ∈ Z g
Here · µ q ′ ,e denotes the inner product of the Hilbert space L 2 (V e , µ q ′ ,e ). The point of this representation is that if g νq,e
≥ ε (for some q ∈ Z), then g q , f ∈∂e u q ′ ,f q ′ ,e ε for some q ′ = (q, p). In other words, g correlates with a product of lower complexity (bounded) functions, which forms the basis of our energy increment argument later on.
, we have that
(2.3.11)
Notice that since
depends on some variables of both p and x. In fact it depends on all p f 1 as well as x f 2 variables.
Lemma 2.5. The family of linear forms
depending on the parameters q ′ = (q, p) ∈ Z × V e is pairwise linearly independent.
Proof. Assume thatL s f (q, p f 1 , x f 2 ) = λL t h (q, p h 1 , x h 2 ) for some λ = 0, for all q ∈ Z, p ∈ V e , x e ∈ V e . Then these two forms must depend on the same set of variables, implying that f 1 = h 1 , f 2 = h 2 and f = h. Restricting both forms to the subspace defined by
Since the family L q,e = {L s e (q, x e )} = {L s f (q, x f ); f ⊆ e, s ∈ s(f )} is pairwise independent, it follows that s = t and λ = 1, and so the two forms are identical. If d ′ = d then by applying the symmetrization procedure for the pairwise independent family of forms L q ′ ,e described in (2.3.1)-(2.3.5) we arrive at a well-defined and symmetric extension {L q ′ } q ′ ∈Z×Ve of the family of forms {L q } q∈Z . If d ′ < d then we modify the construction of the family L q ′ as follows. Fix e ′ ∈ H d which contains the edge e, and define L q ′ ,e ′ := L q ′ ,e ∪ L q,e ′ , where L q,e ′ consists of the forms L q which depend only on the variables x e ′ . The family L q ′ ,e ′ is a pairwise independent extension of the family L q,e ′ , and define L q ′ to be its symmetric extension. Note that the construction is independent of the choice of the face e ′ containing e, as we have explained above. This is the basic construction of pairwise independent, symmetric extensions which are used in our iteration process Next, we show that the box norms remain essentially unchanged for well-defined extensions. Lemma 2.6. Let {ν q,f } f ∈H,q∈Z be a parametric weight system with a well-defined extension {ν q ′ ,f } f ∈H,q ′ ∈Z ′ of complexity at most K. Then to any e ∈ H d and to any function g :
where g q (x) = g(q, x) and ψ ′ is the measure on Z ′ .
Proof. Let us write Z ′ = Z × Z k N and q ′ = (q, p), and also note that dψ ′ (q, p) = dψ(q)φ(q, p) where the linear forms defining the function φ(p, q) are all dependent on both the variables q and p. Similarly, for f ∈ H, we may write dµ q,p,f (x) = dµ q,e (x) w f (q, p, x) and note that the linear forms defining the weight function w f (q, p, x) depend both on the variables in p and in x. We have
= E x,r∈Ve ωe∈{0,1} e (g q ν q,e )(ω e (x, r))w e (q, p, ω e (x, r))
Then, with |g| ≤ 1, we see that
As explained in Lemma 2.5, the linear forms defining the functions dψ(q), ν q,f (ω f (x f , r f )) and
) are pairwise linearly independent. Now with the Cauchy-Schwartz inequality we have
Forsooth, this last expression is a combination of 16 terms, and again we argue that each term is 1 + o N →∞:K (1) by the linear forms condition. To see this, first group the terms according to which variables they are dependent upon. The forms in dψ(q), φ(q, p) and φ(q, p ′ ) depend on the q variables, both the q and p and both the q and p ′ variables, respectively, and are therefore pairwise linearly independent.
The underlying linear forms not yet accounted for depend on at least some of the x, r, x ′ , r ′ variables. The linear forms in W(q, p, x, r), ..., W(q, p ′ , x ′ , r ′ ) depend on some of the p, p ′ variables and are independent of the forms appearing in
) which depend only on the x, r, x ′ , r ′ variables.
Finally, the linear formsL f (q, ω f (x f , r f )) for f ∈ H, ω f ∈ {0, 1} f are pairwise linearly independent, and so are the formsL ′ f (q, p, ω f (x f , r f )) defining the weight functions w f (q, p, ω f (x f , r f )). Thus the family of linear forms defining the "big" weight functions W(q, p, x, r), ..., W(q, p ′ , x ′ , r ′ ) are also pairwise independent. This shows that
νq,e 2 = o N →∞;K (1), and in turn there exists a set E = E(g) ⊆ Z ′ of measure ψ ′ (E) = o N →∞;K (1) such that, for q ′ = (q, p) / ∈ E, we have
Because the left hand side of (2.3.15) is at least
it follows that g q ν q ′ ,e = g q νq,e + o N →∞ (1)
We also need to show that the analogue of (2.2.6) holds when the · L 2 (µq,e) norm is replaced by the more complicated · νq,e norms.
Lemma 2.7. Let {ν q,f } f ∈H,q∈Z be a parametric weight system and let {ν q ′ ,f } f ∈H,q ′ ∈Z ′ be a well-defined extension of {ν q,f } f ∈H,q∈Z of complexity at most K. For q ∈ Z and e ∈ H d , let B q,e be a σ-algebra of complexity at most M , for some fixed constant M > 0. Then
Proof. First we show that for any family of sets A = (A q ) q∈Z , A q ⊆ V e there is a set
To see this, first note that for q ′ = (q, p) ∈ Z ′ one has
Arguing as in Lemma 2.6, we see that
and (2.3.17) follows.
Now let {B
be the atoms of B q,e and define the quantities
) is a set of measure o N →∞;M,K (1). , in the sense that
Using the facts that
for a set of positive measure of parameters q. The procedure is carried out in a similar way the un-weighted case [17] and is based on iterating an energy increment argument; the difference being that at every step of the iteration process one has to pass to an extension of the parametric system at the previous stage.
Let (V, B, µ) be a measure space on a finite set V . If f : V → R is a given function, then its energy with respect to the measure µ is defined as the quantity
. Suppose now that we have a family of σ−algebras B e on V e for e ∈ H d ′ of complexity at most M d ′ , and also family of σ-algebras B f of V f for f ∈ H d ′ −1 . Let {µ f } f ∈H be a family of measures. Then the total energy of the system (µ f , B e , B f ) is defined to be the quantity
If the measures µ e are approximately probability measures, e.g., if we have µ e (V e ) ≤ 2 for all e ∈ H d ′ , then the total energy of the system is crudely bounded by 2 d+1 2 2
The key step in the iteration procedure is given in the following 
Assume there is a set Ω ⊆ Z of measure ψ(Ω) ≥ c 1 > 0, so that for each q ∈ Ω we have 1 Gq,e − E µq,e (1 Gq,e | f ∈∂e
for some e ∈ H d ′ and G q,e ∈ B q,e .
For N sufficiently large with respect to the parameters η and M d ′ , there exists a well-defined, symmetric extension {µ q ′ ,f } q ′ ∈Z ′ ,f ∈H of the system {µ q,f } of complexity K ′ = O(K), and a set
(1) We have
where ψ ′ is the measure on the parameter space Z ′ .
The meaning of the above lemma is that if there is a large "bad " set Ω of parameters q for which some set G q,e ∈ B q,e are not sufficiently uniform with respect to the lower complexity σ−algebras f ∈∂e B q,f , then the total energy of the system will increase by a fixed amount when passing to a well defined extension (B q ′ ,e , B q ′ ,f , µ q ′ ,e ) for all q ′ = (q, p) ∈ Ω.
Proof.
Let Ω e be the set of all q ∈ Ω for which the inequality (3.1.2) holds for some G q,e ∈ B q,e . By our assumption Ω = e∈H d ′ Ω e , there is an e ∈ H d ′ for which ψ(Ω e ) ≥ 2 −d−1 c 1 . Fix such an e and fix G q,e for which (3.1.2) holds for each q ∈ Ω e . Let
Then as in (2.3.6) we have for each q ∈ Ω e that g q
where u q,p,f : V f → [−1, 1] are functions and {µ (q,p),e } (q,p)∈Z ′ is the family of measures on V e depending on the parameters (q, p) ∈ Z ′ = Z × V e defined in (2.3.8)-(2.3.9). As explained after the Lemma 2.5, there is a well-defined, symmetric extension L q ′ of the family of linear forms L q defining the system {ν q,f }. Let {ν q ′ ,f } q ′ ∈Z ′ ,f ∈H and {µ q ′ ,f } q ′ ∈Z ′ ,f ∈H denote the associated system of weights and measures. It is clear from (3.1.8) that the measure ψ ′ on Z ′ has density function dψ ′ (q, p) = dµ q,p (p) dψ(q).
We show that there is a set
By Lemma 2.2 we have that µ q,e (V e ) = 1 + o N →∞;K (1) ≤ 2 for q / ∈ E 1 where E 1 ⊆ Ω is a set of measure ψ(E 1 ) = o N →∞;K (1). Thus for q ∈ Ω e \E 1 = Ω e,1 we have by (3.1.8) that
where by (3.1.8) and (3.1.9) we have
The function w q,p (x) is the product of weight functions of the form ν(L(q, p, x)) depending on both variables in p, x. Thus, using the bounds |g q |, |u q,p,f | ≤ 1, one has
by the linear forms condition, as the factors in the product depend on different sets of variables. Thus for given T ≥ 2 we have
Now by (3.1.13) and the fact that ψ(Ω e,1 )
for the set
Since |u q ′ ,f | ≤ 1, consideration of the decomposition of each function u q ′ ,f into its positive and negative parts yields that
For a given f ∈ ∂e and some 0 ≤ t f ≤ 1 , let 
where t = (t f ) f ∈∂e . Accordingly the integrand must be at least 2 −d−2 η for some value of the parameter t.
Fix such a t = (t f ) and write U q ′ ,f for U q ′ ,t f for simplicity of notation. For q ′ = (q, p) ∈ Ω ′ 1 , define B q ′ ,f to be the σ−algebra generated by B q,f , and the
The function f ∈∂e 1 U q ′ ,f is constant on the atoms of the σ−algebra f ∈∂e B q ′ ,f , and therefore we have for
for q ′ ∈ Ω ′ 1 . Hence, by (3.1.7) and (3.1.15) it follows that
Then, by the Cauchy-Schwartz inequality,
Since B q,f ⊆ B q ′ ,f , for q ′ = (q, p), (3.1.17) is equivalent to
Finally, by a further invocation of Lemma 2.4 there is a set
For f ∈ H d−1 , f / ∈ ∂e, and q ′ = (q, p), set B q ′ ,f := B q,f and we can define the exceptional set E 3 to have
Being that B q,f ⊆ B q ′ ,f , we obtain the energy increment for every q ′ = (q, p) ∈ Ω ′ 4 ,
for N sufficiently large with respect to K, M d ′ and η. Moreover, by setting Ω ′ := Ω ′ 4 we have
This proves the lemma.
Iterating the above lemma leads to a parametric family of σ−algebras and measures such that the sets G q,e become sufficiently uniform with respect to them. The associated decomposition of their indicator functions is sometimes referred to as a Koopman-von Neumann type decomposition [17] . For N sufficiently large with respect to the constants δ, c 0 ,
(3.1.22) (3) For all q ′ = (q, p) ∈ Ω ′ , e ∈ H d ′ and G q,e ∈ B q,e we have 2 such that for all q ∈ Ω 1 , inequality (3.1.24) holds for all σ−algebras B q,f = B q,f , and then the conclusion of the lemma holds for the system {µ q,f }, {B q,f } and the set Ω 1 . Otherwise there is a set Ω 2 ⊆ Ω of measure ψ(Ω 2 ) ≥ c 1 2 such that for each q ∈ Ω 2 there is an e ∈ H d ′ and a G q,e ∈ B q,e for which the inequality (3.1.24) fails. Then by Lemma 3.1, with η = δ 2 d , there is a well-defined extension {µ q ′ ,f } q ′ ∈Z ′ ,f ∈H and a family of σ−algebras
N , for which (3.1.21) − (3.1.23) hold. The total energy of the extended system is at least δ 2 d ′ +1 × 2 −2d−10 larger than that of the system {µ q,f } q∈Z,f ∈H , i.e., inequality (3.1.5) holds. If there is a set
such that for all q ′ = (q, p) ∈ Ω ′ 1 , e ∈ H d and G q,e ∈ B q,e we have that inequality (3.1.24) holds, then the conclusions of the lemma hold for this new system.
In general, by the above argument, there are two possible cases for any well-defined extension of {µ q ′ ,f } q ′ ∈Z ′ ,f ∈H and σ-algebras {B q ′ ,f } q ′ ∈Z ′ ,f ∈H d ′ −1 for which the statements (3.1.20)-(3.1.23) hold :
such that for all q ∈ Ω ′ 1 and e ∈ H d ′ , G q,e ∈ B q,e the inequality (3.1.24) holds.
• Case 2: There is a well-defined, symmetric extension {µ q ′′ ,f } q ′′ ∈Z ′′ ,f ∈H together with a family of σ−algebras
1.23) hold, and total energy of the system (µ q ′′ ,f , B q,e , B q ′′ ,f ) is at least δ 2 d ′ +1 2 −2d−10 larger than that of the system (µ q ′ ,f , B q,e , B q ′ ,f ). Now begin an iteration process with the original system (µ q,f , B q,f ) and at any stage of the iteration if we have the first case then the conclusions of the lemma hold for the set Ω ′ 1 . In the second case, replace the system (µ q ′ ,f , B q ′ ,f ) with its extension (µ q ′′ ,f , B q ′′ ,f ). The iteration must stop in O M ′ d ,δ (1) steps and the system obtained satisfies the conclusion of the lemma, as at each stage the error terms obtained are
is the complexity of the family of linear forms L q ′ defining the system µ q ′ ,f .
3.2. Hypergraph regularity Lemmas. The shortcoming of Lemma 3.2 is that the complexity of the σ-algebras B q,f might be very large with respect to the parameter δ, which measures the uniformity of the graphs G q,e . This issue can be taken care of with an iteration process, obtaining the following result (see also [17] ).
Lemma 3.3 (Preliminary regularity lemma.). Let
be positive constants and let F : R + → R + be a non-negative, increasing function, possibly depending on ε. Suppose {µ q,f } q∈Z,f ∈H is a well-defined, symmetric family of measures of complexity at most K, and {B q,e } q∈Z,e∈H d ′ is a family of σ−algebras on V e so that
Also let Ω ⊆ Z be a set of measure ψ(Ω) ≥ c 0 .
If N is sufficiently large with respect to the parameters ε, c 0 ,
Moreover there is a set Ω ⊆ Z such that the following holds.
(1) One has
For all q ∈ Ω, q = π(q), e ∈ H d ′ and G q,e ∈ B q,e we have
Proof. Let {µ q ′ ,f } q ′ ∈Z ′ , f ∈H be a well-defined, symmetric extension of the initial system {µ q,f } defined on a parameter space
and apply Lemma 3.2 to the system
This generates a well-defined, symmetric extension {µ q,f } q∈Z,f ∈H and a family of σ-algebras
3) and (3.2.5) as long as the parameters (1) . There are two possible cases.
• Case 1: There exists a set Ω 1 ⊆ Ω of measure ψ(Ω 1 ) ≥ ψ(Ω)/2 such that (3.2.4) holds for all q ∈ Ω 1 . In this case the conclusions of the lemma hold for the system (µ q,f , B q,f , B ′ q,f ).
• Case 2: There is a set Ω 2 ⊆ Ω of measure ψ(Ω 2 ) ≥ 1 2 ψ(Ω) so that inequality (3.2.4) fails for all q ∈ Ω 2 . Then, thanks to the stability condition (3.1.23) and the fact that B q ′ ,f = B q,f ⊆ B ′ q,f , we have for q ∈ Ω 2 , q ′ = π ′ (q), and q = π(q) that e,Gq,e
where the summation is taken over all e ∈ H d ′ and G q,e ∈ B q,e .
For sufficiently large N we then have that the total energy of the system (µ q,f , B q,e , B ′ q,f ) is at least
2 larger than that of the system (µ q ′ ,f , B q,e , B q ′ ,f ), where q ′ = π(q), for every q ∈ Ω 2 . In this case, set
, and B q ′ ,f := B ′ q,f and repeat the above argument. Starting with the original system (µ q,f , B q,e , B q,f = {∅, V f }), run the above iteration argument any time we are in Case 2. The number of iterations is at most
, as the total energy of any of the systems
, hence at the last iteration we must have Case 1, obtaining a system (µ q,f , B q,f , B ′ q,f ) which satisfies the conclusions of the lemma.
This lemma is more widely applicable than Lemma 3.2 as the uniformity of the hypergraphs G q,e with respect to the (fine) σ−algebras B ′ q,e can be chosen to be arbitrarily small with respect to the complexity of the (coarse) σ−algebras B q,e , while the approximations E µ q,e (1 Gq,e | B ′ q,e ) and E µ q,e (1 Gq,e | B q,e ) stay very close in L 2 (µ q,e ).
In order to obtain a counting and a removal lemma starting from a given measure system {µ q,e } and σ−algebras {B q,e } we need to further regularize the elements of the σ−algebras B q,f with respect to some σ−algebras defined on lower dimensional edges and an appropriate extension of the measure system. This is done by applying Lemma 3.3 inductively, and provides us with the final form of the regularity lemma we obtain. Let us call a function F : R + → R + a growth function if it is continuous, increasing, and Provided N is sufficiently large in terms of the function F and the parameters M d ′ , K and c 0 , there exists a well-defined, symmetric extension {µ q,f } q∈Z,f ∈H of the system {µ q,f } of complexity at most
, and a set Ω ⊆ Z so that the following hold.
for each 1 ≤ j < d ′ , f ∈ H j , and q ∈ Z.
(3) For all 1 ≤ j ≤ d ′ , q ∈ Ω, e ∈ H j and A q,e ∈ B q,e (with B q,e := B q,e , q = π(q) if j = d ′ ), one has . This gives a well-defined, symmetric extension
hold for all q ′ = (q, p) ∈ Ω ′ , e ∈ H d ′ , and A q ′ ,e ∈ B q ′ ,e = B q,e .
Here
Apply the induction hypothesis to the system {µ
, the growth function F , and the set Ω ′ , obtaining an extension {µ q,f } q∈Z,f ∈H together with the family of σ−algebras {B q,f ⊆ B ′ q,f } q∈Z, f ∈H j such that (3.2.10) -(3.2.12) hold for j < d ′ − 1 with constants
For f ∈ H d ′ −1 , and q ∈ Z , set B q,f := B q ′ ,f , and B ′ q,f = B ′ q ′ ,f with q ′ = π(q) and π : Z → Z ′ the natural projection. By the stability properties (2.2.5),(2.2.6), and the triangle inequality we have 2.16) for all q ∈ Ω\E 1 , e ∈ H d ′ , and A q ′ ,e ∈ B q ′ ,e = B q,e (q ′ = π(q)). Here E 1 ⊆ Ω is a set of measure
Similarly using the stability properties (2.3.13) and (2.3.15) of the box norms with respect to well defined extensions, one has the estimate 2.17) for all q ∈ Ω\E 2 , e ∈ H d ′ and A q ′ ,e ∈ B q ′ ,e = B q,e (q ′ = π(q)), where E 2 ⊆ Ω is a set of measure
for a sufficiently rapidly growing function F * depending only on F . Then, if N is sufficiently large with respect to M d ′ and N , inequalities (3.2.11), (3.2.12) follow from (3.2.13) and (3.2.14) for j = d ′ and q ∈ Ω\(E 1 ∪ E 2 ). The rest of the conclusions of the Proposition are clear from the construction.
4. THE COUNTING AND THE REMOVAL LEMMA 4.1. The Counting Lemma. As we have mentioned in the introduction, the key to prove our main result is to prove and apply appropriate removal lemma to the family of hypergraphs {A e } e∈H constructed in section 1.4. In this section we prove a counting and removal lemma for well defined parametric systems. We closely follow the approach of [17] (see section 3 there) as the arguments generalize in straightforward manner to the weighted setting.
Let {A e } e∈H d be a family of hypergraphs, B e = {A e , A c e , ∅, V e } be the σ−algebras generated by term, and let {ν f } f ∈H be a well-defined family of weights and {µ f } f ∈H be the associated family of measures. 4 Take M d > 0 and F : R + → R + be a growth function to be determined later and apply Proposition 2 with d ′ = d to obtain a well-defined, symmetric parametric extension {µ q,f } q∈Z,f ∈H together with σ−algebras {B q,f ⊆ B ′ q,f } q∈Z,f ∈H and a set Ω ⊆ Z such that (3.2.7)-(3.2.12) hold. Note that the complexity of the system as well as the σ-algebras is O M d ,F (1). We consider the system µ q,f , the σ-algebras B q,f , B ′ q,f as well as their atoms A q,f , as fixed for the rest of this section.
where A q,f is an atom of the σ−algebra B q,f , and let B q = f ∈H B q,f be the σ−algebra generated by all such sets. An important result, the so-called counting lemma [17] , [4] , [13] , states that the measure of "typical" atoms A q = ∩ f ∈H A q,f of the σ−algebra B q (for most values of q in our settings.) can be approximately determined. Let us be more precise and define the relative densities
(4.1.1) (1) If |f | = j, then |f | = 1.
It is worth noting that it would be more natural to define
and replace the left hand side of (4.1.2) by δ q,f , similar as in [17] , however the above definitions are more suited to the statements of Proposition 2. Also, by Lemma 2.2 these quantities differ only by a negligible amount for most values of parameter q.
Proposition 3 (Counting lemma). There is a set
Thus if F is sufficiently rapidly growing and M d is sufficiently large with respect to d, and if N is sufficiently large, then A q is nonempty. In fact
The proof proceeds by induction and uses the Cauchy-Schwartz inequality, causing to double certain sets of variables. As a consequence, we need a generalization of Proposition 3 which requires the following definition.
Definition 4.2 (Weighted hypergraph bundles over H).
Let K be a finite set together with a map π : K → J, called the projection map of the bundle. Let G K be the set of edges g ⊆ K such that π is injective on any g and π(g) ∈ H.
For any g ∈ G K , write
and define the weight functions ν q,g :
and the associated measures µ q,g with density functions
The total measure measure µ q,K on V K is given by
A hypergraph G ⊆ G K which is closed in the sense that ∂g ∈ G for every g ∈ G, together with the spaces V g and the weight functions µ q,g for g ∈ G is called a weighted hypergraph bundle over H. The quantity d ′ = sup g∈G |g| is called the order of G.
Note that the underlying linear forms defining the weight system {ν q,g } q∈Z,g∈G K , x g ), are pairwise linearly independent and the system of weights
is well-defined. 
Note that Proposition 3 is the special case when K = J, π is the identity map and G = H.
Proof. We use a double induction. First we induct on d ′ ,, the order of G (note that d ′ ≤ d), and then, fixing K and π, we induct on the number of edges r := |{g ∈ G : |g| = d ′ }|.
To start, assume that d ′ = r = 1, so that G = {k} and j = π(k) ∈ J. The left hand side of (4.1.7) becomes
for q / ∈ E ⊆ Z, where E is a set of measure ψ(E) = o N →∞;M d ,K,F (1). The second and fourth equalities follow from Lemma 2.2 using the fact that the family of measures {µ q,g } is well-defined. The third equality holds because V K = V j and
Let {A q,e } e∈H be a regular collection of atoms for q ∈ Ω, and define the functions b q,e , c q,e : V e → R for e ∈ H by b q,e := E µq,e (1 Aq,e | f ∈∂e on this set. Let g 0 ∈ G such that |g 0 | = d ′ and use (4.1.11) to write
and consider the contribution of the terms separately
Consider the first main term M q . By the second induction hypothesis we have
and then M q agrees with the right side of (4.1.4). We continue to estimate the second error term by
where f q,g 0 = c q,π(g 0 ) ν q,g 0 and f q,g = h q,g ν q,g , for g ∈ G, g = g 0 and |g| = d ′ for a function h q,g of magnitude at most 1. Thus we have |f q,g | ≤ ν q,g for all g ∈ G, |g| = d ′ . Note that we are essentially in the situation of Proposition 1, the generalized von Neumann inequality. Indeed applying the Cauchy-Schwartz inequality d ′ times successively in the variables x j , j ∈ g 0 , as in the appendix, to clear all functions f q,g (x g ) which does not depend on at least one of these variables, we obtain 1.12) where setting
Note that the first term on the right hand side of (4.1.12) is O(F (M 1 ) 2 −d ′ ) by (3.1.13) and (4.1.7). To estimate the second term we apply the Cauchy-Schwartz inequality one more time to see that it is o N →∞;M d ,K,F (1) for q / ∈ E 1 , E 1 being a set of measure o N →∞,M d ,K,F (1) using the fact that the underlying linear forms are pairwise linearly independent in the variables (q, x g 0 , y g 0 , x K ′ ).
Finally we estimate the error term E 1 q defined as
Taking absolute values and discarding all factors 1 A q,π(g) (x g ) for |g| = d ′ , g = g 0 , one estimates
, we may write
and apply the Cauchy-Schwartz inequality to get
The first factor on the left side of (4.1.14) is estimated by
Let f 0 = π(g 0 ), since π : g 0 → f 0 is injective and V g 0 = V f 0 , we may write the expression in (4.1.15), by re-indexing the variables x g to x f for g ⊆ g 0 , f = π(g), as
where the inequality follows from by assumption (4.1.2) on regular atoms. By the induction hypothesis we further estimate the right side (4.1.16) as
The second factor in (4.1.14) may be expressed in terms of a hypergraph bundleK over K, involving the construction in [17] . LetK = K 0 ⊕ g 0 K, the set K ×{0, 1} with the elements (k, 0) and (k, 1) are identified for k ∈ g 0 . Let φ :K → K be the natural projection, and π • φ :K → J be the associated map down to J. Let G 0 = {g ∈ G, g ⊆ g 0 } and G ′ = {g ∈ G, g ⊆ g 0 , |g| < d ′ } and define the hypergraph bundleG onK to consist of the edges g × {0} and g × {1} for g ∈ G 0 ∪ G ′ , two edges bing identified for g ∈ G 0 . Define the weightsν q,g×{i} (x g×{i} ) := ν q,g (x g×{i} ), (4.1.18) for q ∈ Z, g ∈ G K , i = 0, 1, that is for all edgesg ∈ GK, and letμ q,g×{i} be the associated family of measures. Then we have for the second factor appearing in (4.1.14) (with h 0 := K\g 0 )
Indeed, when expanding the square of inner sum in (4.1.17) we double all points in K\g 0 thus we eventually sum over xK ∈ VK, also double all edges g ∈G to obtain the edges g × {0}, g × {1}. As for the weights, the procedure doubles all weights ν q,g (x g ) for g ⊂ g 0 , g ∈ G K to obtain the weights ν q,g (x g×{i} ) for i = 0, 1 while leaves the weights ν q,g (x g ) for g ⊆ g 0 unchanged. The order ofg is less than d ′ thus by the first induction hypothesis, we havẽ 
. Combining the bounds (4.1.17) and (4.1.20) we obtain the error estimate
. This closes the induction and the proposition follows.
Hypergraph Removal Lemma.
We turn now to the hypergraph removal lemma. Start from a family of hypergraphs {A e } e∈H d , weights {ν f } f ∈H and associated measures {µ f } f ∈H and a parameter α > 0. Then to given M d > 0 and F : R + → R + , there is a family of measures {µ q,f } q∈Z,f ∈H , µ q and σ−algebras {B q,f } q∈Z,f ∈H such that both regularity and the counting lemma holds for q ∈ Ω, for a set
In this setting, our aim is to prove the following.
Proposition 4 (Parametric hypergraph removal lemma).
If N is sufficiently large with respect to the pa-
and there is a constant δ = δ(α) > 0 so that the following holds for every q ∈ Ω\E . If 
The proof of this lemma is almost exactly the same as in the un-weighted (and non-parametric) case given in [17] (see Theorem 1.13). We recall the details of the proof for the sake of completeness.
For any atom A q,f ∈ B q,f , let B q,f,A q,f be the union of all sets of the form g ⊆f A q,g for which (4.2.2) or (4.2.3) fails, i.e., either
(4.2.6) For any atom A q,e ∈ B q,e , e ∈ H j we now claim that
for q / ∈ E 1 , where 
assuming that N is sufficiently large. The first equality follows from Lemma 2.2 applied simultaneously to the functions 1 Aq,e g e 1 Aq,g : Z × V e → [0, 1] for all families {A q,g } g e , and the third line uses Lemma 2.1 and the fact that the sets g e A q,g are disjoint for different families of atoms.
Similarly, one estimates the contribution of those sets g e A q,g for which (4.2.6) fails as follows. 
. This shows, choosing M d sufficiently large, that most atoms are regular. Another fact we need is that the measure of regular atoms is not too small. Indeed by (4.1.2), (4.1.4), we have that for q ∈ Ω and a regular atom A q = ∩ e∈H A q,e , 
Proof of Proposition 4.
Let Ω ′ = Ω\(E 1 ∪ E 2 ) where E 1 and E 2 are the exceptional set which appears after estimates (4.2.8)-(4.2.9) and let q ∈ Ω ′ . Note that the sets B q,f,A q,f = π −1 e (B q,f,A q,f ) for f ⊆ e as their indicator function depend only on the variables x e . For given e ∈ H define the sets 2.12) and E ′ q,e = A e \E q,e . From estimate (4.2.10) we have that
and a growth function
and moreover (4.2.11) holds. Then for every regular atom
2 . If (4.2.1) holds then the set ∩ e∈H d A e cannot contain any regular atoms. On the other hand all irregular atoms are contained in one of our sets E q,e thus 
PROOF OF THE MAIN RESULTS
In this section we make the heuristics sketched in the introduction precise to obtain our main results. Many of these arguments are standard and we follow the treatment in [2] . Note that we can assume that the pattern E is primitive in the sense that tE Z d for any 0 < t < 1, as any simplex is a dilate of a primitive one. To any simplex E ⊆ Z d there exists a constant τ (E) > 0 such that the following holds. (1)). Thus, for N sufficiently large with respect to α and E, we have that
By Dirichlet's theorem on primes in arithmetic progressions the number of n ∈ [1, We argue that
for some positive constant δ ′ (α) depending only on α (and the initial data d and E). By Proposition 4 there exists a well-defined, symmetric extension {µ q,f } f ∈H,q∈Z and a set Ω ⊆ Z such that (4.2.1)-(4.2.4) holds for a given α ′ > 0 for q ∈ Ω, as long as N ′ is sufficiently large with respect to α ′ . Assume, now that inequality (5. 1 Ae (x e ) dµ q (x) < 2δ ′ (α) = δ(α ′ ).
For q ∈ Ω ′ let E ′ q,e ⊆ V e be the sets appearing in (4.2.2)-(4.2.3). Fix e 0 ∈ H d and let E q,e := φ ee 0 (E ′ q,e ) ⊆ A e 0 . Note that by (4.2.2) and the symmetry of the measure system we have µ q,e 0 (A e 0 \E q,e ) = µ q,e (A q,e \E ′ q,e ) ≤ α ′ .
Then by (5.5) there must be a point x e 0 ∈ A e 0 which is not in any of the sets A e 0 \E q,e hence it must be in E q,e for all q ∈ H d . This implies that x e := φ e 0 e (x e 0 ) ∈ E ′ q,e . Now if p 0 := L e 0 (x e 0 ) and if x = Ψ ( p 0 ), then by (1.5.4)-(1.5.5) we have that π e (x) = x e ∈ E ′ q,e for all e ∈ H d which contradicts (4.2.2). Thus inequality (5.4) must hold for q ∈ Ω ′ . For x ∈ V J so that x e = π e (x) ∈ A e for all e ∈ H d , we have that p e := L e (x e ) ∈ A ′ + (N ′ Z) d when considered as rational linear maps, that is the constellation E(x) := {p e ; e ∈ H d } ⊆ A ′ + (N ′ Z) d . Since E(x) is an affine copy of E and A ′ is contained in a cube of size ε 2 N ′ we have that E(x) ⊆ A ′ or E(x) − N ′ E ⊆ A ′ , thanks to Lemma 5.1 (assuming without loss of generality that E is primitive). For any such point x we have that dµ(x) = 
Since in Z. First let us write the rational linear forms as L e,Q when we are working in Q and L e when we are working in Z N . Recll we are considering only when x e is integral i.e. L e,Q (x e ) ∈ Z. First, recall that if N is sufficiently large prime then are bounded, let q be the least common multiple of all denominators of the coefficients of all linear forms appeared. If N is a sufficiently large prime then gcd q, N = 1 then L e,Q = q −1 L ′ e,Q for some L ′ e,Q whose coefficients are all integers, indeed
APPENDIX A. BASIC PROPERTIES OF WEIGHTED BOX NORMS
In this appendix we describe some basic facts about the weighted version of Gowers's box norms defined in (1.6.2) for functions F : V e → R. We will assume e = {1, . . . , d} =: [d] , and V = V [d] = Z d N without loss of generality. To show that these are indeed norms (for d ≥ 2) let us define a multilinear form referred to as the weighted Gowers's inner product. Let F ω : V e → R for ω ∈ {0, 1} e , be a given family of functions and define F ω , ω ∈ {0, 1} d pairwise linearly independent as our system is well-defined. Assuming it holds for i separating the factors independent of the x i+1 variable, replacing the function F e i+1 with ν e i+1 , and applying the Cauchy-Schwartz inequality we double the variable x i+1 to the pair (x i+1 , y i+1 ) and each factor G Thus, as F e 0 ≤ ν e 0 , to prove (1.6.3) it is enough to show that
This, similarly as in [6] , can be done with one more application of the Cauchy-Schwartz inequality leading to 4 terms involving the "big" weight functions W and W 2 . Each terms is however 1 + o N →∞ (1) by the linear forms condition, as the underlying linear forms are pairwise linearly independent. Indeed the forms L f (ω f (x f , y f ) are pairwise independent for f ⊆ 
