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Abstract
In the admission control problem we are given a network and a set of connection requests, each of which is associated with a
path, a time interval, a bandwidth requirement, and a weight. A feasible schedule is a set of connection requests such that at any
given time, the total bandwidth requirement on every link in the network is at most 1. Our goal is to find a feasible schedule with
maximum total weight.
We consider the admission control problem in two simple topologies: the line and the tree. We present a 12c-approximation
algorithm for the line topology, where c is the maximum number of requests on a link at some time instance. This result implies
a 12c-approximation algorithm for the rectangle packing problem, where c is the maximum number of rectangles that cover
simultaneously a point in the plane. We also present an O(log t)-approximation algorithm for the tree topology, where t is the size
of the tree. We consider the loss minimization version of the admission control problem in which the goal is to minimize the weight
of unscheduled requests. We present a c-approximation algorithm for loss minimization problem in the tree topology. This result is
based on an approximation algorithm for a generalization of set cover, in which each element has a covering requirement, and each
set has a covering potential. The approximation ratio of this algorithm is Δ, where Δ is the maximum number of sets that contain
the same element.
© 2006 Published by Elsevier B.V.
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1. Introduction
1.1. The problems
Real-time network applications that rely on continues streaming (e.g., video on demand and video conferencing)
are extremely popular. The provisioning of quality of service for such applications may require advance reservations
prior to the time they are needed. This service is not only useful for applications, but may also help in planning the
allocation of resources. Recently, advance reservation of network resources was the subject of many studies (e.g.,
[20,25–27]). For more details about advance reservations in networks we refer the reader to [1,22].
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short). In this problem we are given a network and a set R of n connection requests from clients. Each request j is
associated with a pair of source and destination, a time interval, and a bandwidth requirement, or demand, dj ∈ [0,1].
(Note that since there are only 2n interesting time instances, we may assume that the start time and end time of each
request are integral.) Lewin-Eytan et al. [22] focused on simple networks, the line and the tree, in which there is
only one path in the network that connects the source to the destination. A feasible solution, or schedule, is a set of
connection requests such that at any given time, the total demand on every link in the network does not exceed 1.
Request j is also associated with a positive weight (or profit) w(j) that may be gained by accommodating it. Given a
subset S ⊆ R, we denote by w(S) the total weight of S, i.e., w(S) =∑j∈S w(j). Our goal is to find a schedule with
maximum total weight.
Lewin-Eytan et al. [22] observed that AC is two-dimensional in the following sense. Each request has a spatial
dimension that is determined by its route in the network, and a temporal dimension that is determined by its time
interval. In fact, they observed that in the line topology each request can be viewed as an axis parallel rectangle in
the plane, where the projection on the x-axis represents a path on the line, and the projection on the y-axis represents
a time interval. Hence, AC with unit demands in the line topology is equivalent to maximum weight independent
set (MWIS) on axis-parallel rectangles, in which we are required to find a maximum weight set of non-intersecting
rectangles. A similar claim can be made in the case where non-unit demands are allowed. That is, AC in the line
topology is equivalent to the rectangle packing problem (RP), in which we are given a set of rectangles, where each
rectangle j has a demand dj , and our goal is to find a maximum weight set of rectangles such that the total demand
on every point in the plane is bounded by 1.
In this paper we consider the loss minimization version of the admission control problem (LM-AC) in which the
goal is to minimize the weight of unscheduled requests. In this context we actually address a more general version
of the admission control problem in which the capacities of the links may differ and even change over time. In this
case each pair of link e and time instance t is associated with a capacity C(e, t), and a schedule is feasible if the total
demand of scheduled requests containing e at time t is at most C(e, t) for every link e and time instance t .
We present a reduction from LM-AC in the tree topology to a covering problem we call generalized set cover (GSC).
In GSC we are given a set of elements U and a collection of non-empty sets S = {S1, . . . , Sn} such that Sj ⊆ U for
every j . Each element u ∈ U has a covering requirement D(u) ∈ N and each set S ∈ S is associated with a covering
potential D(S) ∈ N, and a weight w(S). A cover is a sub-collection of sets S ′ ⊆ S such that∑S∈S ′: u∈S D(S)D(u)
for every u ∈ U . That is, S ′ supplies the covering requirement of every element u ∈ U . Observe that it is possible that∑
S: u∈S D(S) < D(u) for some u, and in this case no feasible solution exists. Since checking if a feasible solution
exists can be done efficiently, we assume henceforth that a feasible solution exists. The objective in GSC is to find a
minimum weight cover. We note that set cover is the special case where D(u) = 1 for every u ∈ U , and D(S) = 1 for
every S ∈ S . We denote the sub-collection of sets that contain an element u by S(u), i.e., S(u) = {S: u ∈ S}, and we
define Δ = maxu |S(u)|.
1.2. Previous results
The problems we consider are NP-hard, since MWIS on axis-parallel rectangles is NP-hard even on unit squares
[4]. Agarwal et al. [3] presented a divide-and-conquer O(logn)-approximation algorithm for MWIS on axis-parallel
rectangles. This result was improved by Berman et al. [15], who presented a logn/α-approximation algorithm for
any constant α. Agarwal et al. [3] also considered the special case where all rectangles have the same height. For this
special case they obtained a PTAS that produces (1 + 1/k)-approximate solutions and with running time O(n logn+
n2k−1) for any k  1. Agarwal and Mustafa [2] studied the maximum independent set problem in intersection graphs
of convex objects in two dimensions. For a set of n rectangles with maximum independent set of size βn, for some
β  1, they showed how to obtain an independent set of size Ω(β2n) in O(n3) time.
Lewin-Eytan et al. [22] presented a 4c-approximation algorithm for MWIS on axis-parallel rectangles, where c
denotes the maximum number of rectangles that cover simultaneously a point in the plane. In AC terms, c is the
maximum number of requests on a link at some time instance. Their algorithm consists of two phases: a fractional
local ratio phase that computes a set of rectangles S in which only a certain type of intersection is allowed, and a
second phase that computes a set of non-intersecting rectangles I ⊆ S. They show that w(S) OPT/4, where OPT is
the optimum value of the given problem instance, and that w(I)w(S)/c. Hence, I is 4c-approximate. Lewin-Eytan
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It divides the set of requests using the temporal dimension, and conquers a set of requests whose time intervals overlap
using a local ratio 5-approximation algorithm.
Erlebach [18] studied the admission control problem in the star topology. He considered a more general version
of the problem, where each request may specify alternatives. A feasible solution in this case contains at most one
alternative per request. He used LP-rounding to obtain a 10-approximation algorithm for this problem. Adamy et
al. [1] considered a version of AC in the star topology, where edges may have different capacities. They presented an
18-approximation algorithm for this problem. We note that their algorithm computes 6-approximate solutions in the
case of unit capacities. Adamy et al. also considered an even more general version of the problem, where each request
may specify alternatives. For this version they gave a 24-approximation algorithm. They also showed that AC in the
star topology is APX-hard.
Since GSC contains set cover as a special case it cannot be approximated within a factor of c logm for some
c > 0 unless P = NP [24]. Hall and Hochbaum [21] studied an extension of set cover called the multicover problem.
In this problem each element has a covering requirement, but the covering potential of the sets is 1. Hence, the
multicover problem is also a special case of GSC. Hall and Hochbaum presented a Δ-approximation algorithm for the
multicover problem that extends the Δ-approximation algorithm for set cover from [10]. When the minimum covering
requirement of an element is b the approximation ratio can be improved to Δ − b + 1 [23]. GSC can be extended to a
setting in which the covering potential of each set is different for every element. Formally, the objective is to solve the
following integer linear program: min{∑j w(Sj )xj : Ax  b, x ∈ {0,1}m}, where A ∈ Nmn and b ∈ Nm. This problem
can be approximated within a factor of O(log(maxj
∑
i Aij )) using a greedy heuristic [17,28]. This algorithm extends
the greedy O(logm)-approximation algorithm for set cover [16]. When applied to GSC the approximation ratio of the
greedy heuristic is O(log(maxj D(Sj )|Sj |)).
1.3. Our results
We present a 12c-approximation algorithm for RP, or, in other words, for AC in the line topology. Our approxima-
tion algorithm is based on the algorithm from [22].
We present a 6 log t -approximation algorithm for AC in the tree topology, where t is the size of the tree. Our
algorithm divides the set of requests R into log t subsets using a classification algorithm by Awerbuch et al. [5] and
then finds an approximate solution for each subset using the 6-approximation algorithm for the star topology from [1].
By choosing the solution of maximum weight we obtain a 6 log t -approximation. We observe that the size of the tree
is O(n) (otherwise, it can be down-sized). Hence, our algorithm outperforms the one from [22] on instances in which
the tree is small (e.g., when the size of the tree is constant).
We show an approximation preserving reduction from LM-AC in the tree topology to GSC, and present a Δ-
approximation algorithm for GSC, which extends Δ-approximation algorithms for set cover [10] and multicover [21].
Our algorithm for GSC translates into a c-approximation algorithm for LM-AC in the tree topology. We note that this
algorithm works on any network in which the requests have prespecified paths.
2. Local ratio
The local-ratio technique [6–8,11] is based on the Local Ratio Theorem, which applies to optimization problems
of the following type. The input is a non-negative weight vector w ∈ Rn and a set of feasibility constraints F . The
problem is to find a solution vector x ∈ Rn that minimizes (or maximizes) the inner product w · x subject to the
constraints F .
Theorem 1 (Local Ratio [7]). Let F be a set of constraints and let w,w1, and w2 be weight vectors such that
w = w1 + w2. Then, if x is r-approximate both with respect to (F ,w1) and with respect to (F ,w2), for some r , then
x is also r-approximate with respect to (F ,w).
A local-ratio r-approximation algorithm for a covering problem is typically recursive and works as follows [8].
Given a problem instance with a weight function w, we find a non-negative weight function w1 w such that (1) every
minimal solution (with respect to set inclusion) is r-approximate with respect to w1, and (2) there exists some index j
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Then, we recursively solve the new problem instance. If the solution returned is infeasible the above mentioned
element is added to it. By the Local Ratio Theorem this solution is r-approximate with respect to w. The base of the
recursion occurs when the problem instance has degenerated into an empty instance.
A standard local ratio algorithm is recursive, and it constructs, in each recursive call, a new weight function w1.
In essence, a local ratio analysis consists of comparing, at each level of the recursion, the solution found in that level
to an optimal solution for the problem instance passed to that level, where the comparison is made with respect to
w1. Thus, different optima are used at different recursion levels. The superposition of these “local optima” may be
significantly worse than the “global optimum”, i.e., the optimum of the original problem instance. Conceivably, we
could obtain a better bound if at each level of the recursion we approximated the weight of a solution that is optimal
with respect to the original weight function. This is the idea behind the fractional local ratio technique [12]. More
specifically, a fractional local ratio algorithm uses a single solution x∗ to the original problem instance as the yardstick
against which all intermediate solutions (at all levels of the recursion) are compared. In fact, x∗ is not even feasible
for the original problem instance but rather for a relaxation of it. Typically, x∗ will be an optimal fractional solution
to an LP relaxation of the problem. Fractional local ratio is based on a fractional version of the Local Ratio Theorem.
(This is the maximization version.)
Theorem 2 (Fractional Local Ratio [12]). Let w,w1,w2 ∈ Rn be weight functions such that w = w1 + w2. Let x∗
and x be vectors in Rn such that w1 · x  (w1 · x∗)/r and w2 · x  (w2 · x∗)/r . Then, w · x  (w · x∗)/r as well.
See [9] for more details about fractional local ratio. In [13] it is shown that the local ratio technique and the
primal-dual schema in their standard forms are equivalent. Furthermore, in [14] it is shown that fractional local ratio
algorithms can be analyzed using a “fractional” version of the primal-dual schema.
3. Line topology
As mentioned before, the admission control problem is, in fact, a rectangle packing problem. Hence, this section
is written in RP terms. We present a 12c-approximation algorithm for RP, where c is maximum number of rectangles
that cover simultaneously a point in the plane.
3.1. Definitions and notation
Given an RP instance we denote the set of rectangles by R. Given a point in the plane p, the subset of rectangles
that cover p is denoted by R(p). Hence, c = maxp |R(p)|. Rectangles j1 and j2 intersect if j1, j2 ∈ R(p) for some
point p. C(j) denotes the set of four corners of rectangle j . A rectangle j1 is said to stab a rectangle j2, if j2 contains
a corner of j1, i.e., if j2 ∩ C(j1) = ∅. j1 and j2 are neighbors if either j1 stabs j2, or j2 stabs j1. Note that it is
possible that j1 and j2 intersect without being neighbors (see Fig. 1). Intersecting non-neighboring rectangles are
called crossing. A set of rectangles that does not contain crossing rectangles is referred to as non-crossing. Let N [j ]
and N(j) denote the set of j ’s neighbors including j and not including j , respectively.
Fig. 1. Possible intersections of rectangles.
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3.2. LP formulation
RP can be formalized as follows:
(IP)
max
∑
j∈R
w(j)xj
s.t.
∑
j∈R(p)
dj xj  1 ∀p,
xj ∈ {0,1} ∀j ∈ R.
Lewin-Eytan et al. [22] used the unit demand version of (IP). They observed that it is enough to consider O(n2)
points in the plane that correspond to maximal (inclusion-wise) sets of rectangles. (This can be achieved by putting
the rectangles on a 2n × 2n grid.) Therefore, (IP) can be represented by O(n2) constraints. The LP-relaxation of (IP)
is obtained by replacing the integrality constraints by: 0 xj  1 for every j ∈ R, and is denoted by (P).
We show that the integrality gap of (IP) is at least 5/2 even in the case where there are no crossing rectangles.
Consider the instance in Fig. 2. We first assume unit weights and unit demands. Since the rectangles form a cycle of
size five, the integral optimum is 2. However, the fractional optimum is 2.5, since x∗j = 0.5, for every j , is an optimal
fractional solution. It follows, that the integrality gap of (IP) in the unit demand case is at least 5/4 even when there
are no crossing rectangles. For the case of non-unit demands, we introduce a second copy of each rectangle and fix
dj = 1/2 + ε, for every j , where ε is very small. In this case the integral optimum remains 2, while the fractional
optimum is close to 5 (depending on ε). Hence, the integrality gap of (IP) is at least 5/2. In [22] it was shown that the
integrality gap of (IP) is at most 4 in the case of unit demand and no crossing rectangles. In the sequel we show that
the integrality gap is at most 12 when there are no crossing rectangles.
The unit demand version of the following lemma was proven in [22].
Lemma 1. Let x be a feasible solution of (P). Then, there exists a rectangle j ∈ R such that∑k∈N [j ] dkxk  4.
Proof. To prove this lemma, it is enough to prove that
∑
j
∑
k∈N [j ] djxj · dkxk  4 ·
∑
j dj xj . Observe that∑
j
∑
k∈N [j ]
djxj · dkxk 
∑
j
∑
p∈C(j)
∑
k∈R(p)
dj xj · dkxk
since for every two neighbors j and k, the term djxj ·dkxk appears not more than twice on the LHS, and at least twice
on the RHS (see Fig. 1).∑k∈R(p) dkxk  1, since x is feasible. Thus,∑
p∈C(j)
∑
k∈R(p)
dj xj · dkxk =
∑
p∈C(j)
dj xj
∑
k∈R(p)
dkxk 
∑
p∈C(j)
dj xj = 4 · djxj .
The lemma follows, since
∑
j
∑
k∈N [j ] djxj · dkxk  4 ·
∑
j dj xj . 
Our approximation algorithm for RP first obtains an almost feasible solution that satisfies the following definition.
Definition 1. A set of rectangles S is called semi-feasible if ∑
k∈S˜ dk  1 for every point p and a non-crossing set
S˜ ⊆ R(p) ∩ S.
Observation 1. (1) A feasible solution is semi-feasible. (2) A non-crossing semi-feasible solution is feasible.
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k∈S′ dk 
∑
k∈R(p)∩S dk  1.
(2) Let S be a non-crossing semi-feasible solution. Consider a point p. Since S is non-crossing, R(p) ∩ S is also
non-crossing. Hence,
∑
k∈R(p)∩S dk  1. 
Notice that checking whether a given set S is semi-feasible can be done in polynomial time. First, |R(p)| logn
for every point p, since we may assume that c  logn (otherwise we can use the 5 logn-approximation algorithm
from [22]). Thus, in order to check if S is semi-feasible we need to go though O(n2) points, and for every point check
O(2c) = O(n) sets of rectangles.
3.3. The algorithm
We consider the following two special cases of RP:
Special Case 1: All rectangles are wide, i.e., dj > 12 for all j .
Special Case 2: All rectangles are narrow, i.e., dj  12 for all j .
In the case of wide rectangles the problem reduces to RP with unit demands, since no pair of intersecting rec-
tangles may be scheduled together. Thus, the 4c-approximation algorithm from [22] can be used. We present an
8c-approximation algorithm for narrow rectangles. To solve the problem in the general case we solve it separately on
the narrow rectangles, and on the wide rectangles, and return the solution of greater weight. Since either the optimum
of the narrow rectangles is at least 23 OPT, or the optimum for the wide rectangles is at least
1
3 OPT, the solution returned
is 12c-approximate.
Our approximation algorithm for narrow rectangles has a structure similar to the 4c-approximation algorithm for
the unit demand case from [22]. It contains the following two phases: (1) compute a semi-feasible solution S such that
w(S) OPT/8, and (2) compute a feasible solution S¯ ⊆ S such that w(S¯)w(S)/c.
First phase. We present a fractional local ratio algorithm that computes a semi-feasible solution S such that w(S)
OPT(P )/8 OPT/8. The first step of our algorithm is to compute an optimal solution of (P), denoted by x∗. Next, we
run Algorithm FLR (Algorithm 1) to obtain a semi-feasible solution S.
First, S is semi-feasible by construction (see lines 6–9). We show that w(S)w · x∗/8. The proof is by induction
on the recursion. Let x denote the incidence vector of S. We assume that x and w are of size n, where n is the number
of rectangles in the original problem instance. This way we can compare x to x∗. In the base case (R = ∅) we have
S = ∅, and therefore w · x = 0. Since w  0 in the recursive base we get that w · x∗  0. Thus, w · x w · x∗. For the
inductive step, let x′ be the incidence vector of S′ (obtained in line 5). By the inductive hypothesis w2 ·x′ w2 ·x∗/8.
Moreover, w2() = 0, and therefore w2 · x = w2 · x′. Next, we show that w1 · x w1 · x∗/8. This completes the proof
since by the Fractional Local Ratio Theorem we get that w · x w · x∗/8.
1: if R = ∅ then return ∅
2: Let  = argmin∈R
∑
j∈N [] dj x∗j and ε = w()/(1 − d)
3: Define the weight functions w1(j) = ε ·
{1 − d j = ,
dj j ∈ N(),
0 otherwise,
and w2 = w − w1
4: Let R+ be the set of positive weighted rectangles
5: S′ ← FLR(R+,w2)
6: if S′ ∪ {} is semi-feasible then
7: Return S = S′ ∪ {}
8: else
9: Return S = S′
10: end if
Algorithm 1. FLR(R,w).
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Thus, by Lemma 1,
w1 · x∗ = ε(1 − d)x∗ + ε
∑
k∈N()∩R
dkx
∗
k = ε(1 − 2d)x∗ + ε
∑
k∈N []∩R
dkx
∗
k  ε(1 − 2d + 4) = ε(5 − 2d).
We show that w1 · x  ε(1 − d). If  ∈ S then this is obviously true. Otherwise, S′ ∪ {} is not semi-feasible. Hence,
there exists a point p and a non-crossing set S˜ ⊆ R(p) ∩ (S′ ∪ {}) such that ∑
j∈S˜ dj > 1. It follows that the total
demand of jobs in N() ∩ S′ is more than 1 − d, since S˜ ⊆ N(), and therefore, w1 · x  ε(1 − d). Finally, w1·x∗w1·x 
5−2d
1−d = 2 + 31−d  8 since d  12 .
Second phase. We show how to compute a schedule S¯ ⊆ S such that w(S¯)  w(S)/c, where S is the set that
was computed by the first phase. We define a partial order on the rectangles in R as follows. j1  j2 if j1 and j2
are two crossing rectangles, and j1 is taller and narrower than j2 (see Fig. 1(d)). A set C ⊆ R is called a cloud if
either j1  j2 or j2  j1 for every j1, j2 ∈ C. The algorithm works as follows. For every i, going from 1 to c, let
S¯i ← {j : ∀k ∈ Si, k  j} and let Si+1 ← Si \ S¯i , where S1 = S. Afterwards, return S¯ = argmaxi w(S¯i).
First, notice that each iteration decreases the size of every maximal (inclusion-wise) cloud in S. Hence, Sc+1 = ∅,
and S =⋃i S¯i . Examine two rectangles j and k in S¯i . By the construction of S¯i , if j and k intersect, they must be
neighbors. Hence, by Observation 1 S¯i is a feasible solution. Finally, since S¯ is a set of maximum weight among
S¯1, . . . , S¯m, we get that w(S¯)w(S)/c.
Remark. Consider an RP instance in which every two intersecting rectangles are neighbors. Then, by Observation 1,
the solution S that is computed by the first phase of the algorithm is 8-approximate. Since the algorithm for unit
demand from [22] returns 4-approximate solutions for such instances, we get a 12-approximation algorithm.
On the other hand, consider a crossing RP instance, i.e., an instance in which every two intersecting rectangles are
non-neighbors. In this case, the intersection graph is a comparability graph, and therefore MWIS (i.e., RP with unit
demands) can be solved in polynomial time [19].
4. Tree topology
In this section we present a 6 log t -approximation algorithm for AC in the tree topology, where t is the size (i.e.,
number of vertices) of the tree. The algorithm works as follows. It splits the given set of requests into log t subsets,
and then finds a 6-approximate solution for each subset. By choosing the solution of maximum weight we obtain a
6 log t -approximation.
Lewin-Eytan et al. [22] presented a O(logn)-approximation algorithm for AC in the tree topology. We show that,
given a tree T of size t and n connection requests, either t = O(n) or the tree can be down-sided to a tree of size
O(n). Hence, our O(log t)-approximation algorithm outperforms the O(logn)-approximation algorithm from [22] on
instances in which the tree is small (e.g., when the size of the tree is constant).
Given an AC instance, we refer to a vertex that is the source or the destination of some connection request as
a terminal. Clearly, there are no more than 2n terminals. Given a tree T , let T ′ be the tree T after the removal of
non-terminals of degree at most two.
Observation 2. For any AC instance, the size of T ′ is less than 4n.
Proof. First, notice that the leaves of T ′ must be terminals. Moreover, if we were to remove all terminals of degree
two from T ′, the degree of any internal node would be at least three. The number of nodes in such a tree is bounded
by twice the number of remaining terminals, since the number of internal nodes is less than the number of leaves in
such a tree. Hence, |T ′| < 4n. We note that in the case of a line, we have |T ′| 2n. 
Observe that non-terminals of degree one do not participate in any solution. Furthermore, non-terminals of degree
two act as conduits and have no influence on the solution. Also, note that T ′ can be constructed in linear time. Hence,
instead of solving the problem on the original tree T we may solve it on T ′.
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al. [5], who studied the online version of AC, to divide the set of requests R into logn subsets R1, . . . ,Rlogn. Awerbuch
et al., observed that:
Observation 3. Given a tree, there always exists a vertex such that its removal breaks down the tree into subtrees of
size at most t/2.
Using this observation they were able to separate the requests into O(log t) sets as follows. We assign a level to
each vertex in the tree recursively. We start with k = 1. Given a subtree and a level k, we choose a vertex that splits
the tree and assign k to v. Then, we recursively apply the procedure on each of the subtrees with k + 1. Clearly, the
maximum level of a vertex is logn. We denote the level of a vertex u by (u). Next, we assign levels to requests. The
level of request j is (j) = minu∈Vj (u), where Vj is the set of vertices in the path of request j . Let Rk be the set of
requests of level k, i.e., Rk = {j ∈ R: (j) = k}.
Next, we show how to obtain a 6-approximate solution with respect to Rk for every k. Consider a set Rk for some
index k. Observe that the path of each request j ∈ Rk passes through exactly one vertex u of level k. Let vk1, . . . , vkmk
be the vertices of level k, and let Rk,i denote that set of requests whose path contain vki . Let j ∈ Rk,i and j ′ ∈ Rk,i′
where i = i′. Then, the paths of j and j ′ do not intersect. Hence, we can compute an approximate solution for Rk by
computing an approximate solution for every set Rk,i .
Observation 4. The set of requests Rk,i corresponds to an AC instance in the star network, where vki is the center of
the star.
Adamy et al. [1] presented an 18-approximation algorithm the version of AC in stars, where edges may have
different capacities. This algorithm computes 6-approximate solutions in the case of the unit capacities. Hence, a 6-
approximate solution can be computed for Rk,i , for every k and i. It follows that an 6-approximation can be computed
for each subset Rk . By choosing the solution of maximum weight we obtain a 6 log t -approximate solution.
5. Loss minimization
We consider the loss minimization version of the admission control problem. We show that this problem is a special
case of GSC and present a Δ-approximation algorithm for GSC. This algorithm translates into a c-approximation
algorithm for LM-AC on the tree topology. In fact it works for any network in which the requests have prespecified
paths.
5.1. Reduction to generalized set cover
Given an LM-AC instance, we construct a GSC instance. The set of elements U contains an element (e, t) for every
pair of link e and time instance t . (Recall that there are only 2n interesting time instances.) We associate a set Sj with
every request j . Sj contains elements that correspond to pairs of link e and time instance t , such that e belongs to
the path of the j th request, and t is contained in the time interval of request j . Note that c is the maximum number
of requests on a link at some time instance, and hence Δ = c. Next we transform demands and link capacities into
covering requirements and covering potentials, respectively. Let M be an integer large enough such that dj · M is
integral for any j ∈ R, and C(e, t) ·M is integral for any link e and time instance t . We define D(Sj ) = dj ·M for any
j ∈ R, and D(e, t) =∑S∈S(e,t) D(S) − C(e, t) · M for any link e and time instance t . The weight of Sj is the same
as the weight of the j th request.
In LM-AC a feasible solution A is the set of all rectangles that are not included in a feasible schedule S, i.e.,
A = R \ S. We refer to A as an anti-schedule. The goal is to find a minimum weight anti-schedule. Consider a pair
(e, t). Let R(e, t) be the set of requests that require link e at time t . We define D′(e, t) =∑j∈R(e,t) dj − C(e, t).
Observe that the total demand of requests whose path contains e at time t in a feasible schedule is bounded by C(e, t),
hence the total demand of requests in an anti-schedule A must be at least D′(e, t). Since we multiply the demands of
the requests by M to get the covering potential of the subsets, this is equivalent to saying that an element (e, t) has a
covering requirement of D(e, t).
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2: Let u∗ = argmaxu∈U {D(u)} and let D∗ = D(u∗)
3: Let S = argminSj∈S(u∗){w(Sj )/min(D(Sj ),D∗)} and let ε = w(S)/min(D(S),D∗)
4: Define the weight functions w1(Sj ) = ε ·
{
min(D(Sj ),D∗) Sj ∈ S(u∗),
0 otherwise,
and w2 = w − w1
5: Let (U ′,S ′,D′) be the instance after removing S and subtracting D(S) from elements contained in S.
Elements whose covering requirement has been met are also removed.
6: A′ ← GSC(U ′,S ′,D′,w2)
7: if A′ is feasible then
8: Return A=A′
9: else
10: Return A=A′ ∪ {S}
11: end if
Algorithm 2. GSC(U,S,D,w).
5.2. Δ-approximation algorithm for generalized set cover
Algorithm GSC (Algorithm 2) is recursive and uses the local ratio technique.
We first show that Algorithm GSC returns feasible minimal solutions. (Recall that we assumed that a feasible
solution exists.) The proof is by induction on the recursion. At the recursion basis the solution returned is the empty
set, which is both feasible and minimal. For the inductive step, we show that A \ {S} is not feasible for every S ∈A.
First, if A = A′, then A is minimal since A′ is minimal with respect to (U ′,S ′,D′) by the inductive hypothesis.
Consider the case where A = A′ ∪ {S}. If S = S and A \ {S} is feasible, then A′ \ {S} is feasible with respect to
(U ′,S ′,D′), and therefore A′ is not minimal in contradiction to the inductive hypothesis. Also, notice that S is added
to A only if A′ is not feasible.
Next we show that every minimal solution A is Δ-approximate with respect to w1. Consider an optimal solution
A∗ with respect to w1. Its weight is the total weight of subsets in A∗ ∩ S(u∗). Since all of these subsets contain
u∗, their combined covering potential must be at least D∗. Since every collection of sets from S(u∗) whose total
covering potential is at least D∗ has total weight at least εD∗, the weight of A∗ is at least εD∗. Now consider a
minimal solution A. There are at most Δ sets in S(u∗) and the weight of each of these sets is at most εD∗. Therefore,
w(A)Δ · εD∗ Δ · w(A∗). Hence, A is Δ-approximate.
It remains to show that Algorithm GSC returns Δ-approximate solutions. The proof is by induction on the re-
cursion. In the base case the solution returned is the empty set, which is optimal. For the inductive step, A′ is
a Δ-approximate with respect to U ′,S ′,D′, and w2 by the inductive hypothesis. Since w2(S) = 0, A is also Δ-
approximate with respect to U,S,D, and w2. Since A is minimal it is also Δ-approximate with respect to w1. Thus
by the Local Ratio Theorem it is Δ-approximate with respect to w as well.
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