


















Phylogenetics is the study of the evolutionary history and relationships among groups of
biological entities (called taxa). The modeling of those evolutionary processes is done by
phylogenetic trees whose nodes represent different taxa and whose branches correspond
to the evolutionary processes between them. The leaves usually represent contemporary
taxa and the root is their common ancestor. Nowadays, phylogenetic reconstruction aims
to estimate the phylogenetic tree that best explains the evolutionary relationships of cur-
rent taxa using solely information from their genome arranged in an alignment. We focus
on the reconstruction of the topology of phylogenetic trees, which means reconstructing
the shape of the tree considering labels at the leaves.
To this end, one usually assumes that DNA sequences evolve according to a Markov
process ruled by a prescribed model of nucleotide substitutions. These substitution mod-
els specify transition matrices associated to the edges of the tree and a distribution of
nucleotides at the root. Given a tree 𝑇 and a model of nucleotide substitutions, one can
compute the distribution of nucleotide patterns at the leaves of 𝑇 in terms of the param-
eters of the model. This joint distribution is represented by a vector whose entries cor-
respond to the joint probability of every possible nucleotide observation. Those entries
can be expressed as polynomials on the model parameters and satisfy certain algebraic
relationships. The study of these relationships and the geometry of the algebraic vari-
eties defined by them (called phylogenetic varieties) have provided successful insight into
the problem of phylogenetic reconstruction. However, from a biological perspective we
are not interested in the whole variety, but only in the region of points that arise from
stochastic parameters (the so-called phylogenetic stochastic region). The description of
these regions leads to semi-algebraic constraints which play an important role since they
characterize distributions with a biological and probabilistic meaning. One of the main
motivations for this thesis follows from the following question. Could the use of semi-
algebraic tools improve the already existent algebraic tools for phylogenetic reconstruction?
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To answer this question, we compute the Euclidean distance of data points aris-
ing from an alignment of nucleotide sequences to the phylogenetic varieties and their
stochastic regions. We deal with a number of scenarios of special interest in phylogenet-
ics, such as treeswith short external branches and/or subject to the long branch attraction
phenomenon. In some cases, we compute these distances analytically and we can decide
which tree has stochastic region closer to the data point. As a consequence, we can prove
that, even if the data point was close to the phylogenetic variety of a given tree, it might
be closer to the stochastic region of another tree. In particular, considering the stochastic
phylogenetic region seems to be fundamental to cope with the phylogenetic reconstruc-
tion problem when dealing with the long branch attraction phenomenon.
However, incorporating semi-algebraic tools into phylogenetic reconstruction meth-
ods can be extremely difficult and the procedure to do it is not evident at all. In this
thesis, we present two phylogenetic reconstruction methods that combine algebraic and
semi-algebraic conditions for the general Markov model. The first method we present is
SAQ, which stands for Semi-Algebraic Quartet reconstruction method. Next, we introduce
a more versatile method, ASAQ (for Algebraic and Semi-Algebraic Quartet reconstruction
method), which combines SAQ with the method Erik+2 (based on certain algebraic con-
straints). Both are phylogenetic reconstructionmethods forDNAalignments on four taxa
which have been proven to be statistically consistent.
We test the suggested methods on simulated and real data to check their actual per-
formance in several scenarios. Our simulation studies show that both methods SAQ and
ASAQ are highly successful, even when applied to short alignments or data that violates
their assumptions.
Resum
La filogenètica és l’estudi de la història evolutiva i les relacions entre grups d’entitats
biològiques (anomenades tàxons). Aquests processos evolutius estan modelitzats per
arbres filogenètics, els nodes dels quals representen diferents tàxons i les branques
corresponen als processos evolutius entre ells. Les fulles normalment representen tàxons
actuals i l’arrel és el seu avantpassat comú. Actualment, la reconstrucció filogenètica
pretén estimar l’arbre filogenètic que millor explica les relacions evolutives de tàxons ac-
tuals utilitzant únicament informació del seu genoma organitzada en un alineament. En
aquesta tesi ens centrem en la reconstrucció de la topologia dels arbres filogenètics, és a
dir, reconstruir la forma de l’arbre tenint en compte els noms associats a les fulles.
Amb aquesta finalitat, assumim que les seqüències d’ADN evolucionen segons un
procés de Markov d’acord amb un model de substitució de nucleòtids. Aquests models
de substitució assignem matrius de transició a les arestes d’un arbre i una distribució de
nucleòtids a l’arrel. Donat un arbre i un model de substitucions de nucleòtids, es pot cal-
cular la distribució de les possibles observacions de nucleòtids a les seves fulles en termes
dels paràmetres del model. Aquesta distribució conjunta s’acostuma a representar amb
un vector, les entrades del qual es poden expressar com polinomis en els paràmetres del
model i satisfan certes relacions algebraiques. L’estudi d’aquestes relacions i de la geome-
tria de les varietats algebraiques que defineixen (anomenades varietats filogenètiques) han
servit per entendre millor el problema de la reconstrucció filogenètica. No obstant això,
des d’una perspectiva biològica no estem interessats en tota la varietat, sinó només en
la regió de punts que resulten de paràmetres estocàstics (l’anomenada regió estocàstica).
La descripció d’aquestes regions condueix a restriccions semialgebraiques que tenen un
paper important, ja que caracteritzen les distribucions amb significat biològic i probabilís-
tic. Una de les principals motivacions d’aquesta tesi és la següent pregunta: Podria l’ús
d’eines semialgebraiques millorar les eines algebraiques ja existents per a la reconstrucció
filogenètica?
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Per respondre a aquesta pregunta, calculem la distància euclidiana entre punts de
dades obtinguts a partir d’un alineament i varietats filogenètiques i les seves regions es-
tocàstiques. Estudiem en una sèrie d’escenaris d’especial interès en la filogenètica, com
ara arbres amb branques externes curtes i/o subjectes al fenomen d’atracció de branques
llargues. En alguns casos, podem calcular aquestes distàncies de forma analítica i això
ens permet demostrar que, fins i tot si el punt de dades fos proper a la varietat filogenètica
d’un arbre donat, podria estar més a prop de la regió estocàstica d’un altre arbre. En par-
ticular, considerar la regió estocàstica sembla ser fonamental per fer front al problema
de la reconstrucció filogenètica quan tractem amb del fenomen d’atracció de branques
llargues.
No obstant això, la incorporació d’eines semialgebraiques en els mètodes de recon-
strucció filogenètica pot ser extremadament difícil i el procediment per fer-ho no és gens
evident. En aquesta tesi, presentem dos mètodes de reconstrucció filogenètica que com-
binen condicions algebraiques i semialgebraiques per al model general de Markov. El
primer mètode que presentem és el SAQ, que rep el nom de Semi-Algebraic Quartet
reconstruction method. A continuació, introduïm un mètode més versàtil, l’ASAQ
(Algebraic and Semi-Algebraic Quartet reconstruction method), que combina el SAQ amb
el mètode Erik+2 (basat en certes restriccions algebraiques). Tots dos són mètodes de
reconstrucció filogenètica per a alineaments d’ADN per quatre tàxons i hem demostrat
que els dos són estadísticament consistents.
Finalment, testem elsmètodes proposats amb dades simulades i dades reals per com-
provar el seu rendiment en diversos escenaris. Les nostres simulacionsmostren que amb-
dós mètodes SAQ i ASAQ obtenen molt bons resultats, fins i tot quan s’utilitzen amb
alineaments curts o amb dades inconsistents amb les hipòtesis teòriques en que es basen.
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The term phylogeny, introduced by Haeckel (1866), denotes evolutionary relationships
between different entities such as species, genes, or genomes. Under the assumption that
quantitative similarities between these entities are related to their common evolutionary
history, by comparing characteristics (either morphological characters or gene or protein
sequences) of contemporary organisms, phylogeneticists try to infer their evolutionary
history.
Figure 1: First diagram of an evolutionary tree by Charles Darwin on the First
notebook on transmutation of species, 1837. The number 1 represents the ancestral
species, letters adjacent to exterior edges are extant species and the remaining ex-
terior edges represent extinct species.
The evolutionary relationships between entities are commonly depicted in the form
of phylogenetic trees. However, phylogenetic trees go beyond evolutionary biology: other
historical sciences such as linguistic history, which try to infer the history and relation-
ship of languages that are currently spoken or have been spoken at some point, alsomake
use of them. For these disciplines, trees are a basic tool to represent the elapsed time and
the relationship between different events. The beginning of the use of trees is usually
coined to Darwin for his early tree sketch of evolution (see Figure 1, 1837). However,
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trees appear previously in Lamarck (1809)where the author sketched a diagramof animal
groups with branching evolutionary paths, in the branching table of Germanic languages
by Schottelius (1995) or in the work by Conrad Gesner’s Historiæ Animalium (1555), in
which a tree is drawn and used to classify species. Other disciplines such as compara-
tive mythology or archaeology have recently been using phylogenetic and tree analysis in
their studies (Renard, 2018).
In any case, where phylogenetic analysis is most used and represents the main chal-
lenge is in the field of evolutionary biology. In this setting, phylogenetics is the study
of the evolutionary history and relationships among groups of biological entities (for in-
stance species or genes) called taxa. According to the theory of the evolution of species
developed byDarwin, species evolve through the natural selection of small variations that
increase the individual’s ability to compete, survive, and reproduce. These speciation pro-
cesses aremodeled by phylogenetic trees whose nodes represent different taxa andwhose
branches correspond to the evolutionary process between two taxa. The leaves of the tree
are contemporary taxa and the root of the tree (if present) is the common ancestor to all
the taxa represented on the tree. Throughout this work we consider phylogenetic trees
whose leaves are labeled in correspondence to a set of taxa, see Figure 2.
Figure 2: Phylogenetic tree of 64 placentalmammals and twomarsupials obtained
by Murphy et al. (2001). Figure from Rosenberg and Kumar (2001).
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During many years, phylogenetic trees were constructed based on comparisons
among individuals of morphological or physiological characters. This was revolution-
ized in the 1960s and 70s with the advent of molecular data, first with protein sequences,
later with nucleotide sequences and finally with the reconstruction of the entire genome.
When such data became available, it was clear that similarities and differences in homol-
ogous nucleotide or protein sequences should be good indicators of relationships among
taxa (Zuckerkandl and Pauling, 1965). Furthermore, biologists soon realized that ge-
nomic data could be used to infer phylogenetic relationships even among organisms that
were so distantly related that they did not share apparent morphological or physiological
characters.
The importance of phylogenetic analysis applies not only to the study of evolutionary
relationships among organisms that host genes, but also to the study of genes themselves,
making phylogenetics a useful tool in fields such as genomics (searching for genes),
biomedicine (e.g. to trace cancer cells), and in the study of the origin of viruses. The
most recent example of this application of phylogenetics is the detection of the origin of
the SARS-CoV-2 virus, see Li et al. (2020).
𝐴𝑑𝑒𝑛𝑖𝑛𝑒 (𝐴) 𝑇ℎ𝑦𝑚𝑖𝑛𝑒 (𝑇)
𝐶𝑦𝑡𝑜𝑠𝑖𝑛𝑒 (𝐶) 𝐺𝑢𝑎𝑛𝑖𝑛𝑒 (𝐺)
Figure 3: Illustration of a DNA molecule.
The genetic information of each individual is encoded in the deoxyribonucleic acid
(brieflyDNA) found at the nucleus of its cells. The DNAmolecule consists of two strands
of nucleotideswhich are coiled around each other to formadouble helix. Eachnucleotide
is composed of a phosphate, a sugar and a basis. According to the bases, nucleotides
are adenine (A), cytosine (C), guanine (G) and thymine (T). The nucleotides of the two
strands match together to form a base-pair according to the Watson–Crick pairing 𝙰 − 𝚃
or 𝙲 − 𝙶 (see Cleaves (2011) and Figure 3 for an illustration). Due to this symmetry we
can represent a DNAmolecule as an ordered sequence of 𝙰′𝑠, 𝙲′𝑠, 𝙶′𝑠 and 𝚃′𝑠 (for example
𝙰𝙲𝙲𝚃𝙶𝚃𝙰𝚃𝚃𝙲), corresponding to one of the strands of the DNA.
4 Introduction
The hereditary information from one generation to the next is supposed to be con-
tained in the genes. The evolutionary process introduces changes in the genome, even
in genetic sequences, that may complicate the comparison of DNA sequences. These
changes in DNA sequences may be given by substitutions, insertions or deletions of nu-
cleotides. Therefore sequences of the same gene at different species (or even at different
individuals) may look very different. For that reason, the first problem in phylogenetic
reconstruction is identifying which part of the DNA sequences of different taxa can be
compared. That is, one needs to identify regions of similarity that may be a consequence
of functional, structural, or evolutionary relationships between the sequences. Once this
is identified, the information is collected in an alignment. We can represent an alignment
by a table whose rows are the DNA sequences of the taxa considered and whose columns
correspond to sites that (presumably) have evolved from the same site of a common an-
cestor (see Figure 4). Alignments are used in many contexts, and in the phylogenetic
framework they are the basic ingredient to reconstruct phylogenetic trees. In most com-
monly used evolutionary models, insertions and deletions are not considered, as incor-
porating them would highly increase the complexity of the model. Therefore, all rows of
the alignments we shall deal with have the same length, are comprised of words on the
four letters A,C,G,T, and contain no gaps (which would represent an insertion or dele-





Figure 4: Amultiple sequence alignment of DNA sequences of three taxa.
Obtaining a reliable alignment for a given set of DNA sequences is a complex task.
There are different alignment methods available (see for example BLAST (Altschul et
al., 1990) or MAVID (Bray and Pachter, 2003)), but it is out of the scope of this work to
explain them. Throughout this work, we assume biological data is given through an
alignment of DNA sequences.
The main problem we deal with in this thesis is the problem of phylogenetic recon-
struction. That is, we aim to estimate the phylogenetic tree that best explains the evolu-
tionary relationships of current taxa using solely information from their genome (in the
form of an alignment). There are several phylogenetic reconstruction methods available,
for example we highlight theMaximum Likelihoodmethod by Felsenstein (1973) (ML for
short, see Section 1.4.1 for an introduction) and theNeighbor-joining algorithm by Saitou
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and Nei (1987) (briefly NJ, see Section 1.4.2) among the most commonly used. We refer
to Warnow (2017) for an introduction and overview of phylogenetic inference methods.
We focus on the reconstruction of the topology of phylogenetic trees (i.e., the shape of
the tree taking into account the labels at the leaves), but we do not attempt to infer sub-
stitution parameters. Although the original motivation of the problem is biological, in
the last decades mathematicians, statisticians and computer scientists have been work-
ing on the topic and providing useful insight. The approach followed by mathematicians
is prominently focused on modeling the substitutions of nucleotides.
To this end, one usually assumes that different sites in the DNA sequences evolve in-
dependently and identically distributed (briefly iid), and according to a Markov process
on a phylogenetic tree ruled by a model of nucleotide substitutions. These substitution
models are specified by 4 × 4 transition matrices𝑀𝑒 associated to the edges 𝑒 of the tree
and by a distribution 𝜋 of nucleotides at the root. Then, given an 𝑛-leaf tree 𝑇 one can
compute the distribution of nucleotide patterns at the leaves of the tree (representing the
current taxa) in terms of the parameters of the model. This joint distribution is usually
represented as a vector 𝑝 ∈ ℝ4𝑛 whose entries can be expressed as polynomials on the
model parameters (see Sections 1.1.2 and 1.1.3). To each tree 𝑇, we can associate a poly-
nomial map 𝜙𝑇 ∶ ℝ𝑑 → ℝ4
𝑛 that sends any 𝑑-tuple of parameters to a distribution vector
of the 4𝑛 possible observations at the leaves:





↦→ 𝑝 = (𝑝𝙰,𝙰…,𝙰, 𝑝𝙰,𝙰…,𝙲, 𝑝𝙰,𝙰…,𝙶,… , 𝑝𝚃,𝚃…,𝚃).
The transition matrices 𝑀𝑒 and the distribution 𝜋 may be required to satisfy additional
constraints under some specific evolutionary model. The most restrictive model is the
Jukes Cantor model (JC69 for short, see Definition 1.1.25), the least restrictive is the gen-
eral Markov model (briefly GM, see Definition 1.1.30), when no restrictions are imposed,
and the models in between include Kimura 3-parameter model (K81 for short, see Defini-
tion 1.1.27) for instance. All these models are considered at some point in this memoir.
Throughout this work we assume that the alignment we are given as input for the
reconstruction problem is obtained from 𝑁 independent samples of a multinomial dis-




. If 𝐹 ∈ ℝ4𝑛 is the vector of relative
frequencies of nucleotide patterns in this alignment, then we write 𝐹 ∼ Mult(𝑁;𝑝).
This general approach for modeling evolutionary processes allows independent sub-
stitution probabilities, and in particular, different substitution rates of nucleotides, at dif-
ferent lineages. Some classical reconstruction methods, such as ML, that perform well
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when applied to models with few parameters, may present some limitations when this
heterogeneity at different lineages is assumed (as the number of such parameters in-
creases). However, assuming heterogeneity of the substitution process between lineages
is essential when inferring relationships between distantly related taxa (see for instance
Felsenstein, 1978; Yang, 1994; Yang and Roberts, 1995; Galtier and Gouy, 1998; Ho and
Jermiin, 2004; Foster, 2004). As we use the aforesaid evolutionary models, all the results
presented in this memoir admit this heterogeneity across lineages.
The approach above naturally motivates the use of algebraic tools for phylogenetic
reconstruction purposes. Biologists Lake (1987), Cavender and Felsenstein (1987) pre-
sented non-trivial algebraic relationships that were satisfied by any distribution 𝑝 arising
on the tree 𝑇 (i.e. in the image of 𝜙𝑇). Moreover, these relationships were not satisfied by
distributions arising on the other phylogenetic trees 𝑇′ ≠ 𝑇 relating the same set of taxa,
so they were potentially useful as phylogenetic inference methods. These relationships
are known as topology invariants as they reflect the tree topology. In the last two decades,
mathematicians working in the fields of algebraic geometry, commutative algebra and
combinatorics have developed further successful results in this direction by studying the
geometry of the algebraic varieties defined by Im𝜙𝑇 , called phylogenetic varieties. See
for example Allman and Rhodes (2008); Casanellas and Fernández-Sánchez (2008); All-
man, Degnan, and Rhodes (2013); Chifman and Kubatko (2015); Allman, Kubatko, and
Rhodes (2016); Casanellas, Fernández-Sánchez, and Michałek (2017), among others.
When reconstructing the tree topology using algebraic tools, the main approaches
that have been followed are either using topology invariants (Lake, 1987; Casanellas and
Fernández-Sánchez, 2007) or using the rank conditions on the flattening matrices (see
Definition 1.2.23) arising from a certain rearrangement of the entries of distribution 𝑝 at
the leaves. That is, if this flattening matrix is constructed according to a certain split 𝐴|𝐵
of the leaves obtained by removing an internal edge of the tree, then such flattening ma-
trix, denoted by 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝), has always rank less than or equal to 4, see Theorem 1.3.24.
These are the main ideas under the software SVDquartets (Chifman and Kubatko, 2014;
Chifman and Kubatko, 2015), Split Scores (Allman, Kubatko, and Rhodes, 2016) and
the inference method Erik+2 (Fernández-Sánchez and Casanellas, 2016), that will be
mentioned later, is also based on this result (see Section 1.4.4 for an introduction).
All these tools rely on the fact that the distributions 𝑝 that have arisen from a tree
satisfy certain algebraic constraints, but they ignore the fact that they are actually distri-
butions which arise from stochasticmatrices at the edges of the tree (i.e. with positive en-
tries and rows summing to one). These extra conditions lead to semi-algebraic constraints
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which have been specified for certain models: Allman, Rhodes, and Taylor (2014) char-
acterized the general Markov model, Matsen (2009) dealt with the Kimura 3-parameter
model and Zwiernik and Smith (2011); Klaere and Liebscher (2012) with the 2-state case
(2×2 transitionmatrices). This gives rise to the first question that motivated the research
on this thesis:
Problem 1. Could semi-algebraic tools add some insight to the already existent algebraic
tools for phylogenetic reconstruction?
Combining algebraic and semi-algebraic conditions to develop a tool for reconstruct-
ing the tree topology is not an easy task and, as far as we are aware, Kosta and Kub-
















Figure 5: The three unrooted trivalent phylogenetic trees on 4 leaves: 12|34 (left),
13|24 (middle) and 14|23 (right).
We consider trees on four taxa, called 1, 2, 3 and 4 for simplicity. There are three
unrooted and trivalent 4-leaf phylogenetic trees (or quartets), 𝑇12|34, 𝑇13|24, and 𝑇14|23,
depending on how the leaves are divided after removing the internal edge (see Figure 5
for an illustration of such quartets). We focus on quartets, as they may be considered as
the basic ingredient to reconstruct larger trees. Indeed, there exist the so-called quartet-
based methods, which infer the topology of larger trees 𝑇 based on the reconstruction of
all quartets subtrees of 𝑇.
For a given nucleotide substitution model, the Markov process on a quartet tree 𝑇
gives rise to an algebraic variety 𝒱𝑇 = Im𝜙𝑇 (by taking the Zariski closure). It is well
known that the three phylogenetic varieties 𝒱𝑇12|34 , 𝒱𝑇13|24 , 𝒱𝑇14|23 do not coincide, which
allows translating the topology reconstruction problem into the following problem: for
a given distribution 𝑝 ∈ ℝ44 (which can be estimated from an alignment of four se-
quences as the observed relative frequencies of nucleotide patterns), decide to which of
these three varieties 𝑝 is closest (in terms of a certain distance or another specified op-
timization problem such as likelihood maximization). However, if we take into account
that𝑝 is assumed to be obtained from stochastic parameters on one of these trees, then one
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only should consider the stochastic phylogenetic regions of these varieties, 𝒱+𝑇12|34 , 𝒱
+
𝑇13|24 ,
𝒱+𝑇14|23 , consisting on those points that are image of stochastic parameters.
Problem 2. Do semi-algebraic conditions support the same tree 𝑇 whose algebraic vari-
ety 𝒱𝑇 is closest to the data point?
In terms of distances, we explicitly ask the question:




































Figure 6: Illustration for the situation presented in Problem 2. The two curves
represent two different phylogenetic varieties and their dashed parts corresponds
to their stochastic phylogenetic regions. In this diagram 𝑝 is closer to 𝒱𝑇1 than to
𝒱𝑇2 . However, if we restrict to the stochastic regions, it is closer to 𝒱
+
𝑇2 than to 𝒱
+
𝑇1 .
In Chapter 2 we address Problem 2 for special cases of interest in phylogenetics. First
in Section 2.2 we consider trees with short branch lengths1 at the external edges with
nucleotides evolving under the Kimura 3-parameter model. Our main theoretical result
in this sense is:
1Throughout this work, the length of the branches of phylogenetic trees refer to the amount of elapsed sub-
stitutions per site between both sequences at the ends of the edge.
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Theorem1 (SeeTheorem2.2.3 formore precise statement). Let𝑝0 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀)
where 𝑀 is a 𝐾81 non-stochastic matrix and 𝐼𝑑 stands for the identity matrix. If 𝑇′ ≠ 𝑇
and 𝑝 is close enough to 𝑝0, then
𝑑(𝑝,𝒱+𝑇 ) < 𝑑(𝑝,𝒱
+
𝑇′).
Therefore we find that in this setting, restricting to the stochastic phylogenetic region
does not make any difference and then the question posed in Problem 2 has a positive
answer. It is worth noting thatmost reconstructionmethods are successful on data points
𝑝 close to a point 𝑝0 as in the statement of the theorem.
The situation completely changes when we consider a long branch attraction sce-
nario. The long branch attraction problem, LBA for short, occurs when fast evolving lin-
eages are wrongly inferred to be closely related. Quartet trees representing these events
are characterized for having two non-sister taxa that have accumulated many substitu-
tions and two non-sister taxa that have very similar DNA sequences, see Figure 1.11 for
an example. This is one of the most difficult situations to cope with in phylogenetic in-
ference (see Kück et al., 2012).
As shown in the next result for the Jukes-Cantor model, considering the stochastic
region of phylogenetic varieties might be of interest when dealing with data subject to
LBA, specially if the data points are close to the intersection of the three varieties:
Theorem 2 (See Theorem 2.4.10). Let𝑇 = 𝑇12|34 and 𝑝0 ∶= 𝜙𝑇 (𝐾0, 𝐼𝑑, 𝐾0, 𝐼𝑑,𝑀0) ∈ 𝒱𝑇
with 𝐾0 and 𝑀0 two JC69 matrices such that 𝐾0 is stochastic and 𝑀0 is not. If 𝑝 is close
enough to 𝑝0 and 𝑝0 satisfies a technical assumption (see Theorem 2.4.10), then for 𝑇′ ≠ 𝑇
𝑑(𝑝,𝒱+𝑇 ) ≥ 𝑑(𝑝,𝒱
+
𝑇′).
We use techniques from elimination theory to prove this result and software from nu-
merical algebraic geometry to do some simulations in this context, see Section 2.5. Theo-
rem 2 together with the results of our simulations, imply that the answer to the question
posed on Problem 2 is negative for data affected by the long branch attraction.
Following the last two theorems and relying on the results obtained in the simula-
tions of Section 2.5, we conclude that incorporating the semi-algebraic conditions to the
problem of phylogenetic reconstruction may be of importance when data are close to the
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intersection of the three phylogenetic varieties (this is the case where phylogenetic recon-
structionmethods tend to confuse the trees); on the contrary, on data points which are far
from the intersection it does not seemnecessary to incorporate these semi-algebraic tools.
This suggests a positive answer to the question of Problem 1 but also reveals why
incorporating semi-algebraic tools into phylogenetic reconstruction methods might be
extremely difficult and the procedure to do it is not at all evident. Theoretically, this
could be done via the semi-algebraic description of the general Markov model presented
inAllman, Rhodes, andTaylor (2014). Nevertheless, in the sameway that algebraicmeth-
ods do not directly use topology invariants, the semi-algebraic conditions cannot be used
straightforward or separately from the algebraic ones. Indeed, designing a method that
works well for theoretical data 𝑝 ∈ Im𝜙𝑡 is equivalent to specifying a method that is
successful on distributions 𝐹 ∼ Mult(𝑁;𝑝) when 𝑁 tends to infinite. Which is more
important is to design a method that works for 𝐹 even if 𝑁 is small and that is based on
theoretical results states for 𝐹 (not only for theoretical distributions 𝑝). These consider-
ations suggest our next problem:
Problem 3. Merge the algebraic and semi-algebraic description for the general Markov
model into a phylogenetic reconstruction method that performs well even with short
alignments.
Briefly speaking, the result of Allman, Rhodes, and Taylor (2014) can be stated as
follows. Let 𝑝 ∈ ℝ44 be a distribution and consider the 12|34 leaf-transformations on 𝑝:
these transformations produce new vectors 𝑝𝑘 that have also arisen on 𝑇12|34 but with dif-
ferent transitionmatrices at the exterior edges. Then, 𝑝 has arisen under some stochastic
parameters on 𝑇 = 𝑇12|34, that is 𝑝 ∈ Im𝜙𝑇12|34 , if and only if the following three condi-
tions are satisfied:
(a) themarginalization of𝑝 over each leaf comes from stochastic parameters on a triva-
lent 3-leaf tree,
(b) the matrix 𝐹𝑙𝑎𝑡12|34(𝑝) has rank four (or less than four for special parameters),
(c) after applying the 12|34 leaf-transformations to 𝑝, the flattening matrices 𝐹𝑙𝑎𝑡13|24
(𝑝𝑘) and 𝐹𝑙𝑎𝑡14|23 (𝑝𝑘) are symmetric and positive definite (or positive semidefinite
for special parameters).
The first condition (𝑎) is independent of the tree topology, so it seems not useful for
recovering the tree topology. Condition (𝑏) relies already on the tree topology and, as
previously mentioned, has been used in different phylogenetic reconstruction methods.
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However, it does not reflect the stochastic conditions of the transition matrices; instead
condition (𝑐) does: it reflects the stochastic nature of the transition matrix at the interior
edge (see the proof of Theorem 1.3.26).
In order to combine conditions (𝑏) and (𝑐) and apply them in a reconstructionmethod,
we need to guarantee that the rank cannot increase when projecting amatrix to the space
of positive semidefinite matrices as we need to apply this result to distributions 𝐹 that are
not in Im𝜙𝑇 . This is the content of the following result (see Corollary 3.1.3).
Theorem 3. The rank of the positive semidefinite approximation of a real square matrix
𝑀 is less than or equal to the rank of𝑀.
InChapter 3we present two quartet reconstructionmethods that combine conditions
(𝑏) and (𝑐) and achieve a high performance on simulated data. First, we present the
method SAQ, which stands for Semi-Algebraic Quartet reconstruction method in Section
3.3. It is a phylogenetic reconstruction method for DNA alignments on four taxa which
assumes the general Markov model on iid sites, but it can also deal with certain mixture
models, that allow different behaviour on different sites of the DNA sequences. If 𝑇 =




























where 𝛿4 indicates the distance to the set of matrices of rank less than or equal to 4 and
𝑝𝑠𝑑(𝑀) is the closest positive semidefinite matrix to𝑀. SAQ also computes these scores
for the other two quartets 𝑠𝑘13|24 and 𝑠
𝑘










and 𝑠 ∶= 𝑠12|34(𝑝) + 𝑠13|24(𝑝) + 𝑠14|23(𝑝). Finally SAQ
outputs as the correct topology for a distribution 𝑝 the topology 𝑇𝐴|𝐵 that maximizes the
corresponding value 𝑠𝐴|𝐵(𝑝).
Theorem 4 (See Theorem 3.3.1). If 𝑝 is a distribution that has arisen on the quartet 𝑇12|34
with generic stochastic parameters and 𝐹 is the vector of relative frequencies of patterns ob-
tained from𝑁 independent trials sampled from 𝑝, then
lim
𝑁→∞
SAQ(𝐹) = SAQ(𝑝) = (1, 0, 0).
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Moreover, the topology reconstruction method that assigns to a distribution 𝐹 the quar-
tet 𝑇𝐴|𝐵 such that 𝑠𝐴|𝐵(𝐹) is maximum is a statistically consistent method for the general
Markov model.
In our studies on the performance of SAQ as a quartet reconstruction method, we
have observed that SAQ tends to outperform Erik+2 for short alignments (length ≤ 1000)
and in contrast Erik+2 obtains better results for longer alignment lengths. This fact has
been the motivation for us to develop the ASAQmethod. ASAQ is presented in Section 3.5,
it is also a topology reconstruction method for four taxa that assumes a general Markov
model of nucleotide substitution and iid distributed sites. It relies on a statistic 𝐼𝐴|𝐵(𝑝)
(see Section 3.4) that allows ASAQ to benefit from the advantages of Erik+2when there is
enough data or to draw on SAQ when there is an inconsistency between the value of the
statistic and the tree output by Erik+2. This statistic is a “neighborliness"measure which
coincides with themeasure in Gascuel (1994) and it can be seen as assessing the positivity
of the estimated interior branch length via the paralinear distance (see Definition 1.1.33).
If we have a distribution 𝑝 arising on a quartet 𝑇𝐴|𝐵 under some stochastic parameters,
then the value of 𝐼𝐴|𝐵(𝑝) is positive and only depends on the internal transition matrix
and the distribution at the root; in fact, it corresponds to twice the length of the interior
branch. In Theorem 3.4.5 we see that the triplet ℐ(𝑝) = (𝐼12|34(𝑝), 𝐼13|24(𝑝), 𝐼14|23(𝑝))
is a quartet-inference measure (in the sense of Sumner et al., 2017) which leads to the
paralinear method: given the vector 𝐹 of relative frequencies of patterns in an alignment,
choose the tree 𝑇 = 𝑇𝐴|𝐵 with largest value 𝐼𝐴|𝐵(𝐹).
The method ASAQ (whose name arises from Algebraic and Semi-Algebraic Quartet
reconstruction method) arises by combining this last method with SAQ and Erik+2. It
proceeds as follows: given a distribution 𝐹 ∈ ℝ44 we compute the ℐ(𝐹) and the weights
of Erik+2 at 𝐹. Then
(1) if Erik+2 and the paralinear method output the same quartet, ASAQ outputs the
topology and weights of Erik+2,
(2) if they do not agree, then ASAQ outputs the weights of SAQ.
An inconsistency between Erik+2 and the paralinearmethod indicates that the algebraic
conditions used by Erik+2 are not in concordance with the fact that the substitution
parameters at the interior edge must be stochastic. Thus relying on SAQ in this case is a
good option. We prove that ASAQ is statistically consistent in Theorem 3.5.1.
Although in this work SAQ and ASAQ have been specifically designed to deal with
nucleotide sequences, the theoretical results underlying them could be generalised to
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any number of states, and thus these methods could be adapted to deal with amino acid
substitution models, which in some cases might be useful.
Proposing a statistical consistent method on phylogenetic reconstruction is not
enough. We have tested the proposed methods for phylogenetic reconstruction on simu-
lated (and real) data in order to check their actual performance in a number of scenarios,
both consistent and violating the assumptions of the method. To this end we address the
following goal:
Problem 4. Implement the proposedmethods and test them on simulated data for quar-
tets. Also, implement the methods as input of quartet-based methods and test them on
simulated data for larger trees.
We address this problem in Chapter 4, where we present the performance of SAQ (see
Section 4.2) and ASAQ (Section 4.4) on simulated data under different settings: on a “tree
space” of quartets, on quartets with random branch lengths, and on alignments that are
not identically distributed across sites (“mixture data” that violates the assumptions un-
derlying SAQ). Data have been generated both under the GMmodel and a homogeneous
across lineages and general time-reversible model (GTR, see Definition 1.1.31).
Our results show that both methods SAQ and ASAQ are highly successful, even with
short alignments andwith data that violates their assumptions. Theweights ouput by SAQ
and ASAQ are shown to be not biased towards any incorrect topology. We also provide
comparisons of both methods against existing methods such as Maximum Likelihood,
Neighbor-joining and Erik+2. Our simulation studies show that, in general, SAQ and
ASAQ outperform all of them for GM data and have a compatible performance for GTR
data (see Table 1). Moreover, the results on mixtures of distributions on the same quartet
topology show that these methods can also deal with heterogeneity across lineages, as it
surpasses methods that are specially designed for these data.
Average success of different methods on the tree space for GM data.
base pairs ASAQ SAQ Erik+2 NJ ML
500 85.3 84.6 72.4 72.5 72.1
1 000 90 88.8 80.3 79.7 73.6
10 000 98.4 96.8 97.1 94.3 75.4
Table 1: Average of correctly reconstructed trees of SAQ and ASAQ corresponding
to the tree space of Figure 4.1 (b), compared to the results of the performance of
Erik+2, NJ and ML, see Section 4.1.1 for an explanation on the simulated data.
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Lastly, in Section 4.5 we consider three quartet based methods (or Q-methods):
quartet-puzzling (QP) by Strimmer and Haeseler (1996), the method proposed by Will-
son (1999) (WIL), andWeight Optimization (WO) by Ranwez and Gascuel (2001), which
reconstruct 𝑛-leaf trees 𝑇 by using weights from each quartet subtree of 𝑇 (see Section
1.4.5 for a brief description of suchmethods). As pointed out byRanwez andGascuel (2001),
the weaknesses of Q-methods are very likely due to the method of weighting the quar-
tets rather than to the method of combining them. Moreover, the correct management
of long-branch attraction is crucial for obtaining a successful quartet-based method (St.
John et al., 2003). We compare the performance of those three Q-methods in combina-
tion with weighting systems obtained by ASAQ, Erik+2, NJ and ML. We use the simulation
framework proposed by Ranwez and Gascuel (2001) but considering more general mod-
els of nucleotide substitution. We observe a huge improvement on the performance of
Q-based methods when weights from ASAQ or Erik+2 are considered. The highest suc-
cess is obtained by WOwith the weighting system of ASAQ. The success of this method is
compatible with a global NJ and outperforms it in the presence of mixtures. In Figure 7
we present the performance of WO with the weighting systems of ASAQ, Erik+2, ML and
NJ for data simulated on a tree of 12 leaves and the GM model (see Section 4.1.2 for a
detailed description of the data).
Figure 7: Average Robinson-Foulds (RF) distance to treeCC forWOwith differentweight systems
(see Section 4.1.2), with data generated on CC trees with alignment length 600 bp. (left), 5 000 bp.
(middle) and 10 000 bp. (right). The dotted red lines represent the average RF distance from the
original tree to the tree reconstructed using a global NJ with paralinear distance.
Moreover, we considered real data for eight species of yeast provided by Jayaswal et
al. (2014). WOwith the weighting system of ASAQ correctly reconstructs the tree topology
identified by Rokas et al. (2003) and widely accepted by the community of biologists.
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As a final comment to this introduction, it is worth mentioning that the design of
the methods SAQ and ASAQ is the result of multiple trials and simulations. As we have
previously mentioned, how to combine algebraic and semi-algebraic conditions together
is not obvious and it has taken several attempts to find an optimal and powerful way to
do it. We have succeeded in proposing two statistically consistent methods that perform
well both as quartet inference methods and as providing useful weighting systems to be
used as input for Q-methods.
The structure of this thesis is as follows. In Chapter 1 we recall basic definitions, top-
ics and results that will be needed later. We introduce phylogenetic trees and nucleotide
substitution models and explain how to define a Markov process on a tree. Next, we give
some background in tensors and algebraic geometry and describe phylogenetic algebraic
varieties. We also introduce a characterization of the phylogenetic stochastic regions. Fi-
nally, we briefly describe existing phylogenetic reconstruction methods that will be used
in the last chapter for comparison purposes. Chapter 2 is devoted to answering Problem
2 for trees with short branches at the external edges and trees under the long branch at-
traction phenomenon. Moreover, we present an algorithm to find the closest point in the
stochastic phylogenetic region to a given data point and we provide some simulations to
illustrate the positive answer for Question 2 on data close to the intersection of varieties.
In Chapter 3 we present SAQ and ASAQ and prove the necessary technical results to ex-
plain their theoretical foundations. Lastly, in Chapter 4 we analyse the performance of
SAQ and ASAQ as quartet inferencemethods on simulated data under different settings and
we present the performance of different Q-methods using the weighted system provided
by ASAQ in comparison to other methods, and test our methods with real data.
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This chapter aims to introduce the preliminary concepts and results needed for the de-
velopment of our work. The chapter is divided into four sections. In the first section,
we introduce phylogenetic trees, Markov processes on a tree and nucleotide substitution
models. Section 1.2 is devoted to introducing the basic notions and main tools on alge-
bra and geometry needed on the sequel. In Section 1.3 we present the notions of phy-
logenetic algebraic varieties and their stochastic regions. Finally, in the last section, we
explain what is the phylogenetic reconstruction problem we wish to address and give an
overview on some existing phylogenetic reconstruction methods.
1.1 Phylogenetics
1.1.1 Phylogenetic trees
A basic object of study in phylogenetics is a tree that represents the evolutionary relation-
ships among a given set of taxa. In this section we introduce phylogenetic trees and some
related notions. We follow the approach in the books by Allman and Rhodes (2003a),
Allman and Rhodes (2005) and Steel (2016).
Definition 1.1.1. A tree 𝑇 is a connected graph with no cycles. The set of vertices of
𝑇 is denoted by 𝑉(𝑇) and the degree of a vertex is the number of edges incident on it.
The vertices of degree 1 are called leaves and the set of leaves is denoted by 𝐿(𝑇). All
other vertices, which have degree at least 2, are the interior nodes of the tree and the
corresponding set is designated by 𝐼𝑛𝑡(𝑇). 𝐸(𝑇) is the set of the edges of the tree and
we call exterior edges those adjacent to a leaf of the tree. The remaining edges are called
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interior edges. We shall write 𝑒 = {𝑢, 𝑣} to indicate that the vertices 𝑢, 𝑣 are the ends of
the edge 𝑒.
Definition 1.1.2. A tree is called a rooted tree if one interior vertex 𝑟 has been labeled as
the “root”. In this case, the edges of the tree are oriented away from the root.
Definition 1.1.3. Two trees 𝑇1 and 𝑇2 are isomorphic if there exists a graph morphism
Ψ ∶ 𝑇1 → 𝑇2 consisting in a pair of bijective maps Ψ𝑉 ∶ 𝑉(𝑇1) → 𝑉(𝑇2) and Ψ𝐸 ∶
𝐸(𝑇1) → 𝐸(𝑇2) such that if 𝑒 = {𝑢, 𝑣} ∈ 𝐸(𝑇1) then Ψ𝐸 (𝑒) = {Ψ𝑉(𝑢),Ψ𝑉(𝑣)} ∈ 𝐸(𝑇2).
If 𝑇1 and 𝑇2 are rooted trees with respective roots 𝑟1 and 𝑟2 then, we also require that
Ψ𝑉(𝑟1) = 𝑟2.
Definition 1.1.4. For any two vertices 𝑢, 𝑣 ∈ 𝑉(𝑇), if the path from 𝑢 to 𝑣 is oriented we
say that 𝑢 is an ancestor of 𝑣, and that 𝑣 is a descendant of 𝑢. Moreover, if 𝑒 = {𝑢, 𝑣} is
an oriented edge 𝑒 ∶ 𝑢 → 𝑣, then we say that 𝑢 is the parent of 𝑣, and 𝑣 is the child of 𝑢
(sometimes we shall also say that 𝑢 and 𝑣 are, respectively, the parent node and the child
node of 𝑒). If a node has exactly two child nodes 𝑢, 𝑣 ∈ 𝐿(𝑇) we say that (𝑢, 𝑣) is a cherry
of 𝑇.
Definition 1.1.5. A rooted tree is said to be binary if the root 𝑟 has degree 2 and the other
interior vertices are of degree 3. If 𝑇 is an unrooted tree with all the interior vertices of
degree 3 then it is called trivalent.






Figure 1.1: Left: A trivalent unrooted 3-leaf tree. Right: A rooted binary 3-leaf
tree where (2, 3) is a cherry.
Definition 1.1.6. A phylogenetic tree is a pair (𝑇, 𝜓) where 𝑇 is a tree and 𝜓 ∶ 𝐿(𝑇)→ 𝑋
is a one-to-one correspondence between the leaves of the tree and a finite set of labels (or
taxa) 𝑋. We call 𝜓 the labeling map of the phylogenetic tree.
In other words, the labeling map assigns a label to each leaf of the tree. In a phylo-
genetic tree, the set of labels 𝑋 represents a set of usually non-extinct taxa, and the tree
𝑇 shows the ancestral relationships among them. Every edge represents an evolutionary
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process between the taxa represented by its end nodes. If the tree is rooted, the root rep-
resents the common ancestor of all the set of taxa𝑋. For our purposes, 𝑋 shall be usually
taken as the set [𝑛] = {1, 2,… , 𝑛} and, since we identify the leaves of a phylogenetic tree
with the set of labels 𝑋, we often use 𝑋 when we refer to the set of leaves of 𝑇.
Definition 1.1.7. Two phylogenetic trees (𝑇1,𝜓1) and (𝑇2,𝜓2), with the same set of labels
𝑋 at the leaves are isomorphic if there exists a tree isomorphism Ψ ∶ 𝑇1 → 𝑇2 such that
for each leaf 𝑢 ∈ 𝐿(𝑇1), 𝜓1(𝑢) = 𝜓2(Ψ𝑉(𝑢)), where Ψ𝑉 is the bijective map from 𝑉(𝑇1) to
𝑉(𝑇2). Roughly speaking, isomorphism of trees concern the shape of the trees and how
the labels are placed at their leaves. We shall refer to this information as the topology
of the tree. In terms of biology, two phylogenetic trees are isomorphic if they represent
the same ancestral relationships among the set 𝑋 (without taking into account time or
evolutionary rates).
Example 1.1.8. Let 𝑇1, 𝑇2 be the trees of Figure 1.2. Consider a set of labels 𝑋 = [4] and
the labeling maps:
𝜓1 ∶ 𝐿(𝑇1) → 𝑋 𝜓2 ∶ 𝐿(𝑇2) → 𝑋
𝑢1 ↦→ 1 𝑣1 ↦→ 3
𝑢2 ↦→ 2 𝑣2 ↦→ 4
𝑢3 ↦→ 3 𝑣3 ↦→ 2
𝑢4 ↦→ 4 𝑣4 ↦→ 1
(1.1)
Then, the phylogenetic trees (𝑇1, 𝜓1) and (𝑇2, 𝜓2) are isomorphic and its isomor-
phism class can be represented by the phylogenetic tree of Figure 1.3. If we root (𝑇1, 𝜓1)
at the vertex 𝑢5 then it is isomorphic to (𝑇2, 𝜓2) if and only if 𝑇2 is rooted at the vertex
𝑣6. On the other hand, if we consider the labeling map 𝜓 ∶ 𝐿(𝑇2) → 𝑋 with 𝜓(𝑣1) = 1,











Figure 1.2: Two isomorphic trees 𝑇1 and 𝑇2.
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From now on, we shall denote the phylogenetic tree (𝑇, 𝜓) by 𝑇, if the labeling map
𝜓 is clear from the context.
Another type of information that can be displayed on a phylogenetic tree is given
by the edge lengths or branch lengths1. They usually represent the number of nucleotide
changes per position that have occurred along the evolutionary process represented by
that edge (see Section 1.1.4). By default, throughout this memoir, a phylogenetic tree 𝑇
does not have this metric information and can be identified to any other tree isomorphic
to 𝑇. Often we blur the distinction between a phylogenetic tree 𝑇 and the tree topology
of 𝑇, and call 𝑇 to any phylogenetic tree isomorphic to 𝑇. Henceforth, we work with
phylogenetic trees where the leaves are identified with some labels and the trees shall be





Figure 1.3: A 4-leaf phylogenetic tree isomorphic to (𝑇1, 𝜓1) and (𝑇2, 𝜓2) of
Example 1.1.8.
Definition 1.1.9. We denote by𝒯𝑛 the set of all isomorphic classes of unrooted trivalent
phylogenetic trees of 𝑛 leaves.
Remark 1.1.10. It is well known that the number of trees in 𝒯𝑛 for 𝑛 ≥ 3 is |𝒯𝑛| =
(2𝑛 − 5)!! (see Lemma 2.33 in Pachter and Sturmfels, 2005).
Example 1.1.11. The first tree in Figure 1.1 is the only tree in𝒯3, and will be denoted by
𝑇3. The two trees (𝑇1, 𝜓1) and (𝑇2, 𝜓) of the Example 1.1.8 are two different trees in 𝒯4.
Observe that the two isomorphic phylogenetic trees (𝑇1, 𝜓1) and (𝑇2, 𝜓2) of Example
1.1.8 have the same cherries (1, 2), (3, 4), and then, the way how the leaves are sepa-
rated by the interior edge is the same. However, the phylogenetic tree (𝑇2, 𝜓) in the same
example has two different cherries (1, 3) and (2, 4). This motivates our next definition:
Definition 1.1.12. A split 𝐴|𝐵 of the taxa 𝑋 of a tree 𝑇 is a partition of the leaves into
two non-empty subsets 𝐴, 𝐵 ⊂ 𝑋 such that 𝐴 ∪ 𝐵 = 𝑋, 𝐴 ∩ 𝐵 = ∅. A split 𝐴|𝐵 is induced
by the tree (also called an edge split) if it is obtained by removing an edge 𝑒 of 𝑇. We refer
to splits not induced by a tree as incompatible splits of 𝑇. A split is called trivial if either
𝐴 or 𝐵 contain a single leaf.
1Throughout this work we will use edge and branch indistinguishably.
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It is necessary to have away tomeasure how similar different trees actually are. There
are different ways to compare the structure or topology of phylogenetic trees, but in this
workwewill use theRobinson-Foulds distance, introduced byRobinson andFoulds (1981),
which is defined as follows:
Definition 1.1.13. The Robinson-Foulds distance (RF distance for short) between two
phylogenetic trees 𝑇1 and 𝑇2 with the same leaves 𝑋 is the number of splits in one tree
but not in the other one, and can be computed as
𝑑𝑅𝐹(𝑇1, 𝑇2) = |𝐸(𝑇1)| + |𝐸(𝑇2)| − 2|𝑆(𝑇1) ∩ 𝑆(𝑇2)|, (1.2)
where 𝐸(𝑇𝑖) denotes the set of interior edges and 𝑆(𝑇𝑖) the set of non-trivial splits of 𝑇𝑖 .
The RF distance is widely used by biologists, because it is fast to compute (it can
be done in polynomial-time, see Steel, 2016) and it has a clear and biologically relevant
interpretation: it is the number of evolutionary processes that take apart one tree from
the other one. It can also be thought as the smallest number of edges that need to be
collapsed in both trees to get the same unrooted phylogenetic tree.








Figure 1.4: Three 4-leaf trees. The first two, are rooted and binary trees while the
third one is unrooted and trivalent.
Example 1.1.14. Denote by 𝑇1, 𝑇2 and 𝑇3 the phylogenetic trees at the left, middle and
right (respectively) of Figure 1.4. Then 𝑑𝑅𝐹(𝑇1, 𝑇2) = 2 + 2 − 2 ⋅ 1 = 2 and 𝑑𝑅𝐹(𝑇1, 𝑇3) =
2+1−2 ⋅1 = 1. This agrees with the last interpretation, since we need to collapse an edge
from 𝑇1 and an edge from 𝑇2 (2 edges in total) so that 𝑇1 and 𝑇2 are isomorphic unrooted
trees. However, there is only one edge to be collapsed in 𝑇1 to make it isomorphic to 𝑇3.
Consider now the trees of Example 1.1.8 𝑇1 ∶= (𝑇1, 𝜓1), 𝑇2 ∶= (𝑇2, 𝜓2) and 𝑇3 ∶=
(𝑇2, 𝜓). Then, 𝑑𝑅𝐹(𝑇1, 𝑇2) = 1 + 1 − 2 = 0 since they are isomorphic and 𝑑𝑅𝐹(𝑇1, 𝑇2) =
1 + 1 − 0 = 2 since we have to collapse the interior edge from both 𝑇1 and 𝑇3 to make
them isomorphic.
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Remark 1.1.15. Buneman (1971) proved that any two unrooted trivalent trees with the
same set of edge splits are isomorphic. And as a consequence, two trees 𝑇1 and 𝑇2 with
the same leaves 𝑋 have the same topology if and only if 𝑑𝑅𝐹(𝑇1, 𝑇2) = 0.
Quartets
The 4-leaf trees, also called quartets, will play an important role in this work.
Definition 1.1.16. A quartet is an unrooted trivalent phylogenetic tree with 4 leaves. We
denote a quartet by 𝑇𝑎𝑏|𝑐𝑑 if {𝑎, 𝑏} | {𝑐, 𝑑} is the non-trivial split induced by 𝑇.
Any phylogenetic tree induces a set of quartets. Namely, a quartet subtree 𝑇𝑎𝑎′|𝑏𝑏′
is induced by a tree 𝑇 if there exists an edge split 𝐴|𝐵 of 𝑇 such that {𝑎, 𝑎′} ⊂ 𝐴 and
{𝑏, 𝑏′} ⊂ 𝐵.
Lemma 1.1.17 (Lemma 4.1, Steel, 2016). Let 𝑇1 and 𝑇2 be two isomorphic phylogenetic
trees, then the collection of quartets induced by 𝑇1 and 𝑇2 are equal.
Theorem 1.1.18 (Theorem 12, Allman and Rhodes, 2005). The collection of quartets in-
duced by a trivalent tree 𝑇 determines the topology of 𝑇 .




















Figure 1.5: The three topologies of 𝑇4: 𝑇12|34, 𝑇13|24 and 𝑇14|23.
From now on we will always deal with phylogenetic trees, and wemay use the terms
tree or phylogenetic tree indistinctly.
1.1.2 Markov process on a tree
The substitution of nucleotides in an evolutionary process is usually modeled by adopt-
ing a parametric statistical model. In this sense the substitution of nucleotides in DNA
sequences is assumed to be a random stochastic process. In order to model it we as-
sume that different sites in the DNA sequence evolve independently, that is, the states
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at each position in the sequence evolve independently of the other positions. Because
of this hypothesis we can model substitutions in DNA sequences by modeling only one
site. Moreover, for the moment we also assume that all sites in a DNA sequence evolve
following the same process but we shall relax this hypothesis whenwe talk aboutmixture
models (which are introduced at the end of this section).
Assuming the previous hypotheses, one models the substitution of nucleotides on a
phylogenetic tree𝑇 as aMarkov process on𝑇. To this end, to eachnode𝑢 of𝑇we associate
a discrete random variable 𝑋𝑢; such 𝑋𝑢 can take four different states on the set Σ ∶=
{𝙰, 𝙲, 𝙶, 𝚃} corresponding to the four nucleotides in DNA (denoted by their first letter).
This can be generalized and assume each 𝑋𝑢 takes 𝑘 different states (for any natural 𝑘),
however for our purposes it is enough to consider the set of nucleotides.
Before introducing the parameters of a model in a rooted phylogenetic tree 𝑇 we
introduce the notion of stochastic vectors and matrices:
Definition 1.1.19. A vector 𝑣 ∈ ℝ𝑛 is a stochastic vector if all its entries are non-negative
and sum to one. Sometimes, we will also refer to them as distributions since they can
represent the probabilities that a random variable takes some prescribed 𝑛 states. A (row)
stochastic matrix 𝑀 is a real square matrix with non-negative real entries and with rows
summing to one. Stochastic matrices are also called transition, probability, substitution
orMarkovmatrices.
Throughout this sectionwe assume that trees are rooted. The parameters of aMarkov
process on 𝑇 include the distribution at the root i.e. the distribution 𝜋 = (𝜋𝙰, 𝜋𝙲, 𝜋𝙶, 𝜋𝚃)𝑡
of the random variable 𝑋𝑟 associated to the root 𝑟. The entries of 𝜋 are interpreted as
the probabilities that an arbitrary site in the DNA sequence at the root is occupied by
the corresponding nucleotide, or, equivalently, the nucleotide frequencies that we would
expect to observe in a sequence at the root.
A second set of parameters is associated to the substitution processes that occur on
the edges of the tree. To each edge 𝑒 ∈ 𝐸(𝑇) we attach a 4 × 4 transitionmatrix𝑀𝑒. The
entries of 𝑀𝑒 are the conditional probabilities Pr (𝑥|𝑦, 𝑒) that the state 𝑦 at the parent
node of 𝑒 is being substituted by the state 𝑥 at its child. In other words, the (𝑖, 𝑗)-entry
of𝑀𝑒 stands for the conditional probability that the nucleotide 𝑖 at the DNA sequence at
the parent vertex of the edge 𝑒, is replaced by nucleotide 𝑗 at the descendant vertex.
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In this case, the transition matrices have the form











Pr (𝙰|𝙰, 𝑒) Pr (𝙲|𝙰, 𝑒) Pr (𝙶|𝙰, 𝑒) Pr (𝚃|𝙰, 𝑒)
Pr (𝙰|𝙲, 𝑒) Pr (𝙲|𝙲, 𝑒) Pr (𝙶|𝙲, 𝑒) Pr (𝚃|𝙲, 𝑒)
Pr (𝙰|𝙶, 𝑒) Pr (𝙲|𝙶, 𝑒) Pr (𝙶|𝙶, 𝑒) Pr (𝚃|𝙶, 𝑒)







It is easy to that any 4 × 4 stochastic matrix 𝑀 has an eigenvalue equal to one, see
Theorem 1.2.15 on Section 1.2.1. Moreover, if𝑀 is positive, then 𝜆 = 1 is the only eigen-
value with |𝜆| = 1, it has algebraic multiplicity one and there exists a unique distribution
𝜋 such that 𝜋𝑡𝑀 = 𝜋𝑡.
Definition 1.1.20. When𝑀 is positive, the distribution 𝜋 such that 𝜋𝑡𝑀 = 𝜋𝑡 is called
the stationary distribution of𝑀.
Definition 1.1.21. AMarkov process on a tree 𝑇 is the parametric model that expresses
the joint probability distribution of the randomvariables {𝑋𝑢}𝑢∈𝑉(𝑇) as a product of entries











where 𝑒 is the oriented edge 𝑒 = 𝑢 → 𝑣.
This Markov process can also be understood as a condition of independence on the
random variables 𝑋𝑢. That is, a Markov process on a tree 𝑇 is a collection of variables
{𝑋𝑢}𝑢∈𝑉(𝑇) such that for each edge 𝑒 ∈ 𝐸(𝑇), 𝑒 ∶ 𝑢 → 𝑣, 𝑋𝑣 is conditionally independent
of any variable 𝑋𝑤 at the non-descendant nodes of 𝑣 (with 𝑤 ≠ 𝑢) given 𝑋𝑢. Moreover, it
can also be regarded as an extension of a Markov chain, since any path on a tree can be
seen as a Markov chain composed of the nodes along the path.
Since DNA sequences of the contemporary taxa are known, but we do not have any
information about the ancestral taxa we deal with a hidden Markov process. We shall
say that the random variables at the leaves of 𝑇 are observed and the ones at the inte-
rior nodes are hidden. In what follows we describe how to compute the joint probability
at the random variables at the leaves according to the described Markov process on 𝑇.
The probability that the random variables𝑋1,… , 𝑋𝑛 at the leaves take the states 𝑥1,… , 𝑥𝑛
respectively is denoted by
𝑝𝑥1,…,𝑥𝑛 = Pr (𝑋1 = 𝑥1, 𝑋2 = 𝑥2,… , 𝑋𝑛 = 𝑥𝑛).
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Then, we define joint distribution 𝑝 ∈ ℝ4𝑛 at the leaves of a rooted phylogenetic tree
𝑇 as the vector 𝑝 whose entries are the joint probabilities 𝑝𝑥1…𝑥𝑛 ,
𝑝 = (𝑝𝑥1,…,𝑥𝑛 )𝑥1,…,𝑥𝑛∈Σ.
According to the Markov process on the tree and marginalizing over the random
















where 𝑥𝑟 is the state of the root, 𝑥𝑎(𝑒) is the state of the parent node of 𝑒, and 𝑥𝑑(𝑒) is the
state of the child node of 𝑒. If 𝑒 is a terminal edge ending at leaf 𝑖 then 𝑥𝑑(𝑒) = 𝑥𝑖 . Note
that every entry of 𝑝 can be seen as a polynomial on the parameters of the modelℳ.




consisting on the transition ma-
trices and the distribution at the root on a tree, will be called the substitution parameters
of the Markov process on 𝑇. In addition, we say that 𝑝 is a distribution that has arisen on












Figure 1.6: Markov process on a quartet.
Example 1.1.23. The Figure 1.6 represents a Markov process on a phylogenetic tree,
where the𝑋𝑖 are random variables associated to the leaves,𝑀𝑖 are the transitionmatrices,
and 𝜋 is the distribution at the root 𝑟. We can compute the entry 𝑝𝑥1,𝑥2,𝑥3,𝑥4 of the joint




𝜋𝑥𝑟 ⋅𝑀5(𝑥𝑟, 𝑥5)⋅𝑀1(𝑥𝑟, 𝑥1)⋅𝑀2(𝑥𝑟, 𝑥2)⋅𝑀3(𝑥5, 𝑥3)⋅𝑀4(𝑥5, 𝑥4). (1.4)
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A continuous-timeMarkov process on a tree
AMarkov processes on a tree can also be described using a continuous notion of time. In
this formulation, we suppose that there are certain instantaneous rates 𝑞𝑥𝑦 (with 𝑥 ≠ 𝑦)
of substitutions from 𝑥 to 𝑦 which can be thought as the speed at which substitutions
occur. We can set 𝑞𝑥𝑥 = −
∑







𝑞𝙰𝙰 𝑞𝙰𝙲 𝑞𝙰𝙶 𝑞𝙰𝚃
𝑞𝙲𝙰 𝑞𝙲𝙲 𝑞𝙲𝙶 𝑞𝙲𝚃
𝑞𝙶𝙰 𝑞𝙶𝙲 𝑞𝙶𝙶 𝑞𝙶𝚃







that is, a matrix with non-negative real off-diagonal entries and rows summing to zero.
Each entry 𝑞𝑥𝑥 ≤ 0 is the rate of loss of 𝑥 and each entry 𝑞𝑥𝑦 is the rate of changes from
state 𝑥 to state 𝑦. For that reason, the rates 𝑞𝑥𝑥 and 𝑞𝑥𝑦 must balance and the rows of the
rate matrices must sum to zero.
Under this assumption, the matrix
𝑀 (𝑡𝑒) = 𝑒𝑥𝑝(𝑄𝑡𝑒) (1.5)
is a Markov matrix and encodes the conditional probabilities of substitutions at time 𝑡𝑒.
A transition matrix𝑀 is called embeddable if there exists some rate matrix 𝑄 and value
𝑡 > 0 such that𝑀 = 𝑒𝑥𝑝(𝑄𝑡).
Usually a continuous-time Markov process on a phylogenetic tree is described by a
rate matrix that remains constant during the whole process. In this case we say that the
process is homogeneous.
Mixture models
We have assumed so far that all sites in a DNA sequence evolve identically and indepen-
dently according to a givenMarkov process. However, this assumption is not realistic and
for biological reasons sometimes one needs to relax it by assuming different behaviour on
different sites of the DNA sequences. This can be modeled as a mixture of Markov pro-
cesses.
Definition 1.1.24. Let 𝑇 be a phylogenetic tree and let 𝑝 and 𝑝′ be two distributions














respectively. Then, we say that a distribution 𝑞 follows a mixture model with 2 cate-
gories on 𝑇 if it satisfies
𝑞 = 𝜆𝑝 + (1 − 𝜆)𝑝′,
where 0 ≤ 𝜆 ≤ 1. In this case, 𝜆 represents the probability that a random site in the
sequences at the leaves evolves under the Markov process associated with 𝑝.
Mixture models on phylogenetics can be generalized and a distribution can be as-
sumed to be a convex combination of 𝑚 different distributions 𝑞 = ∑𝑚𝑖=1 𝜆𝑖𝑝𝑖 where∑𝑚
𝑖=1 𝜆𝑖 = 1 and each 𝑝𝑖 has arisen on a tree 𝑇 with different substitution parameters
(see Steel, 2016). In this case 𝑞 follows a mixture model with𝑚 categories.
1.1.3 Nucleotide substitution models
When one uses Markov processes to model the substitution of nucleotides on a DNA se-
quence, one can take into account certain restrictions (whichmay arise from biochemical
properties of nucleotides) on the distribution at the root and the transitionmatrices. This
is specified by a nucleotide substitution model.
We say that a phylogenetic tree 𝑇 evolves under a certain nucleotide substitution
model if the distribution at the root and the transition matrices attached to the edges of
𝑇 are taken from that particular model. The resulting evolutionary model on 𝑇 has a
number 𝑑 of free parameters, which can be bounded by 3+12|𝐸(𝑇)|,where |𝐸(𝑇)| is the
number of edges of 𝑇, because the distribution at the root is assumed to sum to one (i.e.
has at most 3 free parameters) and the rows of the transition matrices also sum to one (i.e
there are no more than 12 free parameters in each matrix).
We present some nucleotide substitution models, starting with the most restricted
case and then relaxing the conditions.
Jukes Cantor model
Definition 1.1.25. The Jukes-Cantor model (JC69 for short, see the work by Jukes and
Cantor, 1969) is themost restricted and at the same time, the simplestmodel. It assumes a










, equal probabilities of substitution and
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, where 𝑎𝑒 = 1 − 3𝑏𝑒. (1.6)
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A JC69 matrix𝑀 is any matrix satisfying (1.6); if its entries are non-negative we say that
𝑀 is a stochastic JC69 matrix. Note that we have one free parameter 𝑏𝑒 per edge 𝑒 ∈ 𝐸(𝑇)
and the distribution at the root is fixed. The total number of free parameters of the JC69
model on a tree 𝑇 is |𝐸(𝑇)|.
Example 1.1.26. Consider theMarkov process on a phylogenetic tree presented in Figure
1.6 and assume it follows a JC69 model. Then, since 𝜋 is fixed and each transition matrix
has 1 free parameter, the number of free parameters in total is 6 (one for each matrix).
We can compute the joint distribution 𝑝 at the leaves and express each entry of 𝑝 as a
polynomial in terms of 𝑎𝑒 and 𝑏𝑒 (taking into account that 𝑎𝑒 = 1 − 3𝑏𝑒). For instance, if





4𝑀5(𝑥𝑟, 𝑥5)𝑀1(𝑥𝑟, 𝑥)𝑀2(𝑥𝑟, 𝑥)𝑀3(𝑥5, 𝑥)𝑀4(𝑥5, 𝑥) =
=𝑎54 (𝑎1𝑎2𝑎3𝑎4 + 3𝑏1𝑏2𝑏3𝑏4) +
3𝑏5
4 (𝑏1𝑏2𝑎3𝑎4 + 𝑎1𝑎2𝑏3𝑏4 + 2𝑏1𝑏2𝑏3𝑏4) .
However, if the observation at leaves 1 and 2 and 3 is 𝑥 but the one at leaf 4 is 𝑦, with
𝑥 ≠ 𝑦, then the entries 𝑝𝑥,𝑥,𝑥,𝑦 of 𝑝 are
𝑝𝑥,𝑥,𝑥,𝑦 =
𝑎5
4 (𝑏1𝑏2𝑏3𝑎4 + 𝑎1𝑎2𝑎3𝑏4 + 2𝑏1𝑏2𝑏3𝑏4) +
𝑏5
4 (𝑎1𝑎2𝑏3𝑎4 + 2𝑏1𝑏2𝑏3𝑎4 + 3𝑏1𝑏2𝑎3𝑏4 + 2𝑎1𝑎2𝑏3𝑏4 + 4𝑏1𝑏2𝑏3𝑏4) .
Kimura models
The JC69 model gives equal probabilities to each of the nucleotide substitutions. How-
ever, this is not completely realistic since substitutions are often more expected to occur
within the purine group {A,G} and within the pyrmidine group {C,T}, than between differ-
ent groups. The substitutions within the purine group or the pyrmidine group are called
transitions, and substitutions from purine to pyrimidine or vice versa are called transver-
sions. Kimura 1980, 1981 tried to adjust this by explicitly adding different parameters
for transversions and transitions according to the diagram presented in Figure 1.7. The
proposed models are called the Kimura 3-parameter model (K81 for short) if two differ-
ent parameters are considered for the transversions, and the Kimura 2-parameter model











Figure 1.7: Horizontal arrows represent transitions while vertical and diagonal
arrows are transversions.
Definition 1.1.27. The Kimura 3-parameter model (K81 for short) assumes that the nu-
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where 𝑎𝑒 = 1 − 𝑏𝑒 − 𝑐𝑒 − 𝑑𝑒. A K81 matrix 𝑀 is any matrix of the form (1.7) with the
rows summing to 1; if the entries of𝑀 are non-negative we say that𝑀 is a stochastic K81
matrix. In this model we have three free parameters per edge and the root distribution is
fixed, so the number 𝑑 of free parameters of a process on a tree 𝑇 that follows this model
is 𝑑 = 3|𝐸(𝑇)|. In particular, for the phylogenetic tree in Figure 1.6, we have 𝑑 = 15.
The more restricted Kimura 2-parameter model (Kimura, 1980) adds the additional
assumption that 𝑏𝑒 = 𝑑𝑒. Note that the JC69model is a submodel of both Kimuramodels










is the stationary distribution of
the transition matrices (see Definition 1.1.20).
One of the key interest of these models is the fact that all transition matrices diag-
onalize through the same basis of eigenvectors. This follows from the following easy
lemma:
Lemma 1.1.28. If𝑀 is a K81matrix as in (1.7), then it diagonalizes with eigenvalues𝑚𝙰 =
𝑎𝑒+𝑏𝑒+𝑐𝑒+𝑑𝑒 = 1,𝑚𝙲 = 𝑎𝑒+𝑏𝑒−𝑐𝑒−𝑑𝑒,𝑚𝙶 = 𝑎𝑒−𝑏𝑒+𝑐𝑒−𝑑𝑒 and𝑚𝚃 = 𝑎𝑒−𝑏𝑒−𝑐𝑒+𝑑𝑒
and respective eigenvectors 𝙰 = (1, 1, 1, 1)𝑡 , 𝙲 = (1, 1,−1,−1)𝑡 , 𝙶 = (1,−1, 1,−1)𝑡 and
𝚃 = (1,−1,−1, 1)𝑡 . In other words,𝑀 can be written as
𝑀 = 𝐻−1 ⋅𝑀 ⋅𝐻,
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1 1 1 1
1 1 −1 −1
1 −1 1 −1












In particular, the eigenvalues of a JC69 matrix are𝑚𝙰 = 1 and𝑚𝙲 = 𝑚𝙶 = 𝑚𝚃 = 1 − 4𝑏𝑒 .
Remark 1.1.29. Hendy, Penny, and Steel (1994) observed that there is a natural group
action of ℤ2 × ℤ2 on the set of nucleotides {𝙰, 𝙲, 𝙶, 𝚃} that acts transitively and freely
and consistent with the Kimura K81 structure. This fact allows us to define the models
above (JC69, K80 and K81 models) in terms of matrices that are invariant by this action.
In this context, the Hadamard matrix presented above can be also understood as a dis-
crete Fourier transform. The basis of eigenvectors denoted by Σ =
{
𝙰, 𝙲, 𝙶, 𝚃
}
is called the
Fourier basis and the eigenvalues 𝑚𝙰, 𝑚𝙲, 𝑚𝙶, 𝑚𝚃 of𝑀𝑒, the Fourier parameters. In Sec-
tion 1.3.2 we go deeper in the notion of Fourier transform and we introduce the Fourier
coordinates of a distribution 𝑝.
In this setting JC69 and theKimuramodels are instances of the so-called group-based
models. A group-basedmodel relative to an abelian group𝐺 is a substitutionmodelwhose
matrices can be defined in terms of a function 𝑓 ∶ 𝐺 → ℝ such that𝑀(𝑔, ℎ) = 𝑓(𝑔 − ℎ),
for any 𝑔, ℎ ∈ 𝐺. If we consider the bijection between Σ and the group 𝐺 = (ℤ2 × ℤ2,+)
given by
Σ = {𝙰, 𝙲, 𝙶, 𝚃} ←→ ℤ∕2ℤ ×ℤ∕2ℤ
𝙰 ↦→ (0, 0)
𝙲 ↦→ (0, 1)
𝙶 ↦→ (1, 0)
𝚃 ↦→ (1, 1)
then the K81 model is a group-based model with a function 𝑓 satisfying 𝑓(0, 0) = 𝑎𝑒,
𝑓(0, 1) = 𝑏𝑒, 𝑓(1, 0) = 𝑐𝑒, 𝑓(1, 1) = 𝑑𝑒, where 𝑎𝑒, 𝑏𝑒, 𝑐𝑒, 𝑑𝑒 are the entries of a K81matrix
𝑀𝑒 as in (1.7). Note that with the identification of Σ with 𝐺 we can define the sum op-
eration on nucleotides, with 𝙰 equal to the neutral element. For instance 𝙲 + 𝙶 = 𝚃. The
JC69 and K80models are also group-basedmodels with respect to𝐺 = ℤ2×ℤ2 since they




Definition 1.1.30. The general Markov model (briefly GM model) does not impose any
restriction neither on the distribution 𝜋 nor on the transition matrices𝑀𝑒. Hence, 𝜋 =
(𝜋𝙰, 𝜋𝙲, 𝜋𝙶, 𝜋𝚃)𝑡 with
∑
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𝑎𝑒 + 𝑏𝑒 + 𝑐𝑒 + 𝑑𝑒 = 1,
𝑒𝑒 + 𝑓𝑒 + 𝑔𝑒 + ℎ𝑒 = 1,
𝑗𝑒 + 𝑘𝑒 + 𝑙𝑒 +𝑚𝑒 = 1,
𝑛𝑒 + 𝑜𝑒 + 𝑝𝑒 + 𝑞𝑒 = 1.
(1.9)
A GM matrix 𝑀 is any matrix satisfying (1.9); if the entries of 𝑀 are non-negative we
say that𝑀 is a stochastic GM matrix. The number of free parameters on a tree evolving
under the GMmodel is 𝑑 = 3+ 12|𝐸(𝑇)| and for the particular case of the tree presented
in Figure 1.6, 𝑑 = 12 ⋅ 6 + 3 = 75.
This model is the most general and will be important in the next chapters. It has
been deeply studied in Allman and Rhodes (2004); Allman and Rhodes (2008); Draisma
and Kuttler (2009) among others.
Time-reversible models
Consider an oriented edge 𝑒 going from 𝑢 to 𝑣. Let 𝑋𝑢 and 𝑋𝑣 be random variables asso-
ciated to the vertices 𝑢 and 𝑣 and suppose 𝜋 is the distribution at the ancestor 𝑢 and𝑀
the transition matrix on 𝑒.
𝑢 𝑣𝜋
𝑀
Figure 1.8: Markov process on an edge.
Let 𝑝 be the joint distribution of 𝑋𝑢 and 𝑋𝑣, with 𝑝𝑖𝑗 = Pr (𝑋𝑢 = 𝑖, 𝑋𝑣 = 𝑗) =
Pr (𝑋𝑢 = 𝑖)Pr (𝑋𝑣 = 𝑗|𝑥𝑋 = 𝑖) = 𝜋𝑖𝑀(𝑖, 𝑗). Thus, the joint distribution 𝑝 ∈ ℝ16 can
be organized as the matrix 𝑃 = 𝑑𝑖𝑎𝑔(𝜋)𝑀, where 𝑑𝑖𝑎𝑔(𝜋) is a diagonal matrix with the
entries of 𝜋 at the diagonal. We say that this process is time-reversible if 𝑃 = 𝑃𝑡, or in
other words, if
𝑑𝑖𝑎𝑔(𝜋)𝑀 = 𝑀𝑡diag(𝜋).
When amodel satisfies this equality we say it is time-reversible. All the models previously
introduced except the GMmodel are time-reversible.
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In the case of continuous-time models this condition translates to
𝑑𝑖𝑎𝑔(𝜋)𝑄 = 𝑄𝑡𝑑𝑖𝑎𝑔(𝜋).
The most general time-reversible model is known as the general time-reversible model
(GTR for short) and was introduced by Tavaré (1986).
Definition 1.1.31. The general time-reversible model (GTR) is a continuous-time model







∗ 𝜋𝐶𝑎 𝜋𝐺𝑏 𝜋𝑇𝑐
𝜋𝐴𝑎 ∗ 𝜋𝐺𝑑 𝜋𝑇𝑓
𝜋𝐴𝑏 𝜋𝐶𝑑 ∗ 𝜋𝑇𝑔







for some 𝑎, 𝑏, 𝑐, 𝑑, 𝑓, 𝑔 > 0 and with sum of rows equal to zero. Each matrix of the form
(1.10) is called a 𝐺𝑇𝑅matrix. When we refer to the GTRmodel, we assume homogeneity
and so each matrix is𝑀𝑒 = 𝑒𝑥𝑝(𝑄𝑡𝑒) for certain 𝑡𝑒 > 0.
In the rest of this section we describe two particular mixture models (see Section
1.1.2). We consider a phylogenetic tree 𝑇 with 𝑛 leaves and we describe the mixtures of
Markov processes on 𝑇.
Invariable sites models
A particular interesting class of mixture models are the invariable sites models. These
models assume that some sites on the DNA sequence (the variable sites) evolve according
to a certainmodel as described above and the rest of the sites are invariable, meaning that
they do not change. If the variable sites follow a modelℳ then, this mixture model is
denoted asℳ + 𝐼.
Example 1.1.32. If 𝑞 is a distribution obtained from a model 𝐺𝑀 + 𝐼 then is satisfies
𝑞 = 𝜆𝑝 + (1 − 𝜆)𝑝′,
where 0 ≤ 𝜆 ≤ 1, 𝑝 has arisen from a general Markov model, and the entries of 𝑝′ satisfy
𝑝′𝑥1,…,𝑥𝑛 = {
𝜋𝑥1 if 𝑥1 =⋯ = 𝑥𝑛,
0 otherwise,
(1.11)
where 𝜋 = (𝜋𝙰, 𝜋𝙲, 𝜋𝙶, 𝜋𝚃)𝑡 is the distribution at the root.
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Gamma-distributed rates across sites
In this case we assume a GTR model where rates may vary across sites. One usually
assumes that each site has its own rate 𝑟 described by a gammadistributionΓ (or a discrete
approximation of it) parametrized by a single parameter. This gives rise to the general
time-reversible with gamma-distributed rates model GTR + Γ. For more flexibility, one
can allow 𝑟 = 0with certain probability𝜆 and assume 𝑟 follows a gammadistributionwith
probability 1 − 𝜆, adding then a category of invariable sites. This is known as the general
time-reversiblemodel with gamma-distributed rates and invariable sites modelGTR+Γ+𝐼.
1.1.4 Evolutionary distances
A length assigned to an edge of a phylogenetic tree might have multiple interpretations,
but it measures the difference between both sequences at the ends of the edge in some
way. In this work we adopt the most common approach: the length of an edge, or branch
length, measures the number of substitutions per site that have occurred along the evo-
lutionary process on that edge.
Consider a transitionmatrix𝑀𝑒 ruling the evolutionary process on an edge 𝑒 ∶ 𝑢 → 𝑣
of a tree 𝑇 and we assume the distribution at 𝑢 is uniform. Then, Barry and Harti-
gan (1987) proved that, if 𝑀𝑒 is not far from the identity matrix and under some mild
assumptions, one can approximate the branch length of 𝑒 by
𝑙(𝑒) = −14 𝑙𝑜𝑔|𝑑𝑒𝑡(𝑀𝑒)|. (1.12)
Therefore the determinant of amatrix is an inversemeasure for the amount of elapsed
substitutions between the original and the final sequences. Note that as𝑀𝑒 is a stochastic
matrix, then |𝑑𝑒𝑡(𝑀𝑒)| ∈ [0, 1] (see Theorem 1.2.15). Then a matrix𝑀𝑒 with |𝑑𝑒𝑡(𝑀𝑒)|
close to zero represents a high amount of substitutions on 𝑒 and therefore a large branch
length on 𝑒. Conversely, a matrix𝑀𝑒 with determinant close to onemeans a short branch
length on 𝑒.
When we are given two DNA sequences 𝑠1, 𝑠2, both descending from a common
ancestor, it is more difficult to estimate the amount of substitutions that have occurred
through the whole evolutionary process. One way to estimate this is via the paralinear
distance (Lake, 1994).
Definition 1.1.33. Consider two DNA sequences 𝑠1 and 𝑠2. Let 𝐹 be the 4 × 4 matrix
whose (𝑖, 𝑗) entry is the frequency of sites at which the observation at sequence 𝑠0 is 𝑖 and
is 𝑗 at sequence 𝑠1. Let𝐹𝑖 denote the diagonalmatrices whose diagonals are the frequency
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vectors of nucleotides in 𝑠𝑖 . Then the paralinear distance between 𝑠1 and 𝑠2 is defined by





and is assumed to be infinity if 𝑑𝑒𝑡(𝐹) = 0.
Lake proved that under certain mild assumptions, the paralinear distance estimates
the number of substitutions per site that occurred if 𝑠1, 𝑠2 had descended from a common
ancestor. See also Section 3.4 for a generalization of this result. Moreover this measure
is additive in the sense that, if two evolutionary processes are concatenated 𝑢 → 𝑣 → 𝑤,
then 𝑑𝑝𝑎𝑟(𝑢,𝑤) = 𝑑𝑝𝑎𝑟(𝑢, 𝑣) + 𝑑𝑝𝑎𝑟(𝑣, 𝑤).
The paralinear distance is not a mathematical distance since it does not satisfy the
triangle inequality and 𝑑(𝑠1, 𝑠2) = 0 does not imply 𝑠1 = 𝑠2. However the expression
(1.13) defines a dissimilarity map:
Definition 1.1.34. (Semple and Steel, 2003). For any set 𝑋, a function 𝛿 ∶ 𝑋 ×𝑋 → ℝ is
called dissimilarity map if for all 𝑥, 𝑦 ∈ 𝑋 𝛿(𝑥, 𝑥) = 0 and 𝛿(𝑥, 𝑦) = 𝛿(𝑦, 𝑥).
Consider a dissimilarity map 𝛿, then we say that 𝛿 is a tree metric if if there exists a
tree 𝑇 such that for all pairs of leaves 𝑥, 𝑦, 𝛿(𝑥, 𝑦) equals the length of the unique path
from 𝑥 to 𝑦. The four-point condition gives a characterization of a tree metric:
Theorem 1.1.35 (Four-point condition). A dissimilarity map 𝛿 is a tree metric if and only
if it satisfies the triangle inequality and for any four leaves 𝑥, 𝑦, 𝑧, 𝑡, the maximum of the
three numbers 𝛿(𝑥, 𝑦) + 𝛿(𝑧, 𝑡), 𝛿(𝑥, 𝑧) + 𝛿(𝑦, 𝑡) and 𝛿(𝑥, 𝑡) + 𝛿(𝑦, 𝑧) is attained at least
twice.
For a proof see Theorem 2.36 in Pachter and Sturmfels (2005), for example.
1.2 Background on Algebra and Geometry
1.2.1 Matrices
Matrices are a basic object that play an important role in this work and shall be appearing
throughout the following chapters. Here we introduce some notations, definitions and
results that will be needed later.
Notation 1.2.1. We denote by ℳ𝑛(𝕂) the set of square 𝑛 × 𝑛 matrices with entries in
a field 𝕂 and byℳ𝑛×𝑚(𝕂) the set of 𝑛 × 𝑚 matrices with entries in 𝕂. Given a matrix
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𝑀 ∈ ℳ𝑛(𝕂),𝑀(𝑖, 𝑗) denotes the entry of𝑀 in the 𝑖-th row and 𝑗-th column. Usually 𝕂
is equal to ℝ or ℂ.
Notation 1.2.2. The vectors {𝑒1,… , 𝑒𝑛} denote the standard basis of 𝕂𝑛. Given a vector
𝑣 ∈ 𝕂𝑛 we denote by 𝑣𝑖 ∈ 𝕂 its components with respect to the standard basis, that
is 𝑣 = ∑𝑖 𝑣𝑖𝑒𝑖 . We usually identify a vector 𝑣 with its coordinates in the standard basis
(𝑣1,… , 𝑣𝑛)𝑡. Given a vector 𝑣 ∈ 𝕂𝑛, 𝑑𝑖𝑎𝑔(𝑣) denotes the 𝑛 × 𝑛matrix whose off diagonal
entries are zero and whose (𝑖, 𝑖) entry equals the 𝑖-th component of 𝑣.
Definition 1.2.3. Given a real square matrix𝑀 ∈ℳ𝑛(ℝ), the spectrum of𝑀 is the set of
all its eigenvalues and is denoted by Λ(𝑀). The inertia (or signature) of a real symmetric
matrix 𝑆 is the number of positive, negative and zero eigenvalues counted with multi-
plicity. It can be denoted by the triplet (𝑖+, 𝑖−, 𝑖0) where 𝑖+ and 𝑖− are also known as the
positive and negative inertia indices of 𝑆, respectively.
Symmetric matrices have important properties regarding their spectrum. By the
spectral theorem (see page 517 in Meyer, 2000), the eigenvalues of any real symmetric
matrix 𝑆 are all real and 𝑆 diagonalizes through an orthonormal basis of eigenvectors.
Definition 1.2.4. A symmetricmatrix 𝑆 ∈ℳ𝑛(ℝ) is said to be positive semi-definite (PSD
for short) if 𝑣𝑡𝑆𝑣 is non-negative for any 𝑣 ∈ ℝ𝑛; 𝑆 is positive definite if for any 0 ≠ 𝑣 ∈ ℝ𝑛
the product 𝑣𝑡𝑆𝑣 is strictly positive.
The following theorem allows us to characterize the positive semi-definite and posi-
tive definite matrices in terms of their eigenvalues.
Theorem1.2.5 (Sylvester’s law of inertia). Let𝑀,𝑁 ∈ℳ𝑛(ℝ) be two symmetricmatrices.
Then, 𝑀 and 𝑁 have the same inertia if and only if there exists an invertible matrix 𝐻 ∈
ℳ𝑛(ℝ) such that𝑁 = 𝐻𝑡𝑀𝐻. As a consequence, a symmetricmatrix 𝑆 ∈ℳ𝑛(ℝ) is positive
semi-definite (respectively positive definite) if and only if all its eigenvalues are non-negative
(respectively, positive).
Moreover, positive definite and positive semi-definite matrices can also be character-
ized in terms of their entries as follows.
Theorem 1.2.6 (Sylvester’s criterion). Let 𝑆 ∈ ℳ𝑛(ℝ) be a symmetric matrix. Then, 𝑆 is
positive definite if and only if all its leading principal minors are positive and it is PSD if and
only if every principal minor is non-negative.
Theorem 1.2.7 (Jacobi, 1857). Let ∆𝑖 be the 𝑖-th leading principal minor of a symmetric
matrix 𝑆 ∈ ℳ𝑛(ℝ) and consider the sequence ∆0 = 1,∆1,… ,∆𝑛 = 𝑑𝑒𝑡(𝑀). Then, the
number 𝑖+ of positive eigenvalues of 𝑆 is equal to the number of pairs of leading principal
minors (∆𝑘−1,∆𝑘) (𝑘 = 1,… , 𝑛) with the same sign.
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Aproof for the Sylvester’s law of inertia and the Sylvester’s criterion can be found in the
book by Horn and Johnson (1985) and the reader is refereed to Ghys and Ranicki (2016)
for a proof of Theorem 1.2.7.
A commonproblem in applied linear algebra is finding the nearestmatrix𝑋 to a given
matrix𝑀 subject to some specific restrictions on 𝑋. For example, in many applications
of different areas such as machine learning and statistics, the matrix𝑀 is obtained from
empirical or simulated data and it has to be approximated by another matrix which is
known to lie in some statistical model. Among the usual constraints required for 𝑋 we
may find: having a certain rank, being orthogonal, symmetric, positive-definite... We
refer the reader to the paper of Higham (1989) for a nice introduction to this kind of
applied problems. The quoted paper also contains a survey on theoretical results and
computational methods usually applied to nearness problems for fundamental matrix
properties like symmetry, positive-definiteness, orthogonality or normality.
In order to compute distances betweenmatrices it is necessary to have amatrix norm
defined; in this work we shall use the Frobenius norm which is equivalent to the eu-
clidean norm of a matrix if understood as a vector. The following two definitions can be
found in Horn and Johnson (1985).







We begin by characterizing the distance of a matrix to a set of low rank matrices. To
do so, we need to recall the definition of the singular values of a matrix.
Definition 1.2.9. The singular values of a matrix𝑀 ∈ ℳ𝑚×𝑛(ℝ) are denoted by 𝜎𝑖(𝑀)
and are the square roots of the positive eigenvalues of𝑀𝑡𝑀. If 𝜆1 ≥ ⋯ ≥ 𝜆𝑟 > 0 are the




The number 𝑟 of singular values of a matrix coincides with its rank. If 𝜎1(𝑀) ≥ … ≥
𝜎𝑟(𝑀) > 0 are the singular values of 𝑀 ∈ ℳ𝑚×𝑛(ℝ), the singular value decomposition
(SVD) of𝑀 is a factorization𝑀 = 𝑈𝐷𝑉𝑡 where𝑈 ∈ℳ𝑚(ℝ),𝑉 ∈ℳ𝑛(ℝ) are orthogonal
matrices and 𝐷 ∈ℳ𝑚×𝑛(ℝ) has entries 𝐷(𝑖, 𝑖) = 𝜎𝑖(𝑀) if 𝑖 ≤ 𝑟, and 0 everywhere else.
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The Frobenius norm of Definition 1.2.8 can also be expressed in terms of the singular
values of𝑀, ‖𝑀‖𝐹 =
√∑𝑛
𝑖=1 𝜎𝑖(𝑀)2 as the Frobenius norm is invariant by the action of
orthogonal matrices.
Theorem 1.2.10 (Eckart and Young, 1936). Letℳ≤𝑘 be the determinantal variety of 𝑛×𝑛
matrices with rank less than or equal to 𝑘. Then, given a matrix𝑀 ∈ℳ𝑛(ℝ) with singular







The problem of finding the closest symmetric matrix 𝑆 to a real matrix𝑀 ∈ ℳ𝑛(ℝ)
was solved by Fan and Hoffman (1955) and the solution is based on the decomposition of
ℳ𝑛(ℝ) into the direct sum of the orthogonal subspaces of symmetric
and skew-symmetric matrices.
Theorem 1.2.11 (Fan and Hoffman, 1955). Let𝑀 ∈ ℳ𝑛(ℝ) be a real square matrix, let
𝑆 = 𝑀 +𝑀
𝑇
2 be the “symmetric part” of 𝑀 and 𝐶 =
𝑀 −𝑀𝑇
2 be the “skew-symmetric
part”, so that 𝑀 = 𝑆 + 𝐶. Then, 𝑆 is the closest symmetric matrix to 𝑀 and the distance
from𝑀 to the set of symmetric matrices is
𝛿𝑠𝑦𝑚(𝑀) ∶= ‖𝑀 − 𝑆‖𝐹 = ‖𝐶‖𝐹 .
Moreover, Higham (1988) characterized which is the closest positive semidefinite
matrix to a given𝑀 ∈ ℳ𝑛(ℝ). The following result uses the polar decomposition 𝑈𝐻 of
a matrix in which 𝑈 is a orthogonal matrix and𝐻 is a positive semi-definite matrix.
Theorem 1.2.12 (Lemma 2.4 onHigham, 1988). Let𝑀 ∈ℳ𝑛(ℝ) be a real squarematrix,
let 𝑆 be the symmetric part of𝑀 and 𝐶 be the skew-symmetric part as in Theorem 1.2.11. If
𝑆 = 𝑈𝐻 is the polar decomposition of 𝑆, then
𝑝𝑠𝑑(𝑀) ∶= 𝑆 +𝐻2
is the nearest positive semidefinite matrix to𝑀 (in the Frobenius norm). Moreover, if 𝜆𝑖(𝑆)
are the eigenvalues of S, then the Frobenius distance from 𝑝𝑠𝑑(𝑀) to𝑀 is given by
𝛿𝑝𝑠𝑑(𝑀) ∶= ‖𝑀 − 𝑝𝑠𝑑(𝑀)‖𝐹 =
√ ∑
𝜆𝑖(𝑆)<0
𝜆𝑖(𝑆)2 + ‖𝐶‖2𝐹 .
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We finish this section with some notation and results regarding stochastic matrices.
Notation 1.2.13. We writeℋ𝑛 for the hyperplane
ℋ𝑛 = {(𝑥1,… , 𝑥𝑛) ∈ ℝ𝑛 | 𝑥1 + … + 𝑥𝑛 = 1} ⊂ ℝ𝑛 (1.14)
and ∆𝑛 ∶=
{
(𝑥1,… , 𝑥𝑛) ∈ ℝ𝑛 ∣
∑
𝑖 𝑥𝑖 = 1, 𝑥𝑖 ≥ 0
}
for the standard simplex in ℝ𝑛. Note
that ∆𝑛 is contained inℋ𝑛.














and by𝕄+𝑛 the set of stochastic matrices
𝕄+𝑛 = {𝑀 ∈ 𝕄𝑛 |𝑀(𝑖, 𝑗) ≥ 0 ∀𝑖, 𝑗}.
Theorem 1.2.15 (Perron, 1907; Frobenius, 1912). Any 4 × 4 transition matrix𝑀 has an
eigenvalue 𝜆1 = 1 with associated eigenvector 𝑢 = (1, 1, 1, 1)𝑡 , and the other eigenvalues
satisfy |𝜆𝑖| ≤ 1. Moreover, if𝑀 is positive, then 1 is the only eigenvalue 𝜆 with |𝜆| = 1, it has
algebraic multiplicity one and there exists a unique distribution 𝜋 such that 𝜋𝑡𝑀 = 𝜋𝑡 .
1.2.2 Tensors
In this section we give a brief introduction to tensors and describe basic concepts and
operations that shall be needed later. The main motivation for introducing tensors and
other concepts of multilinear algebra is that the joint distribution at the leaves of a phylo-
genetic tree can be naturally seen as a tensor. This algebraic point of view is really useful
and plays a key role in this work.
Consider 𝑛 vector spaces 𝕂𝑘1 ,… ,𝕂𝑘𝑛 with bases ℬ1,… ,ℬ𝑛. Then, we consider the
tensor product 𝕂𝑘1 ⊗⋯⊗𝕂𝑘𝑛 , which is a vector space with natural basis 𝑥1 ⊗⋯⊗ 𝑥𝑛
with 𝑥𝑖 ∈ ℬ𝑖 . A 𝑘1 ×⋯ × 𝑘𝑛-tensor 𝑝 is an element of 𝕂𝑘1 ⊗⋯⊗ 𝕂𝑘𝑛 . We will denote
its entries in the natural basis as 𝑝𝑥1,…,𝑥𝑛 ∈ 𝕂. If 𝑘 ∶= 𝑘1 =⋯ = 𝑘𝑛 we write𝒲 ∶= 𝕂
𝑘,
and𝒲⊗𝑛 for the tensor product𝒲 ⊗ 𝑛)…⊗𝒲. If ℬ ∶= {𝑣1,… , 𝑣𝑘} is a basis of𝒲, then
the natural basis of𝒲⊗𝑛 is {𝑣1 ⊗⋯⊗ 𝑣1, 𝑣1 ⊗⋯⊗ 𝑣2,… , 𝑣𝑘 ⊗⋯⊗ 𝑣𝑘}. An 𝑛-tensor
is an element




𝑝𝑥1,…,𝑥𝑛 𝑥1 ⊗ …⊗ 𝑥𝑛 ∈𝒲
⊗𝑛.
We keep this notation for the rest of this section.
Definition 1.2.16. Consider twomatrices𝑀1 ∈ℳ𝑎1×𝑏1(𝕂) and𝑀2 ∈ℳ𝑎2×𝑏2(𝕂). Then,
the tensor or Kronecker product 𝑀1 ⊗ 𝑀2 is a matrix inℳ𝑎1𝑎2×𝑏1𝑏2(𝕂) whose rows are
indexed by pairs (𝑖1, 𝑖2) and columns by (𝑗1, 𝑗2) with 𝑖𝑘 ∈ [𝑎𝑘] and 𝑗𝑙 ∈ [𝑏𝑙]. These pairs
are considered in the lexicographic order and the entries of the resulting matrix𝑀1⊗𝑀2
are defined as follows: the entry ((𝑖1, 𝑖2), (𝑗1, 𝑗2)) of𝑀1 ⊗𝑀2 corresponds to the product
of the (𝑖1, 𝑗1) entry of𝑀1 and the (𝑖2, 𝑗2) entry of𝑀2:
(𝑀 ⊗𝑁)((𝑖1, 𝑖2), (𝑗1, 𝑗2)) = 𝑀1(𝑖1, 𝑗1)𝑀2(𝑖2, 𝑗2).
We proceed to define an action of matrices on tensors.
Definition 1.2.17. Wewrite𝕄∗𝑘 for the subset of non-singular matrices whose rows sum
to one,𝕄∗𝑘 = {𝑀 ∈ 𝕄𝑘 | det(𝑀) ≠ 0} . It can be seen that𝕄
∗
𝑘 with the matrix multiplica-
tion is a group. Following Sumner et al. (2017) we call it theMarkov group.
Note that ×𝑛𝕄∗𝑘 is also a group with the operation induced by the operation of 𝕄
∗
𝑘
componentwise. Based on Sumner et al. (2008), theMarkov action is the group action of
×𝑛𝕄∗𝑘 on the space of tensors𝒲
⊗𝑛 defined by
𝒜 ∶ 𝒲⊗𝑛 × (×𝑛𝕄∗𝑘) ,→ 𝒲
⊗𝑛
(𝑞,𝑀1,… ,𝑀𝑛) ↦→ 𝑞 ⋅𝑀1 ⊗⋯⊗𝑀𝑛,
(1.15)





and the entries of 𝑀𝑖 are indexed by the elements of the basis. The operation 𝑞 ⋅𝑀1 ⊗




𝑞𝑣1⋯𝑣1 ,⋯ , 𝑞𝑣𝑘⋯𝑣𝑘
)
𝑀1 ⊗⋯⊗𝑀𝑛.
Now, we define the product of a tensor by a vector or a matrix.
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Definition 1.2.18. Given an 𝑛-tensor 𝑝 ∈ 𝒲⊗𝑛, an integer 𝑖 ∈ {1,…𝑛} and a vector
𝑢 ∈𝒲, we define a (𝑛 − 1)-tensor 𝑝 ∗𝑖 𝑢 as follows,




In particular, if𝑢 equals 1 ∶= (1,… , 1)𝑡, we define the 𝑖-thmarginalization of𝑝 as𝑝⋯+⋯ ∶=
𝑝 ∗𝑖 1. Given a 𝑘 × 𝑘 matrix𝑀, we define the 𝑛-tensor 𝑝 ∗𝑖 𝑀 as
𝑝 ∗𝑖 𝑀 ∶= 𝑝 ⋅ (𝐼𝑑 ⊗⋯⊗ 𝐼𝑑 ⊗𝑀⌢
𝑖
⊗ 𝐼𝑑 ⊗⋯⊗ 𝐼𝑑). (1.16)
The components of 𝑝 ∗𝑖 𝑀 can be expressed as




Remark 1.2.19. Observe that the tensormatrixmultiplication of (1.16) has the following
two properties. If𝑀, 𝑁 ∈ 𝕄∗𝑘 and 𝑖, 𝑗 ∈ [𝑛] then




∗𝑖 𝑀, if 𝑖 ≠ 𝑗,
2. (𝑝 ∗𝑖 𝑀) ∗𝑖 𝑁 = 𝑝 ∗𝑖 (𝑀𝑁).
Definition 1.2.20. (Sumner et al., 2008) A Markov invariant 𝑓(𝑝) is a function on the
entries of 𝑝 such that for any 𝑝 and any 𝑔 = 𝑀1 ⊗⋯⊗𝑀𝑛 ∈ ×𝑛𝕄∗𝑘
𝑓(𝑝 ⋅ 𝑔) = 𝑓(𝑝 ⋅𝑀1 ⊗⋯⊗𝑀𝑛) = 𝜆𝑔 + 𝑓(𝑝),
where 𝜆𝑔 ∈ ℂ satisfies the additive group homomorphism property 𝜆𝑔+𝜆𝑔′ = 𝜆𝑔𝑔′ for all
𝑔, 𝑔′ ∈ ×𝑛𝕄∗𝑘. Equivalently, if wewant themultiplicative grouphomomorphismproperty
on 𝜆𝑔, we require 𝑓(𝑝 ⋅ 𝑔) = 𝜆𝑔 ⋅ 𝑓(𝑝) and 𝜆𝑔𝜆𝑔′ = 𝜆𝑔𝑔′ .
We illustrate these definitions with an example.
Example 1.2.21. Let 𝑝 be a 3-tensor in ℂ2 ⊗ ℂ2 ⊗ ℂ2. We denote its entries by 𝑝𝑥,𝑦,𝑧
with 𝑥, 𝑦, 𝑧 ∈ {1, 2}, where 𝑝𝑥,𝑦,𝑧 is the coefficient of 𝑒𝑥 ⊗ 𝑒𝑦 ⊗ 𝑒𝑧, and ℬ = {𝑒1, 𝑒2} is the
standard basis of ℂ2. If 𝑢 = (𝑢1, 𝑢2) ∈ ℂ2, then the entries of the 2-dimensional tensor
𝑝 ∗2 𝑢 are
(𝑝 ∗2 𝑢)1,1 = 𝑝1,1,1𝑢1 + 𝑝1,2,1𝑢2, (𝑝 ∗2 𝑢)1,2 = 𝑝1,1,2𝑢1 + 𝑝1,2,2𝑢2,
(𝑝 ∗2 𝑢)2,1 = 𝑝2,1,1𝑢1 + 𝑝2,2,1𝑢2, (𝑝 ∗2 𝑢)2,2 = 𝑝2,1,2𝑢1 + 𝑝2,2,2𝑢2.
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The first marginalization 𝑝+.. = 𝑝 ∗1 𝟏 has components (𝑝+..)𝑥,𝑦 = 𝑝1,𝑥,𝑦 + 𝑝2,𝑥,𝑦 .
Finally, given a matrix𝑀 ∈ℳ2(ℂ), the components of 𝑞 = 𝑝 ∗2 𝑀 are
𝑞1,1,1 = 𝑝1,1,1 ⋅𝑀(1, 1) + 𝑝1,2,1 ⋅𝑀(2, 1), 𝑞1,1,2 = 𝑝1,1,2 ⋅𝑀(1, 1) + 𝑝1,2,2 ⋅𝑀(2, 1),
𝑞1,2,1 = 𝑝1,1,1 ⋅𝑀(1, 2) + 𝑝1,2,1 ⋅𝑀(2, 2), 𝑞2,1,1 = 𝑝2,1,1 ⋅𝑀(1, 1) + 𝑝2,2,1 ⋅𝑀(2, 1),
𝑞2,2,1 = 𝑝2,1,1 ⋅𝑀(1, 2) + 𝑝2,2,1 ⋅𝑀(2, 2), 𝑞2,1,2 = 𝑝2,1,2 ⋅𝑀(1, 1) + 𝑝2,2,2 ⋅𝑀(2, 1),
𝑞1,2,2 = 𝑝1,1,2 ⋅𝑀(1, 2) + 𝑝1,2,2 ⋅𝑀(2, 2), 𝑞2,2,2 = 𝑝2,1,2 ⋅𝑀(1, 2) + 𝑝2,2,2 ⋅𝑀(2, 2).
The polynomial
∑
𝑥,𝑦,𝑧∈{1,2} 𝑝𝑥,𝑦,𝑧 is aMarkov invariantwith 𝜆𝑔 = 1 (for themultiplicative
version) for all 𝑔 = 𝑀1 ⊗𝑀2 ⊗𝑀3 ∈ ×3𝕄∗2 , because all the rows of𝑀𝑖 sum to one and∑
𝑥,𝑦,𝑧∈{1,2}(𝑝 ⋅ 𝑔)𝑥,𝑦,𝑧 =
∑
𝑥,𝑦,𝑧∈{1,2} 𝑝𝑥,𝑦,𝑧.
Remark 1.2.22. Note that we can consider 2-tensors as 𝑘 × 𝑘 matrices via the isomor-
phism
𝒲 ⊗𝒲 ←→ ℳ𝑘(𝕂)
𝑝 = ∑𝑥,𝑦∈ℬ 𝑝𝑥,𝑦 𝑥 ⊗ 𝑦 ←→ 𝑃 = (𝑝𝑥,𝑦)𝑥,𝑦∈ℬ,
where the rows of the matrix are indexed by the first component and columns by the
second.
Moreover, any tensor 𝑝 in𝒲⊗𝑛 can be thought as a 2-tensor as follows. Consider
the tensor product𝒲⊗𝑛 and in order to make each vector space apparent denote𝒲⊗𝑛 =
𝒲1 ⊗𝒲2 ⊗⋯⊗𝒲𝑛 (where each𝒲𝑖 =𝒲). Let 𝐴|𝐵 be a split of [𝑛], that is 𝐴, 𝐵 ⊂ [𝑛]
are ordered non-empty sets such that 𝐴 ∪ 𝐵 = [𝑛] and 𝐴 ∩ 𝐵 = ∅. Denote by 𝑎 and 𝑏
the respective cardinals of 𝐴 and 𝐵 and write 𝐴 = {𝑖1,… , 𝑖𝑎} and 𝐵 = {𝑗1,… , 𝑗𝑏}. Then
we define the vector spaces𝒲𝐴 ∶=𝒲𝑖1 ⊗⋯⊗𝒲𝑖𝑎 and𝒲𝐵 ∶=𝒲𝑗1 ⊗⋯⊗𝒲𝑗𝑏 with
respective natural bases ℬ𝐴 and ℬ𝐵 obtained from the basis ℬ. Then there is a natural
isomorphism between𝒲1 ⊗ …⊗𝒲𝑛 and𝒲𝐴 ⊗𝒲𝐵 given by:
𝒲1 ⊗ …⊗𝒲𝑛 ←→ 𝒲𝐴 ⊗𝒲𝐵




?̃?𝑥,𝑦 𝑥 ⊗ 𝑦,
where ?̃?𝑥,𝑦 is the entry 𝑝𝑥1,…,𝑥𝑛 of 𝑝 for the corresponding vectors 𝑥𝑖 ∈ ℬ. We illustrate
this in Example 1.2.24.
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Definition 1.2.23. Consider a split 𝐴|𝐵 of [𝑛]. The flattening of 𝑝 with respect to 𝐴|𝐵 is
the matrix 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝) defined via the isomorphism
𝐹𝑙𝑎𝑡𝐴|𝐵 ∶ 𝒲1 ⊗⋯𝒲𝑛 ≅𝒲𝐴 ⊗𝒲𝐵 ←→ ℳ𝑘𝑎× 𝑘𝑏 (𝕂)
𝑝 =∑𝑥∈ℬ𝐴
𝑦∈ℬ𝐵





where the rows of 𝑃 are ordered according to the elements of ℬ𝐴 and the columns ac-
cording to the elements of ℬ𝐵.
Example 1.2.24. Consider a tensor 𝑝 ∈ ℂ2 ⊗ ℂ2 ⊗ ℂ2 as in Example 1.2.21. Denote it
as 𝑝 =∑𝑥,𝑦,𝑧∈{1,2} 𝑝𝑥,𝑦,𝑧 𝑒𝑥 ⊗ 𝑒𝑦 ⊗ 𝑒𝑧 where ℬ = {𝑒1, 𝑒2} is the standard basis of ℂ
2.
Consider the split 𝐴 = {1} and 𝐵 = {2, 3}. Then𝒲𝐴 = ℂ2,𝒲𝐵 = ℂ2 ⊗ ℂ2 and their
corresponding bases areℬ𝐴 = ℬ andℬ𝐵 = {𝑣1 = 𝑒1⊗𝑒1, 𝑣2 = 𝑒1⊗𝑒2, 𝑣3 = 𝑒2⊗𝑒1, 𝑣4 =




𝑝𝑥,𝑦,𝑧𝑒𝑥 ⊗ 𝑒𝑦 ⊗ 𝑒𝑧 =
= 𝑝1,1,1 𝑒1 ⊗ (𝑒1 ⊗ 𝑒1) + 𝑝1,1,2 𝑒1 ⊗ (𝑒1 ⊗ 𝑒2) + 𝑝1,2,1 𝑒1 ⊗ (𝑒2 ⊗ 𝑒1) + 𝑝1,2,2 𝑒1 ⊗ (𝑒2 ⊗ 𝑒2)+





?̃?𝑥,𝑦𝑒𝑥 ⊗ 𝑣𝑦 =?̃?1,1 𝑒1 ⊗ 𝑣1 + ?̃?1,2 𝑒1 ⊗ 𝑣2 + ?̃?1,3 𝑒1 ⊗ 𝑣3 + ?̃?1,4 𝑒1 ⊗ 𝑣4+
+?̃?2,1 𝑒2 ⊗ 𝑣1 + ?̃?2,2 𝑒2 ⊗ 𝑣2 + ?̃?2,3 𝑒2 ⊗ 𝑣3 + ?̃?2,4 𝑒2 ⊗ 𝑣4,
where ?̃?𝑖,1 = 𝑝𝑖,1,1, ?̃?𝑖,2 = 𝑝𝑖,1,2, ?̃?𝑖,3 = 𝑝𝑖,2,1 and ?̃?𝑖,4 = 𝑝𝑖,2,2 for 𝑖 ∈ {1, 2}.
The corresponding flattening is
𝐹𝑙𝑎𝑡1|23(𝑝) = (
𝑝1,1,1 𝑝1,1,2 𝑝1,2,1 𝑝1,2,2
𝑝2,1,1 𝑝2,1,2 𝑝2,2,1 𝑝2,2,2
) .
Lemma 1.2.25. Consider a tensor 𝑞 in𝒲⊗𝑛 and 𝑛 matrices𝑀𝑖 ∈ 𝕄∗𝑘 . Let 𝐴 = {𝑖1,… , 𝑖𝑎}
and 𝐵 = {𝑗1,… , 𝑗𝑏} be a split of [𝑛]. Then,
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Proof. By generalizing the definition of the Kronecker product of two matrices we have
𝑀𝑖1(𝑦𝑖1 , 𝑥𝑖1)𝑀𝑖2(𝑦𝑖2 , 𝑥𝑖2)⋯𝑀𝑖𝑎 (𝑦𝑖𝑎 , 𝑥𝑖𝑎 ) = (𝑀𝑖1 ⊗⋯⊗𝑀𝑖𝑎 )(y𝑎, x𝑎).
Let 𝑝 = 𝑞 ⋅(𝑀1 ⊗⋯⊗𝑀𝑛) and denote𝑀𝐴 ∶= 𝑀𝑖1⊗⋯⊗𝑀𝑖𝑎 and𝑀𝐵 = 𝑀𝑗1⊗⋯⊗𝑀𝑗𝑏 .
Consider the entry 𝑝𝑥1,…,𝑥𝑛 of 𝑝 mapped to the entry ((𝑥𝑖1 ,… , 𝑥𝑖𝑎 ), (𝑥𝑗1 ,… , 𝑥𝑖𝑏 )) of
𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝) (where {𝑥𝑖1 ,… , 𝑥𝑖𝑎 , 𝑥𝑗1 ,… , 𝑥𝑗𝑏 } = {𝑥1,… , 𝑥𝑛}). For simplicity, denote x𝑎 ∶=
(𝑥𝑖1 ,… , 𝑥𝑖𝑎 ) and x𝑏 ∶= (𝑥𝑗1 ,… , 𝑥𝑗𝑏 ) (and analogously for y𝑎 and y𝑏). Then
𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝)(x𝑎, x𝑏) = 𝑝𝑥1,…,𝑥𝑛 =
∑
𝑦1,…,𝑦𝑛∈ℬ







𝑀𝑖1(𝑦𝑖1 , 𝑥𝑖1)⋯𝑀𝑖𝑎 (𝑦𝑖𝑎 , 𝑥𝑖𝑎 )
) (









𝑀𝑡𝐴(x𝑎, y𝑎) 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑞)(y𝑎, y𝑏)𝑀𝐵(y𝑏, x𝑏),
which corresponds to the (x𝑎, x𝑏) entry of𝑀𝑡𝐴𝐹𝑙𝑎𝑡𝐴|𝐵(𝑞)𝑀𝐵.
1.2.3 Basic notions on Algebraic Geometry
In this section we recall some concepts and results regarding algebraic geometry that are
needed in the sequel. Our introduction to this field follows the book by Cox, Little, and
O’Shea (2007) and the reader is referred to it for further details on the topic. We shall
work over a field 𝕂 that later will be taken as either ℝ or the complex field ℂ.
Affine algebraic varieties
Definition 1.2.26. An affine algebraic variety 𝒱 in 𝕂𝑛 is the common zero set of a col-
lection of polynomials 𝑓1,… , 𝑓𝑟 ∈ 𝕂[𝑥1,… , 𝑥𝑛], this is, 𝒱 = 𝒱(𝑓1,… , 𝑓𝑟) where
𝒱(𝑓1,… , 𝑓𝑟) = {𝑝 ∈ 𝕂𝑛 ∣ 𝑓1(𝑝) =⋯ = 𝑓𝑟(𝑝) = 0} . (1.18)
In this case we say that the set {𝑓1,… , 𝑓𝑟} defines 𝒱 set-theoretically. The algebraic vari-
eties in 𝕂𝑛 are the closed sets of a topology known as the Zariski topology.
Instead of considering a set of polynomials we can consider the ideal 𝐼 generated
by this set of polynomials, 𝐼 = ⟨𝑓1,… , 𝑓𝑟⟩. Then, it is straightforward to see that 𝑝 ∈
𝒱(𝑓1,… , 𝑓𝑟) if and only if 𝑓(𝑝) = 0 ∀𝑓 ∈ 𝐼. Thus we can denote 𝒱(𝐼) = 𝒱(𝑓1,… , 𝑓𝑟).
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Note that the definition of 𝒱(𝐼) does not depend on the particular polynomials that we
choose to generate 𝐼.
It is well known that every ideal 𝐼 ⊆ 𝕂[𝑥1, ..., 𝑥𝑛] can be generated by a finite set of
polynomials 𝑓1,… , 𝑓𝑚 (this is the Hilbert’s basis theorem); moreover one can start from
a set in 𝕂𝑛 and consider the polynomials that vanish on it:
Lemma 1.2.27. Given any subset 𝑆 of 𝕂𝑛, the set of polynomials vanishing at every point
𝑝 ∈ 𝑆 forms an ideal in 𝕂 [𝑥1,…𝑥𝑛] called the ideal of 𝑆 and denoted by 𝐼(𝑆). Moreover,
𝒱(𝐼(𝑆)) is the smallest algebraic variety containing 𝑆.
Definition 1.2.28. The Zariski closure 𝑆 of a subset 𝑆 of 𝕂𝑛 is the smallest algebraic
variety containing 𝑆, and it is equal to 𝒱(𝐼(𝑆)).
Note that if 𝒱 = 𝒱(𝑓1,… , 𝑓𝑟), then ⟨𝑓1,… , 𝑓𝑟⟩ ⊆ 𝐼(𝒱) but in general the equality
does not hold. Hilbert’s Nullstellensatz states that if𝕂 = ℂ, then 𝐼(𝒱) is the radical ideal
of ⟨𝑓1,… , 𝑓𝑟⟩ (see Theorem 2 in 4.1, Cox, Little, and O’Shea, 2007).
Elimination Theory and Implicitization
Below we introduce basic concepts and results on elimination theory that shall be nec-
essary in Chapter 2. We follow Chapter 3 of the book written by of Cox, Little, and
O’Shea (2007) to give an introduction to this topic. The main goal of elimination theory
is the study of algorithmic methods to eliminate some variables from systems of polyno-
mial equations in order to solve them. The foundations of elimination theory are based
on two main results, the elimination theorem and the extension theorem. We only present
here the elimination theorem.
Definition 1.2.29. Given an ideal 𝐼 = ⟨𝑓1,… , 𝑓𝑟⟩ ⊂ 𝕂[𝑥1,… , 𝑥𝑛], the elimination ideal
𝐼𝑘 is the ideal of 𝕂[𝑥𝑘+1,… , 𝑥𝑛] defined by 𝐼𝑘 ∶= 𝐼 ∩𝕂[𝑥𝑘+1,… , 𝑥𝑛].
Eliminating variables 𝑥1,… , 𝑥𝑘 means finding a system of generators of 𝐼𝑘, that is,
finding polynomials in 𝐼 only with variables 𝑥𝑘+1,… , 𝑥𝑛 that generate 𝐼𝑘. Then, the first
step is to have a procedure to obtain the elements of 𝐼𝑘. This follows from the following
result and from the existence of Gröbner bases of an ideal (for a definition of Gröbner
basis see Definition 5 on Chapter 2, Section 5 in Cox, Little, and O’Shea, 2007).
Theorem 1.2.30 (Elimination theorem). Let 𝐼 be an ideal and let𝐺 be a Gröbner basis of 𝐼
with respect to the lexicographical order with𝑥1 >⋯ > 𝑥𝑛. Then𝐺𝑘 ∶= 𝐺∩𝕂[𝑥𝑘+1,… , 𝑥𝑛]
is a Gröbner basis of the 𝑘-th elimination ideal 𝐼𝑘 for each 𝑘.
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Consider the variety 𝒱(𝐼𝑘) ⊂ 𝕂𝑛−𝑘 of an elimination ideal 𝐼𝑘. A point
?̃? = (𝑝𝑘+1,… , 𝑝𝑛) ∈ 𝒱(𝐼𝑘) is called a partial solution to 𝒱(𝐼) and the goal of the ex-
tension step is to decide whether it can be extended to a solution 𝑝 ∈ 𝒱(𝐼). We shall deal
with this problem in Chapter 2 by verifying ad hoc which solutions of the varieties 𝒱(𝐼𝑘)
can be extended to 𝒱(𝐼).
If we start with a variety 𝒱 = 𝒱(𝐼) ⊆ ℂ𝑛 then we can obtain partial solutions by
projecting it into ℂ𝑛−𝑘:
𝜋𝑘 ∶ ℂ𝑛 ,→ ℂ𝑛−𝑘
𝑝 = (𝑝1,… , 𝑝𝑛) ↦→ (𝑝𝑘+1,… , 𝑝𝑛).
(1.19)
The following result guarantees that for any point 𝑝 ∈ 𝒱 , the projection 𝜋𝑘(𝑝) lies in
𝒱(𝐼𝑘).
Theorem 1.2.31 (Closure theorem). Write 𝒱 = 𝒱(𝐼). Then 𝒱(𝐼𝑘) is the Zariski closure
of 𝜋𝑘(𝒱). Moreover, if 𝒱 ≠ ∅, there exists an affine algebraic variety𝒲 ⊂ 𝒱(𝐼𝑘) such that
𝒱(𝐼𝑘) ⧵𝒲 ⊆ 𝜋𝑘(𝒱) ⊆ 𝒱(𝐼𝑘).
The second part of the theorem says that even if 𝜋𝑘(𝒱)may not fill the whole 𝒱(𝐼𝑘),
the missing part lies in a strictly smaller variety.
Consider a set of polynomials 𝑔1,… , 𝑔𝑛 ∈ 𝕂[𝑡1,… , 𝑡𝑚]. A map 𝜙 ∶ 𝕂𝑚 → 𝕂𝑛 is a
polynomial map if all its components are polynomial functions. That is,
𝜙 ∶ 𝕂𝑚 ,→ 𝕂𝑛
(𝑡1,… , 𝑡𝑚) ↦→ (𝑔1(𝑡1,… , 𝑡𝑚),… , 𝑔𝑛(𝑡1,… , 𝑡𝑚)) ,
is a polynomial map and we say that 𝜙(𝕂𝑚) ⊂ 𝕂𝑛 is a subset of 𝕂𝑛 parametrized by 𝜙.
If 𝒱 is an algebraic variety parametrized by 𝜙, that is, the Zariski closure of Im 𝜙, then
a natural question is how to find polynomials 𝑓1,… , 𝑓𝑟 defining 𝒱 . This is known as
the Implicitization Problem. We do not deal explicitly with this problem in this thesis,
although this has been deeply studied in the context of phylogenetics as we may see in
Section 1.3.1.
Elimination theory can be of some help to solve the implicitization problem as fol-
lows. Consider the variety
𝒱 = 𝒱
(
𝑥1 − 𝑔1(𝑡1,… , 𝑡𝑚),… , 𝑥𝑛 − 𝑔𝑛(𝑡1,… , 𝑡𝑚)
)
⊆ 𝕂𝑛+𝑚
46 Chapter 1. Preliminaries
which is formed by the points (𝑡1,… , 𝑡𝑚, 𝑔1(𝑡1,… , 𝑡𝑚),… , 𝑔𝑛(𝑡1,… , 𝑡𝑚)) ∈ 𝕂𝑛+𝑚. Given
𝑡 = (𝑡1,… , 𝑡𝑚), consider the two maps
𝑖 ∶ 𝕂𝑚 ,→ 𝕂𝑛+𝑚 and 𝜋𝑚 ∶ 𝕂𝑛+𝑚 ,→ 𝕂𝑛
𝑡 ↦→ (𝑡, 𝑔1(𝑡),… , 𝑔𝑛(𝑡)) (𝑡, 𝑥1… , 𝑥𝑛) ↦→ (𝑥1… , 𝑥𝑛) .
As 𝜙 = 𝜋𝑚◦𝑖, it can be shown that 𝜙(𝕂𝑚) = 𝜋𝑚(𝑖(𝕂𝑚)) = 𝜋𝑚(𝒱), and so elimination
theory can be used to determine the smallest variety containing 𝒱 = 𝜙(𝕂𝑚):
Theorem 1.2.32. Follow the same notation as before and denote by 𝐼 the ideal 𝐼 ∶= ⟨𝑥1 −
𝑔1(𝑡),… , 𝑥𝑛−𝑔𝑛(𝑡)⟩ ⊂ 𝕂[𝑡1,… , 𝑡𝑚, 𝑥1… , 𝑥𝑛]and 𝐼𝑚 the elimination ideal 𝐼𝑚 = 𝐼∩𝕂[𝑥1… , 𝑥𝑛].
Then 𝒱(𝐼𝑚) is the smallest algebraic variety in𝕂𝑛 containing 𝜙(𝕂𝑚).
Euclidean distance degree
Another problem we shall encounter in Chapter 2 is, given a data point 𝑝 ∈ ℝ𝑛, finding
the closest point ?̂? ∈ 𝒱 with respect to the Euclidean distance. In what follows we give a
brief introduction to this topic but we refer to thework byDraisma et al. (2016) for further
details from a computational algebraic geometry perspective.
Consider an irreducible algebraic variety 𝒱 with ideal 𝐼(𝒱) = ⟨𝑓1,… , 𝑓𝑟⟩. Then, the
dimension of 𝒱 , 𝑑𝑖𝑚𝒱 , can be defined of as the maximum 𝑑 ∈ ℕ such that there exist a
chain 𝑉0 ⊊ 𝒱1 ⊊⋯ ⊊ 𝒱𝑑 = 𝒱 of irreducible varieties.
Definition 1.2.33. Let 𝑑𝑝(𝑥) be the squared Euclidean distance from a given point 𝑝 ∈









In order to find 𝑑(𝑝,𝒱), we need to find a minimum of 𝑑𝑝 (viewed as a function
of 𝑥) restricted to 𝒱 . To this end, we extend the function 𝑑𝑝 to the complex field, 𝑑𝑝 ∶
ℂ𝑛 → ℂ and consider the critical points of 𝑑𝑝 restricted to 𝒱 . In order to avoid com-
putational problems, we want to exclude the singular points of 𝒱 and consider them
afterwards if necessary. A point of 𝒱 that minimizes the distance to 𝑝 will be one of
these critical points. Recall that 𝑝 ∈ 𝒱 is singular if rank 𝐽𝒱 (𝑝) < 𝑐 where 𝐽𝒱 (𝑝) is
the Jacobian matrix formed by the partial derivatives 𝜕𝑥𝑗 (𝑓𝑖) evaluated at 𝑝 and 𝑐 is the
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codimension of 𝒱 (𝑐 = 𝑛− 𝑑𝑖𝑚𝒱). Denote by 𝒱𝑠𝑖𝑛𝑔 the singular locus of 𝒱 , i.e. the set of
singular points of 𝒱 .
Lemma 1.2.34. For a generic 𝑝 ∈ ℂ𝑛, the number of critical points of 𝑑𝑝 on 𝒱 ⧵ 𝒱𝑠𝑖𝑛𝑔 is
finite and constant on a dense open subset ofℝ𝑛.
This quantity is called the Euclidean distance degree of 𝒱 (EDdegree for short). We
refer to Draisma et al. (2016) for an algorithm that computes the EDdegree. This algo-
rithm can be adapted when𝒱 is defined by a polynomial map, as indicated in the quoted
paper. In Chapter 2 we use Magma to compute the EDdegree of certain varieties. Once
the EDdegree is computed, given a point 𝑝 ∈ ℝ𝑛 (and assuming that is general enough)
the distance 𝑑(𝑝,𝒱) can be found by using numerical software that computes all critical
points of 𝑑𝑝(𝑥) (we use the EDdegree to ensure thatwe obtain all critical points), selecting
thosewith real coordinates, and evaluating the distance function to choose theminimum.
1.3 Algebraic Phylogenetics
1.3.1 Phylogenetic algebraic varieties
Lake (1987) and Cavender and Felsenstein (1987) introduced, in two independent works,
the notion of phylogenetic invariants, polynomials that arise from a phylogenetic tree and
a particular model. Moreover, they envisioned the use of these polynomials in phyloge-
netic reconstruction. In this section, we give an introduction to this approach.
Let 𝑇 be a rooted phylogenetic tree andℳ be a nucleotide substitution model. Let
𝑟 be the root of 𝑇 and consider a Markov process on 𝑇 as in Section 1.1.2, where the
substitution parameters satisfy the constraints of the modelℳ.
As we have seen in Section 1.1.2, the components of the joint distribution 𝑝 at the
leaves are polynomials in the model parameters, so we can associate to each tree 𝑇 a
polynomial map 𝜙ℳ𝑇 ∶ ℝ
𝑑 → ℝ4𝑛 that maps any 𝑑-tuple of parameters to a distribution





↦→ 𝑝 = (𝑝𝙰,𝙰…,𝙰, 𝑝𝙰,𝙰…,𝙲, 𝑝𝙰,𝙰…,𝙶,… , 𝑝𝚃,𝚃…,𝚃),
(1.21)
where 𝑑 is the number of free substitution parameters according to the model assumed
(see Section 1.1.3), and each coordinate 𝑝𝑥1,…,𝑥𝑛 is expressed in terms of the distribution
at the root 𝜋 and the transition matrices𝑀𝑒 according to the expression (1.3).
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Remark 1.3.1. Notice that, in order to interpret the parameters as probabilities, we need
to restrict to non-negative real numbers. Analogously, the points in the image of 𝜙ℳ𝑇
represent a distribution only if they lie in the standard ∆4𝑛 simplex. However, in order to
use techniques from algebraic geometry, we abandon temporarily these constraints and
work over the real field with no restrictions. In this case, although 𝑝 ∈ Im𝜙ℳ𝑇 may not


































𝜋𝑥𝑟 = 1, (1.22)
where the first equality in (1.22) follows since the rows of each𝑀𝑒 sum up to 1.
Definition 1.3.2. We consider real parameters in general, and we refer to a set{
𝜋, {𝑀𝑒}𝑒∈𝐸(𝑇)
}
as non-singular parameters if
(i) At every node 𝑢 of 𝑇 the distribution of the random variable 𝑋𝑢 is strictly positive.
(ii) The matrix𝑀𝑒 of every edge 𝑒 is non-singular, that is,𝑀𝑒 ∈ 𝕄∗4 .




is stochastic if all the components of
𝜋 and the entries of the transition matrices 𝑀𝑖 are real numbers between 0 and 1. For
stochastic parameters condition (i) above is equivalent to requiring that the distribution
at the root 𝜋𝑟 has no zero entry if (ii) holds.
Notation 1.3.3. For a quartet 𝑇, we shall denote 𝑝 ∶= 𝜙𝑇(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5)where
𝑀5 is the matrix at the interior edge of the tree and each𝑀𝑖 with 𝑖 ≠ 5 is the transition
matrix attached at the exterior edge adjacent to leaf 𝑖.
It is known that the image of the parametrization map 𝜙ℳ𝑇 does not depend on the
root position:
Theorem 1.3.4. Let 𝑇 be a phylogenetic tree rooted at 𝑟. Suppose we root it at a different
node 𝑟′ and call this tree 𝑇′. Then, for any set of parameters 𝜋, {𝑀𝑒}𝑒∈𝐸(𝑇) on a modelℳ
























This means that the root position within the tree cannot be inferred from the joint
distribution at the leaves. This phenomenon is usually known as the non-identifiability of
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the root position. Allman and Rhodes (2003b) proved this result for the general Markov
model, however, the same proof can be adapted to group-based or other type of models
(see Casanellas, Fernández-Sánchez, and Michałek (2017)).
Example 1.3.5. Consider the quartet 𝑇 = 𝑇12|34 with the root 𝑟 placed at the parent node
of leaves 1 and 2 andwith distribution𝜋 > 0 at 𝑟. Assume𝑀5 is the stochastic GMmatrix
at the interior edge and 𝑀𝑖 with 𝑖 = 1,… , 4 are the stochastic GM matrices attached to
the edges adjacent to the leaves. Consider now the quartet 𝑇′ where the root 𝑟′ is located
at the parent node of leaves 3 and 4. If 𝑟′ follows the distribution 𝜋′ = 𝑀𝑡5𝜋 with 𝜋′ > 0,
and the stochastic GM matrix 𝑀′5 = 𝑑𝑖𝑎𝑔(𝜋′)−1𝑀
𝑡
5𝑑𝑖𝑎𝑔(𝜋) is attached at the interior
edge of 𝑇′, then
𝜙𝑇(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) = 𝜙𝑇′(𝜋′;𝑀1,𝑀2,𝑀3,𝑀4,𝑀′5).
This equality can be deduced from Allman and Rhodes (2004).
In order to state the following theoremwe need to consider matrices diagonal largest
in column (DLC, for short). A stochastic matrix 𝑀 ∈ 𝕄+𝑛 is DLC if the largest entry in
each column is placed at the diagonal, that is,𝑀(𝑖, 𝑖) > 𝑀(𝑗, 𝑖) for all 𝑗 ≠ 𝑖.
Theorem 1.3.6 (Chang, 1996). Let 𝑇 be a phylogenetic tree with no nodes of degree 2.
Suppose 𝑝 is a distribution that has arisen on 𝑇 with non-singular stochastic parameters
𝜋, {𝑀𝑒}𝑒∈𝐸(𝑇) and assume that each matrix𝑀𝑖 is DLC and different than the identity ma-
trix. Then the full model is identifiable; in other words, from the joint distribution 𝑝, the tree
topology of 𝑇, the distribution 𝜋 and the transition matrices𝑀𝑖 are uniquely determined.
If we forget the assumption of 𝐷𝐿𝐶 and we just require transition matrices to be
invertible and not a permutation matrix, then the topology of 𝑇 is still identifiable and
𝑀𝑖 are determined up to a label swapping in the sense of Allman and Rhodes (2004). For
biological applications it will be convenient to assume that transitionmatrices are𝐷𝐿𝐶 in
some cases since this leads to a more biologically realistic situation where the transition
matrices should not be too far from the identity matrix.
As a consequence of Theorems 1.3.4 and 1.3.6, from now on, we deal with trees with
no nodes of degree two. Even if we root the tree at an interior node in order to specify the
substitution parameters, the position of this root does not play any role in practice.
Example 1.3.7. Thefirst and second trees presented inFigure 1.4 are rooted phylogenetic
trees, and the root is located at a node of degree two. If we unroot these trees (i.e., remove
the root label and delete the degree 2 node by replacing the edges adjacent to it with a
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single edge) then all three trees in the figure are isomorphic. In this thesis we shall be
working with trivalent trees (as the one on the right).
Definition 1.3.8. The phylogenetic variety associated to a tree 𝑇 and amodelℳ, denoted
by 𝒱ℳ𝑇 , is the smallest algebraic variety containing the image Im𝜙
ℳ
𝑇 or equivalently, the
Zariski closure of Im𝜙ℳ𝑇 . We will call 𝜙
ℳ
𝑇 the parametrization map of 𝒱
ℳ
𝑇 .
Definition 1.3.9. We define the stochastic phylogenetic region associated to a tree 𝑇 and




















, where 𝜋 and𝑀𝑖 are stochastic
}
.
Remark 1.3.10. The ideal 𝐼(Im𝜙ℳ𝑇 ) coincides with the ideal of the variety 𝒱
ℳ
𝑇
(see Lemma 1.2.27). We shall denote it by 𝐼ℳ𝑇 . As pointed out in Theorem 1.3.4, this
variety is independent of the node chosen as root in 𝑇. As a consequence, two unrooted
trees with the same tree topology (i.e. isomorphic phylogenetic trees) define the same
phylogenetic variety.
Definition 1.3.11. Given a tree 𝑇 with 𝑛 leaves and an evolutionary modelℳ, the poly-
nomials in 𝐼ℳ𝑇 are called phylogenetic invariants of 𝑇. If 𝑓 is a polynomial in 𝐼
ℳ
𝑇 which
does not belong to 𝐼ℳ𝑇′ for some other tree 𝑇
′ ∈ 𝒯𝑛, 𝑇′ ≠ 𝑇, then 𝑓 is called a topology
invariant of 𝑇.
We refer to the work by Jarvis, Holland, and Sumner (2013) for a good review on
phylogenetic invariants. Finding phylogenetic invariants is not a trivial task; however,
some of them are evident. By Remark 1.3.1, for any 𝑛-leaf tree and any model ℳ, 𝐼ℳ𝑇




The other invariants shall depend on 𝑇 andℳ. Below we give an example of some phy-
logenetic and topology invariants for a concrete tree and model.
Example 1.3.12. Let 𝑇 be the quartet presented in Figure 1.6 and consider the Markov
process under the Jukes Cantor model. From Example 1.1.26 we have
𝑝𝙰,𝙰,𝙰,𝙰 = 𝑝𝙲,𝙲,𝙲,𝙲 = 𝑝𝙶,𝙶,𝙶,𝙶 = 𝑝𝚃,𝚃,𝚃,𝚃,
𝑝𝙰,𝙰,𝙰,𝙲 = 𝑝𝙰,𝙰,𝙰,𝙶 =⋯ = 𝑝𝚃,𝚃,𝚃,𝙲 = 𝑝𝚃,𝚃,𝚃,𝙶.
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These equalities hold due to the fact that JC69 matrices are invariant under any permu-
tation of the states {𝙰, 𝙲, 𝙶, 𝚃}. Thus, these linear equations give rise to phylogenetic in-
variants (𝑝𝙰,𝙰,𝙰,𝙰 − 𝑝𝙲,𝙲,𝙲,𝙲, for example) but not topology invariants since they hold for
any distribution arising on any 𝑇 ∈ 𝒯4 with JC69 parameters. However, the following
equalities found by Lake (1987):
𝑝𝙰,𝙲,𝙰,𝙲 + 𝑝𝙰,𝙲,𝙶,𝚃 = 𝑝𝙰,𝙲,𝙶,𝙲 + 𝑝𝙰,𝙲,𝙰,𝚃, (1.23)
𝑝𝙰,𝙲,𝙲,𝙰 + 𝑝𝙰,𝙲,𝚃,𝙶 = 𝑝𝙰,𝙲,𝙲,𝙶 + 𝑝𝙰,𝙲,𝚃,𝙰, (1.24)
give rise to topology invariants for 𝑇12|34. Indeed, (1.23) does not hold for distributions
that have arisen from 𝑇13|24 and distributions on 𝑇14|23 do not satisfy (1.24).
For some time, there was a certain belief that one could infer which tree best ex-
plains the data by directly evaluating phylogenetic invariants on the observed distribu-
tions and testing whether these evaluations were close to zero. In other words, suppose
?̃? is an observed distribution, obtained by computing the observed relative frequencies
of an alignment. Then, if ?̃? has been obtained by 𝑁 independent samples of a theoreti-
cal distribution 𝑝 that has arisen on 𝑇 under a modelℳ, and if 𝑁 is large enough, 𝑓(?̃?)
should be close to zero for each invariant 𝑓 ∈ 𝐼ℳ𝑇 . Therefore, the use of these invariants
could produce a method to infer the tree topology without requiring to infer the numeri-
cal parameters of the model (see Lake, 1987; Casanellas and Fernández-Sánchez, 2007).
However, it has been shown that the use of invariants for inferring the tree topologies
has some difficulties and it has not a straightforward application to topology inference.
Nevertheless, this approach is important to understand the motivation of this work.
Because of Hilbert’s basis theorem, in order to obtain all phylogenetic invariants for
a tree 𝑇 and a modelℳ, it is enough to determine a finite set of generators for the ideal
𝐼ℳ𝑇 . Finding such set of generators is a complex problem and has been an active field of
research in the last years. This can be seen as an implicitization problem in algebraic ge-
ometry: given a parametric representation of an algebraic variety𝒱ℳ𝑇 , with a polynomial
parameterization map 𝜙ℳ𝑇 , find an implicit representation of it as the set of zeros of a col-
lection of polynomials (see Section 1.2.3). This implicitization problem can be addressed
computationally via the elimination procedure previously described. For simple models
and small trees, this can be doneusing computational algebra software such asMacaulay2
(Grayson and Stillman, 2009) or Singular (Greuel, Pfister, and Schönemann, 2009). How-
ever, this is not feasible when the number of leaves on the tree or the number of param-
eters increases. Due to the complexity of the problem an alternative approach has been
finding set-theoretic descriptions of the phylogenetic varieties (see for instance, Casanel-
las, Fernández-Sánchez, and Michałek, 2017; Draisma and Kuttler, 2009; Allman and
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Rhodes, 2008). Nowadays this description is available for any tree and the most common
models. However, to to follow this approach, it would be convenient that the polynomials
defining the variety 𝒱ℳ𝑇 would have a biological interpretation. On the other hand, we
do not need to describe the whole variety but only the stochastic phylogenetic region (see
Casanellas, Fernández-Sánchez, and Michałek, 2017).
In Section 1.3.3 we show how to produce some phylogenetic invariants for the GM
model called edge invariants, which will play a fundamental role in our work.
1.3.2 The tensor of joint distribution
In this section, we view the joint distribution at the leaves of an 𝑛-leaf phylogenetic tree
(described in Section 1.1.2) as an 𝑛-tensor and explain how the Markov action acts on it.
Consider the vector space𝒲 ∶= ℝ4 and identify the canonical basis of𝒲 with the set
Σ = {𝙰, 𝙲, 𝙶, 𝚃}. Then the natural basis of the tensor power𝒲⊗𝑛 is {𝑥1 ⊗ …⊗ 𝑥𝑛}𝑥1,…,𝑥𝑛∈Σ.
For instance, the natural basis of𝒲⊗𝒲⊗𝒲 is {𝙰⊗ 𝙰⊗ 𝙰, 𝙰⊗ 𝙰⊗ 𝙲,… , 𝚃⊗ 𝚃⊗ 𝚃} .
The joint distribution 𝑝 = (𝑝𝑥1,…,𝑥𝑛 )𝑥1,…,𝑥𝑛∈Σ ∈ ℝ
4𝑛 can be thought as a 𝑛-tensor in




𝑝𝑥1,…,𝑥𝑛𝑥1 ⊗ …⊗ 𝑥𝑛.
The following result illustrates the effect of applying a Markov action (see Definition
1.2.17) on such a tensor. Even though this can be done for any 𝑛-leaf phylogenetic tree,
for simplicity we state the result for quartets. In the following lemma we see how, given
a 4-tensor arising on a quartet 𝑇 with certain substitution parameters, we obtain a new
4-tensor that arises on the same tree 𝑇 but with different parameters.
Lemma 1.3.13. Let 𝑝 = 𝜙𝑇 (𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) be a 4-tensor that has arisen on a
quartet 𝑇. Consider the matrices𝑁1,𝑁2,𝑁3 and𝑁4 such that𝑁𝑖 ∈ 𝕄∗4 for each 𝑖. Then the
resulting tensor after applying the Markov action
𝑝 ↦→ 𝑞 ∶= 𝑝 ⋅ (𝑁1 ⊗ …⊗𝑁4)
is equal to 𝜙𝑇(𝜋;𝑀1𝑁1,𝑀2𝑁2,𝑀3𝑁,𝑀4𝑁4,𝑀5).
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Proof. We do the proof for 𝑇 = 𝑇12|34, as the other cases are analogous. By Definition


















𝜋𝑚 (𝑀1(𝑚, 𝑦1)𝑁1(𝑦1, 𝑥1)) (𝑀2(𝑚, 𝑦2)𝑁2(𝑦2, 𝑥2)) ⋅




𝜋𝑚 (𝑀1𝑁1) (𝑚, 𝑥1) (𝑀2𝑁2) (𝑚, 𝑥2)𝑀5(𝑚, 𝑙) (𝑀3𝑁3) (𝑙, 𝑥3) (𝑀4𝑁4) (𝑙, 𝑥4).
By Equation (1.4), 𝑞 corresponds to the distribution that has arisen on 𝑇12|34 with
parameters {𝜋,𝑀1𝑁1,𝑀2𝑁2,𝑀3𝑁3,𝑀4𝑁4,𝑀5}.
In particular, we have:
Corollary 1.3.14. Let 𝑝 = 𝜙𝑇(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) be a 4-tensor that has arisen on a
quartet 𝑇. If 𝑀𝑖 is non-singular for some 𝑖, then the tensor 𝑞 = 𝑝 ∗𝑖 (𝑀−1𝑖 𝑀) is the joint
distribution arising on the same tree and with the same parameters as 𝑝 except for𝑀𝑖 which
has been replaced by𝑀.
Proof. Suppose 𝑖 = 1, the computations for 𝑖 = 2, 3, 4 are equivalent. ByDefinition 1.2.18,
we have that 𝑞 = 𝑝 ∗1 (𝑀−11 𝑀) = (𝑀
−1
1 𝑀 ⊗ 𝐼𝑑 ⊗ 𝐼𝑑 ⊗ 𝐼𝑑) ⋅ 𝑝 and by Lemma 1.3.13,
𝑞 = 𝜙𝑇(𝜋;𝑀1(𝑀
−1
1 𝑀),𝑀2𝐼𝑑,𝑀3𝐼𝑑,𝑀4𝐼𝑑,𝑀5) = 𝜙𝑇(𝜋;𝑀,𝑀2,𝑀3,𝑀4,𝑀5).
In the remaining of the section, we show some technical results related to marginal-
izations of tensors that arise from a general Markov process on a tree 𝑇. These results
have been extracted from Allman, Rhodes, and Taylor (2014).
Lemma 1.3.15. Let 𝑝 = 𝜙𝑇3(𝜋;𝑀1,𝑀2,𝑀3) be a 3-tensor that arises on the 3-leaf tree 𝑇3
with matrices𝑀𝑖 ∈ 𝕄4 (see Figure 1.9 left). Then, the three possible marginalizations of 𝑝,




















Figure 1.9: At the left: the 3-leaf trivalent tree 𝑇3 ∈ 𝒯3 with substitution pa-
rameters {𝜋;𝑀1,𝑀2,𝑀3}. At the right: the quartet 𝑇12|34 ∈ 𝒯4 with substitution
parameters {𝜋; 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀5} .
Proof. We compute the 3rd marginalization of 𝑝, 𝑝..+. From (1.3) we have that
(𝑝..+)𝑥1,𝑥2 = (𝑝 ∗3 1)(𝑥1, 𝑥2) =
∑
𝑥3∈Σ























The elements of this sum are written in terms of the vector 𝜋, the 𝑥1-th column of
𝑀1 and the 𝑥2-th column of𝑀2. Equivalently, this is the product of the 𝑥1-th row of𝑀𝑡1,
the diagonal matrix 𝑑𝑖𝑎𝑔(𝜋) and the 𝑥2-th column of 𝑀2. Therefore this expression for
all 𝑥1 and 𝑥2 becomes
𝑝..+ = 𝑝 ∗3 1 = 𝑀𝑡1𝑑𝑖𝑎𝑔(𝜋)𝑀2. (1.26)
Similarly we can compute the expressions of 𝑝..+ and 𝑝+...
The above marginalizations extend naturally to tensors that come from quartets.
Lemma 1.3.16. Let 𝑝 = 𝜙𝑇 (𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) be a tensor arising on the tree 𝑇 =
𝑇12|34 (see Figure 1.6). Then the marginalizations 𝑝..+. and 𝑝...+ are:
𝑝..+. = 𝜙𝑇3 (𝜋;𝑀1,𝑀2,𝑀5𝑀4) , 𝑝...+ = 𝜙𝑇3 (𝜋;𝑀1,𝑀2,𝑀5𝑀3) , (1.27)
and the double marginalizations 𝑝+..+, 𝑝+.+., 𝑝.+.+, and 𝑝.++. can be computed in terms of
the transition matrices as follows:
𝑝+..+ = 𝑀𝑡2𝑑𝑖𝑎𝑔(𝜋)𝑀5𝑀3, 𝑝+.+. = 𝑀
𝑡
2𝑑𝑖𝑎𝑔(𝜋)𝑀5𝑀4,
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Proof. The proof of (1.27) is straightforward by summing over the corresponding index
as in the previous lemma.
To compute the double marginalizations in (1.28), we need to marginalize the tensor
over two different positions. We do the case 𝑝+..+ since the other ones are analogous.
Firstly we compute 𝑝...+ and then we compute (𝑝...+)+... From Lemma 1.3.16 we have
that 𝑝...+ = 𝜙𝑇3 (𝜋;𝑀1,𝑀2,𝑀5𝑀3) and using Lemma 1.3.15, we obtain




The discrete Fourier transform is a powerful tool to analyse properties of group-based
models and the pattern distributions arising from them. This idea was introduced by
Hendy (1989) and Hendy and Penny (1989) and was further explored by Székely, Steel,
and Erdös (1993).
Let𝑀 be a K81 matrix and write𝑚𝙰, 𝑚𝙲, 𝑚𝙶, 𝑚𝚃 and 𝙰, 𝙲, 𝙶, 𝚃 for the Fourier param-
eters of𝑀 and the Fourier basis, respectively (see Lemma 1.1.28).
Definition 1.3.17. For a tensor 𝑝 in (𝒲)⊗4 we write 𝑝 = (𝑝𝙰𝙰𝙰𝙰, 𝑝𝙰𝙰𝙰𝙲,… , 𝑝𝚃𝚃𝚃𝙶, 𝑝𝚃𝚃𝚃𝚃)𝑡
for the coordinates of 𝑝 in the basis
{
𝐴⊗𝐴⊗𝐴⊗𝐴,…, 𝑇 ⊗ 𝑇 ⊗ 𝑇 ⊗ 𝑇
}
induced by the
Fourier basis Σ =
{
𝙰, 𝙲, 𝙶, 𝚃
}
.
The relationship between the natural coordinates and the Fourier coordinates of 𝑝
can be presented via the Markov action:
𝑝 = 𝑝 ⋅
(
𝐻−1 ⊗𝐻−1 ⊗𝐻−1 ⊗𝐻−1
)
= 144𝑝 ⋅ (𝐻 ⊗𝐻 ⊗𝐻 ⊗𝐻) ,
where𝐻 is the Hadamard matrix introduced in Lemma 1.1.28.
Remark 1.3.18. Since 1
2
































‖𝑝 − 𝑞‖2 ,
and the Euclidean distance between tensors 𝑝 and 𝑞 can be computed in terms of their
Fourier coordinates as 𝑑(𝑝, 𝑞) = 16||𝑝 − 𝑞||.
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If one considers the bijection betweenΣ and the group𝐺 = (ℤ2×ℤ2,+) introduced in
Remark 1.1.29, then the previous change of coordinates can be understood as the discrete
Fourier transform on𝐺4. The following result states that the polynomial parametrization
𝜙𝐾81𝑇 becomes monomial in the Fourier parameters:
Theorem 1.3.19 (Evans and Speed, 1993). Let 𝑝 be a joint distribution arising on the tree






𝚃 are the Fourier






















where the sum of elements in Σ is given by the bijection Σ↔ ℤ2 ×ℤ2 of Remark 1.1.29.
Example 1.3.20. Consider the tree 𝑇12|34 evolving under the JC69 model and let 𝑚𝑖 be
the eigenvalue of𝑀𝑖 different from one. Then for any three different states 𝑥, 𝑦, 𝑧 ≠ 𝙰 the
entries of 𝑝 in Fourier coordinates satisfy
𝑝𝙰𝙰𝙰𝙰 = 1 𝑝𝙰𝑥𝙰𝑥 = 𝑚2𝑚4𝑚5 𝑝𝙰𝑥𝑦𝑧 = 𝑚2𝑚3𝑚4𝑚5 𝑝𝑥𝑥𝑥𝑥 = 𝑚1𝑚2𝑚3𝑚4
𝑝𝙰𝙰𝑥𝑥 = 𝑚3𝑚4 𝑝𝙰𝑥𝑥𝙰 = 𝑚2𝑚3𝑚5 𝑝𝑥𝙰𝑦𝑧 = 𝑚1𝑚3𝑚4𝑚5 𝑝𝑥𝑥𝑦𝑦 = 𝑚1𝑚2𝑚3𝑚4
𝑝𝑥𝑥𝙰𝙰 = 𝑚1𝑚2 𝑝𝑥𝙰𝙰𝑥 = 𝑚1𝑚4𝑚5 𝑝𝑥𝑦𝙰𝑧 = 𝑚1𝑚2𝑚4𝑚5 𝑝𝑥𝑦𝑥𝑦 = 𝑚1𝑚2𝑚3𝑚4𝑚5
𝑝𝑥𝙰𝑥𝙰 = 𝑚1𝑚3𝑚5 𝑝𝑥𝑦𝑧𝙰 = 𝑚1𝑚2𝑚3𝑚5 𝑝𝑥𝑦𝑦𝑥 = 𝑚1𝑚2𝑚3𝑚4𝑚5
and any other entry equals zero. Therefore we can see 𝑝 as a vector inℝ14 by considering
these 14 coordinates. Moreover, observe that
𝑝𝑥𝑥𝑥𝑥 = 𝑝𝑥𝑥𝑦𝑦 and 𝑝𝑥𝑦𝑥𝑦 = 𝑝𝑥𝑦𝑦𝑥, (1.29)
so 𝑝 actually lies in the linear space 𝐿𝑇12|34 ⊂ ℝ
14 of dimension 12 defined by these two
equations.
The equalities in (1.29) (which correspond to the Lake invariants of (1.23) and (1.24)
in Fourier coordinates) are satisfied since 𝑝 corresponds to the Fourier coordinates of a
distribution 𝑝 that has arisen on 𝑇12|34. However, if we had taken 𝑇 = 𝑇13|24 then we
would have 𝑝𝑥𝑥𝑥𝑥 = 𝑝𝑥𝑦𝑥𝑦 and 𝑝𝑥𝑥𝑦𝑦 = 𝑝𝑥𝑦𝑦𝑥. Then, the varieties 𝐿𝑇 differ for each tree
and their union spans a linear space of dimension 14 (Casanellas, Fernández-Sánchez,
and Kedzierska, 2012).
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1.3.3 Flattening matrix and edge invariants
In this section, given an split 𝐴|𝐵 of [𝑛] we apply the flattening of Definition 1.2.23 to a
distribution 𝑝 arising on a tree. The flattening matrix will reveal important information
for our purposes.
Let𝐴|𝐵 be a split of the leaves of a 𝑛-leaf tree𝑇 and let𝑋𝐴 and𝑋𝐵 be the joint random
variables associated to 𝐴 and 𝐵, namely 𝑋𝐴 ∶= (𝑋𝑥)𝑥∈𝐴 and 𝑋𝐵 ∶= (𝑋𝑦)𝑦∈𝐵. Then 𝑋𝐴
and 𝑋𝐵 can take 𝑎 ∶= 4|𝐴| and 𝑏 ∶= 4|𝐵| states respectively. Given a tensor 𝑝 ∈𝒲⊗𝑛 the
flattening matrix 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝) is the 𝑎 × 𝑏 matrix whose entries are the joint distributions










𝑝𝑥1𝑦1 𝑝𝑥1𝑦2 … 𝑝𝑥1𝑦𝑏
𝑝𝑥2𝑦1 𝑝𝑥2𝑦2 … 𝑝𝑥2𝑦𝑏
⋮ ⋮ ⋱ ⋮







Example 1.3.21. Consider a tensor 𝑝 that has arisen on the quartet 𝑇12|34 presented at













𝑝𝙰𝙰𝙰𝙰 𝑝𝙰𝙰𝙰𝙲 𝑝𝙰𝙰𝙰𝙶 … 𝑝𝙰𝙰𝚃𝚃
𝑝𝙰𝙲𝙰𝙰 𝑝𝙰𝙲𝙰𝙲 𝑝𝙰𝙲𝙰𝙶 … 𝑝𝙰𝙲𝚃𝚃
𝑝𝙰𝙶𝙰𝙰 𝑝𝙰𝙶𝙰𝙲 𝑝𝙰𝙶𝙰𝙶 … 𝑝𝙰𝙶𝚃𝚃
⋮ ⋮ ⋮ ⋱ ⋮









Theorem 1.3.22 (Allman and Rhodes, 2006). Let 𝑝 be the tensor arising on the tree 𝑇12|34
with transition matrix 𝑀5 at the interior edge and matrices 𝑀𝑖∈ 𝕄4 with 𝑖 ∈ [4] at the
exterior edges, and let 𝑞 be a tensor arising on the same tree with the same matrix 𝑀5 at
the interior edge and the identity matrix at the exterior edges, as shown in Figure 1.9 right.
Then, for any split 𝑎𝑏|𝑐𝑑 on [4] the flattening matrices of 𝑝 can be written as:
𝐹𝑙𝑎𝑡𝑎𝑏|𝑐𝑑(𝑝) = (𝑀𝑎 ⊗𝑀𝑏)
𝑡 𝐹𝑙𝑎𝑡𝑎𝑏|𝑐𝑑(𝑞) (𝑀𝑐 ⊗𝑀𝑑) . (1.30)
Proof. By Lemma 1.3.13 we have that 𝑝 = 𝑞 ⋅ (𝑀1 ⊗𝑀2 ⊗𝑀3 ⊗𝑀4). Then, the result is
a direct consequence of Lemma 1.2.25.
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Lemma 1.3.23. With the same assumptions and notation of the previous theorem, the flat-
tening matrices of 𝑞 satisfy the next properties:
(i) 𝐹𝑙𝑎𝑡12|34(𝑞) = 𝐹𝑙𝑎𝑡12|43(𝑞) = 𝐹𝑙𝑎𝑡21|34(𝑞) = 𝐹𝑙𝑎𝑡21|42(𝑞).
(ii) 𝐹𝑙𝑎𝑡13|24(𝑞) is equal to 𝐹𝑙𝑎𝑡14|23(𝑞) and coincides with the diagonal matrix whose di-
agonal entries are the 16 entries of 𝑑𝑖𝑎𝑔(𝜋)𝑀5.
Proof. First of all, observe that the entries of 𝑞 are
𝑞𝑥1,𝑥2,𝑥3,𝑥4 = {
𝜋𝑥1𝑀5(𝑥1, 𝑥3) if 𝑥1 = 𝑥2 and 𝑥3 = 𝑥4,
0 otherwise,
(1.31)
Suppose {𝑎, 𝑏} = {1, 2} and {𝑐, 𝑑} = {3, 4}. Then, the ((𝑥1, 𝑥2), (𝑥3, 𝑥4)) entry of any
𝐹𝑙𝑎𝑡𝑎𝑏|𝑐𝑑(𝑞) equals 𝜋𝑥1𝑀5(𝑥1, 𝑥3) if 𝑥1 = 𝑥2 and 𝑥3 = 𝑥4, and is zero otherwise. This
observation is sufficient to prove (𝑖).
The equality of𝐹𝑙𝑎𝑡13|24(𝑞) = 𝐹𝑙𝑎𝑡14|23(𝑞) follows since𝐹𝑙𝑎𝑡13|24(𝑞)((𝑥1, 𝑥2), (𝑥3, 𝑥4))
= 𝑞𝑥1,𝑥3,𝑥2,𝑥4 , 𝐹𝑙𝑎𝑡14|23(𝑞)((𝑥1, 𝑥2), (𝑥3, 𝑥4)) = 𝑞𝑥1,𝑥3,𝑥4,𝑥2 and 𝑞𝑥1,𝑥3,𝑥2,𝑥4 = 𝑞𝑥1,𝑥3,𝑥4,𝑥2
because of (1.31). Finally, the matrix 𝐹𝑙𝑎𝑡13|24(𝑞) is diagonal since
𝐹𝑙𝑎𝑡13|24(𝑞)((𝑥1, 𝑥2), (𝑥3, 𝑥4)) is different from zero if and only if (𝑥1, 𝑥2) = (𝑥3, 𝑥4), and
by (1.31) the entries at the diagonal are 𝜋𝑥1𝑀5(𝑥1, 𝑥3).
Edge invariants
Theorem 1.3.24. (Allman and Rhodes, 2006, 2008; Casanellas and Fernández-Sánchez,




. If 𝐴|𝐵 is a non-trivial
edge split of 𝑇, then 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝) has rank≤ 4 or, equivalently, the 5×5minors of 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝)
vanish. Moreover if 𝐴′|𝐵′ is an incompatible split of 𝑇 then 𝐹𝑙𝑎𝑡𝐴′|𝐵′(𝑝) has rank ≥ 16
generically. In particular, the 5 × 5minors of 𝐹𝑙𝑎𝑡𝐴|𝐵(𝑝) are topology invariants for 𝑇.
Proof. Wegive the proof for quartets since this is the casewe are interested in. We suppose
𝑇 = 𝑇12|34, as the proof for the other quartets is analogous. Suppose 𝑇 is rooted at the left
internal node 𝑟 with distribution at the root 𝜋 and with transition matrices𝑀𝑖 as shown
in Figure 1.6. Let 𝑝 be the joint distribution at the leaves of 𝑇. By Theorem 1.3.22, the
flattening matrix 𝐹𝑙𝑎𝑡12|34(𝑝) can be written as
𝐹𝑙𝑎𝑡12|34(𝑝) = (𝑀1 ⊗𝑀2)
𝑡 𝐹𝑙𝑎𝑡12|34(𝑞) (𝑀3 ⊗𝑀4) ,
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where 𝑞 is a distribution that has arisen on the tree 𝑇12|34 with the identity matrix at the
exterior edges,𝑀5 at the interior edge and with the distribution 𝜋 at the root (see Figure
1.9 right).
Weprove that𝐹𝑙𝑎𝑡12|34(𝑞)has rank atmost 4 and consequently the rank of𝐹𝑙𝑎𝑡12|34(𝑝)
is less than or equal to four. Recall that the components 𝑞𝑥1𝑥2𝑥3𝑥4 of 𝑞 are equal to zero if
𝑥1 ≠ 𝑥2 or 𝑥3 ≠ 𝑥4. Then, the flatteningmatrix 𝐹𝑙𝑎𝑡12|34(𝑞)may have entries 𝐹𝑙𝑎𝑡12|34(𝑞)
((𝑥1, 𝑥2), (𝑥3, 𝑥4)) different from zero only in the rows where 𝑥1 = 𝑥2 and columns where















𝑝𝙰𝙰𝙰𝙰 0 ⋯ 0 𝑝𝙰𝙰𝙲𝙲 0 ⋯ 0 𝑝𝙰𝙰𝙶𝙶 0 ⋯ 0 𝑝𝙰𝙰𝚃𝚃
0 0 0 0
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 0
𝑝𝙲𝙲𝙰𝙰 0 ⋯ 0 𝑝𝙲𝙲𝙲𝙲 0 ⋯ 0 𝑝𝙲𝙲𝙶𝙶 0 ⋯ 0 𝑝𝙲𝙲𝚃𝚃
⋮ ⋮ ⋮ ⋮
𝑝𝙶𝙶𝙰𝙰 0 ⋯ 0 𝑝𝙶𝙶𝙲𝙲 0 ⋯ 0 𝑝𝙶𝙶𝙶𝙶 0 ⋯ 0 𝑝𝙶𝙶𝚃𝚃
⋮ ⋮ ⋮ ⋮















Therefore, the entries different from zero of this matrix are concentrated in a 4 × 4
submatrix and so each 5 × 5minor equals zero.
Consider now an incompatible split of 𝑇,𝐴 = {1, 3} and 𝐵 = {2, 4}. By Lemma 1.3.23,
𝐹𝑙𝑎𝑡13|24(𝑞) is a diagonal matrix whose diagonal entries are those of 𝑑𝑖𝑎𝑔(𝜋)𝑀5. If 𝑀5
and 𝜋 are positive then 𝐹𝑙𝑎𝑡13|24(𝑞) has rank 16. Moreover if𝑀1,𝑀2,𝑀3 and𝑀4 are of
maximal rank then
𝐹𝑙𝑎𝑡13|24(𝑝) = (𝑀1 ⊗𝑀3)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞) (𝑀2 ⊗𝑀4)
has also rank 16.
Remark 1.3.25. From the previous proof we see that if 𝑝 is a tensor that has arisen on
a quartet 𝑇𝐴|𝐵 with positive and non-singular parameters, then the rank of 𝐹𝑙𝑎𝑡𝐴′|𝐵′(𝑝)
is 16 for any incompatible split 𝐴′|𝐵′. Thus, in this case the word “generically” in the
statement of Theorem 1.3.24 refers to positive and non-singular parameters.
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Finally, observe that the invariants we found regarding theminors of these flattening
matrices are associated with the split of taxa induced by the internal edge of the tree. For
that reason they are known as edge invariants.
1.3.4 Stochastic Conditions
So far we have focused on the algebraic description of Im𝜙ℳ𝑇 . However, in addition to the
polynomial equalities describing𝒱ℳ𝑇 , inequalities are expected to play a role in describing
the joint distributions. Note that the space of probability distributions arising as the image
of stochastic parameters on a tree can be notably smaller than the set of points on the
variety. Then, inequalities are crucial in determining if a point in a phylogenetic variety
lies in the stochastic region. In this section we recall some theoretical results that allow
us to provide some conditions to ensure that joint distributions come from stochastic
parameters.
We follow the work by Allman, Rhodes, and Taylor (2014) where the authors give
necessary and sufficient conditions for tensors having arised onquartet treeswith stochas-
tic parameters. In this work we summarize them in the following result, which charac-
terizes the stochastic region 𝒱+𝑇 for 𝑇 = 𝑇12|34.
Theorem 1.3.26 (Allman, Rhodes, and Taylor, 2014). Let 𝑝 = 𝜙𝑇(𝜋;𝑀1,… ,𝑀5) be a
4-tensor that has arisen on 𝑇 = 𝑇12|34 with non-singular parameters. Then, 𝑝 arises from
stochastic parameters if and only if themarginalizations 𝑝+... and 𝑝...+ arise from stochastic
parameters and the 16 × 16matrix
𝑑𝑒𝑡(𝑝+..+)𝑑𝑒𝑡(𝑝.+.+)𝐹𝑙𝑎𝑡13|24(𝑝 ∗2 (𝑎𝑑𝑗(𝑝𝑡+..+)𝑝𝑡.+.+)) ∗3 (𝑎𝑑𝑗(𝑝.+.+)𝑝.++.)) (1.33)
is positive semidefinite.
The idea of the proof is as follows. Assume the root 𝑟 of 𝑇 is placed at the interior
node near leaves 1 and 2 as it is shown in Figure 1.6. Let𝑀𝑖 , 𝑖 = 1, 2, 3, 4 be associated to
the edges leading to leaves,𝑀5 the matrix on the internal edge and 𝜋 the distribution at
the root. By assumption, the rows of these matrices sum to 1. We define the matrices
𝑁32 ∶= 𝑝𝑡+..+, 𝑁31 ∶= 𝑝𝑡.+.+,
𝑁14 ∶= 𝑝.++., 𝑁13 ∶= 𝑝.+.+,
which, by Lemma 1.3.16, correspond to the following matrix products:
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𝑁32 = 𝑀𝑡3𝑀
𝑡









We define now the tensor ?̃? that arises on the same parameters as 𝑝 except that𝑀2
has been replaced by𝑀1 and𝑀4 has been replaced by𝑀3. By Lemma1.3.13 andCorollary
1.3.14 this can be done by applying the following Markov action on 𝑝:
















𝑝 ∗2 𝑁−132 𝑁31
)
∗3 𝑁−113 𝑁14 =
(
𝑝 ∗2 𝑀−12 𝑀1
)
∗3 𝑀−13 𝑀4.
Since ?̃? arises from the same parameters than 𝑝 except that𝑀2 has been replaced by
𝑀1 and𝑀3 by𝑀4, we can write the 16 × 16 flattening matrix of the tensor ?̃? as
𝐹𝑙𝑎𝑡13|24(?̃?) = (𝑀1 ⊗𝑀4)𝑡𝐷(𝑀1 ⊗𝑀4),
where 𝐷 is the diagonal matrix that contains the 16 entries of 𝑑𝑖𝑎𝑔(𝜋)𝑀5 (see Theorem
1.3.22 and Lemma 1.3.23 (𝑖𝑖)).
Since by hypothesis the 3-marginalizations 𝑝+... and 𝑝...+ arise from stochastic pa-
rameters, 𝜋 is stochastic and𝑀1,𝑀2,𝑀3, and𝑀4, are stochastic matrices (see Theorem
3.6 in Allman, Rhodes, and Taylor, 2014). Moreover if 𝑝 arises from non-singular pa-
rameters,𝑀1 and𝑀4 are non-singular and 𝜋 has positive entries. Thus𝑀1 ⊗𝑀4 is also
non-singular. Then as 𝐹𝑙𝑎𝑡13|24(𝑝) is a symmetric matrix, it is positive semidefinite if and
only if the diagonal entries of𝐷 are non-negative. Thus if𝐹𝑙𝑎𝑡13|24(?̃?) is positive semidef-
inite, as 𝜋 is positive, we can ensure that 𝑀5 has non-negative entries. If we multiply
𝐹𝑙𝑎𝑡13|24(?̃?) by the square of the appropriate non-zero determinant we clear denomina-
tors and obtain the algebraic expression (1.33) stated in the theorem.
Then, the theoretical result that we have seen in this section, together with condi-
tions on the marginalizations of 𝑝 proved in Allman, Rhodes, and Taylor (2014), allow
us to provide a complete description of the model, given by phylogenetic invariants and
certain polynomial inequalities which characterize points that are the image of stochastic
parameters.
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That is, a distribution 𝑝 ∈ ℝ44 has arisen on 𝑇12|34 with non-singular stochastic param-
eters if and only if
• the marginalizations 𝑝+... and 𝑝...+ arise from stochastic parameters (or equiva-
lently, satisfy conditions of Theorem 3.6 in Allman, Rhodes, and Taylor, 2014),
• the 5×5minors of 𝐹𝑙𝑎𝑡12|34(𝑝) are zero (or analogously rank 𝐹𝑙𝑎𝑡12|34(𝑝) ≤ 4) and
• if ?̃? =
(
𝑝 ∗2 𝑁−132 𝑁31
)
∗3 𝑁−113 𝑁14 then the matrix 𝐹𝑙𝑎𝑡13|24(?̃?) is positive semidefi-
nite.
This result can be found in Theorem 4.6 of Allman, Rhodes, and Taylor (2014).
Recall that a subset ofℝ𝑛 is called semi-algebraic set if it is defined by a finite sequence
of polynomial equations 𝑃(𝑥1, ..., 𝑥𝑛) = 0 and inequalities𝑄(𝑥1, ..., 𝑥𝑛) > 0, or it is a finite
union of such sets. As a consequence of the Sylvester’s criterion (see Theorem 1.2.6)
which translates the conditions of matrices being positive definite/semidefinite in terms
of semi-algebraic conditions on the entries of those matrices, we can view the stochastic
phylogenetic region as a semi-algebraic set.
The tensor ?̃? constructed in (1.35) arises from the same parameters that 𝑝 except that
𝑀2 has been replaced by𝑀1, and𝑀3 by𝑀4. Then ?̃? is the joint distribution of the tree
presented in Figure 1.10. Observe that this tree is symmetric with respect to the interior











Figure 1.10: Quartet 𝑇12|34 with substitution parameter {𝜋;𝑀1,𝑀1,𝑀4,𝑀4,𝑀5}.
Corollary 1.3.27 (Garrote-López, 2016). Let 𝑝 be a 4-tensor whose components sum to 1.
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Proof. Using Theorem 1.3.22, Lemma 1.3.23 (𝑖𝑖), and the fact that ?̃? is defined by replac-
ing𝑀2 with𝑀1 and𝑀3 with𝑀4, we have
𝐹𝑙𝑎𝑡13|24(?̃?) = (𝑀1 ⊗𝑀4)𝑡𝐷(𝑀1 ⊗𝑀4) = 𝐹𝑙𝑎𝑡14|23(?̃?). (1.36)
In contrast, if q = 𝜙12|34(𝜋; 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀5), then
𝐹𝑙𝑎𝑡12|34(?̃?) = (𝑀1 ⊗𝑀1)𝑡𝐹𝑙𝑎𝑡12|34(𝑞)(𝑀4 ⊗𝑀4),
which is, in general, not equal to (1.36).
1.4 Phylogenetic reconstruction methods
In the last decades, there has been a boom of new methods to infer phylogenetic trees
from multiple sequence alignments. While some of them (character-based methods) di-
rectly use the columns of an alignment and the corresponding vector of observed relative
frequencies, the so-called distance-based methods use pairwise information from the se-
quences in the alignment usually represented as a matrix of pairwise distances. On the
other hand, whereas some methods are limited to reconstruct quartets (which can be
used as input to build larger trees), others can deal with a larger number of sequence
alignments.
As there is a unique trivalent tree with three leaves, the first interesting case is the
reconstruction of quartets. In this case the input data is a sequence alignment on the set
[4] of four taxa and the goal is to find which tree 𝑇12|34, 𝑇13|24 or 𝑇14|23 fits the data best.
To this end, phylogenetic reconstruction methods provide a score for each tree.
Sumner et al. (2017) suggested a criterion to decide when three scores 𝑠𝑎𝑏|𝑐𝑑, 𝑠𝑎𝑐|𝑏𝑑,
𝑠𝑎𝑑|𝑏𝑐 obtained from data can be used to estimate the statistical confidence in the three
quartet trees 𝑇𝑎𝑏|𝑐𝑑, 𝑇𝑎𝑐|𝑏𝑑, 𝑇𝑎𝑑|𝑏𝑐. Suppose 𝐹 ∈ ∆4
4 is the distribution obtained from 𝑁
independent samples from the multinomial distribution 𝑝 that has arisen on a tree 𝑇, we
write 𝐹 ∼ Mult(𝑁;𝑝). If 𝑞 is a frequency vector obtained from an alignment, we assume
that it has been sampled from some distributions on a tree and 𝑁 can be interpreted as
the length of this alignment.
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such that each 𝑠𝑎𝑏|𝑐𝑑(𝐹) is a statistically interpretable confidence that 𝐹 has arisen from
𝑁 independent samples from some distribution 𝑝 that has arisen on 𝑇𝑎𝑏|𝑐𝑑. We say that
𝑠(𝐹) is a normalized system of weights if the scores are non-negative and sum to one.
Sumner et al. (2017) also presented a number of desirable statistical properties that
any quartet inference measure should satisfy. In this work we consider the following two
properties:
• Property I: If we permute the taxa {1, 2, 3, 4}, then the scores 𝑠12|34(𝐹), 𝑠13|24(𝐹),
𝑠14|23(𝐹) are permuted accordingly.
• Property II (strong): If 𝐹 ∼ Mult(𝑁;𝑝), 𝑔 ∈ 𝕄∗4 and 𝐹
′ ∼ Mult(𝑁;𝑝 ⋅ 𝑔) then,
there exists a scalar 𝜆𝑔 such that 𝔼(𝑠(𝐹′)) = 𝔼(𝑠(𝐹)) + 𝜆𝑔(1, 1, 1) where 𝜆𝑔 satisfies
the additive group homomorphism property 𝜆𝑔 + 𝜆𝑔′ = 𝜆𝑔𝑔′ (depending on the
definition of the quartet inferencemeasure, this property can be equivalently stated
in terms of a multiplicative group homomorphism property, see Definition 1.2.20).
Finally, we define the statistical consistency of a phylogenetic reconstructionmethod.
Definition 1.4.2. Consider a phylogenetic reconstruction method that given a distribu-
tion 𝐹 outputs a phylogenetic tree. If 𝐹 ∼ Mult(𝑁;𝑝) and 𝑝 has arisen from a Markov
process on the tree 𝑇, then we say that the method is statistically consistent if the proba-
bility that the method selects 𝑇 as the correct tree tends to 1 as 𝑁 →∞.
In what follows we briefly recall some phylogenetic reconstruction methods and for
each one we present a weighting system for quartets. In Section 1.4.5 we present three
quartet basedmethods that use these weights as input to reconstruct larger trees: Quartet
Puzzling (QP), Weight Optimization (WO) and Willson’s (WIL) method.
1.4.1 Maximum likelihood
Maximum likelihood is a statistical concept that has been widely used in many areas of
biology. It was J. Felsenstein (1973) the pioneer on using it in phylogenetics. The basic
idea of theMaximum likelihood (ML)methods is the following.
Given a vector 𝐹 of observed relative frequencies obtained from an alignment of
𝑛 taxa and a nucleotide substitution model ℳ, the likelihood function ℒ𝐹(𝑇; 𝜃) corre-
sponds to the probability of observing such distribution 𝐹 under the tree 𝑇 with substitu-
tion parameters 𝜃 ∈ℳ. Then, ML attempts to estimate the tree topology ?̂? ∈ 𝒯𝑛 and the
substitution parameters ?̂? ∈ℳ that maximize the likelihood function ℒ𝐹(𝑇; 𝜃):
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(?̂?, ?̂?) = argmax
𝑇∈𝒯𝑛 ,
𝜃∈ℳ




The idea that relies on ML is simple but the optimization problem is computationally
expensive, especially for large number of taxa taking into account that the number of
phylogenetic trees grows more than exponentially in 𝑛 (see Remark 1.1.10). Moreover,
numerical optimization methods do not guarantee a global maximum nor the conver-
gence of the method.
If we restrict to quartets so that 𝐹 ∈ ∆44 , we define a weighting system to ML ac-
cording to Ranwez and Gascuel (2001): if ℒ𝐹(𝑇) is the likelihood for the tree 𝑇 (that is







where 𝐿 = ℒ𝐹(𝑇12|34) + ℒ𝐹(𝑇13|24) + ℒ𝐹(𝑇14|23). ML is a statistically consistent method
and if 𝐹 ∼ Mult (𝑁;𝜙𝑇(𝜃)) with 𝑇 = 𝑇12|34, then ML(𝐹)→ (1, 0, 0) as 𝑁 →∞.
1.4.2 Neighbor-joining algorithm
The Neighbor-joining algorithm (NJ) was proposed by Saitou and Nei (1987) and is the
most used distance based method. Given 𝑛 DNA sequences, the NJ algorithm takes as
input the distances between any pair of taxa 𝑖, 𝑗 ∈ 𝑋 given by a dissimilarity map 𝛿 ∶
𝑋 × 𝑋 → ℝ (see Definition 1.1.34) and outputs a phylogenetic tree.
One of the main advantages of the NJ algorithm (as well as other distance-based
methods) is its computational speed (as it is of order 𝑛3). Although the algorithm works
for any dissimilarity map, we restrict to the case of the paralinear distance 𝑑𝑝𝑎𝑟 of Defi-
nition 1.1.33.
Based on the work by Mihaescu, Levy, and Pachter (2009), we can define scores to
weight quartets according to NJ. For the quartet 𝑇𝑎𝑏|𝑐𝑑, consider
𝑙𝑎𝑏|𝑐𝑑 =
1
4(𝑑𝑝𝑎𝑟(𝑎, 𝑐) + 𝑑𝑝𝑎𝑟(𝑎, 𝑑) + 𝑑𝑝𝑎𝑟(𝑏, 𝑐) + 𝑑𝑝𝑎𝑟(𝑏, 𝑑)) −
1
2(𝑑𝑝𝑎𝑟(𝑎, 𝑏) + 𝑑𝑝𝑎𝑟(𝑐, 𝑑)),
which represents the length of the interior edge of the tree 𝑇 = 𝑇𝑎𝑏|𝑐𝑑 if the distances
were obtained from𝑇. In order to assign a non-negative score for each topology, we define





. Then, the normalized weights for the three trees are taken as





If 𝑝 has arisen on 𝑇12|34 with some substitution parameters, then 𝑤12|34 is the largest
among the three weights (due to the four-point condition and the additivity of paralin-
ear distances).
1.4.3 Maximum Parsimony and the Felsenstein zone
The Maximum Parsimony (MP for short) method for phylogenetic inference was intro-
duced by Camin and Sokal (1965). This is a character-based method that computes the
minimum number of nucleotide substitutions that are needed on a tree 𝑇 to observe the
given data. Then, MP outputs the tree with the least number of substitutions needed.
Felsenstein (1978) showed that maximum parsimony is not a statistically consistent
method for some substitution parameters. The set of substitution parameters for which
MP is inconsistent is known as the Felsenstein zone. The trees with parameters on this
zone are subject to the long branch attraction phenomenon and consist on trees with two
non-sister long branches and very short branch lengths (see Section 1.1.4) at the other





Figure 1.11: Tree subject to the long branch attraction phenomenon.
1.4.4 A rank-based method: Erik+2
Erik+2 (Fernández-Sánchez and Casanellas, 2016) is based on Theorem 1.3.24 that has
been used in different phylogenetic reconstruction methods (see Allman, Kubatko, and
Rhodes, 2016; Chifman and Kubatko, 2015, 2019).
Given a distribution 𝐹 ∈ ∆44 , one can compute the flattening matrix 𝐹𝑙𝑎𝑡𝐴|𝐵(𝐹) and
the distance of such matrix to the matrices of rank less than or equal to 4, 𝛿4(𝐹𝑙𝑎𝑡𝐴|𝐵(𝐹))
1.4. Phylogenetic reconstruction methods 67
(see Theorem 1.2.10). Because of Theorem 1.3.24, if 𝐹 has arisen from the tree 𝑇𝐴|𝐵 this
distance is zero. Instead of computing directly this distance, Erik+2 computes for each











where 𝐹𝑙𝑎𝑡𝑟𝐴|𝐵(𝐹) and 𝐹𝑙𝑎𝑡
𝑐
𝐴|𝐵(𝐹) stand for the normalizedmatrices obtained by dividing
the rows and columns (respectively) of the flattening matrix 𝐹𝑙𝑎𝑡𝐴|𝐵(𝐹) by the sum of its
entries. This normalization avoids the concentration of values at certain rows or columns
of the flattening matrices which might lead to incorrect inference of the rank. As a vari-
ation we can consider the distance 𝛿4𝑚(⋅) to rank 4𝑚matrices when we deal with mixed
data with𝑚 = 2, 3 categories. Indeed, if we consider mixtures on 𝑇𝐴|𝐵 with𝑚 categories,
the corresponding flattening matrix 𝐹𝑙𝑎𝑡𝐴|𝐵 is a sum of 𝑚 rank 4 matrices. The correct
quartet should be the one that gives the minimal value 𝑠𝐴|𝐵(𝐹).
In order to have a weighting system that allows us to compare and represent the
output of Erik+2we consider𝑤𝐴|𝐵(𝐹) = 1∕𝑠𝐴|𝐵(𝐹), and then divide by𝑤 ∶= 𝑤12|34(𝐹)+






Erik+2 is a statistically consistent method: if 𝐹 ∼ Mult (𝑁;𝜙𝑇(𝜃)) with 𝑇 = 𝑇12|34, then
lim𝑁→∞ Erik+2(𝐹) = (1, 0, 0).
1.4.5 Quartet-based methods
Dealing with larger trees can have high computational cost and may become unfeasible.
A common approach to reconstruct a phylogenetic tree given an alignment with a large
number of taxa is to reconstruct all possible subquartets and then build the larger tree.
This idea gives rise to the so-called quartet-based methods. The quartet-based methods
(Q-methods for short) determine 𝑛-leaf trees given a certain reliability measure for each
of the three possible topologies of every subset of 4 taxa from the original tree. This reli-
ability is given by a system of weights.
Let 𝐹 be a vector of observed relative frequencies obtained from an alignment for a
set of 𝑛 taxa 𝑋. Denote by 𝑋𝑖 = {𝑎, 𝑏, 𝑐, 𝑑} the subsets of four elements of 𝑋 and by 𝑝𝑖
the observed relative frequencies of the taxa in 𝑋𝑖 . The quartet-based methods described
below take as input a system of weights 𝑤𝑎𝑏|𝑐𝑑(𝑝𝑖), 𝑤𝑎𝑐|𝑏𝑑(𝑝𝑖), 𝑤𝑎𝑑|𝑏𝑐(𝑝𝑖) for each 𝑝𝑖 and
attempt to construct an 𝑛-leaf tree based on them. Thesemethods can consider any of the
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system of weights considered above. The order on which the subsets 𝑋𝑖 are considered
may affect the 𝑛-leaf tree output by Q-methods. In order to reduce the effect of this prob-
lem, Q-methods are usually applied several times, producing an 𝑛-leaf tree each time,
and then consider the majority-rule consensus tree of the 𝑛-leaf trees generated:
Definition 1.4.3. Given 𝑘 phylogenetic trees 𝑇1,… , 𝑇𝑘 with the same set of labels at the
leaves, themajority-rule consensus tree is the tree whose edge splits are displayed in more
than half of the 𝑇𝑖 .
It can be proved that such majority-rule consensus tree always exist (see Margush
and McMorris, 1981).
Quartet Puzzling
Quartet Puzzling (QP) is a Q-method introduced by Strimmer and Haeseler (1996). It
constructs an 𝑛-leaf tree from a system of weights (𝑤𝑎𝑏|𝑐𝑑, 𝑤𝑎𝑐|𝑏𝑑, 𝑤𝑎𝑑|𝑏𝑐) for each subset
of 4 taxa as follows. First, it randomly fixes an order on the taxa: suppose the taxa 𝑋 is
{1,… , 𝑛}with the natural order). Then, the algorithm starts with the set of taxa {1, 2, 3, 4}
and considers the quartet 𝑇𝑎𝑏|𝑐𝑑 that maximizes 𝑤𝑎𝑏|𝑐𝑑. On iterative steps, QP will be
adding taxa (and therefore, nodes and edges on the tree) one by one, following the order
previously determined, until the 𝑛-leaf tree is determined. At each step QP needs to add
taxon 𝑖 at some branch. For any choice of 3 leaves 𝑥, 𝑦, 𝑧 of the partially constructed tree
𝑇𝑖 the method adds the “penalty” 𝑤𝑥𝑦|𝑧𝑖 to the edges in the path from 𝑥 to 𝑦 (as it is a
measure of how bad it would be to add taxon 𝑖 at the path from 𝑥 to 𝑦). Finally, 𝑖 is added
on the least penalized branch. The same steps are repeated until all taxa are added.
It is usual to repeat this construction several times for different initial orders and then
compute the majority-rule consensus tree of all these 𝑛-leaf trees.
Weight Optimization
Weight Optimization (WO) proposed by Ranwez and Gascuel (2001) follows a similar
approach to QP but with some differences. The first one is that WO defines the order in
which taxa will be added in a dynamic way by starting from a random subset of four taxa.
At each step, the selected taxon to be added is the one that generates the greatest increase
of the total weight on the tree. The other main difference is that instead of penalizing
branches, WO gives branches “bonuses” and then when adding a taxon, WO chooses the
branch that provides the highest increase of the total weight. We refer to Ranwez and
Gascuel (2001) for more details on how these branches bonuses are given.
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WO is known to reconstruct the correct tree if the input quartets are correctlyweighted
(see Ranwez and Gascuel, 2001). As QP, it is usual to turn this method several times for
different initial quartet and then construct the majority-rule consensus tree.
Willson method
The last Q-method we recall is Willson’s method (Willson, 1999). Instead of constructing
a tree that maximizes the total weight at each step, the essential idea of Willson’s method
(brieflyWIL) is the following: at each step, it attaches a new taxon in such a way that the
resulting tree is the least inconsistent with the previous one. In this method the input
are some costs weights for each quartet. The weights we have defined above are related
to the reliability of each quartet: the largest the weight, the more reliable the tree. These
weights𝑤 can be converted into costs by taking− log𝑤. We refer to the quoted paper for
a precise explanation of the method.
As the previous methods, WIL starts from a random subset of four taxa. One usually
runs the algorithm several times and then constructs the majority-rule consensus tree.

2
Distance to the stochastic
region of phylogenetic
varieties
In this chapter we want to deal with Problem 2 presented in the Introduction. We aim
to answer the explicit following question in terms of the Euclidean distance and trees of
four species:































We address this problem for two special cases of interest in phylogenetics: short
branches at the external edges (see Section 2.2) and long branch attraction (in Section
2.4). Both cases, short and long branches, usually lead to confusing results in phyloge-
netic reconstruction (particularly in relation to the long branch attraction problem, see
Section 2.4). In the first case we are able to deal with the Kimura 3-parameter model and
in the second case we have to restrict to themore simple Jukes-Cantormodel. The reason
for this restriction is that the computations get more involved in the second case and we
have to use computational algebra techniques (for which is crucial to decrease the num-
ber of variables of the problem). To this end, in Section 2.3 we introduce an algorithm
that computes the distance of a point to the stochastic phylogenetic regions in the JC69
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case; this algorithm makes explicit use of the Euclidean distance degree (introduced in
Section 1.2.3) of the phylogenetic varieties.
In this chapter we consider only the Euclidean distance. One reason for this is that
the algebraic tools that we presented, such as the rank conditions on the flatteningmatri-
ces, naturally deal with it. But another motivation is that the algebraic expression of the
Euclidean distance permits the use of algebraic tools to derive analytical results and the
use of numerical algebraic geometry to get global minima. On the other hand, the use of
other distance measures such as the Hellinger distance or maximum likelihood, would
not allow the use of the Fourier transform for the evolutionarymodels we use here, which
significantly simplifies the computations in our case.
The organization of this chapter is as follows. In Section 2.1 we prove some technical
results regarding the closest stochastic matrix to a given matrix. In Section 2.2 we con-
sider the case of short external branches for the Kimura 3-parameter model and obtain
analytical results. In Section 2.3 we introduce our computational approach to compute
the distance to the stochastic phylogenetic regions. The results for the long branch attrac-
tion case are expanded in Section 2.4, and in Section 2.5 we provide results on simulated
data that illustrate our findings.
2.1 The closest stochastic matrix
Recall we writeℋ𝑛 for the hyperplane of (1.14) and ∆𝑛 ⊂ ℋ𝑛 for the standard simplex
in ℝ𝑛. In this section we denote points in bold. Given a point 𝐱 ∈ ℝ𝑛, we denote by
projℋ(𝐱) its orthogonal projection ontoℋ.
Definition 2.1.1. For any matrix 𝑀 ∈ ℳ𝑛(ℝ) we denote by ?̂? its closest stochastic
matrix in the Frobenious norm:
?̂? = argmin
𝑋∈ 𝕄+𝑛
∥ 𝑀 − 𝑋 ∥𝐹 .
Similarly, for any point 𝐱 ∈ ℝ𝑛 we write 𝐱 for its closest point in ∆𝑛 in the Euclidean
norm.
The problem of finding the nearest stochastic matrix is equivalent to finding the clos-
est point (in Euclidean norm) in the standard simplex to every row 𝑟 of the matrix, see
Kreinin and Sidelnikova (2001). The uniqueness of ?̂?, and consequently of ?̂?, is guaran-
teed since both the objective function and the domain set are convex.
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The problem of finding the closest point in the simplex ∆𝑛 to a given point has been
widely studied and there exist several algorithms to compute it. We use the Algorithm
2.1 proposed by Michelot (1986) that, given any point 𝐱 ∈ ℝ𝑛, produces the point 𝐱 ∈ ∆𝑛
that minimizes ∥ 𝐱 − 𝐲 ∥2 for 𝐲 ∈ ∆𝑛. The algorithm finishes in, at most, 𝑛 steps.
Algorithm 2.1: Projection onto the simplex by Michelot (1986).
Input: 𝑥 ∈ ℝ𝑛
while
∑𝑥𝑖 ≠ 1 or 𝑥 ≱ 0 do
𝑛0 = #{𝑥𝑖 ≠ 0};
𝜆 =
∑𝑛
𝑖=1 𝑥𝑖 − 1
𝑛0
;
for 𝑖 = 1 to 𝑛 do
𝑥𝑖 = max{0, 𝑥𝑖 − 𝜆};
?̂? = 𝑥;
Output: ?̂? = argmin𝑦∈∆𝑛 ∥ 𝑥 − 𝑦 ∥2
In the following result we state some properties of the nearest points in the simplex
that will be useful for determining the closest stochastic matrix. In Figure 2.1 there is an
illustration of the last item.
Lemma 2.1.2. Let 𝐱 = (𝑥1,… , 𝑥𝑛) be a point in ℝ𝑛 and let 𝐱 = (𝑥1,… , 𝑥𝑛) be its closest
point in ∆𝑛.
(i) 𝐱 coincides with the closest point to projℋ(𝐱) in ∆𝑛, ˆprojℋ(𝐱).
(ii) If 𝐱 ∈ℋ and 𝑥𝑖 ≤ 0 for some 𝑖, then 𝑥𝑖 = 0.
(iii) Let 𝐲 be a point obtained by a permutation of the coordinates of 𝐱, i.e. 𝐲 = 𝑃𝐱 for
some permutation matrix 𝑃. Then 𝐲 = 𝑃𝐱.
(iv) If 𝑥𝑖 = 𝑥𝑗 for some 𝑖, 𝑗 = 1,… , 𝑛 then 𝑥𝑖 = 𝑥𝑗 .
(v) 𝐱 coincides with 𝐩𝑖 = (0,… , 1⌢
𝑖
,… , 0) if and only if 𝑥𝑖 − 𝑥𝑗 ≥ 1 ∀𝑗 ≠ 𝑖.
Proof. The proofs of items (𝑖) and (𝑖𝑖) can be found in the paper by Michelot (1986) and
are the basis of the Algorithm 2.1.
(𝑖𝑖𝑖) Follows from the fact that 𝑃 is a permutation matrix and hence it is orthogonal.
(𝑖𝑣) Is a direct consequence of (𝑖𝑖𝑖).
(𝑣) Using (𝑖) and (𝑖𝑖) we can assume that ∑𝑖 𝑥𝑖 = 1, i.e., 𝐱 belongs to the affine hyper-
planeℋ. By symmetry, it is enough to prove the result for 𝐩1, that is, we prove that 𝐱 = 𝐩1
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Figure 2.1: The hyperplane ℋ and the standard simplex ∆𝑛 are represented in
the case 𝑛 = 3. The 2-dimensional cone 𝐶 given by the inequalities 𝑥1 − 𝑥2 ≥ 1,
𝑥1 − 𝑥3 ≥ 1 corresponds to all the points inℋ whose projection on the simplex is
𝐩1 (see (v) in Lemma 2.1.2).
if and only if 𝑥1 − 𝑥𝑗 ≥ 1 for all 𝑗 ≠ 1. Firstly we show that if 𝑥1 − 𝑥𝑗 ≥ 1, 𝑗 ≠ 1, then





















𝑥2𝑗 + (1 − 2𝑥1).
Now, because of the assumption 𝑥1 − 𝑥𝑗 ≥ 1 and
∑

























𝑐2𝑗 + (1 − 2𝑥1) ≥ 1 − 2𝑥1.
Comparing this with (2.1), it follows that 𝑑(𝐱, 𝑞) ≥ 𝑑(𝐱,𝐩1) for any 𝑞 ∈ ∆𝑛, so 𝐩1 = 𝐱.
Conversely, assume that 𝐱 ∈ℋ is such that 𝑥1−𝑥𝑖 < 1 for some 𝑖 ≥ 2. We will show that
there exists some 𝐪 in the edge 𝐩1𝐩𝑖 such that 𝑑(𝐱,𝐪) < 𝑑(𝐱,𝐩1) so that 𝐩1 cannot be the
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the closest point to 𝐱 in the simplex ∆𝑛. Consider 𝐪 = 𝑎𝐩1 + 𝑏𝐩𝑖 with 𝑎, 𝑏 ≥ 0, 𝑎+ 𝑏 = 1.





2 − 2 𝑎 𝑥1 + 𝑏2 − 2 𝑏 𝑥𝑖 .
We claim that if we take 0 < 𝑏 < 1 + 𝑥𝑖 − 𝑥1, then the point 𝐪 satisfies the inequality
between distances above. Indeed, we need to verify that
𝑎2 − 2 𝑎 𝑥1 + 𝑏2 − 2 𝑏 𝑥𝑖 < 1 − 2𝑥1 = (𝑎 + 𝑏)2 − 2𝑥1 = 𝑎2 + 𝑏2 + 2𝑎𝑏 − 2𝑥1.
Using that 𝑎 = 1−𝑏, this is equivalent to the inequality 𝑏(𝑏−1+𝑥1−𝑥𝑖) < 0, which
is satisfied by our choice of 𝑏.
Remark 2.1.3. If the rows of a matrix𝑀 are the result of some permutation applied to
the first row, the previous lemma shows that ?̂? will preserve the same identities between
entries as the matrix𝑀. In particular, if𝑀 is a transition matrix of a group-based model
(see Remark 1.1.29), then ?̂? will remain in the same model. For example, consider the







0.91 0.08 −0.09 0.1
0.08 0.91 0.1 −0.09
−0.09 0.1 0.91 0.08







Applying Algorithm 2.1 to 𝑥 = (0.91, 0.08,−0.09, 0.1) one gets,
Step 1: 𝜆1 = 0, ?̂?1 = (0.91, 0.08, 0, 0.1),
Step 2: 𝜆2 = 0.03, ?̂?2 = (0.88, 0.05, 0, 0.07).
Output: ?̂? = (0.88, 0.05, 0, 0.07)







0.88 0.05 0 0.07
0.05 0.88 0.07 0
0 0.07 0.88 0.05







which preserves the same identities between entries and so, it is a stochastic K81 matrix.
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Lemma 2.1.4. Let𝑀 be a JC69 matrix. Then𝑀 is stochastic if and only if its eigenvalues
lie in [−1∕3, 1] .
Proof. Let𝑀 be a JC69 matrix, that is,𝑀 as in (1.7) with 𝑐 = 𝑑 = 𝑏, 𝑎 = 1−3𝑏. Then,𝑀
is stochastic if and only if 𝑏 ≥ 0 and 𝑎 = 1 − 3𝑏 ≥ 0, which is equivalent to 𝑏 ∈ [0, 1∕3].
As the eigenvalues of𝑀 are 𝑚𝙰 = 1 and 𝑚𝙲 = 𝑚𝙶 = 𝑚𝚃 = 1 − 4𝑏 (see Lemma 1.1.28),
we get that𝑀 is stochastic if and only if the eigenvalue 1 − 4𝑏 lies in [−1∕3, 1].







0 1∕3 1∕3 1∕3
1∕3 0 1∕3 1∕3
1∕3 1∕3 0 1∕3







Proof. Let𝑀 be a JC69 matrix with off-diagonal entries equal to 𝑏 and diagonal entries
equal to 𝑎 = 1 − 3𝑏 . Then it is not stochastic if either 𝑏 < 0 or 𝑎 < 0. Let 𝑣 = (𝑎, 𝑏, 𝑏, 𝑏)
be the first row of 𝑀. Then by Lemma 2.1.2 (𝑖𝑣), its projection onto the simplex ∆3 is
of the type 𝑣 = (𝑎, 𝑏, 𝑏, 𝑏). The following argument is valid for each row due to Lemma
2.1.2 (𝑖𝑖𝑖).
If 𝑏 < 0 then, by Lemma 2.1.2 (𝑖𝑖), 𝑏 equals zero and 𝑎 has to be equal to 1 since the
coordinates of 𝑣 sum to 1. Therefore ?̂? is the 4 × 4 identity matrix.
If 𝑎 < 0 then 𝑎 = 0 and since 3𝑏 = 1, 𝑏 = 1
3
. Therefore ?̂? is a matrix with 0 in the
diagonal and 1
3
at the non-diagonal entries.
For later use, we close this section by stating a characterization of those K81matrices
𝑀 for which ?̂? is a permutation matrix.
Lemma 2.1.6. Let𝑀 be a K81 matrix and denote by (𝑎1, 𝑎2, 𝑎3, 𝑎4) its first row. Then ?̂?
is a permutation matrix if and only if there is some 𝑖 ∈ {1,… , 4} such that
𝑎𝑖 − 𝑎𝑗 ≥ 1 for all 𝑗 ≠ 𝑖.
Proof. This is an immediate consequence of Lemma 2.1.2 (𝑣).
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2.2 The case of short external branches
In this section we study evolutionary processes where substitutions at the external edges
are unusual, so that probabilities of substitution of nucleotides in the corresponding tran-
sition matrices are small. This translates to matrices close to the identity at the external
edges and short branch lengths, as explained in Section 1.1.4.
We use the results of Section 2.1 with 𝑛 = 44 and we stick to the K81 model. Given
𝑝 ∈ ℝ44 , let 𝑝+𝑇 be a point in the stochastic region 𝒱
+
𝑇 that minimizes the distance to 𝑝,
i.e.
𝑑(𝑝, 𝑝+𝑇 ) = 𝑑(𝑝,𝒱
+
𝑇 ).
The following result shows that a point 𝑝 arising from a tree 𝑇 with the identity ma-
trix attached at the external edges, that is 𝑝 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀), is always closer to the
stochastic region of 𝑇 than to any other stochastic phylogenetic region. See Figure 2.2 for
an illustration of this result.
Proposition 2.2.1. Assume that 𝑝 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀) where 𝑀 is a non-stochastic
K81 matrix and 𝑇 is any quartet. Then,
(a) The point 𝑝+𝑇 is equal to 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, ?̂?). Moreover, 𝑝
+
𝑇 coincides with the point
that minimizes the distance to the standard simplex ∆ ∶= ∆44 ⊂ ℝ44 . In particular, the
point 𝑝+𝑇 is unique.
(b) If 𝑇′ ≠ 𝑇 is another tree in𝒯4, then 𝑑(𝑝,𝒱+𝑇′) ≥ 𝑑(𝑝,𝒱
+
𝑇 ).
(c) The following are equivalent:
(i) equality holds in (b);





(iii) the matrix ?̂? is a permutation matrix.
Proof. We assume that 𝑇 = 𝑇12∣34, but the proof is analogous for the other trees. We
define 𝑝 to be the closest point to 𝑝 in ∆ (which is a convex set), see Lemma 2.1.2. First
of all, as 𝒱+𝑇 ⊂ ∆, we have that
𝑑(𝑝,𝒱+𝑇 ) = min𝑞∈𝒱+𝑇
𝑑(𝑝, 𝑞) ≥ min
𝑞∈∆
𝑑(𝑝, 𝑞) = 𝑑(𝑝, 𝑝). (2.2)
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Figure 2.2: For two different quartet trees 𝑇, 𝑇′, the phylogenetic varieties 𝒱𝑇
and 𝒱𝑇′ are represented as curves, with the intersection being reduced to only one
point. The stochastic regions are represented with thick stroke. The point 𝑝 =
𝜙(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀)with𝑀 non-stochastic lies in𝒱𝑇 but not in the stochastic region




𝑇′ represent points that minimize the distance from 𝑝 to
𝒱+𝑇 and 𝒱
+
𝑇′ , respectively. The figure illustrates that 𝑑(𝑝,𝒱
+
𝑇 ) ≤ 𝑑(𝑝;𝒱
+
𝑇′ ) (see (b)
of Proposition 2.2.1).
We now show that 𝑝 ∈ 𝒱+𝑇 . Since the transition matrices at the exterior edges of 𝑇






4(𝑀)𝑖𝑘 if 𝑖 = 𝑗 and 𝑘 = 𝑙
0 otherwise.
Since𝑀 is a K81 matrix, the non-zero coordinates of 𝑝 only take 4 different values.
Moreover, because of Lemma 2.1.2 (ii) and (iv), we can write the coordinates of 𝑝 as
𝑝𝑖𝑗𝑘𝑙 = {
𝑏𝑖𝑘 if 𝑖 = 𝑗 and 𝑘 = 𝑙
0 otherwise
for some values 𝑏𝑖𝑘 satisfying the identities of a K81 matrix (see (1.7)). Since 𝑝 belongs to
the simplex, we have that
∑







𝑏11 𝑏12 𝑏13 𝑏14
𝑏21 𝑏22 𝑏23 𝑏24
𝑏31 𝑏32 𝑏33 𝑏34






is a K81 stochastic matrix. Actually, this matrix is just ?̂? (again by Lemma 2.1.2), and
so, 𝑝 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, ?̂?). In particular, 𝑝 ∈ 𝒱+𝑇 . Since 𝑝
+
𝑇 minimizes the distance
from 𝑝 to the variety 𝒱+𝑇 , we have 𝑑(𝑝, 𝑝) ≥ 𝑑(𝑝, 𝑝
+
𝑇 ). Because of (2.2), equality holds.
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Moreover, from the uniqueness of the point minimizing the distance to ∆, it follows that
𝑝+𝑇 = 𝑝. This concludes the proof of (a).
(b) For any tree topology𝑇′, we have that𝒱+𝑇′ ⊂ ∆. It follows that 𝑑(𝑝, 𝑝) ≤ 𝑑(𝑝, 𝑝
+
𝑇′).
Since 𝑝 = 𝑝+𝑇 , we infer that 𝑑(𝑝, 𝑝
+
𝑇 ) ≤ 𝑑(𝑝, 𝑝
+
𝑇′) for any 𝑇
′ ≠ 𝑇.
(c) Now, we proceed to characterize when the equality holds in (b).
(i)⇔ (ii). It is clear that if 𝑝+𝑇 ∈ 𝒱
+
𝑇′ , then 𝑑(𝑝,𝒱
+
𝑇 ) = 𝑑(𝑝, 𝑝
+
𝑇 ) ≥ 𝑑(𝑝,𝒱
+
𝑇′). Together
with the inequality in (b), this proves that (ii) implies (i). Conversely, if the equality holds,
then 𝑑(𝑝, 𝑝+𝑇′) = 𝑑(𝑝,∆). Because of the uniqueness of the point that minimizes the
















𝑇′) if and only if 𝑀
is a permutation matrix. Assume that 𝑝 ∈ 𝒱+𝑇′ then if 𝐴
′|𝐵′ is a compatible split for 𝑇′
then 𝑓𝑙𝑎𝑡𝑡𝐴′|𝐵′(𝑝) has rank less or equal to 4 (see Theorem 1.3.24). On the other hand, as
𝑝 = 𝜙𝑇(𝐼𝑑,… , 𝐼𝑑, ?̂?), 𝑓𝑙𝑎𝑡𝑡𝑇′(𝑝) is a diagonal matrix whose diagonal is formed by the 16
entries of ?̂? multiplied by a constant (see Lemma 1.3.23). The only way this matrix has
rank ≤ 4 is by imposing the vanishing of 12 entries. Since𝑀 is a K81 stochastic matrix,
?̂? has to be a permutation matrix. Conversely, if ?̂? is a permutation matrix, then the
corresponding point 𝑝 = 𝜙𝑇(𝐼𝑑,… , 𝐼𝑑, ?̂?) lies in variety 𝒱+𝑇′ for every 𝑇
′ ∈ 𝒯4.
Remark 2.2.2. Note that 𝑝+𝑇 arises from the parameters {𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, ?̂?} but also from
the parameters obtained by a label swapping (see Theorem 1.3.6 and the discussion be-
low).
In the following theoremwe prove that if ?̂? is not a permutationmatrix and𝑝 is close
enough to the point 𝑝0 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀) then 𝑝 will remain closer to the stochastic
region𝒱+𝑇 than to the stochastic region𝒱
+
𝑇′ for 𝑇
′ ≠ 𝑇 (see Figure 2.3 for an illustration).
We need to exclude the case 𝑑(𝑝,𝒱+𝑇 ) = 𝑑(𝑝,𝒱
+
𝑇′) (case (c) of Proposition 2.2.1) if we
want strict inequality.
Theorem 2.2.3. Let𝑀 be a K81 non-stochastic matrix for which ?̂? is not a permutation
matrix (see Lemma 2.1.6 for a characterization). Let 𝑝0 = 𝜙𝑇(𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀), 𝑇′ ∈ 𝒯4 ⧵






(this is satisfied if 𝑝 is close enough to 𝑝0). Then 𝑑(𝑝,𝒱+𝑇 ) < 𝑑(𝑝,𝒱
+
𝑇′).
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Figure 2.3: The point 𝑝0 (see Theorem 2.2.3) lies in𝒱𝑇 but not in𝒱+𝑇 . As long as a
point 𝑝 lies close to 𝑝0, namely 𝑑(𝑝, 𝑝0) < (𝑑(𝑝0,𝒱+𝑇′ )−𝑑(𝑝0,𝒱
+
𝑇 ))∕2, it will remain




Proof. We first define the function 𝑓(𝑞) = 𝑑(𝑞, 𝑉+𝑇′) − 𝑑(𝑞, 𝑉
+
𝑇 ). By hypothesis, ?̂? is not
a permutation matrix and by Proposition 2.2.1, we have that 𝑓(𝑝0) > 0. We want to show
that 𝑓(𝑝) > 0 if 𝑑(𝑝, 𝑝0) < 𝑓(𝑝0)∕2. Clearly, we are done if 𝑓(𝑝) ≥ 𝑓(𝑝0), so we assume
that𝑓(𝑝) < 𝑓(𝑝0). From the triangle inequalitywe have |𝑑(𝑝,𝒲)−𝑑(𝑝0,𝒲)| ≤ 𝑑(𝑝, 𝑝0),
for any𝒲 ⊂ ℝ𝑁 . Then, we obtain













𝑇 ) − 𝑑(𝑝0,𝒱
+
𝑇 )|
≤ 2 𝑑(𝑝, 𝑝0) < 𝑓(𝑝0).
Therefore, 𝑓(𝑝) = (𝑓(𝑝)−𝑓(𝑝0))+𝑓(𝑝0) = −|𝑓(𝑝)−𝑓(𝑝0)|+𝑓(𝑝0) > 0. This concludes
the proof.
Example 2.2.4. The matrix𝑀 of Remark 2.1.3 satisfies the hypothesis of Theorem 2.2.3.
2.3 Computing the closest point to a stochastic
phylogenetic region
Although in the last section we were able to answer our questions analytically, this ap-
proach seems unfeasible if we want to tackle more general problems. In this section, in
order to find the distance from a point to a stochastic phylogenetic variety we propose
an alternative approach based on numerical algebraic geometry. Our goal is to find all
critical points of the distance function to a phylogenetic variety in the interior and at the
boundary of the stochastic region. Among the set of critical points we pick the ones that
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minimize the distance. Similar approaches, where computational and numerical alge-
braic geometry are applied to phylogenetics studies, can be found in the works by Gross
et al. (2016) and by Kosta and Kubjas (2019).
In this section we assume the JC69model and we parametrize each transitionmatrix
by its eigenvalue different from 1 (see Lemma 1.1.28). We use the following notation.
Notation 2.3.1. Consider a quartet 𝑇 with JC69 matrices 𝑀𝑖 attached at the edges of
the tree. Denote by 𝑥𝑖 the eigenvalue of 𝑀𝑖 of multiplicity three different from 1 (see
Lemma 1.1.28) and we denote by 𝜑𝑇 the parameterization of the phylogenetic varieties
on the Fourier parameters to Fourier coordinates (see Section 1.3.2),
𝜑𝑇 ∶ ℝ5 ,→ ℝ4
4
𝐱 = (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5) ↦→ 𝑝 = 𝜑𝑇(𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5).
The parametrization 𝜑𝑇 can be computed by adapting Theorem 1.3.19 to this model as in
Example 1.3.20.
Recall that, by Lemma 2.1.4, 𝜑𝑇(𝑥1,… , 𝑥5) is a point in the stochastic region if and
only if 𝑥𝑖 ∈ [−1∕3, 1], 𝑖 = 1,… , 5. We denote by
𝒟 ∶= [−1∕3, 1]5 (2.3)
the region of stochastic parameters.
Given a point 𝑝 ∈ ℝ44 , we denote by 𝑓𝑇(𝑥1,… , 𝑥5) the square of the Euclidean dis-
tance function from the point 𝜑𝑇 (𝑥1,… , 𝑥5) to 𝑝:
𝑓𝑇(𝑥1,… , 𝑥5) = 𝑑(𝑝, 𝜑𝑇(𝑥1,… , 𝑥5))2.
Recall that we can use Fourier coordinates to compute distances between points because
of Remark 1.3.18. We view 𝑓𝑇 as a function from ℝ5 to ℝ, or when convenient from ℂ5
to ℂ, and our goal is to find a minimum of 𝑓𝑇 at𝒟.
In order to compute the number of critical points of this function we use the Eu-
clidean distance degree, as introduced in Section 1.2.3. To this end we need to know the
set of singular points of the corresponding variety.
Under the Jukes-Cantor model, the singular points of the varieties 𝒱𝑇 are those that
are the image of some null parameter (see Casanellas and Fernández-Sánchez (2008)
and Casanellas, Fernández-Sánchez, and Michałek (2015) for details). In other words,
𝜑𝑇(𝑥1,… , 𝑥5) is a singular point of the variety if and only if 𝑥𝑖 = 0 for some 𝑖.
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Hence, we can compute the number of critical points of our function 𝑓𝑇 in the pre-
image of the smooth part of the variety as the degree of saturation ideal 𝐼 ∶ (𝑥1 ⋅… ⋅𝑥5)∞,
where 𝐼 is generated by the partial derivatives of 𝑓𝑇 . Using this, we have computed the
the EDdegree of 𝒱𝑇 for several random points using the Code A.1 in Appendix A. The
algorithm has been implemented in Magma (Bosma, Cannon, and Playoust, 1997) and we
have obtained:
Lemma 2.3.2. If 𝒱𝑇 is the phylogenetic variety corresponding to a quartet evolving under
the JC69 model, then the EDdegree of 𝒱𝑇 is 290.
To identify the critical points of our constrained problem we use the KKT conditions
of first order for local minimums. We recall this procedure below.
Karush-Kuhn-Tucker conditions (KKT)





subject to 𝑔𝑖(𝐱) ≤ 0, 𝑖 = 1,… , 𝑛.
If a point 𝐱∗ that satisfies 𝑔𝑖(𝐱∗) ≤ 0 ∀𝑖 = 1,… , 𝑚 is a local optimum of the problem,
then there exist some constants 𝜇 = (𝜇1,… , 𝜇𝑛) (called KKTmultipliers) such that 𝐱∗ and
𝜇 satisfy
(i) −∇𝑓(𝐱∗) =∑𝑛𝑖=1 𝜇𝑖∇𝑔𝑖(𝐱
∗),
(ii) 𝜇𝑖 ≥ 0 ∀𝑖 = 1,… , 𝑛,
(iii) 𝜇𝑖𝑔𝑖(𝐱∗) = 0 ∀𝑖 = 1,… , 𝑛.
According to these conditions, the algorithm to find the closest points in𝒱𝑇 to a given
point falls naturally into two parts:
• find the 290 critical points of the objective function 𝑓𝑇 over all ℂ5 and keep only
those points with real coordinates that lie in𝒟.
• check the optimal points at the boundary of𝒟.
Write
𝑔1,𝑖(𝐱) ∶= 𝑥𝑖 − 1 𝑔2,𝑖(𝐱) ∶= −𝑥𝑖 − 1∕3
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and consider the inequalities 𝑔1,𝑖(𝐱) ≤ 0 and 𝑔2,𝑖(𝐱) ≤ 0 defining the region𝒟. For each
𝑖 = 1,… , 5 and 𝑙 = 1, 2, write
𝑆𝑙,𝑖 =
{
𝐱 = (𝑥1,… , 𝑥5) ∣ 𝑔𝑙,𝑖 = 0
}
.







for some disjoint 𝜄1, 𝜄2 ⊆ {1,… , 5}, and find
critical points there. Then we only consider those that satisfy 𝑔1,𝑖(𝐱) ≤ 0 and 𝑔2,𝑖(𝐱) ≤ 0.
We use homotopy continuation methods to solve the different polynomial systems
∇𝑓𝑇 = 0, ∇𝑓𝑇 ∣𝑆= 0. All computations have been done with the package PHCpack.m2
(see Verschelde, 1999 and Gross, Petrović, and Verschelde, 2013) which turned out to be
the only numerical package capable to find these 290points of 𝐼 ∶ (𝑥1⋅…⋅𝑥5)∞. Macaulay2
(Grayson and Stillman, 2009) has been used to implement the main core of the algorithm
while some previous computations have been performed in Magma (Bosma, Cannon, and
Playoust, 1997). The whole code can be found in Code A.2 and A.3 in Appendix A.
Algorithm 2.2: The closest point in the stochastic phylogenetic region 𝒱+𝑇




𝜕𝑥1(𝑓𝑇), 𝜕𝑥2(𝑓𝑇), 𝜕𝑥3(𝑓𝑇), 𝜕𝑥4(𝑓𝑇), 𝜕𝑥5(𝑓𝑇)
)
;






Find the 𝑑 0-dimensional solutions of ∇𝑓𝑇=0 ;
foreach solution 𝑥 do
if 𝐱 ∈ ℝ5 and 𝑔𝑙,𝑖(𝐱) ≤ 0 ∀𝑙, 𝑖 then
Add 𝐱 to ℒ;










Find the solutions of ∇(𝑓𝑇)|𝑆 = 0 ;
if 𝐱 ∈ ℝ5 and 𝑔𝑙,𝑖(𝐱) ≤ 0 ∀𝑙, 𝑖 then
Add 𝐱 to ℒ ;
Evaluate 𝑓𝑇 at each 𝐱 ∈ ℒ and return the point 𝐱∗ with minimum 𝑓𝑇(𝐱∗) ;












1 ,… , 𝑥
∗
5 ) ∈ 𝒱
+
𝑇 and
𝑑(𝑝,𝒱+𝑇 ) = 𝑑(𝑝, 𝑝
+
𝑇 ).
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This approach is followed in the next two sections. In Section 2.4 we use this al-
gorithm to compute the distance from a (general) point 𝑝 ∈ 𝒱𝑇 (but not in 𝒱+𝑇 ) to the
stochastic region 𝒱+𝑇′ , 𝑇
′ ∈ 𝒯4. In Section 2.5 we use this approach to compute the dis-
tance of random points to 𝒱+𝑇 .
2.4 The long branch attraction case
In this section we study the distance of 𝑝 to the stochastic phylogenetic regions to give
an answer to the Question 2.1 for the long branch attraction case under the Jukes Cantor
model.
To this end, we keep the notation introduced in Section 2.3. Consider the tree in
Figure 2.4, with a non-stochastic matrix 𝑀 at the interior edge, a stochastic transition
matrix 𝐾 at the other edges adjacent to leaves 1 and 3, and the identity matrix 𝐼𝑑 at the
remaining edges. Assume𝐾 and𝑀 are Jukes-Cantor matrices and the distribution at the
root is uniform. Let 𝑘 (respectively𝑚) be the eigenvalue of 𝐾 (resp. of𝑀) different from
1. We take 𝐾 stochastic, this is 𝑘 ∈ [−1∕3, 1] (see Lemma 2.1.4) and we assume𝑚 > 1 to
make𝑀 non-stochastic (the other possibility would be that 𝑚 < −1∕3, but this leads to
a biologically unrealistic situation). Let 𝑝 ∶= 𝜑12|34 (𝑘, 1, 𝑘, 1, 𝑚) be the image of these
parameters written in Fourier coordinates.
Given𝑇 ∈ 𝒯4, wewant to find the closest point to𝑝 in𝒱+𝑇 , that is, to find (𝑥1,… , 𝑥5) ∈















Figure 2.4: Phylogenetic tree𝑇12|34 with transitionmatrices giving rise to the point
𝑃 = 𝜑12∣34 (𝑘, 1, 𝑘, 1, 𝑚) .
Using the notation of Section 2.3, this problem can be translated into the following
optimization problem:
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Problem 2.4.1. Set 𝑝 = 𝜑12|34 (𝑘, 1, 𝑘, 1, 𝑚), then we need to
minimize
𝐱
𝑓𝑇(𝐱) ∶= 𝑑 (𝑝, 𝜑𝑇 (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5))
2
subject to 𝑔1,𝑖(𝐱) ≤ 0, 𝑖 = 1,… , 5,
𝑔2,𝑖(𝐱) ≤ 0, 𝑖 = 1,… , 5.





For 𝑇 = 𝑇12|34, the Euclidean distance (in Fourier coordinates) from the point
𝑝 = 𝜑12|34 (𝑘, 1, 𝑘, 1, 𝑚) ∈ 𝒱12|34 to a point 𝜑12|34 (𝑥1, 𝑥2, 𝑥3, 𝑥4, 𝑥5) ∈ 𝒱𝑇12|34 is propor-
tional to the square root of the following function:




















)2 + 3 (𝑥2𝑥3𝑥5 − 𝑘𝑚)
2 + 3 (𝑥1𝑥4𝑥5 − 𝑘𝑚)
2
+ 3 (𝑥2𝑥4𝑥5 −𝑚)
2 + 3 (𝑥1𝑥2 − 𝑘)
2 + 3 (𝑥3𝑥4 − 𝑘)
2 .
An initial numerical approach suggests a candidate 𝐱∗ to be a minimum of the optimiza-
tion problem 2.4.1 when 𝑇 = 𝑇12|34 (and also for the other trees, as we will see later). We
proceed to introduce this point. Define





















and Ω ∶= (1, 𝜔] . Then, given (𝑘,𝑚) ∈ 𝐼 × Ω, we denote
𝐱∗ ∈ ℝ5 the following point:
x∗ = {
(
?̃?(𝑘,𝑚), 1, ?̃?(𝑘,𝑚), 1, 1
)
if ?̃?(𝑘,𝑚) < 1;
(1, 1, 1, 1, 1) otherwise,
(2.4)
86 Chapter 2. Distance to the stochastic region of phylogenetic varieties
where
?̃?(𝑘,𝑚) = 3𝑘







𝑘 (3𝑚 + 1) + 1
216
√
𝛼(𝑘,𝑚) and 𝛼(𝑘,𝑚) is a positive value given by
𝛼(𝑘,𝑚) = − 729𝑘6𝑚3 − 27𝑘6 + 108𝑘4 − 243
(
3𝑘6 − 4𝑘4 − 3𝑘2
)
𝑚2
− 63𝑘2 − 27
(
9𝑘6 − 24𝑘4 − 2𝑘2
)
𝑚 + 64.
Some comments are in order. We restrict to the cases where (𝑘,𝑚) ∈ 𝐼 ×Ω since we
want 𝐾 to be stochastic and𝑀 to be non-stochastic but not far from the identity. More-
over, we also choose this region for computational reasons, since we will be able to prove
that ?̃?(𝑘,𝑚) is real and continuous in 𝐼 × Ω. As the parameter of 𝐱∗ corresponding to
the interior edge is 1, 𝜑𝑇(𝐱∗) belongs to the intersection of the tree phylogenetic varieties
𝒱𝑇12|34∩𝒱𝑇13|24∩𝒱𝑇14|23 (see also Lemma 2.2.1). For that reason it is natural to askwhether
𝐱∗ is also a local minimum of the optimization problem 2.4.1 for 𝑇 = 𝑇13|24 or 𝑇 = 𝑇14|23.
In Theorem 2.4.3 we will prove that 𝐱∗ is a local minimum of the optimization problem
2.4.1 for any 𝑇 ∈ 𝒯4 however, first we prove that it is well defined.
Proposition 2.4.2. Given (𝑘,𝑚) ∈ 𝐼×Ω and𝑇 ∈ 𝒯4, the function𝑥 → 𝑓𝑇(𝑥, 1, 𝑥, 1, 1) has
a unique critical point, which is given by the expression ?̃?(𝑘,𝑚) defined in (2.5). Moreover,
this expression defines a continuous function on 𝐼 × Ω.
Proof. Straightforward computations show that







)2 + 18 (𝑥 − 𝑘𝑚)2 + 6 (𝑥 − 𝑘)2 + 3 (1 −𝑚)2
and that the only real critical point of this function, when (𝑘,𝑚) ∈ 𝐼 × Ω, is the point
?̃?(𝑘,𝑚) given by expression (2.5). In order to prove that ?̃? is a continuous real function
on 𝐼 × Ω, we first prove that 𝛾(𝑘,𝑚) is real and then that it does not vanish.
In order to see that 𝛾(𝑘,𝑚) is real we prove the 𝛼(𝑘,𝑚) ≥ 0, for all (𝑘,𝑚) ∈ 𝐼 × Ω.
Consider 𝛼𝑚(𝑘) ∶= 𝛼(𝑘,𝑚) as a function of 𝑘, i.e. suppose𝑚 is fixed.
𝛼𝑚(𝑘) =
(
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Note that 𝛼(𝑘,𝑚) is an even function of 𝑘 (i.e. 𝛼𝑚(𝑘) = 𝛼𝑚(−𝑘)). This function has a




𝛼𝑚(𝑘) = 𝑎(𝑚)𝑘6 + 𝑏(𝑚)𝑘4 + 𝑐(𝑚)𝑘2 + 𝑑 and 𝛼𝑚(0) = 𝑑 = 64 > 0,
𝛼′𝑚(𝑘) = 6𝑎(𝑚)𝑘5 + 4𝑏(𝑚)𝑘3 + 2𝑐(𝑚)𝑘 and 𝛼′𝑚(0) = 0,
𝛼′′𝑚(𝑘) = 30𝑎(𝑚)𝑘4 + 12𝑏(𝑚)𝑘2 + 2𝑐(𝑚) and 𝛼′′𝑚(0) = 2
(
729𝑚2 + 54𝑚 − 63
)
,
and 𝛼′′𝑚(𝑘) is strictly positive for𝑚 > 1. Hence, 𝛼𝑚(𝑘) is an even polynomial of degree 6
in 𝑘 with one positive local minimum at 𝑘 = 0. It can be seen that the leading coefficient
𝑎(𝑚) is negative for all𝑚 ∈ Ω. It follows that 𝛼𝑚(𝑘) has limit to−∞when 𝑘 goes to±∞.
Thus, its number of real roots is even and at least two. Suppose 𝛼𝑚(𝑘) has at least 4 real
roots, then the number of local extrema of 𝛼𝑚(𝑘) should be at least seven, but 𝛼′𝑚(𝑘) has
degree 5, and therefore it has at most 5 roots. Therefore 𝛼𝑚(𝑘) only has 2 real roots (one
positive and one negative) and a (local) minimum at 𝑘 = 0.
We want to see now that 𝛼𝑚(𝑘) is positive for 𝑘 ∈ 𝐼 as long as 𝑚 ∈ Ω. Note that






±1.154 ∉ 𝐼. On the other hand, the roots of 𝛼𝜔(𝑘) are±1. In the following claimwe show

















−1 −0.5 0 0.5 1
𝑚 = 1
𝑚 = 𝜔
Figure 2.5: The solid line represents 𝛼1(𝑘), and the dashed 𝛼𝜔(𝑘).
Claim. Given 𝑚 ∈ [1, 𝜔], there is only one positive solution 𝑘 = k(𝑚) of the equation
𝛼(𝑘,𝑚) = 0. Moreover, the function𝑚 → k(𝑚) is continuous and strictly decreasing.
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Proof of claim. As observed above, 𝛼𝑚(𝑘) has exactly one real positive root for any𝑚 > 1.
Note that k(𝑚) is continuous because the roots of 𝛼𝑚(𝑘) are continuous functions on the
coefficients 𝑎(𝑚), 𝑏(𝑚), 𝑐(𝑚) and 𝑑(𝑚) and those coefficients are continuous on 𝑚. We




> 1 = k(𝜔). If k was not strictly decreasing, then k
would not be injective: there would exist some𝑚′, 𝑚′′ ∈ [1, 𝜔] such that k(𝑚′) = k(𝑚′′)
and 𝛼(k(𝑚′), 𝑚′) = 𝛼(k(𝑚′), 𝑚′′) = 0. In order to reach a contradiction, we show that
for any value of 𝑘, 𝛼(𝑘,𝑚) only vanishes for a unique real value of𝑚. To this end, consider




















−27𝑘6 + 108𝑘4 − 63𝑘2 + 64⏟⎴⎴⎴⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⎴⎴⎴⏟
𝑑(𝑘)
.
This exhibits 𝛼𝑘(𝑚) as a degree 3 polynomial in 𝑚 and it has a unique real root since it
has negative discriminant for any 𝑘 ≠ 0:
𝐷(𝑚) = 18𝑎(𝑘)𝑏(𝑘)𝑐(𝑘)𝑑(𝑘) − 4𝑏(𝑘)3𝑑(𝑘) + 𝑏(𝑘)2𝑐(𝑘)2 − 4𝑎(𝑘)𝑐(𝑘)3 − 27𝑎(𝑘)2𝑑(𝑘)2
= −99179645184(𝑘6 + 3𝑘8).
Hence, we conclude that the value k(𝑚) is well defined and that 𝑚 → k(𝑚) is a strictly
decreasing function on [1, 𝜔].
It remains to see that 𝛾(𝑘,𝑚) does not vanish for any (𝑘,𝑚) ∈ 𝐼 × Ω. Observe that
𝛾(𝑘,𝑚) = 0 if and only if
9𝑘 (3𝑚 + 1) = −
√
𝛼(𝑘,𝑚). (2.6)
By squaring bothmembers, we derive that𝛼(𝑘,𝑚)−
(
9𝑘 (3𝑚 + 1)
)2
= 0. The leftmember
of this expression is equal to −
(
9𝑘2𝑚 + 3𝑘2 − 4
)3, which vanishes if and only if 𝑘 =
± 2√
9𝑚+3
. Only the negative solution of 𝑘 satisfies equation (2.6). Note that 𝑘 = − 2√
9𝑚+3
is always negative and it will be smaller than −1∕3 if and only if𝑚 < 11∕3.
Therefore, for all (𝑘,𝑚) ∈ 𝐼 × Ω, 𝛾(𝑘,𝑚) does not vanish.
Theorem 2.4.3. If (𝑘,𝑚) ∈ 𝐼×Ω, then 𝐱∗ is a local minimum of the optimization problem
2.4.1 for any 𝑇 ∈ 𝒯4.
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Proof. In order to prove that 𝐱∗ is a local minimum we first show that 𝐱∗ satisfies the
Karush-Kuhn-Tucker (KKT) conditions defined in Section 2.3 for some KKT multipliers
𝜇1,𝑖 , 𝜇2,𝑖 , 𝑖 = 1,… , 5.
1st case. Suppose ?̃?(𝑘,𝑚) < 1. Then we observe that 𝜕𝑥1 𝑓12|34(𝐱
∗) = 𝜕𝑥3 𝑓12|34(𝐱
∗) = 0.
Moreover we have 𝑔1,𝑖(𝐱∗) = 0 for 𝑖 = 2, 4, 5, 𝑔1,𝑖(𝐱∗) ≠ 0 for 𝑖 = 1, 3 and 𝑔2,𝑖(𝐱∗) ≠ 0 for
𝑖 = 2, 4, 5 and for 𝑖 = 1, 3, 𝑔2,𝑖(𝐱∗)may be zero for some values of 𝑘,𝑚.
Suppose 𝑔2,𝑖(𝐱∗) = 0 for 𝑖 = 1, 3, therefore, by (𝑖𝑖𝑖) of the KKT conditions, we need
to take
𝜇1,𝑖 = 0, for 𝑖 = 1, 3
𝜇2,𝑖 = 0, for 𝑖 = 2, 4, 5.
Moreover, ∇𝑔1,𝑖(𝐱) = (0,… ,
𝑖
⌣
1 ,… , 0)𝑡 and ∇𝑔2,𝑖(𝐱) = (0,… ,
𝑖
⌣
−1,… , 0)𝑡 for all 𝑖 and for
every 𝐱. Therefore condition (𝑖),





∗), 0, 𝜕𝑥4 𝑓12|34(𝐱
∗), 𝜕𝑥5 𝑓12|34(𝐱
∗)
)𝑡 = −(−𝜇2,1, 𝜇1,2,−𝜇2,3, 𝜇1,4, 𝜇1,5)𝑡,
which implies that necessarily
𝜇1,2 = −𝜕𝑥2 𝑓12|34(𝐱
∗); 𝜇1,4 = −𝜕𝑥4 𝑓12|34(𝐱
∗); 𝜇1,5 = −𝜕𝑥5 𝑓12|34(𝐱
∗);
𝜇2,1 = 0; 𝜇2,3 = 0.
Observe that for the cases where 𝑔2,1(𝐱∗), 𝑔2,3(𝐱∗) ≠ 0we also have 𝜇2,1 = 0 and 𝜇2,3 = 0.
Then, because of condition (𝑖𝑖𝑖) in KKT, it is enough to show that these three partial
derivatives are negative. This is proven in the forthcoming Lemma 2.4.5.
As a consequence of these partial derivatives being negative, the entries of any direc-
tional derivative 𝜕𝐯 𝑓12|34(𝐱∗) are less than or equal to zero for any vector 𝐯. Moreover
𝜕𝐯 𝑓12|34(𝐱∗) is the zero vector if and only if 𝐯 belongs to the 𝑥1𝑥3-plane. As according to
Lemma 2.4.7, 𝐱∗ is a local minimum if we fix 𝑥2 = 𝑥4 = 𝑥5 = 1, we can conclude that 𝐱∗
is a local minimum of 𝑓12|34 on the region𝒟 = [−1∕3, 1]5.
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2nd case. Suppose ?̃?(𝑘,𝑚) ≥ 1. By the KKT conditions and the same reasoning as before
we need to prove that 𝜕𝑥𝑖 𝑓12|34(𝐱
∗) is negative for every 𝑖, since no partial derivative of
𝑓12|34 vanishes on 𝐱∗. This is also proven in Lemma 2.4.5. Moreover, as a consequence of
Lemma 2.4.7 the partial derivativeswith respect to 𝑥1 and 𝑥3 are also negatives. Therefore
𝐱∗ is a local optimum.
The proof for topologies 𝑇13|24 and 𝑇14|23 follows directly from the previous results
since the functions 𝑓13|24 and 𝑓14|23 satisfy 𝜕𝑥𝑖 𝑓13|24(𝐱
∗) = 𝜕𝑥𝑖 𝑓14|23(𝐱
∗) = 𝜕𝑥𝑖 𝑓12|34(𝐱
∗)
for 𝑖 ≠ 5 and 𝜕𝑥5 𝑓13|24(𝐱
∗) and 𝜕𝑥5 𝑓14|23(𝐱
∗) are also negative by Lemma 2.4.6.
In the remaining part of this sectionwe state the technical results needed to complete
the proof of Theorem 2.4.3. The proofs of these results rely on the tools and techniques
of Elimination Theory introduced in Section 1.2.3.
In these proofswedistinguish 2 cases, depending onwhether ?̃?(𝑘,𝑚) < 1 or ?̃?(𝑘,𝑚) ≥
1. For this reason, in the following lemma we start by studying for which parameters 𝑘
and𝑚 one has ?̃?(𝑘,𝑚) ≥ 1.
Lemma 2.4.4. Let (𝑘,𝑚) ∈ 𝐼 × Ω, 𝑘 ≠ 0, −1
3
. It holds that ?̃?(𝑘,𝑚) = 1 if and only if𝑚 is
equal to
m(𝑘) ∶= −3𝑘
2 − 𝑘 + 16
3𝑘(3𝑘 + 1)
.
Moreover, ?̃?(𝑘,𝑚) > 1 if and only if𝑚 > m(𝑘); in this case 𝑘 is strictly positive.
In Figure 2.6 we represent the values (𝑘,𝑚) ∈ 𝐼 × Ω for which ?̃?(𝑘,𝑚) ≥ 1.
Proof. Consider new variables 𝑥, 𝑔 and 𝑎 that will allow us to make explicit the algebraic
relations of ?̃?(𝑘,𝑚), 𝛾(𝑘,𝑚) and 𝛼(𝑘,𝑚). Then, for (𝑘,𝑚) ∈ 𝐼×Ω, the equality ?̃?(𝑘,𝑚) =








𝑝(𝑥) ∶= 𝑥 − 1 = 0,
𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚) ∶= 36𝑥𝑔 − 36𝑔2 − 9𝑘2𝑚 − 3𝑘2 + 4 = 0,
𝑝𝛾(𝑔, 𝑎, 𝑘,𝑚) ∶= 216𝑔3 − 9𝑘 (3𝑚 + 1) − 𝑎 = 0,
𝑝𝛼(𝑎, 𝑘,𝑚) ∶= 𝑎2 − 𝛼(𝑘,𝑚) = 0.
(2.7)
Polynomials 𝑝?̃?, 𝑝𝛾 and 𝑝𝛼 stand for the relations introduced in Proposition 2.4.2.
Define the ideal ℐ ∶=
(
𝑝(𝑥), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑥, 𝑔, 𝑎, 𝑘,𝑚), 𝑝𝛼(𝑎, 𝑘,𝑚)
)
in the polyno-
mial ring ℂ[𝑥, 𝑔, 𝑎, 𝑘,𝑚] and compute the elimination ideal ℐ ∩ ℂ[𝑘,𝑚]. According to
Theorem 1.2.31, the variety 𝒱(ℐ ∩ ℂ[𝑘,𝑚]) is the smallest algebraic variety containing
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the possible values (𝑘,𝑚) that correspond to points in 𝒱(ℐ). However this inclusion is
strict and there are points (𝑘,𝑚) ∈ 𝒱(ℐ∩ℂ[𝑘,𝑚]) that do not extend to solutions of (2.7).
In this case, the ideal ℐ ∩ ℂ[𝑘,𝑚] is generated by the polynomial
(
9𝑘2𝑚 + 3𝑘2 − 4
)3 (9𝑘2𝑚 + 3𝑘2 + 3𝑘𝑚 + 𝑘 − 16
)
. (2.8)
This polynomial vanishes if and only if one of the factors does. The first factor 9𝑘2𝑚+
3𝑘2 − 4 (as a polynomial in𝑚) has a root at𝑚 = 4−3𝑘
2
9𝑘2





𝑔 = 0, 𝑎 = − 12
𝑘
and 𝑘 ≠ 0, or




None of these two solutions are satisfied for (𝑘,𝑚) ∈ 𝐼 × Ω. Indeed, by Lemma 2.4.2,
𝛾(𝑘,𝑚) is different from zero for (𝑘,𝑚) ∈ 𝐼×Ω, so 𝑔 can not be equal to zero. The second
solution in (2.9) implies𝑚 = 107
3
, which is not in Ω.
The second factor of the polynomial in (2.8) vanishes at the points (𝑘,m(𝑘)). By
Proposition 2.4.2, ?̃? is a continuous real function on (𝑘,𝑚) in 𝐼 × Ω. Then, in order to
verifywhen ?̃?(𝑘,𝑚) is greater than 1 it is enough to evaluate it at some point (𝑘,𝑚) ∈ 𝐼×Ω
such that𝑚 > m(𝑘), and at some point (𝑘,𝑚) ∈ 𝐼 ×Ω such that𝑚 < m(𝑘). For example,
?̃?(0, 3∕2) = 0 < 1 and ?̃?(1, 3∕2) ≈ 1.194 > 1. Therefore, ?̃? > 1 if and only if 𝑚 > 𝑚(𝑘).
Straightforward computations show that if (𝑘,𝑚) ∈ 𝐼 × Ω satisfies ?̃?(𝑘,𝑚) ≥ 1, then
𝑘 > 0 (see Figure 2.6). In particular, this implies that the denominator of 𝑚(𝑘) does not
vanish.
The aim of the following lemma is to prove that 𝜕𝑥𝑖 𝑓12|34(𝐱
∗) < 0 for 𝑖 = 2, 4, 5.
For each partial the idea of the proof is the same: we consider an ideal ℐ for which the
contraction inℂ[𝑘,𝑚] is the set of points (𝑘,𝑚) such that 𝜕𝑥𝑖 𝑓12|34(𝐱
∗) = 0 and from the
study of all these points we deduce our claim.













𝑘 = −13 𝑘 = 1
Figure 2.6: The red curve represents the function m(𝑘) and the grey rectangle
is 𝐼 × Ω. The stripped region correspond to the values (𝑘,𝑚) ∈ 𝐼 × Ω such that
?̃?(𝑘,𝑚) ≥ 1 (see Lemma 2.4.4).
Proof. Given (𝑘,𝑚) ∈ 𝐼 × Ω, write ?̃? for ?̃?(𝑘,𝑚).
(𝑎) The proof falls naturally into two cases.
1st case. Suppose ?̃? < 1. By definition, 𝐱∗ = (?̃?, 1, ?̃?, 1, 1) in this case. Therefore,
𝜕𝑥2 𝑓12|34((𝑥, 1, 𝑥, 1, 1)) is given by the polynomial:
𝑝(𝑥, 𝑘,𝑚) ∶= 54𝑥4 − 18
(
2𝑘2𝑚 + 𝑘2 − 2
)
𝑥2 − 6 (5𝑘𝑚 + 𝑘)𝑥 − 6𝑚 + 6.
In order to prove that this function is negative we prove that it never vanishes on 𝐼 × Ω
and is negative for a particular value in that region. 𝜕𝑥2 𝑓12|34(𝐱
∗) is zero if and only if the
following polynomials vanish:
𝑝(𝑥, 𝑘,𝑚), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑔, 𝑎, 𝑘,𝑚), and 𝑝𝛼(𝑎, 𝑘,𝑚), (2.10)
where 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑔, 𝑎, 𝑘,𝑚) and 𝑝𝛼(𝑎, 𝑘,𝑚) are defined as in (2.7).
We consider the ideal ℐ =
(
𝑝(𝑘,𝑚, 𝑥), 𝑝?̃?(𝑘,𝑚, 𝑥, 𝑔), 𝑝𝛾(𝑘,𝑚, 𝑥, 𝑔, 𝑎), 𝑝𝛼(𝑘,𝑚, 𝑎)
)






9𝑘2𝑚 + 3𝑘2 − 4
)3 ℎ(𝑘,𝑚) (2.11)
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where
ℎ (𝑘,𝑚) = 81𝑘6𝑚3 − 27𝑘6𝑚2 − 45𝑘6𝑚 − 9𝑘6 + 39𝑘4𝑚3 + 547𝑘4𝑚2
+ 469𝑘4𝑚 + 97𝑘4 − 1312𝑘2𝑚2 − 1120𝑘2𝑚 − 256𝑘2 − 768𝑚2.
The polynomial in (2.11) is zero if and only if at least one of its factors vanishes. The
first factor is zero when 𝑚 = 1, but 1 ∉ Ω. The second one has no real solutions in 𝑘.
Note that 9𝑘2𝑚+3𝑘2−4 is zero when 𝑘 = ± 2√
9𝑚+3
. However, the negative solution does
not belong to 𝐼 if 𝑚 ∈ Ω (see the proof of Lemma 2.4.2) and the positive one does not
generate a solution to (2.10) since ?̃? ( 2√
9𝑚 + 3
, 𝑚) = 6
√
3𝑚 + 1
108 ≠ 0 for 𝑚 ∈ Ω. The































6 + 𝑘)(384 − 106𝑘2 + 39𝑘4)(64 + 115𝑘2 − 38𝑘4 + 3𝑘6)2.





Since 𝐷(−1) = 𝐷(1) < 0 we conclude 𝐷(𝑘) ≤ 0 ∀𝑘 ∈ 𝐼 and hence ℎ𝑘(𝑚) only has
one real root in this interval. Since the leading coefficient of ℎ𝑘 is positive and ℎ𝑘(2) =
441𝑘6 + 3535𝑘4 − 7744𝑘2 − 3072 < 0 we conclude that the root of ℎ𝑘(𝑚) is greater than
2 and therefore does not belong to Ω.
Consequently there are no points in 𝒱(ℐ ∩ ℂ[𝑘,𝑚]) in the region 𝐼 × Ω. Since
𝜕𝑥2 𝑓12|34(𝐱
∗) is continuous and well defined in 𝐼 × Ω we conclude that 𝜕𝑥2 𝑓12|34(𝐱
∗)
has the same sign in all the domain. Evaluating at any point (𝑘,𝑚) ∈ 𝐼 × Ω we deduce
that 𝜕𝑥2 𝑓12|34(𝐱
∗) is negative on this region.
2nd case. Suppose that ?̃? ≥ 1. We already know that in this case, 𝑚 ≥ m(𝑘), which
implies that 𝑘 > 0 (see Lemma 2.4.4). On the other hand, we have 𝜕𝑥2 𝑓12|34(1) =
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(𝑏) Computing the partial derivative with respect to 𝑥4 and substituting at 𝐱∗ we get
𝜕𝑥4 𝑓12|34(𝐱
∗) = 𝜕𝑥2 𝑓12|34(𝐱
∗),
which follows from the symmetry on 𝑓12|34 and on 𝐱∗. Then, (𝑏) is a consequence of (𝑎).
(𝑐)We also split the proof of 𝜕𝑥5 𝑓12|34(𝐱
∗) < 0 into two cases
1st case. Suppose ?̃? < 1:
𝜕𝑥5 𝑓12|34(𝐱
∗) = 54?̃?4 − 18(3𝑘2𝑚 − 2)?̃?2 − 36𝑘𝑚?̃? − 6𝑚 + 6.
In this case consider the ideal ℐ =
(
𝑝(𝑥, 𝑘,𝑚), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑥, 𝑔, 𝑎, 𝑘,𝑚), 𝑝𝛼(𝑎, 𝑘,𝑚)
)
where 𝑝(𝑥, 𝑘,𝑚) = 54𝑥4 − 18(3𝑘2𝑚 − 2)𝑥2 − 36𝑘𝑚𝑥 − 6𝑚 + 6. The ideal ℐ ∩ ℂ[𝑘,𝑚] is





9𝑘2𝑚 + 3𝑘2 − 4
)3 ℎ(𝑘,𝑚),
where ℎ(𝑘,𝑚) = 81𝑘4𝑚3−(27𝑘4+288𝑘2+256)𝑚2−(45𝑘4+96𝑘2)𝑚−9𝑘4. We only need
to study the intersection of ℎ(𝑘,𝑚) with 𝐼 × Ω since the other factors have already been
studied in the proof of (𝑎). Taking ℎ(𝑘,𝑚) as a function of𝑚we compute its discriminant,
𝐷(𝑘) = −442368𝑘6(2 + 3𝑘2)(128 + 18𝑘2 + 27𝑘4)
which has only one real root at 𝑘 = 0. Substituting at 𝑘 = ±1 we get 𝐷(−1) = 𝐷(1) =
−382648320 < 0. Therefore𝐷(𝑘) ≤ 0 ∀𝑘 ∈ 𝐼 and ℎ𝑘(𝑚) has exactly one real root. If 𝑘 ∈ 𝐼
this root is not inΩ since ℎ(𝑘, 1) = −384𝑘2−256 < 0 ∀𝑘, and ℎ(𝑘, 2) = 441𝑘4−1344𝑘2−
1024 < 0 ∀𝑘 ∈ 𝐼. Then, is valid to conclude 𝜕𝑥5 𝑓12|34(𝐱
∗) is negative in our domain.
2nd case. Suppose ?̃? ≥ 1: The function 𝜕𝑥5 𝑓12|34(1) = −6(9𝑘
2+6𝑘+1)𝑚+96 is negative
if and only if 𝑚 > 16
9𝑘2+6𝑘+1
. The value m(𝑘) defined in Lemma 2.4.4 is greater than
16
9𝑘2+6𝑘+1
for all 𝑘 ∈ [0, 1]. Since 𝑘 > 0 when ?̃?(𝑘,𝑚) > 1, 𝜕𝑥2 𝑓12|34(1) is negative for all
𝑘 ∈ 𝐼,𝑚 ∈ Ω such that𝑚 > m(𝑘).





Proof. (𝑎)We split the proof into two cases as above.
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1st case. Assume ?̃? < 1, then:
𝜕𝑥5 𝑓13|24(𝐱
∗) = 48?̃?4 − 12(3𝑘2𝑚 + 𝑘2 − 4)?̃?2 − 12(3𝑘𝑚 + 𝑘)?̃?.
Write 𝑝(𝑥, 𝑘,𝑚) for this polynomial and
ℐ =
(
𝑝(𝑥, 𝑘,𝑚), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑥, 𝑔, 𝑎, 𝑘,𝑚), 𝑝𝛼(𝑎, 𝑘,𝑚)
)
.
In this case the elimination ideal ℐ ∩ ℂ[𝑘,𝑚] is generated by the polynomial
𝑘4(𝑚 − 1)(3𝑚 + 1)3(9𝑘2𝑚 + 3𝑘2 − 4)3
which vanishes if and only if 𝑚 = 1, 𝑚 = −1∕3, 𝑘 = 0 or 𝑚 = 4−3𝑘
2
9𝑘2
. The two first
possible values of𝑚 do not belong toΩ. If𝑚 = 4−3𝑘
2
9𝑘2
, then 𝜕𝑥5 𝑓13|24(𝐱
∗) vanishes if and
only if 𝑘 = 1∕
√
3, but then 𝑚 = 1, which is not in Ω. It only remains to study the case
𝑘 = 0. Having 𝑘 = 0 implies that ?̃? = 0 and therefore 𝜕𝑥5 𝑓13|24(𝐱
∗) = 0. However, if
we evaluate 𝜕𝑥5 𝑓13|24(𝐱
∗) at 𝑘 = 1 and 𝑘 = −1, we check that it takes negative values.
Therefore, since the derivative 𝜕𝑥5 𝑓13|24(𝐱
∗) only vanishes at 𝑘 = 0 (for (𝑘,𝑚) ∈ 𝐼 × Ω)
we deduce our claim.
2nd case. Suppose ?̃? ≥ 1: The value of 𝜕𝑥5 𝑓13|24(1) = −6(9𝑘
2+6𝑘+1)𝑚+96 is negative
if and only if𝑚 > 16
9𝑘2−6𝑘+1
. Since the valuem(𝑘) obtained in Lemma 2.4.4 is greater than
16
9𝑘2−6𝑘+1
for all 𝑘 ∈ [0, 1], the claim follows.
(𝑏) Consider also two cases.
1st case. Assume ?̃? < 1, then
𝜕𝑥5 𝑓14|23(𝐱
∗) = 54?̃?4 − 6(7𝑘2𝑚 + 2𝑘2 − 6)?̃?2 − 12(2𝑘𝑚 + 𝑘)?̃? − 6𝑚 + 6;
write 𝑝(𝑥, 𝑘,𝑚) for this polynomial. If
ℐ ∶=
(
𝑝(𝑥, 𝑘,𝑚), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑥, 𝑔, 𝑎, 𝑘,𝑚), 𝑝𝛼(𝑎, 𝑘,𝑚)
)
,
then the elimination ideal ℐ ∩ ℂ[𝑘,𝑚] is generated by the polynomial
(𝑚 − 1)(9𝑘2𝑚 + 3𝑘2 − 4)3ℎ(𝑘,𝑚) (2.12)
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where ℎ(𝑘,𝑚) = 𝑎(𝑚)𝑘8 + 𝑏(𝑚)𝑘6 + 𝑐(𝑚)𝑘4 + 𝑑(𝑚)𝑘2 + 𝑒(𝑚) and
𝑎(𝑚) = 36𝑚4 − 129𝑚3 + 19𝑚2 + 61𝑚 + 13,
𝑏(𝑚) = −942𝑚3 + 2362𝑚2 + 1750𝑚 + 286,
𝑐(𝑚) = −2097𝑚3 + 7003𝑚2 + 3853𝑚 + 457,
𝑑(𝑚) = 672𝑚2 + 8928𝑚 + 3072,
𝑒(𝑚) = 2304𝑚2
The polynomial in (2.12) vanishes if 𝑚 = 1 ∉ Ω, 𝑘 = ± 2√
9𝑚+3
or ℎ(𝑘,𝑚) is zero.
However, recall that 𝑘 = − 2√
9𝑚+3
does not belong to 𝐼 if𝑚 ∈ Ω (see the proof of Lemma
2.4.2) and evaluating 𝜕𝑥5 𝑓14|23(𝐱
∗) at 𝑘 = 2√
9𝑚+3
one can check that it vanishes if and
only if𝑚 = 1 which is not in Ω.
It remains to check whether ℎ(𝑘,𝑚) vanishes for any values (𝑘,𝑚) ∈ 𝐼×Ω. Straight-
forward computations show that the roots of the polynomials 𝑎(𝑚), 𝑏(𝑚), 𝑐(𝑚), 𝑑(𝑚)
and 𝑒(𝑚) do not lie in Ω. By evaluating these polynomials at particular values of Ω, it
is immediate to check that 𝑎(𝑚) is negative, while the other polynomials are positive.
Thus, by the Descartes rule, ℎ𝑚(𝑘) (i.e. ℎ(𝑘,𝑚) considered as a function of 𝑘) has only
one positive real root. Since it is an even plynomial on 𝑘 is has also one real negative
root. We claim that the positive root of ℎ𝑚(𝑘) is greater than 1 for any 𝑚 ∈ Ω: observe
that ℎ𝑚(0) = 2304𝑚2 is always positive. Moreover, it is easy to check that the polynomial
ℎ𝑚(1) = 36𝑚4 − 3168𝑚3 + 12360𝑚2 + 14592𝑚 + 3828 is always positive for any𝑚 ∈ Ω.
Then, since ℎ𝑚(𝑘) has only one positive root and ℎ𝑚(0), ℎ𝑚(1) > 0, the roots of ℎ𝑚(𝑘) do
not lie in 𝐼 for 𝑚 ∈ Ω. Evaluating 𝜕𝑥5 𝑓13|24(𝐱
∗) at any point in 𝐼 ∈ Ω, we check that it
takes a negative value.
2nd case. Suppose ?̃? ≥ 1: The value of 𝜕𝑥5 𝑓14|23(1) = −6(7𝑘
2+4𝑘+1)𝑚−12(𝑘2+𝑘−8)






< m(𝑘) (see Lemma 2.4.4
for a definition of𝑚(𝑘)) for all 𝑘 ∈ [0, 1]. Then, the statement follows.
Lemma 2.4.7. For any quartet tree topology 𝑇 ∈ 𝒯4 consider the function 𝑔 ∶ 𝐼 × 𝐼 ,→ ℝ
defined as 𝑔(𝑥, 𝑦) = 𝑓𝑇(𝑥, 1, 𝑦, 1, 1). Then, the point
𝐮 ∶= { (
?̃?(𝑘,𝑚), ?̃?(𝑘,𝑚)) if ?̃?(𝑘,𝑚) < 1;
(1, 1) otherwise;
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is a local minimum of 𝑔. In particular, 𝜕𝑥1 𝑓𝑇(𝐱
∗) and 𝜕𝑥3 𝑓𝑇(𝐱
∗) are less than or equal to
zero for any 𝑇.
Proof. Straightforward computations show that𝑓12|34(𝑥, 1, 𝑦, 1, 1) = 𝑓13|24(𝑥, 1, 𝑦, 1, 1) =
𝑓14|23(𝑥, 1, 𝑦, 1, 1) = 𝑔(𝑥, 𝑦). Therefore the following proof is valid for any (trivalent) tree
topology with 4 leaves. In order to prove that 𝐮 is a local minimum of 𝑔(𝑥, 𝑦)we consider
two cases. We first assume that ?̃? < 1 and we will prove that 𝐮 is a localminimum of 𝑔.
The second case is when ?̃? ≥ 1 so that𝐮 is on the boundary of 𝐼×𝐼; by the KKT conditions
we must prove that ∇𝑔(1, 1) is negative. We write ?̃? for ?̃?(𝑘,𝑚).
1st case. Assume ?̃? < 1. The first derivatives of 𝑔(𝑥, 𝑦) vanish at 𝐮. The Hessian matrix
of 𝑔 evaluated at a point (𝑥, 𝑥) is
𝐇 = (
72𝑥2 + 24 −54𝑘2𝑚 − 18𝑘2 + 144𝑥2
−54𝑘2𝑚 − 18𝑘2 + 144𝑥2 72𝑥2 + 24
) .
To show that 𝐇 is a positive definite matrix, we see that all its leading principal minors
are positive for all (𝑘,𝑚) ∈ 𝐼 × Ω, see Theorem 1.2.6. The first one is clearly positive.
To prove that the determinant of 𝐇 is also positive we will follow the same ideas of the
previous lemmas.
Consider the ideal ℐ =
(
det(𝐇), 𝑝?̃?(𝑥, 𝑔, 𝑘,𝑚), 𝑝𝛾(𝑥, 𝑔, 𝑎, 𝑘,𝑚), 𝑝𝛼(𝑎, 𝑘,𝑚)
)
where
det(𝐇) = −324(3𝑘2𝑚 + 𝑘2 − 8𝑥2)2 + 576(3𝑥2 + 1)2.
The elimination ideal ℐ ∩ ℂ[𝑘,𝑚] is generated by the polynomial
(
9𝑘2𝑚 + 3𝑘2 − 4




ℎ(𝑘,𝑚) = 729𝑘6𝑚3 + 729𝑘6𝑚2 + 243𝑘6𝑚 + 27𝑘6 − 972𝑘4𝑚2 − 648𝑘4𝑚 − 108𝑘4
− 729𝑘2𝑚2 − 54𝑘2𝑚 + 63𝑘2 − 64.
We are interested in the real zeros of each factor of (2.13). As in the previous lemmas,
it is straightforward to check that the points of the form (𝑘, −3𝑘
2+4
9𝑘2
) that lie on the domain
𝐼 × Ω do not extend to solutions of the original ideal ℐ; more precisely, det(𝐇) does not














, then we want to prove that the image of these functions does









, lim𝑘→+∞𝑚+(𝑘) = 5,
lim𝑘→0− 𝑚+(𝑘) = −∞, lim𝑘→0+ 𝑚+(𝑘) = +∞.






is positive for all 𝑘 ≠ 0. The limits of this function are




lim𝑘→0− 𝑚−(𝑘) = +∞, lim𝑘→0+ 𝑚−(𝑘) = −∞
and therefore the image of𝑚−(𝑘) neither intersects with Ω.
Consider ℎ(𝑘,𝑚) as a function of𝑚. As its discriminant𝐷(𝑘) = −297538935552𝑘8−
99179645184𝑘6 is negative for all 𝑘 ≠ 0 the polynomial ℎ𝑘(𝑚) has at most one real root
∀𝑘. Moreover, ℎ𝑘(1) ≤ 0 and ℎ𝑘(𝜔) ≤ 0 for all 𝑘 and hence ℎ𝑘 is smaller or equal than
zero for all 𝑚 ∈ Ω. Therefore it can be deduced that det(𝐇) has constant sign in the
region 𝐼 × Ω. Substituting at a particular point on that region we check that det(𝐇) > 0
for all (𝑘,𝑚) ∈ 𝐼 × Ω.
2nd case. Assume ?̃? ≥ 1. In this case, since we are in the boundary of the domain, we
need to prove that ∇𝑔(1, 1) < 0. The gradient
∇𝑔(1, 1) = (−54𝑘2𝑚 − 18𝑘2 − 18𝑘𝑚 − 6𝑘 + 96,−54𝑘2𝑚 − 18𝑘2 − 18𝑘𝑚 − 6𝑘 + 96)
is zero if and only if 𝑚 = m(𝑘). Moreover for 𝑚 ≥ m(𝑘) or equivalently for ?̃? ≥ 1 the
polynomial −54𝑘2𝑚 − 18𝑘2 − 18𝑘𝑚 − 6𝑘 + 96 is negative.
Finally, for any 𝑇, 𝜕𝑥1 𝑓𝑇(𝐱
∗) = 𝜕𝑥 𝑔(𝐮) and 𝜕𝑥3 𝑓𝑇(𝐱
∗) = 𝜕𝑦 𝑔(𝐮). Therefore, as
already shown the partials 𝜕𝑥1 𝑓𝑇(𝐱
∗) and 𝜕𝑥3 𝑓𝑇(𝐱
∗) are zero if ?̃?(𝑘,𝑚) < 1 and negative
if ?̃?(𝑘,𝑚) ≥ 1.
The computations in this section have been done with SageMath The Sage Develop-
ers (2019) version 8.6 and Macaulay2 (Grayson and Stillman, 2009) version 1.17.
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Figure 2.7: The point 𝑝0 lies in the phylogenetic variety𝒱𝑇12|34 outside the stochas-
tic region (𝑚 > 1). Under the assumption of Theorem 2.4.10, as long as the point
𝑝 is close to 𝑝0, it will remain closer to 𝒱+𝑇13|24 or 𝒱
+




Although we are not able to prove that the local minimum presented above is indeed a
global minimum, our simulation studies suggest that it is the case for 𝑇 = 𝑇12|34:
Conjecture 2.4.8. Let 𝑇 = 𝑇12|34 and 𝑝0 ∶= 𝜑𝑇 (𝑘0, 1, 𝑘0, 1, 𝑚0). If (𝑘0, 𝑚0) ∈ 𝐼 × Ω,
then








?̃?(𝑘0, 𝑚0), 1, ?̃?(𝑘0, 𝑚0), 1, 1
)
is the unique point in𝒱+𝑇 thatminimizes the distance
to 𝑝0.
Remark 2.4.9. We have tested the conjecture for 1000 pairs of parameters (𝑘0, 𝑚0) ran-
domly chosen on the region (0, 1∕4]×(1, 3∕2] in order to simulate points close to the LBA
phenomenon. Every experiment has verified that the global minimum of the problem is
unique and is the point 𝐱∗, defined in (2.4) (which we proved to be a local minimum).
The computations have been done with Macaulay2 and a list of the tested parameters 𝑘0
and𝑚0 can be found in the repository
https://github.com/marinagarrote/StochasticPhylogeneticRegions.
Though the conjecture is stated for 𝑇 = 𝑇12|34, note that it would also be true for any
𝑇 ∈ 𝒯4 by permuting the parameters accordingly.
In the following theorem, we assume 𝑇 = 𝑇12|34 and prove that, for any point 𝑝
close enough to a point 𝑝0 = 𝜑𝑇 (𝑘0, 1, 𝑘0, 1, 𝑚0) satisfying the previous conjecture, the
distance from 𝑝 to the stochastic phylogenetic region 𝒱+𝑇′ , for 𝑇
′ ≠ 𝑇, is upper bounded
by the distance from 𝑝 to 𝒱+𝑇 ; see Figure 2.7 for an illustration.
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Theorem 2.4.10. Let 𝑇 = 𝑇12|34 and 𝑝0 ∶= 𝜑𝑇 (𝑘0, 1, 𝑘0, 1, 𝑚0) ∈ 𝒱𝑇 with (𝑘0, 𝑚0) ∈
𝐼 × Ω. Assume that the minimum distance from 𝑝0 to 𝒱+𝑇 is attained at a unique point 𝑝
+
0
given by 𝑝+0 = 𝜑𝑇
(
?̃?(𝑘0, 𝑚0), 1, ?̃?(𝑘0, 𝑚0), 1, 1
))
with ?̃?(𝑘0, 𝑚0) ≠ 0. If 𝑝 is close enough to
𝑝0 and 𝑇′ ≠ 𝑇 is another tree in𝒯4, then the closest point in𝒱+𝑇 (that is 𝑝
+
𝑇 ) belongs also to
𝒱+𝑇′ . In particular,
𝑑(𝑝,𝒱+𝑇 ) ≥ 𝑑(𝑝,𝒱
+
𝑇′).
Proof. We consider the following sets of points in the border of 𝒱+𝑇 ,
ℬ1 ∶= 𝜑𝑇(𝑆1,5)
ℬ2 ∶= 𝜑𝑇(𝒟 ∩ {𝑥5 = −1∕3}).
Given a point 𝑝, we define 𝑓𝑇,𝑝(x) as the square of the distance function from 𝜑𝑇(x) to 𝑝,
and we consider the set
𝑊𝑝 ∶= {𝜑𝑇(x)
|||||||
x ∈ 𝒟 and 𝜕𝑥5 𝑓𝑇,𝑝(x) = 0 } ∪ℬ2.
Define also 𝑔(𝑝) ∶= 𝑑(𝑝,𝑊𝑝) − 𝑑(𝑝,ℬ1), which is continuous as a function of 𝑝.






?̃?(𝑘0, 𝑚0), 1, ?̃?(𝑘0, 𝑚0), 1, 1
)
. Since
?̃?(𝑘0, 𝑚0) ≠ 0, x∗0 is the only preimage in𝒟 of𝑝
+
0 (see Casanellas and Fernández-Sánchez,
2008). Therefore, 𝑝+0 lies in ℬ1 but not in𝑊𝑝0 (see Lemma 2.4.5), so that 𝑔(𝑝0) > 0. If 𝑝
is close enough to 𝑝0, then the value 𝑔(𝑝) remains positive. This implies that the global
minimum 𝑝+𝑇 (which is still unique if 𝑝 is close to 𝑝0) of 𝑓𝑇,𝑝(x) lies in 𝜑𝑇(𝒟) does not
lie in𝑊𝑝 and therefore lies in the border ℬ1. As a consequence, 𝑝+𝑇 lies also in 𝒱
+
𝑇′ and
𝑑(𝑝,𝒱+𝑇 ) ≥ 𝑑(𝑝,𝒱
+
𝑇′).
Remark 2.4.11. With the notation of the previous theorem, note that when 𝑘0 = 1, this
situation is a special case of the situation considered in Section 2.2; the only difference is
that we are now restricting ourselves to the JC69 model instead of considering the K81.
The result obtained here coincides with the case considered in Prop. 2.2.1 (c), where the
closest point lies in the intersection of the varieties and 𝑑(𝑃,𝒱+𝑇 ) = 𝑑(𝑝,𝒱
+
𝑇′).
2.5 Study on simulated data
In this section we simulate points close to a given phylogenetic variety and we compute
its distance to the stochastic region of this variety and to the other phylogenetic varieties
(distinguishing also their stochastic regions). The computations are performed in the
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setting of long branch attraction of the previous section and also for balanced trees. We
cannot do this theoretically because, even if we have found a local minimum for the long
branch attraction setting (Theorem 2.4.3), we cannot guarantee that it is global and also
because we do not have a formula for the distance when the input does not lie on the
variety. The computations of this section are performed using Algorithm 2.2; the imple-
mentation can be found in Code A.2 and A.3 and can be downloaded from the github
repository mentioned in Remark 2.4.9.
We consider the quartet 𝑇 = 𝑇12|34 displayed in Figure 2.8 evolving with JC69 matri-
ces. As presented in the figure, we suppose thematrix𝐾𝑎 is attached to the edges adjacent
to leaves 1 and 3 and𝐾𝑏 to edges ending at leaves 2 and 4. We suppose both𝐾𝑎 and𝐾𝑏 are
stochastic JC69matrices with eigenvalues different from one 𝑘𝑎 and 𝑘𝑏, respectively. The
matrix𝑀 is a JC69 matrix attached at the interior edge of 𝑇, with eigenvalue𝑚 that takes
values in the interval [0.94, 1.06] by steps of length 0.02. We take 𝑝 = 𝜑𝑇(𝑘𝑎, 𝑘𝑏, 𝑘𝑎, 𝑘𝑏, 𝑚)
which are points in𝒱𝑇12|34 that range from the stochastic region of the variety𝒱
+
𝑇12|34 (that
is𝑚 ≤ 1) to the non-stochastic part (𝑚 > 1). We consider two different scenarios:
• trees satisfying the LBA penomenon, that is 𝑘𝑎 = 0.37 and 𝑘𝑏 = 0.87,
• balanced trees with 𝑘𝑎 = 𝑘𝑏 = 0.51.
The set of parameters 𝑘𝑎, 𝑘𝑏 and 𝑚 have been chosen in order that 𝜑𝑇(𝑘𝑎, 𝑘𝑏, 𝑘𝑎, 𝑘𝑏, 𝑚)
is always a distribution. Then, for each set of parameters, we considered 100 data points,
each corresponding to the observation of 10000 independent samples from the corre-
sponding multinomial distribution 𝜑𝑇(𝑘𝑎, 𝑘𝑏, 𝑘𝑎, 𝑘𝑏, 𝑚). As the varieties 𝒱𝑇 all lie in a












Figure 2.8: Quartet 𝑇 = 𝑇12|34 with distribution 𝑝 = 𝜑(𝑘𝑎, 𝑘𝑏, 𝑘𝑎, 𝑘𝑏, 𝑚) arising
from 𝑇 with the stochastic JC69 matrices 𝐾𝑎 and 𝐾𝑏 at the exterior edges and the
JC69 matrix𝑀 (not necessarily stochastic) at the interior edge.
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For each data point𝑝 generated as above and for each tree𝑇 ∈ 𝒯4, we have computed
the distance from 𝑝 to the stochastic region 𝒱+𝑇 , 𝑑(𝑝,𝒱
+
𝑇 ) using Algorithm 2.2 and the
distance to the phylogenetic variety, 𝑑(𝑝,𝒱𝑇). These computations have been performed
for the three tree topologies 𝑇12|34, 𝑇13|24 and 𝑇14|23.
For each set of parameters 𝑘𝑎, 𝑘𝑏 and𝑚 we have plotted the average of each of these
distances computed from the 100 data points. In each graphic we have fixed 𝑘𝑎 and 𝑘𝑏
and let 𝑚 vary in the 𝑥-axis from 0.94 to 1.06; the 𝑦-axis represents the distance. The
grey background part of the plots represents the region of data points sampled from non-
stochastic parameters, whereas the white part represents the stochastic region.
The plots on the top of Figure 2.9 represent trees in the long branch attraction (LBA)
case (see Figure 2.7), while those on the bottom represent balanced trees; on the left we
represent the distance to the phylogenetic varieties and on the right to the stochastic phy-
logenetic regions. Concerning the plots on the left (distance to the phylogenetic varieties),
the distance to 𝒱𝑇12|34 is always smaller for balanced trees (for all values of 𝑚), but this
does not hold in the LBA case (top left figure): for points close to the intersection of the
varieties, that is,𝑚 close 1, the points are closer to variety corresponding to the tree 𝑇13|24
(this is the reason whymethods based solely on algebraic tools might perform incorrectly
in the LBA case). In both cases (long branch attraction and balanced trees) we observe a
similar behaviour on the plots on the right (distance to stochastic regions): we note that
for 𝑚 ≤ 1 the distance to 𝒱+𝑇12|34 is almost always the smallest (except for some points
with𝑚 very close to 1 in the top figure) and when𝑚 > 1 the distance to 𝒱+𝑇12|34 becomes
greater than the distance to the other stochastic regions. This illustrates the inequality of
Theorem 2.4.10.
The different performance on the two plots of the distances to 𝒱+𝑇13|24 and 𝒱
+
𝑇14|23 are
due to the shapes of the trees that we are considering. When the tree is balanced we see
that the distances to 𝒱+𝑇13|24 and 𝒱
+
𝑇14|23 are almost equal.
Every simulation performed has showed us that, when𝑚 > 1, the closest point to 𝑝
in 𝒱+𝑇12|34 (that is, 𝑝
+







𝑇14|23 . However, this is not true when we compute the closest point to 𝒱
+
𝑇′ for
𝑇′ ≠ 𝑇12|34. In the case of long branch attraction the closest point 𝑝+14|23 ∈ 𝒱
+
𝑇14|23 to 𝑝
was always the image of parameters at the interior of𝒟 by 𝜑14|23 whether for 𝑇 = 𝑇13|24,
the parameters giving rise to 𝑝+13|24 were in the interior of 𝒟 approximately half of the
time.
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Figure 2.9: These four plots represent the distance of sampled points to the phylogenetic varieties
(on the left) and to their stochastic region (on the right). In each plot, the horizontal axis represents
the eigenvalue𝑚 of the matrix𝑀 in the tree of Figure 2.8. The two plots on top correspond to the
long branch attraction situation, while the two plots on bottom correspond to balanced trees. The
grey background part indicates the values of𝑚 for which𝑀 is not a stochastic matrix.
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This provides an affirmative answer to the Question 2.1. This suggests that considering
the stochastic part of phylogenetic varieties and the resulting semi-algebraic constraints
needed to describe themmay be an interesting strategy for phylogenetic reconstruction in
the long branch attraction setting, and also for balanced trees. However, as it has become
evident throughout this chapter, dealing with both algebraic and semi-algebraic condi-
tions is not an easy task, and more work is needed in order to design practical methods
for phylogenetic inference undermore general evolutionarymodels than themodels used
here. This shall be addressed in the following chapter.
Computations
The computations of this section were performed on a machine with 10 Dual Core In-
tel(R) Xeon(R) Silver 64 Processor 4114 (2.20 GHz, 13.75M Cache) equipped with 256





In this chapter we study how to combine the algebraic and semi-algebraic descriptions
of the general Markov model (see Theorems 1.3.24 and 1.3.26) to design a method that
allows the reconstruction of the tree topology taking sequence alignments as input.
To this end, we first need to guarantee that the rank does not increase when project-
ing a matrix into the space of positive definite matrices. Section 3.1 is devoted to prove
this technical result. In Section 3.2 we describe and analyze the leaf-transformations on
some particular tensors, which will be crucial in the development of our methods. The
first reconstruction method of the chapter is called SAQ (named for Semi-Algebraic Quar-
tet reconstruction method) and is introduced and described in Section 3.3. In particular,
in Theorem 3.3.1 we prove its statistical consistency. In Section 3.4 we describe a crite-
rion based on the paralinear distance that will be fundamental in the analysis of the data
point obtained from the sequence alignment. This criterion is applied in Section 3.5 in
the design of our second reconstruction method, ASAQ (for Algebraic and Semi-Algebraic
Quartet reconstruction method), which takes advantage of SAQ and Erik+2 and becomes
a powerful phylogenetic reconstruction method.
3.1 The inertia of the PSD approximation
In this section, we focus on the study of the rank and inertia of the symmetric and the
positive-semidefinite approximations (in the Frobenius norm) of a low rank matrix.
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Namely, our main result (Theorem 3.1.1) states that the positive and negative inertia in-
dices of these approximations are upper bounded by the rank of the original matrix and
this allows us to prove that the rank of the PSD approximation of a real matrix𝑀 is less
than or equal to the rank of 𝑀. Using this result we will be able to combine Theorem
1.3.24 and 1.3.26 in order to propose a phylogenetic reconstruction method.
In this section,𝑀 ∈ ℳ𝑛(ℝ) is a real matrix and 𝑆 =
𝑀 +𝑀𝑇
2 stands for its nearest
symmetric matrix (see Theorem 1.2.11). The following result states that the positive and
negative indices of inertia of 𝑆 are upper bounded by rank(𝑀).
Theorem 3.1.1. Let 𝑀 ∈ ℳ𝑛(ℝ) be a matrix of rank(𝑀) = 𝑘 and 𝑆 the symmetric ap-
proximation of𝑀. Then 𝑖+(𝑆) ≤ 𝑘, 𝑖−(𝑆) ≤ 𝑘 and 𝑖0(𝑆) ≥ max{0, 𝑛 − 2𝑘}.
The following easy lemma is crucial to prove Theorem 3.1.1.
Lemma 3.1.2. For any 𝑣 ∈ ℝ𝑛 we have 𝑣𝑇𝑀𝑣 = 𝑣𝑇𝑆𝑣.
Proof. For any 𝑣 ∈ ℝ𝑛, 𝑣𝑇𝑀𝑣 is a scalar, so 𝑣𝑇𝑀𝑣 = (𝑣𝑇𝑀𝑣)𝑇 . It follows that
𝑣𝑇𝑆𝑣 = 𝑣𝑇 (𝑀 +𝑀
𝑇
















which proves the result.
We are now ready to prove Theorem 3.1.1.
Proof of Theorem 3.1.1. We proceed by contradiction. Let (𝑖+, 𝑖−, 𝑖0) denote the inertia of
𝑆 and suppose 𝑖+ = 𝑁 with 𝑁 > 𝑘.
Let 𝑣1,… , 𝑣𝑛 be an orthonormal basis of eigenvectors of 𝑆 (which exists by the Spec-
tral Theorem) ordered so that 𝑣1,… , 𝑣𝑁 correspond to the positive eigenvalues. That is,
𝑆𝑣𝑖 equals 𝜆𝑖𝑣𝑖 for 𝑖 = 1,⋯ , 𝑛, 𝜆𝑖 > 0 for all 𝑖 ∈ {1,… , 𝑁}, and 𝜆𝑖 ≤ 0 if 𝑖 > 𝑁. Let 𝑉
be the subspace spanned by these eigenvectors 𝑉 ∶= ⟨𝑣1,… , 𝑣𝑁⟩. Then for all non-zero
𝑣 ∈ 𝑉 we have 𝑣𝑇𝑆𝑣 > 0.
Grassman’s formula states that dim(𝐸 + 𝐹) = dim(𝐸) + dim(𝐹) − dim(𝐸 ∩ 𝐹) if 𝐸,
𝐹 are vector subspaces of the same vector space (see 4.4.19 in Meyer, 2000). Note that
dim(𝑉) = 𝑁 and dim (ker(𝑀)) = 𝑛 − 𝑘 since rank(𝑀) equals 𝑘. Thus we get
dim(𝑉 + ker(𝑀)) + dim(𝑉 ∩ ker(𝑀)) = dim(𝑉) + dim(ker(𝑀)) = 𝑁 + 𝑛 − 𝑘. (3.1)
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Since dim(𝑉 + ker(𝑀)) ≤ 𝑛 and 𝑁 > 𝑘, expression (3.1) gives us that dim(𝑉 ∩
ker(𝑀)) ≥ 1. Consequently, there exists at least one element 𝑤 ≠ 0⃗ such that 𝑤 ∈
𝑉 ∩ ker(𝑀). By Lemma 3.1.2, 𝑤𝑇𝑀𝑤 equals 𝑤𝑇𝑆𝑤, which is positive since 𝑤 belongs to
𝑉. But at the same time 𝑤 belongs to ker(𝑀) and hence 𝑤𝑇𝑀𝑤 = 𝑤𝑇 0⃗, which is equal
to zero. This leads to a contradiction and we conclude 𝑖+ ≤ 𝑘.
An analogous argument can beused to prove that 𝑖− ≤ 𝑘. The fact that 𝑖0 ≥ max{0, 𝑛−
2𝑘} follows trivially since 𝑖+ + 𝑖− + 𝑖0 = 𝑛.
Using the previous result, it is easy to bound the rank of the PSD approximation of a
matrix𝑀 ∈ℳ𝑛(ℝ):
Corollary 3.1.3. For any real matrix𝑀, the rank of 𝑝𝑠𝑑(𝑀) of a real matrix𝑀 is less than
or equal to rank(𝑀).
Proof. There exists an orthonormal basis 𝑣1,… , 𝑣𝑛 of eigenvectors of 𝑆, the symmetric
approximation of𝑀, with respective eigenvalues {𝜆1,… , 𝜆𝑛} such that 𝑆 = 𝑃𝛬𝑃𝑇 where
𝛬 = diag(𝜆𝑖) and 𝑃 is the orthogonal matrix with these eigenvectors as columns. In
particular, 𝑃−1 = 𝑃𝑇 . We denote by𝛬+ the diagonal matrix with entries 𝜆+𝑖 = max{0, 𝜆𝑖}.
We claim that 𝑃𝛬+𝑃𝑇 is equal to the PSD approximation of𝑀. In order to show this,
first consider 𝜎𝑖 =
𝜆𝑖
|𝜆𝑖|
if 𝜆𝑖 ≠ 0 or 𝜎𝑖 = 1 if 𝜆𝑖 = 0, and define Σ = diag(𝜎𝑖) and |𝛬| =







the last equality holds because 𝑃 is orthogonal. Note that 𝑈 = 𝑃Σ𝑃𝑇 is an orthogonal
matrix and 𝐻 = 𝑃|𝛬|𝑃𝑇 is symmetric and positive-semidefinite, so 𝑆 = 𝑈𝐻 is a polar
decomposition of 𝑆.
Note also that (𝜎𝑖 + 1)|𝜆𝑖| = 𝜆𝑖 + |𝜆𝑖| = 2𝜆+𝑖 and then
(Σ + 𝐼𝑑)|𝛬|
2 is equal to 𝛬
+.
Therefore, by Theorem 1.2.12 (see Lemma 2.4 on Higham, 1988) the PSD approximation
𝑝𝑠𝑑(𝑀) of𝑀 is given by









From thenewexpression of𝑝𝑠𝑑(𝑀) = 𝑃𝛬+𝑃𝑇 we see that rank(𝑝𝑠𝑑(𝑀)) = #{𝜆+𝑖 |𝜆
+
𝑖 ≠
0} (𝜆+𝑖 counted with multiplicity) which coincides with the positive inertia index of 𝑆. Fi-
nally since 𝑖+(𝑆) ≤ rank(𝑀) by Theorem 3.1.1, we obtain rank(𝑝𝑠𝑑(𝑀)) ≤ rank(𝑀).
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3.2 Leaf-transformations
In this section we introduce the leaf-transformations that correspond to a Markov action
on a tensor 𝑝 according to a split 𝐴|𝐵. If 𝑝 has arisen from a quartet 𝑇 with certain
substitution parameters, then an𝐴|𝐵 leaf-transformation on𝑝 produces a different tensor
𝑞 that can be seen as a tensor arising on the same tree 𝑇 with different parameters at the
exterior edges.
Notation 3.2.1. Let 𝑝 be a 4-tensor and let 𝑖, 𝑗 ∈ [4] with 𝑖 < 𝑗. We denote by 𝑁𝑖,𝑗 the
matrix consisting on the double marginalization of 𝑝 on the coordinates different from 𝑖
and 𝑗, and with rows and columns labeled by the states at 𝑖 and 𝑗, respectively. We call





𝑎,𝑏 𝑝𝑦,𝑎,𝑥,𝑏 and equivalently 𝑁1,3 = 𝑝.+.+ and 𝑁3,1 = (𝑝.+.+)
𝑡.
When 𝑝 is a distribution arising on some tree 𝑇 with certain substitution parameters,
the following lemma describes each 𝑁𝑖,𝑗 in terms of these substitution parameters.




be a distribution arising from a 4-leaf tree 𝑇 =
𝑇𝐴|𝐵 and let 𝑖, 𝑗 ∈ [4] with 𝑖 < 𝑗. Assume the root of 𝑇 is placed at the parent node of the







𝑀𝑡𝑖𝑑𝑖𝑎𝑔(𝜋)𝑀5𝑀𝑗 if 𝑖 ∈ 𝐴 and 𝑗 ∈ 𝐵
𝑀𝑡𝑖 (𝑑𝑖𝑎𝑔(𝜋)𝑀5)
𝑡𝑀𝑗 if 𝑖 ∈ 𝐵 and 𝑗 ∈ 𝐴
𝑀𝑡𝑖𝑑𝑖𝑎𝑔(𝜋)𝑀𝑗 if {𝑖, 𝑗} = 𝐴
𝑀𝑡𝑖𝑑𝑖𝑎𝑔(𝑀
𝑡
5𝜋)𝑀𝑗 if {𝑖, 𝑗} = 𝐵
(3.2)
Proof. The first and second cases follow from Lemma 1.3.16, where the statement is writ-
ten for 𝑇 = 𝑇12|34 but can be adapted to any 𝑇 ∈ 𝒯4.
To prove the other two cases we fix 𝑇 = 𝑇12|34, the proof for the other quartets is anal-
ogous. In order to compute 𝑁1,2 = 𝑝..++ = (𝑝...+)..+, we marginalize first over the fourth
leaf and then over the third one. By Equation (1.27), 𝑝...+ = 𝜙𝑇3(𝜋, {𝑀1,𝑀2,𝑀5𝑀3})
where 𝑇3 is the trivalent 3-leaf tree. Lemma 1.3.15 implies that 𝑝..++ = 𝑀𝑡1diag(𝜋)𝑀2.
To prove the last case, we relocate the root of the tree according to Example 1.3.5. If




5𝑑𝑖𝑎𝑔(𝜋) and the root is located at the parent node of











which proves the last case.
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Lemma 3.2.3. Let𝑝 be a 4-tensor and let 𝑖, 𝑗, 𝑘 ∈ [4]with 𝑖 < 𝑗, 𝑘. Then, if𝑁𝑖,𝑗 is invertible
𝑁−1𝑖,𝑗 𝑁𝑖,𝑘 ∈ 𝕄
∗
4 . (3.3)
Proof. Let 𝐷𝑖 denote the diagonal matrix whose entries are the triple marginalization
of 𝑝 on the coordinates different from 𝑖 (for instance 𝐷1 = 𝑝.+++). Then the diagonal
entries of 𝐷𝑖 are the sums of rows of 𝑁𝑖,𝑗 and 𝑁𝑖,𝑘, that is 𝑁𝑖,𝑗1 = 𝑁𝑖,𝑘1 = 𝐷𝑖 . Therefore,
𝑁−1𝑖,𝑗 𝑁𝑖,𝑘1 = 𝑁
−1
𝑖,𝑗 𝐷𝑖 = 1.
As a consequence of the previous lemma, we can define the followingMarkov action.
Definition 3.2.4. Let 𝑝 be a 4-tensor, then for any non-trivial split 𝐴|𝐵 we define the





∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 , (3.4)
where 𝑎, ?̃? ∈ 𝐴, 𝑏, ?̃? ∈ 𝐵, 𝑎𝑐 denotes the complementary of 𝑎 in 𝐴 (respectively for 𝑏𝑐)
and 𝑁𝑎,𝑏 are the matrices defined above. Note that 𝑎, ?̃? may coincide and the same for
𝑏, ?̃?. Note also the different role played by {𝑎, 𝑏} and by {?̃?, ?̃?} in the definition of the
new tensor. Consider these 16 leaf-transformations following a lexicographic order on
the words 𝑎𝑏?̃??̃?. Then, we denote by 𝑝𝐴|𝐵𝑘 the resulting tensor obtained by applying the
𝑘-th 𝐴|𝐵 leaf-transformation on 𝑝 where 𝑘 ∈ [16].
Example 3.2.5. For instance, take the split 𝐴|𝐵, with 𝐴 = {1, 2} and 𝐵 = {3, 4}, then
𝑝12|341 is the resulting tensor obtained by applying the Markov action with 𝑎 = ?̃? = 1,
𝑏 = ?̃? = 3, 𝑎𝑐 = 2, and 𝑏𝑐 = 4,











If 𝑝 = 𝜙𝑇 (𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) with 𝑇 = 𝑇12|34 then
𝑝12|341 =
(
𝑀−11 𝑀2 ⊗ 𝐼𝑑 ⊗𝑀
−1
3 𝑀4 ⊗ 𝐼𝑑
)
⋅ 𝑝.
The following proposition is written for 𝑇 = 𝑇12|34 for simplicity, however there is
an analogous statement for 𝑇 = 𝑇13|24 and 𝑇 = 𝑇14|23.
Proposition 3.2.6. Let 𝑝 = 𝜙𝑇(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) be a distribution arising from the
tree 𝑇 = 𝑇12|34. Let 𝑝12|34𝑘 be the tensor obtained by applying a 12|34 leaf-transformation
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on 𝑝 corresponding to some 𝑎 ∈ {1, 2} and 𝑏 ∈ {3, 4}. Then, we have
𝑝12|34𝑘 = 𝜙12|34(𝜋,𝑀𝑎𝑐 ,𝑀𝑎𝑐 ,𝑀𝑏𝑐 ,𝑀𝑏𝑐 ,𝑀5),
where 𝑎𝑐 (respectively 𝑏𝑐) is the complementary of 𝑎 on {1, 2} (respectively 𝑏 on {3, 4}).
Proof. From Lemma 3.2.2 we have that 𝑁𝑎,𝑏 = 𝑀𝑡𝑎𝑑𝑖𝑎𝑔(𝜋)𝑀5𝑀𝑏, if 𝑎 < 𝑏. Therefore,











= 𝑀−1𝑎 𝑀𝑎𝑐 (3.5)
and equivalently 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 = 𝑀
−1
𝑏 𝑀𝑏𝑐 . By Lemma 1.3.14 the tensor 𝑝 ∗𝑎 𝑀
−1
𝑎 𝑀𝑎𝑐 is
the joint distribution arising from the same tree as 𝑝 except that 𝑀𝑎 has been replaced
by𝑀𝑎𝑐 . And hence
(
𝑝 ∗𝑎 𝑀−1𝑎 𝑀𝑎𝑐
)
∗𝑏 𝑀−1𝑏 𝑀𝑏𝑐 is the joint distribution arising from the
same tree as 𝑝 except that𝑀𝑎 has been replaced by𝑀𝑎𝑐 , and𝑀𝑏 by𝑀𝑏𝑐 .
Therefore, the effect of the 𝐴|𝐵 leaf-transformations on a distribution 𝑝 that arises
from the tree 𝑇 = 𝑇𝐴|𝐵 is that of replacing some of the external matrices so that both
leaves in the same side of the tree share the samematrix, see Figure 3.1 as an illustration.
Moreover, we infer two important conclusions from these last results.
Firstly, the 16𝐴|𝐵 leaf-transformations on 𝑝 ∈ Im 𝜙𝑇 produce only 4 different points
on 𝒱𝑇 if 𝑇 = 𝑇𝐴|𝐵. Indeed, there are only 4 possible combinations if sister leaves have
to share the same matrix. (see Figure 3.1 for the case 𝑇 = 𝑇12|34). Therefore, the 16
transformations correspond to four possibleways of computing each of these transformed
distributions. However, these four computations do not produce the same tensor when
applied to a distribution ?̃? that has not arisen as a Markov process on 𝑇. In general, we
have 16 𝐴|𝐵 leaf-transformations that can be applied to any distribution ?̃? ∈ ℝ44 .
The second conclusion is that if 𝑝 lies on the variety 𝒱𝑇 then 𝑝𝐴|𝐵𝑘 also lies on the
same variety. This can be generalized to any 𝐴′|𝐵′ leaf-transformation as follows:




be a distribution arising on a quartet 𝑇 and
𝑝𝐴|𝐵𝑘 a tensor obtained by applying an 𝐴|𝐵 leaf-transformation on 𝑝 (for any split 𝐴|𝐵).
Then
𝑝𝐴|𝐵𝑘 ∈ Im 𝜙𝑇 .
Proof. Because of Lemma 1.3.13 𝑝𝐴|𝐵𝑘 = 𝜙𝑇(𝜋; ?̃?1, ?̃?2, ?̃?3, ?̃?4,𝑀5) for some matrices





















































9 10 13 14
11 12 15 16
Figure 3.1: Markovmatrices associatedwith the 12|34 leaf-transformations on a tensor𝑝 arising from𝑇12|34.




∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝐶 producing the same tree. The
rounded numbers denote the corresponding 𝑘 for the values of 𝑎, ?̃? in its row and 𝑏, ?̃? in its column.
The proposition above tells us that if 𝑝 is a distribution that arises from aMarkov pro-
cess on𝑇, then for any split𝐴|𝐵 (being induced or not by𝑇), the𝐴|𝐵 leaf-transformations
applied to𝑝 produce 16 tensors𝑝𝐴|𝐵𝑘 that have also arisen on𝑇 butwith differentmatrices
at the exterior edges (see Figure 3.1 for the leaf-transformations corresponding to a split
induced by 𝑇 and Figure 3.2 and Figure 3.3 for leaf-transformations according to incom-
patible splits). Moreover, while the 𝐴|𝐵 leaf-transformations applied to a distribution 𝑝
produce distributions if𝐴|𝐵 is induced by 𝑇, the𝐴′|𝐵′ leaf-transformations (for splits not
induced by 𝑇) may produce non-stochastic tensors since the new parameters may not be
stochasticmatrices. In Figure 3.2, for example, the transitionmatrices𝑀−15 𝑀1 or𝑀
−1
5 𝑀2
on the 13-th 13|24 leaf-transformationmight not be stochastic. In all cases, the transition
matrix at the interior edge remains equal to the matrix𝑀5 of the original tree.























1 1 1 1
1 1 1 1































































































Figure 3.2: External matrices associated to the 13|24 leaf-transformations on a tensor 𝑝 arising from the tree




∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 . The rounded number near




























































































































Figure 3.3: External matrices associated to the 13|24 leaf-transformations on a tensor 𝑝 arising from the tree
𝑇12|34 and following the notation of Figure 3.2 with 𝐴 = {1, 4} and 𝐵 = {2, 3}.
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Example 3.2.8. Let 𝑝 = 𝜙𝑇(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) be a distribution arising on 𝑇 =




∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 with 𝐴 =




















)−1 𝑑𝑖𝑎𝑔(𝑀𝑡5𝜋), and through their inverses on the leaf 3. Simi-

















for 𝑏 = 2, and their inverses for 𝑏 = 4. The equalities above follow from Lemma 3.2.2
with 𝐴 = {1, 2} and 𝐵 = {3, 4}. In Figure 3.2 we illustrate the effect of these sixteen 13|24
leaf-transformations on 𝑝.
In the remaining of this section we study the rank and the positive semidefiniteness
of the flattening matrices of these leaf-transformations.
Lemma 3.2.9. Let 𝑝12|34𝑘 be a tensor obtained by applying a 12|34 leaf-transformation to
a tensor 𝑝 arising on the tree 𝑇 = 𝑇12|34, i.e. 𝑝 = 𝜙𝑇12|34(𝜋;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5), where𝑀𝑖
are stochastic transition matrices. Then, the following properties are satisfied:














and have rank 16 for positive and non-singular parameters. Moreover, they are equal
and can be written as the product
(𝑀𝑎𝑐 ⊗𝑀𝑎𝑐 )
𝑡 𝐷 (𝑀𝑏𝑐 ⊗𝑀𝑏𝑐 ) ,
for the corresponding 𝑎𝑐 and 𝑏𝑐 and where 𝐷 is the diagonal matrix containing the en-
tries of 𝑑𝑖𝑎𝑔(𝜋)𝑀5.
Proof. These statements are consequences of Theorem 1.3.24, Remark 1.3.25,
Theorem 1.3.26 and Corollary 1.3.27.
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Corollary 3.2.10. Keeping the notation and hypotheses of the previous lemma we have:































and is strictly positive for
positive non-singular parameters.















































Moreover they have rank 16 for positive non-singular parameters (see Remark 1.3.25) and
the claim follows.
Lemma 3.2.11. Let 𝑝13|24𝑘 be the tensor obtained by applying a 13|24 leaf-transformation
to a tensor 𝑝 = 𝜙𝑇 (𝜋;𝑀1,… ,𝑀5) arising from the tree 𝑇 = 𝑇12|34. Then the following
properties are satisfied:




has rank at most 4.















has rank less than or equal to 4 by Theorem 1.3.24.
(b)Recall that any 13|24 leaf-transformation on 𝑝 produces a tensor 𝑝13|24𝑘 that has arisen
on 𝑇 with modified transition matrices at the exterior edges as illustrated in Figure 3.2.









= (𝐴𝑀𝑖 ⊗ 𝐵𝑀𝑖)𝑡 𝐷 (𝐶𝑀𝑗 ⊗𝐷𝑀𝑗)
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where 𝐷 is the 16 × 16 diagonal matrix with the entries of 14𝑀5, and𝑀𝑖 ,𝑀𝑗 , 𝐴, 𝐵, 𝐶, 𝐷
depend on the given leaf-transformation (see notation in Figure 3.2). Since𝑀5 is a K81








4 𝐼𝑑 = 𝑀
−1
5 ,
and therefore 𝐴, 𝐵, 𝐶, 𝐷 are either equal to 𝑀5, to 𝑀−15 or to the identity matrix. For
instance, if 𝑘 = 1, 𝑀𝑖 = 𝑀3, 𝑀𝑗 = 𝑀4, 𝐴 = 𝐶 = 𝑀5 and 𝐵 = 𝐷 and are equal to the
identity matrix, see Figure 3.2.
As𝑀𝑖 , 𝐴, 𝐵, 𝐶 and 𝐷 are K81 matrices they diagonalize through the Hadamard ma-
trix 𝐻 and for each matrix the multiplicity of 1 as an eigenvalue is exactly one if the ma-
trices have positive entries (see Lemma 1.1.28 and Theorem 1.2.15). Write {𝜆𝑖𝑘}𝑘=𝙲,𝙶,𝚃 for
the three eigenvalues of thematrix𝑀𝑖 other than 1. And denote by {𝛼𝑘}𝑘=𝙲,𝙶,𝚃, {𝛽𝑘}𝑘=𝙲,𝙶,𝚃,
{𝛾𝑘}𝑘=𝙲,𝙶,𝚃 and {𝛿𝑘}𝑘=𝙲,𝙶,𝚃 the eigenvalues of 𝐴, 𝐵, 𝐶 and 𝐷 (respectively) different from
one. We can assume that all these eigenvalues are positive since the transition matrices
should not be too far from the identity matrix.
As we have seen in the proof of Corollary 3.1.3, for anymatrix𝑀 the rank of the near-
est positive semidefinite matrix 𝑝𝑠𝑑(𝑀) is equal to the number of positive eigenvalues of

















has at least 5 positive eigenvalues.
Write 𝑆𝑘 ∶= (𝐻⊗𝐻)𝑡𝑆𝑘(𝐻⊗𝐻). Because of Sylvester’s law of inertia (see Theorem
1.2.5), both matrices, 𝑆𝑘 and 𝑆𝑘 have the same number of positive and negative eigenval-
ues. To prove that 𝑆𝑘 has at least 5 positive eigenvalues we shall use Theorem 1.2.7 and
see that the first five leading principal minors of 𝑆𝑘 are positive.
Consider the 5 × 5 submatrix of 𝑆𝑘,5 obtained by removing the last 11 rows and
columns of 𝑆𝑘. It can be written in terms of the eigenvalues of the matrices 𝑀𝑖 , 𝑀𝑗 ,



























0 0 0 𝛽𝑇𝛿𝑇𝜆𝑖𝑇𝜆
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The leading principal minors of 𝑆𝑘 are equal to the first five leading principal minors of
𝑆𝑘,5:
∆1 = 1, ∆2 = 𝛽𝐶𝛿𝐶𝜆𝑖𝐶𝜆
𝑗

































)2 (𝛽𝐶𝛾𝐶 + 𝛼𝐶𝛿𝐶)














We have that ∆𝑖 > 0 (𝑖 = 1, 2, 3, 4) because all the eigenvalues are positive. In order to see
that∆5 is also positivewe only need to prove that the factor∆′5 = −
(
𝜆5𝐶
)2 (𝛽𝐶𝛾𝐶 + 𝛼𝐶𝛿𝐶)
2+
4𝛼𝐶𝛽𝐶𝛾𝐶𝛿𝐶 is positive.
We prove it for all possible values of𝐴, 𝐵, 𝐶 and𝐷. According to Definition 3.2.4 (see
Figure 3.2) we have these different possibilities:
• Suppose that the set {𝐴, 𝐵, 𝐶, 𝐷} equals the set {𝑀5,𝑀5, 𝐼𝑑, 𝐼𝑑}, i.e., that there are




















































)2 (1 + 1)2 + 4 = 4 − 4
(
𝜆5𝐶
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• Finally, suppose {𝐴, 𝐵, 𝐶, 𝐷} = {𝑀−15 ,𝑀
−1



























































We conclude that the matrix 𝑆𝑘 has at least 5 positive eigenvalues and so does 𝑆𝑘.


















The last issue in this section is the symmetry of the flattening matrices of an 𝐴|𝐵
leaf-transformation.
Remark 3.2.12. Given any tensor 𝑝 ∈ ℝ44 we can compute, a priori, 8 different flatten-
ings of 𝑝 regarding any split 𝐴|𝐵. Namely, suppose 𝐴 = {1, 2} and 𝐵 = {3, 4} then we
have
𝐹𝑙𝑎𝑡12|34(𝑝), 𝐹𝑙𝑎𝑡12|43(𝑝), 𝐹𝑙𝑎𝑡21|34(𝑝), 𝐹𝑙𝑎𝑡21|43(𝑝),
𝐹𝑙𝑎𝑡34|12(𝑝), 𝐹𝑙𝑎𝑡43|12(𝑝), 𝐹𝑙𝑎𝑡34|21(𝑝), 𝐹𝑙𝑎𝑡43|21(𝑝).
(3.6)
However there aremany symmetries between thesematrices. For instance𝐹𝑙𝑎𝑡𝑎𝑎′|𝑏𝑏′(𝑝) =
𝐹𝑙𝑎𝑡𝑏𝑏′|𝑎𝑎′(𝑝)𝑡, for any 𝑎, 𝑎′, 𝑏, 𝑏′, which implies that these two matrices have the same
eigenvalues, singular values, and therefore the same rank. Moreover they have the same
closest symmetric and PSD matrix. Another relation is the following
𝐹𝑙𝑎𝑡𝑎𝑎′|𝑏𝑏′(𝑝) = 𝑃𝑡𝐹𝑙𝑎𝑡𝑎′𝑎|𝑏′𝑏(𝑝)𝑃
where𝑃 is a permutationmatrix. Then these twomatrices share the same singular values.
Moreover𝑝𝑠𝑑(𝐹𝑙𝑎𝑡𝑎𝑎′|𝑏𝑏′(𝑝)) = 𝑃𝑡𝑝𝑠𝑑(𝐹𝑙𝑎𝑡𝑎′𝑎|𝑏′𝑏(𝑝))𝑃 and therefore𝑝𝑠𝑑(𝐹𝑙𝑎𝑡𝑎𝑎′|𝑏𝑏′(𝑝))
and 𝑝𝑠𝑑(𝐹𝑙𝑎𝑡𝑎′𝑎|𝑏′𝑏(𝑝)) have the same singular values.
Leaf-transformations on mixtures
Leaf-transformations can also be applied to distributions 𝑝 that have arisen from mix-
tures of distributions on trees, although their effect on 𝑝 is harder to interpret. In this
section we present the effect of leaf-transformations on two types of mixtures and we
study properties of the flattenings of these transformations.
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Remark 3.2.13. Consider a mixture distribution 𝑝 = 𝜆1𝑝1 + 𝜆2𝑝2 where 𝑝1 and 𝑝2 are
distributions that have arisen on 𝑇 with certain substitution parameters and 𝜆1 + 𝜆2 = 1.
Observe that for any 𝑖 ∈ [4] and any 𝑁 ∈ 𝕄∗4 , if 1 = (1, 1, 1, 1)
𝑡,
𝑝 ∗𝑖 1 = 𝜆1𝑝1 ∗𝑖 1 + 𝜆2𝑝2 ∗𝑖 1, and 𝑝 ∗𝑖 𝑁 = 𝜆1𝑝1 ∗𝑖 𝑁 + 𝜆2𝑝2 ∗𝑖 𝑁
because ∗𝑖 is a linear operation.
We need the following observation
Remark 3.2.14. Consider the quartet 𝑇 = 𝑇12|34, and the tensors 𝑞𝜋 = 𝜙𝑇(𝜋; 𝐼𝑑, 𝐼𝑑,











as can be deduced from Theorem 1.3.22.
The next result presents the first kind of mixture under study.
Proposition 3.2.15. Consider 𝑇 = 𝑇12|34 and let 𝑝1 = 𝜙𝑇(𝜋1;𝑀1,𝑀2,𝑀3,𝑀4,𝑀5) and
𝑝2 = 𝜙𝑇(𝜋2; ?̃?1, ?̃?2, ?̃?3, ?̃?4, ?̃?5) be two distributions arising on 𝑇 with non-singular sub-
stitution parameters. Assume there exists a unique 𝑖 ∈ [5] such that𝑀𝑖 ≠ ?̃?𝑖 and𝑀𝑗 = ?̃?𝑗


















Proof. In this proof we only consider 12|34 leaf-transformations on 𝑝, and we will use 𝑝𝑘
for the transformed 𝑝12|34𝑘 . We divide the proof in two cases.
Case𝑀5 ≠ ?̃?5:
Assume thematrix that differs between 𝑝1 and 𝑝2 is the corresponding to the interior
edge: 𝑝1 = 𝜙𝑇(𝜋1;𝑀1,𝑀2,𝑀3,𝑀4, 𝑋1) and 𝑝2 = 𝜙𝑇(𝜋2;𝑀1,𝑀2,𝑀3,𝑀4, 𝑋2) with 𝑋1 ≠
𝑋2.
Let 𝑎, ?̃? ∈ {1, 2} and 𝑏, ?̃? ∈ {3, 4}. For 𝑙 = 1, 2 denote by 𝑁𝑙𝑎,𝑏 the double marginal-
ization of 𝑝𝑙 on coordinates different from 𝑎 and 𝑏 and write 𝑁𝑎,𝑏 for the corresponding
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marginalization on 𝑝. By Lemma 3.2.2,




𝑎 (𝜆1𝑑𝑖𝑎𝑔(𝜋1) 𝑋1 + 𝜆2𝑑𝑖𝑎𝑔(𝜋2) 𝑋2)𝑀𝑏.
Therefore 𝑁−1?̃?,𝑎𝑁?̃?,𝑎𝑐 = 𝑀
−1








𝑝1 ∗𝑎 𝑀−1𝑎 𝑀𝑎𝑐
)
∗𝑏 𝑀−1𝑏 𝑀𝑏𝑐 + 𝜆2
(
𝑝2 ∗𝑎 𝑀−1𝑎 𝑀𝑎𝑐
)
∗𝑏 𝑀−1𝑏 𝑀𝑏𝑐
= 𝜆1𝑝1,𝑘 + 𝜆2𝑝2,𝑘










=𝜆1 (𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 )
𝑡 (𝐹𝑙𝑎𝑡12|34 (𝑞1)
)
(𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 ) +




= (𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 )
𝑡 (𝜆1𝐹𝑙𝑎𝑡12|34 (𝑞1) + 𝜆2𝐹𝑙𝑎𝑡12|34 (𝑞2)
)
(𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 ) ,
where 𝑞1 and 𝑞2 are the distributions arising on 𝑇 with the identity matrix at the exterior
edges and the matrices 𝑋1 and 𝑋2 at the interior edge (see Theorem 1.3.22). The matrix










= (𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 )
𝑡 (𝜆1𝐷1 + 𝜆2𝐷2) (𝑀𝑎𝑐 ⊗𝑀𝑏𝑐 )
where 𝐷1 and 𝐷2 are diagonal matrices with entries of 𝑑𝑖𝑎𝑔(𝜋1)𝑋1 and 𝑑𝑖𝑎𝑔(𝜋2)𝑋2, re-
spectively. If the parameters are non-negative then 𝜆1𝐷1+𝜆2𝐷2 is a diagonal matrix with
non-negative entries and 𝐹𝑙𝑎𝑡13|24(𝑝𝑘) is PSD. On the other hand it is straighforward to
see that 𝐹𝑙𝑎𝑡13|24(𝑝𝑘) = 𝐹𝑙𝑎𝑡14|23(𝑝𝑘).
Case𝑀𝑖 ≠ ?̃?𝑖 with 𝑖 ≠ 5:
We focus on the case 𝑀1 ≠ ?̃?1, as the other cases are analogous. Denote 𝑝1 =
𝜙𝑇(𝜋1;𝑋1,𝑀2,𝑀3,𝑀4,𝑀5) and 𝑝2 = 𝜙𝑇(𝜋2;𝑋2,𝑀2,𝑀3,𝑀4,𝑀5) with 𝑋1 ≠ 𝑋2.








𝑁2,𝑏 = 𝑀𝑡2 (𝜆1𝑑𝑖𝑎𝑔(𝜋1) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)) 𝑀5𝑀𝑏.
(3.7)
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We start considering only the first eight transformations: 𝑝𝑘 =(
𝑝 ∗1 𝑁−1?̃?,1𝑁?̃?,2
)
∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 , for 𝑘 ∈ [8]. According to (3.7) we have that





where 𝑌 ∶= (𝜆1𝑑𝑖𝑎𝑔(𝜋1)𝑋1 + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)𝑋2)
−1 (𝜆1𝑑𝑖𝑎𝑔(𝜋1) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)) .
Analogously to the previous case, we have that for 𝑘 ∈ [8],
𝑝𝑘 = 𝜆1𝑝1,𝑘 + 𝜆2𝑝2,𝑘
where 𝑝𝑙,𝑘 ∶= 𝜙12|34 (𝜋𝑙, 𝑋𝑙𝑌𝑀2,𝑀2,𝑀𝑏𝑐 ,𝑀𝑏𝑐 ,𝑀5). We first write the flattening with











𝑡 𝐹𝑙𝑎𝑡12|34(𝑞𝜋1) (𝑀𝑏𝑐 ⊗𝑀𝑏𝑐 ) +
𝜆2 (𝑋2𝑌𝑀2 ⊗𝑀2)








⋅ 𝐹𝑙𝑎𝑡12|34(𝑞) (𝑀𝑏𝑐 ⊗𝑀𝑏𝑐 )
where 𝑞𝜋𝑖 = 𝜙𝑇(𝜋𝑖; 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀5) and 𝑞 = 𝜙𝑇(1; 𝐼𝑑, 𝐼𝑑, 𝐼𝑑, 𝐼𝑑,𝑀5) and the last equal-
ity follows from Remark 3.2.14. Because of Theorem 1.3.24 rank 𝐹𝑙𝑎𝑡12|34(𝑝𝑘) ≤ 4. On
the other hand,
𝜆𝑙𝐹𝑙𝑎𝑡13|24(𝑝𝑙,𝑘) = 𝜆𝑙 (𝑋𝑙𝑌𝑀2 ⊗𝑀𝑏𝑐 )
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋𝑙 ) (𝑀2 ⊗𝑀𝑏𝑐 )
= (𝑀2 ⊗𝑀𝑏𝑐 )
𝑡 𝜆𝑙 (𝑋𝑙𝑌 ⊗ 𝐼𝑑)











= (𝑀2 ⊗𝑀𝑏𝑐 )
𝑡 (𝜆1 (𝑋1𝑌 ⊗ 𝐼𝑑)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋1) + 𝜆2 (𝑋2𝑌 ⊗ 𝐼𝑑)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋2)
)
(𝑀2 ⊗𝑀𝑏𝑐 ) =
= (𝑀2 ⊗𝑀𝑏𝑐 )
𝑡 (𝜆1𝐹𝑙𝑎𝑡13|24(𝑞𝜋1) + 𝜆2𝐹𝑙𝑎𝑡13|24(𝑞𝜋2)
)
(𝑀2 ⊗𝑀𝑏𝑐 ) ,
where the last equality follows from forthcoming Lemma 3.2.16. Then, if (𝑝𝑙)𝑘 denotes
the 𝑘-th transformation of 𝑝𝑙 and the parameters are stochastic then 𝐹𝑙𝑎𝑡13|24(𝑝𝑘) =
𝜆1𝐹𝑙𝑎𝑡13|24 ((𝑝1)𝑘) + 𝜆2𝐹𝑙𝑎𝑡13|24 ((𝑝2)𝑘) is a PSD matrix since it is the sum of two PSD
matrices.
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∗𝑏 𝑁−1?̃?,𝑏𝑁?̃?,𝑏𝑐 = 𝜆1𝑝𝑙,𝑘 + 𝜆2𝑝𝑙,𝑘
where𝑝𝑙,𝑘 = 𝜙12|34
(
𝜋𝑙, 𝑋𝑙, 𝑌−1,𝑀𝑏𝑐 ,𝑀𝑏𝑐 ,𝑀5
)













𝐹𝑙𝑎𝑡12|34(𝑞) (𝑀𝑏𝑐 ⊗𝑀𝑏𝑐 )
which, by the same argument as above, has rank at most 4.












= (𝐼𝑑 ⊗𝑀𝑏𝑐 )
𝑡 𝜆1 (𝑋1 ⊗ 𝐼𝑑)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋1)(𝑌
−1 ⊗ 𝐼𝑑) (𝐼𝑑 ⊗𝑀𝑏𝑐 ) =
= (𝐼𝑑 ⊗𝑀𝑏𝑐 )
𝑡 𝜆1 (𝑋1 ⊗ 𝐼𝑑)
𝑡 (𝑑𝑖𝑎𝑔(𝜋1)⊗ 𝐼𝑑)𝐹𝑙𝑎𝑡13|24(𝑞)(𝑌−1 ⊗ 𝐼𝑑) (𝐼𝑑 ⊗𝑀𝑏𝑐 ) =
= (𝐼𝑑 ⊗𝑀𝑏𝑐 )
𝑡 (𝜆1𝑋𝑡1𝑑𝑖𝑎𝑔(𝜋1)⊗ 𝐼𝑑
)











= (𝐼𝑑 ⊗𝑀𝑏𝑐 )




𝐹𝑙𝑎𝑡13|24(𝑞) (𝑌−1 ⊗ 𝐼𝑑) (𝐼𝑑 ⊗𝑀𝑏𝑐 ) .
Note that 𝑌−1 = (𝜆1𝑑𝑖𝑎𝑔(𝜋1) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2))
−1 (𝜆1𝑑𝑖𝑎𝑔(𝜋1)𝑋1 + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)𝑋2) and
write 𝑈 ∶= 𝜆1𝑑𝑖𝑎𝑔(𝜋1)𝑋1 + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)𝑋2. Then,




⊗ 𝐼𝑑) (𝑈 ⊗ 𝐼𝑑) ,
and the flattening





⊗ 𝐼𝑑) (𝑈 ⊗𝑀𝑏𝑐 ) .
Since 𝜆1𝑑𝑖𝑎𝑔(𝜋1) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2) is a diagonal matrix with positive entries at the diag-





with non-negative entries and then 𝐹𝑙𝑎𝑡13|24(𝑝𝑘) is PSD.
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To conclude the proof of Proposition 3.2.15, we need the following lemma.
Lemma 3.2.16. Keeping the above notation, we have
𝜆1 (𝑋1𝑌 ⊗ 𝐼𝑑)




In order to prove this equality we need a technical result.
Lemma 3.2.17 (Sherman–Morrison–Woodbury formula, see Meyer (2000)). Let 𝐴, 𝐵 ∈
ℳ𝑛(ℝ) be two invertible matrices and suppose 𝐴 + 𝐵 is also invertible, then
(𝐴 + 𝐵)−1 = 𝐴−1 − 𝐴−1(𝐴𝐵−1 + 𝐼𝑑)−1.
In particular, if 𝑍, 𝑍 + 𝐼𝑑 and 𝑍 − 𝐼𝑑 are invertible matrices, we have
(𝑍 + 𝐼𝑑)−1 + (𝑍−1 + 𝐼𝑑)−1 = 𝐼𝑑. (3.9)
Proof of Lemma 3.2.16. By Remark 3.2.14 we have that
𝜆1 (𝑋1𝑌 ⊗ 𝐼𝑑)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋1) + 𝜆2 (𝑋2𝑌 ⊗ 𝐼𝑑)
𝑡 𝐹𝑙𝑎𝑡13|24(𝑞𝜋2) =
=𝜆1 (𝑋1𝑌 ⊗ 𝐼𝑑)
𝑡 (𝑑𝑖𝑎𝑔(𝜋1)⊗ 𝐼𝑑)𝐹𝑙𝑎𝑡13|24(𝑞)+
𝜆2 (𝑋2𝑌 ⊗ 𝐼𝑑)










𝜆1𝐹𝑙𝑎𝑡13|24(𝑞𝜋1) + 𝜆2𝐹𝑙𝑎𝑡13|24(𝑞𝜋2) =
(
(𝜆1𝑑𝑖𝑎𝑔(𝜋𝑙) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2))⊗ 𝐼𝑑
)
𝐹𝑙𝑎𝑡13|24(𝑞).
Thus, it is enough to show that 𝜆1𝑌𝑡𝑋𝑡1𝑑𝑖𝑎𝑔(𝜋1) + 𝜆2𝑌
𝑡𝑋𝑡2𝑑𝑖𝑎𝑔(𝜋2) = 𝜆1𝑑𝑖𝑎𝑔(𝜋𝑙) +
𝜆2𝑑𝑖𝑎𝑔(𝜋2) or equivalently that
𝜆1𝑑𝑖𝑎𝑔(𝜋1)𝑋1𝑌 + 𝜆2𝑑𝑖𝑎𝑔(𝜋2)𝑋2𝑌 = 𝜆1𝑑𝑖𝑎𝑔(𝜋𝑙) + 𝜆2𝑑𝑖𝑎𝑔(𝜋2). (3.10)
Write 𝐴𝑖 ∶= 𝜆𝑖𝑑𝑖𝑎𝑔(𝜋𝑖) and 𝑌 = (𝐴1𝑋1 + 𝐴2𝑋2)
−1 (𝐴1 + 𝐴2). We start computing
the first term of (3.10) using Lemma 3.2.17.
𝜆1𝑑𝑖𝑎𝑔(𝜋1)𝑋1𝑌 = 𝐴1𝑋1 (𝐴1𝑋1 + 𝐴2𝑋2)
−1 (𝐴1 + 𝐴2) =
=
(
𝐼𝑑 − (𝑍 + 𝐼𝑑)−1
)
(𝐴1 + 𝐴2) ,
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where 𝑍 = 𝐴1𝑋1𝑋−12 𝐴
−1
2 . With an analogous computation we get 𝜆2𝑑𝑖𝑎𝑔(𝜋2)𝑋2𝑌 =(
𝐼𝑑−(𝑍−1+𝐼𝑑)−1
)
(𝐴1 + 𝐴2). Finally, a direct computation using (3.9) gives the equality
(3.10).
Proposition 3.2.18. Consider 𝑇 = 𝑇12|34 and let 𝑝1 = 𝜙𝑇(𝜋1;𝑀1,𝑀1, 𝑁1, 𝑁1, 𝑋1) and
𝑝2 = 𝜙𝑇(𝜋2;𝑀2,𝑀2, 𝑁2, 𝑁2, 𝑋2) be two distributions arising on 𝑇 with 𝑀𝑖 , 𝑁𝑖 and 𝑋𝑖










Proof. In this case, for any 𝑖 < 𝑗, 𝑁𝑖,𝑗 = 𝜆1𝑀𝑡1𝑑𝑖𝑎𝑔(𝜋1)𝑋1𝑁1 + 𝜆2𝑀
𝑡
2𝑑𝑖𝑎𝑔(𝜋2)𝑋2𝑁2, so
𝑁1,3 = 𝑁1,4 = 𝑁2,3 = 𝑁2,4 and then 𝑁−1𝑥,𝑖𝑁𝑥,𝑖𝑐 = 𝐼𝑑. Therefore 𝑝
12|34






= 𝜆1𝐹𝑙𝑎𝑡13|24 (𝑝1) + 𝜆2𝐹𝑙𝑎𝑡13|24 (𝑝2) .




is PSD since it is the sum of two










3.3 SAQ: Semi-Algebraic Quartet reconstruction
method
In this sectionwe present the phylogenetic quartet reconstructionmethod SAQ named for
Semi-Algebraic Quartet reconstruction. It is based on the algebraic and semi-algebraic de-
scription of distributions 𝑝 ∈ ℝ44 that arise from the general Markov model on a quartet
𝑇 given in Theorem 1.3.24 and Theorem 1.3.26.
Note that Theorem 1.3.24 relies on the tree topology of 𝑇 however, it does not reflect
the stochasticity conditions of the transitionmatrices attached to𝑇. The stochastic nature
of the transition matrix at the interior edge of 𝑇 is reflected on Theorem 1.3.26.
According to the results in Chapter 2, it is important to combine Theorems 1.3.24
and 1.3.26 in order to obtain successful reconstruction methods for data that might be
misleading (that is, small samples or data coming from trees with a short interior edge).
In what follows, we explain how SAQ combines conditions in the theorems men-
tioned. For each quartet 𝑇𝐴|𝐵 ∈ 𝒯4, given a distribution 𝑝 ∈ ℝ4
4 , SAQ computes a
score as follows. If 𝑇 = 𝑇12|34, we consider the sixteen 12|34 leaf-transformations 𝑝12|34𝑘 ,
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Then, define 𝑠𝑇(𝑝) as the average of these sixteen quantities. If 𝑇 is any of the other








































































Observe that the denominator of each score 𝑠𝑖𝑇 for 𝑇 = 𝑇𝑖𝑗|𝑘𝑙 is computed by doing an
average of the flattenings 𝐹𝑙𝑎𝑡𝑖𝑗|𝑘𝑙 and 𝐹𝑙𝑎𝑡𝑗𝑖|𝑙𝑘 since the other permutations of the leaves
that preserve the tree topology give rise to redundant flattenings, see Remark 3.2.12. Sim-
ilarly, the flattenings considered in the numerator of 𝑠𝑘𝑇 are the only non-redundant flat-
tenings that are positive definite of rank 16 for distributions arising on the corresponding
tree (see also see Remark 3.2.12).







According to SAQ, the correct topology for a distribution 𝑝 is the topology 𝑇 for which
𝑠𝑇(𝑝) attains the maximum value. Hereby, SAQ seeks to minimize the average distance 𝛿4
of the flattening 𝐹𝑙𝑎𝑡𝐴|𝐵 of the𝐴|𝐵 leaf-transformations and to maximize the distance 𝛿4
of the other two flattenings, under the assumption that these should be positive definite.
SAQ is a quartet inference measure that satisfies the property I of Definition 1.4.1.
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Statistical consistency of SAQ
Let 𝑝 be a distribution that has arisen on the quartet 𝑇12|34 with generic stochastic pa-
rameters (namely, invertible transition matrices with positive entries and positive distri-
bution at the root node) and let 𝐹 be the vector of relative frequencies of patterns from































3.2.10 (b). Since 𝐹 → 𝑝 when the length 𝑁 of the sample tends to infinite, by continuity
we infer that 𝑠12|34(𝐹)→∞.
On the other hand, 𝑠13|24(𝐹) and 𝑠14|23(𝐹) tend to zero when 𝑁 tends to infinite. In-





has still rank ≤ 4 (see Proposition 3.2.7) and its closest positive
























has rank 16, is not
symmetric anymore and its closest positive definite matrix has generically rank strictly
larger than four (we have seen this for the K81 model in Lemma 3.2.11 (𝑏) and we have









is strictly positive. This guarantees that the denomi-
nator of 𝑠𝑘13|24does not vanish, so 𝑠
𝑘
13|24 is a continuous function and 𝑠13|24(𝑝) is zero. A
similar argument applies to 14|23.
By normalizing the scores we get that
lim
𝑁→∞
SAQ(𝐹) = SAQ(𝑝) = (1, 0, 0).
This immediately gives that the choice of the topology with highest score gives a statisti-
cally consistent method.
Theorem 3.3.1. The topology reconstruction method that assigns to a distribution 𝐹 the
quartet 𝑇𝐴|𝐵 such that 𝑠𝐴|𝐵(𝐹) is maximum is a statistically consistent method for the gen-
eral Markov model.
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Proof. Let 𝑝 be a distribution that has arisen on the quartet 𝑇12|34 with generic stochastic
parameters (namely, invertible transition matrices with positive entries and positive dis-
tribution at the root node) and let 𝐹 be the vector of relative frequencies of patterns from








= SAQ(𝑝) = (1, 0, 0).
This means that for any 𝜖 > 0 there exist 𝑁1, 𝑁2, 𝑁3 such that for any 𝑁 > 𝑁0 =







Thus, if 𝜖 is smaller than 1/2 we obtain





Therefore, the probability that themethod that chooses the quartetwith highest score
selects 𝑇12|34 tends to 1 when 𝑁 tends to infinite.
Implementation of the method
In practice, the implementation of an algorithm that computes these scores requires deal-
ing with some technical difficulties. For instance, leaf-transformations might require
computing the inverse of some ill-conditioned matrices derived from the marginaliza-
tion over two taxa. Moreover, when 𝑝 is an empirical distribution, the corresponding
leaf-transformations may not be distributions anymore. The implementation, written in
c++, that we provide in
https://github.com/marinagarrote/SAQ-method
excludes leaf-transformations that are far from being distributions (this is essentially con-
trolled by the parameter filterwhich can bemodified by the user and adapted to the align-
ment length). In Algorithm 3.1 we present a pseudocode for the SAQmethod.
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Algorithm 3.1: SAQ: Semi-Algebraic Quartet reconstruction method
Input: A DNA alignment for 4 taxa of length 𝑁 and a value for filter.
Compute the vector 𝑝 ∈ ℝ44 of observed relative frequencies of site patterns.;
foreach 𝑇𝐴|𝐵 ∈ 𝒯4 do
Set: 𝒮𝐴|𝐵 ∶= {} ; // Empty list for the scores 𝑠𝑘𝐴|𝐵
foreach 𝑘 = 1,… , 16 do
Apply the 𝑘-th 𝐴|𝐵 leaf-transformations to 𝐹 to obtain 𝐹𝐴|𝐵𝑘 ;
if Every entry of 𝐹𝐴|𝐵𝑘 > filter then
Calculate 𝑠𝑘𝐴|𝐵 and add it to 𝒮𝐴|𝐵;
if 𝒮𝐴|𝐵 is not empty then
Calculate 𝑠𝐴|𝐵 ∶= mean{𝒮𝐴|𝐵};
else
Exit. SAQ can not be used for 𝐹;
Calculate 𝑠 ∶= 𝑠12|34(𝐹) + 𝑠13|24(𝐹) + 𝑠14|23(𝐹);






Output: Return SAQ(𝐹). SAQ chooses the quartet with maximum 𝑠𝐴|𝐵(𝐹).
3.4 The paralinear method
In this section we introduce the paralinear method that will allow us to use together SAQ
and Erik+2 (introduced in Section 1.4.4) in order to take advantage of both methods. To
this end we use the paralinear distance and the four-point condition.
Given a distribution vector 𝑝 ∈ ℝ44 representing the joint distribution of nucleotides
patterns of 4 taxa, we compute all pairwise paralinear distances 𝑑𝑝𝑎𝑟(𝑥, 𝑦) between the
four taxa. That is, consider two taxa 𝑥 and 𝑦 (i.e. two coordinates 𝑥 and 𝑦 of 𝑝) and let
𝐽 be the underlying joint probability matrix between 𝑥 and 𝑦, this is, every entry (𝑖, 𝑗) of
𝐽 is the probability of observing nucleotides 𝑖 and 𝑗 at 𝑥 and 𝑦, respectively (so that the
sum of its entries is one). If det 𝐽 ≠ 0, the following value corresponds to the paralinear
distance (see Definition 1.1.33) between 𝑥 and 𝑦







where 𝐷𝑥 and 𝐷𝑦 are the diagonal matrices whose diagonal entries are given by 𝐽𝟏 and
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𝟏𝑡𝐽, respectively. Otherwise, if det 𝐽 = 0 we take 𝑑𝑝𝑎𝑟(𝑥, 𝑦) as infinity. This definition
gives a dissimilarity map (see Definition 1.1.34).
The following lemmageneralizes the non-negative and the additive properties to gen-
eral Markov matrices as soon as they are not singular.
Lemma 3.4.1. Let 𝜋 be the nucleotide distribution at 𝑥 and consider a substitution process
leading from 𝑥 to 𝑦 and ruled by aMarkovmatrix𝑀. Then, the paralinear distance between
𝑥 and 𝑦 defined above (3.11) can be computed as












Moreover, we have that
(a) 𝑑𝑝𝑎𝑟(𝑥, 𝑦) ≥ 0, and the equality holds if and only if 𝑀 = 𝐼𝑑 or is a permutation
matrix;
(b) this dissimilarity map 𝑑𝑝𝑎𝑟(𝑥, 𝑦) is additive.
Proof. We have that 𝐽 = 𝑑𝑖𝑎𝑔(𝜋)𝑀 is the underlying joint probability matrix between
𝑥 and 𝑦 so that the sum of its entries is one. Note that 𝜋 = 𝐽𝟏 and 𝜋𝑡𝑀 = 𝟏𝑡𝐽, so
𝐷𝑥 = 𝑑𝑖𝑎𝑔(𝜋) and 𝐷𝑦 = 𝑑𝑖𝑎𝑔(𝑀𝑡𝜋). Therefore,
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Then, we have that





































(𝑀𝑡 𝜋)𝑖 = det𝑑𝑖𝑎𝑔(𝑀𝑡𝜋).
By multiplying this inequality with | det𝑀| ≤ 1 (that follows since𝑀 is a stochastic ma-
trix, see Theorem 1.2.15), we obtain (3.13). Note that if 𝑑𝑝𝑎𝑟(𝑥, 𝑦) = 0, then necessarily
det𝑀 = 1. The Perron-Frobenious theory (see Chapter 8 in Meyer, 2000) implies that a
stochastic matrix𝑀 with determinant 1 is necessarily the identity matrix or a permuta-
tion matrix.
Finally, the statement (b) follows easily from the expression (3.12).
Then, given a distribution𝑝 ∈ ℝ44 and a split𝐴|𝐵 of the set [4],𝐴 = {𝑎, 𝑏}, 𝐵 = {𝑐, 𝑑},
we define the following quantity
𝐼𝐴|𝐵(𝑝) =min{𝑑𝑝𝑎𝑟(𝑎, 𝑐) + 𝑑𝑝𝑎𝑟(𝑏, 𝑑), 𝑑𝑝𝑎𝑟(𝑎, 𝑑) + 𝑑𝑝𝑎𝑟(𝑏, 𝑐)} (3.14)
− 𝑑𝑝𝑎𝑟(𝑎, 𝑏) − 𝑑𝑝𝑎𝑟(𝑐, 𝑑).
The quantity above is the “neighborliness” measure used in Gascuel (1994), the “paralin-
ear method” used in Lake (1994), and was presented by Buneman (1971) as a measure of
twice the length at the interior edge.
Remark 3.4.2. Keeping the Notation 3.2.1, write 𝑁𝑥,𝑦 for the matrix consisting on the
double marginalization of 𝑝 on the coordinates different from 𝑥 and 𝑦, with rows labeled
by the states at 𝑥 if 𝑥 < 𝑦, or the transpose of this one if 𝑦 > 𝑥. Then the quantity 𝐼𝐴|𝐵(𝑝)
can also be defined as











where 𝐴 = {𝑎, 𝑏}, 𝐵 = {𝑐, 𝑑}. This follows easily since 𝐽 = 𝑁𝑥,𝑦 . Therefore, 𝑑𝑝𝑎𝑟(𝑥, 𝑦) =
− log 𝑑𝑒𝑡(𝑁𝑥,𝑦)√
𝑑𝑒𝑡(𝑁𝑥)𝑑𝑒𝑡(𝑁𝑦)
where 𝑁𝑥 = 𝑑𝑖𝑎𝑔(𝑁𝑥,𝑦𝟏) and 𝑁𝑦 = (𝟏𝑡𝑁𝑥,𝑦). This alternative pre-
sentation of the definition of 𝐼𝐴|𝐵(𝑝) is closer to our original approach and our imple-
mentation of the method is based on it.
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It is worth pointing out that at most one of the three values 𝐼12|34(𝑝), 𝐼13|24(𝑝), and
𝐼14|23(𝑝) is strictly positive. This is an immediate consequence of (3.14), see also Lemma
8 of Buneman (1971).
Lemma 3.4.3. Assume that the determinant of every double marginalization of a distribu-
tion 𝑝 ∈ ℝ44 is non-zero (so that all values 𝑑𝑝𝑎𝑟(𝑥, 𝑦), with 𝑥, 𝑦 ∈ [4] can be computed).
Then, 𝐼𝐴|𝐵(𝑝) > 0 for at most one bipartion 𝐴|𝐵.
Remark 3.4.4. The value 𝐼𝐴|𝐵 can be seen as a Markov invariant, see Definition 1.2.20.
Indeed, it is straightforward to see that, for any distribution 𝑝, 𝐼𝐴|𝐵(𝑝) is invariant by the
Markov action: 𝐼𝐴|𝐵((𝑁1 ⊗⋯⊗𝑁4) ⋅ 𝑝) = 𝐼𝐴|𝐵(𝑝) for any matrices 𝑁𝑖 ∈ 𝕄∗4 .
Note that, in the case that 𝑝 has arisen on the quartet 𝑇𝐴|𝐵 with certain stochastic
parameters then,





where𝑀5 is the transition matrix at the interior edge (see Remark 3.4.2). Note 𝐼𝐴|𝐵(𝑝) is
non-negative and that under the assumption that𝑀5 is DLC, we deduce that if 𝐼𝐴|𝐵(𝑝) =
0, then𝑀5 is necessarily the identity matrix (see (𝑎) of Lemma 3.4.1).
We denote by ℐ(𝑝) the triplet of the values 𝐼𝐴|𝐵(𝑝):
ℐ(𝑝) = (𝐼12|34(𝑝), 𝐼13|24(𝑝), 𝐼14|23(𝑝)).
When𝑝 arises fromaquartet tree𝑇𝐴|𝐵 under theGMmodel for somepositive substitution
parameters we can generalize Lake’s results and prove that 𝑑𝑝𝑎𝑟(𝑥, 𝑦) ≥ 0 for any two
nodes 𝑥, 𝑦 in the tree, see Theorem 3.4.5 (Lake proved this only for incremental Markov
matrices). Moreover, if the entries of the Markov matrix at the interior edge are strictly
positive, from the four-point condition (see Theorem 1.1.35) we get that both quantities
inside the minimum of (3.14) are equal, 𝐼𝐴|𝐵(𝑝) is the unique positive quantity in the
triplet and its value coincides with twice the paralinear distance of the interior edge (see
Theorem 3.4.5).
Statistical consistency of the paralinear method
In the next Theorem 3.4.5 we see that ℐ is a quartet-inference measure that satisfies the
“strong property II" introduced in Section 1.4. Based on this, we consider the paralinear
method: given the vector 𝐹 of relative frequencies of patterns in an alignment, choose the
tree 𝑇 = 𝑇𝐴|𝐵 with largest value 𝐼𝐴|𝐵(𝐹).
132 Chapter 3. New Phylogenetic reconstruction methods
Theorem 3.4.5. Let 𝐹 be the vector of relative frequencies of patterns from𝑁 independent
trials sampled from a distribution 𝑝, 𝐹 ∼ Mult(𝑁;𝑝). Then,
ℐ(𝐹) = (𝐼12|34(𝐹), 𝐼13|24(𝐹), 𝐼14|23(𝐹))
is a quartet inference measure that satisfies the property I and the strong property II with
𝜆 = 0 (see Definition 1.4.1).








(b) suppose 𝑝 has arisen on 𝑇 = 𝑇12|34 with stochastic parameters. If 𝑢 and 𝑣 are the two
interior nodes of 𝑇, then 𝐼12|34(𝑝) = 2𝑑𝑝𝑎𝑟(𝑢, 𝑣) ≥ 0 and 𝐼𝐶|𝐷(𝑝) = −𝐼12|34(𝑝) for
any other split 𝐶|𝐷 ≠ 12|34;
(c) the topology reconstruction method that associates to a frequency vector 𝐹 the tree 𝑇
with largest 𝐼𝑇(𝐹) is statistically consistent.
Proof. That ℐ(𝐹) = (𝐼12|34(𝐹), 𝐼13|24(𝐹), 𝐼14|23(𝐹)) is a quartet inference measure that sat-
isfies the property I is direct by definition. The strong property II is satisfied with 𝜆 = 0
because of Remark 3.4.4.
(𝑎) This follows since lim𝑁→∞ ℐ(𝐹) = ℐ(𝑝) and by Taylor expansion we have
lim
𝑁→∞





(𝑏) The first claim is a consequence of the additivity of the paralinear distance (b) in
Lemma 3.4.1. Indeed, under the assumption that 𝑝 arises from the tree 𝑇 = 12|34, every
quantity 𝑑𝑖,𝑗 (𝑖, 𝑗 ∈ [4]) can be written as the sum of the (paralinear) distances attached
to the edges of 𝑇 between 𝑖 and 𝑗. For example, 𝑑1,2 = 𝑑1,𝑢 + 𝑑𝑢,𝑣 + 𝑑𝑣,3. Then because of
the 4-point condition, the value 𝐼𝐴|𝐵(𝑝) results in 2𝑑𝑢,𝑣, which is non-negative in virtue
of (a) of Lemma 3.4.1. Now, if 𝐶|𝐷 is a split other that 12|34, it is immediate from the
Definition (3.14) that 𝐼𝐶|𝐷(𝑝) = −𝐼12|34(𝑝).








= ℐ(𝑝) = (𝛿,−𝛿,−𝛿),
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where the last equality follows from (𝑏). Therefore, for any 𝜖 > 0 there exist 𝑁1, 𝑁2, 𝑁3







Then, for any 𝜖 < 𝛿 we have





Then we can conclude that the method that chooses the tree 𝑇 with largest 𝐼𝑇(𝐹) chooses
𝑇12|34 with probability tending to 1 when 𝑁 tends to infinite.
We have seen that as a topology reconstruction method, the paralinear method is
statistically consistent for the generalMarkovmodel (see Theorem 3.4.5 (𝑐)). Moreover, it
is highly successful, as indicated by the results on simulated data displayed in Figure 4.11
(see the Section 4.3 section for details). Nevertheless, as we will see in the next chapter,
we found that using ℐ in order to ratify or not the results of Erik+2 and combine them
with SAQ gives a better performance on topology reconstruction. How to combine SAQ,
Erik+2 and the paralinear method will be done in the next section.
3.5 ASAQ: Algebraic and Semi-Algebraic Quartet
reconstruction method
In our simulation studies on the performance of SAQ versus phylogenetic reconstruction
(see Chapter 4) we note that while SAQ usually outperforms Erik+2 for short alignments
(length ≤ 1000), Erik+2 obtains better results as the length of the alignment increases.
This consideration leads us to introduce ASAQ, a new combined method of Erik+2 and
SAQ that tries to apply one or the other according to whether the data vector is consistent
with the positivity of the estimated interior branch length. Therefore, we propose the
following quartet reconstructionmethod ASAQ fromAlgebraic andSemi-AlgebraicQuartet
reconstruction method. Given a distribution 𝐹 ∈ ℝ44 the new method ASAQ applies the
Erik+2 and the paralinear methods to 𝐹 and checks whether both methods output the
same quartet and
(1) if Erik+2 and ℐ agree, then ASAQ outputs the topology and weights of Erik+2,
(2) if they do not agree, then ASAQ applies the SAQmethod and outputs the weights of
SAQ.
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Note that, an inconsistency between Erik+2 and ℐ implies that the algebraic conditions
used by Erik+2 are not in concordance with the fact that the substitution parameters
must be stochastic (note the role of the positiveness of the entries of the Markov matrix to
prove that 𝑑𝑝𝑎𝑟(𝑥, 𝑦) ≥ 0 in (𝑎) of Lemma 3.4.1). In this case ASAQ relies on SAQ which,
unlike the method Erik+2, takes into account both the semi-algebraic and the algebraic
constraints. ASAQ is a quartet inference measure that satisfies Property I of Definition
1.4.1 and it is as well, a statistically consistent reconstruction method for the general
Markov model:
Theorem 3.5.1. ASAQ is statistically consistent for the general Markov model.
Proof. The statistical consistency of ASAQ follows immediately from the statistical consis-
tency of Erik+2 (Fernández-Sánchez and Casanellas, 2016) and the paralinear method
(see Theorem 3.4.5). That is, if 𝐹 is the vector of relative frequencies of patterns from 𝑁
independent trials sampled from a distribution 𝑝 that has arisen from 𝑇 = 𝑇12|34 with
non-singular parameters, 𝐹 ∼ Mult(𝑁;𝑝), then the probability that both methods, when
applied to 𝐹, select 𝑇12|34 tends to 1 when 𝑁 tends to infinite.
One can use ASAQwith mixtures of distributions on the same tree topology with two
or three categories (or partitions) as this is allowed in Erik+2 (see Section 1.4.4). How-
ever, we cannot claim that ASAQ is statistically consistent for mixtures because ℐ and SAQ
are not consistent in this scenario (a priori). However, the simulation studies in Section
4.2.3 show a good performance of SAQ on mixture data obtained from the same tree, and
this leads to a good performance of ASAQ aswell (see Section 4.4.3). The limit on the num-
ber of categories (𝑚 = 3) comes from the theoretical foundations of Erik+2, as a larger
amount of categories would make impossible the identifiability of the tree topology in
terms of the rank constraints of the flattenings.
Implementation of the method
Given a distribution 𝐹 ∈ ℝ44 obtained from an alignment and keeping the notation al-
ready used, the computation of 𝐼𝐴|𝐵(𝐹) where 𝐴 = {𝑎, 𝑏} and 𝐵 = {𝑐, 𝑑} is done as:
𝐼𝐴|𝐵(𝑝) =min{− log | det(𝑁𝑎𝑐)| − log | det(𝑁𝑏𝑑)|,− log | det(𝑁𝑎𝑐)| − log | det(𝑁𝑏𝑑)|}
+ log | det(𝑁𝑎𝑏)| + log | det(𝑁𝑐𝑑)|. (3.16)
In order to avoid numerical problems, we compute 𝐼𝐴|𝐵(𝑝) only if the condition num-
ber of the matrices𝑁𝑥,𝑦 involved are less than a certain prescribed tolerance. To this end,
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we use the parameter “threshold”which is set to 5000, but can bemodified by the user, for
example to adapt it to the alignment length. If 𝐼𝐴|𝐵(𝑝) cannot be computed, this may be
an indicator of short sample size; in this case, ASAQ outputs the topology and the weight-
ing system given by SAQ.
We present a pseudocode for the ASAQmethod in Algorithm 3.2. The code is written
in C++ and can be downloaded from
https://github.com/marinagarrote/ASAQ-method.
Algorithm 3.2: ASAQ: Algebraic and Semi-Algebraic Quartet reconstruction
method
Input: A DNA alignment for 4 taxa of length 𝑁 and a value for filter and a
threshold.
Compute the vector 𝐹 ∈ ℝ44 of observed relative frequencies of site patterns.;
Calculate the Erik+2 weights:
Erik+2(𝐹) = 1
𝑤
(𝑤12|34(𝐹), 𝑤12|34(𝐹), 𝑤12|34(𝐹)) ; // see Section 1.4.4
Select the tree 𝑇𝐴|𝐵 that maximizes Erik+2(𝐹);
Compute the marginalizations 𝑁𝑖,𝑗;
if condNumb(𝑁𝑖,𝑗) < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 then
Calculate 𝐼𝐴|𝐵(𝐹) as in (3.16);
if ∃𝐼𝐴|𝐵(𝐹) & 𝐼𝐴|𝐵(𝐹) > 0 then
Return 𝑇𝐴|𝐵 and Erik+2(𝐹);
else






Return 𝑇𝐴|𝐵 that maximizes SAQ(𝐹) and the weights SAQ(𝐹);

4
Results on real and
simulated data
We have tested the two methods SAQ and ASAQ introduced in the previous chapter under
different settings of simulated data: on a “tree space” of quartets, on quartets with ran-
dom branch lengths, and on alignments that are not identically distributed across sites.
We also considered the three quartet-based methods (Q-methods) described in Section
1.4.5: Quartet Puzzling (Strimmer andHaeseler, 1996), Willson’s method (Willson, 1999)
and Weight Optimization (Ranwez and Gascuel, 2001) and analysed their performance
with the weighting system of ASAQ introduced in the previous chapter. In this chapter
we present the performance of all these methods under different data sets (including real
data) and compare it to other phylogenetic reconstruction methods such as maximum
likelihood (ML), neighbor-joining (NJ), maximum parsimony (MP) and Erik+2 (see Sec-
tions 1.4.1, 1.4.2, 1.4.3 and 1.4.4).
The organization of this chapter is as follows. First we describe the different data sets
thatwill be used to analyse the performance of ourmethods. In Section 4.2we present the
performance of SAQ as a quartet reconstruction method on different types of simulated
and real data and compare it with the performance of other inference methods. Next,
we present the performance of the paralinear method on the “tree space”. Section 4.4 is
devoted to present the performance of ASAQ as a quartet inference method and in Section
4.5 we present the performance of the Q-methods mentioned using weighting systems
provided by ML, NJ, Erik+2 and ASAQ. Finallywe discuss the results andmain conclusions
regarding methods SAQ and ASAQ.
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Computations
The computations on this chapter have been performed on a computer with 6 Dual Core
Intel(R) Xeon(R) E5-2430 Processor (2.20 GHz) equipped with 25 GB RAM running De-
bian GNU/Linux 8. We have used the g++ (Debian 4.9.2-10+deb8u2) 4.9.2 compiler and
theC++ library for linear algebra& scientific computingArmadillo version 3.2.3 (Cream-
fields).
The average time needed to apply SAQ and ASAQ to 100 alignments of length 10 000
bp is 8.5 and 8.7 seconds, respectively. For the same data, the paralinear method takes 7.8
seconds. The average time to reconstruct one CD tree given weights for its 495 quartets
subtrees is 1.8 seconds for QP, 89.5 seconds for WIL and 4 seconds for WO.
4.1 Data
We considered two different scenarios of simulated data: one for testing SAQ and ASAQ as
quartet reconstruction methods (described in Section 4.1.1) and another for testing the
Q-methods with several weighting systems (see Section 4.1.2). For the first one we use
the simulated data described by Fernández-Sánchez and Casanellas (2016) whereas for
the second we follow the approach of Ranwez and Gascuel (2001) and consider 12-leaf
trees.
Simulated data has been generated according to either a general Markov model (see
Definition 1.1.30) or a homogeneous general time-reversiblemodel (seeDefinition 1.1.31):
• To simulate data under the GMmodel, we have used the software GenNon-h
(Kedzierska and Casanellas, 2012) that given a set of branch lengths and a quartet
𝑇, generates a random distribution of nucleotides at the root and random substitu-
tion matrices with the expected branch length (approximated as in (1.12)). Then it
produces multiple DNA sequence alignments that have evolved under the Markov
processes on 𝑇 with the corresponding substitution parameters.
• When we refer to GTR we mean a homogeneous GTR, i.e. the same rate matrix is
assumed at all edges of the tree. Data evolving under the homogeneous GTRmodel
have been generated using Seq-gen (Rambaut and Grass, 1997).
4.1.1 Simulated data for quartet reconstruction
In this section we describe different type of quartets and parameters and the data gener-
ated according to them.
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Tree space
The first data set we use corresponds to the tree space suggested by Huelsenbeck (1995).
We consider quartets as Figure 4.1 (a), whose branch lengths are given by a pair of pa-
rameters 𝑎 and 𝑏 which vary between 0 and 1.5 in steps of 0.02. The resulting tree space
is shown in the Figure 4.1 (b). The upper left region of this tree space corresponds to
the “Felsenstein zone”, which contains trees subject to the long branch attraction phe-
nomenon, see Section 1.4.3.
For each of the two nucleotide substitution models considered, GM and GTR, and
for each pair (𝑎, 𝑏), we have simulated one hundred alignments with the corresponding
branch lengths. The alignment lengths considered are 500, 1 000 and 10 000 sites or base
pairs (bp for short).
































Figure 4.1: (a) 4-leaf tree where the length of two opposite branches and the interior branch are represented
by 𝑎; the other two peripheral branches have length 𝑏. Branch lengths are measured in the expected number of
substitutions per site . (b) Tree space obtained from the tree in (a) when the branch lengths 𝑎 and 𝑏 are varied
from 0.01 to 1.5 in steps of 0.02.
Random branch lengths
The second data set consists on 10 000 alignments generated from quartets whose branch
lengths are randomly generated according to a uniform distribution in the intervals (0, 1)
or (0, 3). These alignments are obtained according to both substitution models, GM and
GTR, and are either 1 000 or 10 000 bp long.
140 Chapter 4. Results on real and simulated data
Mixture data
We also test our methods on data from a mixture of distributions, even if they are not
specifically designed to deal with this type of mixtures. We consider a mixture alignment
with two categories of the same size, both evolving under the GM model on the same
quartet topology: in the notation of Figure 4.1 (𝑎), the first category corresponds to ex-
ternal branch lengths 𝑎 = 0.05, 𝑏 = 0.75, while the second corresponds to 𝑎 = 0.75 and
𝑏 = 0.05. The internal branch length, parametrized by 𝑟, takes the same value in both
categories and varies from 0.01 to 0.4 in steps of 0.05 (see Figure 4.2). The total length
of the alignments considered is 1 000 and 10 000 bp. This approach was first used by
Kolaczkowski and Thornton (2004) to discuss the performance of ML and MP when data











Figure 4.2: Trees considered in the categories of the alignment in the simulations on mixture data: the
alignment has two categories of the same size, each evolving under the GMmodel on one of the trees depicted
above with the systems of branch lengths indicated. The internal branch length takes the same value in both
categories is varied from 0.01 to 0.4 in steps of 0.05.
4.1.2 Simulated data for larger trees
We followed Ranwez and Gascuel (2001) to test the performance of different Q-methods
with different weighting systems. To this end, we considered three tree topologies on 12-
leaf trees, denoted CC, CD and DD, with some prescribed proportion among their edge
lengths (see Figure 4.3). A parameter 𝑏 controls the branch lengths and takes values
0.005, 0.015, 0.05, and 0.1, producing a maximum pairwise divergence along the tree of
about 0.125, 0.375, 1.25, and 2.5 substitutions per site, respectively.
We simulated data under the GM model on the three topologies. However, we only
considered data evolving under GTR model in the case of the topology DD since it is































































Figure 4.3: The three different tree topologies 𝐶𝐶, 𝐶𝐷 and 𝐷𝐷 on 12 taxa considered to test the Q-methods
with different weighting systems. They are obtained by glueing a combintation of two trees (𝐶 and 𝐷) by the













































Figure 4.4: Trees considered in the categories of the alignment in the simulations on mixture data for Q-
methods: the alignment has two categories and 𝑝 ∈ {0.25, 0.50, 0.75} represents the proportion of the first
category relative to the second. Data are generated under the GM model on one of the trees depicted above
with the systems of branch lengths indicated for different values of 𝑏.
We also considered a 2-category mixture model on these trees as follows. We gen-
erated alignments on the tree topology CD evolving under a GM model but with two
systems of substitution parameters. The sites of the first category, namely a fraction of
𝑝 sites, were generated assuming the branch lengths of the CD tree on the left of Figure
4.4 (which depend on the internal length 𝑏 as explained above). For the rest of the sites,
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we exchange the branch lengths of the edges leading to 𝑠𝑒𝑞3, 𝑠𝑒𝑞4 and 𝑠𝑒𝑞7, 𝑠𝑒𝑞8 respec-
tively as presented on the right of Figure 4.4. We varied the proportion 𝑝 of sites in the
first category between 0.25, 0.50, and 0.75. The length of the interior branch length 𝑏 is
varied as explained above.
We have considered 100 alignments of lengths 600 (in order to match the alignment
length considered in Ranwez and Gascuel, 2001), 5 000 and 10 000 base pairs generated
according to GM or GTR.
4.1.3 Real data
We considered data of 106 orthologous genes of eight species of yeast, Saccharomyces
cerevisiae, S. paradoxus, S. mikatae, S. kudriavzevii, S. castellii, S. kluyveri, S. bayanus, and
Candida albicans. The alignment consisted on the concatenation of 42 337 second codon
positions of these genes as provided by Jayaswal et al. (2014). These data sets were origi-
nally studied by Rokas et al. (2003) who identified the tree topology 𝑇 of Figure 4.5 (left)
with 100% bootstrap support. This tree is widely accepted by the community of biologists
but its correct inference is known to depend on the consideration of heterogeneity across
lineages (Rokas et al., 2003; Phillips, Delsuc, and Penny, 2004; Jayaswal et al., 2014). An
inaccurate underlaying model usually leads to the reconstruction of the tree topology 𝑇′















Figure 4.5: The tree 𝑇 of Rokas et al. (2003) (left) and the alternative tree 𝑇′ of Phillips, Delsuc, and
Penny (2004) (right) are constructed using the data provided by Jayaswal et al. (2014) with 42 337 second codon
positions of 106 orthologous genes of Saccharomyces cerevisiae, S. paradoxus, S. mikatae, S. kudriavzevii, S.
castellii, S. kluyveri, S. bayanus, and Candida albicans.
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4.2 Performance of SAQ on quartets
In this section we present the performance of SAQ on the different scenarios of quartet
data presented in the above section.
4.2.1 SAQ on the tree space
The performance of SAQ on the tree space data for alignments of 500, 1 000 and 10 000
bp simulated under GM or GTR data is presented in Figure 4.6. The success of SAQ in
recovering the correct quartet is represented by different tones of gray, where black cor-
responds to 100% success and white corresponds to 0% success. Gray tones correspond to
regions of intermediate probability, and the 95 % and 33 % isoclines are represented with
a white and black line respectively.
We observe that these figures exhibit a consistent performance (according to the re-
sults in Huelsenbeck, 1995 and Fernández-Sánchez and Casanellas, 2016), with a de-
creasing performance at the Felsenstein zone but a high performance at the other zones,
and with an increase of success for larger samples.
Average success of different quartet methods on the tree space of Figure 4.1 (b)
simulations base pairs SAQ Erik+2 NJ ML
GM
500 84.6 72.4 72.5 72.1
1 000 88.8 80.3 79.7 73.6
10 000 96.8 97.1 94.3 75.4
GTR
500 78.4 74.8 72.9 88.0
1 000 83.5 84.3 80.5 93.4
10 000 94.5 99.2 94.5 98
Table 4.1: Average success of SAQ corresponding to the tree space of Figure 4.1 (b), comparedwith
the results of the performance of Erik+2, neighbor-joining (NJ) andmaximum likelihood (ML) taken
from Fernández-Sánchez and Casanellas (2016). ML(homGMc) estimates a homogeneous continu-
ous GMmodel (that is, it estimates an unrestricted rate matrix for the whole tree and a distribution
at the root) and is appliedwhen data is generated under a GMmodel, while ML(GTR) is appliedwhen
data are generated under GTR. In each row of the table, the highest success is indicated in bold font.
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mean =  0.846  sd =  0.22




































































mean =  0.776  sd =  0.286










































































































mean =  0.888  sd =  0.207










































































mean =  0.835  sd =  0.277





















































mean =  0.968  sd =  0.137

















































mean =  0.945  sd =  0.207
Figure 4.6: Performance of SAQ in the tree space of Figure 4.1 (b) on alignments of length 500 bp (top), 1
000 bp (middle) and 10 000 bp (bottom). Black is used to represent 100% of successful quartet reconstruction,
white to represent 0%, and different tones of gray the intermediate frequencies. The 95% contour line is drawn
in white, whereas the 33% contour line is drawn in black. Left: data generated under the GM model; Right:
data generated under a homogenous GTR model.
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In Table 4.1 we summarize the overall performance of SAQ on the tree space in com-
parisonwith themethods studied in Fernández-Sánchez andCasanellas (2016). In partic-
ular, we compare it with a maximum likelihood approach (see Section 1.4.1):
ML(homGMc) estimates themost general homogeneous across lineages continuous-time
model and ML(GTR) estimates a homogeneous across lineages GTR model. Both meth-
ods estimate the rate matrix and the distribution at the root. We also compare it to the
neighbor-joining method (NJ) under the paralinear distance, as was used in the quoted
paper. We also provide the comparison to the algebraic method Erik+2 explained in Sec-
tion 1.4.4. The plots of the performance of these methods on the tree space described
above can be found in Fernández-Sánchez and Casanellas (2016).
For simpler substitutionmodels, such as JC69, K80 and K81, the rank conditions can
be refined to obtain other algebraic conditions that take into account the particular sym-
metries of these models, see Casanellas and Fernández-Sánchez (2011). It would be fea-
sible to obtain different versions of SAQ (and ASAQ) tailored specifically to these models;
however, in the absence of such tailoring, other methods (such as ML) can take advan-
tage of beingmodel-specific and outperform the current version of SAQ for data consistent
with some particular surrogate model. We have tested SAQ on the tree space of Figure 4.1
with data simulated from the heterogeneous K81 model across lineages (generated with
GenNon-h by Kedzierska and Casanellas, 2012) and obtained an overall performance of
83.7% for 1 000 bp and 93.6% for 10 000 bp, allowing us to conclude that performance
drops only slightly when moving from GM to K81.
4.2.2 SAQ on trees with random branch lengths
As the weights of SAQ are normalized so that the three quartet values sum to one we can
represent these scores in a ternary plot (also called a simplex plot), see Strimmer and
Haeseler (1997). Every point in a ternary plot corresponds to a triplet of weights of SAQ.
For instance, the vertex at bottom left corresponds to the triplet (1, 0, 0)while the centroid









To visualize how the output of SAQ is distributed, Figures 4.7 and 4.8 show ternary
plots corresponding to the data described in Section 4.1.1.
We observe that SAQweights are equally distributed for the twowrong topologies and
the vastmajority of points lie close to the left corner (which represents the correct quartet)
for bothGMandGTRdata. We also observe a strong difference in the performance of SAQ
when applied to branch lengths in (0,1) or in (0,3), being notably higher in the former.
The average success of SAQ for these random branch systems is shown in Table 4.2.
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Figure 4.7: Ternary plots corresponding to the weights of SAQ applied to 10 000 alignments generated under
the 12|34 tree with randombranch lengths uniformly distributed between 0 and 1. On each triangle the bottom-
left vertex represents the underlying quartet 12|34, the bottom-right vertex is the quartet 13|24 and the top vertex
is 14|23. Each triangle is divided into three regions according to which quartet is selected by themethod and the
percentage of trees indicated on that region is shown in red. The red triangle corresponds to the point obtained
by computing the average of SAQ weights applied to the 10 000 alignments. Top: data generated under GMM;
bottom: data generated under GTR. Left : 1 000 bp; Right: 10 000 bp.
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Figure 4.8: Ternary plots corresponding to the weights of SAQ applied to 10 000 alignments generated under
the 12|34 quartet with random branch lengths uniformly distributed between 0 and 3. On each triangle the
bottom-left vertex represents the underlying true topology 12|34, the bottom-right vertex is topology 13|24 and
the top vertex is 14|23. See caption of Figure 4.7 for a complete description. Top: correspond to data generated
under GMmodel; bottom: data generated under homogenenous GTR. Left : 1 000 bp; Right: 10 000 bp.).
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Average success of SAQ applied to data generated on 12|34
with random branch lengths
branch length
GM GTR
1 000 bp 10 000 bp 1 000 bp 10 000 bp
(0,1) 95.74 98.72 93.72 98.06
(0,3) 69.74 82.69 67.87 84.51
Table 4.2: Average success of SAQ on alignments of lengths 1 000 and 10 000 bp generated on the quartet
12|34 under the GM and GTR models with random branch lenghts uniformely distributed in (0,1) (first row)
and (0,3) (second row).
4.2.3 SAQ on mixture data
The performance of the method SAQ under the mixture data described in Section 4.1.1
is shown in Figure 4.9. The ternary diagrams show a high accuracy in determining the
correct quartet, even when the length of the alignments is 1 000 bp.
In the same figure, we present the performance of SAQ in terms of the branch length
at the interior edge, following the study in Kolaczkowski and Thornton (2004) for lengths
1 000, 10 000 and 100 000 bp. This plot is to be compared with the analogous plot in
Fernández-Sánchez andCasanellas (2016); we summarize the comparison to othermeth-
ods in Table 4.3. As it is apparent from the results in the table, SAQ outperforms all the
othermethods (even Erik+2 (m=2)) despitemixture data violates the assumptions of this
method.
Performance of different methods applied to mixture data
internal branch length SAQ Erik+2 (m=2) MP ML(GTR+2 Γ)
0.01 37 12 0 0
0.05 83 35 2 4
0.1 96 60 19 14
0.2 100 86 76 77
0.3 100 96 99 95
Table 4.3: Percentage of correctly reconstructed topologies by different methods on alignments of length
1 000 bp for data generated under the GM model with 2 categories according to Section 4.1.1. The methods
applied to reconstruct the topology were SAQ, Erik+2 with 2 partitions, Maximum Parsimony and ML(GTR+2
Γ) estimating time-reversible model with 2 discrete-gamma categories. In each row of the table, the highest
success is indicated in bold font. In all the cases, ML had to estimate all parameters.
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Figure 4.9: The three plots on the top show the ternary diagrams corresponding to theweights of SAQ applied
to mixture data of lengths 1 000, 10 000 and 100 000 bp generated by the trees of Figure 4.2. On each triangle
the bottom-left vertex represents the underlying true topology 12|34, the bottom-right vertex is topology 13|24
and the top vertex is 14|23. Each triangle is divided into three regions according to which tree is selected by
the method. The figures in red represent the percentage of alignments of the corresponding region according
to SAQ. The different colors of the dots represent the branch lengths 𝑟 of the interior edge in the tree that gave
rise to that dot. For the same data, the plot on the bottom represents the percentage of correctly reconstructed
trees by SAQ as a function of the internal branch length for different length alignment. Data generated under
the GMmodel with 2 categories, varying the internal branch length, and recovering with SAQ.
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4.2.4 SAQ on real data
Figure 4.10: Performance of SAQ on real data set obtained from the yeast genome described in Section 4.1.3.
Each number on the splits presented at the 𝑦 axis correspond to a specie of yeast: 1)C. albicans, 2) S. bayanus, 3)
S. castellii, 4) S. cerevisiae, 5) S. kluyveri, 6) S. kudriavzevii, 7) S.mikatae, 8) S. paradoxus. For each subalignment
of 4 sequences it is presented the weight of SAQ for the quartet with maximum weight, are represented by the
length of the horizontal dark bars. The 70 subalignment of 4 sequences have been ordered according to the
highest weight of SAQ. The 6 quartets with the “!” symbol represent where the method has chosen quartet
topology inconsistent with 𝑇 in Figure 4.5. The vertical lines are placed at 0.33, 0.5 and 0.66.
Wehave also tested SAQwith the real data set presented in Section 4.1.3. In Figure 4.10we
present the highest score provided by SAQ on each of the 70 subalignments of 4 sequences.
SAQ recovers correctly 91.42% of the underlying quartets on 𝑇 of Figure 4.5. However, the
quartets wrongly reconstructed (indicatedwith the the “!” symbol in the figure) represent
compatible splits to 𝑇′ in Figure 4.5.
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4.3 Performance of the paralinear method
In this sectionwe include the results of assessing the performance of the paralinearmethod.
Given a vector 𝐹 of relative frequencies from an alignment, the method outputs the tree
𝐴|𝐵 with highest score 𝐼𝐴|𝐵(𝐹) (see Section 3.4). We have tested this method on the tree
space with GM data as detailed in Section 4.1.1. The results can be found in Figure 4.11.
































































































mean =  0.878  sd =  0.164


























































mean =  0.977  sd =  0.07
Figure 4.11: Performance of the paralinearmethod in the tree space of Figure 4.1 (b) on alignments of length
1 000 bp (left), 10 000 bp (right). Black is used to represent 100% of successful quartet reconstruction, white to
represent 0%, and different tones of gray the intermediate frequencies. The 95% contour line is drawn in white,
whereas the 33% contour line is drawn in black. Data were generated according to the GMmodel.
In Figure 4.12 we show the average value of 𝐼𝐴|𝐵(𝐹) for a subset of alignments corre-
sponding to trees in the tree space. Each plot corresponds to trees with fixed value of 𝑎
and with 𝑏 varying from 0.01 to 1.5. For each 𝑎, 𝑏 one hundred alignments were consid-
ered. Note that for small values of 𝑎, 1
8
𝐼𝐴|𝐵 approximates the branch length of the interior
edge of the tree, which follows from (1.12) and (3.12) (assuming that the distribution at
the root is close to the uniform distribution). This can be observed in Figure 4.12. We can
also observe that 𝐼13|24 and 𝐼14|23, which corresponds to the incompatible splits, have a
similar behaviour (as expected, see Theorem 3.4.5 (b)) except when dealing with trees on
the Felsenstein zone (that is small values of 𝑎 and large values of 𝑏). In these cases 𝐼13|24
is usually positive which leads to a bad performance of the method (see Figure 4.11).
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Figure 4.12: Average value of 𝐼𝐴|𝐵(𝐹) for the 100 alignments of trees in the tree space of Figure 4.1 (b). Each
plot correspond to a fixed value of the branch length 𝑎. The 𝑥 axis corresponds to the value of 𝑏 and the 𝑦 axis
to the avegare of 𝐼𝐴|𝐵(𝐹). The top eight plots correspond to alignments of length 1 000 bp and the eight bottom
plots to alignments of length 10 000 bp.
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We see that the paralinearmethod is highly successful on the tree spacewithGMdata
and even outperforms SAQ. However, themethod ASAQ, whichmakes use of the paralinear
method in order to combine the methods Erik+2 and SAQ, achieves better results as we
shall see in Section 4.4.1. On top of that, with ASAQ one can use the normalized weighting
system of Erik+2 or SAQ for quartets in order to use a Q-method and reconstruct the
topology of larger trees.
4.4 Performance of ASAQ on quartets
In this section we present the performance of ASAQ on the different scenarios of quartet
data presented in the Section 4.1.1.
4.4.1 ASAQ on the tree space
The performance of ASAQ in recovering the correct quartet on data generated on the tree
space of Section 4.1.1 is represented inFigure 4.13. Aswehave notedwith SAQ, we observe
the usual decreasing performance at the Felsenstein zone (both for GM and GTR data)
and a higher performance at the other zones. Here we can also see that the success of the
method increases with the sample size as expected.
For completeness, the average performance of ASAQ on this tree space for different
alignment lengths and underlying models is compared to other methods in Table 4.4: we
include the average results of SAQ and Erik+2 (on which ASAQ is based) and NJ and ML
as published in Fernández-Sánchez and Casanellas (2016).
Average success of different methods on the tree space.
simulations base pairs ASAQ SAQ Erik+2 NJ ML
GM
500 85.3 84.6 72.4 72.5 72.1
1 000 90 88.8 80.3 79.7 73.6
10 000 98.4 96.8 97.1 94.3 75.4
GTR
500 79.9 78.4 74.8 72.9 88.0
1 000 86.9 83.5 84.3 80.5 93.4
10 000 97.9 94.5 99.2 94.5 98
Table 4.4: Average success of ASAQ corresponding to the tree space of Figure 4.1 (b), compared to the results
of the performance of SAQ, Erik+2, NJ with paralinear distance and ML taken from Casanellas, Fernández-
Sánchez, and Garrote-López (2020) and Fernández-Sánchez and Casanellas (2016). ML(homGMc) is applied
when data are generated under a GM model, while ML estimates a homogeneous GTR model when data are
generated under GTR, see Table 1 in Fernández-Sánchez and Casanellas (2016). In each row of the table, the
highest success is indicated in bold font.
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mean =  0.853  sd =  0.214





































































mean =  0.799  sd =  0.263









































































mean =  0.9  sd =  0.188























































mean =  0.869  sd =  0.228










































mean =  0.984  sd =  0.081










































mean =  0.979  sd =  0.096
Figure 4.13: Performance of ASAQ in the tree space of Figure 4.1 (b) on alignments of length 500 bp (top), 1
000 bp (middle) and 10 000 bp (bottom). Black is used to represent 100% of successful quartet reconstruction,
white to represent 0%, and different tones of gray the intermediate frequencies. The 95% contour line is drawn
in white, whereas the 33% contour line is drawn in black. Left: data generated under the GM model; Right:
data generated under a homogenous GTR model.
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Table 4.4 shows that the performance of ASAQ is better than that Erik+2 (and SAQ)
under GM data, specially for short alignments. For GTR data, the best perfomance for
alignments of length 500 and 1 000 bp was that of ML (homGMc), while for long align-
ments (10 000 bp) the best results were obtained by Erik+2.
4.4.2 ASAQ on trees with random branch lengths
To visualize the overall distribution of the weights of ASAQ applied to trees with random
branch lengths, we show ternary plots corresponding to the alignments previously de-
scribed under the GM and GTR models and with branch lengths uniformly distributed
in (0,1) (see Figure 4.14) and in (0,3) (see Figure 4.15).
Note that these ternary plots show a high performance of the method (see Table 4.5
for the summary of average success of ASAQ for these data), with amajority of points close
to the left corner (which represents the correct quartet) and weights similarly distributed
for the two discordant trees. This also shows that the method is not biased towards any
of the incorrect topologies. We note that the level of success exhibited is quite sensitive
to the branch length, being much higher for branch lengths in (0,1) than in (0,3). We do
not appreciate a remarkable difference between the performance of ASAQ when applied
to GTR data.
Average success of ASAQ applied to data generated on 12|34
with random branch lengths
branch length GM GTR
1 000 bp 10 000 bp 1 000 bp 10 000 bp
(0,1) 95.68 98.77 94.65 98.42
(0,3) 71.03 84.22 69.37 85.12
Table 4.5: Average success of ASAQ on alignments of lengths 1 000 and 10 000 bp generated on the tree 12|34
under the GM andGTRmodels with random branch lenghts uniformely distributed in (0,1) (first row) and (0,3)
(second row). The plots corresponding to these data are shown in Figures 4.14 and 4.15.
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Figure 4.14: Ternary plots corresponding to the weights of ASAQ applied to 10 000 alignments generated
under the 12|34 tree with random branch lengths uniformly distributed between 0 and 1. On each triangle
the bottom-left vertex represents the underlying quartet 12|34, the bottom-right vertex is the quartet 13|24 and
the top vertex is 14|23. The red triangle is the average of ASAQ weights applied to the 10 000 alignments. Top:
correspond to data generated under GM; bottom: data generated under GTR. Left : 1 000 bp; Right: 10 000 bp.
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Figure 4.15: Ternary plots corresponding to the weights of ASAQ applied to 10 000 alignments generated
under the 12|34 tree with random branch lengths uniformly distributed between 0 and 3. On each triangle
the bottom-left vertex represents the underlying quartet 12|34, the bottom-right vertex is the quartet 13|24 and
the top vertex is 14|23. The red triangle is the average of ASAQ weights applied to the 10 000 alignments. Top:
correspond to data generated under GM; bottom: data generated under GTR. Left : 1 000 bp; Right: 10 000 bp.
4.4.3 ASAQ on mixture data
In Figure 4.16 we show the performance of ASAQ in determining the correct quartet when
applied to mixture data. We also tested ASAQ with𝑚 = 2meaning that it applies Erik+2
with 𝑚 = 2 categories. Although we cannot prove the statistical consistency of ASAQ
with 𝑚 = 2, we analyzed the performance of this approach. Based on the comparison
of Figure 5 of Fernández-Sánchez and Casanellas (2016), Figure 4.16 also compares this
performance with that of Erik+2, Erik+2 (𝑚 = 2), maximum parsimony (MP) and two
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versions of maximum likelihood. We did not include the performance of SAQ, as it is very
similar to that of ASAQ (see Figure 4.9). The bar plots show an increasing accuracy of all
the methods depending on the value of the parameter 𝑟. This was expected, as 𝑟 accounts
for the branch length at the interior edge of the two trees involved (see Figure 4.2) and
larger 𝑟 give larger divergence between sequences at the left and the right of the trees. We
note that both ASAQ and ASAQ (m=2) (the first two bars of each plot) outperform the other
methods, with a high level of success in all cases, even when the length of the alignments
is 1 000 bp. The average success of ASAQ (𝑚 = 2) is 96.64% for 1 000 bp, 99% for 10 000
bp and 99.92% for 100 000 bp.
Figure 4.16: These bar plots represent the percentage of correctly reconstructed trees by several methods
applied to the mixture data described in Section 4.1.1; the value 𝑟 refers to the branch length of the interior
edge of the trees (see Figure 4.2). The methods being compared are ASAQ, ASAQ (𝑚 = 2) and the methods
presented in Figure 5 of Fernández-Sánchez and Casanellas (2016) on the same data: Erik+2, Erik+2 (𝑚 = 2),
ML(homGMc) and a ML estimating a heterogeneous across lineages GTR with two categories of discrete Γ rates
across sites, ML(GTR+2Γ) -only for length 1 000 bp- and maximum parsimony MP.
4.5 Performance of Q-methods
Since the output of quartet-based methods strongly depends on the choice of the initial
quartet, eachQ-methodhas been applied 100 times to each alignment and then themajor-
ity rule consensus tree (see Section 1.4.5) of these 100 replicates has been computed. We
use the implementation of Q-methods on c++ provided by Marc Sabaté-Vidales (2014),
and used on the quoted work. In order to evaluate the difference between two trees we
use the Robinson-Foulds distance (RF for short, see Definition 1.1.13). For the computa-
tion of the majority rule consensus tree and the Robinson-Foulds distance with respect
to an original tree, we have used the available functions in the Python Library DendroPy,
see Sukumaran and Holder (2010).
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4.5.1 Q-methods on general Markov data
In this sectionwe present the results obtained by theQ-methodsQP,WOandWIL applied
to the input weights from ASAQ, Erik+2, NJ and ML on simulated GM data. These results
are summarized in Figures 4.17 (for the tree topologyCC), 4.18 (forCD) and 4.19 (forDD).
The height of the bars show the average of theRobinson-Foulds distance from the original
tree to the consensus tree of 100 replicates for each of the 100 generated alignments. We
also plot in the figures the result of a global NJ applied with paralinear distance to the 12-
sequence alignment; to this end we used the NJ algorithm implemented in the R package
APE (Paradis, Claude, and Strimmer, 2004). These results are detailed in Tables B.1, B.2
and B.3 in Appendix B.
These results showahuge difference between the general performance of the quartet-
basedmethods with input weights generated by ASAQ and Erik+2methods against to the
weights obtained by NJ and ML1, specially when reconstructing the CC and CD trees. For
these data, the Q-methods studied combined with Erik+2 or ASAQ weights clearly out-
perform the samemethods with NJ or MLweights. This is specially true in the case of WO
and WIL, which obtain the best results in general when combined with weights from
ASAQ. The accuracy is not that good when applied to the DD tree: if the data were gener-
ated under GM, Erik+2 and ASAQ weights remain the best option combined with WO or
WIL (for QP however, NJ weights are the best choice). All in all, the best reconstruction
procedure seems to be the combination of WO with ASAQ weights. Applying WIL with
ASAQ weights gives also very similar results.
For short alignments (600 bp) global NJ usually outperform all the other methods,
except for 𝑏 ≤ 0.015 that has similar results to WOwith ASAQweights. However, for long
alignments (5 000 and 10 000 bp) performance of global NJ and WO with ASAQ is very
similar, indeed, WO+ASAQ gets slightly better results.
The reconstruction algorithms have had much more success in reconstructing the
tree topology CC, than the CD and theDD tree topologies. Particularly, all reconstruction
methods have a very bad performance when reconstructing the DD topology with GM
data. In the tree topologies CD and DD, the distance between 𝑠𝑒𝑞9 and 𝑠𝑒𝑞10 is 4𝑏, while
the distance between 𝑠𝑒𝑞8 and 𝑠𝑒𝑞11 is 20𝑏 (see Figure 4.4). The same happens between
species 𝑠𝑒𝑞1 and 𝑠𝑒𝑞2, and 𝑠𝑒𝑞0 and 𝑠𝑒𝑞3 of the DD topology. Thus, when an alignment
1Note that ML did not converge for some quartets (specially in the presence of long branch attraction); in
these cases we neglected the corresponding alignment and in the Appendix B tables, we denote between paren-
theses the number of alignments considered by ML. In those cases where ML did not converge for any of the 100
alignments, we have obviated the corresponding bar in the figures.
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is generated on these trees, long branch attraction situation is created, which leads the
reconstruction methods to infer a wrong topology.
Figure 4.17: Average Robinson-Foulds distance for GMdata simulated on the treeCCwith alignment length
600 bp (above), 5 000 bp (middle) and 10 000 bp (below). The thick red line on the left (and dotted lines in the
center and on the right) represent the average RF distance of the tree reconstructed using a global NJ with
paralinear distance.
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Figure 4.18: Average Robinson-Foulds distance for GMdata simulated on the treeCDwith alignment length
600 bp (above), 5 000 bp (middle) and 10 000 bp (below). The thick red line on the left (and dotted lines in the
center and on the right) represent the average RF distance of the tree reconstructed using a global NJ with
paralinear distance.
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Figure 4.19: Average Robinson-Foulds distance for GMdata simulated on the treeDDwith alignment length
600 bp (above), 5 000 bp (middle) and 10 000 bp (below). The thick red line on the left (and dotted lines in the
center and on the right) represent the average RF distance of the tree reconstructed using a global NJ with
paralinear distance.
4.5.2 Q-methods on general time reversible data
When the data is generated under the GTR model, the combination of WO/WIL with
Erik+2/ASAQ are still the best options, while the performance drops drastically when ap-
plied to short alignments (600 bp) generated from trees with long branch lengths (b=0.1).
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The results obtained by QP, WO and WIL methods applied to the input weights of
the different methods on GTR data are presented in Figure 4.20 and summarized in table
B.4. This table corresponds to the performance of the methods considered over align-
ments of lengths 600 bp and 5 000 bp generated from the tree topology DD assuming the
GTR model. We observe again a big difference in the performance of the quartet-based
methods using ASAQ and Erik+2 weights against that of NJ and ML weights. That is, the
combination of WO/WILL with Erik+2/ASAQ are still the best options, while the perfor-
mance drops drastically when applied to short alignments (600 bp) generated from trees
with long branch lengths (b=0.1). It is remarkable that in these simulations, it is enough
to consider alignments of length 5 000 bp to obtain an almost perfect reconstruction of
the original tree using the WOmethod together with the ASAQweights. It is also remark-
able that for this particular topology the results described in the previous section, where
the general Markov model was assumed, were not this good, obtaining distance values
around 8 for the DD topology with 5 000bp.
Figure 4.20: Average Robinson-Foulds distance for GTR data simulated on the tree DD tree. Alignment
length 600 bp (above) and 5 000bp (below). The thick red line on the left (and dotted lines in the center and on
the right) represent the average RF distance of the tree reconstructed using a global NJwith paralinear distance.
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On GTR data, global NJ is the method that provide best results for alignments of
length 600 bp. For larger alignments, the results of global NJ are very similar toWO+ASAQ
(except for 𝑏 = 0.1) and to WO+Erik+2.
4.5.3 Q-methods on mixture data
The results obtained by QP, WO and WIL applied to the input weights by ASAQ adapted
or not to 2-category data (𝑚 = 2), Erik+2 with 𝑚 = 2, NJ and ML on mixture data are
summarized in Figure 4.21 (for QP method), 4.22 (for WIL method) and 4.23 (for WO
method) and Tables B.5 to B.7. These figures and tables correspond to the performance
of the methods over alignments of lengths 600, 5 000 and 10 000 generated from the tree
topology CD assuming the 2-category model described in section 4.1.2. Tables B.5 to B.7
have the same structure as Tables B.1-B.4, and they correspond to the results obtained for
different proportion between the two categories; 𝑝 = 0.25, 𝑝 = 0.5 and 𝑝 = 0.75, respec-
tively. As noted for the unmixed data, there is a big difference between the performance of
the Q-methods applied with ASAQ and Erik+2weights against their performance applied
with NJ and ML.
It is remarkable that the reconstruction methods applied to mixture data on the CD
tree is more accurate in average than when applied to unmixed data (Figure 4.18). This
is probably due to the fact that when the branch lengths of species 𝑠𝑒𝑞3, 𝑠𝑒𝑞4 and 𝑠𝑒𝑞7,
𝑠𝑒𝑞8 are exchanged (see Figure 4.3), reconstruction methods have an easier job to make
the appropriate splits, since the long branch attraction situation that was caused by the
quartet of species {𝑠𝑒𝑞8, 𝑠𝑒𝑞9, 𝑠𝑒𝑞10, 𝑠𝑒𝑞11} does not longer exist with the new branch
lengths. This is consistent with the observation that the reconstruction results are more
accurate for low values of 𝑝 (we recall that the proportion 𝑝 of sites of the first category
of the alignment were generated assuming the branch lengths of the CD tree in Fig. 4.3).
As expected, the length of the alignment improves the performance of these methods,
reducing the impact of the long branch attraction effect in the first category.
For these data, WO with ASAQ (𝑚 = 2) generally outperforms all other methods,
including global NJ. For long alignment lengths (5 000 and 10 000 bp) the results of
WO+ASAQ (either with 𝑚 = 2 or not) and WO+Erik+2 (𝑚 = 2) also improve those
of the global NJ. On the other hand, global NJ performs, in general, better than WIL and
QP for any system of weights.
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Figure 4.21: Results of the QP method on 2-category data with topology CD for 𝑝 = 0.25 (top), 𝑝 = 0.5
(middle) and 𝑝 = 0.75 (bottom). The horizontal dotted lines are the result of a global NJ with the paralinear
distance.
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Figure 4.22: Results of the WIL method on 2-category data with topology CD for 𝑝 = 0.25 (top), 𝑝 = 0.5
(middle) and 𝑝 = 0.75 (bottom). The horizontal dotted lines are the result of a global NJ with the paralinear
distance.
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Figure 4.23: Results of the WO method on 2-category data with topology CD for 𝑝 = 0.25 (top), 𝑝 = 0.5
(middle) and 𝑝 = 0.75 (bottom). The horizontal dotted lines are the result of a global NJ with the paralinear
distance.
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4.5.4 Q-methods on real data
We analyse the performance of ASAQ on real data on the eight species of yeast presented
in Section 4.1.3. We investigate whether the quartets output by ASAQ support the tree 𝑇
of Rokas et al. (2003) in Figure 4.5 left or the alternative tree 𝑇′ of Phillips, Delsuc, and
Penny (2004) (Figure 4.5 right).
According to Jayaswal et al. (2014) these data are best modeled by considering, apart
from heterogeneity across lineages, two different rate categories (discrete Γ distribution)
plus invariable sites. In our setting, this is translated into a mixture distribution with 3
categories (𝑚 = 3 in ASAQ). As one can see in Table 4.6, WO+ASAQ correctly reconstructs
𝑇 when 3 categories are considered, but it reconstructs 𝑇′ otherwise. Note that the RF
distance of the consensus tree obtained by WIL+ASAQ to the tree 𝑇 is much smaller than
the distance to 𝑇′ in concordance with Jayaswal et al. (2014). When applied to these data,
a global NJ reconstructs the tree 𝑇.
RF distance to 𝑇 RF distance to 𝑇′
WIL WO WIL WO
ASAQ (m=1) 1.974 2 0.026 0
ASAQ (m=2) 1.922 2 0.078 0
ASAQ (m=3) 0.004 0 1.996 2
Table 4.6: Robinson-Foulds distance of the consensus tree obtained by WILL and WO with ASAQ weights
(with different number of categories) to the trees 𝑇 and 𝑇′ suggested in Rokas et al. (2003) and Phillips, Delsuc,
and Penny (2004), respectively.
4.6 Discussion and further considerations
SAQ and ASAQ are two newmethods of phylogenetic reconstruction that assume the most
general nucleotide substitutionmodel (a generalMarkovmodel) with independently and
identically distributed sites. Thesemethods are essentially based on the results presented
in Theorem 1.3.24 (Allman and Rhodes, 2003 and 2008) and Theorem 1.3.26 (Allman,
Rhodes, and Taylor, 2014) adapted to non-theoretical data as explained in Chapter 3, and
take advantage of the stochastic information available in the data to infer the topology
of the phylogenetic tree. The simulation studies performed show that SAQ and ASAQ are
two robust and powerful methods for quartet topology reconstruction, especially when
dealing with data generated under the GM model. Moreover, up to our knowledge, SAQ
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is the first method that combines both the algebraic and semialgebraic nature of the un-
derlying substitution models. We want to recall that since these methods are based on
the algebraic and semialgebraic description of the model, they do not need to estimate
the substitution parameters and in this sense, they may be adaptable to deal with amino
acid substitution models.
Both, SAQ and ASAQ are developed for quartets and assign a normalized weight be-
tween 0 and 1 to each possible quartet: this weight should be the greatest for the quartet
with highest confidence. These methods are statistically consistent, and the simulation
studies seem to indicate that there is no tendency on these normalized weights towards
any of the incorrect quartets. However, we have not computed the bias of the methods
and we do not claim that they are asymptotically efficient (minimal variance); they may
converge slowly under special situations. The simulations provided in this chapter are
intended to overcome this lack of theoretical computations on the sample size required
to ensure convergence with a certain probability. We are aware that we have not made a
study of the method from the statistical point of view and we based the method on the
asymptotics and the results on simulations. Such an study would certainly be relevant.
We have shown that the performance of the methods is good even for certain data
sets that violate themodel hypotheses. Indeed, the performance of both SAQ and ASAQ su-
perior to other methods even if they are not proved to be statistically consistent on these
data. Still, in Section 3.2 we have seen that SAQ can deal with some types of mixtures
such as those presented in Proposition 3.2.15 and 3.2.18. Regarding the performancewith
mixture data, we would like to point out that, although thesemethods are not specifically
designed to deal with mixtures of distributions in general, they can be easily adapted to
deal with invariable sites. One only needs to redefine the relative frequency vector 𝑝 tak-
ing into account the estimated number of invariable sites (e.g., as in Jayaswal, Robinson,
and Jermiin, 2007 or Steel, Huson, and Lockhart, 2000). Although we do not present this
implementation in this thesis, we plan to incorporate this feature in a future version of
the software.
It is also worth noting that the mixture model that can be considered in Erik+2 (and
thus in ASAQ) is actually more flexible than we have mentioned. Indeed, the rank condi-
tions considered in Erik+2 for quartets remain valid if we let the substitution parameters
of one cherry change in any number of categories (while the other cherry remains fixed
in all the categories), see Casanellas and Fernández-Sánchez (2020). This makes themix-
ture model allowed by Erik+2 and ASAQmore general, with implications for the perfor-
mance of Q-methods with ASAQ weights on mixture data. However, we should study the
statistical consistency of the methods in these cases with special care.
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The results described in section 4.2 show that SAQ performs better when applied to
data generated under the GM model than under a homogeneous GTR model (for which
the results are satisfactory and similar to the Erik+2 method). One possible explana-
tion for this phenomenon, is that when the transition matrix at the inner edge is close to
the identity (so that the method is pushed to the limit), the flattening matrices 𝐹𝑙𝑎𝑡12|34
(needed to compute the SAQ weights) are close to being symmetric and positive definite
(at least when the stationary distribution is uniform) and this is more evident in GTR
data because there is less variation in these data (e.g embeddable matrices only account
for less than 0.06% of all transition matrices, see Roca-Lacostena, 2021). In this situation,
the semialgebraic information of the data becomes almost irrelevant and the method is
practically based on the distance to the 4-rankmatrices. As a consequence, the results are
similar to those of Erik+2 and other methods based on rank conditions. Still ASAQman-
ages to improve the results of SAQ and Erik+2 in this case, especially for short lengths in
the alignments.
We have seen that WO with ASAQ weights is a phylogenetic reconstruction method
with compatible performance to that of a global NJ, which overpasses NJ in some situa-
tions, as when applied to mixture data. This contrasts with the results obtained in Ran-
wez and Gascuel (2001) and St. John et al. (2003), where only weights from ML and NJ
were considered. The results in this thesis validate the Q-methodWO as a good phyloge-
netic reconstruction method if it is applied together with a system of reliable weights as
suggested in Ranwez and Gascuel (2001). Moreover, as ASAQ assumes the most general
Markov model and can deal with mixtures, this opens the door to use Q-methods under
complex models. Note thanWO has a higher order of computational complexity than NJ
(𝑂(𝑛4) against 𝑂(𝑛3)), but we have not explored the possibility of considering a subset
of the possible 4-tuples as suggested in Snir and Rao (2010) or Davidson et al. (2018). It
would be interesting to consider these powerful methods with weights from ASAQ or to
restrict to quartetswith highestweights as starting point forQ-methods. Wehave not con-
sidered a comparison to a global maximum likelihood because it seems to have a similar
performance to NJ in practice (Ranwez and Gascuel, 2001), and in St. John et al. (2003)
it is claimed that NJ usually outperforms ML.
Finally, let us note that combining algebraic and semi-algebraic conditions in a single
score has been a hard task. There are many different ways of combining all the restric-
tions satisfied by the theoretical distributions. For example, in the definition of the score
𝑠𝑖𝑇 of the SAQ method, we could have considered not projecting into symmetric positive
matrices for the flattening 𝐹𝑙𝑎𝑡12|34 as this seems as adding unnecessary complexity to
the algorithm. However, we found that by considering the projection, all distances to
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4-rank matrices are computed on the same space of positive definite matrices and this
homogeneity improves the results of the algorithm. We have tested many other options
that are not mentioned in this final memoir. In this sense, SAQ and ASAQ are the result of
a number of decisions based on exhaustive simulation studies, with the scope of obtain-
ing a method that takes into account all the information at hand, but at the same time,
keeping the method computationally feasible and as simple as possible.
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A
Codes to compute the
distance to stochastic
phylogenetic regions
We present codes used for computations in Chapter 2. The following code in Magma
(Bosma, Cannon, and Playoust, 1997) computes the EDdegree for the JC69 variety.
Code A.1: EDdegree of the Jukes Cantor variety for quartets. Code written in Magma.
R<x0, x1, x2, x3, x4> := PolynomialRing(Rationals(), 5, "grevlex");
p := 100; // It can be modified by the user;
u0 := Random(-p,p)/Random(-p,p); u1 := Random(-p,p)/Random(-p,p);
u2 := Random(-p,p)/Random(-p,p); u3 := Random(-p,p)/Random(-p,p);
u4 := Random(-p,p)/Random(-p,p);
f := 12(u0u1u2u3u4 - x0x1x2x3x4)2 + 9(u0u1u2u3 - x0x1x2x3)2 +
6(u0u1u2u4 - x0x1x2x4)2 + 6(u0u1u3u4 - x0x1x3x4)2 +
6(u0u2u3u4 - x0x2x3x4)2 + 6(u1u2u3u4 - x1x2x3x4)2 +
3(u0u2u4 - x0x2x4)2 + 3(u1u2u4 - x1x2x4)2 +
3(u0u3u4 - x0x3x4)2 + 3(u1u3u4 - x1x3x4)2 +






P := ProjectiveSpace(Rationals(), 5); A := AffinePatch(P, 1);
X := Scheme(A, Generators(S));
print Degree(ProjectiveClosure(X));
184 Appendix A. Codes to compute the distance to stochastic phylogenetic regions
The following code written in Macaulay2 (Grayson and Stillman, 2009) has been
used to test Conjecture 2.4.8 and do the simulations in Section 2.5.







- - - - PROBLEM DEFINITION - - - -
R = RR[x_0..x_4];
T = "1234"; - - Specify the phylogenetic variety 𝒱𝑇.
- - Load Fourier coordinates for points in 𝒱𝑇
M = lines get concatenate {localPath, concatenate{
"fourierCoordinates", T, ".txt"}};
MA = sub(value M_0, R); MC = sub(value M_0, R);
- - Random data point in the linear space 𝐿𝑇, see Example 1.3.20.
p = flatten entries random (R1, R14);
- - Uncomment the next two lines to test Conjecture 2.4.8.
- - k = random(0.,1.); m = random(1.,1.7);
- - p = {k,k,k2,k2,m,k*m,k*m,k*m,k2*m,k2*m,k*m,k2*m,k2*m,k2*m};





param = flatten entries (MA - MAp | MC - MCp | MC - MCp | MC- MCp);
f = 0; for i to ♯param - 1 dof = f + param_i2;
degJC69 = 249;
- - - - NON-SINGULAR CRITICAL POINTS AT THE INTERIOR - - - -
nonSingSolsList = NonSingSolsInterior(f, degJC69, tol);
- - - - CRITICAL POINTS AT THE BOUNDARY - - - -
boundaryList = CriticalPointsBoundary(R, f);
- - - - GLOBAL MINIMUM - - - -
L = join(nonSingSolsList, boundaryList);
(globMinPV, distPV) = FindingMinimum(f, nonSingSolsList);
(globMinSPR, distSPR) = FindingMinimum(f, L);
print(concatenate("Closest point to p in the phylogenetic variety V_T:",
toString coordinates globMinPV, "; d(p,V_T)=" toString distPV));
print(concatenate("Closest point to p in the stochastic phylo region V_T+ :",
toString coordinates globMinSPR "; d(p, V_T+)=" toString distSPR));
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Code A.3: Supplementary functions for Code A.2. functions.m2
- - Round a complex number up to n decimals
roundCC = (z, n) -> (
return round(n, realPart z) + round(n, imaginaryPart z)*ii;);
- - Round a all coordinates of a point up to n decimals
roundPointCC = (p, n) -> (
return point {for i to ♯ p list(roundCC((coordinates p)_i, n))};);
- - Check if an element e is contained in a list L
inList = (L, e) -> (
for i to ♯L - 1 do(if areEqual(L_i, e) then return true;);
return false;);
- - Returns a list with partial derivatives of f defined over CC
diffList = (f) -> (
variables := support f;
S := CC[variables];
DF := diff(matrix {variables}, f);
DFList := for i from 0 to (numColumns DF - 1) list sub(DF_i_0, S);
return DFList);
- - Returns real solutions with coordinates in [-1/3, 1]
validSolutions = (sols) -> (
realSols := realPoints sols;
validSols := for i to ♯realSols-1 list(if not all (coordinates
realSols_i, n -> n >= -1/3 and n <= 1) then continue; realSols_i);
return validSols );
- - Returns a point in CC5. Completes with the coordinates that are in
the boundary
CompletePoint = (vars1, value1, vars2, value2, sol, gensR) -> (
vars3 := toList (set gensR - set vars1 - set vars2);
newPoint := new MutableList from gensR;
for i to ♯vars1 - 1 do newPoint♯(index vars1_i) = value1;
for i to ♯vars2 - 1 do newPoint♯(index vars2_i) = value2;
for i to ♯vars3 - 1 do
newPoint♯(index vars3_i) = roundCC((coordinates sol)_i, 12);
return toList newPoint);
- - Returns a list with the border indices
BoundaryIndices = (variables) -> (
BIaux = subsets variables;
BI = for i from 0 to ♯BIaux - 1 list(
{BIaux_i, subsets toList (set variables - set BIaux_i)});
return BI;);
- - Given a function f and a list of points L = {x_1..x_n} it returns the
- - point x_i such that f(x_i) is minimum and the value f(x_i)
FindingMinimum = (f, L) -> (
p = null; minVal = 1e10;
for i to ♯L -1 do(
val = (evaluate(polySystem{f}, point{L_i}))_(0,0);
if sub(val,CC) < minVal then (
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- - Given the polynomial f and the expected number of solutions degJC69 it
- - founds all roots of f and returns those that are on the feasible
region.
NonSingSolsInterior = (f, degJC69, tol) -> (
I = diffList(f);
nonSingSolsList = new List;
while ♯ nonSingSolsList < degJC69 do(
sols = solveSystem(I);
singSols = unique flatten for i to 4 list(zeroFilter(sols, i, tol));
- - Filter non-sing solutions
nonsingSols = select(sols, i-> not inList(singSols, i));
nonsingSols = refineSolutions(I, nonsingSols, 64);
nonsingSols = select(nonsingSols, i -> all(
flatten entries evaluate(polySystem I, i),
n -> abs(n) < tol));
- - Add new non-sing solutions
newSols = select(nonsingSols, i -> not inList(nonSingSolsList, i));
nonSingSolsList = join(nonSingSolsList, newSols);
);




- - Given a function f and a list of points L = {x_1..x_n} it returns the
- - point x_i such that f(x_i) is minimum and the value f(x_i)
CriticalPointsBoundary = (R, f) -> (
L = new List;
BI = BoundaryIndices(gens R);
for i from 0 to ♯BI - 1 do(
S1 = BI_i_0; - - Define set S1
for j from 0 to ♯BI_i_1 - 1 do(
S2 = BI_i_1_j;  Define set S2
- - If both S1 and S2 are empty, then F = f
if ♯S1 == 0 and ♯S2 == 0 then continue;
F = sub(sub(f, for k to ♯S1-1 list(S1_k => 1)),
for k to ♯S2-1 list(S2_k => -1/3));




if ♯sols == 0 then continue;
feasibleBoundPoints = unique apply(sols, s ->
CompletePoint(S1,1,S2,-1/3,s,gens R));
)else feasibleBoundPoints = {CompletePoint(S1, 1, S2, -1/3, {},
gens R)};








Here we present tables with the results of the three Q-methods Quartet-Puzzle, Willson
and Weight optimization methods using the weighing systems given by ASAQ, Erik+2,
ML and NJ, when applied to different data introduced in Section 4.1.2. We also include
results for the global NJ with the same data sets.
The values on the 4th to 7th columns correspond to the average (for each of the 100
considered alignments) of the Robinson-Foulds distance from the original tree to the con-
sensus tree obtained after 100 iterations of the Q-method. In case the quartet method




quartet subtrees, the corresponding align-
ment has been neglected.
The numbers in parentheses that appear in these tables represents the number of
consensus trees that we have been able to reconstruct, if missing we have reconstructed
the 100 trees. The value of the 8th column is the average value of its correspondent row.
It indicates the average of the RF distance independently of the branch length parameter
𝑏. Finally, for each Q-method and each value of 𝑏, the minimum average RF distance is
highlighted in bold type.
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Q-methods on generalMarkov data
Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 3.9 3.73 5.38 8.44 5.36
Erik+2 2.44 3.48 6.16 9.63 5.43
ML(homGMc) 9.55 9.58 9.67 10.67 (3) 9.87
NJ 9.81 9.58 9.71 9.66 9.69
WIL
ASAQ 1.59 0.46 3.54 8.4 3.5
Erik+2 1.61 1.64 4.87 8.91 4.26
ML(homGMc) 9.83 9.79 9.84 9 (3) 9.61
NJ 8.34 7.96 8.83 9.45 8.64
WO
ASAQ 1.05 0.26 1.27 6.79 2.34
Erik+2 1.57 1.46 4.9 10.11 4.51
ML(homGMc) 12.71 12.25 12.75 11 (3) 12.18
NJ 10.31 9.77 10.1 10.92 10.28
Global NJ 1.02 0.2 0.8 4.38 1.6
5000
QP
ASAQ 0.5 1.07 1.84 4.76 2.04
Erik+2 0.05 0.07 1.69 4.57 1.6
ML(homGMc) 9 9.08 (93) 9.65 (93) - (0) -
NJ 9.7 9.65 9.91 9.91 9.79
WIL
ASAQ 0 0 0 1.54 0.38
Erik+2 0.02 0.07 0.33 1.52 0.48
ML(homGMc) 9.97 9.28 (93) 9.27 (93) - (0) -
NJ 7.66 7.41 8.25 9.61 8.23
WO
ASAQ 0 0 0 0.08 0.02
Erik+2 0.02 0.06 0.2 1.66 0.48
ML(homGMc) 11.03 11.2 (93) 11.8 (93) - (0) -
NJ 9.46 9.22 9.2 9.73 9.4
Global NJ 0 0 0 0.14 0.04
10000
QP
ASAQ 0,04 0,28 1,37 3,2 1,22
Erik+2 0 0 0,44 2,92 0,84
ML(homGMc) 9 9,11 9,6 9 9,18
NJ 9,69 9,97 9,92 9,95 9,88
WIL
ASAQ 0 0 0 0,19 0,05
Erik+2 0 0,02 0,09 0,44 0,14
ML(homGMc) 9,33 9 8,98 9 9,08
NJ 7,46 7,44 8,03 9,48 8,1
WO
ASAQ 0 0 0 0 0
Erik+2 0 0 0,08 0,51 0,15
ML(homGMc) 10,97 11,01 11,69 13 11,67
NJ 9,41 9,18 9,33 9,62 9,38
Global NJ 0 0 0 0.04 0.01
Table B.1: Average Robinson-Foulds distance for GMdata simulated on the treeCC. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
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Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 6.89 7.87 8.65 10.1 8.38
Erik+2 5.9 6.92 8.23 9.96 7.75
ML(homGMc) 9.53 (78) 9.54 (98) 9.67 (95) 10 (1) 9.69
NJ 10.09 9.81 10 10.25 10.04
WIL
ASAQ 4.68 4.43 6.09 9.51 6.18
Erik+2 4.82 5 6.84 9.79 6.61
ML(homGMc) 9.87 (78) 9.9 (98) 9.61 (95) 9 (1) 9.59
NJ 9.06 9.21 9.82 9.88 9.49
WO
ASAQ 4.4 4.22 4.88 8.47 5.49
Erik+2 4.83 4.93 7.72 11.34 7.21
ML(homGMc) 12.28 (78) 12.04 (98) 12.32 (95) 10 (1) 11.66
NJ 11.31 11.01 11.09 11.45 11.21
Global NJ 4.42 4.2 4.34 7.70 5.17
5000
QP
ASAQ 4.56 5.11 5.81 8.65 6.03
Erik+2 4.03 4.09 5.5 7.71 5.33
ML(homGMc) 9 9.08 (96) 9.58 (96) 10 (1) 9.41
NJ 9.65 9.88 9.9 10.44 9.97
WIL
ASAQ 4 4 4 5.01 4.25
Erik+2 4.02 4.06 4.24 4.97 4.32
ML(homGMc) 10 9.34 (96) 9.34 (96) 9 (1) 9.42
NJ 8.92 9.12 9.43 9.85 9.33
WO
ASAQ 4 4 4 4.06 4.01
Erik+2 4 4.04 4.16 5.38 4.39
ML(homGMc) 11.04 11.18 (96) 11.76 (96) 10 (1) 10.99
NJ 10.64 10.62 10.62 10.75 10.66
Global NJ 4 4 4 4.12 4.03
10000
QP
ASAQ 4,05 4,3 5,39 7,26 5,25
Erik+2 4 4 4,44 6,76 4,8
ML(homGMc) 9 9,09 9,6 10 9,42
NJ 9,59 9,79 10,3 10,2 9,97
WIL
ASAQ 4 4 4 4,13 4,03
Erik+2 4 4,02 4,08 4,35 4,11
ML(homGMc) 9,33 8,99 8,99 9 9,08
NJ 9,01 9,11 9,76 9,94 9,45
WO
ASAQ 4 4 4 4 4
Erik+2 4 4 4,04 4,39 4,11
ML(homGMc) 10,96 10,96 11,55 9 10,62
NJ 10,76 10,54 10,83 10,81 10,73
Global NJ 4 4 4 4.04 4.01
Table B.2: Average Robinson-Foulds distance for GMdata simulated on the treeCD. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
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Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 10.62 11.4 12.32 11.29 11.41
Erik+2 9.29 10.16 10.07 10.36 9.97
ML(homGMc) 9.47 (74) 9.6 (93) 9.73 (89) 9.62 (8) 9.61
NJ 8.7 8.85 8.91 9.21 8.92
WIL
ASAQ 8.19 8.38 9.26 10.26 9.02
Erik+2 8.43 8.49 9.1 10.24 9.07
ML(homGMc) 9.88 (74) 9.72 (93) 9.6 (89) 9.38 (8) 9.65
NJ 8.91 8.9 9.59 9.31 9.18
WO
ASAQ 7.99 8.06 8.78 9.59 8.61
Erik+2 8.39 8.47 9.67 12 9.63
ML(homGMc) 12.26 (74) 11.92 (93) 11.89 (89) 11 (8) 11.77
NJ 11.11 11.06 11.18 11.29 11.16
Global NJ 8.38 8.10 8.20 10.41 8.74
5000
QP
ASAQ 8.52 8.99 9.68 12.32 9.88
Erik+2 8.03 8.09 9.36 11.11 9.15
ML(homGMc) 9 9.11 (85) 9.59 (87) - (0) -
NJ 9.11 8.95 8.97 9 9.01
WIL
ASAQ 8 8 8 8.54 8.13
Erik+2 8.02 8 8.04 8.33 8.1
ML(homGMc) 10.04 9.31 (85) 9.36 (87) - (0) -
NJ 8.82 8.81 9.54 9.31 9.12
WO
ASAQ 8 8 8 8.04 8.01
Erik+2 8 7.99 8.02 8.68 8.17
ML(homGMc) 11.04 11.18 (85) 11.79 (87) - (0) -
NJ 10.65 10.52 10.5 10.79 10.62
Global NJ 8 8 8 8.04 8.01
10000
QP
ASAQ 8,08 8,29 9,35 11,33 9,26
Erik+2 8 8 8,48 10,24 8,68
ML(homGMc) 9 9,08 9,64 0 0
NJ 9,09 8,91 9,12 9,26 9,09
WIL
ASAQ 8 8 8 8,04 8,01
Erik+2 8 8 7,94 8 7,99
ML(homGMc) 9,34 8,97 8,99 0 0
NJ 8,82 8,8 9,53 9,84 9,25
WO
ASAQ 8 8 8 8 8
Erik+2 8 8 7,96 8,03 8
ML(homGMc) 10,98 10,91 11,52 0 0
NJ 10,71 10,62 10,74 10,89 10,74
Global NJ 8 8 8 8.04 8.01
Table B.3: Average Robinson-Foulds distance for GMdata simulated on the treeDD. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
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Q-methods on general time reversible data
Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 4.06 5 6.91 10.44 6.6
Erik+2 3.7 4.76 4.89 8.35 5.43
ML(homGMc) 10.1 (77) 9.88 (99) 9.65 (97) - (0) -
NJ 9.18 9.05 9.19 9.54 9.24
WIL
ASAQ 1.9 1.11 8.64 11.58 5.81
Erik+2 2.41 2.43 3.33 7.75 3.98
ML(homGMc) 9.71 (77) 9.57 (99) 9.43 (97) - (0) -
NJ 8.42 8.23 8.46 9.25 8.59
WO
ASAQ 1.48 0.37 3.28 12.54 4.42
Erik+2 2.65 2.04 2.3 7.15 3.54
ML(homGMc) 12.71 (77) 12.45 (99) 11.98 (97) - (0) -
NJ 11.19 10.93 11.18 11.12 11.1
Global NJ 1.32 0.20 0.92 5.40 1.96
5000
QP
ASAQ 2.78 3.6 3.77 5.02 3.79
Erik+2 0.83 2.69 3.91 5.22 3.16
ML(homGMc) 9.19 (64) 9.28 (86) 9.28 (97) 9.82 (33) 9.39
NJ 8.93 8.89 9 9.26 9.02
WIL
ASAQ 0 0 0 5.79 1.45
Erik+2 0.1 (99) 0 0.08 0.72 0.22
ML(homGMc) 9.6 (62) 9.29 (86) 9.38 (97) 9.3 (33) 9.39
NJ 7.87 (99) 7.93 7.97 8.69 8.12
WO
ASAQ 0 0 0 0.97 0.24
Erik+2 0 0 0.02 0.45 0.12
ML(homGMc) 11.88 (64) 11.81 (86) 12.04 (97) 11.88 (33) 11.9
NJ 10.82 10.78 11.3 11.73 11.16
Global NJ 0 0 0 0.38 0.1
Table B.4: Average Robinson-Foulds distance for GTR data simulated on the tree DD. The number in paren-
theses indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been
inferred.
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Q-methods on mixture data
Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 3.91 4.01 5.03 7.95 (98) 5.22
ASAQ (m=2) 1.93 3.7 4.59 7.48 4.42
Erik+2 3.54 3.23 4.19 7.36 4.58
ML(homGMc) 9.66 10.24 9.65 9 (1) 9.64
NJ 5.71 5.79 5.37 6.46 5.83
WIL
ASAQ 1.96 0.96 3.14 7.46 (98) 3.38
ASAQ (m=2) 3.04 0.88 2.26 6.88 3.27
Erik+2 4 1.57 2.71 6.98 3.82
ML(homGMc) 10.07 9.57 9.49 9 (1) 9.53
NJ 6.18 6.31 6.59 8.09 6.79
WO
ASAQ 1.74 0.46 1.73 6.68 (98) 2.65
ASAQ (m=2) 1.63 0.48 1.24 5.8 2.29
Erik+2 3.49 1.36 2.1 6.94 3.47
ML(homGMc) 12.84 12.1 11.84 12 (1) 12.2
NJ 9.02 8.36 8.24 9.61 8.81
Global NJ 1.84 0.16 0.96 4.98 1.99
5000
QP
ASAQ 1.55 2.08 2.93 5.11 2.92
ASAQ (m=2) 0.88 2.24 2.59 5.02 2.68
Erik+2 0.14 0.63 2.33 4.33 1.86
ML(homGMc) 9.11 9.29 9.87 9 (1) 9.32
NJ 4.95 4.76 4.74 5.75 5.05
WIL
ASAQ 0 0 0.3 2.3 0.65
ASAQ (m=2) 0 0 0.35 2.3 0.66
Erik+2 0.04 0.08 0.08 1.3 0.38
ML(homGMc) 9.95 9.53 9.32 10 (1) 9.7
NJ 5.91 5.24 5.71 7.78 6.16
WO
ASAQ 0 0 0 0.95 0.24
ASAQ (m=2) 0 0 0 0.96 0.24
Erik+2 0.06 0.02 0.04 0.73 0.21
ML(homGMc) 11.32 11.21 11.29 10 (1) 10.96
NJ 9.16 8.24 7.51 8.85 8.44
Global NJ 0 0 0.06 1.68 0.44
10000
QP
ASAQ 0.88 1.43 2.54 4.47 2.33
ASAQ (m=2) 0.96 1.76 2.47 4.7 2.47
Erik+2 0.04 0.08 1.52 3.69 1.33
ML(homGMc) 9.28 9.15 9.8 10.25 (4) 9.62
NJ 5 4.7 4.73 5.64 5.02
WIL
ASAQ 0 0 0.16 1.92 0.52
ASAQ (m=2) 0 0 0.19 2.49 0.67
Erik+2 0.02 0 0.06 0.83 0.23
ML(homGMc) 9.24 8.98 9.03 9 (4) 9.06
NJ 5.98 5.59 5.76 7.75 6.27
WO
ASAQ 0 0 0.02 1.31 0.33
ASAQ (m=2) 0 0 0.02 0.98 0.25
Erik+2 0.02 0 0.04 0.58 0.16
ML(homGMc) 11 11.07 11.27 10.75 (4) 11.02
NJ 9.07 8.85 7.15 8.7 8.44
Global NJ 0 0 0.04 1.64 0.42
Table B.5: Average Robinson-Foulds distance for 2-category data with 𝑝 = 0.25. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
Appendix B. Results of Q-methods. Additional tables 193
Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 4.56 4.46 5.15 7.57 (99) 5.43
ASAQ (m=2) 3 4.04 4.85 7.06 4.74
Erik+2 4.89 3.88 4.54 7.21 5.13
ML(homGMc) 9.67 9.89 9.7 10 (3) 9.82
NJ 7.05 6.72 7.02 7.42 7.05
WIL
ASAQ 3.29 1.43 3.46 6.27 (99) 3.61
ASAQ (m=2) 3.99 1.05 2.92 6.3 3.56
Erik+2 5.3 2.55 3.17 6.58 4.4
ML(homGMc) 9.85 9.67 9.74 9 (3) 9.56
NJ 7.23 6.89 7.28 8.02 7.36
WO
ASAQ 2.95 0.86 1.83 5.58 (99) 2.8
ASAQ (m=2) 3 0.86 1.3 4.89 2.51
Erik+2 5.08 2.56 2.57 6.29 4.12
ML(homGMc) 12.18 12.13 12.57 11.67 (3) 12.14
NJ 9.23 8.43 8.62 9.33 8.9
Global NJ 2.98 0.82 1.18 6.18 2.79
5000
QP
ASAQ 1.43 2.35 3.28 5.75 3.2
ASAQ (m=2) 0.97 2.37 2.77 5.4 2.88
Erik+2 0.13 0.92 2.52 4.76 2.08
ML(homGMc) 9.25 9.38 10.07 10 (1) 9.68
NJ 5.81 5.83 7 7.79 6.61
WIL
ASAQ 0 0 0.8 3.27 1.02
ASAQ (m=2) 0.04 0 0.67 3.5 1.05
Erik+2 0.1 0.02 0.25 1.7 0.52
ML(homGMc) 9.82 9.33 9.4 9 (1) 9.39
NJ 6.02 6.49 6.77 7.9 6.8
WO
ASAQ 0 0 0.16 1.81 0.49
ASAQ (m=2) 0 0 0.1 1.24 0.34
Erik+2 0.1 0 0.1 1.08 0.32
ML(homGMc) 11.18 11.28 11.64 11 (1) 11.28
NJ 8.76 8.44 8.34 8.77 8.58
Global NJ 0 0 0.18 1.84 0.51
10000
QP
ASAQ 0.9 1.53 3.24 5.85 2.88
ASAQ (m=2) 0.76 1.77 2.62 4.99 2.54
Erik+2 0.02 0.16 1.6 4.04 1.46
ML(homGMc) 9.13 9.17 9.63 9 (1) 9.23
NJ 5.35 5.8 6.69 7.61 6.36
WIL
ASAQ 0 0 0.7 2.97 0.92
ASAQ (m=2) 0 0 0.57 3.16 0.93
Erik+2 0 0 0.02 0.85 0.22
ML(homGMc) 9.19 9.11 9 9 (1) 9.07
NJ 6.28 5.92 6.4 7.98 6.65
WO
ASAQ 0 0 0.2 2.28 0.62
ASAQ (m=2) 0 0 0.07 1.45 0.38
Erik+2 0.02 0 0.02 0.42 0.12
ML(homGMc) 11.1 11.15 11.37 11 (1) 11.15
NJ 8.33 8.39 8.27 8.93 8.48
Global NJ 0 0 0.14 2.14 0.57
Table B.6: Average Robinson-Foulds distance for 2-category data with 𝑝 = 0.50. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
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Length (bp) Q-method weights 𝑏 = 0.005 𝑏 = 0.015 𝑏 = 0.05 𝑏 = 0.1 Average
600
QP
ASAQ 4.15 4.35 4.97 8.13 5.4
ASAQ (m=2) 1.88 4.02 5.09 7.77 4.69
Erik+2 4.35 3.08 4.24 7.36 4.76
ML(homGMc) 9.88 9.67 9.64 - (0) -
NJ 9.14 9.04 8.9 9.09 9.04
WIL
ASAQ 2.07 0.99 3.63 7.9 3.65
ASAQ (m=2) 2.87 0.77 2.56 7.15 3.34
Erik+2 5.12 1.74 2.41 6.75 4
ML(homGMc) 9.81 9.89 9.36 - (0) -
NJ 7.59 7.31 8.12 9.17 8.05
WO
ASAQ 1.82 0.87 1.57 6.27 2.63
ASAQ (m=2) 1.76 0.44 0.95 5.55 2.17
Erik+2 4.62 1.7 2.06 6.87 3.81
ML(homGMc) 12.81 12.2 12.15 - (0) -
NJ 9.61 9.77 10.1 10.2 9.92
Global NJ 1.46 0.6 1.12 5.4 2.15
5000
QP
ASAQ 1.39 1.99 2.91 5.47 2.94
ASAQ (m=2) 0.88 2.36 2.77 5.34 2.84
Erik+2 0.1 0.58 2.52 4.81 2
ML(homGMc) 9.06 9.2 10.14 - (0) 6.85
NJ 9.54 8.83 9.31 8.97 9.16
WIL
ASAQ 0 0 0.16 3.12 0.82
ASAQ (m=2) 0 0 0.3 3.21 0.88
Erik+2 0.02 0.01 0.07 1.45 0.39
ML(homGMc) 9.94 9.53 9.46 - (0) -
NJ 7.16 7.09 6.97 7.84 7.26
WO
ASAQ 0 0 0 1.44 0.36
ASAQ (m=2) 0 0 0.04 1.01 0.26
Erik+2 0.06 0 0.04 1.08 0.3
ML(homGMc) 12.11 11.43 11.68 - (0) -
NJ 9.62 9.52 9.21 9.14 9.37
Global NJ 0 0 0.12 1.46 0.4
10000
QP
ASAQ 0.73 1.49 2.73 5.63 2.64
ASAQ (m=2) 0.81 1.83 2.46 5 2.52
Erik+2 0 0.04 1.98 4.05 1.52
ML(homGMc) 9.06 9.19 9.73 - (0) -
NJ 9.11 9.27 9.37 9 9.19
WIL
ASAQ 0 0 0.32 2.87 0.8
ASAQ (m=2) 0 0 0.22 2.93 0.79
Erik+2 0 0.02 0.01 0.33 0.09
ML(homGMc) 9.09 8.86 9.03 - (0) -
NJ 7.27 6.57 6.7 8.39 7.23
WO
ASAQ 0 0 0.12 1.54 0.42
ASAQ (m=2) 0 0 0.08 0.81 0.22
Erik+2 0 0.02 0 0.28 0.08
ML(homGMc) 11.25 11.28 11.41 - (0) -
NJ 9.4 8.73 9.21 9.73 9.27
Global NJ 0 0 0.04 1.74 0.45
Table B.7: Average Robinson-Foulds distance for 2-category data with 𝑝 = 0.75. The number in parentheses
indicates the number of consensus trees that have been reconstructed. If missing, all 100 trees have been inferred.
LATEXstyle: Based on the Masters/Doctoral Thesis template Version 2.5
by Vel, originally created by Steve Gunn and Sunil Patel.
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