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Abstract
We work within the one-parameter family of symmetric tent maps, where the slope is the
parameter. Given two such tent maps fa , fb with periodic turning points of the same period, we
use the finite kneading sequences of the maps to obtain a necessary condition for the inverse limit
spaces (I, fa) and (I, fb) to be homeomorphic. As this condition depends only on the parity of the
kneading sequence, it is easily checked. To obtain our result, we define topological substructures
of a composant, called “wrapping points” and “gaps”, and identify properties of these substructures
preserved under a homeomorphism.  2001 Published by Elsevier Science B.V.
AMS classification: Primary 54F15, Secondary 54H20; 58F03
Keywords: Continuum theory; Dynamical systems; Attractors
1. Introduction
Inverse limit spaces of one-dimensional maps commonly appear as attractors in
dynamical systems [1,2,6,9,16,23]. This suggests the question: when are two inverse limit
spaces of different one-dimensional maps homeomorphic as topological spaces? One often
studied family of one-dimensional maps is the one-parameter family of symmetric tent
maps given by fa(x)=min{ax, a(1−x)} for x ∈ [0,1] and a ∈ [1,2]. Since any unimodal
map without wandering intervals, restrictive intervals, or periodic attractors is conjugate to
a tent map (see, e.g., [18]), and as conjugate unimodal maps have homeomorphic inverse
limit spaces,the family of tent maps is more inclusive than it seems at first glance. Given
parameters a = b it is unknown whether the corresponding inverse limit spaces ([0,1], fa)
and ([0,1], fb) are homeomorphic as topological spaces, but partial results exist [4,8,13,
14,19,21,22]. In this paper we work with tent maps for which a ∈ [√2,2] and the turning
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point is periodic, i.e., letting c denote the turning point, there is some positive integer n such
that f na (c)= c. Using the kneading sequence of such maps we give a necessary condition
for the existence of a homeomorphism. One can use [5, Theorem 2] to obtain results for
a ∈ [1,√2]. Note that for a ∈ [√2,2], fa is transitive on the core [18]. One can construct
non transitive maps f,g with f not topologically conjugate to g, but (I, f ) homeomorphic
to (I, g).
Given a parameter a ∈ [√2,2] for which the turning point is periodic with period n, the
kneading sequence of fa is given by the finite string of length n, K(fa)= b1, b2, . . . , bn,
where bi =R if f ia (c) > c, bi = L if f ia (c) < c, and bn = C. We say K(fa) has even parity
provided it has an even number of R’s and odd parity if it has an odd number of R’s. Set
I= [f 2a (c), fa(c)], the dynamical core of fa . Define the inverse limit space
(I, fa)=
{
x¯ = (x0, x1, . . .)
∣∣∣ x¯ ∈ ∞∏
i=0
I and for all i > 0, fa(xi)= xi−1
}
.
It is known that (I, fa) has n end points and that end points are topological invariants.
Hence, we work with tent maps whose turning points have the same period. We now state
our main result.
Main Theorem. Let f and g be tent maps with kneading sequences of the same finite
length. If (I, f ) is homeomorphic to (I, g), then one of the following holds.
(1) The kneading sequences of f and g have the same parity and the kneading
sequences of f and g have the same number of R’s.
(2) The kneading sequences of f and g have different parity and the number of R’s
in the kneading sequence of f is the same as the number of L’s in the kneading
sequence of g.
There are several related results. Barge and Diamond [4] proved that for transitive
Markov maps f and g of an interval I , if (I, f ) is homeomorphic to (I, g) then the
algebraic extensions Q(α) = Q(β) are equal, where α and β are the spectral radii of the
transition matrices for f and g respectively. However, it can be difficult to determine
whether Q(α) = Q(β). Volkmer and Swanson [21] show that in the case when the
characteristic polynomials of the transition matrices for f and g are irreducible, the
discriminants of said characteristic polynomials are identical and Z(α) = Z(β). Most
recently, Bruin [13] proved for fa and fb with finite critical orbits that if log(a) and log(b)
are rationally independent, then the inverse limit spaces are not homeomorphic. These
papers all take an algebraic approach to this question, whereas the approach of this paper
is topological.
The goal of this paper is to find topologically invariant structures in the inverse limit
spaces of tent maps with periodic critical points and then exploit these structures to arrive
at the main result. In Section 3, we give an outline of the proof of this paper using the tent
maps with kneading sequencesRLRRC andRLLRC as examples. In subsequent sections
we make this proof general and rigorous.
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2. Preliminaries
In this section we make some general definitions and state some known results. The first
half of this section applies to inverse limit spaces in general, and the second half is about
inverse limit spaces of tent maps with periodic critical points.
Let X be a topological space. If there exists a homeomorphism from X onto [0,1], then
X is an arc. If there exists a continuous bijection from [0,1) onto X, then X is a ray. The
components of X are the maximally connected subspaces of X. We define N= {0,1, . . .}
and N+ = {1,2, . . .}.
A continuum is a compact connected metric space. Let x ∈ X a continuum. The
composant of x in X is the union of all the proper subcontinua of X that contain x .
A subcontinuum T of a space X is an end continuum in X if whenever T ⊆ H,T ⊆ J
for continua H,J ⊆X, then either H ⊆ J or J ⊆H . The point x ∈X is an end point of X
if {x} is an end continuum in X. For further discussion of continua, see [20].
Lemma 1. End points are topological invariants.
Proof. Let X be a space with end point x and h a homeomorphism with domain X. If
U,V ⊂ h(X) are continua that contain h(x), then h−1(U),h−1 (V )⊂X are continua that
contain x . As x is an end point of X, either h−1(U)⊂ h−1(V ) or h−1(V )⊂ h−1(U). Thus
either U ⊂ V or V ⊂U . ✷
Suppose that {Xi, di}∞i=0 is a collection of compact metric spaces with di bounded by 1,
and that for each i , fi :Xi+1 →Xi is a continuous map. The inverse limit space is
{Xi,fi}∞i=0 ≡
{
x¯ = (x0, x1, . . .)
∣∣∣ x¯ ∈ ∞∏
i=0
Xi,fi(xi+1)= xi, i ∈N
}
and has metric d¯ given by
d¯(x¯, y¯)=
∞∑
i=0
di(xi, yi)
2i
.
For each i , πi denotes the usual projection map from ∏∞i=0 Xi into Xi . An inverse limit
space {Xi,fi}∞i=0 is a continuum if Xi is a continuum for every i ∈ N [20, Theorem 2.4].
If Xi = X and fi = f for all i , the inverse limit space is denoted by (X,f ), and the map
f¯ : (X,f )→ (X,f ) defined by f¯ ((x0, x1, . . .))= (f (x0), x0, x1, . . .) is called the induced
homeomorphism.
A continuous map f : [a, b]→ [a, b] is called unimodal if there exists a unique turning
or critical point, c, such that f |[a, c] is increasing and f |[c, b] is decreasing. For each
x ∈ [a, b], the itinerary of x under the unimodal map f is given by I (x) = b0b1b2 · · · ,
where bi = R if f i(x) > c, bi = L if f i(x) < c, and bi = C if f i(x)= c, with the usual
convention that the itinerary stops after the first C. The kneading sequence of the unimodal
map f , denoted K(f ), is defined to be the itinerary of f (c). The parity-lexicographical
ordering is put on the set of itineraries as follows. Set L<C <R. Let W =w0w1 · · · and
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V = v0v1 · · · , be two distinct itineraries and let k be the first index where the itineraries
differ. If k = 0, then W <V if and only if w0 < v0. If k > 1 and w0 · · ·wk−1 = v0 · · ·vk−1
has an even number of R’s, i.e., has even parity, then W < V if and only if wk < vk ;
if w0 · · ·wk−1 has an odd number of R’s, then W < V if and only if vk < wk . It is an
elementary fact that the map x → I (x) is monotone, i.e., x < y implies that I (x) I (y)
[15, Lemma II.1.3]. Let K(f )= a0a1 · · · . Define the modified forward itinerary of f (c),
denoted I ′(f (c)), as follows: if K(f ) is infinite, let I ′(f (c))=K(f ); and if K(f ) has n0
elements, then
I ′
(
f (c)
)= (a0a1a2 · · ·a′n0−1)∞ where a0a1 · · ·a′n0−1 <K(f ).
Definition 2. Let f : I→ I be a unimodal map. The backward itinerary of x¯ ∈ (I, f ),
denoted B(x¯)= (b0, b1, b2, . . .), is a sequence of R’s and L’s such that
(1) bi =R if xi  c and bi = L if xi  c and
(2) if xi = c for some i > 0, then (b0, b1, . . . , bi−1) = (ai−1, ai−2, . . . , a1, a0) where
I ′(f (c))= a0a1 · · · .
Define
Bf =
{
B(x¯) | x¯ ∈ (I, f )}.
Suppose that c is periodic with period n0. Let x¯ ∈ (I, f ), B(x¯) = (b0, b1, b2, . . .), and
i < j ∈ N such that xi = c = xj . By the definition of backward itinerary, for every k < i ,
bk = ai−k−1 and bk = aj−k−1. However, I ′(f (c)) is periodic with period n0, and hence for
every k < i , ai−k−1 = aj−k−1. Thus the notation B(x¯) is well defined for every coordinate
except max{k ∈N | xk = c}where this maximum exists. Therefore, if xi = c for all i ∈N or
if xi = c for infinitely many i ∈N then x¯ has exactly one backward itinerary and if xi = c
for finitely many i ∈ N then x¯ has exactly two backward itineraries that differ in exactly
one coordinate, max{i ∈N | xi = c}. For further discussion of itineraries see [9,12].
The one-parameter family of tent maps is given by fa(x)≡ min{ax, a(1− x)} for x ∈
[0,1] and a ∈ [√2,2]. Note that fa is unimodal for all a ∈ [
√
2,2]. Let Ia ≡ [f 2a (c), fa(c)].
Notice that the interval Ia is invariant under fa and fa is locally eventually onto on Ia ; a
map g : I → I is locally eventually onto (l.e.o.) if for every non-degenerate interval J ⊂ I
there exists an n > 0 such that gn(J )= I . The interval Ia is called the core of the map fa .
The inverse limit space ([0,1], fa) is identical to (Ia, fa) except possibly for an additional
ray entwined with (Ia, fa). Clearly any subcontinuum of (Ia, fa) is contained in ([0,1], fa)
since Ia ⊂ [0,1]; the converse is not necessarily true. For the rest of this paper, fa is
assumed to be restricted to its core.
Fix a ∈ [√2,2] such that c is periodic with period n0, i.e., n0 is the smallest positive
integer such that f n0a (c) = c. For ease of notation, set I ≡ Ia , f ≡ fa |I, ci ≡ f i(c),
IR ≡ [c, c1], and IL ≡ [c2, c]. Except at its endpoints, (I, f ) is everywhere locally
homeomorphic with the product of a Cantor set and an arc [3]. The composant of x¯ ∈ (I, f )
is the set of all points y¯ ∈ (I, f ) for which B(y¯) is eventually identical to B(x¯), i.e., if
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B(x¯)= (b0, b1, . . .) and B(y¯)= (d1, d2, . . .) then y¯ is in the composant of x¯ if and only if
there exists an N ∈N such that for all nN, bn = dn. [9, Corollary 2.10].
Definition 3. Let w = (w0,w1, . . .) ∈ Bf . Define
Aw =
{
x¯ ∈ (I, f ) | πi(x¯) ∈ Iwi for all i ∈N
}
,
and
Anw = f¯ n(Aw)
for all n ∈N.
Note that for all n ∈ N and w ∈ Bf , Anw =
⋃{Av | Av ⊂ Anw}. Each Aw is a non-
degenerate arc, see Lemma 4.
Lemma 4. Let w ∈ Bf . Then there exist 0  i = j < n0 such that π0|Aw is a
homeomorphism onto [ci, cj ].
Proof. Let w= (w0,w1, . . .) ∈Bf . Define
Inw = f−1wn
(
f−1wn−1
(· · ·f−1w1 (Iw0) · · ·))
for all n ∈N.
By Definition 3,Aw = {Inw,fwn+1}∞n=0. Hence, by [20, Theorem 2.4],Aw is a continuum
and therefore πi |Aw is a homeomorphism for all i ∈N.
If there exists an N ∈N such that for every nN, f (In+1w )= Inw , then πN(Aw)= INw .
Thus to prove Lemma 4 we need only show the following:
(1) Inw is a non-degenerate interval for all n ∈N,
(2) f (In+1w )= Inw for all n n0, and
(3) f n(Inw)= [ci, cj ] for some 0 i, j < n0.
Suppose there exists an n such that Inw is a singleton. Let m = min{n ∈ N | Inw is
a singleton}. Then Imw = {c2}. However, for every n ∈ N there exists γn ∈ I such that
f n+1|[c2, γn] is strictly monotone and [c2, γn] is a non-degenerate interval. Thus, by
Definition 2 and the monotonicity of the map x → I (x), [c2, γm] ⊂ Imw contradicting
Imw = {c2}. Thus (1) holds.
Suppose there exist an n n0 such that f (In+1w )⊂− Inw . Then c3 is in the interior of the
interval Inw . However, this leads to c1 in the interior of I
n−(n0−2)
w ; a contradiction. Thus (2)
holds. Item (3) follows from the construction of Inw . ✷
Corollary 5. Let w ∈ Bf . For each n ∈ N, πn|Anw is a homeomorphism and πn(Anw) =
π0(Aw).
Lemma 6. Let n ∈ N and w ∈ Bf . The interval πn(Anw) is completely determined by the
first n0 + 1 elements of w.
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Proof. Since for every n n0, f (In+1w )= Inw ((2) in the proof of Lemma 4), πn0(Aw)=
I
n0
w . Hence
π0(Aw)= f n0
(
πn0(Aw)
)= f n0(In0w ).
Thus as πn(Anw)= π0(Aw), πn(Anw) is determined by In0w which is determined by the first
n0 + 1 elements of w. ✷
Lemma 6 allows us to easily graph the map πn(Anw) for any n ∈ N and w ∈ Bf by
looking at the graph of f n0 .
Example 1.1. Let T be the tent map with kneading sequence RLRRC. Consider T 5
(Fig. 1). The bottom axis is partitioned by the interval itineraries of length 6 allowed for T .
Thus if w ∈ BT the first 6 elements of w will match one of these itineraries, and πn(Anw)
will then be the same as T 5 applied to the interval that corresponds to that itinerary.
Definition 7. Let
c¯= (c, cn0−1, cn0−2, . . . , c2, c1)∞
and
c¯i = f¯ i(c¯)
for all i ∈N.
Lemma 8. The end points of (I, f ) are c¯, c¯1, . . . , c¯n0−1.
Proof. A proof of Lemma 8 appears in [7]. ✷
Fig. 1. The fifth iterate of T .
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3. Outline of proof
In this section we give an outline of the proof presented in this paper. To aid in the
correlation of this outline with the rigorous proof that follows, references to the appropriate
propositions, theorems, and sections are included.
For this section only, let f be the tent map with kneading sequence RLRRC and g
the tent map with kneading sequence RLLRC. As all definitions made thus far for the
map f have not relied on the kneading sequence of f , similar definitions can be made
for the map g. To keep the notation to a minimum, we use a prime on the notation
already introduced for when referring to the map g. Thus, for example, I′ is the core of
g, c′i ≡ gi(c′), and the endpoints of (I′, g) are c¯′, c¯′1, c¯′2, c¯′3, and c¯′4. This convention is used
for all future definitions as well.
Assume that (I′, g) and (I, f ) are homeomorphic and h : (I′, g)→ (I, f ) is a homeo-
morphism. We know that end point are topologically invariant, thus we define a family
of chainings on (I′, g) and (I, f ) to exploit this fact. We denote this family of chainings
on (I, f ) by Lp5,m. For each p,m ∈ N, we define Lp5,m by first creating a chaining of I.
We then take the inverse image of this chaining under the projection map. The subscript p
refers to the coordinate of the projection map used and the subscriptm refers to the fineness
of the mesh of the chaining on I. This family of chainings has the following properties.
(1) For every p,m,q, r ∈ N, Lq5,r ≺ Lp5,m if q  p and r  m (Lemma 16(3)).
The notation Lq5,r ≺ Lp5,m is read Lq5,r refines Lp5,m, and means that for every
- ∈ Lq5,r there exists γ ∈ Lp5,m such that -⊂ γ .
(2) For every p,m ∈N each endpoint of (I, f ) is contained in exactly one link of Lp5,m
(Lemma 16(4)). We denote the link of the chaining Lp5,m that contains c¯i by -c¯ip,m.
(3) The mesh of the chainingLp5,m goes to zero as p→∞ andm→∞ (Lemma 16(5)).
A rigorous construction of this family of chainings occurs in Section 4.
Fix p,m ∈N. There exists q, r ∈N such that h(L′q5,r )≺ Lp5,m and hence
h
(
-c¯
′
q,r
′ ∪ -c¯′1q,r
′
∪ -c¯′2q,r
′
∪ -c¯
′
3
q,r
′
∪ -c¯′4q,r
′)
⊂ -c¯p,m ∪ -c¯1p,m ∪ -c¯2p,m ∪ -c¯3p,m ∪ -c¯4p,m.
We now compare how the composants of (I, f ) pass though the -c¯ip,m with how the
composants of (I′, g) pass trough the -c¯iq,r
′
. To simplify this comparison, we restrict our
attention to one composant of (I′, g) and its image under the homeomorphism. By using the
induced homeomorphism, we can find a homeomorphism h¯≡ f¯ i ◦ h such that h¯(c¯′)= c¯.
We therefore use the composant of c¯′, denoted C ′, and its image under h¯, the composant of
c¯, denoted C . By our definition of h¯, h¯(-c¯′q,r
′
)⊂ -c¯p,m and hence we begin our comparison
with a closer examination of how the components of C ′ ∩ -c¯′q,r
′
map into the components of
C ∩ -c¯p,m. To facilitate this comparison we define a set of “special points” Φ˜p,0 = {x¯ ∈ C |
πp5(x¯)= c} (Definition 22). Each component of C ∩ -c¯p,m contains exactly one element of
Φ˜p,0 (Proposition 25), however, we cannot guarantee that h¯(Φ˜ ′q,0) ⊂ Φ˜p,0. We therefore
define a “fudged” map h¯q,p : Φ˜ ′q,0 → Φ˜p,0 as follows: for every w¯′ ∈ Φ˜ ′q,0, h¯q,p(w¯′) is the
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element of Φ˜p,0 that lies on the same component of C ∩ -c¯p,m as h¯(w¯′) (Definition 61). The
map h¯q,p is one-to-one, but not necessarily onto, hence we impose the order induced by C ′
on Φ˜ ′q,0 to get Φ ′q,0 = {w¯′0, w¯′1, . . .} (Definitions 20 and 22). We then look for a pattern in
the ordered image of Φ ′q,0 under h¯q,p , i.e.,
h¯q,p
(
Φ ′q,0
) = {h¯q,p(w¯′0), h¯q,p(w¯′1), . . .}
= {w¯i0 , w¯i1 , w¯i2, . . .}⊂Φp,0
where ia < ib if and only if a < b. Unfortunately, although a pattern does exist, it is too
complicated to predict easily without a better understanding of the behavior of C inbetween
the points of Φp,0.
The chaining Lp5,m was constructed by forming a chaining of I and then taking the
inverse projection, π−1p5 , of that chaining. Thus, to see how C lies in the links of Lp5,m,
we need only examine the graph of the map πp5 :C→ I. By Corollary 5, the graphs of
πp5(C) and π(p+1)5(C) have the same “shape”. Furthermore, πp5 ≡ f 5 ◦ π(p+1)5. Hence,
by applying f 5 to π(p+1)5(A(p+1)n0w ) where A(p+1)n0w ⊂ C , we can construct the graph of
πp5(C). See Figs. 2 and 1.
We define the arcs that lie between consecutive points of Φp,0 to be p-gaps (Defini-
tion 37) and we use h¯q,p to define a map, h˜q,p, from the q-gaps of C ′ to the p-gaps of C
(Definition 62). Note that each q-gap of C ′ can map under h˜q,p to multiple p-gaps of C .
The map h˜q,p preserves “shape equivalences” (Proposition 65), i.e., let G′,H ′ be two
q-gaps of C ′ such that πq5(G′) has the same “shape” as πq5(H ′), then πp5(h˜q,p(G′)) has
the same “shape” as πp5(h˜q,p(H ′)). Thus, we look for reoccurring “shapes” in the graph
of πp5(C).
We begin by classifying p-gaps according to their “shape” (Definition 39). We then
show that if two consecutive p-gaps are the same type, that they are the same type as the
first p-gap of C . Furthermore, we show that the intersection of two consecutive p-gaps of
Fig. 2. The sets πp5(Φp,0) (•) and π(p+1)5(Φp+1,0) (◦) for f .
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the same type must be in Φ˜p+1,0 and any point of Φ˜p+1,0 must lie between two p-gaps
of the same type (Theorem 54). We use this fact to find an “identifying arc” for each
Φ˜q,0 where q > p. In other words, for each q > p there is an “arc shape” such that if
w¯ ∈ Φ˜q,0 then w¯ lies at the center of an arc of that “shape” and if v¯ lies in the center
of an arc of that “shape”, then v¯ ∈ Φ˜q,0 (Theorem 58). This allows us to find t such
that Φ˜t,0 ⊃ h¯q,p(Φ˜ ′q+1,0) ⊃ Φ˜t+1,0 ⊃ h¯q,p(Φ˜ ′q+2,0) ⊃ Φ˜t+2,0 ⊃ · · · (Theorem 70), and
therefore (q + k)-gaps of C ′ map to (t + k − 1)-gaps of C and (t + k)-gaps of C map
to (q + k)-gaps of C ′ for all k ∈ N. We then exploit the properties of the gaps to arrive at
the main result (Theorem 84).
4. Chaining
In this section, we define a family of chainings that depend upon the end points of (I, f ).
Remember that f is a tent map with critical point of period n0.
Definition 9. Let U = {ui}ni=1 be an open cover of a topological space X. The set U is a
chaining of X provided ui ∩ uj = ∅ if and only if |i − j | 1. The ui ’s are called the links
of the chain.
Definition 10. Let U = {ui}ni=1 and V = {vi}mi=1 be chainings of a topological space. The
set V is said to refine U , V ≺ U , if for every 1  i m there exists 1 j  n such that
vi ⊂ uj .
Definition 11. Let
Φ˜0 =
{
x¯ ∈ (I, f ) | π0(x¯)= ci for some i  0
}
,
and let
En = πn
(
Φ˜0
)
for all n ∈N.
Note that each En is a finite set and hence partitions I.
Lemma 12. Let n ∈N. The following hold:
(1) f−1(En)= En+1, and
(2) if x, y ∈ I and (x, y)∩ En+1 = ∅, then (f (x), f (y))∩ En = ∅.
Proof. As (1) is clear, we only prove (2). Let x, y ∈ I and (x, y)∩En+1 = ∅. As c ∈ En+1,
we know (x, y)⊂ IL or (x, y)⊂ IR . Thus (f (x), f (y))= (f |Iw(x), f |Iw(y)) where w ∈
{L,R}. Suppose (f |Iw(x), f |Iw(y))∩ En = ∅. Let z ∈ En ∩ (f |Iw(x), f |Iw(y)). Then, as
f |Iw is one to one and linear on Iw , (f |Iw)−1(z) ∈ (x, y). From (1), f−1(En) = En+1,
hence, (f |Iw)−1(z) ∈ En+1 ∩ (x, y); a contradiction. ✷
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Fig. 3. The partitions created by En and Pn,m.
Definition 13. For each pair n,m ∈N, define
Pn,m =
{
z ∈ I | ∃ x, y ∈ En and k ∈
{
0,1, . . . ,2m
}
such that (x, y)∩ En = ∅ and z= kx + (2
m − k)y
2m
}
.
Each Pn,m refines the partition of I created by En by dividing each interval of this
partition into 2m intervals. See Fig. 3.
Lemma 14. Let n,m ∈N. The following hold:
(1) Pn,m ⊃ En,
(2) Pn,m+1 ⊃ Pn,m,
(3) f (Pn+1,m)= Pn,m, and
(4) if x, y ∈ I are such that (x, y)∩ Pn+1,m = ∅, then (f (x), f (y))∩ Pn,m = ∅.
Proof. Item (1) follows from the definition of Pn,m.
As (kx + (2m − k)y)/2m = (2kx + (2m+1 − 2k)y)/2m+1, (2) holds.
To prove (3), let z ∈ Pn+1,m. There exists x, y ∈ En+1 such that (x, y) ∩ En+1 = ∅
and z = (kx + (2m − k)y)/2m for some 0  k  2m. As c /∈ (x, y), f |[x, y] is linear,
and therefore f |[x, y](a) = ma + b for some m,b ∈ R. Hence, f (z) = m((kx + (2m −
k)y)/2m))+ b= (kf (x)+ (2m− k)f (y))/2m. Therefore, f (z) ∈ Pn,m since f (x), f (y) ∈
En (from Lemma 12(1)) and (f (x), f (y))∩ En = ∅ (by Lemma 12(2)).
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Next, let z ∈ Pn,m. There exists x, y ∈ En such that (x, y) ∩ En = ∅ and z = (kx +
(2m − k)y)/2m for some 0  k  2m. Then, (f |IR)−1(z) = (k(f |IR)−1(x) + (2m −
k)(f |IR)−1(y))/2m, and hence, by Lemma 12, (f |IR)−1(z) ∈ Pn+1,m.
To show (4), let x, y ∈ I be such that (x, y) ∩ Pn+1,m = ∅. Choose consecutive points
w,z ∈ En+1 such that (x, y)⊂ (w, z). We have that f |(w, z) is linear. Suppose there exists
u ∈ Pn,m∩ (f (x), f (y)). Then u= (kf (w)+ (2m− k)f (z))/2m for some 0 k  2m, and
hence (f |(w, z))−1(u)= (kw+ (2m − k)z)/2m. Thus (f |(w, z))−1(u) ∈ Pn+1,m ∩ (x, y),
a contradiction. ✷
Definition 15. Let n,m ∈ N, x ∈ Pn,m. If x = c2, set y = max{w ∈ Pn,m | x > w}. If
x = c1, set z=min{w ∈ Pn,m |w > x}. Define
lxn,m =

(y, z) if x ∈ (c2, c1),
[x, z) if x = c2,
(y, x] if x = c1.
Let
Ln,m =
{
lxn,m | x ∈ Pn,m
}
and Ln,m =
{
π−1n (l) | l ∈ Ln,m
}
.
Lemma 16. Fix n,m, i, j ∈N. The following hold:
(1) Ln,m is a chaining of I,
(2) Ln,m is a chaining of (I, f ),
(3) Ln,m ≺ Li,j if n i and m j ,
(4) if x¯ ∈ E, then there exists an unique - ∈ Ln,m such that x¯ ∈ -, and
(5) the mesh of Ln,m goes to zero as n→∞ and m→∞.
The proof of Lemma 16 is left to the reader.
5. The composant of c¯
In this section, we gain an understanding of how the composant of c¯ lies in the chaining
Lpn0,m. To do this we define special points, wrapping points, and gaps. We then identify
the properties of and the relationships between these structures.
Definition 17. Let C be the composant of c¯ in (I, f ).
Definition 18. Set BC = {v ∈Bf |Av ⊂ C}.
Lemma 19. The composant C is a ray with endpoint c¯.
Proof. As c¯ is an end point of (I, f ), c¯ is also an an end point of its composant. Thus as
C =⋃v∈BC Av , BC is countably infinite, and Av is an arc for each v ∈ BC , C is a ray with
end point c¯. ✷
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Definition 20. Let h : [0,1)→ C be a continuous bijection. Define the C-induced order on
C , , by x¯  y¯ if and only if h−1(x¯) < h−1(y¯).
As endpoints are topological invariants, the C-induced order does not depend on the
continuous bijection chosen.
Definition 21. Fix m,p ∈N. For each 0 j < n0 define -cjp,m to be the link of Lpn0,m that
contains c¯j .
We next define special points and wrapping points. The p-special points identify where
C is in the same link of Lpn0,m as an end point and the p-wrapping points identify where
the map πpn0 :C→ I wraps or turns.
Definition 22. Fix p, j ∈N, 0 j < n0. Let
Φ˜p,j =
{
x¯ ∈ C | πpn0(x¯)= cj
}
,
and
Φ˜p =
n0−1⋃
j=0
Φ˜p,j .
If x¯ ∈ Φ˜p it is called a p-special point. Define Φp,j to be the sequence of the elements of
Φ˜p,j in C-induced order and Φp to be the sequence of the elements of Φ˜p in C-induced
order.
Note that the definition of Φ˜0 given in Definition 22 is the same as that given in
Definition 11. Additionally, note that if p < q ∈N, then Φ˜p ⊃ Φ˜q .
Definition 23. For each p ∈N, define
W˜p =
{
x¯ ∈ C | x¯ ∈Apn0v ∩Apn0w , v =w ∈ BC
}∪ {c¯}.
If x¯ ∈ W˜p then x¯ is called a p-wrapping point. Define Wp to be the sequence of all
p-wrapping points in C-induced order.
Lemma 24. Let p ∈N. The following hold:
(1) W˜p = {x¯ ∈ C | ∃n pn0 such that πn(x¯)= c},
(2) W˜p+1 ⊂ Φ˜p+1 ⊂ W˜p ,
(3) f¯ n0 (˜Wp)= W˜p+1.
Proof. These properties follow directly from the definition of p-wrapping points and p-
special points. ✷
Example 1.2. Let T be the tent map with kneading sequence RLRRC. Fig. 4 shows the
p-wrapping point and the (p+ 1)-wrapping points of C . Note that W˜p+1 ⊂ W˜p.
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Fig. 4. The projections of the p-wrapping points (•) and the (p+ 1)-wrapping points (◦).
Proposition 25. Fix p,m,k ∈ N, 0  k < n0. Let D be a component of C ∩ -ckp,m. The
closure of D is an arc, and D contains exactly one element of Φ˜p,k .
Proof. For each w ∈BC , Corollary 5 states that πpn0(Apn0w )= [ci, cj ] for some 0 i, j <
n0. Hence, by the construction of Lpn0,m, there is no link of Lpn0,m that contains both end
points of Apn0w for any w ∈BC . Thus as C =
⋃
w⊂BC A
pn0
w , the closure of D is an arc.
As each Apnow ⊂ C contains at least 2 elements of Φ˜p and at most one element of Φ˜p,k
(Corollary 5), D contains at most one element of Φ˜p,k .
If D ∩ W˜p = ∅, then πpn0(D)= πpn0(-cjp,m), see Fig. 5. Thus D contains an element of
Φ˜p,j . If D ∩ W˜p = ∅, then as W˜p ⊂ Φ˜p , D contains an element of Φ˜p,j . ✷
Definition 26. Let x¯ ∈ W˜p \ {c¯}, and v = w ∈ BC such that x¯ ∈ Apn0v ∩ Apn0w . By the
definition of backward itineraries, v and w differ in exactly one coordinate, say k. Define
the p-level of x¯ by
Lp(x¯)= k,
and the p-level of c¯ by
Lp(c¯)=∞.
The set {Lp(w¯) | w¯ ∈ W˜p \ {c¯}} is unbounded.
Lemma 27. Let p ∈N and w¯ ∈ W˜p. The following hold:
(1) pn0 +Lp(w¯)=max{n ∈N | πn(w¯)= c},
(2) w¯ ∈ W˜p+1 if and only if Lp(w¯) n0.
Proof. These properties follow directly from the definition of p-wrapping points and
p-levels. ✷
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Fig. 5. The map πpn0 :C → I for the tent map with kneading sequence RLRRC, and the set
πpn0(Φ˜p,4) (•).
Lemma 28. Let p ∈ N, Wp = {w¯0, w¯1, w¯2, . . .}, and Wp+1 = {v¯0, v¯1, v¯2, . . .}. Then for
every i ∈N, Lp(w¯i)= Lp+1(v¯i ).
Proof. If i = 0, then w¯0 = c¯= v¯0, and hence Lp(w¯0)=∞= Lp+1(v¯0).
Let i ∈ N+. There exists u, t ∈ BC such that w¯i ∈ Apn0u ∩ Apn0t . However, this
implies that v¯i ∈ A(p+1)n0u ∩ A(p+1)n0t as f¯ n0 is order preserving on C . Thus Lp(w¯i) =
Lp+1(v¯i). ✷
Proposition 29. Let p ∈ N and w¯  v¯ ∈ C such that πpn0(w¯) = πpn0(v¯). There exists an
z¯ ∈ W˜p such that w¯  z¯  v¯. Additionally, if w¯, v¯ ∈ W˜p , then there exists an z¯ ∈ W˜p such that
w¯  z¯  v¯ and Lp(z¯) > min{Lp(w¯),Lp(v¯)}.
Proof. Let H be the arc that lies between w¯ and v¯. As πpn0(w¯)= πpn0(v¯), πpn0 |H is not
one to one. Let M = max{n ∈ N | πpn0+n|H is not one to one}. As πpn0+M |H is not one
to one and πpn0+M+1|H is one to one, there exists an z¯ ∈ ˚H such that πpn0+M+1(z¯)= c.
Hence z¯ ∈ W˜p (Lemma 24(1)) and Lp(z¯)=M + 1 (Lemma 27(1)). Suppose w¯, v¯ ∈ W˜p and
let N = min{Lp(w¯),Lp(v¯)}. As πpn0+N(w¯) = πpn0+N(v¯) = c, πpn0+N |H is not one to
one, and hence N <M + 1. ✷
Definition 30. Fix p ∈ N. Let H ⊂ C be an arc, ˚H ∩ Wp = {h¯1, h¯2, . . . , h¯n−1} and
∂H = {h¯0, h¯n}. The arc H is p-symmetric if πpn0(h¯0) = πpn0(h¯n) and for each 0 <
i < n, Lp(h¯i ) = Lp(h¯n−i ). The arc H is p-pseudosymmetric if for each 0  i 
n, πpn0(h¯i )= πpn0(h¯n−i ). If H is p-symmetric or p-pseudosymmetric, by Proposition 29,
n must be even; thus the center of H , denoted κ¯H , is the point h¯n/2.
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Let y¯, x¯ ∈ W˜p . By the definition of p-level, we know that if Lp(y¯) = Lp(x¯), then
πpn0(y¯) = πpn0(x¯). Thus all p-symmetric arcs are also p-pseudosymmetric. However,
as Lp(y¯) mod n0 = Lp(x¯) mod n0 implies that πpn0(y¯)= πpn0(x¯), not all p-pseudosym-
metric arcs are p-symmetric.
Lemma 31. Fix p ∈ N and let H ⊂ C be an arc. If H is p-pseudosymmetric, then H is
q-pseudosymmetric for all q ∈N such that q < p.
Proof. As f n0 ◦ πpn0 = π(p−1)n0 , Lemma 31 follows directly from Lemmas 24(1)
and 27(1). ✷
Lemma 32. Fix p ∈ N and let H ⊂ C be an arc. If H is p-symmetric, then H is
q-symmetric for all q ∈N such that qn0 <pn0 +Lp(κ¯H ).
Proof. As f n0 ◦ πpn0 = π(p−1)n0 , H is q-symmetric for all q ∈ N such that q < p by
Lemmas 24(1) and 27(1). For all q  p such that qn0 <pn0 +Lp(κ¯H ), H is q-symmetric
by the definition of p-symmetric and Lemma 27(2). ✷
Definition 33. Let w¯, v¯, u¯ ∈ C . Choose k ∈ N and v ∈ Bf such that w¯, v¯, u¯ ∈ Akv . The
point w¯ is said to be closer than u¯ to v¯ if and only if |πk(w¯)− πk(v¯)|< |πk(u¯)− πk(v¯)|.
As the backward itineraries of w¯, v¯, and u¯ are eventually identical k and v must exist.
As f |IR and f |IL are linear, Definition 33 is independent of k.
Proposition 34. Let p ∈ N and w¯ ∈ W˜p \ {c¯} such that Lp(w¯) = 0. Let H be the union
of all p-symmetries with center w¯. Then there exists v¯ such that v¯ is the closest element
of W˜p to w¯ with Lp(v¯) > Lp(w¯). Furthermore, v¯ is an end point of H .
Proof. Let u¯ ∈ W˜p be the closest element to w¯ such that Lp(u¯) > Lp(w¯) and u¯  w¯. Let
x¯ ∈ W˜p be the closest element to w¯ such that Lp(x¯) > Lp(w¯) and w¯  x¯ . By Proposition 29
and the choice of u¯ and x¯ , neither u¯ or x¯ lies in the interior of H . Let J be the arc that lies
between u¯ and x¯ and set N = Lp(w¯). Then πpn0+N |J is one to one and πpn0+N(w¯)= c.
Now, as f is symmetric about c on [c2,1 − c2], for all m ∈ N+, f m|πpn0+N(H) will
be symmetric about πpn0+N(w¯) on the smaller of [πpn0+N(u¯),1 − πpn0+N(u¯)] and
[πpn0+N(x¯),1 − πpn0+N(x¯)]. Assume without loss of generality that [πpn0+N(u¯),1 −
πpn0+N(u¯)] ⊂ [πpn0+N(x¯),1 − πpn0+N(x¯)]. By Proposition 29 and the choice of u¯ and
x¯, πpn0+N(x¯) = 1 − πpn0+N(u¯) and thus u¯ = v¯. By Lemmas 24(1) and 27(1), the arc
π−1pn0+N([πpn0+N(u¯),1 − πpn0+N(u¯)]) ∩ J = L is a p-symmetry with center w¯ and u¯ as
an end point. Thus, as u¯ cannot be in the interior of H , H = L. ✷
Example 1.3. Let T be the tent map with kneading sequence RLRRC. Fig. 6 shows the
p-wrapping points and the p-levels of the p-wrapping points and an example of w¯,H, v¯, u¯,
and x¯ from Proposition 34 and its proof.
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Fig. 6. The map π5p :C → I, the p-wrapping points with their p-levels, and an example w¯ and H
that satisfy the hypotheses for Proposition 34.
Proposition 35. Let p ∈N, w¯  v¯ ∈ W˜p such that πpn0(w¯)= πpn0(v¯), and H the arc that
lies between w¯ and v¯. If, for all z¯ ∈ W˜p such that w¯  z¯  v¯ either πpn0(z¯) = πpn0(w¯) or
Lp(z¯) < min{Lp(w¯),Lp(v¯)}, then H is p-symmetric and Lp(κ¯H ) > min{Lp(w¯),Lp(v¯)}.
Proof. Suppose that for all z¯ ∈ W˜p such that w¯ z¯ v¯ either πpn0(z¯) = πpn0(w¯) or Lp(z¯) <
min{Lp(w¯),Lp(v¯)}. Let M =max{Lp(z¯) | z¯ ∈ W˜p and w¯  z¯  v¯}. By Proposition 29, there
is exactly one z¯ ∈ W˜p such that w¯  z¯  v¯ and Lp(z¯)=M , and M > min{Lp(w¯),Lp(v¯)}.
Let J be the union of all p-symmetric arcs with center z¯. By the choice of z¯ and
Proposition 34, at least one of w¯ and v¯ is in J . Assume without loss of generality that
w¯ ∈ J . The map πpn0+M |J is a homeomorphism, and by Lemmas 24(1) and 27(1),
π−1pn0+M(1 − πpn0+M(w¯)) ∩ H = x¯ is a p-wrapping point with πpn0(x¯) = πpn0(w¯) and
Lp(x¯)  min{Lp(w¯),Lp(v¯)}. Thus, by hypothesis, x¯ does not lie between w¯ and v¯,
and hence x¯ = v¯. Therefore, H is p-symmetric, and by Proposition 34, Lp(κ¯H ) >
min{Lp(w¯),Lp(v¯)}. ✷
Proposition 36. Let p ∈N, w¯ ∈ W˜p \ {c} and H the union of all p-symmetries with w¯ as
the center. Let v¯ be the end point of H with Lp(v¯) > Lp(w¯), u¯ the other end point of H ,
and set ci = πpn0(v¯). If Lp(w¯) > i , then u¯ ∈ W˜p and 0 <Lp(w¯)−Lp(u¯) < n0.
Proof. Note that by Proposition 34 only one end point of H has p-level higher than
that of w¯, thus Lp(w¯) > Lp(u¯). Assume that Lp(w¯) > i . Set N = Lp(w¯). Then
πpn0+N |H is a homeomorphism and πpn0+N(w¯) = c. As H is p-symmetric about w¯,
πpn0+N(H) = [πpn0+N(v¯),1 − πpn0+N(v¯)]. Thus, u¯ = π−1pn0+N(1 − πpn0+N(v¯)) ∩ H .
Hence, by Lemma 24(1), u¯ ∈ W˜p and by Lemma 27(1), 0 <Lp(w¯)−Lp(u¯) < n0. ✷
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Fig. 7. The p-gaps of C and the set πpn0(Φ˜p,0) (•).
Definition 37. Fix p ∈N. As Φ˜p,0 ⊂ W˜p and W˜p is countable, Φ˜p,0 is countable. Thus Φ˜p,0
partitions C into countably many arcs. Denote this partition by Pp. We call H ⊂ C a p-gap
of C providedH ∈ Pp. Observe that for each p-gap,H , c /∈ πpn0( ˚H), and πpn0(∂H)= {c}.
Example 1.4. Let T be the tent map with kneading sequence RLRRC. Fig. 7 shows the
p-gaps of C . Although the p-gaps of C are subsets of C , it is often helpful to think of
p-gaps in terms of the graph of the map πpn0 .
Note that the intersection of two distinct p-gaps is either a point or the empty set.
Proposition 38. Fix p ∈N. If G is a p-gap of C , then G is p-symmetric.
Proof. This follow directly from Proposition 35 and Definition 37. ✷
Definition 39. Fix p,q ∈ N. Let G be a p-gap of C with G ∩ Wp = {g¯0, g¯1, . . . , g¯n}, and
H a q-gap of C with H ∩ Wq = {h¯0, h¯1, . . . , h¯m}. The gaps, G and H , are said to be the
same type if n=m and πpn0(g¯i )= πqn0(h¯i ) for all 0 i  n.
Definition 40. Fix p ∈N. Let G be a p-gap of C . Define
T (G)=min{Lq(κ¯H ) | q ∈N and H is a q-gap of the same type as G}.
Proposition 41. Fix p,q ∈ N. Let G be a p-gap of C and H a q-gap of C . If Lp(κ¯G) =
Lq(κ¯H ), then G and H are the same type.
Proof. Assume that Lp(κ¯G) = Lq(κ¯H ) = N . By Propositions 38 and 34, we have
that πpn0+N |G and πqn0+N |H are homeomorphisms. Furthermore, πpn0+N(κ¯G) =
πqn0+N(κ¯H ) = c. Thus, by Definition 37 and the symmetry of fN , πpn0+N(G) =
πqn0+N(H). The result follows by Lemma 24(1). ✷
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Corollary 42. Fix p,q ∈N. Let G be a p-gap of C and H a q-gap of C . The gaps G and
H are the same type if and only if T (G)= T (H).
Definition 43. Fix p ∈N. Let G be a p-gap of C and G∩ Wp = {g¯0, g¯1, . . . , g¯n}. For each
0 i < n, let Li be the arc that lies between g¯i and g¯i+1. Each Li is a leg of G, and L0 is
the first leg of G.
Lemma 44. Fix p ∈N. Let G be a p-gap of C with first leg L. Then πpn0(G)= πpn0(L).
Proof. Assume that πpn0(G) = πpn0(L). Let w¯ be the first p-wrapping point of G and v¯
the first p-wrapping point of G such that πpn0(v¯) /∈ πpn0(L). As G is p-symmetric, either
v¯  κ¯G or v¯ = κ¯G. By Proposition 29, there exists a unique z¯ ∈ W˜p such that w¯  z¯  v¯ and
Lp(z¯)= max{Lp(x¯) | x¯ ∈ W˜p and w¯  x¯  v¯}. As z¯ = κ¯G, there is no p-symmetry with z¯
as its center that includes w¯. Thus v¯ is closer than w¯ to z¯. Hence, by Proposition 34, there
exists w¯  y¯  z¯ such that πpn0(y¯)= πpn0(v¯), and therefore u¯ ∈ W˜p such that w¯  u¯  z¯ and
πpn0(u¯) /∈ πpn0(L), a contradiction to the choice of v¯. ✷
Definition 45. Fix p ∈ N. Let G and H be distinct p-gaps of C . Define G to be less than
H in the C-induced order, denoted G H , if for every x¯ ∈G and every y¯ ∈H , either x¯  y¯
or x¯ = y¯ .
Lemma 46. Fix p ∈ N and let G be a p-gap of C with first leg L. Then L contains a
(p− 1)-gap.
Proof. Let w¯ and v¯ be the end points of L with πpn0(w¯) = c and πpn0(v¯)= ci for some
0 < i < n0. Set πpn0(L) = [c, x]. Assume that L does not contain a (p − 1)-gap. Then
c /∈ π(p−1)n0(L \ {w¯}), and hence, by Lemma 44, c /∈ π(p−1)n0(G \ ∂G). Thus G is also a
(p− 1)-gap.
Let u¯ be the first (p − 1)-wrapping point of G such that π(p−1)n0(u¯) = ci . Let J
be the arc that lies between w¯ and u¯. By Propositions 34, and 36, and the choice
of u¯, π(p−1)n0+i |J is a homeomorphism and π(p−1)n0+i (J ) = [c, x] or [c,1 − x]. In
either case, as f i is symmetric about c, π(p−1)n0(J ) = πpn0(L). Thus we have, by
Lemma 44, f n0(πpn0(L)) = f n0(πpn0(G)) = π(p−1)n0(G) = π(p−1)n0(J ) = πpn0(L).
Hence f n0([c, ci])= [c, ci], a contradiction to f being locally eventually onto. Therefore,
L must contain a (p− 1)-gap. ✷
Proposition 47. Fix p ∈ N and let G be a p-gap of C . The first (p− 1)-gap contained in
G is the same type as the first (p− 1)-gap of C .
Proof. By Lemma 46, all p-gaps have (p − 1)-gaps in the first leg. Thus as f n0 is
symmetric about c, Lemmas 24(1) and 27(1) insure that every p-gap starts with the same
type (p − 1)-gap. Since the first p-gap of C must start with the first (p − 1)-gap of C , we
obtain that the first (p − 1)-gap contained in G is the same type as the first (p − 1)-gap
of C . ✷
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Definition 48. Fix p ∈N. Define Fp to be the first p-gap of C in the C-induced order, and
ϕ = T (Fp).
Note that ϕ does not depend on p by Lemma 5, and ϕ < n0 by Proposition 47.
Throughout the rest of this paper ϕ denotes this fixed constant.
Corollary 49. Fix p ∈N. Let G be a p-gap of C and H the first (p− 1)-gap contained in
G. Then Lp−1(κ¯H )= ϕ.
Corollary 50. Fix p ∈N. Any p-gap contains at least 3 (p− 1)-gaps.
Lemma 51. Fix p,q ∈ N. Let G be a p-gap of C and H a q-gap of C such that
T (H)= T (G). Set G∩Wp = {g¯0, g¯1, . . . , g¯n} and H ∩Wq = {h¯0, h¯1, . . . , h¯m}. Then n=m
and for all 0 < i < n, i = n/2, Lp(g¯i )= Lq(h¯i ).
Proof. By Corollary 42 H and G are the same type and therefore n=m and πpn0(κ¯G)=
πqn0(κ¯H ). Set N = Lp(κ¯G) and M = Lq(κ¯H ). Without loss of generality, assume N M .
As G is p-symmetric, πpn0+N |G is a homeomorphism and πpn0+N(G) = [x,1 − x] for
some x ∈ I. Let J be the arc that lies between h¯0 and κ¯H . As N M and πpn0(κ¯G) =
πqn0(κ¯H ), πqn0+N(κ¯H ) = c. Hence, as f N ◦ πqn0+N = πqn0 , πqn0+N(h¯0) = x or 1 − x .
In either case, as H is q-symmetric and n = m, Lemma 24(1) implies πqn0+N |J is
a homeomorphism and πqn0+N(J ) = [c, x] or [c,1 − x]. The result follows by the q-
symmetry of H and Lemma 27(1). ✷
Definition 52. Let p ∈ N. Let H,G ⊂ C be arcs. Set ˚G ∩ Wp = {g¯1, g¯2, . . . , g¯n−1},
∂G = {g¯0, g¯n}, ˚H ∩ Wq = {h¯1, h¯2, . . . , h¯m−1} and ∂H = {h¯0, h¯m}. The arcs G and H
are said to have the same p-shape if n=m and πpn0(g¯i)= πpn0(h¯i) for every 0 i  n.
The arcs G and H are said to have mirrored p-shape if n=m and πpn0(g¯i )= πpn0(h¯n−i )
for every 0 i  n.
Lemma 53. Let p  q ∈ N and G,H q-gaps of C . If G and H have the same p-shape,
then T (G)= T (H).
Proof. We prove Lemma 53 by showing that if T (G) = T (H), then G and H do not
have the same p-shape. Suppose T (G) = T (H). If πqn0(κ¯G) = πqn0(κ¯H ), then G and H
do not have the same p-shape. Assume that πqn0(κ¯G) = πqn0(κ¯H ). By Proposition 41,
Lq(κ¯G) = Lq(κ¯H ). Set N = Lq(κ¯G) and assume without loss of generality that N <
Lq(κ¯H ). Then πqn0+N |G is a homeomorphism and πqn0+N(G) = [x,1 − x] for some
x ∈ I. Let w¯ be the first p-wrapping point of H and J the arc that lies between w¯ and
κ¯H . As πqn0+N(κ¯H )= c and πqn0+N(w¯)= x or 1−x , πqn0+N(J ) contains either [c, x] or
[c,1− x]. In either case, by Lemmas 24(1) and 27(1), πqn0+N |J is not a homeomorphism,
as if it was T (G) = T (H). Thus J contains at least 1 more p-wrapping point than the
arc that lies between the first p-wrapping point of G and κ¯G, and hence, as q-gaps are
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p-symmetric, H contains more p-wrapping points than H . Thus G and H do not have the
same p-shape. ✷
Theorem 54. Let p  q ∈ N, w¯ ∈ Φ˜q,0 \ {c¯} and G,H the q-gaps that contain w¯. The
following hold.
(1) If G and H have the same p-shape, then w¯ ∈ Φ˜q+1,0.
(2) If w¯ ∈ Φ˜q+1,0, then Lq(κ¯G)= Lq(κ¯H )= ϕ and G∪H is a q-symmetry.
Proof. We first prove (1). Suppose that G and H have the same p-shape, then by Lem-
ma 53, T (G)= T (H). Assume without loss of generality that G H . Let v¯ be the second
to last q-wrapping point of G and u¯ be the second q-wrapping point of H . As G and H
are the same type and q-symmetric, πpn0(v¯)= πpn0(u¯). Thus by Proposition 35, Lq(w¯) >
min{Lq(u¯),Lq(v¯)}> 0. Thus Lq(w¯) n0, and therefore w¯ ∈ Φ˜q+1,0 (Lemma 27(2)).
Next we prove (2). Let w¯ ∈ Φ˜q+1,0 and J,K be the (q + 1)-gaps that contain w¯. By
Corollary 49, the first q-gaps of J and K have centers with q-levels of ϕ. Furthermore, as
J and K are (q+ 1)-symmetric and therefore q-symmetric (Lemma 32), the last q-gaps of
J and K also have centers with q-levels of ϕ. ThusLq(κ¯G)= Lq(κ¯H )= ϕ . By Lemma 51,
G∪H is a q-symmetry. ✷
Theorem 55. Let p  q ∈ N. Let w¯ ∈ W˜q ∩ Φ˜q,i where 0 < i < n0 such that w¯ is not the
first element in Wq ∩ Φ˜q,i . Let u¯ be the closest q-wrapping point to w¯ such that u¯ ∈ Φ˜q,i
and u¯  w¯ and v¯ the closest q-wrapping point to w¯ such that v¯ ∈ Φ˜q,i and w¯  v¯. Let G be
the arc that lies between v¯ and w¯ and H that arc that lies between w¯ and u¯. The following
hold.
(1) The arcs G and H are q-symmetric.
(2) If G and H have the same p-shape, then w¯ ∈ W˜q+1.
(3) If w¯ ∈ W˜q+1, Lq(κ¯G)= Lq(κ¯H )= ϕ + i , and G ∪H is a q-symmetry.
Proof. The arcs G and H are q-symmetric by Proposition 35.
Let G and H have the same p-shape. Set J =G ∪H and let N be an integer such that
πqn0+N |J is a homeomorphism. Note that J is a q-pseudosymmetry. Let J ′ ⊂ C be an
arc such that π(q+1)n0+N−i |J ′ is a homeomorphism and πqn0+N(J )= π(q+1)n0+N−i (J ′),
such an arc must exist as f is locally eventually onto. By Lemma 24(1), J ′ is a
q-pseudosymmetry. Let G′ be the arc of J ′ that lies between the first end point of J ′
and κ¯J ′ and H ′ the arc that lies between κ¯J ′ and the last end point of J ′. By the choice
of J ′, Lemmas 24(1), and 27(1), J ′ ∩ Φ˜q+1,0 = ∂J ′ ∪ {κ¯J ′ } and G′ and H ′ have the same
q-shape. Thus, by Theorem 54(1), κ¯J ′ ∈ Φ˜q+2,0. Therefore, again by the choice of J ′,
Lemmas 24(1), and 27(1), w¯ ∈ W˜q+1. Thus (2) holds.
Next we prove (3). Suppose w¯ ∈ W˜q+1. Set J = G ∪ H and let N be an integer such
that πqn0+N |J is a homeomorphism. Let J ′ ⊂ C be an arc such that πqn0+N−i |J ′ is a
homeomorphism and πqn0+N(J ) = πqn0+N−i (J ′), such an arc must exist as f is locally
eventually onto. Let v¯ be the element in J ′ such that πqn0+N−i (v¯)= πqn0+N(w¯). By the
choice of J ′, Lemmas 24(1), and 27(1), v¯ ∈ Φ˜q+1,0 and J ′ ∩ Φ˜q,0 = ∂J ′ ∪ {v¯}. Let G′
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and H ′ be the q-gaps that contain v¯. By Theorem 54(2), Lq(κ¯G′) = Lq(κ¯H ′) = ϕ and
G′ ∪ H ′ is a q-symmetry. Hence, again by the choice of J ′, Lemmas 24(1), and 27(1),
Lq(κ¯G)= Lq(κ¯H )= ϕ + i , and G∪H is a q-symmetry. ✷
Lemma 56. Let p  q ∈ N, w¯ ∈ W˜q+1 \ {c¯} and πqn0(w¯)= ci for some 0 i < n0. Then
there exists u¯ ∈ W˜q ∩ Φ˜q,i such that u¯  w¯.
Proof. The point f¯−n0(w¯) ∈ W˜q ∩ Φ˜q,i . Furthermore, as W˜q+1 ⊂ W˜q (Lemma 24(2)),
f¯ n0 (˜Wq)= W˜q+1 (Lemma 24(3)), and f¯ is C-order preserving, f¯−n0(w¯)  w¯. ✷
Definition 57. Let p  q ∈N, w¯ ∈ W˜q+1 \ {c¯} and πqn0(w¯)= ci for some 0 i < n0. Let
u¯ be the closest q-wrapping point to w¯ such that u¯ ∈ Φ˜q,i and u¯  w¯ and v¯ the closest
q-wrapping point to w¯ such that v¯ ∈ Φ˜q,i and w¯  v¯. Let H be the arc that lies between u¯
and v¯. The arc H is the (q + 1)-forced symmetry of w¯.
Theorem 58. Let p q ∈N, w¯ ∈ Φ˜q+1,0 \ {c¯}, and H the (q + 1)-forced symmetry of w¯.
Let J ⊂ C be an arc such that H and J have the same p-shape. Then κ¯J ∈ Φ˜q+1,0.
Proof. As H and J have the same p-shape, there is a natural correspondence between the
p-wrapping points of H and the p-wrapping points of J . Let Ψ :Wp ∩ H → Wp ∩ J be
this correspondence. Additionally, by Theorem 54(2), we know that H contains 2 q-gaps
of type ϕ. We denote these q-gaps by G and K with G K . We prove Theorem 58 by first
showing that Ψ (κ¯G),Ψ (κ¯H ) ∈ Φ˜q,ϕ ∩ Wq and then applying Proposition 35.
First note that as Lt (Ft ) = ϕ < n0 for any t ∈ N, Ft ∩ W˜t ∩ Φ˜t,0 = {κ¯Ft }. Thus by
Proposition 47, the first and last elements of Wt ∩ Φ˜t,ϕ ∩ H are not (t + 1)-wrapping
points for t  q . As H and J have the same p-shape, Wp∩Φ˜p,ϕ ∩J = Ψ (Wp∩Φ˜p,ϕ ∩H).
Furthermore, by applying Theorem 55, we can determine which points of Wp ∩ Φ˜p,ϕ ∩ J
are (p + 1)-wrapping points and which are not, except for the first and last p-wrapping
points of the set. Thus Ψ (Wp+1 ∩ Φ˜p+1,ϕ ∩H)= Wp+1 ∩ Φ˜p+1,ϕ ∩ J \ {Ψ(h¯0),Ψ (h¯n)}.
We can now apply Theorem 55 again to determine which points of Wp+1 ∩ Φ˜p+1,ϕ ∩ J ,
except for the first and last elements, are and are not (p + 2)-wrapping points. By
continuing in this manner, we get that Ψ (κ¯G),Ψ (κ¯H ) ∈ Φ˜q,ϕ ∩Wq and for every z¯ ∈ Φ˜p,ϕ
such that Ψ (κ¯G)  z¯ Ψ (κ¯H ), z¯ /∈ Φ˜q,ϕ . Hence, by Proposition 35, κ¯J ∈ Φ˜q+1,0. ✷
Theorem 59. Let p  q ∈N, w¯ ∈ Φ˜q+1,i ∩ W˜q+1 for some 0 < i < n0, and H the (q + 1)-
forced symmetry of w¯. Let J ⊂ C be an arc such that H and J have the same p-shape.
Then κ¯J ∈ W˜q+1.
Proof. Let N ∈N such that πpn0+N |H is a homeomorphism and H ′ ⊂ C an arc such that
π(p+1)n0+N−i |H ′ is a homeomorphism. Additionally, let M ∈ N such that πpn0+M |J is a
homeomorphism and J ′ ⊂ C an arc such that π(p+1)n0+M−i |J ′ is a homeomorphism. By
the choice of H ′, κ¯H ′ ∈ Φ˜q+2,0 and H ′ ∩ Φ˜q+1,0 = ∂H ′ ∪ {κ¯H ′ }. Thus H ′ is the (q + 2)-
forced symmetry of κ¯H ′ . Furthermore, by the choice of H ′ and J ′, H ′ and J ′ have the
same p-shape. Thus, by Theorem 58, κ¯J ′ ∈ Φ˜q+2,0, and hence κ¯J ∈ W˜q+1. ✷
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6. Main result
In this section, we explore the consequences of a homeomorphism between the inverse
limit spaces of two tent maps with critical points of the same period. We use the results
of Section 5 to establish in Theorem 70 that gaps behave “nicely” under appropriate
homeomorphisms. We then use Theorem 70 and the properties of wrapping points and
gaps to prove Theorem 84, our main result.
Recall that f ≡ fa |I is a tent map such that c has period n0. Fix b = a ∈ [
√
2,2] such that
c has period n0 under fb . Let I′ ≡ [f 2b (c), f 1b (c1)] and for ease of notation, set g ≡ fb|I′,
c′i ≡ gi(c)), I′L ≡ [c′2, c], and I′R ≡ [c, c′1]. Furthermore, to distinguish the subsets of (I, f )
from those of (I′, g), we place a prime after all the subsets of (I′, g), i.e., the p-wrapping
points of (I′, g) are denoted W′p and the chainings of (I′, g) are denoted L′q,m. The notation
for the subsets of (I, f ) remain the same.
Suppose h : (I′, g)→ (I, f ) is a homeomorphism. As remarked earlier, the end points
of (I′, g) map onto end points of (I, f ). Since the c¯i ’s are the only end points of (I, f )
and f¯ is a homeomorphism, there exists a homeomorphism h¯ : (I′, g)→ (I, f ) such that
h¯(c¯′)= c¯, and therefore h¯(C ′)= C . Hence for the rest of this paper, we assume that (I′, g)
is homeomorphic to (I, f ) and h¯ : (I′, g)→ (I, f ) is a homeomorphism with h¯(c¯′)= c¯.
Lemma 60. Fix m,p,q, r ∈ N such that h¯(L′q,r ) ≺ Lp,m. If h¯(c¯′j ) = c¯i , then h¯(-
c′j
q,r
′
) ⊂
-
ci
p,m. In particular, h¯(-c
′
q,r
′
)⊂ -cp,m.
Proof. This is a direct result of Lemma 16(4) and the assumption h¯(c¯′)= c¯. ✷
Let m,p,q, r ∈ N be such that h¯(L′q,r ) ≺ Lp,m, and i, j ∈ N be such that 0  i, j <
n0 and h¯(c′i ) = cj . Lemma 60 implies that h¯(Φ˜ ′q,i) ⊂ -
cj
p,m. Additionally, as no two
consecutive point of Φ ′q lie in the same -
c′j
q,r
′
, each component of -cjp,m contains at most one
element of h¯(Φ˜ ′p,i). Finally, Proposition 25 states that each component of -
cj
p,m contains
exactly one element of Φ˜p,j . Thus, although h¯ does not necessarily take Φ˜ ′q into Φ˜p , it
does induce a one-to-one map h¯q,p : Φ˜ ′q → Φ˜p .
Definition 61. Fix m,p,q, r ∈ N such that h¯(L′q,r ) ≺ Lp,m. Define h¯q,p : Φ˜ ′q → Φ˜p as
follows. If w¯′ ∈ Φ˜ ′q,j and h¯(c¯′j )= c¯i , then h¯q,p(w¯′) is the element of Φ˜p,i that lies on the
same component of -cip,m as h¯(w¯′).
Definition 62. Fix m,p,q, r ∈N such that h¯(L′q,r )≺ Lp,m. Define
– Λp ≡ {D ⊂ C |D is an arc and ∂D ⊂ Φ˜p},
– Λ′q ≡ {D′ ⊂ C ′ |D′ is an arc and ∂D′ ⊂ Φ˜ ′q }, and
– h˜q,p :Λ
′
q →Λp to be the function that takes D′ ∈Λ′q with endpoints x¯ ′ and y¯ ′ to the
arc of C that lies between h¯q,p(x¯ ′) and h¯q,p(y¯ ′).
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Remark 63. Fix q, r, u, v ∈ N such that Lp,m ≺ h¯(Lu,v). The maps h¯′p,u : Φ˜p → Φ˜ ′u and
h˜′p,u :Λp →Λ′u are defined similarly to Definitions 61 and 62.
Remark 64. Fix p ∈N. The set of all p-gaps is a proper subset of Λp .
Proposition 65. Fix m,p,q, r ∈ N such that h¯(L′q,r ) ≺ Lp,m. Let G′,H ′ ∈Λ′q such that
G′ and H ′ have the same q-shape (mirrored q-shape). Then h˜q,p(G′) and h˜q,p(H ′) have
the same p-shape (mirrored p-shape).
Proof. Assume without loss of generality that ˚G′ ∩ W˜′q = ∅, ˚H′ ∩ W˜′q = ∅, and G′ and H ′
have the same q-shape. Let =qn0 = πqn0 |G′ and define θ ≡ h¯ ◦=−1qn0 ◦ πqn0 ◦ h¯−1. The
map θ is a homeomorphism from h¯(H ′) to h¯(G′) and is C-induced order preserving.
Let h˜q,p(H ′) ∩ Φp = {a¯0, a¯1, . . . , a¯n}, and h˜q,p(G′) ∩ Φp = {b¯0, b¯1, . . . , b¯s}. As each
a¯i is contained only in -
πpn0 (a¯i)
p,m (Lemma 16(4)) and h¯(L′q,r ) ≺ Lp,m, θ(a¯i) ∈ -
πpn0 (a¯i )
p,m for
all 0  i  n. Define θ ′ : {a¯i | 0  i  n} → {b¯i | 0  i  s} by θ ′(a¯i) is the element of
Φ˜p that lies on the same component of -
πpn0 (a¯i)
p,m as θ(a¯i). The map θ ′ is one to one and
πpn0(a¯i)= πpn0(θ ′(a¯i)) for all 0 < i < n. Similarly, we may define {θ−1}′ : {b¯i | 0  i 
s}→ {a¯i | 0 i  n} where θ−1 : h¯(G′)→ h¯(H ′). The map {θ−1}′ is also one to one and
πpn0(b¯i)= πpn0({θ−1}′(b¯i)) for all 0 i  s. ✷
Corollary 66. Fix m,p,q, r ∈N such that h¯(L′q,r )≺ Lp,m. Then h¯q,p(˜W′q)⊂ W˜p.
Corollary 67. Fix m,p,q, r ∈ N such that h¯(L′q,r ) ≺ Lp,m. If H ′ ∈Λ′q is q-pseudosym-
metric, then h˜q,p(H ′) is p-pseudosymmetric.
Lemma 68. Let p ∈ N and G,H ⊂ C distinct p-pseudosymmetries such that c¯ ∈G and
c¯ ∈H . Then G⊂H if and only if Lp(κ¯G) < Lp(κ¯H ).
Proof. LetG⊂ C be a p-pseudosymmetry such that c¯ ∈G. SetG∩ Wp = {g¯0, g¯1, . . . , g¯2n}.
Note that κ¯G = g¯n. By Proposition 34, H contains all forced symmetries for each g¯i
where 0 < i < n. Thus, by Theorem 59, Lp(g¯i)  Lp(g¯2n−i ) for all 0 < i < n. Hence
by Proposition 35, Lp(g¯i) < Lp(g¯n) for all 0 < i < n. Thus G ⊂ H if and only if
Lp(κ¯G) < Lp(κ¯H ). ✷
Proposition 69. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Set
H = h˜q,p(F ′q ). Then h˜q,p(F ′q+k)= f¯ kn0(H) for every k ∈N.
Proof. Set ci = πpn0(κ¯H ). As Lp(f¯ kn0(κ¯H )) = Lp(κ¯H ) + kn0 for all k ∈ N (Lem-
ma 27(1)), the only p-pseudosymmetries that contain c¯ and have centers in Φ˜p,i are
the p-pseudosymmetries f¯ kn0(H) where k ∈ N (Lemma 68). Thus, for each s  q ,
h˜q,p(F
′
s )= f¯ kn0(H) for some k ∈ N. Similarly, for each k ∈ N, h˜′p,u(f¯ kn0(H))= F ′s for
some s  q . Fix s  q and let k ∈ N such that h˜q,p(F ′s ) = f¯ kn0(H). Then h˜q,p(F ′s+1) ⊃
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f¯ (k+1)n0(H) and h˜′p,u(f¯ (k+1)n0(H)) ⊃ F ′s+1. Thus, h˜q,p(F ′s+1) = f¯ (k+1)n0(H). Hence,
h˜q,p(F
′
q+k)= f¯ kn0(H) for every k ∈N. ✷
Theorem 70. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). There
exist t such that
Φ˜t,0 ⊃ h¯q,p
(
Φ˜ ′q+1,0
)⊃ Φ˜t+1,0 ⊃ h¯q,p(Φ˜ ′q+2,0)⊃ Φ˜t+2,0 ⊃ · · · .
Proof. Let s  q ∈ N and suppose Fi ⊂ h˜q,p(F ′s ) for some i ∈ N. Let w¯′ ∈ Φ˜ ′s+1,0 and
H ′ the (s + 1)-forced symmetry of w¯′. By Theorem 54(2), H ′ consists of two s-gaps of
type ϕ ′. Thus, by Proposition 65 and the q-symmetry of s-gaps, h˜q,p(H ′) contains an arc
with the same p-shape as two consecutive i-gaps of type ϕ with h¯q,p(w¯′) as the center.
Hence, by Theorem 58, h¯q,p(w¯′) ∈ Φ˜i+1,0. Therefore, if Fi ⊂ h˜q,p(F ′s ) for some i ∈ N
and s  q , then h¯q,p(Φ˜ ′s+1,0) ⊂ Φ˜i+1,0. Furthermore, if h˜q,p(F ′s ) ⊂ Fi for some s  q
and i  p, then F ′s ⊂ h˜′p,u(Fi). Thus by the above argument, h¯′p,u(Φ˜i,0)⊂ Φ˜ ′s,0, and hence
Φ˜i,0 ⊂ h¯q,p(Φ˜ ′s,0). We therefore need only show that there exists t ∈N, t  p such that
Ft−1 ⊂ h˜q,p
(
F ′q
)⊂ Ft ⊂ h˜q,p(F ′q+1)⊂ · · · .
Note that as h¯q,p(Φ˜ ′q,0)⊂ Φ˜p,0, if h˜q,p(F ′q )⊂ Ft , then t  p.
Set H = h˜q,p(F ′q). By Proposition 69 h˜q,p(F ′q+k) = f¯ kn0(H) for every k ∈ N. By
Lemma 68, there exists t ∈ N such that Ft−1 ⊂ H ⊂ Ft ⊂ f¯ n0(H) ⊂ · · · , and therefore
Ft−1 ⊂ h˜q,p(F ′q)⊂ Ft ⊂ h˜q,p(F ′q+1)⊂ · · · . ✷
Corollary 71. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). If
h˜q,p(F
′
q)= Ft for some t ∈N, then for every k ∈N+, h¯q,p(Φ˜ ′q+k,0)= Φ˜t+k,0.
Definition 72. Fix p,m,q, r, u, v ∈N such that h¯(L′qn0,r )≺ Lpn0,m ≺ h¯(L′un0,v). Let t be
the integer from Theorem 70 and k ∈ N+. Let H ′ be a (q + k)-gap of C ′. The (q + k)-
structure of H ′ is the set
Sq+k
(
H ′
)≡ {G⊂ C |G is a (t + k − 1)-gap and G⊂ h˜q,p(H ′)}
in C-induced order.
Let H be a (t + k)-gap of C . The (t + k)′-structure of H is the set
S ′t+k(H)≡
{
G′ ⊂ C ′ |G′ is a (q + k)-gap and G′ ⊂ h˜′p,u(H)
}
in C ′-induced order.
Definition 73. Fix q,p ∈ N. Let H = {H0,H1, . . . ,Hn} be an ordered set of q-gaps and
G = {G0,G1, . . . ,Gm} an ordered set of p-gaps. The set H is defined to be similar to the
set G, denoted H∼ G, if n=m and T (Hi)= T (Gi) for all 0 i  n.
Proposition 74. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let
s, b > q ∈ N, G′ a s-gap and H ′ a b-gap such that T (G′) = T (H ′). Then Sb(H ′) ∼
Ss(G′).
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Proof. Let t be the integer from Theorem 70. Suppose b = s = q + k for some k ∈ N+.
By Proposition 65, h˜q,p(G′) and h˜q,p(H ′) have the same p-shape. Furthermore, the end
points of h˜q,p(G′) and h˜q,p(H ′) are in Φ˜t+k−1,0, and therefore the (t + k − 1)-forced
symmetry of any w¯ ∈ Φ˜t+k−1,0 in the interior of h˜q,p(G′) (h˜q,p(H ′)) is contained in
h˜q,p(G
′) (h˜q,p(H ′)). Thus, by Theorem 58 and Lemma 53, Sb(H ′)∼ Ss (G′).
Suppose b = s + k for some k ∈ N+. By the above paragraph, we may assume without
loss of generality that g¯kn0(G′)=H ′. Thus to show Sb(H ′)∼ Ss (G′), we need only prove
that f¯ kn0(h¯q,p(Φ˜ ′s,0))= h¯q,p(Φ˜ ′b,0).
We begin by proving that f¯ kn0(h¯q,p(Φ˜ ′s,0)) ⊂ h¯q,p(Φ˜ ′b,0). Let w¯′ ∈ Φ˜ ′s,0 and set J =
h˜q,p(F
′
s−1). If w¯′ = c¯′, then f¯ kn0(h¯q,p(w¯′))= c¯ ∈ h¯q,p(Φ˜ ′b,0). Assume w¯′ = c¯′. Let K ′,L′
be the two (s − 1)-gaps that contain w¯′. By Theorem 54(2) and Proposition 65, h˜q,p(K ′)
and h˜q,p(L′) have the same p-shape as J . Thus f¯ kn0(h˜q,p(K ′)) and f¯ kn0(h˜q,p(L′)) have
the same p-shape as f¯ kn0(J ). Therefore, as h˜′p,u(f¯ kn0(J ))= F ′s+k−1 (Proposition 69), by
Proposition 65, h˜′p,u(f¯ kn0(h˜q,p(K ′))) and h˜′p,u(f¯ kn0(h˜q,p(L′))) have the same u-shape
as F ′s+k−1. Hence, h¯′p,u(f¯ kn0(h¯q,p(w¯′))) ∈ Φ˜b,0 by Theorem 58. Thus f¯ kn0(h¯q,p(w¯′)) ∈
h¯q,p(Φ˜
′
b,0), and therefore, f¯ kn0(h¯q,p(Φ˜
′
s,0))⊂ h¯q,p(Φ˜ ′b,0).
Next we prove that h¯q,p(Φ˜ ′b,0) ⊂ f¯ kn0(h¯q,p(Φ˜ ′s,0)). Let w¯′ ∈ Φ˜ ′b,0. If w¯′ = c¯′, then
f¯−kn0(h¯q,p(w¯′))= c¯ ∈ h¯q,p(Φ˜ ′s,0), and hence h¯q,p(w¯′) ∈ f¯ kn0(h¯q,p(Φ˜ ′s,0)). Assume w¯′ =
c¯′. Let K ′,L′ be the two (b− 1)-gaps that contain w¯′. The arcs h˜q,p(F ′b−1), h˜q,p(K ′) and
h˜q,p(L
′) have the same p-shape. Furthermore, as T (F ′b−1)= T (K ′)= T (L′), by the first
paragraph of this proof, Sb−1(F ′b−1)∼ Sb−1(K ′)∼ Sb−1(L′). Thus
f¯−kn0
(Sb−1(F ′b−1))∼ f¯−kn0(Sb−1(K ′))∼ f¯−kn0(Sb−1(L′)),
and therefore, the arcs f¯−kn0(h˜q,p(F ′b−1)), f¯−kn0(h˜q,p(K ′)) and f¯−kn0(h˜q,p(L′)) have
the same p-shape. By Proposition 69, h˜′p,u(f¯−kn0(h˜q,p(F ′b−1))) = F ′s−1, and hence
by Proposition 65 and Theorem 58, h¯′p,u(f¯−kn0(h¯q,p(w¯′))) ∈ Φ˜s,0. Thus h¯q,p(w¯′) ∈
f¯ kn0(h¯q,p(Φ˜
′
s,0)), and hence, h¯q,p(Φ˜
′
b,0)⊂ f¯ kn0(h¯q,p(Φ˜ ′s,0)). ✷
Proposition 75. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let t
be the integer from Theorem 70. Let s, b > t ∈ N, G a s-gap and H a b-gap such that
T (G)= T (H). Then S ′b(H)∼ S ′s (G).
Proof. The proof of Proposition 75 is similar to that of Proposition 74. ✷
Lemma 76. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let s 
q + 2 ∈ N and G′ be an s-gap of C ′, L′ the first leg of G′, and g the first gap of Ss (G′).
Then either g ⊂ h˜q,p(L′) or g = h˜q,p(G′).
Proof. Assume g = h˜q,p(G′) and that g is a y-gap. We show that g ⊂ h˜q,p(L′) by
proving that h˜′p,u(g) is a u-symmetry. Assume that h˜′p,u(g) is not a u-symmetry. Let
{g′0, g′1, g′2, . . . , g′a} be the (s − 1)-gaps contained in G′ in C ′-induced order and k ∈N
such that
⋃2k
i=0 g′i = h˜′p,u(g). As h˜′p,u(g) is a u-pseudosymmetry (Proposition 65),
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T (g′i ) = T (g′2k−i ) for all 0  i  2k (Theorem 58 and Lemma 53). Let h˜′p,u(g) ∩
Wu = {w¯′0, w¯′1, . . . , w¯′2n}. Note that κ¯G′ = w¯′n. By Proposition 34, G′ contains all forced
symmetries for each w¯′i where 0 < i < n. Thus, by Theorem 59, Lu(w¯′i ) Lu(w¯′2n−i ) for
all 0 < i < n. Let 0 < i < n be the smallest integer such that Lu(w¯′2n−i ) = Lu(w¯′i ). Let
d ∈ N be such that w¯′i ∈ W˜d and w¯′i /∈ W˜d+1 and J ′ the arc that lies between w¯′2n−i and the
last end point of the (d + 1)-forced symmetry of w¯2n−i . Note that Lu(κ¯J ′) > Lu(w¯′i ), by
Proposition 35 and Definition 57. Suppose that w¯′2n−i+l = κ¯J ′ for some 0 < l < i . By the
choice of i , Lu(w¯′i−l ) = Lu(w¯′2n−i+l ). Thus, as G′ contains all the forced symmetries of
w¯′i−l , Lu(w¯′i+l ) Lu(w¯′i−l ). Hence, by Proposition 35, Lu(w¯′i ) > Lu(w¯′i−l )= Lu(κ¯J ′), a
contradiction. Thus, κ¯J ′ /∈ h˜′p,u(g), and therefore g′2k+1 ⊂ J ′. By Lemma 51, w¯′2n−i = κ¯gj
for some k < j  2k. Hence, T (g′j−(2k−j)) = T (g′2k) and T (g′j−(2k+1−j)) = T (g′2k+1),
and therefore, by Proposition 65 and Theorem 58, h¯q,p applied to the u-wrapping point
between g′j−(2k−j) and g′j−(2k+1−j) must be an element of Φ˜y,0 contained in the interior
of g, a contradiction to g being a y-gap. Thus, h˜′p,u(g) is a u-symmetry, and hence
g ⊂ h˜q,p(L′). ✷
Lemma 77. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let t be
the integer from Theorem 70 and s  t + 2 ∈N and G be an s-gap of C , L the first leg of
G, and g′ the first gap of S ′s (G). Then either g′ ⊂ h˜′p,u(L) or g′ = h˜′p,u(G).
Proof. The proof of Lemma 77 is similar to that of Lemma 76. ✷
Definition 78. Fix p ∈N and let G be a p-gap. Define the orientation of G as follows: G
is an up gap if πpn0(G)⊂ IR and G is an down gap if πpn0(G)⊂ IL. Additionally, G is
an even gap if it has the same orientation as Fp and G is an odd gap if it has the opposite
orientation of Fp .
Similarly, if w¯ ∈ W˜p ∪ {c¯j | 0 < j < n0} and πpn0(w¯) = c, then w¯ is an up point if
πpn0(w¯) ∈ IR , a down point if πpn0(w¯) ∈ IL, an even point if κ¯Fp has the same orientation,
and an odd point if κ¯Fp has the opposite orientation.
Proposition 79. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let
s > q ∈ N and G′ be an s-gap of C ′, and g the first gap of Ss (G′). Then either T (g)= ϕ
or g = h˜q,p(G′).
Proof. By Proposition 74, we may assume without loss of generality that s = q + 3. Let t
be the integer from Theorem 70. If h˜q,p(F ′q)= Ft−1, then by Corollary 71, g = h˜q,p(G′).
Assume h˜q,p(F ′q ) = Ft−1, and set J equal to the union of g and the (t + 2)-forced
symmetry of the last end point of g. Let L′ be the first leg of G′. If J must be a subset of
h˜q,p(L
′), then the symmetry of g¯, Proposition 65, Theorem 58, and Lemma 53 imply that
all s-gaps which map to more than one (t + 2)-gap must have the same type of (t + 2)-
gap as the first gap in their s-structure. Thus, as F ′s has Ft+2 as the first (t + 2)-gap of its
s-structure, T (g)= ϕ . Hence we need only prove that J ⊂ h˜q,p(L′).
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Fig. 8. An illustration of the subsets of C and C′ defined in the proof of Proposition 79.
Let {g′0, g′1, . . . , g′i} = S ′t+2(g), {g′0, g′1, . . . , g′a} the (q + 2)-gaps of G′ in C ′-induced
order, {h0, h1, . . . , he} the (t + 1)-gaps of g in C-induced order, and {h0, h1, . . . , hb} the
(t + 1)-gaps of h˜q,p(G′) in C-induced order. See Fig. 8. Thus J =⋂e+1k=0 hk . Suppose J ⊂
h˜q,p(L
′), and let w¯′ be the end point of L′ not in Φ˜q+3,0. As g ⊂ h˜q,p(L′) by Lemma 76,
h¯q,p(w¯
′) ∈ he+1, and hence w¯′ ∈ g′i+1. If h˜q,p(g′i+1) = he+1, then by Lemma 76 he+1 is
contained in the image under h˜q,p of the first leg of gi+1, and therefore he+1 ⊂ h˜q,p(L′)
a contradiction to J ⊂ h˜q,p(L′). Thus h˜q,p(g′i+1)= he+1. By Proposition 29, g′i+2 has the
opposite orientation of g′i+1. Thus g′i+2∩ W˜′q+3 = ∅ and hence T (g′i )= T (g′i+2). Therefore,
by Proposition 65, Theorems 58 and 54(2), T (he−1)= T (he)= T (he+1), a contradiction
to Corollary 50. Thus J ⊂ h˜q,p(L′). ✷
Proposition 80. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let t
be the integer from Theorem 70, s > t ∈N, G an s-gap of C , and g′ the first gap of S ′s (G).
Then either T (g′)= ϕ ′ or g = h˜p,u(G).
Proof. The proof of Proposition 80 is similar to that of Proposition 79. ✷
Lemma 81. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let t be
the integer from Theorem 70. Let k ∈N+ and G′ an odd (q + k)-gap of C ′. Then h˜q,p(G′)
is either an odd (t + k − 1)-gap or an odd (t + k)-gap.
Proof. If h˜q,p(Fq)= Ft the result follows from Corollary 71. Hence assume h˜q,p(Fq) =
Ft . First suppose that h˜q,p(G′) is a (t+k)-gap. Let H ′ be the (q+k+1)-gap that contains
G′ and compare the (q + k)-gaps that lie in H ′ and Sq+k+1(H ′). By Proposition 35, H ′
does not contain two consecutive (q+k)-gaps of the same orientation, and by Theorem 70,
Sq+k+1(H ′) does not contain two consecutive (t + k)-gaps of the same orientation.
Furthermore, Propositions 47 and 79 imply that the first (q + k)-gap of H ′ and the first
(t+k)-gap of Sq+k+1(H ′) are both even. Thus, for each h ∈ Sq+k+1(H ′), h is an odd gap if
and only if the first (q+k)-gap of S ′t+k(h) is an odd gap. Hence, as h˜q,p(G′) ∈ Sq+k+1(H ′)
and S ′t+k(h˜q,p(G′))= {G′}, h˜q,p(G′) is an odd (t + k)-gap.
Next, suppose that h˜q,p(G′) is not a (t + k)-gap. Let H be the (t + k)-gap that
contains h˜q,p(G′) and compare the (t + k − 1)-gaps contained in H and S ′t+k(H).
By Proposition 35, H does not contain two consecutive (t + k − 1)-gaps of the same
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orientation, and by Theorem 70, S ′t+k(H) does not contain two consecutive (q + k − 1)-
gaps of the same orientation. Furthermore, Propositions 47 and 79 imply that the first
(t + k − 1)-gap of H and the first (q + k)-gap of S ′t+k(H) are both even. Thus, for each
h′ ∈ S ′t+k(H), h′ is an odd gap if and only if the first (t + k − 1)-gap of Sq+k(h′) is an
odd gap. Hence, as G′ ∈ S ′t+k(H), the first (t + k− 1)-gap of Sq+k(G′) is an odd gap, and
therefore, by Proposition 79, the only (t + k − 1)-gap in Sq+k(G′). ✷
Lemma 82. Fix p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺ h¯(L′un0,v). Let t be
the integer from Theorem 70. Let k ∈N+ and G an odd (t + k)-gap of C . Then h˜′p,u(G) is
either an odd (q + k + 1)-gap or an odd (q + k)-gap.
Proof. The proof of Lemma 82 is similar to that of Lemma 81. ✷
Lemma 83. Fix p ∈ N. For each 0  j < n0, there exists a p-gap, G, such that
πpn0(κ¯G)= cj .
Proof. Let 0  j < n0. As f is l.e.o., there exists an N ∈ N such that f n(IL)= I for all
nN . Let nN be such that n mod n0 = j . Let x = max{y ∈ IL | f n(y)= c}, and note
that x = c as n mod n0 = 0. Let G⊂ C be an arc such that πpn0+n|G is a homeomorphism
and πpn0+n(G)= [x,1− x]. Then G is a p-gap of C and πpn0(κ¯G)= cj . ✷
We now prove our main result.
Theorem 84. If (I, f ) and (I′, g) are homeomorphic, then one of the following holds.
(1) The kneading sequences of f and g have the same parity and the kneading
sequences have the same number of R’s.
(2) The kneading sequences of f and g have different parity and the number of R’s
in the kneading sequence of f is the same as the number of L’s in the kneading
sequence of g.
Proof. Assume (I, f ) is homeomorphic to (I′, g) and that h¯ : (I′, g) → (I, f ) is a
homeomorphism such that h¯(c¯ ′)= c¯. As the mesh of the family of chainings on both (I, f )
and (I′, g) goes to zero, we can find p,m,q, r, u, v ∈ N such that h¯(L′qn0,r ) ≺ Lpn0,m ≺
h¯(L′un0,v). Let t be the integer from Theorem 70. Thus, by Lemmas 81 and 83, odd (q+1)-
wrapping points of C ′ map to odd t-wrapping points of C , and odd (t + 1)-wrapping points
of C map to odd (q + 1)-wrapping points of C ′. Thus for each 0 < j < n0, c¯′j is odd if and
only if h¯(c¯′j ) is odd.
Next, we show K(f ) has odd parity if and only if F0 is an up gap. Let B(c¯) =
(b0, b1, b2, . . .). It is clear that b0 = R if and only if F0 is an up gap. Thus, as K(f ) =
bn0−1, bn0−2 · · ·b1C, the definition of the modified forward itinerary and the definition of
the backward literary give us the desired result.
If K(f ) and K(g) have the same parity, then F0 and F ′0 are either both up gaps or both
down gaps. Thus the odd end points of (I, f ) and (I′, g) are either all down points or all
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up points. Hence, the number of R’s in K(f ) is the same as the number of R’s in K(g). If
K(f ) and K(g) have different parity similar reasoning leads to the desired result. ✷
7. Examples
In this section, we apply the main result to kneading sequences of length 5, 6, and 7. In
[17], we prove that all the inverse limit spaces of tent maps with finite kneading sequences
are not homeomorphic.
When n0 = 5, there are three possible kneading sequences.
RLLLC (1)
RLLRC (2)
RLRRC (3)
The kneading sequences (1) and (2) have different parity, and hence fall under part 84 of
Theorem 84. Thus as (1) has one R and (2) has two L’s, the inverse limit spaces of the maps
that correspond to (1) and (2) are not homeomorphic. Similarly, the inverse limit space of
the maps that correspond to (2) and (3) are not homeomorphic.
The kneading sequences (1) and (3) have the same parity, and hence fall under part 84 of
Theorem 84. Thus as (1) has one R and (3) has three R’s, their inverse limit spaces are not
homeomorphic. Hence, all three associated inverse limit spaces are topologically distinct.
When n0 = 6, there are three possible kneading sequences.
RLLLLC (4)
RLLLRC (5)
RLLRRC (6)
Using Theorem 84, we can show that the inverse limit spaces of the maps corresponding to
(4) and (5) are not homeomorphic and the inverse limit spaces of the maps corresponding
to (4) and (6) are not homeomorphic, but we are unable to concluded anything about the
inverse limit spaces of the maps corresponding to (5) and (6).
When n0 = 7, there are nine possible kneading sequences.
RLLLLLC (7)
RLLLLRC (8)
RLLLRRC (9)
RLLLRLC (10)
RLLRRLC (11)
RLLRRRC (12)
RLLRLRC (13)
RLRRLRC (14)
RLRRRRC (15)
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Using Theorem 84, we can show that the inverse limit spaces of the maps that correspond
to these kneading sequence are pairwise non-homeomorphic except for the following pairs:
(7) and (15), (8) and (10), (9) and (11), (9) and (13), (11) and (13), and (12) and (14).
8. Notation
This is a brief list of the notation used in this paper in order of appearance.
B(x¯) is the backward itinerary of x¯ (Definition 2).
Bf = {B(x¯) | x¯ ∈ (I, f )} (Definition 2).
Aw = {x¯ ∈ (I, f ) | πi(x¯) ∈ Iwi for all i ∈N} (Definition 3).
Anw = f¯ n(Aw) (Definition 3).
c¯= (c, cn0−1, cn0−2, . . . , c2, c1)∞ (Definition 7).
c¯i = f¯ i(c¯) (Definition 7).
En = πn(Φ˜0) (Definition 11).
Pn,m = {z ∈ I | ∃ x, y ∈ En and k ∈ {0,1, . . . ,2m} such that (x, y) ∩ En = ∅ and z =
kx+(2m−k)y
2m } (Definition 13). Ln,m is a chaining of I (Definition 15).
Ln,m = {π−1n (l) | l ∈ Ln,m} (Definition 15).
C is the composant of c¯ in (I, f ) (Definition 17).
 is the C-induced order (Definition 20).
-
cj
p,m is the link of Lp,m that contains c¯j (Definition 21).
Φ˜p,j = {x¯ ∈ C | πpn0(x¯)= cj } (Definition 22).
Φ˜p =⋃n0−1j=0 Φ˜p,j (Definition 22).
W˜p = {x¯ ∈ C | x¯ ∈Apn0v ∩Apn0w , v =w ∈ BC} (Definition 23).
Lp(x¯) is the p-level of x¯ (Definition 26).
κ¯H= the center of the p-symmetric or p-pseudosymmetric arc H (Definition 30).
T (G)=min{Lp(κ¯H ) | p ∈N, H is a p-gap of the same type as G} (Definition 40).
Fp is the first p-gap of C(Definition 48).
ϕ = T (Fp) (Definition 48).
h¯ : (I′, g)→ (I, f ) is a homeomorphism such that h¯(c¯′)= c¯.
h¯q,p : Φ˜
′
q → Φ˜p (Definition 61).
Λp = {D ⊂ C |D is an arc and ∂D ⊂ Φ˜p} (Definition 62).
Λ′q = {D′ ⊂ C ′ |D′ is an arc and ∂D′ ⊂ Φ˜ ′q } (Definition 62).
h˜q,p :Λ
′
q →Λp (Definition 62).
h¯′p,u : Φ˜p → Φ˜ ′u (Remark 63).
h˜′p,u :Λp →Λ′u (Remark 63).
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Sq+k(H ′) = {G ⊂ C | G is a (t + k − 1)-gap and G ⊂ h˜q,p(H ′)} in C-induced order
(Definition 72).
S ′t+k(H)= {G′ ⊂ C ′ |G′ is a (q + k)-gap and G′ ⊂ h˜′p,u(H)} in C ′-induced order (Defin-
ition 72).
{G1,G2, . . . ,Gn} ∼ {H1,H2, . . . ,Hn} if T (Gi)= T (Hi) for all 1 i  n (Definition 73).
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