Part I. Introduction
In the theory of single complex variable, Riemann mapping theorem has the important theoretical and practical meaning. According to the theorem, the problem about the classification of simple connected domains in the complex plane has been resolved. To find the extremal function of the extremal problem
is a key step of proving the Riemann mapping theorem, where Ω is a simply connected domain in C with at least two boundary points and F (Ω) is the family of all functions f such that f maps Ω conformally onto the unit disk, it is holomorphic and |f (z)| < 1 in Ω.
As is well known, Riemann mapping theorem fails for domains in C n with n > 1. But the similar extremal problem is still significant to study in the theory of several complex variables: Let M be a domain in C n and q ∈ M. Let M q denote the couple (M, q), a "pointed domain". For two pointed domains M q 1 and N q 2 , let Hol(M q 1 , N q 2 ) denote the set of holomorphic maps from M to N that send q 1 to q 2 . A map f ∈ Hol(M q 1 , N q 2 ) is said to be Carathéodory extremal map, if | det df (q 1 )| = sup{| det dg(q 1 )| : g ∈ Hol(M q 1 , N q 2 )}, Y III (N, q, K), so we list the main results about the Carathéodory extremal problems on the two Cartan-Hartogs domains in the last part of the paper.
Part II. Preliminaries
For two pointed domains M q 1 , N q 2 ⊂ C n , let J max (M q1 , N q2 ) = sup{| det dg(q 1 )| : g ∈ Hol(M q1 , N q2 )}.
Obviously,
If M and N contain origins, we write Proof. See [3] .
By Proposition 1,
Definition 2 ([3]
). An Hermitian ellipsoid centered at origin is a domain of the form: {z ∈ C n : zAz t < 1} or {z ∈ C n : n j,k=1
where A = (a jk ) is a positive definite Hermitian matrix. Proof. As (a jk ) is a positive definite Hermitian matrix of order n, there exists a unitary matrix U , such that
Hence we get a linear transformation
Let ω n be the volume of B n , then Proof. See [3] .
Let D be a bounded domain in C n , we write Q(D) to be the minimal circumscribed Hermitian ellipsoid of D, and P (D) to be the maximal inscribed Hermitian ellipsoid of D.
GL(n, C) denotes the set which consists of nonsingular matrix of order n in C, and it is called the general linear group in C.
Proof. Let L be a solution of the following extremal problem
By Proposition 4, L −1 (B n ) is the minimal circumscribed ellipsoid of D 1 , and it is written to be Q(D 1 ).
Since l ∈ GL(n, C) and l(
By the same means, we can get l(P (D 1 )) = P (D 2 ). 
and ∀ c ∈ C, |c| 1,then cZ ∈ II (p), and cw 2K < det(I − cZcZ). For Z ∈ II (p), there exists a unitary matrix U [4] such that
where
Because |c| 
Proof. See [8] .
Explanation [6] : In order to do the following discussion, we let
be symmetrical matrix of order p, where
We arrange the elements of the matrix Z in the form of a vector in C M according to the following sequence: 
, we write w = (w 1 , w 2 , . . . , w N ), and Z = (
, where p jk is the same as the definition in the explanation.
Now we think about the following mappings:
A r = I − 2I rr , where I is a unit matrix of order p, and I mn is a matrix of order p, in whose elements the element on the crossed-point of line m and column n is 1 and others are 0.
[A· ×A] s is the symmetric Kronecker product of two square matrices A [6] . Let A = (θ cd ) p×p , and the indexing sets (cτ ) (c τ ), (dω) (d ω) are ranged with the fixed sequence (1, 1), (1, 2)
, where
Obviously, these mappings such as
where A C C t B is a positive definite Hermitian matrix, A is a square matrix of order N , and B is a square matrix of order M .
Because
where a > 0.
With the inductive approach, we obtain
By the transformation η αβ and Lemma 8, we can get
Generalizing from the above proof, the form of the minimal circumscribed Hermitian ellipsoid of
In the same way, we get that the form of the maximal inscribed Hermitian
The inscribed ball of Y II (N, p, K)
Lemma 10 ( [8] ). If there are a 1 , a 2 , . . . , a n −1, and the nonzero numbers among them are all positive or negative, then
are all the balanced domains, we only need to prove I − ZZ 0, and w
where Λ is the same as the equation ( ), then (N, p, K) .
then e i ∈ ∂B N +M , and it is easy to check that
we have known that the form of the maximal inscribed Hermitian ellipsoid of
From the above discussion, we can obtain that B N +M is the inscribed ball of Y II (N, p, K), and it is also the unique maximal inscribed ball.
The minimal circumscribed Hermitian ellipsoid
where Z ∈ II (p). As for Z, there exists a unitary matrix U , such that
where Λ is the same as the equation ( ).
we can obtain the following results: According to the proof of Lemma 12, for ∀ (w, Z) ∈ ∂Y II (N, p, K), we get 
Proof. (sufficiency)
When ∀ (w, Z) ∈ ∂Y II (N, p, K), we know from the above discussion,
0 , then we construct
where U is a unitary matrix. Obviously
, and there exist tangent points between them.
(necessity) (1) Assume max
Let (w 0 , Z 0 ) be the same as the form in the above proof, then w 0
(2) Assume max
∂S(a, b).
Generalizing from the above proof, the lemma is true. 
From Lemma 12 and Lemma 13, we know: (1) When 0 < a bp and λ = 1, g (a,b) (λ) attains the maximum:
(2) When a bp > 0 and λ = 0, g (a,b) (λ) attains the maximum:
Proof. Because of Proposition 3, the volume of the ellipsoid 
Thus when K = p, S(1,

Proof. When
It is easy to check that g (a,b) (λ) (λ ∈ [0, 1]) is a continuous function, and when λ = 1, it is differentiable :
Let g (a,b) (λ) = 0, we get
is decreasing in [0, 1), and λ = 0 is the maximum point.
Because a bK and K > p, a > bp.
So max
By Lemma 13, we know the lemma is true.
Proof. Because the volume of the minimal circumscribed Hermitian ellipsoid of
we need consider the minimum of the following function to obtain the minimal circumscribed Hermitian ellipsoid of Y II (N, p, K):
(1) When 0 < a bK, we consider the minimum of the function
with the constraint
From the constraint, we obtain
Let T (b) = 0, then we get
.
(2) When a bK > 0, we consider the minimum of the function
with the constraint a = 1. Because a bK > 0, 0 < b
Compare the minimal value of T (a, b) in (1) and (2): About (1),
Here need we discuss the monotonicity of function f (x) = (1 + x)
is increasing strictly in [0, +∞).
With the above result, because
Generalizing from the above proof, when K > p, a = a 0 and b = b 0 , T (a, b) attains the minimal value, and V (S (a, b) ) attains the minimum, so S(a, b) is the circumscribed domain of Y II if and only if bp = 1 and 0 < a bp, or a = 1 and a bp > 0.
When a bp, max
When bK a bp, max
Generalizing from (1) and (2) 
Proof. According to Proposition 3, the volume of S(a, b) is
Generalizing from (I), (II), (III), when 0 < K p, S 1, 
Extremal mapping and extremal value of
Thus the extremal mapping f from Y II (N, p, K) to B N +M is a solution of the following extremal problem:
According to Theorem 19, when 0 < K p, the minimal circumscribed Hermitian ellipsoid of Y II (N, p, K) is
So by proposition 4, df (0) S 1,
So ϕ is just df (0), furthermore it can be inferred that the C-extremal map-
N +M is just the form in the theorem. Thus when K 1, dg(0) = I (N +M ) , furthermore g is just the form in the theorem.
Proof. When 0 < K p, according to Theorem 20 and the definition of Cextremal value,
According to the definition of extremal distance, Proof. The method used to prove the theorem is similar to that of Theorem 20. Now according to Theorem 17,
In terms of the form of df (0), the C-extremal mapping f from Y II (N, p, K) to B N +M is just the one in the theorem.
Proof. By Theorem 23 and the definition of C-extremal value, 
Theorem 28 ([8]). When 0 < K m, the C-extremal mapping from
Y I (N ; m, n; K) to B N +mn is: f : Y I (N ; m, n; K) −→ B N +mn f i ((w, Z)) = w i i = 1, 2, . . . , N f uv ((w, Z)) = 1 m 1 2 z uv u = 1, 2, . . . , m ; v = 1, 2, . . . , n . Theorem 29 ([8]). When K 1, the C-extremal mapping from B N +mn to Y I (N ; m, n; K) is: g : B N +mn −→ Y I (N ; m, n; K) g(w, z) = (w, Z). Theorem 30 ([8]). When 0 < K m, J max (Y I (N ; m, n; K), B N +mn ) = m − mn 2 . When 1 K m, µ(Y I (N ; m, n; K), B N +mn ) = mn 2 log m.
Theorem 31 ([8]). When K > m, the C-extremal mapping from
The above conclusion about the C-extremal problems on Y I (N ; m, n; K) was gotten by Su jianbing, and the proof can be seen in the reference [8] . and Y III (N, q, K) in this paper. Because the method to deal with the Cextremal problem on Y IV (N ; n; K) is different from the above discussion, the conclusions about the C-extremal mappings between Y IV (N ; n; K) and B n will be given in the succeeding paper.
