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Abstract. We introduce here the notion of syntactic lattice algebra
which is an analogy of the syntactic monoid and of the syntactic semiring.
We present a unified approach to get those three structures.
1 Introduction
The algebraic theory of regular languages arose with the Eilenberg theorem [10]
which establishes bijection between the class of all varieties of regular languages
and the class of all pseudovarieties of finite monoids. In this correspondence a
given language belongs to a certain variety of regular languages if and only if the
syntactic monoid of the language belongs to the corresponding pseudovariety of
finite monoids. The original motivation of that theory was looking for algorithmic
procedures for deciding the membership in various significant classes of regular
languages. From that reason the equational description of pseudovarieties of
finite algebras by Reiterman [23] plays a useful role for deciding the membership
in corresponding pseudovarieties of monoids.
Recall that a variety of regular languages is a class closed under Boolean
operations, quotients and preimages in homomorphisms. Since not all natural
classes of regular languages are varieties, the research in algebraic theory of
regular languages was later also devoted to generalizations of the Eilenberg cor-
respondence to a more general kind of classes. The first such contribution [17]
introduced positive varieties of languages for which pseudovarieties of finite or-
dered monoids are appropriate algebraic counterparts. Here a positive variety
need not to be closed under complementation and the correspondence uses the
fact that the syntactic monoid of a regular language is implicitly equipped by
the compatible partial order. Then the second author in [20] introduced the
notion of disjunctive varieties of regular languages which need not to be closed
under intersection (and complementation) and for which pseudovarieties of finite
idempotent semirings were considered. Now one uses the syntactic semiring of a
language in the correspondence, when he/she wants to test the membership of
that language in a considered disjunctive variety.
⋆ The authors were supported by the Institute for Theoretical Computer Science
(GAP202/12/G061), Czech Science Foundation.
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On the other hand Straubing [24] introduced the notion of C-varieties which
need not to be closed under preimages in all homomorphism, but only those from
the specific class of homomorphism C. Note that this concept can be combined
with the mentioned variants of the Eilenberg correspondence, where positive
C-varieties and disjunctive C-varieties are already considered in [8] and [22], re-
spectively. Now the syntactic structure is the whole syntactic homomorphism.
Another generalization was done in [11] where a single alphabet is considered.
Here Boolean algebras and lattices of regular languages (over a fixed alpha-
bet) are studied on the side of classes of regular languages. All variants of the
Eilenberg theorem proved their usefulness due to existing characterizations via
equational descriptions for the corresponding pseudovarieties of the syntactic
structures — relevant references are [23] for the classical Eilenberg correspon-
dence, [19] for pseudovarieties of ordered monoids, [15] for C-pseudovarieties,
and [11] for Boolean algebras and lattices.
Certain modifications of Eilenberg theorem outside regular languages based
on Stone duality from [11] were developed in last five years — see e.g. [6,7]. Fur-
ther, some papers started to analyze a categorical generalizations of the Eilen-
berg theorem. In particular [25] introduced so-called semi-galois categories and
the Eilenberg theorem for them, while Ada´mek and et. in the series of confer-
ence papers [3,4] studied certain pairs of dual monoidal categories of (ordered)
algebras. Consequently, a uniform description of what is the Eilenberg theo-
rem was described in [1]. All this categorical work is put together in the long
paper [2][version 3] however some other developments can be expected in near
future. Notice that one of the statements from [2] is that all mentioned Eilenberg
correspondences can be obtained as an application of their main general cate-
gorical version of Eilenberg type theorem. In particular, the case of disjunctive
varieties corresponding to pseudovarieties of idempotent semirings.
The aim of the present contribution is to introduce modification of the notion
of the syntactic monoid which would be useful in other variants of Eilenberg type
theorems. The class of languages which we would like to consider are not closed
under any Boolean operation. Therefore, the work can be viewed as a continu-
ation of the work concerning disjunctive varieties of languages. The experience
with Eilenberg type correspondences gives us an intuitive idea that when one
looses closure properties on the side of classes of languages, then one needs to
consider a richer syntactic structure of the language. In this research we try
to prolong this naive idea in such a way that we try to complete the syntactic
semiring into a distributive lattice. Unfortunately, a potential Eilenberg type
theorem does not follow from the mentioned general categorical results. The
problem is that the category of distributive lattices does not satisfied assump-
tions specified in papers [3,4,1,2].1 In particular, if one takes for the category D
in [3] bounded distributive lattices, then the category C would be the category
of ordered sets, which is not considered in these papers – the ordered algebras
are considered only in D. Another and probably more significant difference is
that bounded distributive lattices do not satisfy the assumption 4.8.(b) in [3],
1 As mentioned above, the category of idempotent semirings does.
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since homomorphisms between distributive lattices are not naturally equipped
by the structure of distributive lattices, which seems to be an essential condition
in the mentioned categorical approach. Notice also that the theory of semi-galois
categories from [25] can not be also applied, since the basic assumption is that
pushouts and pullbacks in the semi-galois category need to be computed in the
same way as in the category of sets Set. This is not the case for the category of
idempotent semirings neither the category of bounded distributive lattices. From
all that reasons, we strongly believe that the study of the uniform approach to
syntactic structures presented in this paper could lead to a new type of Eilenberg
correspondences, even if the techniques in the paper are quite elementary.
The basic approach of the present paper can be briefly explained in the
following way. It is well-known that the syntactic monoid of a language L over
the alphabet A can be viewed as the transformation monoid of the minimal
complete deterministic automaton DL of L. More precisely, we let words of A
∗
act on states of DL and the composition of such transformations corresponds to
multiplication in the syntactic monoid.
By Brzozowski construction each state of the minimal automata can be iden-
tified with the language accepted from that state, therefore the elements of A∗
can be considered as unary operations on the set 2A
∗
of all languages over A.
These unary operations are compositions of basic unary operations given by let-
ters. Since the composition of mappings is associative, compositions of unary
operations correspond exactly to words. To get analogues of the monoid A∗, we
consider structures with more operations, namely we use here the following three
term algebras:
– F is the absolutely free algebra over the alphabet A with the operation
symbol · and nullary symbol λ,
– to get F ′ we enrich the previous signature by binary ∧ and nullary ⊤,
– to get F ′′ we enrich the last signature by binary ∨ and nullary ⊥.
Now we let our terms act on the set 2A
∗
in a natural way (the formal definitions
are in Section 3 ). We show that identifying terms of F (F ′ and F ′′) giving
the same transformations, we get exactly the free monoid A∗ over A, (the free
semiring A over A and the free, so-called, lattice algebra A⋄ over A, respec-
tively). Let us stress that all our considerations concern three levels: level of
monoids – the classical one (Pin [18,16]), level of semirings (considered also in
Pola´k [20,21]), and that of lattice algebras – a new contribution.
When generating subalgebras in 2A
∗
by a single regular language L using
terms from F , F ′ and F ′′, and choosing the final states appropriately, we get
the classical minimal complete deterministic finite automaton of L (here called
the canonical finite automaton of L), the canonical meet automaton of L (see
Section 6 of Pola´k [20]) and the canonical lattice automaton of L, respectively.
Section 4 is devoted to canonical automata, then transforming those automata
accordingly, we get the corresponding syntactic structures in Section 5 in all
three levels. Our constructions are also accompanied by examples. Moreover, a
significant instance of a future Eilenberg type theorems is presented.
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2 Specific Algebraic Structures
Usually, a semiring has two binary operations denoted by + and ·, where the
neutral element for + is denoted by 0. Since we work with idempotent semirings,
which can be naturally ordered, we use the symbol ∧ instead of +, and the symbol
⊤ instead of 0 in the following basic definition. By an idempotent semiring we
mean the structure (S,∧, ·,⊤, 1) where (S,∧,⊤) is a commutative idempotent
monoid, also called semilattice, with the neutral element ⊤, (S, ·, 1) is a monoid
with the neutral element 1 and the zero element ⊤, and the operations ∧ and ·
satisfy the usual distributivity laws
(∀ a, b, c ∈ S ) a · (b ∧ c) = a · b ∧ a · c, (b ∧ c) · a = b · a ∧ c · a .
The set S can be naturally ordered: for every a, b ∈ S we have a ≤ b if and only
if a ∧ b = a. Then ⊤ becomes the greatest element in (S,≤). This explains our
choice of the symbol ⊤.
The elements of the free idempotent semiring A over the set A can be
represented by finite subsets of A∗. This representation is one-to-one. Operations
are the operation of union and the obvious multiplication, ∅ is the neutral element
for ∧, it is the zero for · and {λ} is the neutral element for the multiplication.
If we identify each word u ∈ A∗ with the element {u} ∈ A, then we can see
A∗ as a subset of A. Under this identification, for each U = {u1, . . . , uk}, k >
0, u1, . . . , uk ∈ A∗ we can write U = u1 ∧ · · · ∧ uk.
A next structure we use is the free bounded distributive lattice A⋄ over
A∗. The representation of the free bounded distributive lattice FBDL(X) over
a finite set X is well-known (see e.g. Gra¨tzer [13]). Usually the elements of
FBDL(X) are represented by upper sets in (P(X),⊆) (here P(X) denotes the
set of all subsets of X) with the operation intersection and union. Moreover
∅ is the smallest element, i.e. ∅ = ⊥ and P(X) is the greatest element, i.e
P(X) = ⊤. Alternatively, each such upper set can be represented just by its
minimal elements – then ⊥ is still represented by ∅, however⊤ is now represented
by {∅}. Both these representations work with terms in the form
(x1,1 ∧ · · · ∧ x1,r1) ∨ · · · ∨ (xk,1 ∧ · · · ∧ xk,rk ) . (1)
The first representation adds as much as possible conjunctions into the form (1),
however the second representation in contrary remove all superfluous conjunc-
tions to get the shortest expression as possible.
The free bounded distributive lattice over a countable set X can be obtained
as a union of the free bounded distributive lattices over finite subsets of X . Here
we just describe the resulting structure in the case when X is equal to A∗ where
we use the second representation from the previous paragraph. The elements of
A⋄ are of the form
{{u1,1, . . . , u1,r1}, . . . , {uk,1, . . . , uk,rk}}, where k, r1, . . . , rk ≥ 0,
ui,j ∈ A∗ for i = 1, . . . , k, j = 1, . . . , ri and the inner sets (2)
{ui,1, . . . , ui,ri}’s are incomparable with respect to ⊆ .
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The interpretation of the element of the form (2) is
(u1,1 ∧ · · · ∧ u1,r1) ∨ · · · ∨ (uk,1 ∧ · · · ∧ uk,rk) . (3)
Particularly, each element of the form {{u1, . . . , uk}} ∈ A⋄ is identified with
u1 ∧ · · · ∧ uk, which is equal to {u1, . . . , uk} in A. Thus we can see A as a
subset of A⋄ under the identification U 7→ {U}. Defining the operations ∧ and ∨
on the set A⋄, one uses the form (3) for the element of the form (2). In the case
of the definition of ∨, one omits the superfluous (uj,1 ∧ · · ·∧uj,rj )’s, while in the
case of the definition ∧ one uses the distributivity law first and then again omits
the superfluous (uj,1 ∧ · · · ∧ uj,rj )’s. In this way one gets the (unique) element
of the form (2) in both cases. Notice that {∅} is the greatest element in A⋄ and
∅ is the smallest one.
We equip the structure A⋄ with a multiplication, namely we extend the mul-
tiplication from A∗ to A⋄ using
U · (V ∧W) = U · V ∧ U · W , (U ∧ V) · w = U · w ∧ V · w , (4)
U · (V ∨W) = U · V ∨ U · W , (U ∨ V) · w = U · w ∨ V · w ,
for U ,V ,W ∈ A⋄, w ∈ A∗.
In this paper we consider various kinds of automata. All of them are deter-
ministic and complete, however they could have an infinite number of states.
When using the term semiautomata, no initial nor final states are specified.
Having an equivalence relation ρ on a set G and an element a ∈ G, we denote
by aρ the class of G/ρ containing a.
3 Transformation structures
Let A be a finite non-empty set. The aim of this section is to elaborate the
actions of term algebras mentioned above on languages over the alphabet A.
For u ∈ A∗ and L ⊆ A∗, we write u−1L = { v ∈ A∗ | uv ∈ L }. We speak
about a left quotient of L.
Monoids. Let F be the absolutely free algebra (that is, the algebra of all terms)
over a set A with respect to the binary operational symbol · and nullary opera-
tional symbol λ.
We define inductively the actions of elements of F on subsets of A∗ :
L ◦ λ = L, L ◦ a = a−1L for a ∈ A, L ◦ (u · v) = (L ◦ u) ◦ v for u, v ∈ F . (5)
This leads to a natural identification of certain pairs of elements of F , namely:
for u, v ∈ F , we put u ρ∗ v if and only if (∀ L ⊆ A∗) L ◦ u = L ◦ v.
Proposition 1. The relation ρ∗ is a congruence relation on F and F/ρ∗ is
isomorphic to the free monoid A∗ over A via the extension of the mapping aρ∗ 7→
a, a ∈ A.
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Proof. Let u, v, w ∈ F . If u ρ∗ v then, for each L ⊆ A∗, we have L ◦ u = L ◦ v.
Therefore L ◦ (u · w) = (L ◦ u) ◦ w = (L ◦ v) ◦ w = L ◦ (v · w), which gives
u ·w ρ∗ v ·w. Similarly, L ◦ (w ·u) = (L ◦w) ◦ u = (L ◦w) ◦ v = L ◦ (w · v), which
gives w · u ρ∗ w · v. Thus ρ∗ is a congruence relation on F .
Now we prove that, for each u, v, w ∈ F , we have (u · v) · w ρ∗ u · (v · w),
λ · u ρ∗ u and u · λ ρ∗ u. Indeed, choosing L ⊆ A∗, it holds L ◦ ((u · v) · w) =
(L◦ (u ·v))◦w = ((L◦u)◦v)◦w = (L◦u)◦ (v ·w) = L◦ (u · (v ·w)). Furthermore,
L ◦ (λ · u) = (L ◦ λ) ◦ u = L ◦ u, and L ◦ (u · λ) = (L ◦ u) ◦ λ = L ◦ u.
Thus we can omit brackets in elements of F and λ acts as a neutral element.
Therefore every element of F/ρ∗ can be represented by a word from A∗. It
remains to show that different words u and v represent different elements of
F/ρ∗. Indeed, for u 6= v, we have λ ∈ {u} ◦ u but λ 6∈ {u} ◦ v. ⊓⊔
Semirings. Let F ′ be the absolutely free algebra over A with respect to the
operational symbols ·, λ, binary symbol ∧ and nullary symbol ⊤. We define
inductively the actions of elements of F ′ on 2A
∗
: we use the formulas from (5)
for u, v ∈ F ′ and
L ◦ ⊤ = A∗, L ◦ (u ∧ v) = (L ◦ u) ∩ (L ◦ v) for u, v ∈ F ′ . (6)
Again, it leads to certain identification of pairs of elements of F ′, namely:
for u, v ∈ F ′, we put u ρ v if and only if (∀ L ⊆ A∗) L ◦ u = L ◦ v.
Proposition 2. The relation ρ is a congruence relation on F ′ and F ′/ρ is
isomorphic to the free idempotent semiring A over A via the extension of the
mapping aρ 7→ a, a ∈ A.
Proof. Let u, v, w ∈ F ′. If u ρ v then, for each L ⊆ A∗, we have L ◦ u = L ◦ v.
We get u · w ρ v · w and w · u ρ w · v as in the case of Proposition 1.
Furthermore, L ◦ (u∧w) = (L ◦ u)∩ (L ◦w) = (L ◦ v)∩ (L ◦w) = L ◦ (v∧w),
which gives u ∧w ρ v ∧w. In the same way we can prove that w ∧ u ρ w ∧ v.
Thus ρ is a congruence relation on F ′.
Now we show that (F ′/ρ,∧,⊤ρ) is a commutative idempotent monoid
with the neutral element ⊤ρ. The commutativity and associativity of ∧ is
clear as well as the fact that ⊤ρ is a neutral element for the operation ∧. To
show the idempotency of ∧ notice that, for each L ⊆ A∗ and u ∈ F ′, we have
L ◦ (u ∧ u) = (L ◦ u) ∩ (L ◦ u) = L ◦ u.
The proof of the associativity of · on F ′/ρ and the fact that λρ is a neutral
element for the operation · is similar to that for monoids. The fact that ⊤ρ is
a zero element for · is clear.
Finally, we prove the distributivity laws. Let L ⊆ A∗, u, v, w ∈ F ′. Then
L◦ (u · (v∧w)) = (L◦u)◦ (v∧w) = (L◦u)◦v∩ (L◦u)◦w = L◦u ·v∩L◦u ·w =
L◦(u ·v∧u ·w). Similarly, L◦((u∧v) ·w) = (L◦(u∧v))◦w = (L◦u∩L◦v)◦w =
(L ◦ u) ◦ w ∩ (L ◦ v) ◦w = (L ◦ u · w) ∩ (L ◦ v · w) = L ◦ (u · w ∧ v · w).
We have proved that F ′/ρ with the appropriate operations is an idempotent
semiring. Therefore every element of F ′/ρ can be represented by u1 ∧ · · · ∧ uk
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with k ≥ 0 and u1, . . . , uk ∈ A
∗. To get the unique representation of such ele-
ment we use the idempotency and commutativity law and represent the element
in F ′/ρ by the set {u1, . . . , uk}. Having such two different sets {u1, . . . , uk}
and {v1, . . . , vℓ}, ℓ ≥ 0, v1, . . . , vℓ ∈ A
∗, we show that they are not ρ-related.
Indeed, put L = {u1, . . . , uk}. Then λ ∈ L◦{u1, . . . , uk} = u
−1
1 L∩· · ·∩u
−1
k L and
λ ∈ L◦{v1, . . . , vℓ} would give {v1, . . . , vℓ} $ {u1, . . . , uk}. Take L = {v1, . . . , vℓ}
in this case. ⊓⊔
Lattice algebras. Let F ′′ be the absolutely free algebra over A with respect to
the operational symbols ·, λ, ∧, ⊤, binary ∨ and nullary ⊥. We use (5), (6) with
u, v ∈ F ′′ and
L◦ ⊥= ∅, L ◦ (u ∨ v) = (L ◦ u) ∪ (L ◦ v) for u, v ∈ F ′′ . (7)
Again, it leads to certain identification of pairs of elements of F ′′, namely: for
u, v ∈ F ′′, we put u ρ⋄ v if and only if ( ∀L ⊆ A∗) L ◦ u = L ◦ v.
Proposition 3. The relation ρ⋄ is a congruence relation on F ′′ and F ′′/ρ⋄
is isomorphic to the free bounded distributive lattice A⋄ over A∗ equipped with
multiplication satisfying (4), via the extension of the mapping aρ⋄ 7→ a, a ∈ A.
Proof. Let u, v, w ∈ F ′′. If u ρ⋄ v then, for each L ⊆ A∗, we have L ◦ u = L ◦ v.
We get u ·w ρ⋄ v ·w, w ·u ρ⋄ w ·v, u∧w ρ⋄ v∧w, w∧u ρ⋄ w∧v as in the case of
Proposition 2. Furthermore, L ◦ (u∨w) = (L ◦ u)∪ (L ◦w) = (L ◦ v)∪ (L ◦w) =
L ◦ (v ∨ w), which gives u ∨ w ρ⋄ v ∨ w. In the same way we can prove that
w ∨ u ρ⋄ w ∨ v. Thus ρ⋄ is a congruence relation on F ′′.
Now we state the properties of operations ∧,∨, ·,⊤,⊥ and λ on F ′′/ρ⋄. Proofs
of all statements are straightforward and therefore omitted. The operation ∧ is
commutative, associative and idempotent, ⊤ is the neutral element and ⊥ is
the zero. The operation ∨ is commutative, associative and idempotent, ⊥ is the
neutral element and ⊤ is the zero. The operations ∧ and ∨ are connected by
the distributivity laws. The operation · is associative, λ is the neutral element,
⊤ and ⊥ are right zeros, and ⊤ · a ρ⋄ ⊤, ⊥ ·a ρ⋄⊥ for all a ∈ A. Finally, the
distributivity u · (v ∨ w) = u · v ∨ u · w holds for arbitrary u, v, w ∈ F ′′ and the
distributivity (u ∨ v) · w = u · w ∨ v · w for u, v ∈ F ′′ and w ∈ A∗. Similarly for
the operation ∧.
We have proved that every element of F ′′/ρ⋄ can be represented as
(u1,1 ∧ · · · ∧ u1,r1) ∨ · · · ∨ (uk,1 ∧ · · · ∧ uk,rk) ,
where k, r1, . . . , rk ≥ 0 and ui,j ∈ A∗ for all i = 1, . . . , k, j = 1, . . . , ri. (Here
k = 0 corresponds to the element ⊥ and k = 1, r1 = 0 corresponds to the
element ⊤.) Using the idempotency and commutativity of ∧ and ∨ we can write
such element even as {{u1,1, . . . , u1,r1}, . . . , {uk,1, . . . , uk,rk}}. To get canonical
forms remove the richer one from each pair of comparable inner sets.
Let U = {U1, . . . , Uk} and V = {V1, . . . , Vℓ} be different canonical forms. We
show that U and V represent elements of F ′′ which are not ρ⋄-related. If Ui 6∈ V ,
take L = Ui. Then λ ∈ L ◦ U and λ ∈ L ◦ V would give that Vj ⊆ Ui for some
Vj ∈ V and we can take L = Vj . Therefore F ′′/ρ⋄ is isomorphic to A⋄. ⊓⊔
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Example 1. The distributivity (4) is not true for w ∈ A⋄ in general. Indeed, let
a, b ∈ A be different and let L = {aa, bb}. Then λ ∈ L ◦ (a · (a ∨ b) ∧ b · (a ∨ b))
but L ◦ ((a ∧ b) · (a ∨ b)) = ∅.
4 Canonical Automata
In each level, we consider the canonical finite automaton of a given regular
language. To show examples of three types of automata, we consider the language
L = a+b+ over the alphabet A = {a, b}.
Monoids. We considered the structure (2A
∗
, A, ◦) defined by (5). It is called
here the canonical semiautomaton on A. Given a regular language L over A, we
can generate a subsemiautomaton by L in (2A
∗
, A, ◦) called the canonical finite
semiautomaton of L; namely
DL = ( { L ◦ u | u ∈ A
∗ }, A, ◦ ) .
It is really finite due to Proposition 4. Notice that L ◦ u = u−1L for all u ∈ A∗.
Taking L as the unique initial state and T = {L ◦ u | λ ∈ L ◦ u } as the set of
all final states, we get the canonical finite automaton of L.
Proposition 4 ([26]). Given a regular language L over the alphabet A, the
automaton DL = ( {u−1L | u ∈ A∗}, A, ◦, L, T ) is finite and accepts L.
Example 2. In the canonical finite automaton DL of the language L = a
+b+,
we have four states L = a+b+, K = a−1L = a∗b+, b−1L = ∅ and b−1K = b∗.
There is just one state containing the empty word, namely the state b∗. Thus
T = {b∗}. The automaton is depicted on Figure 1.
L
K
∅
b∗
ab
a
b
b
a b
a
Fig. 1. The canonical finite automaton of the language L = a+b+.
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Semirings. The structure (2A
∗
, A, ◦,∩) forms the canonical meet semiautoma-
ton on A. Moreover, given a regular language L over A, we can generate by L in
(2A
∗
, A, ◦,∩) the canonical finite meet semiautomaton of L; namely
ML = ( {L ◦ U | U ∈ A
 }, A, ◦,∩ ) .
Taking L as the unique initial state and all states containing λ as the set of all
final states, we get the canonical finite meet automaton ML of L.
Example 3. To construct the canonical finite meet automaton ML of the lan-
guage L = a+b+ we need to consider all possible intersections of states from DL.
There are two new states: the intersection K ∩ b∗ = b+ and the intersection of
the empty system
⋂
∅
= A∗. The canonical finite meet automaton is depicted on
Figure 2.
L
K
b+
∅
A∗
b∗
ab
ab
a
b
b
a
b
a
b
a
Fig. 2. The canonical finite meet automaton of the language L = a+b+.
Dashed lines indicate the inclusion relation on the set of all states. The inclusion
relation completely describes a semilattice structure of the meet automaton ML.
Lattice algebras. The structure (2A
∗
, A, ◦,∩,∪) forms the canonical lattice
semiautomaton on A. Moreover, given a regular language L over A, we can
generate by L in (2A
∗
, A, ◦,∩,∪) the canonical finite lattice semiautomaton of
L; namely
LL = ( {L ◦ U | U ∈ A
⋄}, A, ◦,∩,∪ ).
This structure is already mentioned in Kl´ıma [14]. Taking L as the unique initial
state and all states containing λ as the set of all final states, we get the canonical
finite lattice automaton LL of L.
Example 4. We consider the canonical finite lattice automaton LL of the lan-
guage L = a+b+, which is depicted on Figure 3. There is only one new state,
namely Kλ = K∪ b∗ = K∪{λ} in addition to the canonical finite meet automa-
ton ML. Now, the inclusion relation describes a lattice structure of LL.
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L
K
b+
∅
Kλ
A∗
b∗
ab
ab
a
b
b
a
b
a
a
b
b
a
Fig. 3. The canonical finite lattice automaton of the language L = a+b+.
5 Syntactic structures
The basic tool of the algebraic language theory is the concept of the syntactic
monoid of a regular language. It is a certain finite quotient of the free monoid on
the corresponding alphabet. We recall here its definition and its construction.
Then we consider modifications for the remaining two levels.
Monoids. Given a regular language L over the alphabet A, we define the syn-
tactic congruence ∼∗L of L on A
∗ as follows: for u, v ∈ A∗, put u ∼∗L v if and
only if
(∀ p, q ∈ A∗) ( puq ∈ L⇐⇒ pvq ∈ L ) .
The following is a folklore result.
Proposition 5. The relation ∼∗L is a congruence relation on A
∗. Moreover, for
u, v ∈ A∗, we have that u ∼∗L v if and only if
(∀ p ∈ A∗) (p−1L) ◦ u = (p−1L) ◦ v .
Therefore, the structure A∗/∼∗L is isomorphic to the transformation monoid of
the canonical finite semiautomaton of L.
We present here a proof since it is a suitable preparation for similar results
in the next levels.
Proof. Clearly, the relation ∼∗L is reflexive, symmetric and transitive. Further-
more, for u, v, w ∈ A∗, if u ∼∗L v then uw ∼
∗
L vw and wu ∼
∗
L wv. Clearly, the fact
u ∼∗L v is equivalent to (∀ p, q ∈ A
∗) ( q ∈ (pu)−1L⇐⇒ q ∈ (pv)−1L ), which is
(∀ p ∈ A∗) (pu)−1L = (pv)−1L, that is (∀ p ∈ A∗) (p−1L) ◦ u = (p−1L) ◦ v. ⊓⊔
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The structure A∗/∼∗L is called the syntactic monoid of L.
Semirings. Given a regular language L over the alphabet A, we define the
syntactic (semiring) congruence ∼L of L on the semiring A
 as follows: for
U = {u1, . . . , uk}, V = {v1, . . . , vℓ} ∈ A
, we put U ∼L V if and only if
( ∀ p, q ∈ A∗) ( pu1q ∈ L, . . . , pukq ∈ L⇐⇒ pv1q ∈ L, . . . , pvℓq ∈ L ) .
Proposition 6 ([21]). The relation ∼L is a congruence relation on A
. More-
over, for U, V ∈ A, we have that U ∼L V if and only if
(∀ p ∈ A∗) (p−1L) ◦ U = (p−1L) ◦ V .
Proof. To show that the relation ∼L is a congruence relation on A
 is easy and
similar to the case of monoids. Clearly, the fact U ∼L V is equivalent to
(∀ p, q ∈ A∗) q ∈ (pu1)
−1L ∩ · · · ∩ (puk)
−1L⇐⇒ q ∈ (pv1)
−1L∩ · · · ∩ (pvℓ)
−1L .
The last formula can be written as
(∀ p ∈ A∗) (pu1)
−1L ∩ · · · ∩ (puk)
−1L = (pv1)
−1L ∩ · · · ∩ (pvℓ)
−1L ,
which is (∀ p ∈ A∗) p−1L ◦ U = p−1L ◦ V . ⊓⊔
Note that one can show (see [20]) that the structure A/∼L is isomorphic
to the transformation semiring of the whole canonical finite meet semiautomata
ML of L. The structure A
/∼L is called the syntactic semiring of L.
Numerous examples of syntactic semirings can be found e.g. in [20]. In [21]
it is described how one can compute the syntactic semiring algorithmically from
the syntactic monoid. For the handmade computations we can use Proposition 6.
Example 5. Consider again the language L = a+b+. We can choose the words λ,
a, b, ab, and ba to represent five different transformations. There are no others,
because both a and b are idempotent elements of both syntactic monoid and
syntactic semiring and ba is a zero element. Moreover, ba is the smallest element
in the syntactic semiring, because ba transforms all states, with exception of A∗,
to the state ∅. So, if we want to compute all elements of the syntactic semiring, it
is enough to consider only intersections of the elements λ, a, b and ab. The crucial
observation is that both λ∧ab and a∧ b give the same transformation as well as
the intersection of any triple of elements. Hence in the syntactic semiring there
are, besides the element ⊤ and elements λ, a, b, ab, and ba, just five elements
given by intersections λ ∧ a, λ ∧ b, λ ∧ ab, a ∧ ab and b ∧ ab. In Table 1 we
present how all these elements transform the canonical finite meet automaton.
The semilattice part of the syntactic semiring is fully described by Figure 4.
Notice that for the computation of the syntactic semiring we do not need to
know all the information from Table 1. For example, if a term U ∈ F ′ acts on
the state b+, then the image is the intersection of images of the states K and b∗.
Moreover, the images of states ∅ and A∗ are clear. Thus we need to work only
with first three columns.
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L K b∗ b+ A∗ ∅
λ L K b∗ b+ A∗ ∅
a K K ∅ ∅ A∗ ∅
b ∅ b∗ b∗ b∗ A∗ ∅
ab b∗ b∗ ∅ ∅ A∗ ∅
ba ∅ ∅ ∅ ∅ A∗ ∅
⊤ A∗ A∗ A∗ A∗ A∗ A∗
λ ∧ a L K ∅ ∅ A∗ ∅
λ ∧ b ∅ b+ b∗ b+ A∗ ∅
λ ∧ ab ∅ b+ ∅ ∅ A∗ ∅
a ∧ ab b+ b+ ∅ ∅ A∗ ∅
b ∧ ab ∅ b∗ ∅ ∅ A∗ ∅
Table 1. The transformations of ML for the language L = a
+b+.
Lattice algebras. Given a regular language L over the alphabet A, we define
the so-called syntactic (lattice) congruence ∼⋄L of L on A
⋄ as follows: for U =
{U1, . . . , Uk},V = {V1, . . . , Vℓ} ∈ A
⋄ we put U ∼⋄L V if and only if, for every
p, q ∈ A∗, the condition
pU1q ⊆ L or . . . or pUkq ⊆ L
is equivalent to
pV1q ⊆ L or . . . or pVℓq ⊆ L .
Proposition 7. The relation ∼⋄L is a congruence relation on A
⋄. Moreover, for
U ,V ∈ A⋄, it holds that U ∼⋄L V if and only if
(∀ p ∈ A∗) p−1L ◦ U = p−1L ◦ V .
Proof. To show that the relation ∼⋄L is a congruence relation on A
⋄ is easy and
similar to the case of monoids.
Let U ,V ∈ A⋄ are of the form
U = {U1, . . . , Uk}, where U1 = {u1,1, . . . , u1,r1}, . . . , Uk = {uk,1, . . . , uk,rk} ,
V = {V1, . . . , Vℓ}, where V1 = {v1,1, . . . , v1,s1}, . . . , Vℓ = {vℓ,1, . . . , vℓ,sℓ} .
Clearly, U ∼⋄L V is equivalent to (∀ p, q ∈ A
∗)
q ∈ ((pu1,1)
−1L ∩ · · · ∩ (pu1,r1)
−1L) ∪ · · · ∪ ((puk,1)
−1L ∩ · · · ∩ (puk,rk)
−1L)
⇐⇒ q ∈ (pv1,1)
−1L ∩ · · · ∩ (pv1,s1)
−1L ∪ · · · ∪ (pvℓ,1)
−1L ∩ · · · ∩ (pvℓ,sℓ)
−1L ,
which is
(∀ p ∈ A∗) ((pu1,1)
−1L∩· · ·∩(pu1,r1)
−1L)∪· · ·∪((puk,1)
−1L∩· · ·∩(puk,rk)
−1L)
= ((pv1,1)
−1L ∩ · · · ∩ (pv1,s1)
−1L) ∪ · · · ∪ ((pvℓ,1)
−1L ∩ · · · ∩ (pvℓ,sk)
−1L) ,
that is (∀ p ∈ A∗) p−1L ◦ U = p−1L ◦ V . ⊓⊔
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λ∧a λ∧b a∧ab b∧ab
λ a b ab
⊤
λ∧ab
ba
Fig. 4. The semilattice order of the syntactic semiring of the language L = a+b+.
The structure A⋄/ ∼⋄L is called the syntactic lattice algebra of L.
Note that in this third level it is not true that the structure A⋄/ ∼⋄L is
isomorphic to the transformation lattice algebra of the whole canonical lattice
semiautomaton LL of L as mentioned in the next example.
Example 6. Now we present the syntactic lattice algebra of the language L =
a+b+.
First of all, we could mentioned an interesting fact: the terms λ∧ab and a∧b
transform LL in a different way, namely Kλ ◦(λ∧ab) = b∗ and Kλ ◦(a∧b) = b+.
However these two terms λ∧ab and a∧ b give the same element in the syntactic
semiring of L, because they transform the states from DL in the same way.
In other words, λ ∧ ab ρ⋄L a ∧ b. This example just recalls the observation from
Proposition 7, that we need to check the images of the three states L, K and b∗
only.
We can start from the syntactic semiring of L, since the syntactic lattice
algebra can be viewed as an extension of the syntactic semiring by adding joins.
Thus we need to compute joins of all elements described in Table 1. This can be
done by a brute force algorithm, which gives Table 2.
To see that the computation is complete, we have to add some basic obser-
vations. At first, one can check the following equalities λ = (λ ∧ a) ∨ (λ ∧ b),
a = (λ∧a)∨ (a∧ab) and b = (λ∧b)∨ (b∧ab). Therefore we can remove elements
λ, a and b from the generating set. Since the elements ⊤, λ∧ab and ba are com-
parable with the others, we do not obtain new elements adding these element
into the joins. Thus, we need to compute the joins for five elements λ∧ a, λ∧ b,
a ∧ ab b ∧ ab and ab.
We observe that a∧ab transforms the state L to b+, and that no other image
of L under applications λ∧ a, λ∧ b, b∧ ab contains the word b. This means that
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L K b∗ L K b∗
λ L K b∗ (λ ∧ a) ∨ (b ∧ ab) L Kλ ∅
a K K ∅ (λ ∧ a) ∨ b L Kλ b∗
b ∅ b∗ b∗ (λ ∧ a) ∨ ab Kλ Kλ ∅
ab b∗ b∗ ∅ (λ ∧ b) ∨ (a ∧ ab) b+ b+ b∗
ba ∅ ∅ ∅ (λ ∧ b) ∨ a K Kλ b∗
⊤ A∗ A∗ A∗ (λ ∧ b) ∨ ab b∗ b∗ b∗
λ ∧ a L K ∅ (a ∧ ab) ∨ (b ∧ ab) b+ b∗ ∅
λ ∧ b ∅ b+ b∗ (a ∧ ab) ∨ λ K K b∗
λ ∧ ab ∅ b+ ∅ (a ∧ ab) ∨ b b+ b∗ b∗
a ∧ ab b+ b+ ∅ (b ∧ ab) ∨ a K Kλ ∅
b ∧ ab ∅ b∗ ∅ λ ∨ ab Kλ Kλ b∗
Table 2. The transformations of LL for the language L = a
+b+.
a∧ ab can not be covered by a join of elements λ∧ a, λ∧ b, b∧ ab. In the similar
way, b ∧ ab transforms K to b∗ which contains λ, and therefore b ∧ ab can not
be covered by a join of elements λ ∧ a, λ ∧ b, a ∧ ab. To see that both λ ∧ a and
λ∧ b can not be covered by a join of the others elements from the following ones
λ ∧ a, λ ∧ b, a ∧ ab b ∧ ab, ab, we just mention that K ◦ (λ ∧ a) = K contains ab
and b∗ ◦ (λ ∧ b) = b∗ contains λ.
From the observations from the previous paragraph we can state that joins of
elements λ∧a, λ∧ b, a∧ab, b∧ab are pairwise different elements of the syntactic
lattice algebra of L. So we obtain 15 elements in this way. If we add the element
ab into some of these joins, then we can remove from this join both a ∧ ab and
b ∧ ab if they occur. So, we obtain additionally four elements ab, ab ∨ (λ ∧ a),
ab ∨ (λ ∧ b), ab ∨ (λ ∧ a) ∨ (λ ∧ b) = ab ∨ λ.
Altogether, the syntactic lattice of L consists of 22 elements (see Figure 5):
⊥= ba, λ ∧ ab, 15 elements described above as joins of elements λ ∧ a, λ ∧ b, a ∧
ab, b ∧ ab, and finally the elements ab, ab ∨ (λ ∧ a), ab ∨ (λ ∧ b), ab ∨ λ, ⊤.
6 General algebras
The Eilenberg like theorems establish bijections between certain varieties of reg-
ular languages and pseudovarieties of certain algebraic systems. Not every finite
monoid is isomorphic to a syntactic one, we have to generate the appropriate
pseudovariety. Similarly in remaining levels.
Monoids. Here one considers varieties of languages and pseudovarieties of finite
monoids. The Eilenberg theorem can be find in e.g. [18].
Semirings. Here one considers the so-called conjunctive varieties of languages
and pseudovarieties of finite semirings. For more details see e.g. [20].
Lattice algebras. The following new definition of a notion of lattice algebras
is a part of an effort of formulation of Eilenberg like theorem using the notion
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λ∧a λ∧b a∧ab
λ a
λ∧ab
⊥
b
b∧ab
ab
⊤
Fig. 5. The order of the syntactic lattice algebra of the language L = a+b+.
of syntactic lattice algebra. Such a theorem is not formulated or even proved in
this paper. Nevertheless, we try here to characterize the finite factors of A⋄.
A lattice algebra is 8-tuple (K,∧,∨, ·, P,⊥,⊤, 1) where (K,∧,∨) is a bounded
distributive lattice with the bottom element ⊥ and the top element ⊤, (K, ·, 1)
is a monoid with right zero elements ⊥ and ⊤, P is a finite subset of K such
that the lattice (K,∧,∨) is generated by the set of all products of elements from
P and ⊤ · p = ⊤ and ⊥ · p = ⊥ hold for p ∈ P , and finally such that the
distributivity laws
q · (r ∧ s) = q · r ∧ q · s, q · (r ∨ s) = q · r ∨ q · s ,
(q ∧ r) · p = q · p ∧ r · p, (q ∨ r) · p = q · p ∨ r · p
hold for all q, r, s ∈ K and p ∈ P .
Notice that, considering A⋄, take P equal to the image of A, ⊤ the image of
{∅} and ⊥ the image of ∅.
7 Characterizing Reversible Languages
We consider the class of all reversible languages (see Golovkins and Pin [12]).
We present them using the Ambainis and Freivalds condition (see [5]).
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Proposition 8 ([5,12]). Let L be a regular language over an alphabet A. Then
L is recognized by a reversible automaton if and only if the following condition
for the canonical automaton of L holds:
(∀x, y ∈ A∗, f, g ∈ Q ) f 6= g, f ◦ x = g = g ◦ x =⇒ g ◦ y = g . (8)
Note that a condition from the previous statement is usually formulated in
a different way, namely that the canonical automaton of L does not contain the
following configuration, with f 6= g 6= h.
f g h
x
x y
Fig. 6. The forbidden configuration for reversible language.
In [12] the Ambainis-Freivalds condition (8) for the language L was translated
to a certain algebraic condition concerning the syntactic monoid of L together
with the image of L in the syntactic homomorphism. They also mention that
this class is not closed under binary intersections nor unions. Therefore it is not
an instance of any known Eilenberg correspondence.
Here we show an equivalent condition which is, in some sense, an identity for
the canonical lattice algebra of the considered language. We need the following
classical notion from the semigroup theory. Each element s in a finite semigroup
has a unique idempotent element among its powers, which is denoted by sω. So
we use this notation for lattice algebra, where this operation ( )ω is related to
the operation of multiplication. Moreover, in a fixed finite semigroup S, one can
find natural number m such that sω = sm for every element s ∈ S.
We are not going to define here the notion of an identity for (finite) lattice
algebras in a full generality. Nevertheless, we use the concrete condition
xωy ∨ (xωz ∧ t) = xωy ∨ (xωt ∧ z) . (9)
It is valid in the syntactic lattice algebra LL of the language L if we get the
same element of (9) on left and right sides after substituting p ∼⋄L, u ∼
⋄
L, v ∼
⋄
L
and w ∼⋄L (p, u, v, w ∈ A
∗), for x, y, z and t, respectively.
Proposition 9. The canonical automaton of a regular language L satisfies (8)
if and only if the canonical lattice algebra of L satisfies condition (9).
Proof. To simplify notation we write simply u instead of u ∼⋄L, for any u ∈ A
∗.
This simplification does not lead to a confusion, because for a state of K of the
canonical semiautomaton of a language L, by K ◦ (U ∼⋄L) is meant K ◦ U .
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Let L be a regular language with the canonical automaton satisfying the
condition (8). Let p, u, v, w ∈ A∗ be arbitrary words and denote U = pωu ∨
(pωv ∧ w),V = pωu ∨ (pωw ∧ v), both from A⋄/∼⋄L. Furthermore, let s ∈ A
∗ be
an arbitrary word and consider the state K = s−1L in the canonical automaton
of L. We need to show that K ◦ U = K ◦ V . At first, assume that K ◦ pω = K.
Then K ◦ U = K ◦ u ∪ (K ◦ v ∩ K ◦ w) which is equal to K ◦ V . Assume
now that K ◦ pω 6= K, particularly K ◦ p 6= K. From the definition of pω we
know that (K ◦ pω) ◦ pω = K ◦ pω. Since the canonical semiautomaton DL
satisfies (8), we get that (K ◦ pω) ◦ y = K ◦ pω for every y ∈ A∗. Therefore,
K ◦ U = K ◦ pω ∪ (K ◦ pω ∩K ◦ w) = K ◦ pω and similarly we obtain K ◦ V =
K ◦ pω ∪ (K ◦ pω ∩K ◦ v) = K ◦ pω.
To prove the opposite implication, we consider a regular language L which
has the forbidden configuration in its canonical semiautomaton DL and then we
show that its canonical lattice algebra does not satisfy (9). Let f, g, h be states
in DL and x, y ∈ A∗ be words such that f 6= g 6= h, f ◦ x = g = g ◦ x and
h = g ◦ y. Recall that f, g, h ⊆ A∗, because there are left quotient of L. Since
f 6= g, there is a word s ∈ A∗ such that s ∈ f , s 6∈ g or s 6∈ f , s ∈ g. Note
that the condition s ∈ f is equivalent to λ ∈ s−1f , i.e. λ ∈ f ◦ s. Similarly, since
g 6= h, there is a word r such that r ∈ g, r 6∈ h or r 6∈ g, r ∈ h. Thus there are
four cases to be discussed. In all these cases, the word p = x is already fixed by
the forbidden configuration. For this p, we have f ◦ pω = g.
Case I) If s ∈ f , s 6∈ g, r ∈ g, r 6∈ h then we put u = s, v = r and w = s and
consequently we denote U = pωu∨ (pωv ∧w), V = pωu∨ (pωw ∧ v). Now we see
that
λ 6∈ g ◦ s = (f ◦ pω) ◦ s = f ◦ (pωu) = f ◦ (pωw) ,
λ ∈ g ◦ r = (f ◦ pω) ◦ r = f ◦ (pωv) and
λ ∈ f ◦ s = f ◦w .
Therefore, λ ∈ f ◦pωu∪(f ◦pωv∩f ◦w) = f ◦U and λ 6∈ f ◦pωu∪(f ◦pωw∩f ◦v) =
f ◦V . Hence f ◦U 6= f ◦V and U , V are different elements in the canonical lattice
algebra of L.
Case II) If s ∈ f , s 6∈ g, r 6∈ g, r ∈ h then we put u = s, v = yr and w = s
and again U = pωu ∨ (pωv ∧ w), V = pωu ∨ (pωw ∧ v). Now we have
λ 6∈ g ◦ s = (f ◦ pω) ◦ s = f ◦ (pωu) = f ◦ (pωw) ,
λ ∈ h ◦ r = (f ◦ pωy) ◦ r = f ◦ (pωv) and
λ ∈ f ◦ s = f ◦w .
Therefore, λ ∈ f ◦pωu∪(f ◦pωv∩f ◦w) = f ◦U and λ 6∈ f ◦pωu∪(f ◦pωw∩f ◦v) =
f ◦ V . This means that U 6= V in the canonical lattice algebra of L.
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Case III) If s 6∈ f , s ∈ g, r ∈ g, r 6∈ h then we put u = yr, v = s, w = pr,
U = pωu ∨ (pωv ∧ w) and V = pωu ∨ (pωw ∧ v). Now we have
λ 6∈ h ◦ r = (g ◦ y) ◦ r = g ◦ u = (f ◦ pω) ◦ u = f ◦ (pωu) ,
λ ∈ g ◦ s = g ◦ v = (f ◦ pω) ◦ v = f ◦ (pωv) ,
λ ∈ g ◦ r = (f ◦ p) ◦ r = f ◦ w and
λ 6∈ f ◦ s = f ◦ v .
Hence, λ ∈ f◦pωu∪(f◦pωv∩f◦w) = f◦U and λ 6∈ f◦pωu∪(f◦pωw∩f◦v) = f◦V .
Case IV) If s 6∈ f , s ∈ g, r 6∈ g, r ∈ h then we put u = r, v = s and w = ps
and consequently U = pωu ∨ (pωv ∧ w), V = pωu ∨ (pωw ∧ v). Now we see that
λ 6∈ g ◦ r = g ◦ u = (f ◦ pω) ◦ u = f ◦ (pωu) ,
λ ∈ g ◦ s = g ◦ v = (f ◦ pω) ◦ v = f ◦ (pωv) ,
λ ∈ g ◦ s = (f ◦ p) ◦ s = f ◦ w and
λ 6∈ f ◦ s = f ◦ v .
And we can finish this case in the same manner as the previous ones. ⊓⊔
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