Nowadays, elliptic curve cryptosystems receive attention and much e ort is being dedicated to make it more and more practical. It is worthwhile to construct discrete logarithm based cryptosystems using more general algebraic curves, because it supplies more security sources for public key cryptosystems. The presented paper introduces C ab curves. Roughly speaking, a curve is C ab if it is non-singular in its a ne part and if its singularity at inÿnity is "nice". C ab curves compose a large family of algebraic curves, including elliptic, hyperelliptic and superelliptic curves. The paper shows an addition algorithm in Jacobian group of C ab curves in three steps: ÿrstly with a geometrical point of view, which is impractical, secondly by translating the algorithm in the language of ideals, and ÿnally, the ÿnal algorithm in which some costly steps are removed. The paper also gives experiments that prove that the algorithm behaves well in practice. ?
Introduction
Nowadays, elliptic curve cryptosystems (ECC) receive attention and much e ort is being dedicated to make it more and more practical. ECC is a public key cryptosystem based on the discrete logarithm problem on a group of points on an elliptic curve. A general algebraic curve also has a group, Jacobian group, roughly speaking, which is a group of point sets on a curve. It is worthwhile to construct discrete logarithm based cryptosystems using Jacobian group of general algebraic curves beyond elliptic or hyperelliptic curves, because it supplies more security sources for public key cryptosystems.
Suppose a family F of algebraic curves (which is bigger than a family of elliptic curves) is given. To construct a discrete logarithm based cryptosystems using the family F, we need to solve the following two basic problems.
Problem 1.
Find an e cient algorithm for addition in Jacobian group of any curve in the family F.
Problem 2.
Find an e cient algorithm to ÿnd a curve with Jacobian group of almost prime order in the family F.
Problem 1 is solved in the case of hyperelliptic curves [1, 6] , and can be dealt with rather easily in superelliptic curves [4] . Problem 2 is partially solved in hyperelliptic curves [7, 11, 2] .
Miura [9] has found a family of algebraic curves named "C ab curve" in the development of algebraic geometry codes. Roughly speaking, a curve is C ab if it is non-singular in its a ne part and if its singularity at inÿnity is "nice", in the sense that there is only one place at inÿnity and it is of degree 1. C ab curves compose a large family of algebraic curves, including elliptic, hyperelliptic and superelliptic curves. This paper gives a solution for Problem 1 in the case of C ab curves. An algorithm for addition in Jacobian group of C ab curves is given in three steps: ÿrstly with a geometrical point of view, which is impractical, secondly by translating the algorithm in the language of ideals, and ÿnally, the ÿnal algorithm in which some costly steps are removed. This paper also gives experiments that prove that the algorithm behaves well in practice.
Preliminaries
This section gives preliminaries for Jacobian group of an algebraic curve and for a Groebner basis of an ideal in a polynomial ring.
Jacobian group of an algebraic curve
Take an algebraic curve C deÿned over a ÿeld K. Let K be its algebraic closure. A divisor D is deÿned to be a formal sum D = m i P i for integers m i and rational points (strictly, places) P i of C over K. For a rational function f on a curve C, let v P (f) = n(or; −n) be the order n of zero (or, pole) of f at a point P on C. Then, (f) := P v P (f)P becomes a divisor of degree 0, called a principal divisor of f. The partial sums (f) 0 := P; vP(f)¿0 v P (f)P and (f) ∞ := P; vP(f)60 −v P (f)P are called a zero divisor and a pole divisor of f, respectively. Note both (f) 0 and (f) ∞ are positive divisors, and (f)=(
where g denotes the genus of C. For details, see [10, Chapter 2] .
Monomial order and Groebner bases
Let N 0 denote the set of non-negative integers. For an n-variable monomial x = x 1 1 ; : : : ; x n n , an n-tuple of integers = ( 1 ; : : : ; n ) ∈ N n 0 is called a multi-degree of x , denoted by MD(x ). A well order ¡ on N n 0 is called monomial order if + ¡ ÿ+ holds whenever ¡ ÿ and ∈ N n 0 . A monomial order on N n 0 determines a well order on the set of all monomials through multi-degrees, called a monomial order, too. Suppose a monomial order is given. For an n-variable polynomial f, the largest term (monomial) appearing in f with respect to the monomial order is called a leading term (monomial) of f, denoted by LT(f)(LM(f)). By using monomial orders, we can describe the division algorithm for n-variable polynomials, in which a polynomial f is divided by a set of polynomials G. For an ideal I , the set of all of the multi-degrees of monomials outside LM(I ) is called -set of I , denoted by (I ):
Let (I ) denote the number of elements in (I ). Obviously, when (I ) is ÿnite, (I )= dim K (R=I ). So, when (I ) is ÿnite, it is equal to the number of points which are zeros of I , including multiplicities.
For a polynomial set G = {g 1 ; : : : ; g m }, we set (g 1 ; : : :
(]S denotes the number of elements in the set S). Then, for an ideal I satisfying (I ) ¡ ∞ and for its subset G = {g 1 ; : : : ; g m }, we have G is a Groebner basis of I ⇔ (I ) = (g 1 ; : : : ; g m ):
Use of a Groebner basis justiÿes the division algorithm for n-variable polynomials. That is, a polynomial f is a member of an ideal I if and only if the remainder of f divided by the Groebner basis of I is equal to zero. Although there are several Groebner bases for a given ideal, the reduced Groebner basis is uniquely determined up by a given ideal. A Groebner basis G of an ideal I is called reduced when (1) the coe cient of LT(p) is 1 for all p ∈ G, (2) any term appearing in p does not belong to (LT (G − {p}) ) for all p ∈ G. In this paper, a Groebner basis is always considered in the reduced form.
For details, see [3, Chapter 2] .
C ab curve
This section, after Miura, deÿnes C ab curves and shows some properties of them [9, 8] .
Let C be an algebraic curve with a place P of degree one over a perfect ÿeld K. Take the ring L(∞P) of functions on C which are holomorphic away from P:
All of the pole numbers −v P (f) at P of f ∈ L(∞P) become a monoid M P :
Take a minimum system A = {a 1 ; a 2 ; : : : ; a t } (a 1 ¡ a 2 ¡ · · · ¡ a t ) of generators of M P as a monoid:
where N 0 denotes the set of non-negative integers. Note gcd(a 1 ; : : : ; a t ) = 1, since M P is co-ÿnite in N 0 .
For A = {a 1 ; : : : ; a t }, deÿne a function A on N t 0 as
Deÿnition 1 (C ab order). For m=(m 1 ; : : : ; m t ), and n=(n 1 ; : : : ; n t ) ∈ N t 0 , deÿne an order
Then, the order ¿ A becomes a monomial order, called "C ab order of type A".
For each a ∈ a 1 ; : : : ; a t , take the smallest m with respect to C ab order of type A satisfying A (m) = a, and put those as B(A):
Take a set V (A) of 'minimum' elements not belonging to B(A):
0 ⇒ n = (0; 0; : : : ; 0)}: V (A) is a ÿnite set as seen later.
Theorem 2. Let C be an algebraic curve deÿned over a perfect ÿeld K with a place P of degree one. Suppose M P has a minimum system A = {a 1 ; : : : ; a t } (a 1 ¡ · · · ¡ a t ) of generators as a monoid. Then, the curve C has a non-singular a ne model in t-dimensional a ne space deÿned by the equations
with a unique l ∈ B(A) satisfying A (m) = A (l), and l ( = 0); n ∈ K. The a ne model has a unique point P ∞ at inÿnity, which corresponds to the place P.
Conversely, for A = {a 1 ; : : : ; a t } such that gcd(a 1 ; : : : ; a t ) = 1; a 1 ¡ · · · ¡ a t , if the a ne curve deÿned by Eqs. (2) is non-singular, and Eqs. (2) compose a Groebner basis w.r.t. C ab order of type A, putting
In particular,
The a ne curve F m = 0 (m ∈ V (A)) obtained from A = {a 1 ; : : : ; a t } (gcd(a 1 ; : : : ; a t ) = 1; a 1 ¡ · · · ¡ a t ), is called a "C ab curve of type A".
It is not trivial to determine V (A) for a given A. For i = 0; 1; : : : ; a 1 − 1, put
and put 
Proposition 4. The genus g(A) of a C ab curve of type A = {a 1 ; : : : ; a t } is given by
In particular, when A = {a; b},
Example. C 
Since A ((0; 3)) = 12 is equal to the value of A for (4; 0) ∈ B(A), we see that a C 3; 4 curve (i.e. C ab curve of type {3; 4}) is a plane curve deÿned by a polynomial of the form
by Theorem 2. Similarly a C ab curve of type A = {a; b} (gcd(a; b) = 1) is a plane curve deÿned by a polynomial of the form
Galbraith et al. [4] call a non-singular plane curve with an equation of the form
superelliptic curves, where n is coprime with the characteristic of the deÿnition ÿeld, and n and are prime to each other. Obviously, superelliptic curves are special cases of the plane C ab curves. A ((0; 2; 0)) = 10 is equal to the value of A for (1; 0; 1) ∈ B(A), A ((0; 1; 1)) is equal to the value of A for (4; 0; 0) ∈ B(A), and A ((0; 0; 2)) is equal to the value of A for (3; 1; 0) ∈ B(A). So, by Theorem 2, C 3; 5; 7 curve is a space curve deÿned by three equations of the form
4. An addition algorithm in Jacobian with divisors
Let C be an algebraic curve of genus g with a rational point P ∞ over a perfect ÿeld K. As seen in Section 2.1, Jacobian group
Deÿnition 5. We call a divisor D of the form D = E − mP ∞ with an e ective divisor E prime to P ∞ and with some integer m between 0 and g, a semi-normal divisor.
Lemma 6. Every element in J K (C) is represented by a semi-normal divisor.
So, with some nonzero function f,
In general, there are several semi-normal divisors, which represent the same element in Jacobian. However, we can determine a unique representative by using the following algorithm. Algorithm 1. Input: a divisor D = E − nP ∞ of degree 0 with an e ective divisor E prime to P ∞ , Output: a semi-normal divisor G equivalent to −D.
Proposition 7. Algorithm 1 outputs a constant divisor for equivalent divisors.
Proof. Let D 1 = E 1 − n 1 P ∞ and D 2 = E 2 − n 2 P ∞ be equivalent divisors of degree 0 with e ective divisors E i (i = 1; 2) prime to P ∞ .
With some non-zero function , we have
For D 1 , take the function f 1 ∈ L(∞P ∞ ) satisfying (f 1 ) 0 ¿ E 1 as in Algorithm 1. Then we have
Because is independent from the choice of f 1 and f 2 , the f 1 with the smallest pole number at P ∞ corresponds to the f 2 with the smallest pole number at P ∞ . Then,
shows that outputs of Algorithm 1 for D 1 and D 2 are the same. Deÿnition 8. We call divisors obtained as outputs of Algorithm 1 normal divisors.
As Algorithm 1 outputs a divisor equivalent to −1 times the input divisor, we can normalize any semi-normal divisor by applying Algorithm 1 twice. So, Lemma 6 and Proposition 7 show that Theorem 9. Any element in Jacobian is represented by a unique normal divisor. Now, addition in Jacobian can be done by normalizing the added divisors.
(1) Applying Algorithm 1 for
To perform Algorithms 1 and 2 on computers, we need to encode divisors in some way. The most straightforward way is to encode divisors as point sets with multiplicities as in [12] . But to encode divisors involved in our algorithms as point sets, we need to deal with g!th degree extension ÿeld of the deÿnition ÿeld K, and it hurts the e ciency of the algorithms.
In C ab curves, Jacobian group is naturally isomorphic to the ideal class group of the coordinate ring. The next section, due to this fact, realizes Algorithms 1 and 2 by ideal computations in the coordinate ring.
An addition algorithm in Jacobian with ideals
Let C be a C ab curve of type A = {a 1 ; : : : ; a t } (gcd(a 1 ; : : : ; a t ) = 1; a 1 ¡ · · · ¡ a t ) deÿned over a perfect ÿeld K with equations
and let P ∞ be the unique point on C at inÿnity. By the deÿnition of a C ab curve, we have
So, the coordinate ring R K = K[X 1 ; X 2 ; : : : ;
In general, for a Dedekind domain R, Jacobian group of Spec(R) is just the ideal class group H (R) of R ([5, Example 6.3.2, p. 132]). In this case, the isomorphism is given by :
Remember that C ab order is deÿned by the order function A , and by Theorem 2, A (n 1 ; : : : ;
So, we see that C ab order puts monomials in order by pole numbers at P ∞ of them. Hence, by applying the isomorphism for Algorithm 1, we get Algorithm 3. Input: an ideal I of the coordinate ring R K of a C ab curve of type A, Output: an ideal J equivalent to the inverse ideal of I
(1) f ← the smallest f( = 0) ∈ I with respect to the C ab order of type A.
Using Algorithm 3 twice as in the case of Algorithm 2, we get the following addition algorithm in Jacobian of C ab curve. Algorithm 4. Input: ideals I 1 and I 2 of the coordinate ring R K of a C ab curve of type A, Output: an ideal I 3 equivalent to the ideal product I 1 · I 2 .
(1) I ← I 1 · I 2 .
(2) f ← the smallest f( = 0) ∈ I with respect to the C ab order of type A. Computation of ideal quotients costs Algorithm 4 its e ciency. We remove computation of them from the addition algorithm. In Algorithm 4, we have
So,
and we see
Thus, we get the following addition algorithm without ideal quotients.
Algorithm 5. Input: ideals I 1 and I 2 of the coordinate ring R K of a C ab curve of type A, Output: an ideal I 3 equivalent to the ideal product I 1 · I 2 .
(2) f ← the smallest polynomial f( = 0) ∈ I with respect to the C ab order of type A. (3) g ← the smallest polynomial g( = 0) with respect to the C ab order of type A s.t.
Remember g was the smallest member of J = (f) : I . So, by the deÿnition of the ideal quotient, g is the smallest polynomial satisfying gI ⊆ (f).
Details of implementation of the addition algorithm
This section explains the details of implementation of Algorithm 5, showing an example of performing the algorithm. For a C 34 curve on the prime ÿeld K = F 17 with equation
we compute the double of I 1 = {f 1 = X 2 + 14Y + 4X + 5; f 2 = XY + 3Y + 4X + 9;
in its Jacobian group J K (C).
In C 34 order, monomials are put in the ascending order as follows;
1; X; Y; X 2 ; XY; Y 2 ; X 3 ; X 2 Y; XY 2 ; : : : :
In the below, for a polynomial f and an ideal G, let f G denote the remainder of a polynomial f divided by an ideal G.
(1) At the ÿrst step, we compute the Groebner basis of the ideal product I = I 1 · I 1 with respect to the C 34 order. Remember that (I ) means the number of points which are zeros of I , including multiplicities (Section 2.2). So, (I ) = (I 1 ) + (I 1 ) = 6. Then, if the ideal I contains a subset of the form
it must be a Groebner basis of I (see Eq. (1)). We compute members in I = I 1 · I 1 as follows:
{g5;g4;g3;g2;g1;F}
is a Groebner basis of the ideal I by the above remark.
(2) f ← g 6 = X 3 + 10Y 2 + 5XY + 7Y + 11X + 4. (3) We ÿnd the smallest polynomial g( = 0) such that g · I ⊂ (f; F). Computing the remainder of the product of g 5 and monomials divided by {f; F} in the ascending order, we get 
The right-hand side is the Groebner basis of I 3 , the result of the double of I 1 .
Remark. In the above, a polynomial g is computed such that gg 5 is divisible by f.
Then we get such an g with LM(g) = X 2 . In this case, gg 4 is automatically divisible by f. The reason is as follows. Note that (J ) = ((f) : I ) = −v ∞ (X 3 ) − (I ) = 3. So the smallest monomial in LM(J ) (w.r.t. C 34 order) is not greater than X 2 since X 2 is the fourth smallest monomial (see Eq. (9)). Then, if gg 4 is not divisible by f, LM(g) becomes larger than X 2 , and this is impossible since g must be the smallest member in J . Now we get Algorithm 6 giving the details of Algorithm 5. For simplicity, Algorithm 6 treats only plane C ab curve. In Algorithm 6, "{{c 1 ; c 2 ; : : : ; c a }; r} ← Division(g; G)" denotes that we get the quotient {c 1 ; c 2 ; : : : ; c a } and the remainder r by dividing the polynomial g by the polynomial set G (see [3, Section 3, Chapter 2] for details). "{{a 1 ; : : : ; a i }; r} ← Coe cients(f; r 1 ; : : : ; r i )" denotes that we get coe cients {a 1 ; : : : ; a i } and the remainder r to express f as a linear combination of r 1 ; : : : ; r i . Mono i denotes the ith monomial in C ab order (Mono 1 = 1; Mono 2 = X; : : :). subroutine Reduce(inputs f; I = {f 1 ; f 2 ; : : : ; f a }; output J ) 
The subroutine Compose corresponds to the ÿrst step of Algorithm 5. It computes the Groebner basis of the ideal product I 3 = I 1 · I 2 for ideals I 1 and I 2 of the coordinate ring K[X; Y ]=(F(X; Y )). In the subroutine, we compute the order of -set (I ) of an ideal I (for a deÿnition of -set, see Section 2.2). Only in the case that (I 1 ) + (I 2 ) = (I 3 ), we need the subroutine Buchberger to obtain Groebner basis of I 3 .
In general, the complexity of Buchberger algorithm may be quite huge. However, in our situation, the monomial order C ab order has the order function a; b , and forms of ideals involved are quit simple. So, Buchberger algorithm works quite e ciently. Let g be the genus of C ab curve deÿned over a ÿnite ÿeld of q elements. First, I 3 is composed of polynomials whose leading monomials are the about 3gth monomials among all the monomials. To obtain Groebner basis of I 3 , we need to ÿnd polynomials in I 3 , whose leading monomials are the about 2gth monomials. In WHILE loop of Buchberger algorithm, using notations in subroutine Buchberger, if we can make an ideal schedule for the choice of polynomials f i ; f j for the computation S(f i ; f j ),
G is not trivial and its leading monomial is strictly smaller than those of members in G. This means that WHILE loop should ÿnish in O(g) repeats. So, the complexity of Buchberger algorithm in our situation with the ideal schedule is O(q 2 g 3 ). However, our experimental results show, when the size of the deÿnition ÿeld is large enough and the genus is small enough, the complexity of Buchberger algorithm is not far from O(q 2 g 3 ) with a hand-made schedule. The subroutine Divide corresponds to the third step of Algorithm 5. For a random linear combination h of f i , it compute the smallest polynomial s with respect to C ab order, such that hs ∈ G just as in the above example. The subroutine Divide is essentially same as the Gaussian elimination among g variables. So, the complexity of Divide is O(q 2 g 3 ). The subroutine Reduce corresponds to the fourth step of Algorithm 5. The reason why we choose a random linear combination of f i for h is just a heuristic. As seen in the above example, it seems that the fact
is su cient for gI ⊂ (f) when the size of the deÿnition ÿeld is large enough and the genus is small enough. Our experimental results support the heuristic.
Note that the Groebner basis of the principal ideal (f) in the coordinate ring
since the leading term Y a of F(X; Y ) is prime to X . Finally, we show timing results of our implementation of Algorithm 6 by C language. Tables 1-3 show running times on 266MHz Pentium II, for C 35 curve, C 37 curve and C 2; 13 curve, respectively. In each case, C ab curve has the real size parameter in cryptographical applications, that is, C ab curves have 160 bits Jacobian groups. In tables, 'simple' denotes C ab curves with deÿning equations of the form Y a + X b + ÿ, and 'random' denotes randomly chosen C ab curves. 'Sum', 'Double' and 'Scalar' denotes addition of two random elements, doubling a random element and multiplication of a random element by a 160 bits random integer, respectively. These results prove that the algorithm behaves well in practice. The order of the Jacobian is n = 650496. For example, computing n times the point G = {X − 2; Y − 33; Z + 21} on the curve, we get
