Circuitos eulerianos óptimos en grafos no dirigidos : el problema del cartero rural by Corberán Salvador, Ángel


m u s  D  
5 6
CIRCUITOS EULERIANOS OPTIMOS EN GRAFOS 
NO DIRIGIDOS : EL PROBLEMA DEL CARTERO 
RURAL,
Memoria presentada 
Salvador para optar 
en Ciencias Matemáti 
Realizada bajo la di 
Antonio López Cerda 
Investigación Operat 
de Matemáticas de la 
Va l e n c i a .
por D.Angel Corberán 
al grado de Doctor 
c a s .
reccion de D.Marco 
, Catedrático de 





INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
Disscrrlation Püblish<¡ng
UMI U603094
Published by ProQuest LLC 2014. Copyright in the Dissertation held by the Author.
Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 
unauthorized copying underTitle 17, United States Code.
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, MI 48106-1346
Uuestno agnade.clmlcnto a toda¿ las pensónos 
que nos kan ayudado y estimulado, y en pantl 
culón. al pensonal del Centnc de. Cálculo de. 
la Unlvensldad Volltícnlca de. Valencia, sin 
cuya amable, colaboración no kabnla sido po­




CONCEPTOS PREVIOS .............................................. 6
1 Teoría de Grafos .................................  7
2 La Relajación L a g r a n g e a n a ........................14
3 Notas sobre la Teoría de la NP-completitud .20
SECCION 1
CIRCUITOS EULERIANOS Y PROBLEMAS R E L A C I O N A D O S ...........26
1.1 Grafos y Circuitos E u l e r i a n o s .................. 28
1.2 El Problema del Cartero Chino ( C P P ) ...........32
1.3 El Problema del Cartero Rural (RPP):
Orígenes, Características y Aplicaciones . .40
SECCION 2
TRANSFORMACIONES Y FORMULACION DEL R P P .................. 48
2.1 Transformaciones sobre el Grafo Original . .50
2.2 Formulación del RPP como un problema de 
Programación Lineal E n t e r a ..................... 56
SECCION 3
COTAS INFERIORES PARA EL R P P ............................... 67
3.1 La Relajación L i n e a l .......................... 69
3.2 La Relajación basada en el 1-Matching . . . .72
3.3 La Relajación basada en el S S T .....76
SECCION 4
COTA SUPERIOR PARA EL R P P .................................. 127
4.1 Un Algoritmo Heurístico para el RPP . . . .  130
4.2 Cota Superior para el R P P ........................ 135
SECCION 5
ALGORITMO DE BRANCH AND BOUND PARA EL R P P ......... 139
5.1 Estrategia de separación en subproblemas . 141
5.2 Estrategia de r a m i f i c a c i ó n    . 151
5.3 Saturación de n u d o s .............................. 154
SECCION 6
RESULTADOS COMPUTACIONALES ............................... 160
6.1 Aplicación del algoritmo de Branch and
Bound a un problema concreto. Ejemplo . . . 162
6.2 Resultados Computacionales .................  165
6.3 Comentarios y Valoración ....................  170
BIBLIOGRAFIA 172
5en la práctica , siendo sustituido por dos algoritmos heuríjs^ 
ticos destinados a la obtención de buenos m u l t iplicadores. Djí 
mostramos una serie de resultados que caracterizan a un sub- 
conjunto del conjunto de multiplicadores óptimos y se relaciona 
dicha caracterización con el procedimiento heurístico para su 
o b t e n c i ó n .
En la Sección 4 proporcionamos un algoritmo heii
rístico para la obtención de soluciones posibles del RPP. El
algoritmo se basa en el cálculo de un SST y en la resolución 
de un problema de 1-matching de coste mínimo. A partir de la 
solución posible obtenida con el algoritmo es posible, en al^  
gunos casos, encontrar otra solución cuyo coste este mas pro 
ximo del valor optimo -del problema. El valor de esta solución 
será utilizado como cota superior en el algoritmo de enumera 
cion de la siguiente Sección.
En la Sección 5 describimos las partes fundamen
tales de las que consta el algoritmo de Branch and Bound di­
señado para el RPP: estrategia de separación(particion) en - 
subproblemas, estrategia de ramificación (selección de subpr£ 
blemas) y saturación de nudos.
Finalmente, en la Sección 6 ilustramos con un e: 
jemplo el funcionamiento del algoritmo descrito en la Sección 
5. Dicho algoritmo ha sido probado con una colección de 24 - 
problemas de diversos tamaños. Grafos de hasta 84 vértices,- 
180 aristas y 74 aristas "requeridas" han podido ser resueltos 
óptimamente en tiempos inferiores a 300 segundos de CPU. La - 
Sección concluye con los resultados obtenidos para estos pro­
blemas y con una breve valoración de los mismos.
I N T R O D U C C I O N  
CONCEPTOS PREVIOS
71, TEORIA DE GRAFOS
En el siguiente resumen,de definiciones y resul­
tados básicos de la Teoría de Grafos, seguimos fundamentalmen 
te los textos de Christofides (1975) y Bondy and Murty (1976).
Otros textos de referencia obligada son Berge 
(1962) y Harary (1969).
1.1 Definiciones y conceptos básicos
Un QfiCLfao G es una colección de puntos o vértices
 (que representamos por N) , y una colección de
líneas  (representadas por el conjunto A) que
unen todos, o algunos de esos puntos. Representamos el grafo 
G por el par (W,A ) .
Cuando las líneas de A tienen una dirección, lo 
que usualmente se representa por una flecha, reciben el nom­
bre de asico¿ y el grafo resultante el de grafio d¿Ji¿g¿do .
Si las líneas no tienen dirección, reciben el -
nombre de aviXóta¿ y el grafo es no d£n£g£do. Un grafo que con
tenga aristas y arcos recibe el nombre de gtia{¡0 mZxto.
Una arista puede representarse por medio de los
dos vértices que une; a dichos vértices se les denomina 
£¿ce.¿ £e.fim¿ncLJÍ2.¿ .
Una arista cuyos vértices terminales coinciden - 
recibe el nombre de bucZ(L.
Un grafo múltiple o m u t t Z g M a ^ o  es aquel para el 
que pueden existir varias aristas entre dos vértices dados.
Un grafo se llama ¿ZmpZe. si no tiene bucles y no
8existe más de una arista entre cualquier par de vértices.
Una cddzna o camino en un grafo no dirigido es u^
na sucesión de aristas ( Z ^ y Z ^ t  ^ue cac*a arista -
Z^ 9excepto quizas la primera y la ultima, está conectada a las 
aristas Z¿  ¡ , y Z^ j  por sus dos vértices terminales.
Puede también representarse por la sucesión de - 
vértices que son utilizados.
Una cadena ¿ZmpZo. es aquella que no utiliza la - 
misma arista más de una vez; y una cadena z Z 2.m2.nZaZ es la que 
no utiliza el mismo vértice más de una vez.
Existe, a menudo, un numero asociado con una 
arista Z . Estos números reciben el nombre de costes, longitu­
des o pesos de las aristas. El coste de una cadena o camino - 
es la suma de los pesos de las aristas que lo forman.
Un c.ZtiC.uZZo en un grafo no dirigido o cZc.Zo es - 
un camino en el que los vértices inicial y final coinciden.
Un circuito elemental que pasa a través de todos
los vértices de un grafo recibe el nombre de aZtiCuZZo hamZZZo_
nZa.no .
Un circuito simple que atraviesa todas las aris­
tas (o arcos) de un grafo recibe el nombre de c.Ztic.uZZo (Zouti) 
<Lu.Z2.t1Z.CLno.
En un grafo no dirigido, el g t iado  d z  u n  v £ / i Z Z c z ,
d ( Z )  o d^ 9se define como el numero de aristas que son inciden
tes con él.
Teorema 1 : La suma de los grados de los vértices de un gra­
fo G es dos veces el numero de aristas.
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complementario de en W) , entonces el conjunto de aristas de G 
cuyos vértices terminales pertenecen uno a ÑQ y el otro a ÑQ 
recibe el nombre de conjunto de conté de G.
1.2 Arboles
Un grafo es a c Z c t t c o  si no tiene ciclos.
Un áLtiboJL es un grafo acíclico y conexo.
Teorema 2 : Las siguientes afirmaciones son equivalentes para
un grafo G=(W,A) , donde |W|=n.
1) G es un árbol.
2) Cada par de vértices de G están unidos por un único camino 
elemental.
3) G es un grafo conexo con n vértices y n-1 aristas.
4) G es un grafo acíclico con n vértices y n-1 aristas.
5) G es acíclico y si cualesquiera par de vértices no adyacen 
tes de G son unidos por una arista t , entonces GuZ tiene e- 
xactamente un ciclo.
Un ásiboZ g cncAadoA. de un grafo G se define como
un grafo parcial de G que forma un árbol. Puede también defjL
nirse como un grafo parcial conexo minimal (respecto del nu­
mero de aristas) de G.
kfiboZ gen2.t1a.don. de mZnZmo pe¿o (SST) de un gra­
fo G es el de menor peso o coste de los árboles generadores 
de G, cuando hay costes asociados con sus aristas.
Existen algoritmos eficientes para encontrar el 
SST de un grafo, éntre ellos los más conocidos son los de Krus
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kal y Prim. (Christofides (1975), páginas 135-139).
El algoritmo de Kruskal consiste básicamente en: 
Step 1: Empezar con un grafo completamente desconectado T de
n v e r t i c e s .
Step 2: Ordenar las aristas de G en orden creciente según el
c o s t e .
Step 3: Empezando desde el principio de esta lista (con las
aristas de menor coste) añadir aristas a T siempre - 
que esta adición no cierre un circuito en T.
Step 4: Repetir la step 3 hasta que hayan sido añadidas (n - 1 )
a r i s t a s .
Entonces T es el árbol generador de mínimo peso del 
grafo G.
1.3 Caminos más cortos
Para un grafo dado G={W,A), con costes definidos - 
sobre sus aristas, el p t i o b t m c L  d e . t  ccunXno c.OKto es el -
de encontrar el camino más corto desde un vértice de partida 
especificado jLz U a un vértice final especificado jeM, si tal 
camino existe.
Este problema puede generalizarse al problema de 
encontrar los caminos más cortos entre todos los pares de vejr 
t i c e s .
Existen algoritmos muy sencillos y eficientes pa 
ra calcular los caminos más cortos entre dos vértices dados, 
entre un vértice y todos los demás y entre todos los pares de 
vértices. La elección entre ellos depende del planteamiento - 
deseado y de los costes de las aristas (si son positivos,nega
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tivos y nulos o únicamente no negativos).
Así el algoritmo de Dijkstra es el más eficiente 
para calcular el camino más corto entre dos vértices específjL 
eos si los costes de las aristas son no negativos.
Cuando los costes pueden ser también negativos - 
tenemos los algoritmos de Ford, Moore y Bellman.
Para calcular los caminos más cortos entre todos 
los pares de vértices podemos utilizar repetidamente el algo­
ritmo de Dijkstra,o bien utilizar los algoritmos de Floyd, - 
Murchland o Dreyfus;que pueden también aplicarse en el caso - 
de costes negativos.
Para una descripción detallada de los algoritmos, 
ver Christofides (1975), Bondy y Murty (1976 ) , Goudran y Mi- 
noux (1979), Dreyfus y Law (1978) y Lawler (1976)
1.4 Matchings (Acoplamientos)
Un ma.tckX.ng de un grafo no dirigido G- ( W, A) es - 
un subconjunto M del conjunto de aristas de A escogido de for 
ma que no hayan dos aristas cualesquiera de M que sean adya­
centes (es decir que tengan un vértice terminal común).
El problema del Matching mínimo, es el problema 
de encontrar un matching perfecto (es decir, aquel en que to­
do vértice está acoplado por medio de una arista del matching 
a cualquier otro vértice) y que tenga coste mínimo.





suj e to a :
*11^12  a ffíE,p = 7 ¥¿eNtzk
S ,  = 0 , 1
iau]
/
1 si el vértice JL es incidente con la - 
arista £.
0 en otro caso.
donde \ cl. b\ es la matriz de incidencia:
y donde 7 (o 0) dependiendo de si t  está (o no) en el m a t ­
ching .
Existen buenos algoritmos para este problema, en 
el sentido de que el numero de operaciones que realizan es u- 
na función polinomica del numero n de vértices del grafo.
Aunque el crecimiento en el tiempo de computación 
es teóricamente 0 J , en la práctica es apreciablemente menor 
0 . Estos algoritmos, muy estudiados y elabor ados,pueden -
encontrarse en Christofides (1975) y fundamentalmente en Law- 
ler (1976), quien dedica dos capítulos de su libro a los pro­
blemas de matching y sus aplicaciones.
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2. LA RELAJACION LAGRANGIANA
El éxito de la Relajación Lagrangiana, se deriva 
de la observación del hecho de que un gran numero de problemas 
difíciles pueden ser considerados como problemas sencillos - 
complicados por un, relativamente pequeño, conjunto de restri_c 
ciones. Si se dualizan estas restricciones, se obtiene un pro 
blema Lagrangiano que es fácil de resolver. El valor optimo - 
de este problema es una cota inferior del valor optimo del 
problema original. El problema Lagrangiano puede utilizarse - 
en lugar de la relajación lineal para obtener cotas en un al­
goritmo de Branch and Bound.
Aunque los métodos Lagrangianos ya se utilizaron 
en Optimización Discreta antes de 1970, no es sino en 1970 
cuando "nace" la aproximación Lagrangiana tal como hoy se uti^ 
liza, cuando Held y Karp utilizaron un problema lagrangiano - 
basado en los árboles generadores de mínimo peso para obtener 
un buen algoritmo para el TSP. Y es en 1974 cuando Geoffrion 
da el nombre a esta aproximación:Reíajación Lagrangiana.
A continuación resumimos algunos de los principé! 
les aspectos de la teoría y de la práctica de la Relajación - 
Lagrangiana. Nos basamos fundamentalmente en Fisher (1981) y 
Geoffrion (1974). En Shaphiro (1979) se encuentra un resumen 
muy completo del uso de la Relajación Lagrangiana en problemas 
de Optimización Discreta.
En general, un Problema de Programación Lineal - 
Entera tiene la forma:
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( P) Min ex
x>0
sujeto a: A x Z b
Bx. Z d
x - entero i el 
J
Donde c., b y d son vectores; y A yv 8 matrices de dimensiones ai 
propiadas .
Definimos la RzZajazZón La.gA.angZana de (P) res­
pecto a las restricciones Ax^b y a un VzctOA, dz MuZZ¿pZZcadoA.z¿ 
X .  no negativos, como el Problema:
( P R , ) Min e x  + A( b - Ax )
A x>0
sujeto a : Bx > d
Xy entero jel
Si las restricciones relajadas fueran igualdades 
(o sea, de la forma A x - b ) ,  el vector X podría tomar también -
valores negativos, cumpliéndose exactamente igual todos los -
Teoremas que veremos a continuación.
En este apartado seguiremos la siguiente no ta­
ción :
(X) es un Problema de Optimización,
v (X) es su valor optimo.
F (X ) es el conjunto de soluciones posibles de (X ).
(X) es la Relajación Lineal de (X).
Además X denotará el vector de variables duales correspondien 
tes a AX>b en la solución óptima del Problema relajado lineal-
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mente (P) .
Supondremos además que las restricciones Bx>fí iii 
cluyen cotas superiores para todas las variables, por lo que 
( P ) o cualquiera de sus relajaciones consideradas aquí, será 
siempre acotado.
Teorema 3
Para todo X^O , se cumple que v (PR ^ ) v(P).
Por lo tanto, para cualquier vector de multipli­
cadores A^.0 , v ( PR ) es una cota inferior sobre el optimo del
A
problema original.
La utilidad de la Relajación Lagrangiana (PR^) -
reside en que este problema sea más fácilmente resoluble que 
(P) , y si es posible, por un algoritmo polinomial.
La mejor cota inferior que podríamos obtener de 
(PR^) correspondería a un vector de multiplicadores A^0 que - 
fuera optimo para el problema:
(V ) Max v ( PR. )
\> 0 A
Teorema ,4
Supondremos que el problema (P) es posible.
a ) i / ( P ) < v ( P ) < v ( P )
b) v [ ? )  « v { PR^ }
c) Si para un A>0 , tenemos un vector x que satisface;
1) x es la solución óptima de (PR^) .
2)  Ax > b
3)  A ( 6 - A x ) = 0
entonces x es una solución óptima de (?).
El apartado a) del teorema nos dice que la mejor
cota inferior obtenida por la Relajacián Lagrangiana (PR. ) es
A
por lo menos tan buena como la obtenida por la Relajación Li­
neal ( P ) .
Además, por b ) , si resolvemos la Relajación Li-
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neal (P) y elegimos como A>0 las variables duales óptimas \> 0  
correspondientes a las restricciones AX>b , la solución de 
(PR^) puede mejorar la cota obtenida por la Relajación Lineal.
Por ultimo en c) se dan las condiciones suficien 
tes para que la solución óptima de (PP^) 1° sea también del - 
problema (P). Si las restricciones relajadas son igualdades - 
A x s b ,  el apartado 3) se cumplirá si se cumple el 2) (que en - 
este caso exigiría que sea A x = b ) .
Cuando se cumplen las condiciones 1) y 2) pero - 
no 3), diremos que x es una solución e-optima, con e=A(Ax -b ) ^ 0
En este caso v(PR.)+e es una cota superior para v (P ) .
A
Diremos que el problema (PR. ) tiene la P n o p Z z d a d
dz T.Yi£zQn.aJLLdad si y solo si se cumple:
u(PRx ) = u(PRx ) V \ > 0
Teorema 5
Si (P) es posible y (PRx ) tiene la propiedad de 
integralidad, entonces:
v ( V)  = v(P)
Por lo tanto si se da la Propiedad de Integrali- 
dad en ( P R ^ ) , como máximo podremos obtener, utilizando la Re­
lajación Lagrangiana ( PR^ ) , una cota inferior igual a la pro­
porcionada por la Relajación Lineal. La ventaja de utilizar la 
Relajación Lagrangiana consiste en que Ia cota inferior
pueda ser obtenida en un tiempo de computacional menor, o in­
cluso que la Relajación Lineal sea intratable debido a que pja 
sea un gran numero de restricciones.
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Método del Subgradiente.
Resolver el problema (V ) completamente suele ser 
en la práctica demasiado costoso computacionalmente, por lo - 
que normalmente se intenta obtener simplemente unos multi p l i ­
cadores X^0 , aunque no óptimos, que se acerquen lo más posible 
a serlo.
El método más utilizado y que ha dado los m e j o ­
res resultados en la práctica para calcular unos buenos multi^ 
plicadores, X > 0 , es el Método del Subgradiente que será el que 
utilizaremos en este trabajo.
En este Método se parte de unos multiplicadores 
iniciales X o que pueden ser todos nulos y se genera una suce- 
sion de multiplicadores X de acuerdo con la formula recursi­
va :
X^+  ^ - Max { 0 ,  Xk + 6 ^ ( b - Ax^) }
L
Donde x es una solución óptima de (PR , ) y
X*
0fe>0 es la Z o n g Z t u d  d z Z  p a ¿ o .
La justificación teórica de este Método viene da. 
da por el siguiente teorema:
Teorema 6
Si {6^} cumple las condiciones:
lim 0, = 0 Q l > 0 Yfe
fe+oo k k
00
Z j  0 , = + 0 0
fe=j k
entonces se cumple que lim 1/[PR , )  - v [ V ) ,
fe-*00 X*
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O sea que mediante una selección adecuada de los 0^ se puede
asegurar la convergencia de v ( P R #) a v(P).
A*
Sin embargo en la práctica se utiliza un numero 
finito de iteraciones, más o menos grande, por lo que no se - 
puede asegurar que se alcance v [ V)  .
Para la elección de la longitud de paso 0^, el - 
método más utilizado es hacer:
(z * - v (PRxfe))
fa-Axfel|2
Donde es un escalar 0 < a ^4 2  , z * es una cota superior sobre 
v(P) y || || indica la norma euclídea.
Uno de los incovenientes del Método del Subgra­
diente es que no puede asegurar que v(PP^fe) sea creciente.
Para se suele utilizar la estrategia de di vi­
dirlo por 2, si en un determinado numero de iteraciones 
v ( P R ^ k )  no se ha incrementado.
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3. NOTAS SOBRE LA TEORIA DE LA NP-COMPLETITUD
Los fundamentos de la teoría de la NP-completitud se en­
cuentran en Cook (1971). Desde entonces esta teoría ha conocido un rápido 
desarrollo y una gran notoriedad que se justifica sobre todo por la impo_r 
tancia de algunos de sus resultados. Un desarrollo riguroso de esta teo­
ría se encuentra por ejemplo en Garey and Johnson (1979)
3.1 Definiciones básicas
En matemáticas, la palabra "problema" se utiliza con diver; 
sos significados. Aquí, un pflobZeyna. será una cuestión general que debe - 
ser respondida, y que, usualmente, contiene varios parámetros (o varia­
bles) jcuyos valores se dejan sin especificar. Un problema está definido - 
al proporcionar una descripción general de todos sus parámetros y especi­
ficar que propiedades debe satisfacer la respuesta o 6oZuc¿ón (óptima). 
Si se especifican ciertos valores para todos los parámetros del problema, 
obtenemos un 2.j2mpZo del problema.
Los aZgOfLCÜnoA son procedimientos generales } paso a pasoj 
para resolver problemas.
Un algoritmo se dice que un problema si el algo­
ritmo produce una solución (óptima) para cualquier ejemplo I de P. El ob 
jetivo es encontrar el algoritmo "más eficiente" para resolver un proble^ 
ma.
Hay definidas varias medidas de la complejidad para inteii 
tar recoger aspectos sobre la eficiencia de los algoritmos. Nosotros nos 
centraremos en la llamada (LCMipLuj ¿dad del t ¿ m p o  (time complexity) , pues; 
to que los requerimientos de tiempo son los más importantes al juzgar la 
eficiencia de un algoritmo. El tiempo que requiere un algoritmo para resol, 
ver un ejemplo depende de su "tamaño", que refleja la cantidad de datos de 
entrada para describir este ejemplo. Esta medida se formaliza
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considerando un esquema. de, codtfitcactó n (encoding scheme) que 
asocia ejemplos del problema a series de símbolos que los des^ 
criben. En los computadores reales estas series consisten nor­
malmente de ceros y unos. El tamaño o tongttad de, e.ntJiada (in; 
put lenght) del ejemplo se define como la longitud de esa se­
rie de simbolos. Tal serie puede utilizarse para entrar el e- 
jemplo en una máquina real (o hipotética). Antes de ver algu­
nos resultados importantes sobre el "tamaño" de los ejemplos 
de un problema, debemos estar seguros de que los resultados - 
no cambiaran sustancialmente si tomamos esquemas de codifica­
ción ligeramente diferentes y máquinas ligeramente diferentes. 
Las máquinas más utilizadas en el análisis teórico son la Tu- 
ring y la RAM que en cierta sentido son equivalentes. Para no 
s o t r o s , es suficiente considerar un computador real en lugar 
de una máquina Turing.
Dado un esquema de codificación y un modelo de - 
máquina, la u^,nc,tón de, compZzj-¿dad de,t tte,mpo (tim.e comple- 
xity function) ¿ : Ñ ■+ Ñ de un algoritmo, expresa sus re­
querimientos de tiempo proporcionando, para cada tamaño posi­
ble o longitud de entrada neÑ, el tiempo máximo necesario pa­
ra resolver un problema de ese tamaño por el algoritmo.
Los requerimientos de tiempo se miden contando - 
el numero de "pasos elementales" que el algoritmo realiza pa­
ra resolver un ejemplo. Informalmente, operaciones tales como 
la adición, multiplicación, comparación, etc. son consideradas 
pasos elementales (tengamos en cuenta que si trabajamos con 
números grandes, las operaciones con dichos números necesita-
22
rían más de un paso elemen tal).
Ahora debemos definir la "eficiencia". Diremos - 
que una función f i in ) es 0 ( g ( n ) ) 9 i.e. ¿ es de orden g ,  si exijs 
te una constante c. tal que | f i í n) |^:C.|g(n) | para todos los ente 
ros yl^ O . Un a. tgoK££mo d z  £ £ z m p o  po¿¿nomÁ,a.JL es un algoritmo - 
cuya función de complejidad del tiempo ¿(tt) es 0 ( p ( n ) )  para - 
algún polinomio p: W -*■ M . Cualquier algoritmo cuya función 
de complejidad del tiempo no pueda acotarse por un polinomio, 
recibe el nombre de 4 u p z s i p o ¿ ¿ n o m ¿ a ¿  ó a tgon .££m o  d z  £ ¿ z m p o  zx.-  
ponznz¿CL-¿ . Puesto que las funciones exponenciales crecen m u ­
cho más rápidamente que las polinomiales, entonces diremos 
que un algoritmo es buLZno 6 z ¿ ¿ c ¿ z n £ z  si funciona en tiempo - 
p o l inomial.
La naturaleza fundamental de esta distinción en­
tre algoritmos, fue discutida por primera vez por Cobbam 
(1964) y Edmonds(1965 b ) . Edmonds,equiparo algoritmos de tiem 
po polinomial con "buenos" algoritmos y conjeturo que ciertos 
problemas de programación entera no podrían resolverse por e- 
sos "buenos" algoritmos. Existe un gran acuerdo respecto a - 
que un problema no está "bien resuelto" hasta que se conoce - 
un algoritmo en tiempo polinomial para el. Un problema, pues, 
diremos que es ¿yi£fLCL£a.b£z si es tan difícil que ningún algo­
ritmo en tiempo polinomial puede posiblemente resolverlo.
3.2 Las clases P y NP
Para distinguir entre problemas fáciles y difíc_i 
les, analizaremos pA.ob¿zma¿ d z  d z z ¿ A ¿ ó n  que son problemas
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que tienen únicamente dos posibles soluciones, "si" o "no".
Los problemas de optimización pueden convertirse 
en problemas de decisión en la forma siguiente: dado un pro­
blema combinatorial de minimizacion y sea B un número (cota - 
superior), el problema de decisión correspondiente es "¿Exis­
te una solución posible cuyo valor sea como máximo B?.
La clase de todos aquellos problemas de decisión 
para lo que existe un algoritmo de tiempo polinomial, se lla­
ma la c.Za¿ z P. Hay muchos problemas de decisión que no son c£ 
nocidos como pertenecientes a P; por ejemplo, "¿Un grafo es - 
hamiltoniano?"
Podemos definir informalmente la clase W P  en ter 
minos de lo que se llaman CLJÍgosiZtmoA no dz£zH.m¿n¿¿>£cL¿ ,que 
son aquellos compuestos por dos etapas diferenciadas, la prji 
mera es una etapa de suposición (guessing stage) y otra de ve 
rificacion (checking stage). Dado un ejemplo I, la primera e- 
tapa "supone" alguna estructura S. Consideramos I y S el in- 
put para la etapa de verificación, que procede a trabajar de 
una manera normal;y eventualmente se detiene con contestación 
"si", eventualmente se detiene con contestación "no" o sigue 
la computación sin detenerse.
Diremos que un aZgon.££mo no dz£zn.m£n£¿>£a. A . z ¿ u z ¿ -  
V Z un problema de decisión ir en tiempo polinomial si existen 
dos polinomios p ^ [ n )  y q ^ [ n )  tal que se cumplen las dos pro­
piedades siguientes para todos los ejemplos I de ir.
1) Si la respuesta a I es "si" entonces existe una estructura 
S que satisface:
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a) si tt es la longitud de entrada de I entonces
S puede ser codificado en tiempo 0(p^(n)),
b) si I y S se utilizan como el input de la eta­
pa de verificación y n '  es la longitud de entra 
da de S entonces la contestación será "si" en 
tiempo 0 (¡tf-n')) .
2) Si la respuesta a I es "no", entonces no existe una estruc
tura que lleve a la etapa de verificación a contestar "si"
cuando se utilizan I y S como input.
Informalmente,£a W P  se define como la cla­
se de todos los problemas de decisión que pueden resolverse - 
por algoritmos no deterministas de tiempo polinomial.
Es obvio que P Q N P ,  y parece evidente que P^WP , 
pero este es uno de los problemas abiertos más importantes en 
matemáticas .
3.3 Problemas WP-completos
Si P es distinto de WP, entonces la distinción - 
entre P y W P - P  es importante y significativa. Todos los pro­
blemas en P pueden resolverse con algoritmos de tiempo polino^ 
mial, mientras que todos los problemas en WP-P son intratables 
Cook (1971) introdujo una clase de problemas de 
decisión que son los más difíciles en WP. Supongamos que teñe 
mos dos problemas de decisión tt y t t " .
Una tXCLYU* loh.moLC.Á,6n poLJLnomjL&JL es un algoritmo - 
que a partir de un ejemplo dado de tt produce en tiempo polin£ 
mial un ejemplo de tt7 tal que se cumple que: para cada ejemplo
I de 7T,la respuesta a I es "si" si y solamente si la respues­
ta a la transformación de I (como un ejemplo de t t " )  es "si". 
Diremos que un problema de decisión tt es SI P-compZzto si ireSJP
y todos los problemas en SI P pueden ser transformados polino-
mialmente a ir.
Todo problema tt SI P-completo cumple la siguiente 
propiedad:si tt puede resolverse en tiempo polinomial entonces 
todos los problemas NP-completos pueden resolverse en tiempo 
polinomial; i.e. si tt es SIP-completo y si ireP entonces P = SI P 
Esto justifica la afirmación de que los problemas SIP-comple­
tos son los problemas más difíciles de la clase SIP.
Teorema
El Problema del Cartero Chino en grafos mixtos 
(MCPP) es N P-completo. Incluso cuando los costes son los mi^ 
mos, el grafo es planar y el grado máximo de cada vértice es 3.
Papadimitriou (1976)
Teorema
El problema del Cartero Rural en un grafo no di^  
rigido (RPP) es SIP-completo.
Incluso cuando el coste de todas las aristas del
grafo es 1
El Problema del Cartero Rural en un grafo dirigji 
do (DRPP) es SJP-completo. Incluso cuando el coste de todos - 
los arcos del grafo es 1 .
Lenstra y Rinooy Kan (1976).




En esta sección nos remontamos a los orígenes de 
la Teoría de Grafos, cuando Euler en 1736 planteo el Problema 
de los Puentes de Konigsberg y proporciono las condiciones p¿ 
ra la existencia en un grafo no dirigido de un circuito que ¿l 
traviese cada arista del grafo exactamente una vez. Establece^ 
mos las condiciones para la existencia de tales circuitos, Eli 
lerianos, en grafos dirigidos y mixtos y damos un algoritmo - 
para trazar dicho circuito, si existe, en un grafo no dirigi­
do .
Un problema directamente relacionado con el de - 
la existencia de un circuito Euleriano en un grafo G es el - 
Problema del Cartero Chino (CPP)que consiste en, dado un gra­
fo G con costes no negativos asociados a las aristas, encon­
trar un circuito que atraviese cada arista de G al menos una 
vez y con el mínimo coste. Discutimos la resolución exacta de 
este problema en el caso de grafos dirigidos y no dirigidos y 
comentamos la dificultad del problema en el caso mixto.
El problema del Cartero Rural (RPP) es una gene­
ralización del CPP en el sentido de que el circuito debe atra 
vesar al menos una vez las aristas de un subconjunto dado de 
aristas, no necesariamente todas, del grafo original. E x p o ­
nemos los orígenes del RPP,sus posibles aplicaciones, comen­
tamos algunas de sus características y discutimos una serie - 
de problemas relacionados con el.
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1,1 GRAFOS Y CIRCUITOS EULERIANOS
Se considera que la Teoría de Grafos comienza en 
1736 cuando Euler estableció un problema conocido como el Pr_o 
blema de los Puentes de Konigsberg. La ciudad de Konigsberg - 
(ahora Kaliningrado ) está construida sobre las dos orillas - 
del rio Pregel y sobre dos islas en el río. Las orillas y las 
dos islas están unidas por siete puentes tal como se expresa 
en el mapa de la figura 1.a
D
Figura 1.a: Mapa de Konigsberg
El problema planteado era si era posible partir 
de cualquiera de las cuatro áreas donde se asentaba la ciudad, 
cruzar cada puente exactamente una vez y volver al punto de - 
partida.
Si representamos cada orilla y cada isla por un 
vértice y cada puente por una arista que los une, el mapa de 






Figura l.b: Grafo del Problema de los Puentes
de Konigsberg
El problema consiste, ahora, en si el grafo de - 
la figura l.b contiene o no un circuito euleriano. En general, 
dado un grafo G, el problema es la existencia o no de un cir­
cuito euleriano (un circuito que atraviese cada arista del gra 
fo exactamente una vez). Si tal circuito existe, se dice que 
el grafo es Euleriano.
Euler concluyo que el grafo no contenía un circuí, 
to Euleriano y resolvió el problema sobre la existencia de taL 
les circuitos mediante el siguiente teorema:
Teorema 1: Un grafo (multigrafo) conexo, no dirigido, contie
ne un circuito Euleriano si;y solamente si, todos los vértices 
del grafo tienen grado par.
El siguiente teorema caracteriza la existencia - 
de circuitos eulerianos sobre grafos dirigidos.
Teorema 2: Un grafo (multigrafo) G=(A/,A) dirigido y conexo -
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contiene un circuito Euleriano si,y solamente si, los grados
de entrada d A Z )  y los grados de salida d [¿) de los vértices
(/
satisfacen:
d j . [ ¿ ) = d o [¿)
Teorema 3 : Un grafo mixto G=(N,A|jL) contiene un circuito Eu­
leriano si,y solamente sí,
a) G es conexo
b) Cada nudo de G es incidente con un número par de arcos y 
aristas conjuntamente.
c) Para cada subconjunto S c M ,  la diferencia entre el número
de arcos dirigidos desde S a 5 y el número de arcos diri­
gidos desde 5 a S es menor que o igual al número de aris­
tas uniendo S y S.
(Ford y Fulkerson (1962))
Existen varias reglas y algoritmos muy sencillos 
para trazar un circuito Euleriano (si existe) en un grafo no 
dirigido. Estos algoritmos pueden extenderse fácilmente al ca 
so de grafos dirigidos. Ver Edmondsy Johnson (1973).
El más conocido es eldeFleury (Bondy y M u r t y , 1976) 
que consiste en:
1. Escoger un vértice arbitrario / y hacer0 J o o
2. Supongamos que hemos escogido el camino simple (V ,-,¿£-<¿7.. .<£ ~i -
Xi- 0 t l X»
Entonces escoger una arista t ^ + y del conjunto A - { £ j ... t Z^}  
de forma que:
i) Z ^ + 1 sea incidente con
ii) a menos que no haya otra alternativa, Z ^ + j no sea una
arista de corte de Gy - G - {  JL* , Z „ ,  . ,  .  ,  Z  .} (una arista £. 
de G es una arista de corte de G sii no está conteni­
da en algún ciclo de G)
Parar cuando la etapa 2 ya no pueda ser ejecutada.
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1.2 EL PROBLEMA DEL CARTERO CHINO (CPP)
Un problema directamente relacionado con el de la 
existencia de un circuito Euleriano en un grafo G es el siguieii 
te: Si las aristas de G tienen costes no negativos, encontrar 
un circuito que atraviese cada arista de G al menos una vez y - 
de forma que el coste total del recorrido sea mínimo.
Obviamente, si G contiene un circuito Euleriano, 
este circuito es optimo puesto que atraviesa cada arista exac­
tamente una vez. El problema anterior es conocido como el Vtio-  
b tzm a .  d c t  Ca.KtQ,Jio C k¿ n o (CPP) en reconocimiento a que fue plan 
teado por primera vez por Kwan Mei-Ko en 1960. Su solución tie^ 
ne un gran número de posibles aplicaciones, como la recogida de 
basuras, reparto de leche o correo, inspección de tendidos e- 
lectricos, líneas de telefono o redes de ferrocarril, etc.
El problema,que surgió al diseñar un diagrama pa­
ra una ruta de un cartero, fue planteado por Kwan Mei-Ko en los 
siguientes términos: " un cartero debe cubrir su ruta asignada
antes de volver a la oficina. El problema es encontrar el reco­
rrido mas corto para el cartero". El problema se reduce al si­
guiente: " Dado un grafo conexo en el plano, tenemos que dibu­
jar un grafo continuo(permitiendo las repeticiones) partiendo 
de un punto dado y volviendo a el, minimizando el número de a- 
ristas repetidas."
El método de solución propuesto por Mei-Ko consi¿ 
te en: a partir de cualquier solución posible dada, ir realizaii 
do mejoras sucesivas en ella modificando los costes de las arij[
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tas y descubriendo ciclos de coste negativo. El inconveniente 
principal de este método, como señalo J.Edmonds, es que no re 
sulta evidente la detección de ciclos negativos en un grafo - 
no dirigido.
En 19 69 , R . Bellman y K.L.Cooke formulan el prohíje 
ma en el caso en que todos los costes valen 1 , al que denomi­
nan Problema de los Puentes de Koningsberg Generalizado, como 
un problema de Programación Dinámica. Este método de solución 
require tiempos de computación que crecen exponencialmente con 
el número de aristas del grafo.
El problema general con costes arbitrarios en las 
aristas fue formulado y resuelto como un problema de matching 
,con un subproblema de caminos mas cortos^ por Edmo n d s (1965), 
Busacker y Saaty(1965), Christofides (1973) y Edmonds y John­
son (1973) .
Aunque las técnicas de solución para los casos -
dirigido y no dirigido tienen ciertas semejanzas, un caso no-
es transformable en otro y por lo tanto debe desarrollarse la 
solución en forma distinta para cada caso.
1.2.1 El CPP para grafos no dirigidos
Sea G=(A/,A) un grafo no dirigido, donde N es un 
conjunto de n vértices y A es un conjunto de m aristas que pue 
den ser atravesadas en cualquier dirección. Consideraremos dos 
c a s o s :
Caso a: El grafo G es par (todos sus vértices son incidentes
con un número par de aristas)
La solución óptima es un circuito Euleriano (Teor. 1)
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Caso >: El grafo G no es par




l e  A * *•
i:
2j a . - ( J + x J  = Q (mod.2 ) (1 .1)
£ eA ^  *
^ 0 , enteras Y £ e A  (1 .2 )
donde representa la matriz de inci d e n c i a ,defini-
da p o r : 1 si la arista l  es incidente con l  
0 en otro caso
y la variable entera x^ representa el numero de veces 
extra que la arista l  será atravesada, siendo c ^  el - 
coste de recorrer la arista l e A. En términos del carte 
ro que debe repartir correo, x^ es el numero de veces 
que debe atravesar una calle sin efectuar reparto. Los 
costes se suponen no negativos, de forma que ,
V l e  A es una solución óptima cuando todos los vértices 
tienen grado par.
Las restricciones (1.1) pueden escribirse como:
2  a*»x« + 2  & - D =0 Y¿dV (1.D
l e  A l e  A ^
W - % 0 , enteras (1.3)
A*
Notar que ¿ C  a . « es el grado del vértice l  en G 
l e A  ^
La solución al problema definido por (1.0) , ( 1 . 1 ’ ) , (1 .2) 
y (1,3) corresponde a la resolución de un problema de 
1-matching mínimo en el conjunto de vértices impares
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de W (para una discusión completa de este problema, 
ver Edmonds y Johnson (1973)).
Utilizando la solución óptima del problema anterior, 
construimos un nuevo grafo G* =[ NPA*) que contiene 7+ x.^  
copias de cada arista Z z A .  El grafo G* es par y por lo 
tanto contiene un circuito Euleriano, que corresponde 
a una solución óptima en el grafo original G.
1.2.2 El CPP para grafos dirigidos (DCPP)
Consideremos ahora un grafo dirigido G=(W,A),don­
de N es un conjunto de n vértices y A un conjunto de m arcos.
El grafo debe ser fuertemente conexo para asegurar que para - 
cualquier par de vértices distintos jL y j 9 existe al menos un 
camino desde ¿ a /.
Como en el caso no dirigido,consideraremos dos casos:
Caso a: El grafo G es simétrico (V-¿eA/,el n°de arcos que entran en X,
,es igual al n°de arcos que salen de ¿,<¿o (¿)).
Entonces la solución óptima es un circuito Euleriano. 
Caso b: El grafo G es no simétrico.
El problema puede formularse como:
Min 2  c. x .• (1.4)
U , / ) e A  ^  ■LS
su j . a : V “i ri
2j Z j (1.5)y -xj -xj j  j  A-
X . - ^ 0 ,enteras ¥ U , / ) e  A (1 .6 )'LJ
donde está definida como:
!1 si el arco [ ¿ , j ) £ A 
0 en otro caso
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y X . . representa el número de veces que el arco U , / )
se repite en un circuito optimo del D C P P . Entonces -
7 + x . . sera el número de veces que el arco [ ¿ , j )  ha sjl
do atravesado en un circuito optimo. Los costes C . .se
suponen no negativos, de forma que x » -s 0 V("C, j)cA es
'LJ
una solución óptima cuando todos los vértices son si­
métricos .
Las restricciones (1.5) pueden escribirse como:
x j  . b . . = V[ ¿ )  (1.51)j  j  j  j ' L J Á,
donde V [ ¿ ) ( ¿ ) - d Q { ¿ ) .
El problema definido por (1.4),(1.5') y (1.6) es un - 
problema de flujos de mínimo coste. Consideremos:
1) Los vértices ¿ eN con V [ ¿ ) < 0 como sumideros con de­
manda - V [¿)
2) Los vértices ¿ eÑ con V [ ¿ } >0 como fuentes con ofer­
ta V (¿)
Este problema puede resolverse añadiendo una superfuen 
te conectada a todas las fuentes y un supersumidero co 
nectado a todos los sumideros. La capacidad de cada ar 
co dirigido hacia el supersumidero será la demanda de 
su vértice inicial; la capacidad de cada arco que sale 
de la superfuente será igual a la oferta de su vértice 
final. Las restantes capacidades son infinitas. Resol­
vemos, entonces, un problema de flujos de coste mín i ­
mo que satisfaga todas las ofertas y demandas.
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1.2.3 El CPP para grafos mixtos (MCPP)
Consideremos el caso ahora de un grafo mixto G = 
(W,A,L) , donde L es un conjunto de aristas y A un conjunto de 
arcos. Un arco debe ser atravesado únicamente según su direc­
ción, mientras que una arista puede ser recorrida en cualquie^ 
ra (o ambas) de sus direcciones.
Una condición necesaria y suficiente para la exis^ 
tencia de solución al MCPP es la no existencia de un subconjun 
to propio de vértices S tal que cada arco que una un vértice ¿eS 
con otro jeS, este dirigido desde Á, hacia /,y no existan aristas entre S y 
S.De la misma forma que en el caso dirig i d o ,esta condición se 
satisface si exigimos que el grafo sea fuertemente conexo.
Consideraremos que un grafo mixto es par si todos 
sus vértices son incidentes con un numero par de aristas y ar­
cos (conjuntamente) y que es simétrico si los grados de entra­
da y salida de cada vértice son iguales (independientemente de 
las aristas incidentes con dicho v é r t i c e ) .
Distinguiremos tres casos:
Caso a: El grafo G es par y simétrico.
La solución es un circuito Euleriano.
Caso b: El grafo G es par pero no simétrico.
Este caso esta óptimamente resuelto transformando el - 
grafo original y planteándolo como un problema de flu­
jos de coste mínimo:
En primer lugar, se construye el grafo G^ a partir de G, 
asignando una dirección arbitraria a cada arista Ze L  
Calculamos en G^ los grados de entrada d ^ i Z )  y de sal_i
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da d j  X) de cada vértice XeN y hacemos V{X) =d^ [ X) - d^ i X) . 
Construimos ahora el grafo G ' - (W ,A') en la forma:
a) por cada arco [ X,/)eA incluimos un arco { X , j ) e n A' 
con capacidad infinita y coste igual al de (4.,/) en 
G.
b) por cada arista Z = [ X ,/)eí, creamos dos arcos [ X , j ]
y  [ j , X )  en A'. Cada uno de esos arcos tiene capaci­
dad infinita y coste igual al de la arista en G.
c) por cada arista Z - ( X , j ) e L 9 creamos un arco en A' cii 
ya dirección sea la contraria a la asignada a dicha 
arista al construir el grafo G ^ . Estos arcos se llji 
marán arcos artificiales y tendrán coste 0 y capacj. 
dad dos.
Se resuelve sobre G' un problema de flujos de coste mí^ 
nimo con las ofertas y demandas dadas por los valores 
de V[ X) . La solución a este problema produce una solju 
cion óptima al MCPP.
Para una discusión completa de este caso ver Minieka 
(1978) y Edmonds y J o h n s o n (197 3) (aunque el algoritmo 
propuesto por estos últimos contiene un pequeño error 
corregido por Frederickson (1979)).
Caso c: El grafo G no es par.
No existe para este caso una técnica de solución efi­
ciente. Papadimitriou (1976) demuestra que el problema 
del MCPP es NP-completo. Incluso cuando el grafo es - 
planar, tiene los mismos costes y los grados de los - 
vértices son menores o iguales a tres, el problema s_i 
gue siendo NP-completo.
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En 1979, Kappauf y Koehler proporcionan una formula­
ción del MCPP como un PLE y establecen una correspon­
dencia uno a uno entre los puntos extremos del polie­
dro de la relajación lineal del MCPP y un conjunto de 
lo que llaman Grafos Eulerianos Asignados. Como ellos 
mismos afirman, la búsqueda de los puntos extremos de 
un poliedro puede ser, en el mejor de los casos, inefi_ 
ciente,y computacionalmente intratable en el peor de 
ellos. Además comentan que el MCPP es bastante degene 
rado y normalmente muchas bases corresponderán a un - 
mismo punto extremo. Moverse ,pues, de un punto extre 
mo a otro puede ser difícil.
También en 1979, Minieka sugiere el planteamiento del 
problema como el de un problema de flujos con ganan­
cias que podría ser resuelto por Programación Lineal 
Entera. Este problema se resolvería en un grafo trans 
formado del original en donde por cada arista deberííi 
mos añadir 2 vértices y 5 arcos más. Minieka dice que 
aunque no elegante, es al menos un posible método de 
solución.
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1.3 EL PROBLEMA DEL CARTERO RURAL (RPP)
El Problema del Cartero Rural surge como una ge­
neralización del CPP al exigir que el circuito atraviese al - 
menos una vez cada arista de un subconjunto dado de aristas - 
del grafo original.
1.3.1 Orígenes
El RPP se plantea por primera vez en Orloff (1974) 
quien lo enuncia en los siguientes términos: El Problema del 
Cartero Rural es el problema de encontrar un circuito de cos­
te mínimo que atraviese cada arista de un subconjunto requeri^
do de aristas de un grafo.
Orloff considera que tanta el RPP como .el Proble 
ma del Agente Viajero (TSP) son casos particulares de un pro­
blema al que denomina Problema General de Rutas (GRP) y que - 
define en la forma siguiente: El GRP es el problema de encon­
trar un circuito de coste mínimo que atraviese cada arista de 
un subconjunto requerido de aristas del grafo y que visita ca 
da vértice de un subconjunto requerido de vértices del grafo.
(Obviamente el CPP, el RPP y el TSP tanto en grafos dirigidos
como en grafos no dirigidos son casos particulares del GRP).A 
continuación formula el GRP como un PLE y construye un algo­
ritmo del tipo de B&B basado en la eliminación de subcircuitos.
Lenstra y Rinooy Kan (1976) demuestran que es 
incorrecta una transformación que parecía hacer posible la - 
transformación de un TSP a un GRP mas sencillo de resolver.Pe 
ro el error principal es la formulación planteada para el GRP
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que nosotros consideramos incorrecta. Veamos cuál es la for­
mulación propuesta por Orloff:
Consideremos un grafo G= [N f A) no dirigido; sea R C A  el conjun 
to de aristas requeridas para ser atravesadas, sea el con­
junto de vértices incidentes con aristas de R y sea Q. el con­
junto de vértices requeridos en G. (Suponemos que Pl W ^  = (f) ).
Sea E* el subconjunto de vértices de N^ de grado impar ,T=E*(J Q. 
Sea 5 = { S y ,^2 ,..♦,5^} el conjunto de componentes desconectadas 
en . Todos los nudos j  eQ están desconectados en G*= (Q]J
pero no se les considera como subcircuitos. Supone que no exis^ 
ten inicialmente subcircuitos en el grafo G* , por lo tanto t£ 
dos los S ¿  tendrán al menos dos vértices impares cada uno. Se
construye el grafo completo F ( )  (el grafo completo formado
por los vértices de T y todos los caminos mas cortos en G que 
los conectan). Se define coste del eme en G, ¿ e T , j e T , j  y
c \ . = 00 V¿ eT.
El problema lo formula como:
m - i  m
2 .2
¿ =  7 j = ¿+ 1
sujeto a: ' 1
2-t x . .  + Zj X.. = 7 Yy e E*
Í = 1  ^  l * i + 1
í - 1  |T|
Z j  x . - + 2  x . . -1  Yj e Q.
j > 7  Í J  ¿ = j + 1  J A -
No ¿ e  pQ,n.m¿to.Yi ¿ u b c ¿ s i c u ¿ £ o ¿
x . ;= 0  ó 7
x «y nxJL&td poLKOL j>¿ ¿ ota.me.nte.  
x. j
Min 4¿L¡ Z-i c.-X . .JLj JLi
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Veamos que ocurre en el siguiente grafo
3
1
Figura 1.c : Grafo original
En este grafo, consideremos el GRP donde ()= { 7 } , 
R - { ( 2 , 3) , ( 2,5),(4 t 5) } y c f e > 0 .  Construimos E * - { 3 , 4 } T = {7,3,4} 
y el grafo completo ^ Í ’Eq ) » <lue será:
€+C
1
Figura 1.d : Grafo completo FÍT^)
El GRP en este caso se plantearía como:
M i n  |  ( c+ e)  x J J+ (c+ e ) x J4+ E X 3 4  1
x 13+ x 3 4 ' 1 
X 14+ x 34 ’  1 
X 1 3+ X 14 ’  2
no ¿e. p e , K m ¿ t tn  Áubc¿fLC.u¿toÁ
X 1 3 f X l 4 ’ x 3 4 * °  * 7
La solución al problema planteado sería: * 7 4 “ 7 * ®
que nos proporcionaría la siguiente solución al GRP:
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1
Figura 1.e : Solución a la formulación del GRP 
que obviamente no es óptima, tal como demuestra la figura si' 
guiente:
Figura 1.f : Contraejemplo 
eligiendo valores apropiados para £ y C (siempre que £ < c)
1.3.2 Definición y Características
Consideremos un grafo conexo, no dirigido G=(W,A) 
donde W es un conjunto de n vértices y A es un conjunto de pi a 
ristas. Sea c.^  £ 0 el coste de la arista ¿ . Dado un subconjunto 
de aristas requeridas A^C A ( A g ^ )  > el Problema del Cartero Ru 
ral es el de encontrar un circuito de coste mínimo tal que ca­
da arista de A^ sea atravesada al menos una vez. Si A^=A> teñe 
mos el Problema del Cartero Chino que ya comentamos en el apar 
tado 1 .2 .
El RPP es un problema de Optimización Combinato-
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rial que puede considerarse como una generalización del Pro­
blema del Agente Viajero (TSP) en el sentido de que un TSP pu£ 
de convertirse en un RPP en la forma siguiente:
Se reemplaza cada ciudad i. del TSP por una aris­
ta requerida [Á,1 ) del RPP con coste cero. Cada arista (¿,/)
del TSP es reemplazada por una arista [JL ’ , j ' )  en el RPP con el 
mismo coste pero no requerida. Las aristas no requeridas en la 
solución del RPP forman una solución del TSP.
Una transformación similar a la anteriormente pro 
puesta fue la utilizada para demostrar la NP-completitud del - 
RPP (Lenstra y Rinooy Kan (1976)).
Si se especifica un vértice de partida para el - 
cartero, en el sentido de que el cartero debe partir de, y vol 
ver a, ese vértice (por ejemplo la Oficina de Correos), y este 
es uno de los vértices incidentes con alguna arista requerida,
no se requiere ninguna transformaci 6n y la solución al RPP sa­
tisfará la condición expuesta. Si, en cambio, ese vértice de - 
partida no es incidente con aristas requeridas, podemos reali­
zar una transformación similar a la expuesta para el TSP y así 
asegurarnos que el circuito solución al RPP pase por dicho ver 
tice.
El proposito de esta memoria es el estudio del RPP 
y el diseño de un algoritmo exacto para su resolución. La solii 
cion proporcionada por nuestro algoritmo será el grafo Euleria_ 
no de coste mínimo que contiene cada arista requerida al menos 
una vez. El problema de encontrar el circuito Euleriano en di­
cho grafo es muy sencillo y ya fue comentado en el apartado 1 .1.
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1.3.3 Aplicaciones y Problemas Relacionados
El Problema del Cartero Rural forma parte de una 
clase importante de problemas de gran incidencia practicarlos 
Problemas de Rutas (Routing Problems) que pueden clasificarse 
en Problemas de Rutas sobre Vértices (Node R o u t i n g ) , sobre a£ 
eos o aristas (Are Routing) o sobre vértices y arcos (General 
R o u t i n g ) , y cada uno de éstos tipos de problemas a su vez se 
subdividiría en dos, según se consideren restricciones de ca­
pacidades (de los vehículos) o no.
La importancia que en los últimos años han ido - 
adquiriendo los problemas de Routing y, en nuestro caso, los 
de Routing sobre arcos o aristas, esta justificada por la p o ­
sibilidad de aplicarlos a un número cada vez mayor de proble­
mas prácticos. Las aplicaciones de éste tipo de problemas in­
cluyen la limpieza y riego de las ca l l e s , recogida de basuras, 
reparto de leche o correo, rutas de autobuses escolares, pul­
verización con sal de las carreteras para prevenir la forma­
ción de hielo, la inspección y mantenimiento de tendidos elé£ 
tricos, líneas de teléfono, conducciones de gas o petróleo,re 
des de ferrocarril,e t c .
Una prueba de la importancia de este tipo de pr£ 
blemas y de la atención cada vez mayor que están recibiendo - 
es el International Workshop on the Routing and Scheduling of 
Vehicles and Crews que se celebro en 1979 en la Universidad de 
Maryland (USA), cuyos trabajos han sido recogidos en un número 
especial de la revista Networks en el volumen correspondiente 
a 1981.
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La mayor parte de los trabajos realizados en pr£ 
blemas de Rutas consisten en el diseño de algoritmos heurísti_ 
eos que proporcionen una buena solución posible (bajo ciertas 
suposiciones sobre las características del grafo como la no e^ 
xistencia de arcos y la de que el grafo sea planar) y que sa­
tisfagan una serie de condiciones relativas a la especifidad 
de cada problema. Así, por ejemplo, Beltrami y Bodin (1974) - 
consideran algunos problemas relativos a la recogida de bas u ­
ras y desarrollan procedimientos heurísticos que fueron apli­
cados en las ciudades de Nueva York y Washington; Male y Liet) 
man (1978) describen también un esquema eficiente de rutas p^ a 
ra la recogida de basuras que fue aplicado en la ciudad de 
Knoxville (Tenn. USA); Stern y Dror (1979) elaboran un algo­
ritmo para el problema, relacionado con el k-CPP, de diseñar 
las rutas para los lectores de contadores eléctricos, y lo a- 
plican en la ciudad de Beersheva (Israel), en donde lograron 
un 40% de reducción en el numero de rutas de trabajo.
La extensión natural del CPP es el k-CPP, que coii 
siste en encontrar un conjunto de k circuitos que partan de un 
mismo vértice y que conjuntamente recorran todas las aristas 
del grafo con el mínimo coste. Frederickson,Hecht y Kim (1978) 
demuestran que es un problema NP-completo y proporcionan un - 
algoritmo aproximado para su resolución cuya cota en el peor 
de los casos es de 2-^/k. Christofides (1973) propone un algo^ 
ritmo heurístico para este problema cuando se le imponen res­
tricciones de capacidad sobre los circuitos. TambienGolden y 
Wong (1981) construyen un algoritmo de aproximación para este
último caso y demuestran que es NP-completo; problema que de­
nominan Problema del Cartero Chino Capacitado y que consideran 
un caso particular del Problema de Routing Capacitado sobre 
Arcos (CARP).




En ésta Sección definimos el Problema del Carte­
ro Rural sobre un grafo G, conexo y no dirigido, y realizamos 
ciertas transformaciones sobre G con objeto de simplificar su 
estructura y formulación. Para ello, a partir del grafo G ^ ,in 
ducido en G por el subconjunto de aristas requeridas A ^ , con_s 
truimos el grafo completo Gq añadiendo a Gg una arista entre 
cualquier par de vértices, con coste igual al del camino más 
corto entre ellos (calculado en el grafo original G ) . Demostra 
mos que un circuito en Gq que atraviese cada arista de al 
menos una vez produce un circuito solución al RPP en G,y que 
cada solución óptima del RPP en Gq produce una solución ópti­
ma del RPP en G con el mismo coste. Es posible simplificar el 
grafo y obtener un grafo Gq con las mismas soluciones al - 
RPP y una estructura mucho más reducida.
Formulamos el Problema del Cartero Rural sobre - 
el grafo Gq como un PLE y demostramos ciertas propiedades de 
ésta formulación: cotas superiores e inferiores para todas las
variables del problema, redundancia de algunas de las restric­
ciones en presencia de otras,... Finalmente se da la formula­
ción definitiva del problema que sera la base de las sucesi­
vas Secciones de ésta Memoria.
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2.1 TRANSFORMACIONES SOBRE EL GRAFO ORIGINAL
Con objeto de poder simplificar la estructura 
del problema y su formulación, como un problema de PLE, v a ­
mos a realizar previamente algunas transformaciones sobre el 
grafo original G. Sea G = ( N , A) un grafo conexo y no dirigido, 
donde N es un conjunto de n vértices y A es un conjunto de 
m aristas. Sea el coste asociado a la arista t e  A ,siendo 
C.^  >  0. El Problema del Cartero Rural consiste en, dado un 
subconjunto de aristas "requeridas" A^C A ( A^/()), encontrar 
un circuito de coste mínimo que atraviese cada arista de A^ 
al menos una vez. El coste del circuito es la suma de los eos 
tes de sus aristas.
2.1.1 Construcción del grafo completo Gq = ^ R '  ^R U AS'J
Sea G^ = ^ R » ^ r ) Sraf° inducido por A^ , donde
Ng es el subconjunto de vértices de N incidentes con, al m e ­
nos, una arista de A v • A partir de G v podemos construir el
K  K
grafo completo, que representaremos por G£. Para ello basta­
rá con añadir a Gg una arista entre cada par de vértices de 
Ng , exigiendo que el coste de dicha arista sea igual al co£ 
te del camino más corto entre sus vértices (calculado en el
grafo original). El -grafo completo resultante será G Z = [ N V f A v\\A
C  K  K
, donde A^ es el conjunto de aristas añadidas. Notar que en 
Gq hay una arista adicional en paralelo con cada arista de 









Figura 2.a : El grafo original
La figura 2.b nos muestra el grafo resultante
completo G q
Figura 2.b : El grafo G q
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La transformación realizada ofrece ciertas ven­
tajas. El grafo inducido por las aristas requeridas A R ’ G R ’ 
está formado por un conjunto finito de componentes conexas 
C j , C2 , • • • • , , disconexas entre sí. Un circuito solución al 
RPP deberá, pues, utilizar aristas del conjunto A-A^ para co 
néctar dichas componentes. Toda solución posible al RPP uti­
lizará aristas no requeridas y como, cualquier circuito cum­
ple que el grado de todos sus vértices es par, una condición 
que se debería exigir al formular el problema como un PLE es 
que el grado de todos los vértices del circuito sea par. Y no 
sólo el de los vértices de , sino también el de aquellos 
vértices de W-W^incidentes con las aristas de A-A^utilizadas 
por la solución. La ventaja que ofrece la transformación de^ 
crita anteriormente es que trabajamos en un grafo Gq donde, 
el conjunto de vértices está constituido únicamente por aque 
líos que son incidentes con aristas de A^ . Y  dado que
tendremos que | | ^ | N | , por lo tanto el numero de restri£
ciones que deberemos imponer será menor.
Vamos,ahora, a demostrar que cualquier solución 
al Problema del Cartero Rural sobre el grafo Gq corresponde 
a una solución sobre el grafo original y que úna solución o£  
tima del RPP sobre Gq corresponde a una solución óptima del 
mismo coste sobre G .Veamos la relación existente entre los 




Toda solución posible al RPP sobre Gq proporcio­
na una solución posible al RPP sobre el grafo original G del 
mismo coste.
Demostr a c i ó n :
Toda solución al RPP sobre el grafo Gq es un cir 
cuito que atraviesa las aristas de A^ al menos una vez. Si 
descomponemos las aristas ¿=(¿,/) £ A^ , ¿,/ e que aparecen
en el circuito solucidn sobre Gq ,en los caminos más cortos 
(■¿,011 ), (oti ,a¿ ),...., (ak> j) con 011,012, ,a^eW,que las gene­
raron, tendremos un circuito solución al RPP sobre el grafo G 
y del mismo coste.
Proposición 2.2
Toda solución óptima al RPP sobre el grafo Gq 
proporciona una solución óptima al RPP sobre el grafo G ,del 
mismo coste.
Demostración:
Sea Xj una solución óptima al RPP sobre el grafo 
Gq de coste z(Xj); sabemos, por la proposición anterior, que 
Xj proporciona una solución posible x^ al RPP sobre G del m i £  
mo coste, es decir zfXjJ-zfx^) . Vamos a comprobar que x^ as 
una solución óptima al RPP sobre G .
Supongamos que no fuera cierto; es decir, existe
una solución x* al RPP en G de coste z[x*)<z(X 2 ) • A partir de
la solución x * , construimos el grafo G * - { N ^ , A * ) t donde A*está
formado por las aristas de A^(tantas veces como aparezcan en
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X*) y una arista £ £ A* , por cada camino y^y en X*
formado exclusivamente por aristas de A-A^, de coste igual 
al del camino más corto en 6 entre £ e y j e . Obviamente 
este grafo G* corresponde a un circuito X sobre el grafo G q  
de coste z(x) ^ z [ x * )  y por lo tanto z(x) < z ( X j ) . Lo que con 
tradice la hipótesis de que Xj era una solución óptima so­
bre G q
2.1.2 Grafo simplificado G q  = (W^,
En el apartado anterior hemos discutido la con­
veniencia de construir el grafo Gq y de resolver el RPP so­
bre dicho grafo en lugar de hacerlo sobre el grafo original 
G . Un problema con el que nos encontramos ahora es la mag­
nitud del cardinal de A^ ( |A^|). Recordemos que el grafo Gq 
es completo y por lo tanto si | , entonces | A^ | - ( .
Como la dificultad del problema depende en gran medida del 
número de aristas no requeridas en el grafo, vamos a simpli­
ficar el grafo Gq y obtener un nuevo grafo U A ^ )
que tenga las mismas soluciones al RPP y menor número de ari_s 
tas no requeridas.
A partir del grafo Gq - (Nr>Ar [j A^) , obtenemos 
el grafo Gq - ( , A g U ^5 ) » eliminando:
a) Todas las aristas (£,/) £ A^ ' tales que c.^ys C-^ y para 
algún fe , y
b) Una de las dos aristas en paralelo si ambas tienen el mi£ 
mo coste.
La figura 2.c nos muestra el grafo Gq correspon 
diente al grafo Gq de la figura 2 .b
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Figura 2.c : El grafo G q
Al igual que en el apartado anterior debemos es^ 
tablecer las relaciones existentes entre las soluciones po­
sibles y óptimas al RPP sobre los grafos G q y G q . Estas re­
laciones vienen expresadas en la siguiente Proposición,cuya 
demostración se omite debido a que es consecuencia directa 
de la construcción del grafo G q (en donde A ^ C A ^ ) .
Proposición 2.3
Cualquier solución posible al RPP sobre G q es 
una solución posible al RPP sobre cualquier solución
óptima al RPP sobre G q lo es también sobre el grafo G q .
Comentario 2 . 1
Como aplicación de las Proposiciones 2.1,2.2 y 
2.3 ,podemos definir el Problema del Cartero Rural como el pr£
blema de encontrar un circuito, sobre el grafo G qs ( , A^ |J ) * 
de coste mínimo que atraviese cada arista de Ag al menos una 
vez .
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2.2 FORMULACION DEL RPP COMO UN PLE
En el presente apartado introducimos nuestra pro 
pia formulación del RPP como un Problema de Programación Li­
neal Entera. Esta formulación sera la que nos permita calcular 
la cota inferior que aplicaremos al problema y será la base 
de los procedimientos de Branch and Bound que usaremos.
Sea G^= ( Ng, [J ) un grafo conexo y no dirigido.
Representaremos por la matriz de incidencia del g r a -
f o , ¿ e N g  , £ £ A rU A^, ,es decir:
1 si la arista Z es incidente con ¿
0 en otro casoa ¿ ¿
2.2.1 Definición de las variables y Formulación
Definición 2.1 : definimos x^ como el número de veces que la
arista ^eA^ (arista requerida) se repite en un circuito optjL 
mo del RPP sobre el grafo G^ . Entonces 7+x^ será el número 
de veces que la arista Z ha sido utilizada en un circuito 
optimo del RPP.
Definición 2.2 : definimos y ^  como el número de veces que la
arista -£e A^ (arista no requerida) aparece en un circuito óp­
timo del RPP sobre el grafo G^ , .
Sean  las componentes conexas,
disconexas entre sí, del grafo inducido por A v en G r . Repre-K C
sentaremos también por C . el conjunto de vértices de la com
ponente Z . La familia de las C., Z ~ 1 . . . k ,  la representaremosA*
por F .
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Si U C  F es una subfamilia de F , utilizaremos
W (1/) para representar el conjunto de todos los vértices de los
elementos de V , es decir : N(l/)“ U C.
C .el/ *
El RPP puede formularse como :
(P Min s
le A, A ( le A, (0 )
sujeto a :
/  . CL . A 1 +  x„)  + 2 . j  & ' oy t> = 0 (mod.2 ) Y¿eN. 
£eA„ ** ^ ÍTa „ *
¿efC
l U , / ) e A s | ¿ e m v t ) ,jeN(Vt ) ,Vt c F
*l 2  ® * enteras Y l e A ^




donde por K^representaremos un conjunto de aristas de corte 
<Je G c .
Veamos cual es el significado de cada conjunto 
de restricciones del problema (Pj) :
Las restricciones del tipo ( 1 ) expresan la condjL 
cion de paridad de los grados de los vértices, puesto que el 
primer miembro de dichas restricciones nos da el numero de a- 
ristas, tanto requeridas como no requeridas,así como sus rep£ 
ticiones, que son incidentes con un vértice
Las restricciones del tipo (2), que llamaremos 
de conectividad, expresan la condición de conexión entre las 
componentes conexas C   ^ C inducidas por A^ en G^Cen
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el sentido de que el cartero debe entrar y salir de cada com­
ponente) , evitando la formación de subcircuitos de la
forma, por ejemplo, siguiente:
©
©
Figura 2.d : Subcircuitos no permitidos
Las restricciones (3)son las condiciones de no 
negatividad de las variables;y la función objetivo (0)intenta 
minimizar el peso de las aristas que deben aparecer y repetir 
se para cumplir las condiciones impuestas. Recordemos que se 
suponen no negativos los costes de las aristas.
Vamos a demostrar la equivalencia de este pro­
blema con el RPP.
Teorema 2.4
El Problema lineal entero (P^)es equivalente al 
RPP definido sobre el grafo G q *
Perno s t ración:
Para demostrarlo veremos que existe una corres­
pondencia biunívoca entre las soluciones posibles de (Pj) y 
los circuitos solución al RPP sobre G q . Además esta corres­
pondencia asocia soluciones que tienen el mismo coste en sus 
problemas respectivos.
1) V e a m o s  en p r i m e r  l u g a r  q u e  a t o d a  s o l u c i ó n  p o s i b l e  (x,í/) de 
(Pj) le p o d e m o s  a s o c i a r  un c i r c u i t o  qu e a t r a v i e s a ,  al m e n o s
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una v e z ,  las aristas de y que tiene el mismo coste.
A partir del grafo * construi,llos grafo G * -
i NR ' AR (J A*) en la forma siguiente: añadimos a G^ tantas co 
pias de la arista Z e A g como indique el valor de la variable 
en la solución de (Py) y tantas apariciones de la aris­
ta Z z A ^  como indique y ^  en la solución a [ V ^ \ .
Veamos que el grafo G* es un circuito. Para ello, será n e ­
cesario comprobar que todos los vértices en G* tienen gra­
do par y que G* es conexo. Puesto que la solución {X , J 
satisface las restricciones (7) » tenemos que todos
los vértices de G* serán incidentes con un número par de 
aristas, luego tendrán grado par. Además, si el grafo G* 
fuera no conexo, y teniendo en cuenta que las componentes 
C j ,  , del grafo inducido G^ son conexas, eso impli­
caría que 3 F( F es la familia de los C^ , Z - 1 . . . . k ) d e  for 
ma que entre los vértices de V^ y de l)^  no existiría ni n ­
guna arista. Lo cual es absurdo puesto que la solución (X,t/J 
a (P j ) cumple las restricciones (2 ) .
Hemos visto,pues, que a partir de una solución posible de 
(Py) podemos construir un grafo G* (un circuito) que con­
tiene las aristas de A^ al menos una vez y que, por cons­
trucción, la suma de los costes de todas sus aristas es 
igual al coste de la solución [ x , y ]  de (Py).
2) Tenemos que demostrar en segundo lugar, que a todo circui^ 
to solución del RPP sobre G^ , , le podemos asociar un par
[ X , y) que es una solución posible de (Py)con el mismo cos­
te.
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Dado el circuito C* solución del RPP sobre el grafo Gq , va 
mos a asignar los siguientes valores a las variables 
£eAR e y l e A^ :
Y £  e A^
V £  e A^
Comprobaremos que { x , y )  definido por la asignación ante­
rior, es una solución posible de (Pj).
Se satisfacen las restricciones (7) para cualquier vértice 
¿ e N g . Si esto no fuera así, significaría que algún vérti­
ce del circuito C* es incidente con un número impar
de aristas, lo que es absurdo. Las restricciones del tipo 
(2 ) también se cumplen para cualquier conjunto de aristas 
de corte. En efecto, si existiera un conjunto K^ tal que
^  1
esto implicaría que partiendo de un vértice cualquiera Jit 
¿ e N (l/^ J no podríamos llegar a otro vértice j  e N ( V o bien, 
que utilizando una arista para llegar a j e  W(l/^.)no podría­
mos volver al vértice inicial Ji e W (V , lo cual es absurdo 
teniendo en cuenta que C* es un circuito que pasa por todas 
las aristas de A^ al menos una vez.
Para ver que un circuito solución al RPP sobre Gq y la so­
lución posible de (Py) asociada,, tienen el mismo costejbas^ 
ta considerar que el coste de un circuito es la suma de los 
costes de sus aristas.
2 .2.2 Simplificación en la formulación
En la formulación (Py) del RPP, que hemos visto 
en el apartado anterior, hemos formalizado matemáticamente
| n°apariciones de la arista l  en C* 
y | reapariciones de la arista l  en C*
_ i
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las condiciones que, como se vio en el Teorema 2.A, debían 
caracterizar a los circuitos solución al RPP. Sin embargo, 
puesto que el método que vamos a utilizar para resolver el 
RPP es un método de Branch & Bound, es de especial importan­
cia el calculo de una buena cota inferior. Entendiendo por 
buena que se aproxime lo más posible al valor . optimo del 
problema y que sea sencilla y rápida de calcular.
Con este objetivo, hemos intentado caracterizar 
mejor las restricciones que definirán el subproblema cuya re 
solución nos proporcionará la cota inferior, simplificando 
la formulación de {P ^ ) en la forma que establece la siguiente 
p r o posición.
Proposición 2.5
En presencia de las restricciones (1), las res­
tricciones del tipo (2 ) son equivalentes a las restricciones
' H  y ¿ > J V K t * { U , j ) z A s \ ¿ c N l V t ) , j e N I V t ) , l ^ C  f} (Z'| 
U K t
Demostración :
Obviamente (2)---- > (2 ' )
Veamos ahora que (1) y (2")-----> (2)
Para demostrar esta implicación vamos a probar que en un gra­
fo no dirigido G-(W,A) conexo y par, dado un subconjunto cual_ 
quiera de vértices N ^ C N ,  el numero de aristas entre Nj y N-Nj es 
par. En efecto, representaremos por Gj-<Ny> el subgrafo de G 
inducido por los vértices de Nj . Sabemos que en cualquier grai 
fo la suma de los grados de los vértices es un numero par, por
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lo tanto : S t  d n (¿)= 0 (mod. 2 )
¿ e N, g ;
donde d ~ l ¿ )  representa, en general, el grado del vértice i. 
respecto del grafo G.
Si denotamos por p el numero de aristas entre y W-Wj (pf0, 
por ser G conexo), como por hipótesis el grafo G es par, teñe 
mos : 2  c L U ) -  2  d r  (¿)+p = 0 (mod. 2 )
de donde concluimos que p debe ser un número par.
Luego no puede ocurrir, aplicando el resultado anterior, que
exista un conjunto de aristas de corte K. tal que í/«-7;
l e K tcon lo que queda demostrada la proposición.
Comentario 2.2
Aplicando la Proposición anterior, podemos for­
mular el problema (P^) » equivalente a (Pj) » como el definido
por la función objetivo (0 ) y los conjuntos de restricciones 
(7) , [ 2 1  y (3) .
En éste, problema [P ^ ) vamos a introducir nuevas 
variables enteras u ) . , ¿ e N v a fin de convertir las restricciones
i\
(7) en las ecuaciones (7") y (4 ) :
a . « [ 7  + x J + 2  OL.pyr Zw.*0 1 7 " )
^  * £eAs ^  * * K
0, enteras (4)
Las siguientes proposiciones nos van a propor­
cionar cotas para los valores de las variables del problema 
en cualquier solución óptima del RPP.
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Proposición 2.6
Las variables asociadas con una solución óptima 
del RPP están acotadas en la forma siguiente:
0 ^ 7 y enteras Y  £eAg
0 <  y 2 y enteras V Z z Á ^
Demostración :
1 3 ' ,
La demostración es evidente puesto que si no fu£ 
ra cierto, los valores de e y ^  podrían ser reducidos de 2 
en 2 sin perder la posibilidad como solución. Y, puesto que 
C.£>0 U » el valor de la función objetivo disminuiría
o permanecería igual.
Comentario 2.3
La proposición anterior es una extensión del re­
sultado de Edmonds y Johnson para el Problema del Cartero ChjL 
no (CPP) en un grafo no dirigido. En el CPP (A^-A,i.e: hay que 
atravesar todas las aristas del gr a f o ) , Edmonds y Johnson de­
muestran que el número máximo de repeticiones de una arista es 
una. Nosotros extendemos este resultado (permitir una repeti­
ción de una arista requerida es equivalente a permitir dos 
apariciones de la misma) al. caso de las aristas del conjunto 
A^ , aquellas aristas que no han de ser necesariamente atrave­
sadas.
Proposición 2.7
Las variables W . , satisfacen la condición:
'C K




7/2 (Lq [¿) si el vértice l  es par en 
R
d ( ¿ )  = <
M I  U d n U )  en otro caso
l JV i R
Demostración:
A partir de las restricciones ( 1 ' ]  y (3") » te­
nemos: (a) w . >, 7 / 2 /  , a..»* 7/2 d r  [ l ]
+ '  ¿FAR ^  R
Además, considerando que ^ debe tomar valores ente r o s ,tene­
s­
mos : m> .> 7/2 d n i l )  , si d n [ l ] es par
-1- R R
y
v L 7/2 dGP (¿)J, si cíg (-¿) es impar 
R R
donde por ^xj representamos la parte entera por defecto de x
(b) 1U . 4  1 / 2 [ 2  2a- . Á  * 2  a J t ‘ d fí ( / )  ■
Zc Ar £eAs ^  Y ¿ e A R U As ^  GC U )
Entonces el RPP puede formularse como:
(Pp ) Min 2  + S  ¿pÍ/p + 2  c p (0 )
K l e A r  *  *  l e A s  c  l e AR
sujeto a :
A  a^ (, + x¿ 1 + S  “ a * * ' * " *  ’ C Y x e N R 17£eAg
4  { U , y ) e A s | i e N( l / _£ ) .jeNlV^ ) ,Vt<Z p ]  (2
•Í
0 * x l *  1 Y ^ e A R
0 ,¿ y 2 YleA^
d [ ¿ )  $  d ^  [¿)  Y l e N g  [4
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donde la expresión para d [¿) viene dada en la proposición 2.7
Comentario 2.4
Es importante señalar que la formulación defini­
tiva dada al RPP es una generalización de la planteada
por Edmonds y Johnson para el CPP.
En efecto, si A^ *=l|) ( Á ^  = A y Ng = N ), a partir de 
(P^), obtendríamos el siguiente problema formulado sobre el 
grafo original G=(W,A)
que coincide con el problema formulado para el CPP* y que Ed­
monds y Johnson demuestran que es un caso especial del probLe 
ma de matching (acoplamiento) general.
Comentario 2.5
siones en cuanto a numero de variables y número de restriccio 




x.£s |0 , 7j entera V'-teA 
d [¿) < u) . x d r  [ i.) entera V-teWx -L (j
Una vez planteado (P^) como la formulación defi­
nitiva del RPP sobre el grafo , veamos cuáles son sus dimen
conjunto de aristas A ^ c  A , f orinarnos el grafo inducido G^-(W^,A^)
que consiste en fe. componentes conexas y a partir de este grafo,
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mediante las transformaciones descritas en los apartados
2 .1.1 y 2 .1.2 , obtenemos el grafo A ) .
El número de variables del problema viene dado 
por I ArI + I a<j l+íw R l y el número de restricciones por 2 *|W^|+ 
+ 2 k * - 1 + |Ag| + | |  .




Vamos a desarrollar, en la Sección 5, un procedí, 
miento exacto de solución para el RPP basado en los métodos 
de Branch and Bound. En cada nudo del árbol de enumeración caj^ 
cularemos cotas inferiores al problema, resolviendo problemas 
relacionados con él que son relajaciones de (Pg) * Como en to­
dos los métodos de Branch & Bound, la calidad de las cotas cal^ 
culadas será de gran importancia en la efectividad del algo­
ritmo .
Observando la formulación del RPP dada en (Pg) » 
identificamos fácilmente tres conjuntos distintos de restric­
ciones :
(a) las restricciones de integridad sobre los valores de las 
variables, dadas en [ 3 ' )  y (4 ' )  ,
(b) las restricciones [ 2 ' )  de conectividad de la solucion,y
(c) las restricciones (7 ') de paridad de los grados de los 
vérti c e s .
Relajando, en una u otra forma, cualquiera de 
estos conjuntos de restricciones, obtendremos un subproblema 
de (P^) cuya solucién proporcionará una cota inferior al v a ­
lor optimo de nuestro problema.
En esta Seccién, discutiremos brevemente las dos 
primeras relajaciones del problema, las referentes a (a) y 
(b) , y centraremos la atención en aquella que resulta de reía 
jar las restricciones (7') y que es la que ha proporcionado 
los mejores resultados en nuestro problema.
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3,1 LA RELAJACION LINEAL
La forma mas usual de obtener una cota inferior 
en cualquier problema de Programación Lineal Entera consiste 
en utilizar la relajación lineal.
Esto quizás sea debido a diversos motivos. En 
primer lugar que hasta hace relativamente poco tiempo no se 
conocía otro método para obtener dichas cotas. ( Recordemos 
que el Método de Optimización del Subgradiente aunque estu­
diado en su aspecto teórico por P o l y a k (1967), Demyanov(1966), 
Geoffrion(1974),Held,Wolfe y Crowder ( 19 7 4 ) y otros, no empine 
za a aplicarse con éxito a los problemas de Programación M a ­
temática hasta 1971 cuando lo utilizaron Held y Karp en rela­
ción con el Problema del Agente Viajero). En segundo lugar, 
hay que tener en cuenta que la mayor parte de los paquetes c£ 
merciales de Programación Matemática (por ejemplo el FMPS de 
UNIVAC y el MPSX de IBM) solo contemplan esta posibilidad de 
cálculo de cotas inferiores en un PLE.
En nuestro problema, si relajamos las restriccio 
nes de integridad, es decir, si sustituimos las restricciones 
(3 ' ) y (4 ' )  en la formulación de (P^) Por:
0 4  1
0 $  y ^  2
d [ ¿ )  ^  d g  U )  Y ¿ e N g
C
obtendremos un problema lineal, que representaremos por (Pg) > 
que puede ser resuelto aplicando el Método del SIMPLEX.
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Aplicando éste método en algunos ejemplos, hemos 
llegado a la conclusión de que el procedimiento no es computa, 
cionalmente satisfactorio en nuestro problema. Veamos, por e- 
jemplo, el comportamiento de esta cota inferior en uno de los 
problemas test más sencillos que se estudiaron (problema 1 1). 
Se trata de un problema cuyo grafo simplificado G^ tiene 9 véj: 
tices, 7 aristas requeridas, 7 aristas no requeridas y 3 com­
ponentes conexas. La cota inferior proporcionada por la solu­
ción óptima de (Pg) se £luec^o a un A.3% del valor optimo del 
problema y tardo unos 3 segundos de CPU en ser calculada, uti_ 
lizando el paquete de Programación Lineal de la casa UNIVAC; 
lo que es excesivo para el resultado obtenido y para el tama­
ño del problema. Y mas teniendo en cuenta que el problema fue 
resuelto óptimamente por nuestro algoritmo en 0.139 segundos 
de CPU (tiempo empleado en calcular una cota superior y una 
cota inferior que dio el valor de la solución óptima).
La explicación para esta diferencia de comporta­
mientos se basa en el hecho de que tanto el numero de varia­
bles como el de restricciones es alto en ( ) .  Mientras que, 
como veremos, la cota inferior que desarrollamos en nuestro 
algoritmo se basa en el calculo de tres problemas diferentes 
e independientes, dos de asignación de valores según los si¿ 
nos de los coeficientes de las variables y otro que se basa 
en el calculo de un SST en un grafo reducido con fe vértices.
Los resultados obtenidos, mayor distancia de la 
cota inferior proporcionada por la relajación lineal del pr£ 
blema (P^) a l optimo y mayor tiempo de computación, nos han
llevado a abandonar ésta relajación e investigar otros 
dos para calcular una buena cota inferior al RPP.
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3.2 LA RELAJACION BASADA EN EL 1-MATCHING PROBLEM
Consideremos la formulación (P^) del RPP dada 
por ( 0 ) , ( 7 ' ) , ( 2 ' ) , ( 3 ") y ( 4 ' )  . Representaremos por los 
multiplicadores de Lagrange asociados con las restricciones 
[2') y consideremos la relajación lagrangeana de esas restric 
ciones. El problema resultante será :
( PM í X ) ) Min ^  Clyl+ yl'l + ^   ^°
sujeto a:
l e Ar ^  ^ £eAs
(7
(3
0 7 enteras V
0 ^ ^ enteras V £ e A ^
c¿ (>c) 4: UK dg (/t) enteras V-teW^ (4*.
El problema relajado (P ^ (X )) consiste en, con el 
mínimo coste, conseguir que todos los vértices del conjunto 
tengan grado par. Si los costes modificados por los multipli­
cadores son no negativos, este problema se puede reducir a 
un problema equivalente de 1-matching (1-acoplamiento) mínimo
definido sobre un nuevo grafo G.¡ . Grafo cuyo conjunto de ver
M
tices será el de los vértices impares, con respecto a Gg , de 
Gq i Y que tendrá una arista entre cada par de vértices con eos 
te igual al del camino más corto entre ellos calculado en G .
A partir de la solución al problema relajado, se 
pueden identificar las restricciones del tipo [ 2 ' )  que se vio^
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lan y que pueden, por lo tanto, ser relajadas vía un multipl_i 
cador de Lagrange como se expresa en (0 ' )  para obtener la 
función objetivo con costes modificados
De esta forma, las restricciones [ 2 ' )  se construyen y relajan
de manera iterativa.
Si (P^(A)) es el problema definido por
( 3 ' ) y ( 4 ' ) para un vector de multiplicadores dado X » y si
(P.. [ X ) ) es el valor asociado a la solución óptima de (P,,(A)) 
M M
nosotros deseamos escoger aquel X de forma que:
IMPm U )  ) = max )]
A
La forma usual de resolver el problema de maximjL 
zacion anterior es utilizando el Método del Subgradiente, o 
alguna variante del mismo. Computac ionalmente, este método es 
incomodo puesto que requiere la solución de un gran numero de
problemas (P.,(A))y la identificación en cada uno de ellos de
M
L 1
las restricciones del tipo [ 2 ' )  que se violan (hay 2 - 7
restricciones de este tipo). Para evitar algunas de estas di­
ficultades, Balas y Christofides (1981) introducen el concejD 
to de Lagrangiano Restringido, imponiendo a los multiplicad^ 
res X . la condición de que la solución al problema (P.,ÍX) ) 
sea la misma que para (P,.(A = 0 )) ; con lo que, y entre otras
ventajas, el problema (P^ j X))  solo necesita ser resuelto una 
vez .
Aunque hemos descrito un procedimiento para cal­
cular las cotas inferiores a (P ) a partir de la solución de
K
IPjJ X)) , nos encontramos con que dicho procedimiento tiene
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dos inconvenientes importantes:
1) Hemos visto que la solución al problema (P ^ (X )), dado X, 
viene dada por la resolución de un problema de 1-matching 
sobre cierto grafo G^ . Hay que tener en cuenta, pues, 
que para la construcción del grafo G^ hay que calcular 
todos los caminos más cortos entre los vértices de grado 
impar (respecto de Gg ) del grafo G g , para lo cual exis­
ten algoritmos eficientes que requieren un tiempo de 
computación 0 | |W^|^J .Además,para resolver el problema 
de 1-matching de coste mínimo en el grafo G^ hay algori_t 
mos cuyo tiempo de computación es 0 | (aunque en
la práctica el crecimiento pueda ser m e n o r ) .
En muchos de los problemas que hemos resuelto, 
el cardinal de es un numero grande, entre 40 y SO ver-' 
tices, lo que hace que el tiempo necesario para calcular 
una cota inferior resolviendo un problema del tipo ( P^ (X ) ] 
sea bastante elevado.
2 ) Para el valor inicial X^.= 0 f V-t» la solución al problema 
relajado será, en general de la forma indicada en la figu 
ra 3.a.
4
Figura 3 . a : Solución a (P ^ (X ) ) del grafo
d é l a  figura 2 . c
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Solución que obviamente está muy lejos de la so­
lución óptima del R P P . Para tratar de impedir una solución 
del tipo descrito en la figura 3.a es para lo que se cal­
culan valores de los multiplicadores A^, uno por cada res 
triccion de corte incumplida y se incorporan a la función 
objetivo. Pero para ello hay que identificar cada vez to­
dos esos cortes incumplidos, sin saber hasta haberlos de­
terminado si se incumplen o no. El numero de conjuntos de 
aristas de corte crece exponencialmente con el numero de 
componentes conexas en el grafo .
Estas dos razones, fundamentalmente, son las que 
nos han hecho abandonar ésta relajación del problema como la 
que proporcione la cota inferior al RPP.
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3,3 LA RELAJACION BASADA EN EL SST
En la relajación anterior, las únicas restriccio 
nes consideradas (aparte de las de integridad y cotas sobre 
los valores de las variables) para calcular la cota inferior 
eran las del tipo [ ! ' ) ,  que exigen que cada vértice l e N ^ , sea 
incidente en cualquier solución óptima al RPP con un número 
par de aristas (requeridas o no). En otras palabras, que se 
cumplan las condiciones para la existencia de circuitos eule- 
rianos. Vimos que una de las principales desventajas de dicha 
relajación era que la solución al problema estaba, en general, 
formada por varios circuitos eulerianos disconexos entre sí.
Para evitar esto, vamos a considerar las restri£ 
ciones (2 ' } que nos garantizan la conexión de todas las compc> 
nentes generadas por el conjunto de aristas A^ .
Consideremos el problema (P^) y sea (F^(tt)J el 
problema obtenido a partir de (P^) relajando lagrangeanamente 
las restricciones (7 ' ) , de paridad sobre los grados de los ver 
tices de , utilizando multiplicadores u ^ , ¿ e N g .
El problema (P^(u.)) tiene la siguienta expresión:
(Pg(u )) Min X i  -U; ) x »  + 2  í C.«- ti. -a. )yp +
. leA„ Jl leAc * H  jl
+ 2  U..Í2W.-2 a/pj + 2  c.P
leAR 1L
-; \ LWr  ^-J 




0 $ xp $ 7 , enteras ^ Z e A v
c K (3
® 4  yj^4 % ,enteras V£eA^
d{¿) g  ^^¿4 d.Q [¿) ,enteras [4
Z y j Z son ^os v®rt^ces incidentes con la arista l.
3.3.1 Resolución del Problema (P^ (u.j)
Para un vector de multiplicadores dado U = l u ^ , Z e N ^ ) 3 
veamos cual es el procedimiento para calcular (P^(a)).
Podemos observar que en el problema (P^(a)) hay 
tres problemas independientes, cada uno de ellos con un conjuri 
to de variables diferentes. En efecto,denotaremos por (P^(a)J 
al problema de :
IPÍ(u)) Min 2  le-p-U/ ) Xp
le L ^ Z  j l  L
su j e t o a :
0 4 Xp ^ 1 ,enteras Y ¿ e A v (3'á)
2
Por (Pg (u]]representaremos el problema de :
(p£(u )) Min Z j a. |2w .-2j «/»!
¿eNr -£eAR
sujeto a :
cf(-¿) 4 4 dg (x) ,enteras (4")
3Y por ultimo, (Pg(u)) será :
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(p| íu.) ) 
sujeto a:
dada por las soluciones óptimas de cada uno de sus tres sub- 
p r o b l e m a s :
Proposición 3.1
La solución óptima al problema (F^(uJ) viene d jL  
da por la siguiente asignación de valores a las variables
X» s 1 si C p - U '  - a -  ¿  0
l  I
Xj^ s 0 en otro caso
Demostración :
Es evidente teniendo en cuenta las cotas de las 
variables y la condición de integridad expresadas en las res 
tricciones (3 ' a )
Como resultado directo de la ProposiciSn anterior, 
que luego utilizaremos, podemos establecer el siguiente:
Corolario 3.1
Para cualquier vector u de multiplicadores, se 
cumple que IM (ll) ] * 0 . Y además,
1/ ( (  ll) ) - 0 sii c l ~ a ¿  ~ u j  * 0
Min 2  ^c p ~ u / ) y»
le As * *
2 j y ¿ *  7 { U . / l e A ^ e N t l ^ )  ,/eNtl^) ,Vt c F j
0^ y 2 ,enteras V  A^ { 3 ' b )




La solución óptima al problema (Pg(u)) viene da­
da por la siguiente asignación de valores a las variables w . •
u) . * d n [¿) si u . < 0JL G c JL N
uk = d { ¿ ) =
1 / 2  dg (£) si £ es par en G^ y u^> 0
l / 2 \ 1  + d r (£)) si es impar y u. . > 0 
\ G R / -t
Demos t r a c i ó n :
Es evidente teniendo en cuenta las cotas de las 
variables y las condiciones de integridad expresadas en las 
restricciones
Corolario 3.2
Para cualquier vector a de multiplicadores que 
satisfaga u. . > 0 , CeNv , se tiene que:
Concretamente :
V ( p l ( u ]) « 2  u .
-teN¿ *■
donde H^ representa el subconjunto de de vértices impares
en el grafo G^ ( Wg| dg (£)e7 (mod.2 )} ).
R
D e m o s t r a c i ó n :
En efecto, si u 0 para aquellos vérti­
ce K
ces ¿ c N g tales que su multiplicador asociado sea positivo, 
por la Proposición 3.2, tenemos i V . - d ( ¿ )  , y teniendo en cuen-
ta que
Z j  ^  /  p ~ d’C (^  J 
£ e A R ^  b R
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tenemos que:
si W ' = 1 / 2 [ 1 + d r  (¿)),de donde 2uí X, cl . p= 1R ’ a, Gv a, f —*A A.IK ¿ eA^
si -¿eW^-NÍ, mí . -7/2 cL, f .£) , d e donde 2 m í  cl - ¡>s 0K K -t X- D A X*aS
K a-.£ R
Por lo tanto,




El problema (P^(u.)), definido en las variables 
y ^ , t z A^ , es el problema de encontrar un árbol generador de 
mínimo peso (SST) en un grafo condensado del grafo Gg •
Definición 3.1
Llamaremos grafo condensado G g - ( N ,  A) , a un grja
fo donde:
1 ) un vértice ¿eN corresponde a una componente C. de GvA, K
2 ) una arista { ¿ , j ) e A  existe sii existe alguna arista [ jL' j*)z
tal que ¿ ' e C  . , j ' z C - .
^  J ^
El coste de la arista [á, t j ] en A es :
C , ; = min | c .. ..
I A. J JA.J
y ' e C
- t ' e C  .
X»
donde por e. . ^   ^ representamos los costes modificados por los A. j
multiplicadores u .  (c. . ,  - c  . * - * - u  . * - u  .A, A. j  A. j  A. £ j  £
La figura 3.b nos muestra el grafo condensado
correspondiente al grafo G^ de la figura 2 .c
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Q ~  '..O
\  / 
0
Figura 3.b : Ejemplo de grafo condensado
3
Veamos como la solución de (P^(u)J viene dada 
por la resolución de un árbol generador de mínimo peso en 6^ ,;
Teorema 3.3
Los va lo r es  Op ti mo s  de las v a r i a b l e s  y ^ f Z e A ^  pa-
3
ra {Pv ( u )) , se obtienen resolviendo el problema de encontrar
un SST en el grafo condensado G^ , , haciendo:
yg= 1 que corresponden a aristas en el SST
con costes
y £= 2 independientemente de si corres
ponden a aristas en el SST o no 
í/£=0 en otro caso
Demos trac ion:
La demostración se deduce a partir de la definí, 
cion de árbol generador en : es un grafo parcial conexo mi^
nimal de , donde minimal está utilizado en el sentido de que 
ningún subconjunto de aristas, contenido en el anterior, for 
maría un subgrafo parcial conexo de G^ ,. Y el SST es un árbol 
generador de mínimo peso,es decir, el SST en el grafo G r re-
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presenta la forma de conectar los k vértices de G^ (las com­
ponentes de G^ ,) con el mínimo coste.
Teniendo en cuenta que las variables y ^ , Z e de­
ben tomar valores enteros y menores c iguales que 2, a aque­
llas variables asociadas con aristas de coste modificado " c ^ O  ■ 
debemos asignarles el valor máximo que pueden tomar ( y  ^ 2 )en 
orden a minimizar la función objetivo. Y puesto que las aris­
tas que aparecen en el SST, con coste positivo, son la forma
de conectar G^ con el mínimo coste, haremos y 1 para aquellas 
aristas Z z A ^  correspondientes a aristas en el SST con costes C£>0,
Corolario 3.3
Para cualquier vector u. de multiplicadores tal 
que C-jg^O V ^ e A ^ , s e  cumple que :
U (p| (U.) ) = IMSST)
donde por l/(SST) representamos el coste del árbol generador 
de mínimo peso en el grafo G q .
Demos trac i o n :
Es consecuencia directa del Teorema anterior en
el caso particular en el que la elección de los multiplicado­
res a . sea tal que los costes modificados c.» = c«-a . - a  < sean 
todos no negativos. Así, por definición del grafo condensado
G q , todas las aristas de A tendrán costes no negativos y el
3
valor de la solución al problema (P^(uJ) será el correspon­
diente a asignar el valor 1 a todas aquellas variables asocia 
das con las aristas £eA^ que corresponden a aristas de A que 
aparecen en la solución del SST.
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Comentario 3.1
Las proposiciones 3.1 y 3.2 y el teorema 3.3 prc> 
porcionan el procedimiento para calcular la solución óptima a 
cada uno de los subproblemas en los que hemos dividido (P^(ll) ] » 
La unión de todas ellas dará la solución óptima del problema 
g l o b a l .
Mediante la resolución de (P^(u)) disponemos de 
una cota inferior para el RPP. Esta cota inferior tiene la ven 
taja de que es muy sencilla y rápida de calcular, puesto que, 
dado un vector de multiplicadores y calculados los costes m o ­
dificados por ellos, se basa en dos problemas de asignación de 
valores a las variables y en el cálculo de un SST en un grafo 
con k vértices.
La gran facilidad de cálculo de esta cota infe­
rior lleva asociada una no muy grande proximidad de su valor 
al de la solución óptima. Esta cota será mejorada por varios 
métodos descritos en próximos apartados.
3.3.2 Cálculo del vector U de multiplicadores
En el apartado anterior, hemos visto que dado un 
vector u , cualquiera, de multiplicadores asociados a los ver- 
tices de W g , la resolución del problema (P^(uJ) proporciona u 
na cota inferior al valor optimo del problema
En este apartado vamos a discutir el problema de 
la elección de ese vector de multiplicadores con el objetivo 
de maximizar el valor de (Pg(u)). Es decir, se trata de encon 
trar el vector u* que satisfaga:
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l/(PR (u*) ) = max (l/(PR (u) ) )
Resolver este problema resulta en la práctica djs 
masiado costoso y lo que se intenta generalmente es obtener 
unos buenos multiplicadores lo mas próximos posible a los optji 
mos. El procedimiento que seguimos para intentar mejorar la 
asignación inicial de valores nulos a los multiplicadores ü. . 
es un procedimiento heurístico que se describe a continuación 
y que proporciona buenos valores para los multiplicadores:
Algoritmo Heurístico para el cálculo del vector a
Consideremos el grafo (J » donde
"Cp J , p= | | ; el algoritmo consiste en el si­
guiente proceso iterativo:
STEP 0 (Inicializacion)
Tomar 4 = 7. Hacer c ( / ) = c ( / )  Y ( ¿ # / ) U
Ir al Step 1 
STEP 1 (Cálculo de multiplicadores)
Si d n [jl, ) = 0 (mod.2) . Hacer )=0 e ir al Step 4
17 ^  4 4
Si d r  (¿ )=7 (mod.2) . Ir al Step 2
STEP 2 (Cálculo de multiplicadores)
u U ¿ ) -  « i n {  c U t.j)}
Ir al Step 3 
STEP 3 (Actualización de costes)
E U 4 ,/) *   Vi'eWR ,
Ir al Step 4
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STEP k (Fin)
Si 4=p . Fin
Si ¿fp . Hacer 4 ■ —  4+7 .Ir al Step 1
El algoritmo descrito se basa en lo siguiente:
a) que los multiplicadores tomen valores no negativos, a fin
de que las variables tomen el valor de su cota inferior
2
en la resolución de (Pg(u));
b) que cualquier asignación de un valor positivo al multipli­
cador u.^ , correspondiente a un vértice -¿eNg de grado par 
respecto a Gv , no produciría ningún incremento en el valor
- Vde la función objetivo (en este caso 2wJ a.»-0), mien-
* l e A f i
tras que disminuiría los costes de las aristas incidentes




cion al SST de (Pp (u)); y
c) que los costes modificados de las aristas, ~a j  »
se conserven no negativos para que así el valor l/ÍP^Ít-O) 
sea no negativo y 1/ ( Pg ( u ) ) = 0 .
Ilustraremos el funcionamiento del algoritmo heii 
rístico descrito anteriormente con el siguiente ejemplo:
E.j emplo 3 .1
Consideremos el ejemplo de grafo ^ )
dado en la figura 3.c, donde las aristas de A^ están represen 
tadas mediante un trazo continuo.
En este ejemplo, la asignación de valores a los 
multiplicadores tt . ( 7 7 3 )  proporcionada por la aplica- 
cion del algoritmo sería:
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Figura 3.c : Grafo G^
u r  4 u-2 = 9 a 3-0 V 3 U5 = 3
ooVO U 7 = 4
U S " °
U-g-0 u io-'6
u n *5 UJ2'° u ,3-5
El mismo grafo G c la figura 3.c con los eos-
tes modificados, será :
Figura 3.d : Grafo G^ con costes modificados
Este grafo nos permite interpretar a los multipl_i
cadores u ^  como la penalizacion efectuada a los costes de las 
aristas para intentar la aparición o duplicación de algunas
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de ellas y así conseguir la paridad de los grados de los véjr 
tices, tal como se expresa en la figura siguiente:
7i
12
F i g u r a  3 . e : F i n a l i d a d  de los m u l t i p l i c a d o r e s  a .
Comentario 3.2
Una vez descrito el algoritmo para el cálculo de
los multiplicadores hemos visto las ideas generales
X- K
a las que se ajusta su funcionamiento y un ejemplo que nos ha 
permitido ilustrar su cálculo e interpretación.
Vamos a ver a continuación tres teoremas que ca­
racterizan a un subconjunto de multiplicadores óptimos del pro 
blema de Max l/(P^(a)) y veremos su relación con el resultado 
obtenido por nuestro algoritmo.
Teorema 3.4
Existe al menos un vector de multiplicadores Op­
timo, u , que satisface u 0 Y-tcW-.
K
D e m o s t r a c i ó n :
Vamos a demostrarlo por reducción al absurdo : 
supondremos que cualquier vector Optimo de multiplicadores ti£ 
ne componentes negativas.
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Sea a un vector de multiplicadores, óptimo del problema de
Max V[ Pv [ll) ) . Sabemos que 3 ¿ £ N v : u . < 0  
U K 4.
En general, el vértice será incidente con:
^ p + 7 * * * «
L■V | | * • 1' *^q
l q + 1>' Z► • • p v
l p+ 7' ', . . ,£
l K + V  '. . .  , 1
tienen C„ -c.» - ll ■ - u  . < 0
■fe ^  '-efe *
„ - c ^  0 Vfee {<? + 1, . . . ,pj
tienen < 0 Vfce{p+ 7, * . . ,*]
ff ^ 0 fec ^
Definimos un nuevo vector ,u* , de multiplicadores en la for­
ma siguiente:
' u .  *  *  04.
u j * “y y y e w R , y ^
y demostraremos que IMP^ÍU*) ) £ l/(P^(ü) )
Veamos la relación existente entre y los
costes modificados por ü  y a* , Y^eA^ |J :
1) V ^ ear u A^ | Z no es incidente con el vértice ¿  :
Cp-Cp-a . -u. = d 0- 11* -a * = c «
£ ¿ J¿ P¿ £  J ¿  P¿ £
2) Y í e A R |J A^ | £ es incidente con el vértice £ :
fe
a) Si £^<0 -► c£"^; '**¿<0 CZ~^L ' ~ c ¿ <“ '<0 C£<ÍJ
b) Si c^>0 , no tenemos información sobre el signo de c£.
Vamos a hacer un análisis del valor de V (P ^ (u * )) 
en el peor de los casos. Esto ocurrirá cuando todas las aris­
tas incidentes con £ que tenían C.£&0 » tienen nuevos costes m£ 
dificados c.^0.Es el peor de los casos puesto que por la Pro­
posición 3.1 : Xj^s 7 si Cg$0 y X^-0 en otro caso ; por el Teo­
rema 3.3 ; í/^-2 si C-g&O e í/^s 7 ° 0 según están en el SST so­
bre el grafo Gq o no.
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Entonces, resumiendo:
c ¿ < 0 - * »  c . £ <  0 ¥ ¿ e |  l  j ,  .  .  .  ,  J  U  p p +  7 >  •  •  •  >
C.^0 -► supondremos (en el peor de los casos)
CZ* 0 { ^ q + V ' ^ p } ^  {^/l+ 1 ' * * * ' ^ ó}
Puesto que el único cambio que hemos realizado
ha sido en el valor de un multiplicador (u* sustituye a u.^) , 
el cambio en la función objetivo de los problemas (Pg(u)) y 
[ Vv [u. *) ) se centrará en las asignaciones de valores a las va 
riables asociadas con las aristas incidentes con el vértice ¿ 
(únicas aristas cuyo coste camb i a ) ; mientras que una parte de 
la función objetivo, que representaremos por K,  permanecerá 
constante en el valor de la solución de ambos problemas. Re­
presentaremos por l/.(P-(u)) el valor de los términos de la funA, K
cion objetivo que dependen del multiplicador a,(al resolver 
2
Pg (u.) ) y de los costes modificados de las aristas requeridas
incidentes con ¿(al resolver (pl(u))). E s decir, todos los ter
K
1 2  - minos en V[ Pv [ll}) y lMP«(ii)) <lue cambian al sustituir a, por
u*. A s í :A.
(7)
l M P R (ü)) * (/¿(PR (ü)) + K  + P ( P R (ü)) 
|/(PR U * ) )  = l/¿(PR ( u * ) )  + K  + l/(PR | u * ) )
en donde: q q
V  , ( P p  (ü) ) « 2  c.» + ü . ( 2 w , . - d r  U )  )« 2  + ü  . (2-i-p) 
¿  K fe* 7 ¿fe ¿  ¿  fe* 7 fe
(2) (si ü ,•<0 -*■ v>. = d.r  U ) = ¿ )  , y
? 6 C p
I M P p l u * ) ) *  2  c* + 2  c* + u*. ( Z u >  , - d r  U ) )  *
¿ K fe,; ¿fe fe*c+ 7 ¿fe 't -1
cí + y] c» {u*. = 0)
:*7 fe^ í+7 ¿
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Estudiemos ahora la relación existente entre
1/ ( (ZZ) ) y 1/ {p| (tt* ) ) :
3
Representaremos por Kj el valor en l/(F^(u)) proporcionado por 
la asignación y 2 | 0 y c.^ < 0 . K j será constante en
el valor optimo de ambos problemas V£.eA^(JA^
Puesto que todas las aristas no requeridas, incidentes con Á.,
que tenían e.£<0 tienen como se ha visto c.£<0, la asignación 
í/^-2 para éstas aristas será otro termino, de distinto valor, 
para l/(p|(ZZ) ) y l/{p|(u.*) ) .
Construimos ahora los grafos condensados ,G ^  (a ) y G^íu*) , a pajr 
tir de los grafos G^ con costes modificados por los multipli­
cadores u y u* , respectivamente. Vamos a construir los grafos 
G g ( u ) y Gq ( u *J comprimiendo en un solo vértice todos aquellos 
vértices de Ñ que están conectados mediante aristas de coste 
modificado c ^ < 0 (y por lo tanto Cg<0) . Los grafos G^ ,(u) y G ^ ( u * )  
tienen exactamente la misma estructura salvo en lo que afecta 
a los costes de las aristas incidentes con el vértice que co­
rresponde a la nueva componente que contiene al vértice ¿ ; t e n  
gamos en cuenta que en G^íu) no hay aristas de coste negativo, 
mientras que en G^íu.*) sí las hay (aquellas aristas tales que
^l* 0 7 Cl4 0 ^ •
Si representamos por U(SST) el coste del SST solución al gra-
^ ^  ^
fo Gq [u ) y por J/(SST ) lo mismo en Gq [u.*) , tendremos:
K
V (Pj? (a) ) * K 1 + 2 2  c p + V (SST )
K 7 = Z k
(3) JL
l/{F|[a*)J- K 1 + 2 2  c* + I/(SSTJ
K 1 k=p+1 Z k
Obviamente : 1/ {S S T )- 2 2Li C-*p + K 0 [4]
k  = X+l Z k L
donde es el coste,no n e g a t i v o ,optimo de conectar el grafo
Gg [ u * } una vez fijadas las^aristas k e ^L+7,..,¿j ( 4 0 )
Y tenemos que : 1/ ( S S T ) ^  /, Cp +K0 [ c p Z 0 k e \ x +  7, . . , 4] )
7 Z k L L k 1 J
Entonces, sustituyendo (2),(3) y [4) en la expre
sion (7), tenemos:
q p
VÍPv(u*))’ 2 j ci + 2  c.* + K + Kj +
K k=1 Zk k*q+1 Lk 1
n. ¿
- n t 4— J C. n + K n 
k = p +  7 ^ k  k- J L + 1  ^ k  ¿
R
1/ ( Pp {ü] ) ¿  Ai l, + ü . ( 2 ¿ - p )  + K + K,  +
K fe-r ^ '
+ 2 2  c* + 2  c» + Kn-
k=p+ 7 fe k =K.+ 7 f^e z
de donde : q
VlPj,(u*)) - V [ ? v [vl))* 2  (cj -c» )+ c} ■
K K fe= 7 f^e f^e fe = q + 7 L k
X
- ü . { 2 ¿ - p ) +  2  (cj - c p )+ 2  cj + 
* fe = p+ 7 f^e *fe k=x+1 L k
+ 2  [ e l  ~ e p ) = 
k = 7 *fe *fe
(puesto que C*p =C. p -Ti ■ -*■ c» -C» - Ú J
*fe f^e H  Z k *
p ¿
= q u . + 2  e l  -ü. ( 2¿-p) +2 U - p )  ü .+ 2  c*p + 
* fe = q + 7 f^e ^ * k-A .’t' 1 L k
p Á
+ [ ¿ - x ) u  . * (-4-p+/L+q) ü .+ 2  c» + 2  c»
* * fe = q + 7 f^e fe-^ L+ 7 f^e
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y puesto que c. 9 =c» - u  . % 0 fee{q+7,..p} |J {K+ á } ,
L u e g o :
l / ( P R ( u*)  ) -  t/ {PR {ü)  ) 5 
j  ( -¿-p+Ji+q) ü¿+ Ip-q ) ü¿+ ( ¿ - A)  « 0 .
Hemos demostrado pues que el valor asociado con 
multiplicador u* es por lo menos igual al asociado con el mul^ 
tiplicador 71. Como este razonamiento puede aplicarse para to­
dos aquellos vértices cuyo multiplicador asociado u . seaK «C
negativo, hemos demostrado el Teorema.
Podemos decir también que el conjunto :
s iUj = [ ü  | ü >  0 y I M P r [ü))« M a x  (V (PR (tt) ) ) } t 4>
U fl = { ü | t/ {PR (ü) ) = Max ( V (PR (u] ) ) } f <f>
Teorema 3.5
En el subconjunto Uj de vectores de multiplicad^
res de Lagrange existe al menos un vector u* que satisface :
u* ¿ min { C . « } V i.
*■ S \ l
Demostr a c i ó n :
Vamos a demostrarlo por reducción al absurdo: 
supondremos que cualquier vector optimo de multiplicadores 
LLcU 1 tiene al menos una componente a ,>min{ c. . .}
^ j ^
Seguiremos la misma notación que en el Teorema 
3.5 y utilizaremos un razonamiento similar al allí seguido.
El vértice será, en general, incidente con:
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t 1 , . . , JLr tienen c p - c Q -Tl ;  ^ -1i . < O
j , . . .
f •• f UlCUCli p P J i
a) e A v ) q L k L \l ^fe
b) ¿ p + j > - - > £ ¿ £ As
I Z 11 • • t p " ^  Z ^   ^ ^  b.£.{ 1 f . • • t p}
Z tienen C P< O Vfee{p+ 7,...,-fc}
/ 'L fe
" ^fe* ° Vfee{'i+7,. ..,4}
Definimos un nuevo vector de multiplicadores lc* , en la forma 
s i g u iente:
u* =4. 0
[a*. - a J V / e n r , yf¿
Obviamente, u * ^ 0 y u* g min{c.*} , ya que e. , .£0
* yf¿ ^  ^
Demostraremos que „(pR ( a . )) * „,P r ( E ])
Veamos la relación existente entre c.^  y C* Y ¿ :
1) Y i c A g  U As ¡ au - 0 > cz *c¡
2) A R U A s | ^ r ? :
a) c.^0 + C¿ ~ Ü J *  CZ >0
*' Z
b) 9 n0 tenemos información sobre el signo de c.*
De la misma forma que en el Teorema 3.4, vamos a
hacer un análisis deí valor de l/(P^(a*)) en el peor de los ca 
sos. Esto sucederá cuando todas las aristas incidentes con Z 
que tenían coste c.£<0, siguen teniendo ahora c.£<0. (Recordemos 
que Y l  | a^--!) .
Resum i e n d o :
^ z ~ cz U I a¿ z s °
^ 1 >G ** CZ 7 > * * ' U
-*■ supondremos (en el peor de los casos)
c*<0 Y ¿ t { £ r ..,¿q } U {*-p + r " ’¿ * }
Siguiendo la notación y los comentarios del Teo-
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rema 3.4, llegamos a :
IMPr (ü )) - ) +K+V{ P|[a.) ) «
n.
,,, -V.[Pp (ü))+K+Z Z j c , + K, + (/(s s t )
171 'c K k*p+l z k 1
l/(PR (u*)) = l/¿(PR (u*|)+/C+l/(Pj*|u*)) =
t i
= V .(Pp (a*) )+K + 2 Zj cí + K. + 1/(sST )
^ K fe=p+r 7
Y puesto que: C« = C.» Y£| (l-p = 0
. ; v/l , - v ¿£ a r U a s
c£<c£ ^ l az£
  *
tenemos que: V(SST) ^ ^(SST ) . Con lo que a partir de (7)
V ( P R (u*}) - l/ÍPR (ü) J > ^ ( P R (u*J )-l/^ .[PR (¡I} ) +
(Z1 +z 2  C? -2 S  2/
k = p + 1 fe k=p+l fe 
9 9
En nuestro caso: 1/ . ( P v (a* ) ) - cí + íi* ( 2io ,-dr (z))- d»
^ fe-7 *fe * * b R fe= 7 fe
y y  -(3) l/.(pp(tl)) = Zi c» +UL; [lu)j-dr u n
fe=7 fe K
y ademas, puesto que c.« -c* = ü . ,tenemos a partir de (2) y (3)
*fe f^e *
V(PR (u*) )-l/(PR (á) ) > ( /l-p) ü¿ - ü ¿ [  2u)¿-dG U )  ) =
R
= ( 2^-2p+q) ü. .-ü . ( 2m/ .-dr U)  ) 14)
^ ^ v
Sabemos que al ser u. ,>min{ c . -} , existirá al menos una arista
z . zj
í -c, fe) \ C-¿k<0 ' Luego U - p ) + q > 7  (5)
Vamos a distinguir dos casos:
a) El vértice z es par respecto al grafo G n ■+■ 2w .-dn (z]=0K z
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Por [4] y (5):
l/(PR (u*) )-l/-(PR (ü) ) ^ ( 2 n - l  p + q ) ü ¿  = U - p )  ü¿+ l K - p - q )
> [K- p+q]  ü . > 0 
(ya que (^_p+ í )>7 y u . > 0 )•'C-
b) El vértice JL es impar respecto al grafo Gv -*■ 2u) . - d r  [¿)  = 1K /C I? ^
Por [4) y (5):
l/(PR (a*) J -l/{PR (aJ ) > ( 2 x - 2 p + q -  1) = [ J i - p + q - 1  ) ü ¿  +
+ U-p)ZLy> 0
Puesto que el razonamiento que hemos seguido 
puede extenderse a todas aquellas componentes del vector u. 
que no satisfagan a ,^min{c . .}, tendremos un nuevo vector de 
multiplicadores u. eÜy que cumple la tesis; lo que es absurdo; 
y el teorema queda demostrado.
Diremos entonces que el conjunto de multiplica­
dores:
jú | ü > 0 , a^: min{c^y} y l/(Pg[ü))- Max V ( V ^ { u ) )  J f ^ 
si U ^ f ([). (Si -► "*■ ^ 2 ^ ^ *
Teorema 3.6
En el subconjunto U^ vectores de multiplica­
dores ópt i m o s , existe a.1 menos un vector u* que satisface que
los costes modificados , c . , son no negativos.A~j /C j
Demostración:
Lo demostraremos por reducción al absurdo. Supoii 
dremos que no existe una solución óptima que cumpla que los 
costes reducidos de las aristas sean no negativos.
Dada, pues, cualquier solución ueU^ , existirá, al menos, una
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arista Z ñ = ( ¿ ,  j  ) z k v |J A c tal que c p = c p - u  . - u -  < O .
U  K  ¿ J L q  J L q
A partir de u, construiremos otro vector a*,tal 
que satisfaga 0^ U ^ m i n í  c. , •} y que dejará los costes modifica 
dos no negativos, de forma que [/ ( ( a* ) ) £ V ( ( Tl ) ) , con lo
que llegaremos a una contradicción y habremos demostrado el 
Teor e m a .
Puesto que c p =Cp -Ul . - u  • <0 , tenemos que :
- - .  0 0 í ¿ 0 J l 0
u . > a p -u . (ya que u ,^min{c . •} , Y ¿ e N v ) ; donde para faci¿lQ ¿o 1ZQ 4, A, j K -
litar la notación y puesto que nos centraremos en el vértice
Z ,  representaremos siempre a Z p como Z , por lo que:
0
(7 ) U. . > C P -Ü ; } 0• s— D uc '
¿o S I o
E l  v é r t i c e  Z e N v , s e r a ,  e n  g e n e r a l ,  i n c i d e n t e  c o n  l a s  s i g u i e i i  
K
t e s  a r i s t a s :
a) la arista Z q E A ^ [J 9ue satisface <0
b) las aristas  tZ e A0 , de las cuales
/ q  K
i) Z 1   ,Z tienen coste modificado negativo
1 ’ p
ü )  ¿ p + i  > • • • " " " no negativo
c) las aristas Z Z 0 A„ , de las cuales
/ Á ¿
i) Z q + y,...,Z ^ tienen coste modificado negativo
ii) ¿ 1 + 1  » • • • u n »i no negativo
A  partir del vector u de multiplicadores, construimos el vec 
tor ti.*., en la forma siguiente:
uy ' uy
u* * min { . , £ p } ; c . £ - U j ^ , l e { ¿ q + j , .
donde por representamos el otro vértice (distinto de Z ) incji 
dente con la arista Z.
(2 )
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1) Vamos a demostrar que ul* cumple 04UL*4min{c.*,} V/eNo.
i fefy K
En efecto, puesto que u* = u.j y u e U n ,
i  i  *-
0 4  ul*- 4  min { a } V  i\JL J 
j  ^ k JtZ
veamos que también se cumple para a* :
por hipótesis a - 4 C p V £  y por (2) , tenemos ul* ^ 0 ;
por (2): a*4 C.n -ul - -*■ a*<ü,(por (7)) y por lo tanto,
* 0 J ¿o * *
0 4 u*. <min {C-y;}
2) Vamos a demostrar que los nuevos costes m o d i f i c a d o s , ,  
de todas las aristas incidentes con Ji son ahora no negati^ 
v o s .
En efecto, puesto que u* = Li - Vit Ji y a*< a . ,j j á, á,
para todas las aristas incidentes con Ji cuyo coste modifi^ 
cado era no negativo, tendremos:
Cl S:Cl ~ U¿ ~ Uj £ >Cl ~ U¿ ~ “j £ S ^ l  * 0 ^ e^ p + 7  ' * * 1+¡ * * ’ ’ 'fó*
y para aquellas que tenían coste £^<0, por la definición 
de ul* , dada en ( 2) , tendremos:
Cl =Cl ~ “ j £ ~ Ul  * 0 V£e{¿0,£j , . . . 1 » • • • *£*}
Luego con la definición dada en (2) para el multiplicador 
del vértice X , uno de los incidentes con aristas de coste 
modificado negativo, pasamos a tener las aristas inciden­
tes con Ji con nuevo coste reducido no negativo.
Este procedimiento puede extenderse a todas las aristas 
del grafo con coste reducido negativo, sin mas que aplicar 
la definición (2) para calcular un nuevo multiplicador en 
uno de los vórtices incidentes con alguna de dichas aris­
tas .
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3) Demostraremos, por último,que V [ V ^ [ a * ) )  £ V [ P ^ [ u ) )
Puesto que el único cambio que hemos hecho ha sido en el
lor de la función objetivo de ambos problemas se centrará 
en las asignaciones de valores referidas a las variables 
asociadas con las aristas incidentes con el vértice X , c ij 
yos costes cambiarán al cambiar el m u l t i p licador \ mientras 
que una parte de la función objetivo,que representaremos 
por K,  permanecerá constante en la solución de ambos pro­
blemas .
Representaremos por l/.(P-(u.)) el valor de los términos deÁ. K
la función objetivo que dependen del valor de a. y de los 
costes modificados de las aristas requeridas incidentes
con X,  Es decir, todos aquellos términos de l/(P^(u)) y de
2 —
y(P«(uJ) 9ue cambian en 1/ (P (a.) ) al sustituir u .  por a* •K K Á, Á,
Para ello distinguiríamos dos casos: si la arista o
Z q z A ^ .  Nosotros lo demostraremos únicamente en el caso en 
que t ya que en el otro caso la demostración sería
idéntica sin más que multiplicar por 2 el termino c« que
0
aparecerá en la expresión de l/(P^(á)).
valor de un multiplicador ( u  . por u * ) , el cambio en el va
A s í : IMPr [¡¡))« l/¿(PR (ü) ]+K+l/(PR (ü) )
(3)
tMPR (u»)). a») )+K+U(Pr (u *) )
3
en donde:
ya que V U U n , l
R
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t/(p| (Lt} ) = Z A l  C.0 +K, + l/(SST)
K fc=q+ 7 '
y  ^
V(p|(a*) ) - 0 + K ; + l/(SST*)
3
donde Kj representa el valor en l/(P^(o.)) proporcionado 
por la asignación de valores í/^ = 2 Y £ e A ^  | a ^ - 0  y c^< 0. 
Este termino Kj,será constante en el valor optimo de am­
bos problemas ( c ^ C ^ Y ^ I  Y 1/ ( S S T ) y l/(SST ) tienen
el mismo significado que en la demostración del Teorema 3.4
Para comprobar que V (P ^ (ü )) ^ 1/(P ^ (a * )),
*
a) Veamos que l/(SST ) ^ l/(SST)
En efecto, al cambiar a .  por u * , tenemos que por serA+
y “j s u j  ^ / K  :
- U j  =C£-i¿£ -u.y Y £ e A ^  (J A^ no incidente con £
~a£ <C£.~US ~ U¿ ~C£ Y £ s A r U  ^ 5 incidente con £
•^ £ -^ £
Luego 11 £ Y £ e A ^  (J A ^ , por lo que el árbol genera­
dor de mínimo peso calculado en el grafo con costes co 
rrespondientes a c.£, tendrá un coste como mínimo igual 
al del SST calculado con los costes modificados .
b) Veamos que 1/ ( P^ (¡¿) ) <: 1/ ( P^ (a* ) )
Tanto u. como u* son no negativos, por lo tanto W . to- A> A* A*
mará el valor de su cota inferior cí(£) .
Distinguiremos dos casos según el grado del vértice £ 
respecto a
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i)El vértice jl es par respecto a G ^ l
entonces 2u) /  j a . D= 2 ( 7 / 2 d n ( ¿ ) ) - d n [Á.)-0,con lo que 
-*• U k ^  U  R R
p H.
l / ( P p (ü)  ) - l / ( P «  ( a * )  U c »  + 2  c p  + 2  2  C p  *  c , p  < 0  
K K k=1 k - q + 1 L 0
ii)El vértice ¿ es impar respecto a 1
entonces a. . p = 2 [ 1 /  2 [ 1 + d r  ( ¿  ) ) ) - d r  )-7 , y
* u  a r  u  p r
p
+ c.» +a. ,y
0 k=1 k
Distinguiremos tres subcasos, según el valor de u* 
se haya alcanzado para cada una de las tres expresi£ 
nes en el mínimo de (2):
w /t p
*l  - - 1  ■ c» + U . - U 2 4
k - q  + 7 *0 fc=7 *-k
4 C-p +Ü.-U* = C.» -Ü .-ü . + ZL U* = 0t n A, JLq á. j >t ¿
3) u ^ = c ^ - u  . para algún C A^
('cr cr'“r'ui/ 51
p
t / ( P p (Ii) ) - l M P « ( u * )  ) «  2 2  +^ p  + 2  c»  + U j - i L j  4
K  K k = q  + 7 ^0  fe-T *  *
«: c» + C p  +  u . - u * . * C p  +c„-ü; - u  .+ vl . - u * .  =  c.p  <  0
 ^ ‘C -v  ^ <v J ^  A- *r^ •'C "C* ^
y ) u.* = c^-úy para algún j C
' V v V ' v ' 1
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e n t o n c e s : P
V l P R l ü ) E
S iempre se cumple que 1/ ( (EL) ) ^ IM ( u* ) ) .
Hemos llegado a una contradicción, por lo que el Teorema que 
da demostrado.
Comentario 3.3
Los tres teoremas anteriores nos proporcionan ii 
na caracterización importante para algunos vectores óptimos 
de multiplicadores.
Una lectura conjunta de los tres teoremas nos ji 
segura lo siguiente: si el conjunto de multiplicadores ópti­
mos es no vacío, existe ,al menos, un vector a de multiplica 
dores que satisface:
a) u ¿>0
b) u .4 min { c /;}
i h ¿
c) V U , / ) e A R U A s
El vector de multiplicadores, obtenido mediante 
la aplicación del algoritmo heurístico descrito, se construye 
haciendo crecer lo mas posible el valor de (P^íu.)) y de forma 
que satisfaga las tres condiciones anteriores. A pesar de es­
to, el heurístico no proporciona el vector de multiplicadores 
optimo; pero su paralelismo con los resultados de los teoremas 
anteriores nos 'garantiza' una buena proximidad al optimo.
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Esta es una de las razones que 'justifican1 el 
mal funcionamiento del Método del Subgradiente, para inten­
tar Max l/(Pg(üJ) que comentamos a continuación. 
u.
Método del Subgradiente
Para resolver el problema de Max ((/(P^(ti))) ,
u.
al menos de forma aproximada, existen diversos métodos entre 
los que cabe destacar el método del Subgradiente, que noso­
tros hemos ensayado y cuyo funcionamiento esta brevemente des 
crito en la introducción.
El Método del Subgradiente es un procedimiento 
iterativo que partiendo de unos multiplicadores iniciales,que 
pueden ser todos nulos y que nosotros hicimos iguales a los 
proporcionados por el algoritmo heurístico descrito, va gene 
rando una sucesión de vectores de multiplicadores u , y por lo 
tanto una sucesión de problemas ( Pv ( u ^ ) )  5 cuyo límite, si se 
cumplen determinadas condiciones, alcanzaría el valor máximo 
de (PR ( u )) .
En nuestro problema concreto, el Método del Sub­
gradiente no produjo los resultados esperados.Utilizamos di­
versas estrategias eligiendo escalares iniciales para de­
terminar la longitud del paso y los dividimos por 2 cada cier 
to numero de iteraciones en las que el valor del problema re­
lajado no se había incrementado, hasta llegar a un valor que 
nosotros fijamos en 0.125 o 0.0625 según los casos.
Las figuras siguientes representan la aplicación 
del Método del Subgradiente para varios problemas.En todos - 
(salvo en el problema de la figura 3.g) se realizaron 100 ite^
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raciones. Las abcisas representan las iteraciones 1,10,20,.. 
..,100 y las ordenadas, el mejor valor obtenido por el Sub­
gradiente en cada grupo de 10 iteraciones.
Representamos también el valor optimo del RPP 
correspondiente a cada uno de los problemas y el valor de 
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Como se puede observar en los gráficos anterio­
res, salvo en el caso de la figura 3.f (correspondiente al 
problema 1) y de la figura 3.1 (problema 10), en el resto a- 
penas si existe incremento entre el valor obtenido para l/(P^(a)) 
en la primera iteración, es decir con los multiplicadores o_b 
tenidos por el heurístico, y después de realizar 100 itera­
ciones del método del Subgradiente.Incluso en los casos de - 
los problemas reflejados en las figuras 3.h y 3.k, los valo­
res obtenidos al efectuar las iteraciones, no llegan a supe­
rar el valor obtenido en la primera iteración.
Probamos también a variar el numero máximo de i  
teraciones que se le permitía realizar al procedimiento, se­
gún el nivel del árbol de Branch and Bound en el que se encori 
traba, pero los resultados producidos representaban una lige^ 
ra mejoría de la cota frente a un alto coste computacional.
Así, en nuestro trabajo, utilizamos únicamente 
los valores de los multiplicadores proporcionados por la apli_ 
cacion del algoritmo heurístico descrito, para calcular U(P^(u)), 
que nos dará el valor inicial de la cota inferior para el 
RPP .
Como explicación del cálculo de la cota inferior, 
y puesto que los valores de los multiplicadores u. . , obteni- 
dos por el heurístico, cumplen las condiciones siguientes, re_ 
sumimos los resultados de los corolarios 3.1, 3.2 y 3.3, que 
nos proporcionan las soluciones óptimas de los 3 subproblemas 
de (P^(u)) , en la siguiente proposición:
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Propos icion 3.7
Si el vector u de multiplicadores se elige de
forma que:
a) ul^ O  Y ,
b) ~ Y £ e A R U
Entonces ,
1/ (P- (u.) ) » (/(SSTJ +
^ ¿eAj^
donde, recordemos, l/(SST) representa el coste del SST en el 
grafo Gq y  Ng es el subconjunto de , de vértices impares 
respecto a las aristas requeridas.
Comentario 3.4
De ahora en adelante, l/(P^(u)) , va a representar 
el valor del problema relajado (P^íti)) , donde u es el vector 
de multiplicadores obtenido utilizando el heurístico descri­
to (a menos que explícitamente se diga otra c o s a ) . Esto es -
importante porque nos permite asegurar que la solución de 
3(PR (u) ) está formada exclusivamente por fe-7 aristas, de cOjS 
te reducido no negativo, que forman un SST de mínimo peso en 
un grafo condensado 6q . Y porque, por la proposición 3.5, - 
tenemos un método sencillo y rápido de calcular el valor de 
( (u.) ) , como ilustramos a continuación:
Ejemplo 3 . 2 : Cálculo de (/(Pj,(t¿))
Partiendo del grafo Gq , con costes reducidos,de 
la figura 3.c, construimos el grafo condensado Gq que será el 




Figura 3.p : Grafo condensado
Resolviendo el problema de hallar un SST en el grafo G^ de la
figura 3.p, formado por las aristas de coste 1 y 3, tendremos
3
que la solución a vendrá dada por:
*10,i r 1 ; *6,7*' ; *C° V )}
Así pues el valor de la cota inferior, será:
v { P v lu) )=iM s s t ) + 2  «... 2  C»= 4+39 + 70= 113
K U °R 'c £ eAR *
3.3=2 Mejora de la Cota Inferior: CINF1
Vamos a desarrollar dos procedimientos para mej£ 
rar la cota inferior a partir del valor obtenido en l/(P^(u)J. 
El primero de ellos será estudiado en este apartado y el valor 
que proporcione lo representaremos por CINF1.
El procedimiento para calcular CINF1 viene dado 
en la siguiente proposición:
Proposición 3.8
Si representamos por SSTMAX el coste de la aris­
ta de mayor peso en el SST solución de G ^ , tenemos que: 




Teniendo en cuenta que la solución al RPP es un 
circuito, esa solución óptima debe producir un circuito en 
el grafo condensado G ^ . Y un circuito, en un grafo con fe ver 
tices (|N|-fe), debe contener al menos fe aristas. Puesto que 
la solución al problema (P^(tíJ) es un árbol de mínimo peso en 
Gg con fe-7 aristas, a la solución de (P^(aJ) le podemos incor 
porar una arista extra.
Veamos como la arista extra que podemos añadir a 
la solución de (P^(tx)) tiene un coste como mínimo igual al de 
la arista de mayor peso en el árbol. En efecto, teniendo en 
cuenta el funcionamiento del algoritmo de búsqueda del SST en 
un grafo (descrito en la Introducción), consideremos la últi^ 
ma arista que se incorpora al árbol; ésa última arista la re­
presentaremos por Z* y su coste por SSTMAX (SSTMAX >0).
La arista Z* es elegida por el algoritmo para fo_r
mar parte del SST en G^ porque es la arista de mínimo coste en
tre S £ y ,5^ . C W >^e f°rma que
* min | , VZzKj . = J ,luego:
y» ~ 7 syp* ^ ^ ^ f  ^i’}
z
Y puesto que cualquier circuito debe cumplir que el número de 
aristas en cada corte del tipo debe ser al menos 2,
sabemos que el coste de la arista extra que podemos añadir,
será al menos el coste de la arista de menor peso en el corte 
(S^,5^) , esto es,el coste de Z* . Queda probado que l/(P^(u.) ) + 
SSTMAX sigue siendo una cota inferior, que representaremos
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por C I N F 1 , al valor optimo del R P P .
Comentario 3.5
En la demostración anterior hemos insistido en 
el hecho de que podíamos añadir a la solución del SST una a- 
rista extra (puesto que toda solución al RPP debe contener al 
menos k aristas de conexión) y luego hemos encontrado el cos­
te que podíamos añadir a l/(P^(a)) para que continuara siendo 
una cota inferior de l/(P^). No hemos partido únicamente del 
hecho de que en cada corte, definido por cada arista del SST,
,deben haber al menos dos aristas porque podríamos llegar a 
la conclusión, evidentemente falsa, de que al valor iMP^Íu)) 
le podemos añadir la suma de los costes de todas las aristas 
del SST y constituir una cota inferior del problema.
E j emplo 3 . 3
Como aplicación de la Proposición 3.6 al Ejemplo 
3.2,tenemos que la nueva cota inferior será :
CINF1 = 113+3 = 116 
donde 3 es el coste de la arista de mayor peso en la solución 
al SST sobre el grafo Gq de la figura 3.p
3.3.3 Mejora de la Cota Inferior CINF2
El otro procedimiento para mejorar el valor de 
la Cota Inferior, a partir de iMP^Íu)), se basa en lo siguien 
te: en presencia de las restricciones (1 '), la 2-conectividad 
de la solución a (Pp) está implícita por las restantes res­
tricciones de (P^) • Sin embargo, en el problema relajado
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la 2-conectividad de la solución en el grafo Gq no está garan 
tizada y, por lo tanto, las restricciones
2  y ¿ >,2 {u./JeAl-teS^./eS^.S^c Ñ] (5)
pueden añadirse explícitamente al conjunto de restricciones 
de (P g (u ) ), con objeto de incrementar la cota.
En particular, si en la solución al problema del 
SST definido en Gq , puede detectarse una restricción £ del t.i 
po (5) que sea violada, esta restricción £ puede relajarse me 
diante un multiplicador de Lagrange e incorporarse a la - 
función objetivo de (P^(u.) ) .
El problema relajado, que representaremos por - 
(PR ( u , X ) ), será:
(PR (a,XI) Min 2  (¿/-“ y )*<- + 2  (c. „ - a . -a. )y.
¿CAR L *-1 sl *■ ¿tA$ * H  sl *■
sujeto a:
+ 2  tt.fzw.- 2  «,•*)■*• 2x*(*-2 í / i + Z  c,
¿eNr £eAr 't't t  z l e Kt * •£eAR 't
2  y¿>1 ¥Kt.{ujieAs\^N[Vt)thNlVt),Vtcr}
¿ z K t
O4  7 * enteras
0 4  y £ 4  % , enteras V ^ e A ^
d [ £ )  ^  d.Q {£) , enteras
C
En la práctica,no vale la pena iterar con objeto 
de encontrar los mejores multiplicadores X^Cpor ejemplo util_i 
zando el Método del Subgradiente) , pero sí utilizar algún pro^ 
cedimiento para fijar a priori los valores de A^. Un procedi­
miento heurístico de este tipo ha sido desarrollado por Balas
y Christofides (1981) para el Problema del Agente Viajero. Y 
se basa en el concepto de lagrangeano restringido que ya fue 
comentado en el apartado 3.2 de esta sección.
El procedimiento utilizado para calcular la co­
ta inferior es:
i) Encontrar buenos valores de los multiplicadores u(utilizaii 
do el algoritmo descrito en el apartado 3.3.2) en el sentí 
do de maximizar el valor l / ( P ^ ( i t ) J .  
ii) A partir de los valores de y ^  obtenidos en i ) , identificar 
cortes del tipo (5), calcular los multiplicadores asocia­
dos a dichos cortes e incorporarlos a la función objetivo 
de (Pg(u)),tal como aparece en (P^(a,X)).
Veamos una proposición que nos caracteriza todos
3los cortes del tipo (5) que se violan por la solución a (P^(u)).
Proposición 3 . 9
A cada arista del SST en el grafo G q , le corres­
ponde una restricción del tipo (5) , 2-conectividad, que se víjd 
la y viceversa.
Demos t ración:
En efecto, al ser los costes de las aristas de Gq
no negativos ( ~ £ > 0  V-£eA) y minimizar la función objetivo de 
3(P g (a) ) , todas las restricciones a dicho problema se cumplirán 
en la forma:
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Cada arista del SST en G g , define una restricción 
del tipo (6 ) y por lo tanto una restricción del tipo (5) que 
se viola.
Para demostrar que a cada restricción del tipo 
(5) que se viola le corresponde una arista del SST, bastará 
comprobar que como máximo hay fe-7 restricciones que se violan 
(ya que hay fe-7 aristas en el SST). Tomemos una restricción 
del tipo:
yp  ^ 7 dado K .
l e K t
que no corresponda a una arista del árbol; esto significa que 
puesto que el SST en Gg es conexo debe cumplirse la restric­
ción anterior, pero en la forma • Luego se debe cumplir
que \ y  £>2 y por lo tanto la 2-conect i v idad. Hay pues, como mjí 
ximo, tantas restricciones del tipo (5) que se violan como a- 
ristas hay en el SST.
Describimos a continuación el algoritmo que nos 
proporcionará los valores de los multiplicadores
Algoritmo Heurístico para el cálculo del vector X
Basándonos en la Proposición 3.9, el algoritmo 
consiste en el siguiente proceso iterativo:
STEP 0 (Inicializacion)
'v T*»
Sea A y - { t j , ¿ 2  * •••» 7 } el subconjunto de A formado 
por las aristas que constituyen la solución al SST 
en el grafo G ^ .
Tomar t= 7 . Hacer c^-c.^ V £ e A  
Ir al Step 1
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STEP 1 (Identificación de la restricción incumplida y cál­
culo del multiplicador asociado)
A partir de £ ^ , construir el corte K ^ = [ S ^ fS ^ ) ,donde
't£;teSí *
Hacer K s min {£»}
z  ZeKt  
Ir al Step 2 
STEP 2 (Actualización de costes)
Hacer V Z e K j .
Ir al Step 3 
STEP 3 (Fin)
Si ¿ = k - 1 . Fin
Si t ^ k - 1 , hacer t +- £+ 7 y volver a Step 1
Ilustraremos el funcionamiento de este algoritmo 
con el siguiente ejemplo:
Ej emplo 3.4
En la figura 3.q representamos el grafo conden­
sado G q correspondiente al ejemplo 3.1
Figura 3.q : Grafo G q del ej emplo 3.1
donde las aristas dibujadas con trazo continuo corresponden a 
las aristas de la solución al SST encontrada en el Ejemplo 3.2 
Vamos a aplicar el algoritmo descrito:
A t = { ( 7 , 2 ) , ( 2 , 3 ) }
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tomamos la primera arista: (1,2) , esta arista tiene asocia­
da un corte que representaremos por Kj y donde se in
cumple una restricción del tipo (5)
/
calculamos el multiplicador Xj asociado:
X j = min {3,7} =3 y
actualizamos los costes: 4 + 7 ; 0 +  3 
tomamos la segunda arista: (3,2) , e identificamos el corte 
asociado
4\
min { 1 , 4 }  =1X y
actualizamos los costes: 3 + 4  ; 0 +  1 .
El grafo resultante será
Figura 3.r : Grafo resultante
La cota inferior obtenida a partir de la resolución de P^(u,X) 
tendrá un valor, CINF2, que en el caso del ejemplo 3.1,será:
CINF2= 2  u .+ 1/ (SST ) + 2 S  c, -
* £eAR í
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CINF2 = 39 + 0+2*4+70= 777 
donde l/(SST)= 0 , como resulta de hallar el SST en el grafo con 
costes modificados (por los multiplicadores a .  y A.) de la fi_ 
gura 3.r .
3.3.4 Estudio comparativo de CINF1 y CINF2
En esta Sección hemos discutido las posibles re­
lajaciones en el problema para obtener cotas inferio­
res al valor Optimo del problema. Hemos valorado todos los cja 
sos y hemos insistido en la discusión del obtenido al relajar 
las restricciones de paridad sobre los grados de los vértices.
A partir de esta relajación hemos construido dos cotas infe­
riores, CINF1 y C I N F 2 , que son las utilizadas en el procedi­
miento Branch & Bound para encontrar la solución óptima al RPP.
Es importante resaltar que no hay razones teóri­
cas ni prácticas, tal como han sido construidas, para asegurar 
que una cota inferior funciona mejor que otra. Depende de las 
características particulares de cada problema tal como puede 
apreciarse en la Tabla 3.1.
En la tabla se dan los valores óptimos del RPP 
en 24 problemas, así como los valores obtenidos de CINF1 y CINF2 
para dichos casos. Podemos observar que no hay una cota infe­
rior que supere en todos los casos a la otra; esto depende - 
del número de aristas no requeridas entre las componentes, de 
sus costes y, en gran medida, de la estructura del grafo con- 
densado Gg y de la forma que tiene el SST calculado en dicho 
g r a f o .
PROBLEMA 1 2 3 4 5 6 7 8 9 10 11 12
OPTIMO 76 163 102 84 129 102 130 122 83 80 23 2.1
CINF1 68 153 99 78 121 91 125 118 75 69 23 2.1
CINF2 68 148 101 77 108 92 125 113 69 71 23 2.1
PROBLEMA 13 14 15 16 17 18 19 20 21 22 23 24
OPTIMO 38 209 445 203 112 148 263 398 366 621 480 405
CINFl 37 191 399 193 99 139 246 364 341 579 465 386
CINF2 33 193 398 186 94 132 246 373 339 591 464 388
Tabla 3.1: Comportamiento de la Cota Inferior
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En el procedimiento de obtención de -CINF2,hay 
que calcular un árbol generador de mínimo peso en , con co£ 
tes modificados c«=c»-a . -u.. , para determinar las restriccio 
nes del tipo (5) incumplidas y así calcular los valores de los 
multiplicadores X^ asociados a las mismas. Es, en esta etapa 
del cálculo de CINF2, cuando conocemos el valor de SSTMAX y, 
por lo tanto, sin esfuerzo computacional extra3 el valor de - 
C I N F 1 .
Nuestra estrategia será, pues, calcular el valor 
de C I N F 1 , y solo si esta cota inferior no satura el nudo en 
el que nos encontramos del árbol de enumeración, a partir de 
ella, calcularemos el valor de CINF2. Utilizaremos la expre­
sión CINF para representar el máximo de los valores de CINF1 y 
C I N F 2 .
Un aspecto importante, que merece ser señalado, 
es el hecho de que nuestra cota inferior requiere muy poco ejs 
fuerzo computacional para ser calculada y su valor crece ráp_i 
damente a medida que descendemos en el árbol de enumeración.
Lo que compensa el relativo alejamiento (un 6% por termino me 
d i o ) . Esta es una de las razones por las que se hace innecesa 
rio, incluso contraproducente en términos de tiempo de CPU, la 
utilización del Método del Subgradiente para intentar incremen 
tarla. Nuestra experiencia práctica nos ha mostrado que el - 
tiempo utilizado para realizar un cierto número fe de iteracicj 
nes del Subgradiente era aproximadamente el utilizado para es. 
tudiar fe nudos del árbol de B&B; número de nudos superior al 
que necesitaba nuestra cota para saturar la rama del árbol en 
la que nos encontrábamos.
S E C
COTA




El Problema del Cartero Rural (RPP) es un proble^ 
ma NP-completo como demostraron Lenstra y Rinooy Kan (1976). 
Así, cualquier método de solución exacta para el RPP tiene un 
índice de crecimiento del tiempo de computación exponencial.
Es importante, por lo tanto,encontrar métodos aproximados de 
solución cuyo índice de crecimiento del tiempo de computación 
sea polinomial y que se compruebe experimentalmente su buen - 
funcion amiento.
Por otra parte, en un algoritmo general de Branch 
and Bound, la saturación de un nudo se produce cuando la cota 
inferior en dicho nudo supera o iguala el valor de la mejor 
solución conocida para el problema. Obviamente,la saturación 
de nudos se acelerara si el valor de la cota superior (el de 
la mejor solución posible conocida) se ajusta lo máximo pos i­
ble al valor de la solución óptima del problema.
Existen diversos métodos para intentar obtener - 
buenas cotas superiores. En algunos casos podemos conocer a - 
priori una buena solución posible; por ejemplo, cuando el pro 
blema de PLE es el modelo de un sistema que ya funciona y so­
bre el que se quieren realizar ciertas mejoras. En otros, las 
soluciones posibles se van obteniendo en algunos de los nudos 
del árbol y la mejor es la que pasa a ser la cota superior. 
Otro método para encontrar buenas soluciones posibles es el xi 
so de algoritmos aproximados o heurísticos; es decir, técnicas 
que no garantizan la proximidad al optimo (en algunos casos - 
sí se garantiza por medio del Worst Case Analysis que está em
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pezando a ser objeto generalizado de estudio) pero que son - 
rápidas y ,por lo tanto, poco costosas computacionalmente.
Como dice Robert Garfinkel (1572) : ' Very little 
is lost if a heuristic fails and a great deal is gained if a 
good feasible solution is found ’.
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4.1 UN HEURISTICO PARA EL RPP
Hemos desarrollado un algoritmo heurístico para 
encontrar buenas soluciones posibles para el RPP. Se basa en 
la resolución de dos problemas bien conocidos : el de encon­
trar un árbol generador de mínimo peso (SST) en un grafo,y en 
resolver un problema de 1-matching sobre un conjunto de verti^ 
ces de grado impar, para los que existen algoritmos eficien­
tes con índice de crecimiento del tiempo de computación pol¿ 
nomial.
A partir del grafo original G=(N,A), realizamos 
las transformaciones de la Sección 2 para obtener el grafo - 
Gq= ( |J ) . Construimos el grafo reducido Gp, tal como se 
vio en la definición 3.1.
Representaremos por T la solución al SST sobre 
el grafo Gp y sea T+ el conjunto de aristas de Gp correspon­
dientes a las aristas T de Gp.  Consideremos el conjunto de - 
aristas A ^ \ ] T + y representaremos por Ng el conjunto de vertí, 
ces de Gp que tienen grado impar respecto a las aristas de -
a r U t + .
Sea el grafo inducido en Gp (grafo comple^
to) por el conjunto . Es decir, el grafo cuyo conjunto de 
vértices es y cuyo conjunto de aristas está formado por a 
ristas entre cualquier par de vértices y con coste el del ca 
mino más corto entre ellos calculado en el grafo original G» 
Resolvemos el problema de 1-matching de mínimo coste en el - 




La unión del conjunto de aristas M en el matching^
. el conjunto T + y el conjunto forma una solución posible 
para el RPP.
Demostración:
Vamos a hacer la siguiente asignación de valores 
a las variables:
y¿-1 V ¿ e T + y yt‘0 Y¿£A$-T+ 
Evidentemente, ésta asignación satisface las restricciones 
del tipo 1 2 ' ) por la definición de árbol generador.
Definimos ahora M^ = {£eMp|A^ C A^} y {ZcM PlA^ c A^
y hacemos:
y x^= 0 V £ e A R- M R
y £ s  ^* y  £ y y y £ Y'CcA^~M^
Puesto que las variables y ^ satisfacen las restricciones [ 2 ' )  
también lo harán las variables y ^
Por definición del problema de 1-matching sobre los vértices
y X^ satisfacen las restricciones 
de paridad (7). Y ya que las variables toman valores enteros 
y menores o iguales que su cota superior (tengamos en c.uenta 
que los costes son no negativos y que una arista puede apar^ 
cer una vez como máximo en el SST y una vez, también como má_ 
ximo, en la solución del problema de 1-matching), la asigna­
ción de valores dada es una solución del problema [ ? 2  ^• *>or 
lo tanto es una solución posible para el RPP.
de < Ng > , las variables y £
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Para ilustrar el funcionamiento de este algorit' 
mo heurístico, veamos el siguiente ejemplo.
E.j emp lo 4 . 1
Sea el grafo G^ correspondiente al problema 15:
Figura 4.a: Grafo del problema 15 
Construimos a continuación el grafo G^ y calculamos el SST 
que representamos por líneas de trazo continuo:
Figura 4.b : SST en el grafo G^
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La solución posible determinada por el conjunto 
de aristas U T* U M está representada en la figura siguien­
te, donde las aristas de están dibujadas con trazo conti­







































Figura 4 . c : Grafo inducido por A_ (J [J M
K
Esta solución posible al RPP definido sobre el 
grafo del problema 15, tendrá un coste que viene dado por:
v * 2  c í> + 2  ¿e + ¿ J
¿ e A R 1 í t  ST*■
Comentario 4.1
El algoritmo descrito es un algoritmo polinomial 
ya que como hemos visto consta de dos fases: el cálculo de un
SST y el de un matching perfecto de mínimo coste. Existen bue
2
nos algoritmos, 0(fe ), para hallar el SST de un grafo con fe 
vértices, descritos en Christofides (1975). Uno de los mejo-
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res algoritmos conocidos para el cálculo dé matchings de m í ­
nimo coste es el desarrollado por Lawler (1976) y cuyo índi-
3
ce de crecimiento es 0 (ft ).
Otro aspecto que merece ser tomado en cuenta es 
el hecho de que el SST que calculamos en nuestro heurístico 
es un SST especial, en el sentido de que, entre todas aquellas 
aristas, del mismo eos t e , . candidatas para formar parte del áj: 
bol, se elige aquélla que satisface más restricciones del ti­
po (/ ) (restricciones de paridad sobre los grados de los ver 
tices) .
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4.2 COTA SUPERIOR PARA EL RPP
Hemos comentado, en la introducción de esta Sec­
ción, la importancia que tiene en cualquier procedimiento de 
Branch and Bound el conocimiento de una buena cota superior 
para el problema.
Aunque el algoritmo heurístico descrito en el a- 
partado 4.1 es optimo en dos etapas, el SST es la solución oj3 
tima al problema de conectar un grafo>y el matching de mínimo 
coste es la forma óptima de hacer que todos los vértices ten­
gan grado par, no tiene por que. ser un procedimiento optimo en 
su conjunto.Así pues, el algoritmo descrito no proporciona, en 
general, la solución Optima al RPP y es susceptible de ser me 
jorado. En muchos casos puede mejorarse utilizando el procedi^ 
miento descrito por la siguiente proposición:
Proposición 4.2
En el grafo inducido por la solución del algori_t 
mo heurístico, si existen dos aristas, (X,/)eT+ y (/,fe)eM , 
de forma que al sustituirlas por la arista [ ¿ , k ]  el grafo per 
manece conexo y se cumple que < ^¿y + * enton c e s »el 8rü
fo resultante inducido por el conjunto de aristas:
ar u U mu (u,fc)} - í u,/) , (y,fe)}
es una nueva solución posible al RPP de menor coste. 
Demostr a c i ó n :
Es evidente teniendo en cuenta que al realizar
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la sustitución de (¿,j) y (J , k) por la arista ( ¿ , k ) , el grafo 
resultante sigue siendo conexo por hipótesis. Además los gra­
dos de los vértices permanecen inalterados salvo el del vért_i 
ce j que disminuye exactamente en dos unidades, con lo que el 
grafo sigue siendo par. Tenemos pues una nueva solución posi­
ble al RPP de coste menor a la proporcionada por el algoritmo 
heurís tico.
Ilustraremos este procedimiento de mejora de la 
cota superior mediante el siguiente ejemplo:
Ej emplo 4.2
En el grafo de la figura 4.c, solución posible 
al RPP del problema 15, podemos sustituir la arista [77,24)eT+ 
y la arista ( 1 7 , J 8 ) e M por la ( 1 8 , 2 4 ) , obteniendo así una nueva 
solución posible para el RPP con coste menor; concretamente 
la mejora será de 11+6-13=4 unidades.
O9
20
Figura 4.d : Solución posible mejorada
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La nueva solución posible tendrá un coste de - 
449-4 = 445 unidades. En este caso di.cho valor coincide con el 
valor de la solución óptima del problema.
Comportamiento de la Cota Superior
Utilizaremos como cota superior para el RPP, en 
el nudo 0 del árbol de enumeración, el resultado obtenido al 
aplicar el procedimiento de mejora, proporcionado por la Pr£ 
posición 4.2, a la solución posible encontrada por el algorijt 
mo heurístico del apartado 4.1. A este resultado lo designa­
remos por CSUP.
El comportamiento de ésta cota superior viene 
dado en la tabla siguiente, donde en 12 del total de 24 pro­
blemas, la cota superior proporciono el valor optimo y que - 
en media está a un 1.3% del valor de la solución óptima.
PROBLEMA 1 2 3 4 5 6 7 8 9 10 11 12
OPTIMO 76 163 102 84 129 102 130 122 83 80 23 21
CSUP 76 164 102 84 135 107 130 122 84 80 23 22
% 0 0.6 0 0 4.6 4.9 0 0 1.2 - 0- ... Q , 4.7
PROBLEMA 13 14 15 16 17 18 19 20 21 22 23 24
OPTIMO 38 209 445 203 112 148 263 398 366 621 480 405
CSUP 38 212 445 203 116 148 280 400 372 632 480 411
% 0 1.4 0 0 3.5 0 6.4 0.5 1.6 1 . 7 0 1.5
Tabla 4 . 1 : Comportamiento de la Cota Superior
S E C C I O N  5
ALGORITMO DE BRANCH 
AND BOUND PARA EL RPP
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El procedimiento de Branch and Bound es un méto­
do muy útil para resolver problemas de optimización combinat£ 
rial y problemas de programación lineal entera en general.Pro 
porciona una metodología para encontrar una solución óptima - 
haciendo una enumeración parcial de las soluciones posibles - 
del problema.
Los primeros en sugerir un método del tipo Branch 
and Bound para resolver problemas de programación lineal entje 
ra fueron Land y Doig en 1960. El nombre, sin embargo, se de­
be a Little y otrosj quienes, en 1963, proporcionan la prime­
ra demostración experimental del método, aplicada al problema 
del agente viajero (TSP) .
En esta sección, presentamos una descripción del 
algoritmo utilizado, del tipo de Branch and Bound, para obte­
ner una solución óptima del Problema del Cartero Rural (RPP) 
en un grafo no dirigido.
Para ello, discutiremos las partes fundamentales 
de las que consta el procedimiento y que se centran en:
1) Estrategia de separación (partición) en subproble- 
mas
2) Estrategia de ramificación (selección de subproblji 
mas )
3) Saturación de nudos
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5.1 ESTRATEGIA DE SEPARACION EN SUBPROBLEMAS
La estrategia de separación particiona el conjun. 
to de soluciones posibles del problema original en dos o más 
su bconjuntos. Cada subconjunto en la partición es el conjunto
de soluciones posibles de un problema obtenido al imponer res
tricciones adicionales al problema original. Estos problemas 
reciben el nombre de problemas candidatos y pueden, a conti­
nuación, ser saturados (en el sentido de que ha finalizado su 
estudio y queda excluido en lo sucesivo) o no. Si un problema
candidato no ha sido saturado, es posible aplicar la estrate­
gia de separación a cualquier problema candidato y generar, - 
dos o más, subproblemas candidatos. Y así sucesivamente.
En nuestro problema la estrategia de separación 
se realiza utilizando las variables asociadas a las aristas - 
del conjunto A^-I. Donde X es el subconjunto de aristas de 
cuyo vértice inicial y final pertenecen a la misma componente 
conexa; lo denominaremos conjunto de aristas no requeridas in 
ternas. Así, A^-I será el conjunto de aristas no requeridas - 
cuyos vértices incidentes pertenecen a distintas componentes 
y que llamaremos aristas de conexión.
Si representamos por S e l  conjunto de solucio­
nes posibles al problema en el nudo p, entonces, la separa­
ción se realiza con las variables £eA^-I,en la forma si­
guiente:
Sp O  {*/£>?} y 5^ n  para algún
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El nudo p ha sido separado en dos nudos suceso­
res añadiendo las restricciones opuestas y e y ^ =0 . Lo cual 
significa que en la solución de uno de los subproblemas, la 
arista £ debe aparecer al menos una vez, mientras que en el 
otro subproblema, dicha arista no debe ser utilizada por la - 
solución.
Obviamente cualquier solución posible debe cum­
plir una u otra restricción, con lo que nos aseguramos que - 
la estrategia de separación está bien definida.
Notemos que en algunos casos es posible limitar 
el desarrollo de un nudo, en el sentido de que sólo tenga un 
sucesor; estos casos están estudiados en las proposiciones si^  
g u i e n t e s :
Proposición 5.1
Sea 1/ (P«(u)) el valor de la cota inferior obte- 
p K
nida al resolver el problema (P^(u)) , tal como se estudió en
el apartado 3.3.1 de la Sección 3, en un nudo cualquiera p -
del árbol de ramificación. Sea una arista £ e A ^ - J , £ ^ e S  y
j ^ e S ^ N ^ - S  , y sea
m ax {C-p c. p ' - u . ; ll j I ^  s [ £ p " f j p ‘,’ ) £ { S f S ) y  
£ ' ^ £  £ '  £ '
A
Supondremos ^ 0 . Entonces:
si c.£-C. £ CSUP-1/ (P^ (u) ) -*■ y ¿ =0 d a arista £ no está en la so­
lución), donde CSUP representa el valor de la mejor solución 
al RPP conocida hasta el nudo p .
Demostración
En efecto, vamos a separar el subproblema defini^
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do en el nudo p , en dos nuevos subproblemas, añadiendo las 
restricciones { y ^ l }  y .
Denotaremos por p + 1 el nudo que corresponde al - 
subproblema definido en el nudo p junto a la restricción { y ^ l }  
y veremos que la cota inferior en este nudo por lo menos iguja 
la el valor de la cota superior.
Por la proposición 3.7, tenemos:
l/n (P_(a))=l/n (sST)+ Z j a. +IR P R P ¿ eN» -t P
donde por I R denotamos la suma de los costes de las aristas
P
de Ag y los costes de todas las aristas, inicialmente de A ^ , 
que han sido fijadas en el árbol de Branch and Bound a estar 
en la solución,en la rama desde el nudo 0 hasta el nudo p.
En el nudo p + J (fijando la arista Z a aparecer 
en la solución) podemos mantener la asignación de los valores 
de los multiplicadores u. . dada en el nudo p (siguen siendo pc> 
sibles en el sentido de que continúan satisfaciendo las condjL 
ciones de la proposición 3.7). Y vamos a analizar el peor de 
los casos para V j(P^(u.)) ,que será cuando al fijar la aris-
a ser -ta Z , los vértices incidentes con ella y pasan 
pares, con lo que los coeficientes de u .. y de a* serán 0.
*■1 } t
En t o n c e s ,
V ; (pr (u ,)' V í (sst,+ JÜ* V iV c¿
R
Obviamente, se cumplirá que: V (SST / ÍSST ) +C.
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por definición de c.
Así p u e s ,
a r a¿ ¿ - a j ¿ +v p { S S T ) -
- l  - W u)1+V a
A
y puesto que por hipótesis » é.^-c^CSUP-l/^ ( ( u.) ) , tendremos:
Vp + 1 l PR l u ] ]  * CSUP 
lo que nos asegura que si fijamos la arista £ , el nudo corre_s
pondiente será saturado; ésto es equivalente a afirmar que en
el nudo p se debe cumplir y ^  = 0.
Proposición 5.2
En cualquier nudo p, sea £eA^-I, ¿ ¿ z S  y J^zS=N^-S  
y sea C* = min (c«^|£'e(S,S)}
Supondremos c*-é .£>0 .Entonces
si c*-c^>CSUP-CINF^ -*■ y 1 (la arista £ está en la
solución).
Donde CINF es el valor de cualquier cota inferior obtenida,P
en la sección 3, en él nudo p % y C.^  representa el coste de la 
arista £ modificado por los multiplicadores correspondientes 
a la cota inferior utilizada (u ¿ o|y X^)
Demostración
Al igual que en la proposición anterior, vamos a 
separar el subproblema definido en el nudo p. Consideraremos 
el subproblema definido en el nudo p+ 1 como el que resulta de 
añadir la restricción al subproblema en el nudo p. De­
mostraremos que la cota inferior en el nudop+7 por lo menos 
guala al valor de la cota superior.
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En efecto, en el nudo p+ 1 , podemos asignar (co­
mo mínimo)los mismos valores a los multiplicadores (u. . o|y X *.) 
que en el nudo p. La suma de los costes de las aristas reque 
r i d a s , y los de aquellas aristas que han sido fijadas a lo 
largo de la rama desde el nudo 0 al nudo p, permanece cons­
tante al pasar del nudo p al p + 7 .
Pero en lo referente a l/^(SST) y l/^ + j(SST) , se -
tiene que:
l/p+ / (SST) = (/p(SST) + C.*-C^ 
ya que la solución en el nudo p+7 no puede contener a la a- 
rista £ y así;para conectar S y S ,el SST debe contener a la 
arista cuyo coste es c.*, lo cual nos lleva a que:
CINF , > CINF +C*-C« > CSUP
p+ 7 P £
Por lo tanto el nudo p+7 sería saturado; lo que es equivalen­
te a afirmar que,para tal arista t e A ^ - 1 , se debe cumplir que 
y ^ s 1 en el nudo p.
Comentario 5.1
Si en un nudo p, encontramos una arista £ que cum 
pía las condiciones de la proposición 5.1, podemos asegurar - 
que tal arista no estará en la solución a dicho subproblema - 
ni en la de sus sucesores. Esto se puede interpretar en la - 
forma siguiente:si separamos el subproblema definido en el nu 
do p utilizando la variable ¿/^, el nudo p solo tendrá un sub­
problema sucesor.
Una interpretación similar puede hacerse para la 
proposición 5.2.
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Elección de la variable de ramificación
En el apartado anterior hemos visto que la sepa­
ración de un subproblema en dos nuevos subproblemas se hace ii 
tilizando variables asociadas con las aristas de A^-I.
La eficiencia de un algoritmo de Branch and Bound 
depende, en gran medida, de la estrategia seguida para elegir 
la variable sobre la que vamos a realizar la separación en 
subproblemas en cada nudo del árbol. Dichas variables reciben 
el nombre de variables de ramificación o variables de particio 
n a m i e n t o .
En nuestro algoritmo hemos probado dos estrate­
gias de elección de la variable de ramificación:
El principal objetivo de ambas estrategias es el de escoger - 
un conjunto de aristas L e -Zf durante el proceso de particio- 
namiento en subproblemas, de forma que obtengamos un grafo co 
nexo, inducido por el conjunto de aristas A^|Jl , tan pronto co_ 
mo sea posible.
(i) En la primera estrategia la variable de ramificación co 
rresponde a la arista de mayor coste en la solución al 
problema del árbol generador de mínimo peso en el grafo 
Gq correspondiente a ese nudo.
(ii) En la segunda estrategia, intentamos que todos los ver- 
tices del grafo Gg tengan grado 2 (considerando única­
mente las aristas en L ) . Entre todas las aristas candi- 
datas, escogemos,como segundo criterio, aquella arista 
que cuando se añade a A^ljl satisface las restriccio­
nes de paridad, del tipo (l-'), para tantos vértices de 
Gq como sea posible.
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La estrategia (i) se basa primero en conseguir la conecti- 
vidad del grafo y entonces en el coste de las aristas; mientras que la es_ 
trategia (ii) se basa primero en conseguir la conectividad y entonces en 
satisfacer tantos requerimientos de paridad, en las componentes y en los 
vértices, como sea posible.
Ilustramos las estrategias (i) y (ii) con el siguiente ejem
pío:
Ejemplo 5.1
Dado el grafo G^ de la figura 5.a correspondiente al proble^ 
ma (original) definido en el nudo 0 del árbol de Branch and Bound
Figura 5.a: grafo G
Una posible aplicación de la estrategia (i) nos llevará a
la elección de las variables de ramificación, que en el nudo del árbol -
donde han sido todas fijadas, formarían el grafo de la figura 5.b
Observamos que en el grafo de la figura 5.b hay 4 vértices
incidentes con una única arista (en la solución deben ser incidentes con al
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menos dos) y un vértice que es incidente con 4 aristas (con - 
dos sería suficiente para semejarse a un circuito). Intuitiva­
mente, por lo tanto, cabe suponer que esta estructura estará - 
bastante alejada de una solución óptima al RPP en .
Figura 5.b : Aplicación de la estrategia (i) a G^
Estas desventajas desaparecen utilizando la estra 
tegia (ii) que nos muestra la figura 5.c
Figura 5.c : Estrategia (ii) aplicada a G
Donde podemos observar que todos los vértices, - 
salvo dos, son incidentes con exactamente dos aristas. Esta es_ 
tructura es mucho más parecida a lo que, intuitivamente, pensa 
mos será un circuito solución al RPP. De hecho, esta estrategia
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permite encontrar rápidamente la solución óptima al problema 
con lo que se favorece la saturación de nudos mediante la co­
ta inferior.
En la práctica computacional, la estrategia (ii) 
se ha demostrado mucho más eficiente que la estrategia (i).
El tiempo empleado en la solución de los problemas utilizan­
do la estrategia (ii) ha sido prácticamente la octava parte - 
del empleado utilizando la primera estrategia.
Finitud del algoritmo de Branch and Bound
La finitud de nuestro algoritmo de Branch and - 
Bound está garantizada por la estrategia de separación util^ 
z a d a .
Puesto que la separación en subproblemas se rea­
liza utilizando las aristas del conjunto y |A<j- 11 < oo ,
cualquier rama del árbol de enumeración no tendrá más de |A^-l| 
n u d o s .
Otro razonamiento análogo al que se utiliza en - 
los métodos para problemas generales de PLE es el siguiente: 
Las variables y ^  cumplen que 0 ^ y ^ 2  entonces el nu
mero total de posibles valores para las variables y ^ 9 Z e A ^ - 1 , 
vendrá acotado por:
I V 1 !
U(A«¡-I) = n  11 + 2 ) = 3 S  
* 1
puesto que la estructura del árbol es un particionamiento su­
cesivo del conjunto
y ( A ^ - I )  = { y ^  | O ^ y ^ z 2 , l e A ^ - I ]
tenemos que el algoritmo no puede examinar más nudos que el -
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número dado por todos los elementos Ü(A^-I) del conjunto
m s- n .
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5.2 ESTRATEGIA DE RAMIFICACION
En cualquier etapa del proceso de enumeración, - 
el conjunto de nudos que no han sido saturados ni particiona- 
dos en subproblemas, constituye el conjunto de los llamados - 
vértices vivos. El proceso acaba cuando dicho conjunto es v a ­
cío. LLamamos estrategia de ramificación a la regla de selec­
ción de los nudos (elección del nudo no saturado a investigar).
Existen varias estrategias de ramificación, las 
dos más usuales son la LLB (Least Lower Bound) y la LIFO 
(Last ín First O u t ) .
La estrategia LLB consiste en investigar el n u ­
do vivo con menor valor de la cota inferior. Este criterio - 
posee dos desventajas importantes: no garantiza que encontré 
mos pronto una buena solución posible,y "salta" de un nudo a 
otro del árbol con el consiguiente problema de almacenamiento 
de los datos de los nudos vivos.
La estrategia LIFO consiste en pasar a investi­
gar un nudo sucesor del que se está investigando si este no 
se satura.Aunque puede encontrar un buen numero de solucio­
nes posibles de coste mayor a la mejor conocida y por lo tan­
to inútiles, ésta estrategia carece de las desventajas ante­
riormente mencionadas para la estrategia LLB.
En nuestro trabajo hemos utilizado la estrategia 
LIFO. Esta nos proporciona, junto a la elección de la varia­
ble de ramificación descrita en el apartado anterior,un meto- 
do muy útil para encontrar soluciones posibles rápidamente y
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por lo tanto para saturar nudos. Esto viene reflejado en la 
siguiente proposición:
Proposición 5.3
En cualquier nudo, cuando han sido fijadas fe-7 
aristas por el árbol de enumeración, encontramos una solución 
posible al RPP y por lo tanto el nudo será saturado.
Demos trac ion
En efecto, consideramos el grafo G,« cuyo conjun- 
to de aristas está formado únicamente por las fe-/ aristas fi­
jadas y por el conjunto de aristas requeridas .
Este grafo es ahora conexo, debido a la elección 
de las variables de ramificación.
Sea el conjunto de todos los vértices de gra­
do impar en G^ y sea > el grafo inducido en G^ , por el con
junto . Si resolvemos un problema de 1-matching mínimo en 
<W^|> ,obtendremos un grafo conexo en donde todos los vértices 
son pares y que contiene a todas las aristas de . Dicho gra 
fo será una solución posible al RPP. El nudo será, pues, satu 
rado .
Ej emplo 5.2
Veamos la aplicación de la estrategia LIFO y la 
proposición anterior en un grafo con las componentes en la - 
figura siguiente 5.d, donde los nudos subrayados indican que 
han sido saturados. En este caso han sido saturados al hallar 
en ellos soluciones posibles del RPP,ya que tanto el nudo fe-/ como el 7 ,cc>
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r r e s p o n d e n  a nudo s en los que el p r o c e d i m i e n t o  de e n u m e r a c i ó n  
ha fij ad o ya f¿~ 1 ari stas yalos  que se pu e d e  a p l ic a r  la p r o p o ­




F i g u r a  5 . d : E s t r a t e g i a  LIFO
C o m e n t a r i o  5.2
La u t i l i z a c i ó n  en n u e s t r o  a l g o r i t m o  de la e s t r a ­
tegia de r a m i f i c a c i ó n  d e s c r i t a  a n t e r i o r m e n t e ,  p r o p o r c i o n a  la 
v e n t a j a  a d i c i o n a l  de no tener que ca l cu l a r en cada nudo p del
árbol los m u l t i p l i c a d o r e s  t i . , ¿ e N v , para ob te n er  el v al or de
AL K
la cota inferior. P o de mos  o b t e n e r l o s  r e a c t u a l i z a n d o  los v a l o ­
res o bt e n id o s  para dichos m u l t i p l i c a d o r e s  en el nudo p r e c e d e n  
te, o b t e n i e n d o  así un c o n s i d e r a b l e  ahorro  de cá lc ulo  y por lo 
tanto de tiempo de co mp uta ció n.
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5.3 SATURACION DE NUDOS
En nuestro algoritmo específico de Branch and - 
Bound, al igual que en el caso general aplicado a cualquier 
problema de PLE, la saturación de los nudos del árbol de enu­
meración viene dada cuando se cumple una de las tres condicio^ 
nes siguientes:
a) Al resolver el subproblema en un nudo p, obtenemos una so­
lución óptima a dicho subproblema y por lo tanto una solii
cion posible para el problema original.
b) El subproblema definido en el nudo p es imposible.
c) La cota inferior obtenida en un nudo p tiene un valor al -
menos igual al de la mejor solucián posible conocida.
El caso a)se produce cuando, utilizando las estra 
tegias descritas de elección de la variable a ramificar y de- 
eleccion del nudo a investigar, se satisfacen las condiciones 
de la Proposición 5.3. Al encontrar una solución posible actúa 
lizamos el valor de la cota superior CSUP como el mínimo entre 
el valor proporcionado por el heurístico descrito en la Sección 
4 mejorado y los valores correspondientes a las soluciones po­
sibles halladas durante el proceso de enumeración. De ahí la - 
importancia de la elección de las estrategias citadas.
El caso b)ocurre cuando durante el proceso de ra­
mificación hemos eliminado de la solucián todas las aristas in 
cidentes con una componente o todas las pertenecientes a algún 
conjunto de aristas de corte. En estos casos, obviamente, el - 
subproblema definido en dicho nudo será imposible.
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El caso c) refleja la importancia que tiene tanto 
el conseguir un valor lo mayor posible para la cota inferior, 
como el que el valor inicial de la cota superior sea lo más a- 
justado posible al valor de la solución óptima.
En muchos casos es innecesario el cálculo de una 
cota inferior en un determinado nudo. Esto viene reflejado en 
las siguientes proposiciones:
Notación 5.1
Representaremos por CINF^ y CINF^+ j los valores 
de la cota inferior obtenida en los nudos p y p +7 respectiva­
mente .
Designaremos por 1 el subconjunto de aristas de
P
A^-I que han sido fijadas (a aparecer en la solución) en el ca 
mino desde el nudo 0 al nudo o en el árbol de enumeración. G
P
será el grafo inducido por el conjunto de aristas (J L  ^ y
será el subconjunto de de vértices impares en G^
Llamaremos cota a cualquier nudo del árbol de B& 
B donde hayan sido fijadas fe-7 aristas y^por lo tanto,donde en 
contramos una solución posible al RPP.
Proposición 5.4
Sea el nudo p +7 el sucesor del nudo p al fijar - 
la arista [ X , j  ') eA^-I . Entonces: 
dNFp+ i * CINFp + P 
donde V viene dado por la siguiente expresión:
c £ ' +up+j  (¿ +LLp+j  ( J si y  j '  son impares en G^+ j
~ u p í j  ') si JL' y j ' son pares en G^+ y
, ci ' +u'p + 1 ~u p (J s i  es imPar y í '  Par en Gp+¡
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y donde: u j (¿} = , j '
U p + J U )  = a p í ^ ) + } í=l',j'
j j¿
Demos tración:
En el nudo p, el valor de la cota inferior vendrá 
dado por: V"1 V"1 V 1
C I N F  * Z j  o. , *  Z j  u  |¿) + 1/ ( s s x ) + Z Z j „  X .
p ¿eAJJL * -teN° p p ¿eK?
K  JO p í
Al fijar la arista t'* , j '} , en el nudo p+1 , la cota inferior
será: TT» vn V"7
C I N F n + ( - Z i  Z j u n + l('¿ ) +l'M + j ( s S T ) + Z
P ^ a rU V i  P ^
donde Lp+J=Lp U {£'}-
Obviamente, se cumplirá que : 
con lo que
CINV; " CINFp'< e¿'+yS. V ' U,- ¿ uPU)
p+ 7 p
Distinguiremos tres casos:
a) z'eM^+ j y / 'e^ p + / (ambos son impares en G^+ j) 
entonces: z",y^A/° + j U '} U i/ con lo <lue
, CINFp + /  ' CINFp-í c£'+ . 2  u.p+ J ( a ) +“ p + / (•<-') +“ p + ;  ( i  'J -  . ^ , u p , 'L,=
•te p 'te p
■  ^'+V ' u ',+V í (rl
(la ultima igualdad se cumple por definición de u ^ + j)
b) ? j ' ^ p + i (ambos son pares en gp+j)
entonces: = + j U í ¿ ^  U O * l u e g o
C I N F  C I N F  ¿  a  , U ] -  Z j u  U ) - u  U ' ) - u  ( / ' )  =
p ' p * XeN” p ' icN' , P P PP+ / P+ /
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' c e'-uP u '1‘V y '1
c) z ' £N°p + i y
entonces: ® , / 'eW® •+ W p+J U ^  = U luego
CINF , -CINF í C.,+ 2  u .,U)- 2  lí U1-1I (/') +
P+I p £ ¿ eN ’+ , p+í -¿eWp+ j P P
+ u p + l U ' ) ’ a¿ ' * V » U '1'a P (/')
Así, pues, queda demostrada la proposición.
Proposición 5.5
Sea el nudo p + 7 una cola. Sea el nudo p+2 un suce 
sor del nudo p al imponer la restricción { 0 , Z ' = (¿ ' , / ' ) e A ^ - I } 
Se cumple entonces que:
O T v 2 > c i v u '|! v 2 í r l ’V r | ] +p(-'')[ V 2 | r l ' v l r | ]
donde P(¿)*7 si el vértice JL es impar en G^+ ^  y V ( ¿ ) - 0  en otro
p+2
caso^y donde^al igual que en la proposición anterior, los u
se definen como los u ,- en función de los u
p+ / p
D e m ostración:
Distinguiremos dos casos: 
a) ap + 2 U ' ) - u p U ' )  y up+2 (/')-up (/')
En este caso la demostración es evidente puesto que el con­
junto de soluciones posibles del problema definido en el nii 
do p+2, S p + 2 9 satisface:
V * - sp * cinV z*cinfp 
b> Up +z u ' ' l ' u p u ' )> 0 o / y u p + 2 ii")-u p(y') > o
Por la definición de los multiplicadores u ^ [ á.) y u^+ £ »
tenemos que el coste modificado de la arista JL* en el nudo
p debía ser 0 (c./>^=0) . Entonces:
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CINF = 2  £»+ 2  ul¿)+l/ (SST1+2X =
P ¿ e A R l¡Lp £ -ceW° P P P
* 2  c»+ 2  k „ u )
¿eARU i p ¿e» 'p P
ya que por la estrategia de ramificación, y teniendo en - 
cuenta la hipótesis de que el nudo p+J (al fijar la arista 
Z ' )  es una cola, tenemos que en el nudo p únicamente habí^ 
an dos componentes conexas S y S, y de forma que Z ' -  [ Z j  ')z 
e(S,S), con c ^ ^ = 0 .  Por lo tanto (/ (SSÍ)*0 y por definición 
de X = min {c . * l^teS-jeS} -0.p 1
Por otra parte, en el nudo p+2, se cumple:
¿ s L y - N°p+2 p y p+2 p
ya que no hemos fijado ninguna arista a estar en la solu­
ción, sino que hemos obligado a la arista Z '  a no aparecer 
en la solución.
Así, tenemos:
CINF 2“ 2  2  U „ { ¿ } + V ? ( S E T ) + 2 \  n >
P+Z Z z A M L  1 l e u 0 P+2 P+ 2 P + 2
K p p
»CINF + 2  U „ l ¿ ) -  2  U U )
P ¿eN° P 2 ¿tN° PP P
y puesto que U p + 2  V  ,tenemos
c i n f p + z > ci»vpu') lví,r,“iPw1 +p(r,[ví,y')_tp,í')]
Comentario 5.3
Las proposiciones 5.4 y 5.5 nos ofrecen la posi­
bilidad de no calcular una cota inferior cuando fijamos una <i 
rista^ o bien la certeza de que en algunos nudos vamos a satu­
rar sin necesidad de calcular la cota inferior.
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En el caso de la Proposición 5.A, cuando,al fi­
jar un arista y pasar de un nudo p a un sucesor p + 7, calcula­
mos el valor de V y añadido a la cota inferior en el nudo p 
no supera, o iguala, el valor de la cota superior, tenemos la 
certeza de que el cálculo de una cota inferior en el nudo p+ 1 
es totalmente improductivo (recordemos que V es el incremento 
máximo que podía alcanzar).
La proposición 5.5 proporciona el incremento m í ­
nimo que va a tener la cota inferior en el nudo p+2 respecto a 
la obtenida en el nudo p. Si el valor obtenido para la cota iii 
ferior en el nudo p junto a dicho incremento superan, o igua­
lan, el valor de la cota superior, el nudo p+2 es saturado sin 
necesidad de calcular la cota inferior en dicho nudo.
S E C C I O N  6 
RESULTADOS COMPUTACIONALES
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A partir de los resultados obtenidos en las Sec­
ciones 2,3,4 y 5, hemos construido un algoritmo de Branch and 
Bound que obtiene la solución exacta al Problema del Cartero
Rural en un grafo no dirigido.
En esta Sección, en primer lugar, veremos un ejem
pío que ilustrará el desarrollo completo del funcionamiento -
de nuestro algoritmo.
En segundo lugar mostraremos los datos que hemos 
obtenido como aplicación de nuestro algoritmo a una colección 
de 24 problemas de diversos tamaños y características. Compa­
raremos dichos resultados a los obtenidos utilizando el Meto- 
do del Subgradiente en algunos nudos del árbol de Branch and 
Bound, para intentar mejorar el valor de la Cota Inferior,y ja 
sí acortar el proceso de enumeración.
Por ultimo, comentaremos los resultados obtenidos 
y haremos una breve valoración de los mismos.
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6,1 APLICACION DEL ALGORITMO DE BRANCH AND BOUND A UN PRO­
BLEMA CONCRETO, EJEMPLO
Vamos a aplicar el algoritmo de solución del RPP
al problema número 5 de la tabla 6.1. En la figura 6.a está - 
representado el grafo original G, donde las aristas requeridas 
están dibujadas con trazo continuo.
\ 6
Figura 6.a: El grafo original
Los números que aparecen junto a las aristas re_ 
presentan el coste de atravesar dicha arista (distancia,tiempo* 
coste monetario,etc.), mientras que los otros representan a 
los vértices del grafo.
En la figura 6.b representamos el árbol completo 
de Branch and Bound necesario para resolver el RPP en este c£ 
so. A la derecha de cada nudo, tenemos la cota inferior corres
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pondiente a ese nudo si fue calculada. El par de números enci. 
ma de cada rama indica la arista fijada o excluida en la rami_ 
ficacion. Así, por ejemplo, (5,6) indica que la arista (5,6) 
debe aparecer al menos una vez en la solución al RPP, y (5,6) 




5,11)(5,11)(5,11)(10,12) (5,1(10 , 12)
2 4 )  8319)8113 ) 75
12,10)(12,10) <10)(10,14) (12/10)(10,14)
1 5 ) 7 7  ( 2 0
84
10,14)(11,13) (13/1) (13,11) (10,14(11,13)
2 3 )  8322
Figura 6 . b : Arbol de B&B del ejemplo
En el nudo 0, correspondiente al problema origi­
nal, aparece otro número que indicara el valor de la cota su­
perior obtenida por el algoritmo heurístico (y mejorado), tal 
como fue descrito en la Sección 4. Esta cota irá actualizando 
se a medida que vamos encontrando soluciones posibles al RPP
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con coste menor. Así, cuando el proceso de enumeración finalji 
ce, este valor corresponderá al de la solución óptima del pr£ 
b lema.
Los nudos que aparecen subrayados una sola v e z , 
indican que han sido saturados por la obtención en ellos de u. 
na solución posible al RPP , tal como se establece en la Pro­
posición 5.3. El valor que aparece bajo dichos nudos corres 
ponde al valor de la solución posible hallada. Aquellos nudos 
que aparecen subrayados dos veces indican que han sido satura 
dos por la cota inferior.
Podemos observar que no hay una única solución - 
óptima al problema, por ejemplo^las soluciones obtenidas para 
los subproblemas definidos en los nudos 2,4 y 14 son todas e- 
llas óptimas. La figura 6.c representa una solución óptima al 










Figura 6.c : Una solución óptima
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6.2 RESULTADOS COMPUTACIONALES
El algoritmo descrito para el Problema del Cartje 
ro Rural ha sido probado en 24 problemas de diversos tamaños, 
variando hasta 84 vértices, 180 aristas, 74 aristas requeridas 
y 8 componentes conexas. Los costes de las aristas son números 
enteros comprendidos entre 0 y 20.
El algoritmo fue programado en FORTRAN ASCII, se 
utilizo el compilador FTN, ocupaba aproximadamente 45 K^s de 
memoria y se probo en un ordenador UNIVAC 1100/60. Todos los 
tiempos de computación dados en las tablas son segundos del IJ 
NIVAC 1100/60.
En la tabla 6.1 se dan las características de t£ 
dos los problemas estudiados: n°de componentes, n°de vértices 
y aristas en el grafo original G=[N,A)j y n°de vértices, aris­
tas requeridas y aristas no requeridas en el grafo simplifica^ 
do Ar U J .
En la tabla 6.2 figuran los resultados obtenidos 
para los problemas de la tabla 6.1: valor de la cota superior, 
optimo, valor de la cota inferior y tiempo de CPU total (el 
utilizado para realizar las transformaciones sobre los grafos 
y el utilizado por el algoritmo de Branch and B o u n d ) . Por úl­
timo se dan el número total de nudos del árbol de enumeraciún 
y el número de nudos saturados por la cota inferior únicamente 
(no están contabilizados los nudos saturados al encontrar una 
solución posible ni los nudos cuyo subproblema resulta ser im 

































2 3 4 5 6 7
4 17 11 21 7 6
4 22 14 35 .12 24
4 31 28 58 26 31
3 20 17 43 22 13
5 36 20 56 16 20
7 24 24 49 20 26
3 28 23 51 24 23
2 25 17 49 24 16
3 20 14 40 14 15
4 15 12 24 10 11
3 11 9 18 7 7
3 9 7 15 5 15
3 10 7 13 4 6
6 40 28 75 31 52
8 40 26 51 19 18
7 42 31 87 34 57
5 25 19 47 17 27
8 28 23 40 16 15
7 50 33 73 29 27
7 72 50 125 63 35
6 71 49 139 67 43
6 84 50 180 74 108
6 78 50 184 78 81
7 53 41 110 55 70
Número de Problema
Número de Componentes Conexas
Número total de vértices en el grafo original G 
Número de vértices del grafo simplificado Gq 
Número total de aristas en el grafo original G 
Número de aristas requeridas
Número de aristas no requeridas en el grafo G q

































2 3 4 5 6 7
76 76 68 0 . 2 1 9 13 4
164 163 153 0 . 6 1 5 57 14
102 102 101 1 . 8 1 7 17 5
84 84 78 0 . 6 1 2 31 4
135 129 121 1 . 58 79 19
107 102 92 5 . 1 4 837 162
130 130 125 1 . 357 33 6
122 122 118 0 . 6 8 9 9 1
84 83 75 0 . 4 6 3 25 4
80 80 71 0 . 4 7 4 37 8
23 23 23 0 . 1 5 9 1 1
22 21 21 0 . 1 5 7 17 3
38 38 37 0 . 1 2 5 5 2
212 209 193 8.  12 857 150
445 445 399 4 . 6 5 299 48
203 203 193 4 4 . 6 5 4 2 9 3 1 053
116 112 99 2 . 6 1 401 52
148 148 139 2 . 5 8 227 37
280 263 246 4 . 8 8 179 45
400 398 373 2 8 . 2 4 1 2 0 9 134
372 366 341 207. 61 8 9 2 3 1135
632 621 592 300.71 14791 1 1 2 0
480 480 465 174. 50 85 3 7 870
411 405 388 8 2 . 0 9 5751 850
N úm e r o  de Pro b l em a  
Cota Sup e ri or  
Va lor optimo del RPP 
Cota Infer io r
Ti em p o  total de r e s o l u c i ó n
Nudos del árbol de B r a n c h  and Bound
Nudos s a tu ra do s por la cota inf er i or
Tabla  6 . 2 : Re s u l t a d o s  C o m p u t a c i o n a l e s
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Finalmente, en la tabla 6.3, comparamos los re­
sultados anteriores con los obtenidos utilizando el Método - 
del Subgradiente para incrementar el valor de la cota inferior^ 
proporcionada por la solución de (P^(tx)), y así acortar el 
proceso de enumeración del Branch and Bound. Realizamos 20 i- 
teraciones del Método del Subgradiente en el nudo 0 del árbol 
y en todos aquellos nudos donde el valor de la cota inferior 
superaba el 95% del valor de la mejor solución posible obteni^ 
da. El numero de iteraciones permitido aumentaba hasta un m á ­
ximo de 50 si, durante las 20 primeras iteraciones, el valor 
obtenido para la cota inferior se encontraba a menos de un 2% 
del optimo local.
Como puede observarse en los resultados de la Ta 
bla 6.3, el proceso de enumeración se acorto en algunos casos 
pero a costa de un mayor tiempo de computación. Esta diferen­
cia de tiempos de resolución crece con el tamaño de los pro­
blemas. Así, por ejemplo, en un problema relativamente peque­
ño como es el problema 17, el tiempo empleado para resolverlo 
utilizando el Método del Subgradiente fue superior a los 60 - 
segundos frente a los 2.61 segundos empleados para resolverlo 
sin su utilización. Estos resultados demuestran, experimenta], 
mente, la inefectividad de la utilización del Método del Sub­
gradiente para la solución del RPP.
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UTILIZANDO M .SUBGRAD. SIN UTILIZAR M .SUBGRA.
1 2 3 1 2 3
1 1.862 13 A 0.219 13 A
2 18.960 53 12 0.615 57 1A
3 13.667 13 A 1 .817 17 5
A 5.630 31 8 0.612 31 A
7 9.597 19 A 1.357 33 6
9 7 . 0 7 A 25 A 0. A63 25 A
10 9.181 29 8 0 . A7A 37 8
12 0. 826 15 3 0. 157 17 3
13 0. 682 1 1 0.125 5 2
17 > 60. 2.610 A01 52
1- Tiempo total de resolución (segundos)
2- Nudos del árbol de Branch and Bound
3- Nudos saturados por la Cota Inferior
Tabla 6.3: Comparación de resultados
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6.3 COMENTARIOS Y VALORACION
El problema del Cartero Rural (RPP) es un proble^ 
na de Optimización Combinatorial, que, como ya señalamos, per 
tenece a la clase N PC (problemas NP-completos). El hecho de - 
que el RPP sea un problema NP-completo nos proporciona una i- 
dea acerca de la dificultad que entraña su resolución, puesto 
que, a menos que WP=P, no existe ningún algoritmo acotado po- 
linomialmente que lo resuelva (si existiera, todos los proble^ 
mas de N P - P podrían ser resueltos también por algoritmos aco­
tados polinomialmente). Para ilustrar lo que se suele denomi­
nar la "explosión combinatorial", veamos el siguiente ejemplo 
de V.Klee (1980 ) :
##Si un computador necesita únicamente 10 ^  segundos para iri 
vestigar un determinado árbol generador de un grafo completo, 
el tiempo necesario para investigar todos (n ) los árboles 
generadores sería: 0.01 segundos para n«10 (n es el numero de 
vértices del grafo), 54 horas para n=15, 8.3*10^ años para -
1 ¿ i /
n=20 y 4.5*10 años para n=25 .
Esto explica por que un algoritmo de enumeración 
es útil únicamente cuando trabajamos con problemas muy peque­
ños y que el objetivo de la Optimización Combinatorial sea el 
encontrar algoritmos que sean útiles para problemas grandes.
Intentando participar de este objetivo de la Op­
timización Comb inator i a l , nosotros hemos realizado el estudio».
objeto de esta memoria, de un problema concreto, el de encoti 
trar un circuito que atraviese cada arista de un subconjunto
171
dado incurriendo en el mínimo coste, y hemos diseñado un algjs 
ritmo específico para su resolución basándonos en dicho estu­
dio. Los resultados son, creemos, positivos en dos aspectos - 
fundamentalmente: en primer lugar es la primera vez que que - 
este problema aparece formulado como un PLE y es objeto de es 
tudio particular, al mismo tiempo que se ofrece un método de 
solución exacta; en segundo lugar, los tiempos de resolución 
son buenos teniendo en cuenta los tamaños de los problemas r<e 
sueltos, tiempos que permiten pensar en una posible aplicación 
práctica a problemas tales como el de recogida de basuras, lim 
pieza de calles,etc. Además, sería posible convertir este al­
goritmo exacto en un algoritmo e-aproximado que nos proporcio 
naría, en un tiempo de computación sensiblemente inferior,una 
solución e-optima y por lo tanto s e ría capaz de resolver con la 
precisión deseada problemas de tamaño superior a los aquí re­
sueltos de forma óptima.
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