Abstract: By making use of the extra particle velocity information, an array of vector sensors can achieve better Direction-of-arrival (DOA) estimation performance than a conventional array of pressure sensors. However, it is noted that most of the previous work on DOA estimation with vectorsensor array uses only the time-space statistical information available on the array signals and does not exploit the difference in the time-frequency signatures of the sources. In this paper, we develop a new approach which exploits the inherent time-frequency-space characteristics of the underlying vectorsensor array signal to achieve better DOA estimation performance even in a noisy and coherent environment with few snapshots. It turns out that our approach is based on the spatial time-frequency distributions (STFD) information and can efficiently combine all of the relevant STFD points by the joint approximate diagonalization approach, such as Jacobi rotation, to reduce the effect of noise and achieve the desired angular resolution. Computer simulations with several frequently encountered scenarios, such as multiple closely spaced coherent sources, indicate the superior DOA estimation resolution of our proposed approach as compared with existing techniques. In addition, from a statistical point of view, the performance of our proposed approach is investigated more closely by considering the root mean square error (RMSE) respectively versus SNRs, snapshots, or number of sensors and its excellent performance for higher DOA estimation accuracy is demonstrated.
INTRODUCTION
Direction-of-arrival (DOA) estimation is an area of active interest with a broad range of applications in sonar, radar, navigation and other fields [1, 2] . In underwater acoustic signal processing, traditional approaches for DOA estimation usually make utilize of a spatially distributed array of pressure sensors, while over-looking the three components of particle velocity [3] .
While, by making use of the extra particle velocity information, an array of vector sensors can achieve better performance than a conventional array of pressure sensors, such as higher localization resolution, the abilities to break the left/right ambiguity and so on [4, 5] . Due to these attractive characteristics, there has been a surge in the research on the DOA estimation with the vector-sensor array (VSA). The seminal work by Nehorai and Paldi is particularly significant. They developed the vector-sensor array measurement model and derived a compact expression for the Cramér-Rao bound in the case of a single source, then extended the beamforming and Capon processor to vector sensors [6] . Especially recently, the interest in DOA estimation with VSA increased exponentially. Guo et al. introduced a super directive mode domain beamformer for a 3 Â 3 uniform rectangular array of 2D acoustic VSA with miniaturized aperture [7] . Han and Nehorai applied the nested-array concept to VSA and provided a processing strategy for the source number detection and DOA estimation based on Higher Order Singular Value Decomposition (HOSVD) [8] . In ocean acoustics, new application areas such as geoacoustic inversion and sperm whales tracking have been explored by both academic and industrial communities. Santos et al. proposed a vector sensor measurement model and the related Bartlett estimator based on particle velocity measurements for the seabed geoacoustic parameter estimation, illustrating the advantages of VSA [9] . Thode et al. attached a vector sensor module to the end of a 800 m towed array to detect and localize the sperm whales [10] .
However, it is noted that most of the previous work on DOA estimation with VSA uses only the time-space statistical information available on the array signals and does not exploit the difference in the time-frequency signatures of the sources. This can be done by resorting to the time-frequency (TF) analysis, which is a powerful tool for nonstationary signal representation [11] . By turning to the TF analysis framework, we are able to exploit the inherent time-frequency-space characteristics of the underlying array signal to achieve better performance even in a noisy and coherent environment with few snapshots [12] . The definition of spatial time-frequency distribution (STFD) was first introduced by Belouchrani and Amin in [11] , where the diagonalization of a combined set of STFD matrices was used to solve the problem of blind source separation for non-stationary signals. Different STFDbased methods for DOA estimation have been developed [13] [14] [15] . A high-resolution DOA estimation approach for non-stationary narrowband signals using matching pursuit (MP) was proposed by Ghofrani [13] . An influence function robustness analysis of STFD estimators was provided by Sharif et al. in [14] , where a simple way to pre-select STFD estimators was presented. In addition, Sabra and Anderson proposed the formation of a generalized STFD matrix from the single-snapshot data by computing Cohen's class time-frequency distributions between all sensor data pairs [15] .
Prior research has established STFD as a valuable tool for array signal processing, but mainly based on the pressure-sensor array (PSA), seldom considering the VSA model employing the idea of TF analysis. In other words, in the existing literature, TF analysis was applied only to PSA, seldom to the VSA. The motivation of this paper is to achieve superior DOA estimation resolution and higher estimation accuracy by applying the TF analysis concept to VSA. The present algorithm differs from most other DOA estimation methods not only in its recognition of the vector character and the 3-dimension time-frequency-space information of the impinging underwater acoustic wave fields, but also in how it combines all of the relevant STFD points in order to achieve better DOA estimation performance. The main contributions of the paper are stated as follows: (1) to the best of our knowledge, this is the first study in which the TF analysis technique is introduced to the VSA processing for DOA estimation; (2) moreover, it is also the first research in which the joint approximate diagonalization approach based on Jacobi rotations is applied to efficiently combine all of the relevant STFD points obtained by VSA.
THE ACOUSTIC VECTOR-SENSOR ARRAY SIGNAL MODEL
In general, an acoustic vector sensor consists of three identical particle velocity sensors, placed in collocation but orthogonal orientations, plus an isotropic pressure sensor [16] .
For simplicity, we describe the prevailing narrowband array signal model in the far field of a uniform linear VSA which consists of N vector sensors with equal spacing d, residing on the horizontal axis as depicted in Fig. 1 . Consider K narrowband signals s k ðtÞ, k ¼ 1; Á Á Á ; K, impinging on the array by azimuth angles k . Then the output of the vector sensor array can be written as
.
. . Further assume that n pv ðtÞ is modeled generally as stationary, temporally and spatially white, a zero mean random process, and independent of the source signal SðtÞ. Then, the data covariance matrix R has the structure
where R SS ¼ E½SðtÞS H ðtÞ is the source covariance matrix, is the noise power at each sensor, and I denotes the identity matrix.
SPATIAL TIME-FREQUENCY ANALYSIS
AND DOA ESTIMATION USING JOINT APPROXIMATE DIAGONALIZATION
Spatial Time-Frequency Distributions Structure
According to [18] , the discrete time form of the Pseudo Wigner-Ville Distribution (PWVD) can be given by
where ðÁÞ Ã denotes the complex conjugate, L represents a rectangular window with odd length.
The spatial PWVD matrix can be defined by replacing yðtÞ by the output vector y pv ðtÞ of VSA
Substitute Eq. (2) into Eq. (7) and assume a noise-free environment, then Eq. (7) can be rewritten as
It is noted that Eq. (8) is similar to Eq. (5) except that the correlation matrices have been replaced by the spatial time-frequency distribution (STFD) matrices. Therefore, the well-established results in conventional array signal processing can be extended to the spatial time-frequency processing. For simplicity, we refer to an algorithm based on STFD as the ''STFD-algorithm.''
It is important to note that Eq. (8) holds true for every time-frequency point ðt; f Þ. In order to reduce the effect of noise and achieve better DOA estimation performance, we should consider multiple time-frequency points, instead of a single one. Concretely speaking, we should combine all of the relevant STFD points ðt k ; f k Þ, k ¼ 1; Á Á Á ; K, to allow more information of the source signal t À f signatures to be included into their respective formulation. As we know, the joint diagonalization technique is the main approach that has been used for this purpose [19] . In this paper, the joint approximate diagonalization of multiple STFD matrices is implemented by Jacobi rotation as stated below.
Spatial Time-Frequency Processor Based on Joint
Approximate Diagonalization Before proceeding, it is necessary to specify the notion of joint approximate diagonalization [20] . In numerical analysis, the ''off function'' of an n Â n matrix M is defined as
where M ij denotes the ði; jÞ-th entry of matrix M and the unitary diagonalization of a matrix M is equivalent to zeroing offðU H MUÞ by some unitary matrix U. Furthermore, consider a set of K complex matrices
The joint diagonalization criterion is defined as the following nonnegative function of a unitary matrix U:
The unitary matrixÛ is called a joint diagonalizer of the set È if it minimizes the JD criterion (10) over the set of all unitary matrices:
As a matter of fact, we do not require that the matrix set È under consideration can be exactly simultaneously diagonalized by a single unitary matrix U. That is to say, a joint diagonalizerÛ is just a minimizer of the JD criterion. If the JD criterion can not be zeroed, the matrix set È can only be approximately jointly diagonalized and the above discussed procedure can only be called joint approximate diagonalization [21] . Now consider all of the relevant STFD points
It should be noted that our problem is to find AðÞ, which contains all the information about the incident angle, under certain conditions: (1) the data STFD matrices PWV yy ðt k ; f k Þ are known and can be calculated by Eq. (7); (2) the source STFD matrices PWV SS ðt k ; f k Þ are unknown but have diagonal structure. According to the definition of the joint approximate diagonalization discussed above, the direction-finding problem can be converted into the following optimization problem AðÞ ¼ arg min
H ðÞ Á PWV yy ðt k ; f k Þ Á AðÞÞ ð13Þ
As mentioned above, the Jacobi rotation technique can be used in the joint approximate diagonization to obtain AðÞ, therefore, the joint diagonization problem is finally transformed into a set of Jacobi rotations, andÂðÞ can be represented by the product of a set of Jacobi rotations [22, 23] .
Consider the Jacobi rotation whose index is i and j 
The corresponding matrix from PWV yy ðt k ; f k Þ is So the objective function in (17) can be further represented as
where
When v is the eigenvector corresponding to the maximum eigenvalue of the matrix ReðGG H Þ, Q reaches its maximum. So the eigenvector v can be used to obtain the Jacobi rotation angle , , and gði; j; ; Þ in each iterative calculation [25] . Finally, by a set of Jacobi rotations on the matrices fPWV yy ðt k ; f k Þjk ¼ 1; 2; Á Á Á ; Kg, the joint diagonization can be realized, andÂðÞ is the product of all the rotation matrices. When the iterative convergence is reached, PWV SS ðt k ; f k Þ in the final step is just the optimization diagonization matrix. SinceÂðÞ includes all the information of the signal subspace and the noise subspace,ÂðÞ and PWV SS ðt k ; f k Þ can be used to estimate DOA.
Then the joint eigenvalue estimation is
So the STFDs-based MVDR spatial spectrum based on joint diagonalization using Jacobi rotations can be defined as
whereÂ l ðÞ is the l-th column ofÂðÞ, which is corresponding to the l-th eigenvalue l . For convenience, we call an algorithm based on STFD using joint diagonalization as the ''STFD-JD-algorithm.''
NUMERICAL SIMULATIONS
In this section, we evaluate the performance of the proposed techniques for different scenarios. In order to distinguish between PSA and VSA, we denominate an algorithm using PSA as ''algorithm by PSA,'' and an algorithm using VSA as ''algorithm by VSA.''
Spatial Spectrum for Closely Spaced Coherent
Sources Consider a uniform linear VSA with eight sensors and half-wavelength sensor spacing. There are three coherent sources in the far-field impinge on the array from distinct DOAs, À60
, 0 and 20 . The signal frequency is 20 Hz, the total number of snapshots is 1,024, and the SNR is 20 dB. The forward and backward spatial smoothing method for decorrelation is adopted [22] . The numerical results are shown in Fig. 2 . Figure 2 (a) is the Wigner-Ville Distribution that reveals the time-frequency information of the signal. As we have already noted, because the three signals have the same frequency and are coherent, we cannot distinguish the three distinct DOAs in the time-frequency plane as shown in Fig. 2(a) . In Fig. 2(b) , the four algorithms CBF by PSA, CBF by VSA, STFD-CBF by VSA and STFD-JD-CBF by VSA are respectively denoted by a blue line, a green dashdot line, a red dashed line and a black dotted line. Owing to the inherent Rayleigh resolution limit of the CBF processor, each algorithm has multiple wide mainlobes and even cannot clearly resolve the three sources. Meanwhile, Fig. 2(c) compares the spatial spectra obtained by the MVDR processor. The four algorithms MVDR by PSA, MVDR by VSA, STFD-MVDR by VSA and STFD-JD-MVDR by VSA are respectively denoted by a black dashed line, a blue dashdot line, a green dotted line and a red line. It is observed that all the algorithms have three separated spatial spectrum peaks and can resolve the three closely spaced sources. However, it should be noted that both MVDR by PSA and MVDR by VSA have higher sidelobes (about À20 dB). In addition, there exist some strong false peaks as indicated by the black arrows in the spatial spectrum curve for STFD-MVDR by VSA, which will submerse the peaks corresponding to the true sources. This is mainly because STFD-MVDR can only make utilize of a single time-frequency point, so it is susceptible to the noise or interference. In terms of the spatial spectrum, the curve corresponding to STFD-MVDR will always fluctuate, so the false peaks will always occur. In comparison, the STFD-JD-MVDR by VSA makes use of not only the extra particle velocity information but also the multiple relevant STFD points to clearly distinguish the three sources as shown by the sharper spectrum peaks. In terms of the spatial spectrum, since STFD-JD-MVDR can reduce the effect of noise and achieve better DOA estimation performance, the curve corresponding to STFD-JD-MVDR will always be smooth and there rarely appear false peaks. Thus, under the challenging scenario of more closely spaced coherent sources, our proposed algorithm can achieve superior DOA estimation resolution and higher estimation accuracy.
Statistical Performance Analysis
We now, from a statistical point of view, investigate the performance of the above-mentioned algorithms more closely by considering the RMSE of DOA estimation respectively with varying SNRs, snapshots, or number of sensors. The RMSE is defined as
where S is the number of Monte Carlo trials, ðsÞ is the estimated DOA value in the s-th Monte Carlo simulation, and 0 is the true DOA value.
Previous studies have justified theoretically that, by making use of the extra particle velocity information, an array of vector sensors can achieve better performance than a conventional array of pressure sensors, such as higher DOA estimation resolution and spatial gain. However, this paper aims to emphasize the performance comparison among the algorithms based on VSA. So in the following simulation, we only discuss and analyze the ''algorithms by VSA.'' For convenience, we omit ''by VSA.'' But the reader should keep in mind that all the algorithms in the following are based on VSA. 4.2.1. RMSE v.s. SNR In this simulation, the targets are two narrow-band coherent sources with equal powers. Their center frequency is 20 Hz and they arrive at a 5-element VSA from incidence angles À8 and 8 . The noise is assumed to be the gaussian white noise. The number of snapshots is 512 and the number of Monte Carlo trials is 50 (each point in the plot is the average of 50 trials). The SNR changes from 0 dB to 30 dB. Figure 3 shows the performance of the algorithms tested versus SNR.
The two simultaneously existed coherent signals will interact with each other and make the estimated results deviate from the true incidence angles, so the RMSE occurs. It is clearly seen in Fig. 3 that the RMSEs for all the algorithms decrease as the SNR increases. This phenomenon coincides exactly with the fact that the algorithm performance improves as SNR increases and deteriorates as SNR decreases. However, although the RMSE curve exhibits a certain regularity, it also has certain randomness, so the difference in the left (À8 ) and right (8 ) is seen. Moreover, it should be noted that STFD-JD-MVDR has the lowest RMSE at all times, especially in the low-SNR case. For example, in Fig. 3(a) , when SNR is 5 dB, the RMSE for STFD-JD-MVDR is only 2 , while MVDR and STFD-MVDR are respectively 8 and 7
. The underlying reasons are that: (1) the effect of spreading the noise power while localizing the source signal power in the T-F plane increases the effective SNR and provides robustness with respect to noise; (2) the combination of multiple relevant STFD points by the joint approximate diagonalization technique based on Jacobi rotation improves the DOA estimation performance especially in a noisy environment. Thus, this numerical simulation illustrates the superior performance of our proposed algorithm against noise.
RMSE v.s. snapshots
In this example, the RMSE as a function of snapshots is examined. The simulation condition is the same as in Sect. 4.2.1 except the SNR is set to 5 dB and the snapshots change from 32 to 928 with the step number 128. Figure 4 displays the performance of the methods tested versus the number of training snapshots for the fixed SNR 5 dB.
Just as indicated before, STFD-MVDR evolves from MVDR and only makes utilize of a single time-frequency point. Limited by the single time-frequency point information, STFD-MVDR can not always achieve excellent performance compared to MVDR. So it is clearly seen from Fig. 4 that there is not much difference between STFD-MVDR and MVDR. However, due to the utilization of multiple relevant STFD points information, STFD-JD-MVDR is more robust against small snapshots. Concretely speaking, STFD-JD-MVDR has the lowest RMSE curve among the three algorithms all the time. In addition, it should be noted from Fig. 4(a) that the RMSE for STFD-JD-MVDR increases as the snapshot decreases. While in Fig. 4(b) , the RMSE curve of STFD-JD-MVDR is almost stationary and invariant. This numerical simulation illustrates our proposed algorithm STFD-JD-MVDR is highly robust against small snapshots even in a noisy and coherent environment. 4.2.3. RMSE v.s. Num. of sensors
In the last example, we investigate the RMSE as a function of the number of sensors. The SNR is set to 5 dB and the number of sensors varies from 3 to 8, while the other parameters remain unchanged. Figure 5 shows the performance of the methods tested versus the number of sensors.
It can be seen from Fig. 5 that with the number of sensors becoming larger, a considerable decrease in RMSE for all the algorithms occurs. This corresponds to the fact that the array aperture can determine the algorithm performance to some extent. Generally speaking, the large aperture will achieve superior DOA estimation resolution and higher estimation accuracy. In addition, it is clearly seen from Fig. 5(a) that the RMSE curve of STFD-MVDR almost coincides with that of MVDR especially when the number of sensors is less than 6. That is to say, under certain conditions, their performance may be the same. In other words, STFD-MVDR can not always achieve excellent performance compared to MVDR. However, it should be noted that no matter what the number of sensors is, the RMSE curve of STFD-JD-MVDR is always below those of STFD-MVDR and MVDR. This undoubtedly means that STFD-JD-MVDR outperforms the other two algorithms all the time. The main reason is that our proposed algorithm not only exploits the inherent timefrequency-space characteristics of the underlying array signal but also combines all of the relevant STFD points to achieve better performance even with small number of sensors. This numerical simulation illustrates our proposed algorithm is highly robust against the small number of sensors in a noisy and coherent environment.
CONCLUSION
A DOA estimation algorithm based on VSA exploiting the STFD information has been proposed in this paper and the corresponding spatial spectrum formulation is also derived. Our approach differs from most other DOA estimation methods not only in its recognition of the vector character and the 3-dimension time-frequency-space information of the impinging signal wave fields, but also in how it combines all of the relevant STFD points. Concretely speaking, our approach can efficiently combine all of the relevant STFD points by joint approximation diagonalization using the Jacobi rotation technique to achieve better DOA estimation performance. In addition, the excellent performance of our proposed approach for DOA estimation is demonstrated via a number of numerical examples. The conclusion which can be drawn from the computer simulation results is that our method can achieve better DOA estimation performance, such as the superior resolution and higher accuracy, as compared with existing techniques even in a noisy and coherent environment with few snapshots.
