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Abstract. We reconstruct late-time cosmology in a model-independent manner using the technique
of Principal Component Analysis (PCA). In particular, we focus on the reconstruction of the dark
energy equation of state parameters from two different observational data sets, supernova type Ia
data, and the Hubble parameter data. To achieve this reconstruction, we have adopted two different
techniques. The first is a derived approach wherein we reconstruct the observable quantities of the
data sets, namely the Hubble parameter and the supernova distance modulus from observations using
PCA and subsequently reconstruct the allowed equation of state parameter. The other approach is
a direct one where dark energy equation of state is reconstructed directly from the data sets. We
show that a combination of PCA algorithm and calculation of correlation coefficients can be used
as a tool of reconstruction. The derived approach is found to be statistically preferable over the
direct approach. We have carried out the analysis with simulated data and observed data sets of
Hubble parameter measurements and distance modulus measurements of type Ia supernova. The
reconstructed equation of state indicates a slowly varying dark energy equation of state parameter.
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1 Introduction
Cosmological parameters are now constrained to much better precision than before. This has been
facilitated with significant improvements in observational techniques and the accessibility of various
observational data. The diverse datasets are sensitive to different cosmological quantities, it is im-
portant to employ various complementary datasets for better constraints on cosmological parameters.
The cosmological parameters which are sensitive to low redshift observations include fractional en-
ergy densities of different constituents; the baryonic and dark matter, radiation and dark energy. Dark
energy is the component which dominates the present day energy budget of the universe. It is un-
derstood to be the component driving the observed present day acceleration of the universe. A great
amount of effort is presently being put to reveal the fundamental identity of dark energy, its nature,
its evolution and also to look for its signature in cosmic evolution history.
It is not yet clear from the present observations whether the dark energy is a cosmological
constant [1, 2, 11, 12] or a time-evolving entity [17, 18]. The dark energy can be described by the
equation of state parameter w = −Pde/ρde, where ρde is the energy density and Pde is its pressure
contribution. The form of the equation of state parameter w of dark energy depends on the theoret-
ical scenario being considered. A constant value w = −1 corresponds to the ΛCDM (cosmological
constant with cold dark matter) model, whereas in case of time-evolving dark energy, the equation of
state parameter can have different values. We have little theoretical insight into these models, except
for the ΛCDM model, which has a strong theoretical motivation. However, the standard (ΛCDM)
model faces the problem of fine-tuning, as the observed value of a cosmological constant is smaller
than the value calculated in quantum field theory by a factor of 10−120. Various, alternative models
have been proposed which are, based on fluids, canonical and non-canonical scalar fields. These
models have fine tuning problem of their own, for instance sclar fields require a potential which is
specifically tailored to match observations [3–9].
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Since the approach to dark energy is primarily phenomenological, it is necessary to determine
the model parameters to constrain and to rule out models which are not consistent with data. Likeli-
hood analysis is the most commonly used technique in cosmological parameter estimation and model
fitting. It is based on Bayesian statistical inference, where the posterior probability distribution of
a parameter is determined with a uniform or a variant prior function and the likelihood function. A
combination of different data-sets, with likelihood regions complementary to each other, allows for
a very narrow range in cosmological parameter constraints. There are two fundamentally different
approaches to construct cosmological models. One is the parametric reconstruction of dark energy
[23–28]. A parametric form of any dynamical quantity, for instance, the equation of state parame-
ter, is assumed. There however remains a possibility of bias in the parameter constraints due to the
phenomenological assumption of the parametric form. An alternative method is to reconstruct the
evolution of cosmological quantities in a non-parametric fashion [29–31].
Various statistical techniques have been adopted for non-parametric reconstruction of cosmo-
logical quantities [61–66]. A comparative study of different model independent methods can be found
in [67]. The Principal Component Analysis (PCA), a multivariate analysis, is employed to predict
the form of cosmological quantities in a model-independent, non-parametric manner [32, 34–37].
It is independent of any prior biases and is also helpful in comparing quality of different data-sets
[38, 39]. PCA is an application of linear algebra, which makes the linearly correlated data points
uncorrelated to each other. The correlated data points of the data-set, which are used in PCA are first
re-created by rotating the axes. The angle of rotation of these axes is such that linear-correlations be-
tween data-points are the smallest compared to any other orientation. The new axes are the principal
component(PC)s of the data points, these PCs are orthogonal to each other. In terms of information
of signal, PCA creates a hierarchy of priority between these PCs. The first PC contains information
of the signal the most and hence has the smallest dispersion of data-points about it. The second PC
contains lesser information than the first PC and therefore contains a higher dispersion of the data-
points as compared to the first PC. Higher-order PCs have least priority as these are corresponding to
noise and we can reduce them. The reduction of a number of dimensions is a distinctive feature of
PCA. Therefore the final reconstructed curve in the lower dimension corresponds predominantly to
the signal of the data-set.
The main difference of PCA from the commonly used model-independent approaches such as
Bayesian Maximum a Posterior or Maximum Likelihood Estimator is that it is independent of any
biases that may arise from the different dependencies of the reconstructed quantity with the form of
the prior parameters. The PCA method also differs from the regression algorithms in that, where
regression cannot distinguish between signal and the noise, PCA can omit the features coming from
the noise part and can pick the actual trend of the data-points[48–50].
In this paper, we obtain the analytical form of the distance modulus(µ(z)) and that of the Hub-
ble parameter as a function of redshift, this analysis is done using Supernova type Ia data and data
from the direct measurements of Hubble parameter. We subsequently reconstruct the equation of
state parameter of dark energy. In addition to that we use a slightly different approach to reconstruc-
tion. We begin with a polynomial form of the equation of state parameter w(z) itself and reconstruct
w(z) directly without any reconstruction of intermediate quantities such as the Hubble parameter or
the distance modulus. This type of approach has also been employed in [36] for Hubble parameter
reconstruction and in [51, 76] to compute the equation of state parameter. We do a further check of
the robustness of our results; we compute the correlation coefficients on the parameters of the re-
constructed quantities[2]. PCA rearranges the correlation of the parameters, therefore the calculation
of the correlation coefficients is important. It helps to identify the linear and non-linear correlations
of the components in the reconstructed quantities. We show that using these correlation tests and
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correlation coefficients calculation; we can restrict the allowed terms in the Hubble parameter, the
distance modulus and equations of state parameter.
This paper is structured as follows. In section [2] and [3] we describe the reconstruction al-
gorithm and the use of correlation tests in those reconstructions. In section[4] we describe the two
approaches of reconstruction we follow. We present our results in section [5] and selection of a better
approach in section [5.4]. In the conclusion (section [6]), we have summarized our results.
2 Reconstruction Method
In this section, we discuss the implementation of Principle Component Analysis (PCA) to recon-
struct the late-time cosmological dynamics. There are two distinct methodologies employed in the
application of the analysis. These methods differ mainly in the way of calculating covariance ma-
trix, which is the first step of any PCA technique. In our analysis coefficients of the initial basis
are the parameters which we introduce in the prior expression of the observable quantity we want to
reconstruct.
One way to implement PCA is through the computation of Fisher matrix, which is the Bayesian
approach of reconstruction [32–38, 67]. This method begins with a prior expression of the quantity to
be reconstructed, the one which contains the initial parameters of PCA. To obtain the reconstructed
quantity, we have to find these parameters through Fisher Matrix. The Fisher matrix gives the uncer-
tainty and correlations of the parameters. One can bin the redshift range and assume a constant value
for the reconstructed quantity or quantities related to the reconstructed quantity in that redshift bin.
These constant values are the initial parameters of the PCA analysis. Therefore, by deriving these
parameters in different bins using PCA we can reproduce our targeted quantity in terms of redshift
[36]. Alternatively, we can assume a polynomial expression for the reconstructed quantity and calcu-
late the coefficients of that prior expression using Fisher matrix [37] If the parameters are normally
distributed, we can obtain log-likelihood, which is the first step to calculate the Fisher matrix from
the χ2 given by
L = e−
1
2 χ
2
From this quantity we can calculate Fisher information matrix [48] as,
Fi j =
〈
− ∂
2lnL (β )
∂βi∂β j
〉
where β s are the parameters for the reconstruction. Here, the likelihood function is denoted byL .
In this paper, we use the non-Bayesian approach of reconstruction, in the sense that we do not
use Bayes theorem or computation of Fisher matrix. We begin with a polynomial expression of the
quantity to be reconstructed. PCA changes the initial basis to another basis where the coefficients are
linearly uncorrelated. We can then express the reconstructed quantity in terms of the final basis. This
final basis, along with the set of uncorrelated coefficients gives the evolution of the reconstructed
quantity as a function of redshift [51, 76].
Whether the calculation of covariance matrix is done by Bayesian or non-Bayesian approach,
PCA can only break the linear correlation of the coefficients, therefore, we have to ensure that the
coefficients of our initial polynomial expression have little non-linear dependencies. Therefore the
prior expression of the reconstructed quantity should necessarily be a polynomial so that the assump-
tion of linearity is not violated. If a non-linear expression is used as the initial expression for the
reconstruction of a quantity, then we have to ensure (by the application of correlation coefficients)
that the non-linear correlation coefficients do not increase after application of PCA.
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We begin with a initial basis, gi = f (x)i through which we can express the observable to be
reconstructed as,
ξ (x) =
N
∑
i=1
bi f (x)(i−1) (2.1)
In equation[2.1], index (i−1) is in exponent of f (x) and index i is the subscript for the coeffi-
cient bi. The initial basis in the coefficient space can be written in matrix form as, G= ( f1, f2, ..., fN).
We choose that value of N for which the magnitude of Pearson Correlation Coefficients are larger than
that of Spearman and Kendle Correlation Coefficients [for correlation coefficients see the section(3)].
The values of these initial coefficients (bi) and their linear and non-linear correlations depend
on the function or the curve we want to reconstruct. It also depends on the quality of reconstruction
we demand and the data-set on the basis of we do our analysis. For instance, reconstruction of a
fast varying function will introduce more non-linear contributions to the correlation of bi than linear
contributions. The order of the polynomial (N) should be high enough to make the linear correlation
significantly higher than the non-linear correlation. We take different values of N and calculate the
linear and non-linear correlation coefficients to fix its value of N. We can not, however, fix N to any
arbitrarily large value, as it makes the analysis computationally expensive.
To compute the covariance matrix, we define the coefficient matrix (Y). We pick different
patches on the coefficient space and estimate the best-fit values of the coefficients at each patch by
χ2 minimization, where χ2 is defined as,
χ2 =
k
∑
j=1
(ξ (x)data−ξ ({bi},x))2
σ2j
. (2.2)
k is the total number of points in the data-sets we use. Repeating the calculation of χ2 in all the
patches give us the variation of the N coefficients. We calculate the covariance matrix and correlation
coefficients for these points. In our analysis, each patch contains the origin of the multi-dimensional
parameter space. Otherwise ξ ({bi},x) of equation[2.2] becomes a strict monotonically increasing or
decreasing function for all values of parameters in the patch and in most of the cases give very large
χ2 value.
We can now construct the coefficient matrix as,
Y =

b(1)1 b
(1)
2 · · · b(1)n
b(2)1 b
(2)
2 · · · b(2)n
b(3)1 b
(3)
2 · · · b(3)n
...
...
. . .
...
b(N)1 b
(N)
2 · · · b(N)n
 (2.3)
Here n is the number of patches that we have taken into account and N is the total number of initial
basis (equation[2.1]). Therefore, in equation[2.3] b(N)n is the value of Nth coefficient in nth patch. In
the present analysis, we have taken n to be the order of 103.
The coefficient matrix Y has dimensions N×n. The covariance matrix of the coefficients, C is
written as,
C =
1
n
YYT .
Eigenvector matrix, E of this covariance matrix, is the required rotational matrix, which will rotate
the initial basis for which the coefficients will be uncorrelated. We organize the eigenvectors in the
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eigenvector matrix E in the increasing order of eigenvalues. If U = (u1(x),u2(x), ...,uN(x)) the final
basis is given by,
U = GE (2.4)
The final reconstructed form of ξ (x) is,
ξ (x) =
M
∑
i=1
βiui(x) (2.5)
where M ≤ N and the βis are the uncorrelated coefficients associated with the final basis. The coef-
ficients βi are calculated by using χ2 minimization and the value of M can be determined either by
correlation coefficient calculation or using information criteria which we discuss below.
3 Correlation Coefficients
The initial and final coefficients (viz bi and βi) may have linear and non-linear correlations among
themselves. To check the correlation present in the coefficients, we perform the correlation test. We
calculate correlation coefficients for different values of N and M, which are the number of terms
in the initial 2.1 and final 2.5 expression of the reconstruction variable (ξ (x)). By comparing these
correlation coefficients for different value of N and M we choose best values of N and M for our
analysis. We calculate Pearson correlation coefficients as well as Spearman and Kendall correlation
coefficients in this analysis.
The Pearson correlation coefficient for two parameters A and B is given by,
ρ =
Cov(A,B)
σAσB
, (3.1)
where the value of ρ has values between −1 to +1, i.e. −1 ≤ ρ ≤ +1. For linearly uncorrelated
variables, the correlation coefficient ρ = 0. An exact correlation is identified by ρ =−1 or ρ =+1. A
positive sign indicates a positive correlation and the negative signature indicates a anti-correlation[46,
47].
The Spearman rank correlation coefficient [46, 47] is the Pearson correlation coefficients of the
ranks of the parameters. Rank is the value assigned to a set of objects. Therefore it is the relationship
of a set of object with one another, where rank determines the quality of that relation. In our case, we
mark the highest numeric value of a variable A as ranked 1, the second-highest numeric value of the
variable as ranked 2 and so on. A similar ranking is done for the rank of the parameter B. The Pearson
correlation coefficients of these ranks are the Spearman correlation coefficients which tell us about
the monotonic relation or tendencies that may be present between A and B. One can also rank the
values of the variables in terms of the corresponding numerical weight of χ2 value [47]. Spearman
correlation coefficients give us the magnitude of the linear correlation of the ranks of parameters.
Values of coefficients of the polynomial expression come from the patches in the coefficient space
we have considered. The total number of such patches is n; therefore, we have n values associated
with one coefficient of the polynomial; this is the number of columns of the coefficient matrix Y,
(equation2.3).
After ranking all the values of A and B, the ranked table as the table of two new variables, rA
and rB. The Spearman correlation coefficient, which is the Pearson Correlation coefficient of these
new variable rA and rB, is given as,
r =
Cov(rA,rB)
σrAσrB
. (3.2)
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Like in the case of the Pearson Correlation coefficients, r lies within −1 and +1.
The basic idea in finding the Kendall correlation coefficient(τ) is to create an algorithm which
can calculate the total number of concordant and dis-concordant pairs from the values of the two
variables, A and B [52]. We pick two pairs of points at random from the table of A and B, say (ai,bi)
and (a j,b j), for i 6= j if ai > a j when bi > b j or if ai < a j when bi < b j; then that pair of points are
said to be in concordance with each other. Again, if for i 6= j, ai > a j when bi < b j or if ai < a j when
bi > b j, then these two pairs are called to be in dis-concordance with each other. Every concordance
pair is scored as +1 and every dis-concordance pair is scored as −1. We define Kendall correlation
coefficients τ as,
τ =
actual score
maximum possible score
(3.3)
If the n is the total number of points in the data-set then,
maximum possible score =
n(n−1)
2
Again, if Ncp is the number of concordance pair and Nd p is the number of dis-concordance pair
is
actual score = Ncp−Nd p.
Hence the expression of τ is,
τ =
Ncp−Nd p
n(n−1)/2 (3.4)
Therefore, τ lies between −1 and +1 [52].
We perform the correlation coefficients calculation twice. The first time is to select the number
of initial eigen-basis (more details are outlined in section[4]), i.e. to find the value of N and second
to select the final number of terms, which is M, in the polynomial of the final expression of the
reconstructed quantity, equation(2.5).
For a particular independent variable, we select that value of N for which the Pearson Correla-
tion Coefficient is higher than the Spearman and Kendall Correlation coefficients, especially for the
first five variables. As PCA only breaks the linear correlation, therefore by calculating correlation
coefficients for the final M terms, we can select one reconstruction from other, section[5.4]. We se-
lect that reconstruction for which PCA is able to break all three correlations(Pearson, Spearman and
Kendall) and specially Pearson correlation coefficient to the largest extent.
4 Reconstruction of the equation of state parameter of dark energy
The cosmological principle is based on the assumption of homogeneity and isotropy of the uni-
verse. The Hubble parameter (H(z)) for a spatially flat universe, composed of dark energy and non-
relativistic matter is given by,
H2(z) = H20 [Ωm(1+ z)
3+Ωxe3
∫ z
0
1+w(z′)
1+z′ dz
′
] (4.1)
Here we have assumed that the contributions to the energy is only due to the non-relativistic
matter and dark energy. The density parameters for non-relativistic matter and dark energy are given
by Ωm and Ωx. The quantity H0 denotes the present day value of the Hubble parameter, namely the
Hubble constant and w(z) is the dark energy equation of state parameter. This equation(4.1) relates
w(z), the dark energy equation of state (EoS) parameter, with the Hubble parameter. Here we have
assumed no interaction between matter and dark energy.
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4.1 Derived Approach
Among the two approaches we use, derived approach is a two step process in the dark energy EoS
parameter reconstruction. We first reconstruct the Hubble parameter using the H(z) data and the
distance modulus (µ(z)) using the type Ia supernova data. Subsequently, we reconstruct the dark
energy equation of state parameter (w(z)) as a derived quantity from these two different physical
quantities. This approach has been discussed and analyzed by many authors in the recent years (for
example [32, 34, 36, 39]). We follow the approach mentioned in section [2] to reconstruct the curve of
H(z) and µ(z) and to fit an analytical form to the curve. Differentiating equation(4.1) and rearranging
the terms we can express the dark energy equation of state parameter (EoS) as,
w(z) =
3H2−2(1+ z)HH ′
3H20 (1+ z)3ΩM−3H2
(4.2)
An important point to note here is that the EoS parameter relates to H(z) through equation(4.2)
by the zeroth and the first order differentiation of H(z). The small difference in the actual and the
reconstructed curve of H(z) is amplified by the H ′ term. This process of amplification from the actual
and the reconstructed curve becomes more severe with subsequent higher-order differentiation of the
reconstructed quantity.
The luminosity distance dL(z) to a source, is given as,
dL(z) =
c
H0
(1+ z)
∫ z
0
dH(z)dz (4.3)
where dH is,
dH(z) = (Ωm(1+ z)3+Ωxe
3
∫ z
0
(1+w(z′))dz′
(1+z′) )−1/2 (4.4)
The dL(z) has a dimension of length and the unit depends on the choices of units of c and H0.
The luminosity distance is related to the distance modulus as,
µ(z) = 5log
(
dL
1Mpc
)
+25 (4.5)
which is the observable in the Supernovae Type Ia data. From PCA, we determine the form of µ(z)
directly from data and then from equation(4.3) and equation(4.4) find the expression of of dL. From
PCA we can calculate the analytical form of the µ(z) directly from the data. From equation(4.5), we
trace back to equation(4.4), we can find an expression which gives the EoS parameter in terms of the
distance modulus.
Since D(z) = (H0/c)(1+ z)−1dL(z), the equation of state parameter is given by
w(z) =
2(1+ z)D′′+3D′
3D′3Ωm(1+ z)3−3D′ (4.6)
The double derivative in equation(4.6) makes the reconstruction of EoS through the reconstruction of
distance modulus unstable. For instance, if the reconstruction fails to pick some minute difference in
the observational curve, then that difference will be amplified two times in the final calculation of the
EoS. Therefore, the reconstruction of µ(z) should be more accurate in picking up approximately all
the features of EoS parameter which may be hidden within the supernovae data[37, 53, 55, 56].
In the reconstruction of H(z) and µ(z), we begin with a polynomial expansion in terms of the
different variables z, a and (1− a) with seven initial basis, i.e. N = 7, (equation[2.1]). Here the
variable z is the red-shift, a is the scale factor. Using different information criteria, we reduce the
dimensions of the reconstruction using calculation of correlation coefficients, explained in section 3.
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4.2 Direct Approach
For the direct reconstruction approach, we begin with a polynomial form of w(z) itself. In equa-
tion(4.1), the quantity w(z) is in the exponent, and considering a polynomial form for w(z) implies
addition of some non-linear components in our linear analysis. We calculate N by computing the
correlation coefficients[3]. Larger value of N gives more non-linear components and in choosing a
smaller value of N there lies a risk of losing some features from the data. In our case, we select
N = 5 as a convenient number, for independent variables 1−a, a and z. An important benefit of this
approach is that the reconstruction of EoS parameter will not be subject to the second or first differen-
tiation. Correlation coefficients calculation can be used to observe the extent of breaking of linearity,
in the parameters of the PCA and quantify by Pearson correlation calculation, on the basis of which
we can select N, M and finally the best reconstruction [5.4]. Since, in the direct approach we intro-
duce non-linear terms in the initial coefficients of PCA analysis, correlation coefficients calculation
is not of assistance as in the case of derived approach 4.1 to select N and M. For the selection of value
M (equation[2.5]) we use the Akakie information criteria(AIC) and Bayes information criteria(BIC)
as described in [54].
AIC = χ2min+2M (4.7)
BIC = χ2min+M lnNd
Nd is the number of data points we have. We select that value of M which gives the smallest value of
AIC and BIC.
To test the algorithms, we create a simulated data-set for ΛCDM and for w(z) = −tanh(1/z)
model. w(z) =−tanh(1/z) is a smooth varying function and at z = 0 it assumes exactly w(z) =−1,
which is also used by Qin et al [51]. We calculate the values of H(z) and µ(z) at the same redshift
as is available in the observational data-set. As in the case of derived approach, we test our results
for the simulated data sets with ΛCDM and also with w(z) = −tanh(1/z). In case of the simulated
data, we assume the Planck 2018 values [16] for the values of the parameters Ωm and H0. In all these
cases, we have taken the same error bars, as given in the observational data-set.
5 Results
As mentioned earlier, we reconstruct the cosmological parameters using three different reconstruction
variables, namely z, a and (1− a), where z is the redshift and a is the scale factor. To test the
effectiveness of these two different approaches, we first work with simulated data sets for specific
models. Then using the observed data set, the observational measurements of Hubble parameter at
different redshift [40–44] and the distance modulus measurement of type Ia supernovae (SNe) data
[45].
We create simulated data-points for ΛCDM where the value of Ωm and H0 are fixed at Planck
2018 values [16]. We use equation (4.1) to calculate H(z) at the same redshift value as in the Hubble
parameter vs redshift data-set [40–44]. To simulate the distance modulus data points we use equations
4.3,4.4 and 4.5. We have taken for each value of Hubble parameter H(z) and distance modulus µ(z)
to be same as in the Hubble parameter vs redshift data [40–44] and type Ia supernovae (SNe) data
[45]. We have not introduced errors in the H(z) and µ(z) values just to check how accurately PCA
able to predict the underlying curve and function. Also to determine the accuracy to which PCA able
to estimate the H0 value.
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Figure 1. This figure shows the reconstruction of reduced Hubble parameter h(z) for the simulated ΛCDM
data-set, and using observational Hubble parameter data respectively. Top row is for the independent variable
(1− a), the middle row is for independent variable a and the row at the bottom is with z as an independent
variable. We reduce the number of terms from our initial basis as these terms represent noise. Blue curves are
for the reconstruction where no reduction of dimensions is done. Green and red curves are for the reconstruction
of PCA with reduction of one and two higher order terms respectively.
5.1 Derived approach
In this approach, we first reconstruct H(z) and µ(z) using simulated as well as observational data
sets of measurements of Hubble parameter and the measurements of type Ia supernovae distance
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Figure 2. These plots show reconstruction of the distance modulus µ(z) for the simulated ΛCDM data (plot on
the left), and the reconstruction of µ(z) using Hubble parameter data by the independent variable plot on the
right. Top row is for (1−a), the middle one for a and the lowest one for z as independent variables respectively.
Color scheme is same as in Figure 1.
modulus. The data sets are simulated for spatially flat ΛCDM cosmology with the value of the
cosmological parameter, specified by Planck 2018 [16]. The reconstructed curves are obtained for
the three different reconstruction variables redshift z, the scale factor a and (1−a). For the simulated
and for the real data, the reconstruction by PCA is shown in the figure 1 for Hubble parameter data-
set and in figure 2, for supernovae type Ia data. In the figure 1, we have plotted the reduced Hubble
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Figure 3. The curves in this figure are respectively for variables (1−a), a and z using simulated ΛCDM data.
Black, blue, green and red solid lines are for the Ωm varying from 0.1 to 0.235 in steps of 0.015. Black, blue
and green dashed lines are for Ωm varying from 0.25 to 0.4 with the same step size. We fix h0, the reduced
Hubble constant at a value obtain from the PCA algorithm [4]. To produce simulated data we have assumed
reduced Hubble constant to be h0 = 0.685.
parameter h(z) = H(z)/(100kms−1Mpc−1) as a function of z. The corresponding data points along
with the error bars are also shown in the figure. It is clear from these plots that the PCA reconstruction
produces reasonably consistent result when (1−a) is chosen as the independent variable, for which
reconstructed curves are almost within the error bar of H(z) and µ(z) of data-sets. As the reduction
of higher-order terms in PCA corresponds to the reduction of noise, we also plot reconstructed curves
by reducing dimensions, corresponding to highest and second as well as third highest eigenvalues.
From the last row of figure 2 we can see that for the reconstruction of µ(z) by a, PCA reconstruction
gets poorer when we reduce dimensions. The same is true for the reconstruction with the independent
variable z. Correlation coefficient calculations also display similar behavior. The reconstruction of
EoS parameter from the reconstructed µ(z) contains one more order of differentiation of the data
(equation(4.6)), it leads to the instability of the reconstructed EoS parameter curve. Therefore we
only discuss the results, obtained for the observational Hubble parameter data.
We have calculated the Pearson, Spearman and Kendall correlation coefficients for the recon-
struction of H(z) using the independent variables mentioned above. The correlation coefficients of
b0,b1,b2,...,bN , which are the projection on the initial basis and β0,β1,β2...βN , which are the projec-
tions of the final basis after the application of PCA are shown in table 1, 2 and 3. The i jth elements
of the following matrices are the correlation coefficients between the ith and the jth coefficients, cal-
culated in the given methods (Pearson, Spearman or Kendall). As the first three terms of the ultimate
expression of the reconstructed quantity contain predominantly the signal part, we calculate the cor-
relation coefficients only for the first three parameters. We can see from table 1, 2 and 3 that the
reconstruction by (1−a) breaks the correlation to a greater extent than in the case of a and z. We can
therefore select the reconstruction variable (1−a) over the other two.
The second step in this derived approach is to further construct the EoS parameter from the
reconstructed H(z) and µ(z). In the present work, we emphasize only on the reconstruction of EoS
parameter from reconstructed H(z). The reconstructed µ(z) for the simulated data set is unable
to reproduce the form of the preassumed EoS parameter. In the case of µ(z), the method fails to
reconstruct w(z). For H(z) data, figure(3) shows the EoS parameter, reconstructed for the PCA
variables (1− a), a and z, using the simulated Hubble data sets for the ΛCDM cosmology. It is
clear from figure(3) that the reconstruction by derived approach for the variable (1−a) successfully
reproduces the EoS parameters assumed earlier. On the other hand the reconstruction variable a and
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State Pearson Spearman Kendall
pre-PCA
 1 −0.99 0.92∗ 1 −0.96
∗ ∗ 1
  1 −0.52 0.55∗ 1 −0.94
∗ ∗ 1
  1 −0.45 0.52∗ 1 −0.85
∗ ∗ 1

post-PCA
 1 0.944 0.219∗ 1 0.506
∗ ∗ 1
  1 0.92 0.69∗ 1 0.63
∗ ∗ 1
  1 0.845 0.69∗ 1 0.56
∗ ∗ 1

Table 1. This table shows Pearson, Spearman and Kendall correlation coefficients between the coefficients of
first three terms of the series expansion of the reconstructed quantity for the reconstruction variable (1− a)
in the derived approach. The first row (pre-PCA), in the table shows the correlation coefficients of the first
three coefficients of the initial polynomial we start with, viz b1,b2 and b3, equation[2.1]. The correlation
coefficients of the first three coefficients of the final polynomial, viz β1, β2 and β3, equation[2.5] given by the
PCA algorithm is given in the second row (post-PCA). Since the correlation matrix is symmetric, here we only
mention the upper diagonal terms whereas corresponding lower diagonal terms are replaced by ∗.
State Pearson Spearman Kendall
pre-PCA
 1 −0.98 0.93∗ 1 −0.98
∗ ∗ 1
  1 −0.68 0.60∗ 1 −0.87
∗ ∗ 1
  1 −0.62 0.53∗ 1 −0.75
∗ ∗ 1

post-PCA
 1 −0.99 0.99∗ 1 1
∗ ∗ 1
  1 −0.30 −0.32∗ 1 −0.99
∗ ∗ 1
  1 −0.21 −0.23∗ 1 −0.97
∗ ∗ 1

Table 2. Pearson, Spearman and Kendall correlation coefficients among the coefficients of first three terms
of the series expansion of the reconstructed quantity for the reconstruction variable a for derived approach.
First row (pre-PCA), in the table is the correlation coefficients of the first three coefficients of the initial
polynomial, viz b1,b2 and b3, equation[2.1]. The correlation coefficients of the first three coefficients of the
final polynomial, viz β1, β2 and β3 equation[2.5] is given in the second row (post-PCA).
z cannot reproduce the w(z) which has been assumed to simulate the data.
In figure 5, we show the EoS parameter reconstructed for the observed data set with reconstruc-
tion variable (1− a), a and z. The reconstruction for the this data set clearly indicates that the data
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prefer a time evolution of the EoS parameter. The correlation coefficients calculation clearly shows
that (1−a) is more preferable than the other two. The present-day value of EoS remains well within
the phantom regime, that is w(z)<−1. It shows a non-phantom nature at the early epoch, and there
is a transition from non-phantom to the phantom regime in the recent past.
When H0 increases, curves of w(z) assume more negative value in the z−w(z) plane, figure 5.
For reconstruction to a this trend is true only up to the redshift value of z = 0.2. The degeneracy we
see in the plots of the figure(5) has no special statistical reason. It degenerates because of the form of
the w(z), which intrinsically comes from PCA.
5.2 Direct approach
For the direct approach, we have adopted the Hubble parameter data set only. The tiny non-linearity
we introduced in the H(z) data-points by adding a polynomial term of EoS will be amplified, hence
it makes the reconstruction much more unstable in case of reconstruction of EoS through distance
modulus calculation.
In this approach, we use two different simulated data sets of H(z). One for w =−1 and another
is for w = −tanh(1/z). The reconstruction is carried out for all the three independent variables
(1−a), a and z. The result obtained for the simulated data sets is shown in figure (6). In this case, all
three independent variables reproduce the EoS parameter.
Also for the observed data we reproduce the curves using same algorithm. In direct approach,
PCA cannot predict the value of H0 and Ωm, therefore these two parameters have to be fixed prior
to the analysis, figure 7. We plot all possible curves by varying Ωm from 0.2 to 0.4 fixing reduced
Hubble constant at h0 = 0.685 and then h0 from 0.6 to 0.8 fixing Ωm at 0.30. We see that changing
Hubble constant parameter does not reveal any general pattern, which we observe in the derived
approach as shown in figure 5.
State Pearson Spearman Kendall
pre-PCA
 1 0.92 0.64∗ 1 −0.86
∗ ∗ 1
  1 −0.31 0.35∗ 1 −0.72
∗ ∗ 1
  1 −0.23 0.35∗ 1 −0.62
∗ ∗ 1

post-PCA
 1 1 −0.96∗ 1 −0.96
∗ ∗ 1
  1 0.999 −0.007∗ 1 −0.008
∗ ∗ 1
  1 0.998 0.083∗ 1 0.082
∗ ∗ 1

Table 3. Pearson, Spearman and Kendall correlation coefficients among the coefficients of first three terms of
the series expansion of the reconstructed quantity for the reconstruction variable z for derived approach. First
row (pre-PCA), in the table is the correlation coefficients of the first three coefficients of the initial polynomial
we start with, viz b1,b2 and b3 equation[2.1]. The correlation coefficients of the first three coefficients of the
final polynomial, viz β1, β2 and β3 equation[2.5] is given in the second row (post-PCA).
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Figure 4. In this figure, the plots in the first row show the reconstruction of w(z) from simulated supernovae
data, which is done by the derived approach. First column is the reconstruction for independent variable (1−a)
whereas second and third column is for a and z respectively. Solid and dashed lines of red, orange, green, blue
and violet are for different Ωm, vary from 0.2 to 0.28 and form 0.3 to 0.38 respectively, in steps of 0.02. Long
dashed- dot line (red) is forΩm = 0.4 We fix the reduced Hubble constant at 0.685. In the second row the panels
also show the reconstruction of w(z) by simulated supernovae data, which is done by derived approach. In this
cases solid and dashed lines of red, orange, green, blue and violet are for different value of Hubble constant
vary from 0.6 to 0.68 and from 0.7 to 0.78 respectively, in the interval of 0.02. Long dashed-dot line (red) is
for reduced Hubble constant h0 = 0.8 We fix the Ωm at 0.3.
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Figure 5. From left these curves are for the variable 1−a, a and z respectively using Hubble parameter data.
Solid blue, green, red curves are for Ωm 0.2, 0.25 and 0.3 respectively. Whereas, dashed blue and green lines
are for the curves Ωm = 0.35 and Ωm = 0.4. For the same color (type) of curve h0 value varies from 0.62 to
0.8. The interval is same as earlier. For a particular redshift value, when h0 increases w(z) takes lower values
with respect to the w(z) = 0 taken as a reference.
5.3 Estimating the H0 from the reconstructed H(z)
Using the reconstructed analytic form of H(z), we estimate the present-day value of the Hubble
parameter, that is the Hubble constant H0. In table 4 and 6, the estimated values of H0, scaled by
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Figure 6. From left to right, the plots are for w(z) = −1 and for w(z) = −tanh(1/z). The first row is the
reconstruction by variable (1− a), second and third row are reconstruction by variable a and z respectively.
Black solid line corresponds to the minimum chi-square and the red region is the reconstruction from all those
coefficients, derived from the PCA algorithm which differ from the minimum chi-square curve by 0.3.
100 km sec−1 Mpc−1, are presented. The results clearly show that the value of H0, obtained for the
reconstruction variable (1− a) is consistent with other model dependent estimations [16] as well as
recent model independent estimations [58, 59] of H0. Which we can clearly see from the table of
reduced Hubble constant for simulated data, Table[4]. We see that only for (1− a) PCA is able to
give close estimation of reduced Hubble constant to the assumed value h0 = 0.685, which we use to
simulate the data-set. Table 5 gives the estimation of H0 from Hz data-set. In table 6, we present
the values of H0, obtained for the present analysis, along with some model-dependent and model-
independent estimation of H0 from other studies. This is for a comparison and consistency check of
the present analysis.
5.4 Correlation Coefficients and selection of the better approach
PCA is the application of linear algebra and it breaks mainly the linear correlation of the coefficients
or parameters, which is evident from the correlation table above(1,2,3), for the derived approach.
The presence of the non-linear component in the initial coefficients complicates this breaking. That
reconstruction which can break the Pearson Correlation to a greater extent as well as have lesser
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Figure 7. The plots in the first row of this figure show reconstruction of w(z) by Hubble parameter data, which
is done by direct approach. The first column is for the reconstruction by the variable (1− a) while second
and third column are for reconstruction by the variables a and z respectively. Solid and dashed lines of red,
orange, green, blue and violet are for different Ωm , vary from 0.2 to 0.28 and form 0.3 to 0.38 respectively,
in the interval of 0.02. Long dashed- dot line (red) is for Ωm = 0.4 We fix the reduced hubble constant at
0.685. Panels in the second row show the reconstruction of w(z) by Hubble parameter data, which is done by
direct approach. Solid and dashed lines of red, orange, green, blue and violet are for different value of reduced
Hubble constant h0 vary from 0.6 to 0.68 and from 0.7 to 0.78 respectively, in the interval of 0.02 and the long
dashed-dotted line (red) is for h0 = 0.8. We fix the value of the density parameter Ωm at 0.3.
Independent
variable
(1−a) a z
Reduced Hubble
Constant
0.673852 0.7983 0.7869
Table 4. In this figure, we show reduced hubble constant (h0), calculated for the simulated date-set. For
simulated data we fix h0 at 0.685.
Independent
variable
(1−a) a z
Reduced Hubble
Constant
0.784001 0.739271 0.7702156
Table 5. Hubble constant (H0), scaled by 100 km/secMpc (reduced Hubble constant), estimated from the analytic
form of H(z), predicted by PCA.
Spearman and Kendall Correlation coefficients should be selected. We see from Table 2 and 3 that
for a and z PCA is not able to break the Pearson correlation as well as (1−a). This is also evidence
from the Table[4] that only (1− a) is able to predict the value of h0 closer to the assumed value to
simulate data.
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PCA ΛCDM wCDM Planck(ΛCDM)
78.4001 (for 1−a) 67.94±5.15 68.07±1.63 67.9±2.6
(Plank+WP+SDSS (Plank+WP+JLA) (EE+lowE)
+SNLS)
73.9271 (for a) 69.85±4.44
(Plank+WP+JLA)
68.19±1.33
(WMAP9+JLA
67.39±0.54
(TT,TE,EE+lowE
+BAO) +lensing)
77.0213 (for z) 76.48±7.36 70.33±2.34 67.66±0.42
(TT,EE,TE+lowE
(Plank+WP+C11) (Plank+WP+C11) +lensing + BAO)
Table 6. This is the comparison table of the values of Hubble constant in standard units (km s−1 Mpc−1),
obtained in the present analysis (PCA) and obtained from other model dependent estimations. [16, 60].
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Figure 8. Here we show reconstructed w(z) curves obtained in the derived approach for the (1− a), a and
z variables. For the variable (1− a), reconstruction is done with reduction of one dimension (M = N − 1)
while for a and z reconstruction there is no reduction (M = N) and reduction of one dimension (M = N− 1)
respectively. Black, blue, green and red solid lines are for the Ωm varying from 0.1 to 0.235 in step of 0.015.
Black, blue and green dashed lines are for Ωm vary from 0.25 to 0.4 with the same step size. We fix h0, the
reduced Hubble constant at a value obtain from the PCA algorithm [5].
In the direct approach, we consciously add the non-linear components in the initial polynomial.
Though the reconstruction of the fiducial EoS parameter is good (figure 6); the correlation test calcu-
lation for the direct approach shows that the algorithm is not able to break the Pearson Correlation as
it breaks in the case of derived approach. In the case of direct approach, for (1− a) reconstruction,
the magnitude of Pearson correlation coefficients decrease after PCA but change its sign, for the first
two principal components. Whereas Kendall and Spearman correlation coefficient of (1−a) for these
two principal components assumes higher negative value. Again for reconstruction by the variable a,
Pearson Correlation decreases, whereas though both Spearman and Kendall Correlation coefficients
decrease in magnitude, but it changes sign for the first two principal components. For z up to the
first two principal components, Pearson correlation coefficients decrease, but Spearman and Kendall
correlation coefficients assume large negative value. From the correlation coefficient calculation we
select the derived approach over the direct approach and select the reconstruction by the independent
variable (1−a) over a and z.
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6 Summary and Conclusion
In this paper we resconstruct late time cosmology using the Principal Component Analysis, which
is a model-independent and non-parametric approach. There are very few prior assumptions about
the nature and distribution of different components contributing the energy of the universe. The
observational Hubble parameter and the distance modulus measurements of type Ia supernovae are
the observable quantities that are taken into account in the present analysis. We proceed in two
different ways to do the reconstruction. The first one is a derived approach where the observable
quantities are reconstructed from the data using the PCA analysis, and then the dark energy EoS
is obtained from the reconstructed quantities using Friedman equation [4.1]. The other approach is
a direct one. In this case, the equation of state of dark energy is reconstructed directly from the
observational data using PCA without any intermediate reconstruction. Based on the the efficiency of
PCA to break the correlation among the coefficients we can select one reconstruction curve over the
other. We achieve a better reconstruction in the derived approach as compared to the direct approach.
We have adopted the observational data as well as simulated data sets for our analysis. Sim-
ulated data sets are used to check the efficiency. For the reconstruction of EoS of dark energy the
analysis produces consistent result only for the Hubble parameter data (figure 6). Though the recon-
struction of µ(z) through the derived approach is good, the result for the reconstruction of EoS of
dark energy deviates drastically in case of distance modulus data set (figure 4). The increase in the
order of differentiation to connect the EoS with µ(z) is a possible reason for this inconsistency. Due
to this reason, we carried out the analysis only with the real Hubble parameter data set. The recon-
structed EoS by the variables (1−a) and a, obtained in the derived approach, shows a phantom like
nature at present and a non-phantom nature in the past for most of the values of Ωm and h0 (figure
5). The results from the direct approach are of a similar kind (figure 7). For the derived approach
reconstruction for the variable z, EoS reconstruction curve shows phantom nature for the present as
well as past also. The calculation of the correlation coefficients clearly shows a preference for the
derived approach. The PCA analysis lacks the efficiency of completely breaking the correlation in
the initial basis in case of the direct approach. This probably causes the inconsistency in the results
obtained in the derived and direct approaches.
The other important factor is the variable of reconstruction. In the present analysis, we have
adopted three different reconstruction variables, namely (1− a), a and z, in both direct and derived
approaches. The values of correlation coefficients after the PCA analysis select the reconstruction
variable (1−a) over the other two. In figure 8, we have shown the comparison of the reconstructed
EoS curves for different reconstruction variables with different values of density parameters and fixed
value of Hubble constant predicted by PCA.
The variable (1−a) is statistically preferred over the other two variables for the reconstruction,
we should emphasize the result obtained for variable (1−a) by derived approach. The reconstructed
curves, obtained for (1−a), show that the EoS shows a phantom nature at present epoch and it was
in non-phantom nature in the past. The model independent reconstruction indicates an evolution of
the dark energy equation of state parameter.
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