INTRODUCTION

39
Mental health measurement, specifically measurement of mood disorders, is notoriously 40 difficult. This difficulty is largely due to the challenges of quantifying an individual's mental 41 health status robustly and the presence of ambiguity around tangible thresholds. As a result it 42 is likely that there is substantial under-diagnosis of mental health disorders with as many as 43 74-85% of depressed individuals never receiving diagnoses of depression (Lecrubier, 2007; 44 Verheij, 1996) . It follows that the most under-reported group are individuals with 'milder' 45 cases of depression (Garrard et al., 1998 
248
There is strong evidence of different response patterning across positive and negative 249 questions as part of the GHQ-12, shown in Figure 1 . It can be seen that there are strongly 250 different modal responses for positive and negative items, giving rise to the common factor 251 structures reflecting positive and negative items. Despite strong patterning in responses which (1, 3, 4, 7, 8, 12) and negatively (2, 5, 6, 9, 10, 11) Modelling (ESEM) is deployed (Asparouhov and Muthén, 2009 ). ESEM represents a 260 combination of the best elements of restrictive CFA and unstructured exploratory factor 261 analysis (EFA). The key contribution of ESEM methodology for this research is the 262 specification of non-zero cross-loadings on constituent items (Asparouhov and Muthén, 263 2009). As outlined above, in a literature which commonly cites high factor correlations as 264 justification for refining to unidimensional interpretation, it is especially important to guard 265 against inflated estimates of factor correlations which result from imposing zero cross-266 loadings (Asparouhov et al., 2015; Marsh et al., 2014 Marsh et al., , 2010 . Beyond the empirical, there is 267 also a substantive argument for not refining to simple structure when analysing complex 268 social outcomes such as psychological constructs. As multiple and inter-related underpinning 269 processes are likely to give rise to any specific outcome most items will have multiple 270 determinants and thus nonzero cross-loadings ought not to be viewed an aberration but a 271 logically anticipated representation of complex, underpinning constructs (Marsh et al., 2014) . 272 ESEM is carried out within the Mplus software environment (Muthén and Muthén, 1998-273 2018) . 274
The model is estimated using a two-step procedure. Firstly, a series of EFA solutions in 275 which each item loads on each and every of 2-5 constructs is estimated using Geomin 276 rotation (ε = 0.01), the optimal rotation when little is known about the true underlying 277 structure, and when suspected variable complexity is greater than one -that is, there is an 278 expectation that there will be cross-loadings (Browne, 2001; McDonald, 2005) . Loading 279 retention is dictated by a simple cutoff of EFA loadings <0.15. As the need to exclude 280 loadings purely for methodological reasons has been relaxed, the value of 0.15 is a far moretolerant exclusion criterion than typically advocated in the literature. To test this criterion, 282 models were rerun with all loadings present but target rotation of 0 for these small EFA 283
loadings. This resulted in all non-target loadings having absolute values below 0.1, thus they 284 were omitted in the confirmatory component of the model comparison. 285
The Likert GHQ-12 responses are specified as ordinal variables and ML estimation of 286 confirmatory analyses was carried out using the mean and variance-adjusted weighted least 287 squares estimator as this presents the best method for categorical or ordered data (Schmitt, 288 2011) . This estimation specifies a probit regression equation for each item on the related 289 factor (Muthén & Muthén, 1998 -2011 . These can be interpreted as likelihood 290 changes in the log-odds of changing response category on the response variable, illustrating 291 the strength of the relation between the underpinning dimension and the probability of 292 response change in the associated item (Chen, 2007) . 293
The models were all repeated using Bayesian estimation, allowing for less biased estimation 294 of non-normal response variances than common ML methods (Muthén and Asparouhov, 295 2010) . The distributions of estimates are highly likely to be non-normal due to the 296 constrained nature of variances and correlations, with variances having a lower limit of zero, 297 and correlations bounded by 1 and -1. Bayesian estimation does not require the ML 298 assumption of normality of the parameter estimates, with prior variance-covariance estimates 299 instead drawn from an inverse-Wishart distribution (Asparouhov and Muthén, 2010) . 300
Model fit for the ML estimation was evaluated using the Comparative Fit Index (CFI), 301
Tucker-Lewis Index (TLI), Root Mean Square Error of Approximation (RMSEA) and the 302 Weighted Root Mean Square Residual (WRMR). Evidence of good fit was taken from 303 guidelines proposed by Bentler (2007) and Muthén and Muthén (2014) . For the Bayesian 304 models, fit is evaluated using Posterior Predictive Checking (PPC) for which we presentposterior predictive p-values and 95% credible intervals for each model. In Mplus PPC is an 306 extension of the likelihood ratio statistic taken to be an indication of the model's capacity to 307 reproduce the data and summarise the posterior distribution of the residuals (Asparouhov and 308 Muthén, 2010). As such, the statistic is upward biased by sample size so we consider 309 evidence of improvement in predictive capacity as reduction towards zero of the predictive 310 credible interval (Gelman et al., 1996; Marsh et al., 2004) . We also present mean absolute 311
factor correlation values as evidence of substantive dissimilarity between modelled constructs 312
with lower values indicating greater discriminant validity. 313 314
RESULTS
315
Initial analysis specified a series of EFAs with between 2 and 5 factors, the results of which 316 are given in Table 2 . In the traditional ML estimation, goodness of fit statistics evidence 317 better model improvement for each added dimension up to a five-factor solution. In the 318
Bayesian estimation, it is more explicit that none of the specifications provide an adequate fit 319 to reproduce the 40,452 individuals' mental health response, as shown by the consistent 320 posterior p-values of 0.000. However, there is evidence of improvement of fit in the posterior 321 credible interval. Predictive capacity improves with added factors up to the fourth factor; 322 however, the five-factor solution is less robustly estimated. Reduction in the lower bound 323
shows that a fifth factor could serve to improve predictive capacity but the increased upper 324 bound suggests it is more probable that it will reduce the predictive capacity of the model. 325
Therefore, it is the four-factor structure that is carried forward as it offers the most robust 326 
328
Having identified that the four-factor solution was the most appropriate from the estimation 329 of the initial EFA whilst all cross-loadings are specified and estimated, the subsequent 330 solution needed refining to a testable structure. This was implemented by re-specifying the 331 model with all cross-loading values under 0.15 being omitted. The loadings can be 332 interpreted as probit regression coefficients of each item on the unit-standardised response 333 factor and are directly comparable both within and between factors. 336 Table 3 gives the loadings for the four-factor ESEM solution. The four factors are labelled 337 "Lowered Self Worth", "Social Dysfunction", "Stress" and "Emotional Coping". These were 338 chosen in accordance with existing names for previously identified factors from the literature 339 (Graetz, 1991; Martin, 1999) . The main difference from previous structures in the literature is 340 that items 1, 2, 4, 5, 6, 7, 9 and 12 now load on multiple underlying dimensions. The loadings 341 of Factors 1 and 2 are consistent with previous literature, and thus have been given similar 342 names to reflect this. However, they differ empirically because they contain cross-loading 343 items, but the broad differentiation between the positive and negatively worded items holds 344 true. Higher individual factor scores across Factors 1 and 2 indicate higher levels of mental 345 distress.
The third factor, here termed "Stress" is seen to load most strongly on items associated with 347 feeling under strain and loss of sleep. It is very similar to a factor found in one of the earliest 348 factor analyses of the GHQ-12 by Worsley and Gribbin (1977) , differing only in that they 349 found it also loaded on item 12. 350
The emergence of the fourth factor, termed "Emotional Coping" is a distinctive finding. It is 351 most notable for having both positive and negative loadings. It is negatively associated with 352
Item 4 -"feeling capable of making decisions", but positively associated with feeling 353 unhappy or depressed, not enjoying day-to-day activities and not feeling happy. As such 354 individuals with high scores on Emotional Coping are those who feel negative as captured by 355 items 7, 9 and 12, whilst feeling capable of making decisions as captured by item 4, 356 indicating a degree of (at least perceived) perseverance in the face of the distress. The 357 negative loading highlights an ambiguity in interpreting latent variables. That is, the 358 interpretation is imposed by the researcher, thus an empirically identical interpretation would 359 be the inverse, with negative loadings on Items 7, 9 and 12 and a positive loading on Item 4. 360
This would in turn invert the poles of the underlying coping dimension, with higher scores 361 indicating positive rather than negative outcomes. Emotional Coping is structurally most 362 similar to the "Sleep Disturbance/Anhedonia" construct found in work by Worsley and 363 Gribbin (1977) although there is a key difference in the negative loading of Item 4, which is 364 clearly associated with positive functioning. 365
Having detailed the theoretical implications of the proposed factor structure it is necessary to 366 understand the substantive and empirical implications of the structure. To do this we evaluate 367 the substantive dissimilarity between factor constructs as measured by the correlations 368 between those constructs. 369 Table 4 shows the modelled factor correlations. The factors with the highest correlation are 371
Lowered Self Worth and Social Dysfunction, with a coefficient of 0.68. Although it is the 372 highest identified in this structure, it is still low relative to that found in the existing literature. 373
Stress is the most statistically dissimilar and therefore most substantively distinct factor, 374 exhibiting uniformly low correlations with the other constructs. 375
It should be noted that correlation coefficients overestimate the predictive capacity of each 376 latent variable on another. The absolute proportion of variation in one variable that could be 377 predicted solely from knowing the other is given by the squared value of the correlation 378 coefficients (Kish, 1954) . For instance, knowing the modelled Lowered-Self-Worth scores 379 for all individuals would only allow the prediction of 46.24% (0.4624) of the variation in 380
Social Dysfunction scores, despite these factors having the highest modelled correlation of 381 0.68. This is even more stark for the correlation between Stress and Social Dysfunction, with 382 a true predictive capacity of 1.2%, leaving 98.8% of variation in one unexplained by the 383 other. 384
Having identified a parsimonious summary of data from our model it is important to connect 385 back to the wider literature on mental health structures. The literature has proposed many 386 390 Table 7 presents fit statistics for all seven models alongside the proposed ESEM solution. 391
The mean absolute factor correlation is also presented for each specification to provide an 392 estimate of the dissimilarity of the factors estimated in the model structure. The four-factor 393 solution provides the best fit across every measure of fit under both traditional and Bayesian 394 estimation. 395
The best performing structure outside of the ESEM solution is the original Worsley and 396 Gribbin (1977) structure with its non-zero cross-loadings. Factor structures which address the 397 inter-dependencies of the items via error covariance or non-zero cross-loadings perform well 398 across all the fit statistics, which again is an argument for the adoption of a more realistically 399 complex specification of mental health. The benefit of cross-loadings is most clearly borne 400 out in the mean absolute factor correlation, which is far lower for the four-factor structure 401 than other solutions. 402 
DISCUSSION
406
The results of this study show that of the factor structures tested here the four-factor structure 407 provides the best description of GHQ-12 responses from the Understanding Society data, 408 Wave 1. Additionally, this is evidenced not just by traditional fit statistics, but by the 409 modelled factors being the most substantively dissimilar as evidenced by the mean absolute 410 factor correlation. This involves the specification of two previously underexplored constructs, 411
here termed "Stress" and "Emotional Coping". Emotional Coping is particularly notable as 412 the presence of a negative loading evidences the capacity for underpinning constructs to mask 413 the presenting of psychological distress in the aggregated metric. 414
Within the wider GHQ-12 literature there is little mention of dimensions analogous to the 415
Stress and Emotional Coping structures beyond Worsley and Gribbin's early analysis (1977). 416
Stress-related constructs are also proposed in a structure drawn from a Spanish population 417 (Sánchez-López and Dresch, 2008) , and notably the "thematic analysis" of GHQ-12 content 418
by Martin (1999) . These constructs would not have been discoverable using traditional CFA 419 techniques as they consist largely of cross-loadings. The incorporation of these constructs 420 considerably improved model fit, and the low modelled factor correlations seems to suggest 421 that they are capturing substantively different processes. These low correlations in the results 422 seem to support suggestions that high correlations may simply be an artefact of a restrictive 423 modelling procedure and as such we caution refining to simpler structures based purely on 424 apparently high factor correlations (Marsh et al., 2009) . 425
The key message of this study is the capacity of large-scale datasets to contribute more 426 comprehensive understandings of mental health outcomes in large, heterogeneous 427 populations. Whilst this is not a new idea (Hu et al., 2007; Mukuria et al., 2014) , the adoption 428 of less stringent exclusion criteria in model selection and the incorporation of ESEM 429 methodologies is something that is underexplored in large-scale survey analysis. Moreover, 430 the statistical power afforded by these large-scale surveys using decomposed metrics has the 431 potential to offer a more comprehensive understanding of the similarities between different 432 underpinning processes across as well as within metrics. 433
That said, it is important to highlight the limitations of this study. Whilst the structure 434
proposed here provides the best fit for the data in Wave 1 of Understanding Society in the 435 UK (McFall, 2011) , it is necessary to test on a wider range of data beyond this 436 spatiotemporally specific dataset. More research is required in order to understand fully what 437 can be gained from the modelling of decomposed processes underpinning survey instruments. 438
Firstly, whilst sample weights were used in the generation of the factor structure, the structure 439 is still specific to the current dataset. Another of the key contributions of the ESEM method is 440 the capacity for comprehensive tests of measurement invariance over subgroups within a 441 population (Marsh et al., 2009) . Whilst it has been demonstrated that this structure provides a 442 superior fit across the full population, the degree of measurement invariance for the structure 443 should be investigated across different geographical and demographic groups. There is 444 considerable literature validating the overall GHQ-12 as a screening instrument over time and 445 space (e.g. Gnambs and Staufenbiel, 2018) , there is far less written on the temporal or 446 geographical stability of its underpinning latent structure (Goldberg et al., 1997). The 447 structure should be further validated across spatio-temporal contexts using the wealth of 448 existing GHQ-12 data. 449
Secondly, whilst it is clear that fit indices favour the proposed structure, it is important to 450 establish that the proposed structure here offers more substantively in terms of predictive 451 capacity than simpler structures. Recommendations for fit indices come from studies using 452 sample sizes far smaller than those used here (Bentler, 2007; Hu and Bentler, 1999) . As such, 453 in isolation there are multiple structures tested here which would be accepted as "adequate" 454 under such criteria. Whilst the Bayesian fit statistics presented are more robust to sample size, 455 more work is needed on the appropriateness of fit-statistic thresholds in the face of 456 increasingly large sample sizes (Muthén and Asparouhov, 2010). Proposed structures must be 457 evaluated not just numerically, but on a theoretical basis, identifying whether the more 458 complex structure offers greater understanding. The mean absolute factor correlations give 459 some indication of this in terms of substantive dissimilarity between constructs. However 460 comprehensive evaluation of this requires the investigation of the predictors of the different 461 constructs, demographically, geographically and socially to evidence whether they truly add 462 to our understanding of different processes. As such, further work is needed using the 463 decomposed constructs as responses with data for which the structure is validated. There are further limitations in the interpretation of the resulting constructs. It has been 475 suggested in GHQ-12 literature that multidimensional factor structures are simply a product 476 of over-interpretation of spurious variance in negatively worded items (Hankins, 2008a) . It is 477 important to note the possibility of this being the case in this data, the unidimensional 478 correlated-error model performs very well, given its brevity. It initially seems reasonable to 479 infer from this the potential for multidimensionality being solely the result of phrasing, but 480 only if one assumes unidirectional causality, i.e. items were grouped into positive and 481 negative items at random, rather than based upon conceptually different measurements 482 (Gnambs and Staufenbiel, 2018 
