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ROBUST IMAGE TRANSMISSION IN WIRELESS MULTIMEDIA SENSOR
NETWORKS
SUMMARY
With the recent advances in Micro Electro-Mechanical Systems (MEMS), imaging
sensors, and cameras, wireless multimedia sensor networks (WMSN) have been
proposed and drawn the immediate attention of the research community. A Wireless
Multimedia Sensor Network (WMSN) is a next generation WSN which is especially
designed to retrieve and transmit multimedia content such as video and audio
streams, still images, and scalar sensor data from erroneous environments. These
networks enable several new complex applications, such as target tracking, multimedia
surveillance, image acquisition and classification, environmental monitoring, and
disaster prevention. However, multimedia based applications are influenced by
several factors such as application-specific Quality of Service (QoS) requirements,
high bandwidth demand, and multimedia-coding techniques. Due to limited power
resources, storage, computation, and communication capability of the sensor nodes,
multimedia communication fulfilling the application layer QoS requirements over
lossy wireless links is a challenging task.
This thesis specifically focuses on the robust delivery of image data over lossy and
error prone WMSN. In order to satisfy the QoS requirements of the application
in terms of image perceptual quality and timeliness, we propose a bulk of new
approaches and protocols considering the characteristics of the image data. The
impact of the wireless environment on image communication performance is analyzed
so as to propose more accurate solutions. Due to transmission distortions induced
by channel problems, congestion, buffer overflows, energy, software/hardware
malfunctions, image communication performance may not be acceptable for QoS
based WMSN applications. Hence, a comprehensive analysis of the error correction
techniques including Forward Error Correction, Automatic Repeat Request (ARQ)
and watermarking based error concealment (EC) is done to compensate the image
distortions at the expense of incurring additional energy consumption and/or wasting
bandwidth resources. Their integration with several multipath techniques are also
given to achieve the QoS requirements such as reliability and high data rate along
error prone and bandwidth constrained wireless channels. A general packet loss model
of the transmission techniques is analyzed depending on the channel error rate. This
model provides to convey the benefit that is gained using multipath transmission.
The performance results expose that multipath techniques with EC method are greatly
capable of restoring corrupted images. Hence, these techniques are comprehensively
investigated in terms of output power and distance which leads to a deeper
understanding of the impact of physical layer parameters on the image communication
performance. Additionally, in order to verify the usability of the proposed techniques
in resource constrained WMSN, their energy consumption are intensely analyzed.
Moreover, the energy costs for gaining robustness are presented in terms of a metric
xix
proposed in this work naming Energy Quality Index (EQI). This metric considers
trade-off between image quality and energy consumption.
To satisfy the QoS based WMSN applications, the characteristics of the multimedia
data are integrated with the communication architecture of the sensor networks. Two
novel image quality evaluation metrics have been proposed to obtain the predicted
quality of the image depending on the channel errors and node failures, which provide
the accurate mapping from the application layer QoS requirements to the lower layer
system parameters. These metrics are used for the identification of the following
system parameters: image quality requirement at the application layer, the number
of retransmission at the link layer and the number of paths at the network layer.
Eventually, a novel image transmission framework is proposed to optimize both
perceptual quality and energy expenditure for WMSNs. We consider that when the
delay parameter is within an acceptable threshold, the perceptual image quality can be
seen as the packet loss and resulting Peak Signal to Noise Ratio (PSNR) reductions
experienced at the sink. Hence, our framework aims to provide acceptable perceptual
quality at the end-user by using an empirical distortion prediction model that is able to
predict the image distortion resulting from any given error pattern. The innovation of
the proposed scheme lies in the combined use of a content aware packet prioritization
with an energy and quality aware routing protocol; named as IQAR. Additionally, the
algorithm not only provides the transmitted image reliability but also balances the load
in terms of power dissipation.
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TELS˙IZ ÇOKLU ORTAM DUYARGA A ˘GLARINDA DAYANIKLI ˙IMGE
˙ILET˙IM˙I
ÖZET
Telsiz haberles¸mesi ve mikro-elektromekanik sistem (MEMS) teknolojisindeki son
gelis¸meler telsiz çoklu ortam duyarga ag˘ları (WMSN) diye isimlendirilen yeni bir
haberles¸me ag˘ı teknolojisini beraberinde getirmis¸tir. WMSN, ortamlardan çoklu ortam
veri toplama yanında, toplanan veriyi is¸leme yeteneg˘ine de sahip, karmas¸ık nitelikleri
olan duyarga düg˘ümlerini içerir. WMSN toplanılan çoklu ortam verilerinin (imge,
video, ses vb.), etkin bir s¸ekilde merkez düg˘üme ulas¸tırılmasından sorumludur. Bu
sayede bütünleyici metal oksit yarıiletken (CMOS) kameralar ile birlikte insanların
giremedig˘i alanlarda çoklu ortam veri algılaması gerektiren bir çok yeni uygulama
alanlarına olanak vermektedirler. Askeri amaçlı sınır güvenlig˘i, hedef takibi, çevre
denetleme ve boru hattı izlenmesi gibi kritik uygulamalar bunların arasında yeralır.
Çoklu ortam tabanlı uygulamaların ihtiyaç duydukları servis kalitesi (QoS), bant
genis¸lig˘i, çoklu ortam kodlama teknikleri gibi faktörlere bag˘lıdır. Fakat enerji, bellek,
is¸lem gücü, iletim hızı gibi kısıtları olan telsiz duyarga düg˘ümleri üzerinde çoklu ortam
verilerinin uygulama gereksinimlerini kars¸ılamak oldukça zor bir görevdir.
Bu tez özellikle kayıplı ve yüksek hata olasılıklı WMSN üzerinden uygulamanın
ihtiyaç duydug˘u servis kalitesini sag˘layan imge iletimine odaklanmaktadır.
Uygulamanın ihtiyaç duydug˘u servis kalitesini elde etmek için, imgenin niteliklerini de
gözönüne alan özkaynakları en etkin s¸ekilde kullanan yeni algoritmalarla donatılmıs¸,
servis kalite desteg˘i veren protokoller önerilmektedir. Bu amaçla, telsiz ortamın imge
haberles¸mesi üzerindeki etkisi incelenmis¸tir. ˙Iletim kanalında kars¸ılas¸ılan sorunlar,
tıkanıklık, tampon tas¸maları ve duyargaların yazılım/donanım yetersizlikleri nedeniyle
olus¸an veri kayıpları, iletilen imgenin kalite düzeyinin hedef uygulamanın kabul
edebileceg˘i imge kalitesinin altına düs¸mesine neden olmaktadır. Bu nedenle, otomatik
yineleme isteg˘i (ARQ), anında hata düzeltme (FEC) ve perdelemeli hata düzeltme
(EC) gibi tekniklerin imge kalitesinin arttırımına etkileri derinlemesine incelenmis¸tir.
Hata düzeltme ve çoklu-yol yöntemleri birles¸tirilerek uygulamanın talep ettig˘i daha
güvenilir ve yüksek debili veri iletimi sag˘lanmaktadır. Bu bag˘lamda, önerilen iletim
tekniklerinin kanal hata oranına bag˘lı olarak, paket kayıp analizi yapılmıs¸tır.
Bas¸arım sonuçları EC metodunun çoklu-yol yöntemleriyle birles¸tirilmesinin en iyi
imge görüntü kalitesiyle sonuçlandıg˘ını göstermektedir. Bu nedenle, EC metodlu
çoklu-yol yöntemlerinin farklı çıkıs¸ gücü ve uzaklık gibi fiziksel katman parametleriyle
davranıs¸larının, imge iletim performansı üzerinde etkileri incelenmis¸tir. Önerilen
tekniklerin kısıtlı kaynaklı WMSN üzerinde kullanılabilirlig˘ini göstermek amacıyla,
enerji tüketim deg˘erleri analiz edilmis¸tir. Enerji tüketimleri ve kazanılan görüntü
kalitesi arasındaki ilis¸ki, yeni önerilen bir metrik olan Enerji-Kalite-Indeksi (EQI)
aracılıg˘ıyla da verilmis¸tir.
QoS temelli WMSN uygulamalarının gereksinimlerini temin edebilmek için, imge
karakteristiklerinin, duyarga ag˘ları haberles¸me protokollerine entegre edilmeleri
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gereklidir. Bu bag˘lamda kanal hata ve düg˘üm ölümlerine bag˘lı olarak iki imge
kalite deg˘erlendirme ve kestirim teknig˘i önerilmis¸tir. Bu teknikler, uygulama katmanı
servis gereksinimlerinin daha alt haberles¸me katmanlarındaki sistem parametrelerinin
belirlenmesine olanak vermektedir. Örneg˘in, uygulama katmanında ki istenilen imge
kalitesinden, veri bag˘ı katmanında ki yeniden iletim sayısı veya ag˘ katmanında
kullanılan yol sayısı belirlenebilir.
Yapılan bütün performans deg˘erlendirmeleri ve önerilen yeni imge kalite kestirim
tekniklerinin vasıtasıyla, etkin bir imge aktarım sistemi önerilmis¸tir. Önerilen sistem
imge kalitesini ve aktarım için harcanılan enerjiyi optimize etmektedir. Sistemde
uygulama katmanı tarafından istenilen imge kalite deg˘eri, doruk sinyal gürültü oranı
(PSNR) cinsinden verilir. Sistem bu oranı gözeterek imgenin vakitlice hedefe
iletilmesini sag˘lar. Ayrıca imge iletimi sırasında uygulama katmanının bekledig˘i
kaliteye göre yollar belirlenir. Bu amaçla iletilecek imgenin içerig˘ine bag˘lı olarak
paketler kaynakta önceliklendirilir. Ayrıca iletimde kullanılacak yollara karar
verilmesinde imge kalite farkındalıg˘ını sag˘layan bir yönlendirme algoritması (IQAR)
önerilmis¸tir. IQAR algoritması imgenin istenilen kalite ile iletilmesini sag˘larken,
aynı zamanda ag˘daki duyarga düg˘ümlerinin enerji tüketimini de dengeleyerek ag˘ın
ömrünün uzamasına neden olmaktadır.
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1. INTRODUCTION
1.1 Wireless Multimedia Sensor Networks
The recent advances in low cost multimedia technologies such as microphones and
cameras have led to the integration of new capabilities into wireless sensor networks
(WSN) [2, 3, 4]. Wireless sensor nodes with multimedia capabilities encourage the
emergence of next-generation WSNs called Wireless Multimedia Sensor Networks
(WMSN). WMSN can ubiquitously retrieve and transmit video, audio and image data
from erroneous environments. These networks have the potential to enable a large class
of applications ranging across a diverse spectrum from military to health. Therefore,
efficient gathering and transmission of multimedia data in WMSN becomes imperative.
An extensive survey of wireless multimedia data transmission over WMSN is
presented in [5, 6]. Due to the stringent reliability requirements of multimedia
delivery over wireless medium, application-specific requirements are also addressed
in [7]. Camera sensors have more strict resource requirements than traditional sensor
nodes due to their image capturing, processing and transmission capabilities. In the
design of these nodes, two integrated components are used: camera board and sensor
mote. Today, camera boards capable of interfacing with Tmote Sky [8] or MicaZ [9]
sensor motes are emerging. Two such examples are Cyclops [10] and CMUcam3 [3].
Commercially available multimedia platforms for WSN are extensively surveyed in
[6, 2].
Design of a WSN for a specific application is influenced by several factors such as fault
tolerance; scalability; production costs; operating environment; network topology;
hardware constraints; transmission media; and power consumption. There also exist
additional factors, which affect the efficiency of WMSN such as high bandwidth
demand, multimedia-coding techniques, application-specific QoS requirements. These
factors should be considered to design communication protocols and multimedia
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applications/algorithms for efficient multimedia communications in sensor networks
[11]. They are explained in more detail as follows:
• High Bandwidth Demand : Most multimedia applications require a certain
bandwidth so as to provide the required application layer perceptual quality and
delay bound. Otherwise, the application layer QoS requirements cannot be satisfied
by the network. Hence, the solutions for providing high bandwidth requirement
should certainly be considered in the design of WMSN protocols [12, 13].
• Application-Specific QoS Requirements : Due to wireless nature, the multimedia
traffic is exposed to losses during transmission, which leads to perceptual quality
degradation for viewers at the sink. Furthermore, the applications generally require
that the transmission of the multimedia data should be completed in a certain time
period named delay bound. This time period is composed of the processing time
and/or communication latency. Hence, the developed protocols should be designed
to satisfy the reliability requirement and delay bound of the multimedia data.
• Error Control: In order to decrease the data loss effect on the multimedia data, error
mitigating techniques are utilized in coded video [14]. However, the perceptual
quality of the multimedia data is still very sensitive to losses due to highly lossy
environment and sensor node failures. Hence, the error mitigation techniques
should be analyzed and designed for the WMSN so as to decrease the quality
degradation during communication.
• Packet Prioritization : The content of multimedia data may be composed of valuable
parts including the considerable amount of the information and the remaining parts
which contain less information. The losses on the valuable parts of the multimedia
data lead to more perceptual quality degradation at the end-user. In order to protect
more valuable parts during transmission, prioritization should be performed on
multimedia packets with respect to their significance.
1.2 Problem Statement
In this thesis, WMSN is used to transmit a raw image data by satisfying application
layer QoS requirements, which are perceptual image quality seen by the user and delay
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bound. When transporting an image over a wireless channel, transmitted data are
exposed to losses or errors due to channel impairments. Wireless link quality fluctuates
dramatically over time, dependending on the antenna’s radiation characteristic, the
distance between nodes, diffraction, scattering and many more. This dynamic nature
of the wireless communication causes packet loss, yielding to an adverse effect on
perceptual quality and delay.
To avoid prominent loss of information and to achieve the required perceptual
quality, error correction methods must be employed in image transmission, which
are Automated Repeat Request (ARQ) or Forward Error Correction (FEC), Error
Concealment (EC) [15]. Each of them has its own advantages and disadvantages
over the others. ARQ scheme achieves efficient bandwidth usage but due to packet
retransmissions, it may not satisfy strict delay constraints. FEC is based on imposing
redundant packets or appending FEC codes to the packets and so comes up with
increased bandwidth which is already limited in WMSNs. EC scheme is an effective
mechanism that reconstructs the distorted multimedia data as closely as the original
one without increasing the bandwidth demand as well as avoiding the burden of
retransmissions and consequent delay [16, 17]. Compared to the FEC and ARQ
schemes, error concealment technique has the advantages of not consuming extra
bandwidth and not introducing retransmission delay, respectively. However, it leads
to more energy consumption at the source node. Multipath technique(s) integrated
with the error correction methods may also play an important role so as to increase
the energy efficiency and reliability. In order to represent their advantages in WMSN,
they should be addressed by comparing their performances with that of single-path
approaches.
Very few results exist to date with regard to meeting real-time requirements in WMSN.
Most protocols either ignore real-time constraints or simply attempt to process as fast
as possible and hope that it is sufficient to meet deadlines [18, 19, 20]. Few studies
consider the characteristics of the multimedia data during communication in WMSN
[21, 22]. Although these studies propose context-aware adaptive communication
protocols for service differentiation, they are unaware of the transmitted content of
the multimedia data. Due to this unawareness, networks cannot apply the most
appropriate communication strategies to provide the adequate quality of experience for
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the application layer perceptual quality requirement. To provide an accurate interaction
between the content of the multimedia data and communication protocols is vital for
QoS based WMSN applications.
As application layer perceptual quality represents the performance of the image
transmission more reliably seen by the end-user, WMSN applications demand their
perceptual quality requirements in terms of PSNR. In this context, the main challenge
is to accomplish an accurate mapping mechanism from application layer QoS
parameters to the lower layer communication parameters. Thus, the QoS requirements
specified at the application layer are suitably converted to the corresponding
requirements in the lower layers. From a particular point of view, the mapping
operation may require the estimation of the image quality through very limited or any
image information.
A routing protocol is a prominent issue in order to provide the application layer
QoS requirements of the transmitted image data. Most routing protocols build a cost
function considering the metrics including energy, delay and packet loss. Nevertheless,
the selection of the weights for these metrics requires right addressing the network
tuning from the application layer requirements into the network.
1.3 Advances in Multimedia Enabled Nodes
The intensive memory and bandwidth requirements of image applications make their
applicability difficult on the traditional sensor nodes. However, the latest series of
IMote2 [23], TelosB motes [24], MICAZ with more improved abilities, are used for
streaming applications. There are several recent imaging platform for sensor motes
which are Cyclops [10], CMUcam3 [3], Stargate Board with webcam [25, 9].
Cyclops is a board for low resolution imaging which can be attached to a sensor node
such as (Crossbow’s Mica2 or MicaZ) [26] as shown in the Figure 1.1. It also has
software libraries for the image processing.
The Crossbow Stargate platform is a processing platform which can be connected with
a webcam for medium-resolution imaging as shown in the Figure 1.2. It can be used
(itself) as a sensor node and generally utilized for the video sensor networks.
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Figure 1.1: Cycplops equipped with a MICA2 mote.
Figure 1.2: The Crossbow Stargate platform with a webcam.
CMUCam3 is the latest series of the embedded cameras which may connect to TMote
Sky as shown in the Figure 1.3. It contains an Omnivision CMOS camera sensor
module and open source libraries, supporting a set of built-in image processing
algorithms such as CIF resolution, JPEG compression, frame differentiae, color
tracking, histogramming, and edge detection.
1.4 Contributions
This thesis focuses on the efficient delivery of image transmission in bandwidth and
energy limited wireless sensor networks. Particular attention is given to design and
development of an image transmission framework which is composed of a bulk of
Figure 1.3: The CMUCam3 Embedded Camera.
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the solutions, satisfying the application layer QoS requirements in terms of perceptual
image quality and delay bound. The main contributions of the thesis are listed as
follows:
• Contribution 1: Comprehensive Analysis of Various Transmission Techniques
As packet losses due to unreliable links noticeably affect the perceptual quality
of the image transmission application, image transmission performance may not
satisfy QoS demands of the WMSN applications. Hence, a comprehensive
analysis of the error correction methods including Forward Error Correction (FEC),
Automatic Repeat Request (ARQ) and watermarking based error concealment (EC)
is done to compensate the image distortions at the expense of incurring additional
energy consumption and/or wasting bandwidth resources. Particularly, we adopt
the EC technique proposed in [16] for WMSN to handle block and pixel losses at
the expense of the overhead at the source node.
The integration of the error correction methods with two multipath techniques
(disjoint multipath (DP), intersecting multipath (MF)) is also given to achieve
the QoS requirements such as reliability and high data rate along error
prone and bandwidth constrained wireless channels. The performance of all
transmission variants considering the possible combinations of potential techniques
such as single path, error concealment (EC) integrated, Reed-Solomon (RS)
coding integrated and pure multipath transmission (disjoint or intersecting paths)
techniques are comprehensively analyzed. A general packet loss model of the
transmission variants is analyzed depending on the channel error rate, which
provides to convey the benefit that is gained by using multipath transmission
techniques. In order to verify the usability of the proposed transmission variants in
resource constrained WMSN, their energy consumptions are intensely investigated.
The energy costs of all the transmission variants are also presented in terms of the
new proposed metric named Energy Quality Index (EQI), which considers trade-off
between image quality and energy consumption.
The performance results imply that multipath techniques with EC method (ECMF,
ECDP) are greatly capable of restoring distorted images. Hence, these transmission
variants with EC are comprehensively investigated in terms of output power and
distance which leads to a deeper understanding of the impact of physical layer
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parameters on the image communication performance. The overhead of the EC
method is examined to specify the consumed energy wasted by the source node.
Along with presenting EC methods usability, It also enables the determination of
the required source node capability for imaging applications. This work appears in
the following papers:
- P. Sarisaray, G. Gur, S. Baydere, and E. Harmanci. 2007.
Performance Comparison of Error Compensation Techniques
with Multipath Transmission in Wireless Multimedia Sensor
Networks. In Proceedings of the 2007 15th International
Symposium on Modeling, Analysis, and Simulation of Computer
and Telecommunication Systems (MASCOTS ’07). IEEE Computer
Society, Washington, DC, USA, 73-86. DOI=10.1109/MASCOTS.2007.50
http://dx.doi.org/10.1109/MASCOTS.2007.50
- Pinar Sarisaray Boluk, Sebnem Baydere, and A. Emre Harmanci. 2011.
Robust Image Transmission Over Wireless Sensor Networks. Mob. Netw.
Appl. 16, 2 (April 2011), 149-170. DOI=10.1007/s11036-010-0282-2
http://dx.doi.org/10.1007/s11036-010-0282-2
• Contribution 2: Image Quality Prediction and Estimation Integrated with
ARQ
To satisfy the demand of QoS based WMSN applications, the characteristics of
the multimedia data are integrated with the communication architecture of the
sensor networks. In this approach, the challenges from the wireless environment
and the QoS requirements of the applications are taken into account so that the
underlying communication protocols can adapt to meet the QoS requirements of the
applications given the current channel and network conditions. This challenge issue
leads to providing the accurate mapping from the application layer requirements to
the communication parameters.
Two novel image quality evaluation metrics have been proposed to obtain
the predicted quality of the image depending on the channel errors and node
failures. First metric predicts the image quality considering channel error rate and
communication layout. It enables a mapping from the number of lost packets to
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the quantifying image quality in terms of PSNR. In order to present its validity,
a real multi-hop testbed composed of Tmote Sky sensor nodes is used to transmit
a group of test images from source to destination. Then the effects of channel
conditions on both raw and EC encoded images are evaluated in terms of PSNR. By
virtue of these evaluations, two empirical distortion prediction models are obtained
depending on the presence of the EC algorithm, which enable a conversion from the
image perceptual quality requirement to loss tolerance of the network. The other
image quality estimation metric is based on the assumption that the averages of
the transmitted packets are available at the nodes, which try to estimate the image
quality before the transmission is completed.
These metrics are used for the accurate mapping from the application layer QoS
requirements to the lower layer system parameters, which are image quality
requirement at the application layer, the number of retransmission at the link layer
and the number of paths at the network layer.
In this context, link layer Automatic Repeat Request (ARQ) and network layer
multipath transmission mitigates the losses based on the redundant data. Without
considering the required perceptual quality, these techniques may result in
an excessively large amount of data redundancy and QoS degradation at the
application. By means of two proposed metrics, these methods adaptively adjust
their behaviors depending on the estimated perceptual quality offered by the
network. This contribution appears in the following papers:
- P.Sarisaray, K.Irgan, S Baydere, Image Quality Estimation in Wireless
Multimedia Sensor Networks: An Experimental Study, ICST Broadnets,
Greece, Lecture Notes in ICST, 2010.
- P. Sarisaray-Boluk, V.C. Gungor, S. Baydere, A.E. Harmanci, Quality aware
image transmission over underwater multimedia sensor networks, Ad Hoc
Networks, In Press, Corrected Proof, Available online 1 March 2011, ISSN
1570-8705, DOI: 10.1016/j.adhoc.2011.02.007.
• Contribution 3: A New Image Transmission Framework In this thesis, an
image transmission framework for maximizing both perceptual quality and energy
savings is proposed for QoS based imaging applications in WMSN. The proposed
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framework provides that application layer QoS requirements and routing layer QoS
requirements interact with each other and adapt along with the wireless channel
condition. For this aim, the framework performs several preprocessing operations
on the captured image in order to enable the integration of image quality awareness
to the routing layer.
Firstly, after capturing the image, packets are grouped into several classes with
different priority according to the importance of the information contained in
them. Then, they are labeled as high or low priority packets. In the prioritization
operation, two types of the encoding methods named Entropy and Edge are used to
present their effect on the performance of the image communication.
Secondly, the required perceptual quality assigned by the application layer is
mapped to the reliability requirement of the image by means of the proposed image
quality estimation metric. However, providing the assigned reliability requirement
for the whole image causes excessive energy consumption at the intermediate
nodes. Hence, required packet reliability levels are determined by considering both
the quality prediction model and prioritization levels of the packets.
The proposed QoS based image transmission framework uses a distributed routing
algorithm namely Image Quality Aware Routing (IQAR), for achieving reliable,
energy and delay efficient data forwarding. The protocol uses a distributed routing
strategy which is appropriate for large scale WMSNs. It builds a cost function,
whose coefficients are obtained from the application layer QoS requirements.
The routing algorithm not only provides the transmitted image reliability but
also balances the energy load of the sensor nodes involved in the delay bounded
communication.
- Sarisaray, P., K. Irgan, S. Baydere and E. Harmanci, Quality Aware Routing,
The 7th International Wireless Communications and Mobile Computing
Conference (IWCMC 2011)
- Sarisaray, P., S. Baydere and E. Harmanci, A QoS Aware Image Transmission
Framework for Wireless Multimedia Sensor Networks, Wireless Networks and
Mobile Communication, 2011 (accepted).
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1.5 Organization of the Thesis
This thesis begins by describing the state-of-the-art in areas of error correction
methods, quality of service based routing protocols quality estimation techniques for
Wireless Sensor Networks in Chapter 2. The rest of the thesis is organized as follows:
- Chapter 3: In this part of the thesis, the effect of the wireless nature on the image
transmission is exhaustively investigated by using several transmission variants. This
chapter corresponds to Contribution 1.
- Chapter 4: In this chapter, two image quality estimation and prediction metrics are
proposed. The integration of these proposed metrics to the transmission variants are
performed which corresponds to Contribution 2.
- Chapter 5: In this part of the thesis, a perceptual quality based image communication
framework is proposed. In designing the framework, a top-down approach is
used by mapping from the application layer quality requirements to the network
layer QoS parameters. A new image quality aware routing protocol is involved
in the framework and its performance is compared to another well known routing
protocol named MMSPEED. The framework is comprehensively analyzed in terms
of perceptual quality, delay and energy for varying number of flows. This chapter
corresponds to Contribution 3.
Chapter 6 concludes the thesis and discusses future work.
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2. BACKGROUND
Highly unreliable wireless sensor channel characteristics [15, 27] lead to packet losses
and eventually noticeably affect the perceptual quality of the multimedia application.
Hence, transmission mechanisms and error handling methods dealing with the packet
losses are needed to provide the crucial quality of the multimedia service.
As described in Chapter 1, this thesis focuses on robust delivery of image data in
wireless multimedia sensor networks (WMSN) by using error correction methods
and QoS based routing protocols combined with perceptual quality awareness. This
chapter presents the previous works on the image transmission, error correction
techniques and QoS based routing protocols for WMSN. Reliable and efficient image
transmission in wireless sensor environment may require the integration of the image
characteristics into communication protocols.
In order to explore the relation between the performance of the image communication
and obtained perceptual quality, well known image quality evaluation techniques such
as Peak Signal to Noise Ratio (PSNR), Weighted Signal to Noise Ratio (WSNR) are
widely used. Hence, this chapter also introduces basic concepts on image quality
evaluation techniques to make the remaining parts of the thesis more apprehensible.
The organization of the chapter is as follows: Section 2.1 presents image transmission
with data recovery methods including FEC, ARQ and EC in WMSN. Very few QoS
based routing protocols are developed to satisfy the application layer QoS requirements
in WMSN. They are described in Section 2.2 along with their pros and cons in terms
of image transmission. Section 2.3 presents various methods for evaluation of image
quality so as to explore the relation between perceptual quality requirements of the
application and wireless transmission.
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2.1 Image Transmission with Data Recovery Techniques
Wireless Multimedia Sensor Networks (WMSN) have an increasing variety of
multimedia based applications including image and video transmission. In these types
of applications, multimedia sensor nodes aim to provide both perceptual quality at
the end-node and energy efficiency at the intermediate nodes. Hence, robust image
and video communication in an energy efficient manner have become more imperative
due to the ubiquitous proliferation of multimedia applications over wireless sensor
networks.
Various image transmission problems have been studied in Wireless Sensor Networks
[28, 29, 30, 31, 32, 12]. Due to the strict energy constraints of the sensor nodes,
the majority of the studies focus on energy efficient image transmission in different
aspects involving preprocessing of the overlapped images [33, 34] and compression of
the transmitted image [29, 31, 35, 36, 37]. Few studies have proposed to increase
the performance of the image transmission in terms of perceptual quality and the
other application layer requirements in WMSN [38, 39, 40]. These studies have
utilized well known error correction techniques such as Automatic Repeat Request
(ARQ) [41] and Forward error correction (FEC) codes [42] in order to mitigate the
wireless transmission errors. In this context, Error Concealment (EC) is another error
mitigating technique, which is based on several coding standards such as discrete
wavelet transform (DWT) or discrete cosine transform (DCT) to obtain the subbands
of the image [43]. EC reconstructs the distorted multimedia data as closely as the
original one without increasing the bandwidth demand as well as avoiding the burden
of retransmissions and consequent delay [17]. It is performed on the received data
based on spatial, spectral or temporal redundancies. [16, 44]. However, EC suffers
from energy and computational overhead both at the source and at the sink. In [45]
and [16] different approaches have been proposed for image and video EC considering
the tradeoffs between various design forces. In spite of that, these techniques are
proposed for the applications with certain channel and source characteristics, which
are not suitable for WSN environment.
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ARQ techniques are based on the detection and retransmission of erroneous packets.
As ARQ schemes require the retransmission of the packets, they may significantly
increase the transmission delay, which may not be acceptable for multimedia
applications. [38] has developed a cross-layer design which integrates adaptive
modulation and coding at the physical layer with a truncated ARQ protocol at the
data link layer, so as to increase spectral efficiency (bit rate per unit bandwidth)
under specified delay and error performance constraints. The results show that
retransmissions mitigate stringent error-control requirements on modulation and
coding and present significant spectral efficiency performance. They also suggest
that making an adjustment between retransmission and spectral efficiency enables a
desirable delay-throughput tradeoff in practice.
Forward error correction schemes encode the transmitted data [42] by using additional
information called error correction codes. These codes allow data to be recovered at
the receiver upon error detection. Although FEC schemes recover a certain number
of errors in the packet, they may require a significant increase in the transmission
bandwidth, which may be prohibitive for applications that run over links with
low-bandwidth, bad channel conditions, etc. Depending on the channel conditions
and networks resources, a FEC/ARQ hybrid scheme may be used for applications
[46, 47, 48].
[40] proposes a novel scheme for image transmission in wireless sensor networks.
Firstly, multiple bit streams of the compressed image are produced by using discrete
wavelet transform. In order to achieve energy efficiency in the transmission, energy
cost caused by both control overhead and switching is decreased by using bursty small
fragments during communication. FEC channel coding (RCPC/CRC) and ARQ is used
to combat the channel errors. Unequal error protection strategy is also implemented
with the RCPC/CRC method. The results show that if bit error rate is below a certain
value, FEC coding is more energy efficient than ARQ schemes. Otherwise, FEC codes
can not correct the erroneous data due to their limited correction capability.
Wu et.al[39] have studied a reliable transmission scheme that utilizes FEC coding
and investigates the trade-off between energy and transmitted image quality. The
transmission scheme is based on multipath transmission and error correction with FEC
coding so as to achieve reliable image transmission. In the proposed model, two copies
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of the packets are transmitted over overlapped multipaths which converge to more
powerful nodes called cluster heads (CH). At the CH, the replica of the data are fused
in order to decrease the transmission errors in the packets. Then, the CH retransmits
the corrected packets towards the sink via other CHs. Their results indicate that their
proposed scheme improves the perceptual quality in terms of PSNR at the sink.
In [49], an energy efficient image transmission scheme based on DWT and
semi-reliable transmission is proposed to provide a reliable image transmission.
Firstly, DWT is applied to the original image to produce four sub-bands (Low-Low,
Low-High, High-Low, High-High) of multi resolution. Then, each sub-band is
decompressed by using entropy coding for lossless compression due to its low
computational and less complex nature. A prioritization operation is performed on the
packets to be transmitted depending on their resolution level. Consequently, multiple
packets with different priorities are transmitted. In this transmission scheme, as high
priority packets are transmitted reliably, low priority packets are transmitted in a
semi-reliable manner which utilizes priority based packet dropping mechanism to save
energy.
WMSN applications require QoS based image transmission to satisfy the end-user
in terms of perceptual quality, timeliness and etc. Hence, some essential factors
identifying image characteristics (intra-image prioritization, etc) and vital interactions
between application layer QoS requirements and underlying network conditions
should be taken into account. However, the mentioned studies focus on the energy
issue without considering the image quality requirement perceived by the end-user.
Furthermore, the studies, investigating the performance of the image transmission in
terms of packet loss and perceptual quality, do not consider image characteristics and
physical layer communication parameters in their solutions.
2.2 Quality of Service (QoS) based Routing Protocols
This section refers to QoS based routing protocols used for supporting real-time
communication in WMSNs. In this category of protocols, the network tries to satisfy
certain QoS metrics, e.g., delay, energy, bandwidth [19, 20, 18, 50]. The sequential
assignment routing (SAR) [50] algorithm is a table-driven multi path protocol that
aims to attain energy efficiency and fault tolerance. SAR computes a weighted QoS
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metric as the product of the additive QoS metric and the priority level of the packet.
It aims to minimize the average weighted QoS metric to increase the lifetime of the
network. However, as the number of nodes in the network is increased, this algorithm
suffers from processing time overhead for handling the tables. It also does not consider
multimedia data nature during the communication.
The Energy-Aware QoS Routing Protocol for Wireless Sensor Networks given in [18]
finds a least cost and energy efficient path by considering certain end-to-end delay
constraint. The link cost is calculated by using the parameters, which are nodes’
energy reserve, transmission energy, error rate and other communication parameters.
A class-based queuing model is utilized to sustain both best effort and real-time traffic
at the same time. Service sharing can also be done for real-time and non-real-time
traffic. However, it does not support multiple priorities for the real-time traffic. It is
also not scalable because the calculating multiple paths requires complete knowledge
of the network topology at each node.
SPEED [19] is a hop by hop routing algorithm supporting real-time anycast for packet
transmission. Since SPEED does not need routing tables, it has minimal control packet
overheads. The SPEED protocol uses periodic beacon packets between neighbors.
Two types of beacons are used for delay estimation and congestion (back-pressure)
detection to adapt network fluctuations. Using geographic information, packets are
forwarded only to the nodes which are closer to the destination. Among the eligible
closer nodes, the ones which have the least estimated delay have a higher probability
of being chosen as an intermediate node. The packet is dropped, if there are no nodes
fulfilling the delay constraint. SPEED supports real-time communication over wireless
sensor networks by providing guarantees on the maximum delay.
MMSPEED protocol [20] which is an extension of the SPEED protocol, provides
service differentiation and probabilistic QoS guarantee. Like SPEED, all mechanisms
in MMSPEED work locally without global network state information and end-to-end
path setup. Hence it is scalable and adaptive to network dynamics. In this protocol,
multiple network-wide packet delivery speed options are provided for different traffic
types according to their end-to-end deadlines. In providing communication reliability,
probabilistic multi path forwarding method is used to control the number of delivery
paths based on the required reliability of the application. These methods are performed
15
in a localized way with dynamic compensation to decrease the inaccuracies of local
decisions. Both SPEED and MMSPEED do not consider any further energy metric.
They are also not able to cope with mapping process from perceptual quality to network
parameters.
Few studies support context and quality aware adaptive communication protocols to
provide to achieve the required quality of service [51, 52, 22]. [51] presents an
integrated cross-layer and optimization framework with a theoretical modeling in
order to transmit multimedia data over Wireless Multimedia Networks. [52] shows a
multimedia transmission scheme for efficient communication by providing both energy
saving and high QoS achievement. It utilizes an energy aware hierarchical routing
protocol integrated with a smart video packet scheduling algorithm so as to attain its
objectives. [22] proposes an optimized Multi-Path Multi-Priority transmission scheme
(MPMP) in which network and transport layer algorithms are used.
In the MPMP framework, a Two-Phase geographic Greedy Forwarding multipath
routing protocol is utilized to find the maximum number of disjoint routing paths in the
network layer. Then, a context-aware multipath selection algorithm in transport layer is
used to select the maximum number of paths from all discovered disjoint routing paths
for maximizing the gathering of the most valuable information to the sink. However,
none of the previous works gives a simple approach which maps QoS requirements at
underlying layers from application layer’s needs.
2.3 General Information on Image Quality Evaluation
When evaluating the performance of communication protocols and transmission
schemes, quality evaluation of the impaired images at the receiving side has significant
importance for deciding whether the required quality of the application layer can be
satisfied. Moreover, this may be utilized in quality aware transmission schemes when
making the routing decisions in order to adjust coding and transmission parameters.
Hence, quality evaluation is employed in several WMSN applications before the
information extraction stage to figure out whether the received image is sufficient to
extract the required information or not. At this point, image quality evaluation metrics
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are used for the evaluation of the image communication performance which present
the numerical image quality as close as perceived by the human-beings.
Mean Opinion Score (MOS) is the most widely used technique based on subjective
human evaluation [53, 54, 55]. In this technique, a study group involving several
individuals evaluates the images and assigns scores to them. As a result, MOS is
the average rating of the obtained scores. As MOS is very time consuming and can
only be performed by human-beings, it is not useful for WMSN. Therefore, objective
quality assessment (QA) techniques are used to quantify the quality of an image.
In [56, 57, 58, 59], the performances of several objective QA algorithms are
comprehensively studied along with corresponding subjective results. These metrics
are grouped into three different classes [55] according to the availability of
the original image: Full-Reference (FR) Metric, No-Reference (NR) Metric and
Reduced-Reference (RR) Metric.
FR metrics are the most commonly utilized metrics to evaluate the quality of an image.
They are based on evaluating the errors between the impaired and the reference images
and quantifying the distortion of the image in a way that simulates human visual error
sensitivity feature [60]. NR metrics evaluates a distorted image without requiring the
original image [61]. It is also called as "‘single-ended"’ and "‘blind"’. Although it
seems more appropriate for WMSN applications, these metrics are new and not fully
described. They also have a lower correlation with mean opinion scores with a high
CPU load and resulting time limitations.
RR metrics present the best compromise as compared to FR and NR metrics for
wireless image communication [62]. These metrics require a small amount of image
information regarding the original image in the quality evaluation. From the network
view, additional information is transmitted to the destination together with the image,
leading to extra bandwidth and computational overhead.
The communication protocols require the current situation of the image
communication in terms of perceptual quality so as to take some precautions during
the communication. As both the intermediate nodes and the sink may not have the
reference image, FR metrics may not be appropriate to be used at the intermedia nodes
for network related operations. Hence, NR and RR metrics enable the communication
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protocols to measure or estimate the current situation of the communication in terms
of perceptual quality by means of very little or no image information.
Two well known FR image quality assessment metrics are also used so as to evaluate
transmitted images at the end-user. These metrics are Peak Signal to Noise Ratio and
Weighted Signal to Noise Ratio.
PSNR is calculated with the mean squared error (MSE), computed by averaging the
squared intensity differences of distorted and reference image pixels, along with the
related quantity of PSNR. These are appealing because they are simple to calculate,
have clear physical meanings, and are mathematically convenient in the context of
optimization. But they may not very well match the perceived visual quality [63].
The simplest implementation of this concept is the MSE, which objectively quantifies
the strength of the error signal. But two distorted images with the same MSE may
have very different types of errors, some of which are much more visible than others
[36]. Hence, in order to overcome the shortcomings of the above mentioned measures,
we use the other FR quality metric called Weighted Signal Noise Ratio which is a
linear spatially invariant approximation of the Human Visual System. It is an efficient
objective quality measure in image processing applications [64].
2.3.1 Peak Signal To Noise Ratio (PSNR)
Peak Signal to Noise Ratio (PSNR) is a general quality metric which weighs
differences in signals with a logarithmic base. It is used mainly to assess distortions
of the signals caused by external sources. It is commonly used in image processing
especially for comparing the performance of compression algorithms.
In this metric, image quality distortion is measured by comparing the input image of
the source’s encoder against the impaired image of the destination’s (sink) decoder,
which is defined as
MSE = 1
N1×X2
N1∑
i
N2∑
i
[
I(i, j)− Î(i, j)
]2 (2.1)
where MSE, I(i, j) and Î(i, j) are the mean square error, the pixel values of the original
and reconstructed images respectively. And MSE is used to calculate PSNR as
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PSNR(dB) = 20log10
255√
MSE
(2.2)
2.3.2 Weighted Signal to Noise Ratio (WSNR)
Weighted Signal to Noise Ratio (WSNR) uses a frequency domain transform function
namely contrast sensitivity function (CSF). CSF is utilized to filter spatially all
inappreciable frequencies by the human visual context. This quality measure can take
into account the effects of image dimensions, viewing distance, printing resolution, and
ambient illumination. The first step for calculating WSNR is finding an error image by
computing the difference between the original image and the distorted image. Then,
the error image is weighed by a linear spatially invariant approximation to frequency
response of the Human Visual System (HVS) given by CSF. Finally, a Weighted
Signal-to-Noise-Ratio (SNR) is computed [64]. This procedure can be shown by
WSNR(dB) = 10log10
∑i, j
∣∣I f (i, j)CSF(i, j)∣∣2
∑
i, j
|Ω(i, j)CSF(i, j)|2
 (2.3)
where
Ω(i, j) = I f (i, j)− Î f (i, j) (2.4)
and I f (i, j), Î f (i, j) and CSF(i, j) represent the Discrete Fourier Transform (DFT) of
the input image,reconstructed image and CSF, respectively.
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3. WIRELESS IMAGE TRANSMISSION ERROR RECOVERY
TECHNIQUES
3.1 Introduction
Robust image and video communications have become more imperative due to the
ubiquitous proliferation of multimedia applications over wireless multimedia sensor
networks (WMSN). In this chapter, the transmission distortions on the image data
induced by both channel and instant node failures for WMSN are investigated by
means of a more realistic channel and node failure model. Two types of error correction
methods are utilized in order to mitigate packet losses or errors in WMSN. First error
correction method is watermarking based error concealment (EC) utilizing discrete
wavelet transform for embedding downsized replicas of original image into itself,
thereby mitigating degradations in a backward-compatible scheme. Particularly, EC
technique proposed in [16] for WMSN to handle block and pixel losses has been
adopted. The other is conventional Reed-Solomon(RS) coding utilizing additional
information bits to correct bit/symbol errors.
Their integration with disjoint multipath and multipath with fusion are studied to
compensate the multimedia distortions at the expense of incurring additional energy
consumption and/or wasting bandwidth resources. In this context, the performance
of all transmission variants considering the possible combinations of potential
techniques such as single path, EC integrated, RS coding integrated and pure multipath
transmission techniques is comprehensively analyzed in terms of error rate, node
failure probability and application layer perceptual quality.
Besides the performance evaluations, packet loss and energy consumption are also
analyzed mathematically. Packet loss analysis of the transmission variants is
investigated depending on the channel error rate, which serves to convey the benefit
that is gained using multipath transmission techniques. In order to verify the usability
of the proposed transmission variants in resource constrained WMSN, their energy
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Figure 3.1: General WMSN scenario.
consumptions are comprehensively investigated. Energy costs of the all transmission
variants are also presented in terms of the proposed metric named Energy Quality Index
(EQI), which considers trade-off between image quality and energy consumption.
Moreover, two different perceptual image quality metrics are used for the performance
comparisons. Thus, the effect of physical layer, transmission schemes and error
protection methods on the perceptual quality are shown by means of different quality
assessment.
The rest of the chapter is organized as follows: Section 3.2 describes the models and
assumptions. Section 3.3 presents the algorithms and the underlying transmission
variants investigated in our work. Packet loss and energy consumption analysis are
given in Section 3.4. In Section 3.5, experimental setup and performance results
are given. Further analysis of the EC Schemes is provided in Section 3.6. Finally,
conclusion is given in Section 3.7.
3.2 Models and Assumptions
In this section, the assumptions are given and the considered scenario is described for
our work. The communication layer models used in the simulations are also given in
this section.
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3.2.1 General WMSN schema
In this thesis, a general WMSN system is considered in order to transmit an image
or images from the source to the destination, as shown in Fig. 3.1. It depicts the
system entailing two types of sensors; Type 1 Ci, i=1,2 . . .W sensors are equipped
with CMOS cameras such as Cyclops [10] and CMUcam3 [3] with very low bit rate
image encoders, and Type 2 Qi j, i=1,2 . . .W1, j=1,2 . . .W2, sensors are relay sensors. If
an event occurs in the event area, one or more Ci nodes will capture the event. Then Ci
nodes will send these images to the sink via Qi j nodes, which are used for forwarding
data to the sink.
This general scenario may be applied on various applications varying from surveillance
systems such as locating missing people, border monitoring, identifying criminals,
traffic monitoring to environmental and industrial applications such as animal habitats
and building monitoring. A survey of such practical applications for Wireless Sensor
Networks is given in [2, 65]. In order to simulate this study, the following assumptions
were used for the general scenario.
1. Ci’s capability is higher than that of the Qi j’s in terms of energy, processing power,
and storage capacity.
2. The energy issue is not the primary problem for Ci and the sink nodes.
3. Qi j do not die while receiving or transmitting the packets heading to it during a
communication interval.
4. The sink’s capability is higher than all other kind of the sensors.
5. The sink and Ci nodes don’t die during the communication.
3.2.2 Instant node failure model
The unreliability of the sensor nature is modeled by a Markovian on-off node failure
model. Markovian node failure model is used to present temporary failures which are
commonly solved in a certain "recovery" period. This model tries to capture packet
reception failures of the nodes due to buffer overflow, hidden node problem and any
temporary software/hardware malfunctions etc. In this model, all packets sent to the
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Figure 3.2: Two state Markov model. Subscript f is for off (failure) state, whereas g
stands for on (good) state and Pi j is the transition probability from state i
to j where i, j ∈ o f f ,on.
node are lost regardless of the wireless channel state in the "off" state. It is also
assumed that the node does not change state in the middle of the transmission of a
packet. In this thesis, 10% percent probability of failure of the node means that the
node is not 10% likely to relay the packet due to its instant failures even if the node is
included in the path between the source and the destination.
3.2.3 Channel and radio model
The channel model connects the average packet error rate to the physical channel
impairments. In this study, we adopted a channel and radio model from [27] applicable
to real WMSN settings. Actually, the physical layer experiences the existence of three
distinct reception regions: connected, transitional, and disconnected. The transitional
region is quite significant in size, and has high-variance in reception rates, which is
specifically a concern for wireless sensor environment [66]. Therefore, a shadowing
channel model [67] in transitional regions is used to obtain the packet reception rates
as a function of the distance. Based on this model, the effect of the physical layer
parameters on the quality of the transmitted image at the end-user is further studied.
The channel model is given as follows: The packet error rate is computed as a function
of the distance d between the nodes. The signal to noise ratio (SNR) is defined as
γ(d) = Pout −PL(d0)−10c log10
(
d
d0
)
+Xσ −Pc (3.1)
where γ(d) is the SNR for a given (d), d is the transmitter-receiver distance, Pout is
the output power of the transmitter. Pc, c, Xσ , d0, PL(d0) are constants, which are
defined as the noise floor, the path loss exponent, a zero mean Gaussian (in dB) with
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standard deviation σ (multipath effect), a reference distance and the power decay for
this distance, respectively.
The packet error rate of a transmitted packet over a physical channel p is:
p = 1− (1−Pe)8 f (3.2)
where f is the frame size in bytes and Pe is the bit error rate. Assuming NRZ encoding
and NCFSK modulation as utilized in various practical WMSN systems [68], Pe is
given by
Pe =
1
2
exp−
α
2 (3.3)
where α is Eb/N0, defined as the energy per bit to noise power spectral density ratio.
This value can be obtained from SNR as follows:
γ(d) = Eb
No
R
BN
(3.4)
where R is the data rate in bits, and BN is the noise bandwidth. In this model, we take R
= 19.2 kbps and BN = 30 kHz which are the common values of MICA2 motes. Hence,
Packet Error Rate (p) at a distance (d) for the encoding and modulation assumed in
this analysis is given as follows:
p = 1−
(
1− 1
2
exp−
γ(d)
2
1
0.64
)8 f
(3.5)
3.3 Image Transmission Algorithms
In this chapter, seven transmission variants are investigated and their performances
are compared. Table 3.1 shows the abbreviated names of the transmission variants,
transmission styles and error correction methods. The algorithm and their transmission
styles are described in the following.
I. SP scheme is the simplest case selected as a baseline for performance
improvement. In this scheme, a test image (i.e. Lena) is transmitted from the
source to the destination on the single path, subject to certain channel and node
failures based on the characteristics.
II. MF scheme performs braided multipath transmission to support image recovery
by combining received images coming from the network to the sink.
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Table 3.1: Transmission Variants.
Braided
Multipath
Disjoint
Multipath
FEC EC
Multipath Transmission with Fusion (MF) √ - - -
FEC & Multipath with Fusion (RSMF) √ - √ -
FEC & Disjoint Multipath (RSDP) - √ √ -
Error Concealment & Multipath with Fusion (ECMF) √ - - √
Error Concealment & Disjoint Multipath (ECDP) - √ - √
FEC & Error Concealment & Multipath with Fusion (REMF)√ - √ √
III. RSMF scheme comprises error correction coding and MF scheme. Hence, it
utilizes RS coding and braided multipath transmission technique with fusion.
IV. RSDP scheme employs FEC algorithm on disjoint multipath.
V. ECMF scheme employs error concealment algorithms on braided multipath. In
other words, it utilizes the EC and multipath transmission technique with fusion
algorithm on multiple-path transmission with the same fusion algorithm.
VI. ECDP scheme combines EC and DP schemes. In this scheme, the fusion
algorithm is applied to the received replicas by the sink. EC algorithm is utilized
to decrease both pixel and block lost in this scheme.
VII. REMF scheme combines EC, FEC algorithm and multipath transmission with the
fusion algorithm. In this scheme, while EC algorithm handles corrupted blocks,
FEC and fusion algorithms handle pixel losses.
The algorithms and their transmission styles are explained in the following subsections.
3.3.1 Error correction coding
Reed-Solomon (RS) based FEC coding is a common technique that provides error
robustness of image transmission [41]. In wireless settings, FEC coding utilizes
redundant data to correct the wireless link errors due to channel impairments at the
expense of the bandwidth and power consumption. RS coding provides the following
capability: Let RS(n,k) be the code under consideration, where n is the block size in
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number of symbols and k < n is the number of information symbols. Let m denote the
number of bits in each symbol. Any combination of (n− k)/2 symbol errors out of n
can be corrected.
In our experiments, RS enabled schemes are modelled as follows: after capturing the
image (I), source node (Ci) encodes the packet with bit based RS encoding algorithm.
Then, it transmits the redundant packets to the sink via intermediate nodes (Qi j).
Qi j nodes decode the received packet utilizing RS decoding algorithm to correct the
bit/symbol errors. Qi j nodes also regenerate the packets using RS encoding algorithm
and then transmits it to the destination.
3.3.2 Watermarking based error concealment algorithm
In this study, watermarking based EC algorithm is utilized to mitigate the errors due
to channel and node failures. The algorithm has two phases, named EC encoding
and EC decoding. The encoding phase occurs at the Ci sensor node. In this phase,
Discrete Wavelet Transform (DWT) is used to produce subbands/wavelet coefficients
and minimized replica of the image.
The minimized replica is embedded into the host macro-blocks in subbands of the
to-be-transmitted image. Locations of the macro-blocks are determined by using
a shared-key-dependent pseudo-random sequence. Then, watermarked image in
wavelet domain is transformed into pixel domain by inverse discrete wavelet transform
(IDWT). EC encoding phase produces the watermarked image without changing the
size of the original image.
The EC decoding phase is employed at the sink. In EC decoding phase, DWT is
applied on the received watermarked image to determine the location of the embedded
replicas. Then the received image is scanned for lost pixels and blocks. All replica
coefficients, corresponding to lost ones, are found. Then their average is placed into
the image.
If all of the replicas’ coefficients embedded in the subbands are lost, then each pixel
in the lost macroblock is replaced by the median value of the sequence of neighboring
macroblocks’ corresponding pixel. All steps of the EC algorithm and the transmission
of the watermarked image over WMSN are illustrated in Fig. 3.3. The EC algorithm
employed is a modified version of the wavelets based error concealment algorithm EC
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Figure 3.3: An illustration of the error concealment scheme with multihopping
through possibly disjoint multipath over intermediate nodes to a sink with
fusion capabilities.
proposed in [16] and [69]. The algorithm is adapted for WMSN, so as to correct all
pixel and block losses due to channel and node failures.
The EC encoding algorithm used by the source node is given as:
At the Nodes C j,
1. Capture the original image, I, with size of N1×N2 pixels.
2. Check the image: if there are pixels consisting of all 0’s, then replace a pixel value
in each of these pixels with 1. This step facilitates fragile watermarking for error
detection [70].
3. Take Kth level pyramid-structured DWT of the original image I and produce the
replicas to be embedded with size of (N1/2K) × (N1/2K).
4. Scale each replica by the designated coefficient, then embed that scaled replica in
each pyramid-structured wavelet subband, excluding LL ones, by using shared-key
dependent sequence for each individual subband. .
5. Take inverse DWT (IDWT) of the watermarked image, namely IWM, and round the
floating-point pixel values to the corresponding integer values.
The EC decoding algorithm used by the the sink node is given as: At the Sink,
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Figure 3.4: The received EC coded images at different packet reception rates.
1. Read the received image, Ireceived , and determine the lost pixels by searching
bytes consisting of 0’s. Thus, fragile watermarks were utilized in this step for
error-detection.
2. Take Kth level pyramid-structured DWT of the received image Ireceived .
3. By generating shared-key dependent random sequence, which is also used in the
encoder, determine the location of lost pixels’ replicas for each individual subband.
4. Multiply each replica with the known scaling coefficient used in the encoder and
take Kth level IDWT of the extracted replicas.
5. If there is more than one non-zero extracted pixels, take the average of all those
non-zero values, then place that average into the received image, Ireceived , as the lost
pixels. After this process is finished, we have constructed the extracted image, Iext .
6. Scan Iext for lost pixels, which could not be healed. If there are still pixels consisting
of all 0’s, then replace them with the median value of the neighboring healthy
blocks. After this process, the healed image Ihealed in the sink was constructed. The
received images Ireceived at different packet reception rates (PRR) and their healed
ones Ihealed are given in Figure 3.4.
The pseudo-codes of the EC encoding and EC decoding algorithms are also given in
Fig. 3.5 and Fig. 3.6, respectively.
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1: Input:
2: I ← Capture the original image
with the size of N1 X N2;
3: Begin:
<4 - 10 > : Check the image: if there are pixels consisting of all 0’s then replace a pixel
value in each of these pixels with 1
4: for(i = 1 to N1)
5: for( j = 1 to N2)
6: If (I(i, j) == 0) then
7: I(i, j) = 1;
8: end if
9: end for
10: end for
Take DTW of the original image I to produce the subbands
11: [LL,LH,HL,HH] = DWT(I);
Create the replica by using LL subband
12: Ikrep = DWT (LL);
Scale the replica for decreasing visual impact in watermarked image
13: W= Ikrep/a ;
<14 - 16 > : Embed the replicas into the each subband excluding LL ones
14: foreach (j = LH,HL,HH)
15: [LHw,HLw,HHw] = EMBED(W, j,rand());
16: end foreach
Take inverse DWT of the watermarked image
17: Iwmd = IDWT (LL,LHw,HLw,HHw)
Transmit the watermarked image with the size of N1XN2 to the sink
18: SEND(Iwmd , sink);
Figure 3.5: EC Encoding Algorithm at the C j nodes.
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1: Input:
2: Icor ← Receive the corrupted image with
the size of N1 X N2;
3: Begin:
Create a copy of the corrupted image for the healing
4: Ihealed ← Icor;
Take DTW of the corrupted image Icor to produce the subbands
5: [LL,LH,HL,HH] = DWT (Icor);
<6 - 8 > : Create temporary variables for the healing
6: counter ← 0
7: avgpixel ← 0;
8: mdnpixel ← 0;
<9 - 14 > : Determine the lost pixels and find the lost pixel’s replicas
9: foreach (k = LH,HL,HH)
10: Pixelk=FindPixel(i , j ,k )* a;
11: If (Pixelk ∼=0)
12: counter = counter+1;
13: avgpixel = avgpixel + Pixelk;
14: end if
15: If (counter ∼= 0)
Take the average of the redundant pixels
16: avgpixel = avgpixel / counter;
17: else
If redundant pixels are not found, take median of the neighbor pixels around the lost
pixel
18: avgpixel=Median(i,j,k)
19: end if
Change the lost pixel with the corrected pixel
20: Ihealed(i, j) = avgpixel
21: end all
Figure 3.6: EC Decoding Algorithm at the Sink.
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3.3.3 Multipath image transmission schemes
In multipath transmission, the image captured from the source is transmitted through
diverse paths to improve the perceptual quality of the received image at the sink. We
use two different approaches to construct the paths between the source and the sink.
These schemes are depicted in Fig. 3.7 and described below: The first approach named
Disjoint Multipath constructs np disjoint multipaths that are utilized to transmit the
replica of the images to the sink. These parallel streams may suffer due to node
failures and channel impairments. However, the likelihood of simultaneous distortion
on all paths is much lower than a single path. This probabilistic leverage facilitates
the fundamental robustness of multipath transmission. Disjoint multipath scheme also
utilizes a similar yet much simpler fusion algorithm namely select max on the sink.
While transmitting the replicas of the image to the sink on different paths, the replicas
of the image may be corrupted due to the channel impairments, node failure or other
hostile factors. Thus, the received images may be composed of correct and erroneous
coefficient values. The select max algorithm performs fusion in the pixel value domain
by selecting for each fused pixel the input coefficient with the largest absolute value.
In the second approach called braided multi-path transmission with fusion, i.e. with
common nodes called Cluster Head (CH), implies that a CH node on the transmission
route may receive redundant but different packets of the image, a fusion algorithm
is utilized to correct the bit/symbol errors by processing these redundant packets.
Depending on the the status of the channels and the node failures during transmission,
two copies of the packet can be received with the same coefficient for a pixel location.
If the coefficient values at position (i,j) are the same, CH node adopts any one of them.
Otherwise, CH decides which value is lost. If only one of them is lost, it takes the
other value. If both values are lost, the CH compares a 3 × 3 block of pixel values
surrounding I(i,j) from the packets. The coefficient values are grouped into a total of
18 values.Then the median value for this group is calculated and embedded at position
I(i,j) [71]. When transporting the packets on the paths, in case of a packet loss, CH
creates the replica of the received packet and then sends these redundant packets to the
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Figure 3.7: Multipath image transmission schemes.
destination nodes. [39]. Hence, this technique is used to decrease the probability of
packet loss and to ensure hop by hop reliability
3.4 Analysis
In this section, two performance metrics are analyzed in a wireless multimedia
sensor network: energy consumption for EC schemes and packet loss analysis for
transmission variants.
3.4.1 Energy consumption analysis
Energy consumption is a critical issue for resource constrained WMSN. Therefore, it is
crucial to analyze any scheme targeting WMSN in terms of its power consumption cost.
For this work, sensor transceiver energy model is adapted from [39], which gives the
energy model for FEC and multipath transmission with fusion (RSMF). In this section,
EC encoding operation, ECDP and ECMF schemes are analyzed intensely in terms
of energy consumption. However, they can easily be derived from the given energy
models. Before the ECMF and ECDP energy consumption analysis, EC encoding
energy analysis is given, which is involved in the both schemes.
3.4.1.1 Energy consumption for EC encoding
For the methods involving error concealment, the energy consumption depends on the
incurred cost of wavelet transform and watermark embedding at the source node. The
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corresponding cost of performing wavelet transform, concealment and post-processing
at the sink node is not considered in this analysis since the capabilities of the sink node
is assumed to be prevalent. Therefore, the error concealment overhead in terms of
energy is critical at the source node and basically comprises three operations: EDWT
for wavelet decomposition, EEMB for embedding the watermark and EIDWT for wavelet
composition. These components are depicted in Fig. 3.3.
The energy consumption of wavelet transform for watermarking can be derived in
terms of the number of basic operations performed for the transform. The number
of the required basic operations for the wavelet decomposition is hardware specific.
Our analysis is based on the model constructed by Lee and Dey for Daubechies
5-tap/3-tap filter in [72]. They analyzed the wavelet decomposition in terms of four
basic operations, namely shift, add, memory access and memory write. The energy
consumptions for shift operation per byte, add operation, memory access operation and
memory write operation are also represented as εshi f t , εadd , εmr and εmw, respectively.
For subband decomposition iteratively applied K times, EDWT the is approximately
equal to:
EDWT (N1,N2,K) = N1×N2×EDWT,K = ϕ (3.6)
where EDWT,K is the energy consumed per pixel and
EDWT,K = (γεshi f t +ηεadd +θεmr +κεmw) ·
K
∑
i=1
1
4i−1
where K is the decomposition level for DWT transform. For this type of filter, during
low-pass decomposition, 8 shift and 8 add instructions are needed to perform for each
pixel whereas high-pass decomposition requires 2 shifts and 4 adds. Each pixel is read
and written twice. Hence, γ , η , θ and κ are constants, which are taken, as 10, 12, 2
and 2, respectively.
The watermark embedding overhead is similarly analyzed. For watermark embedding,
there are two dominant operations: the random number generation for deciding the
embedding path (the random locations of host pixels) and modification of the pixel
values in the original image during watermarking. These can be represented as EEMB,
ERNG, and EMDF , respectively. Thus,
EEMB = ERNG +EMDF (3.7)
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In this analysis, a software based Random Number Generator (RNG) such as TinyRNG
is assumed to be used for random number generation which determines the coordinates
in the host image for embedding the macroblocks of the replica [73]. A pseudo random
generator has a deterministic algorithm, whose major operations are the initialization,
entropy accumulation, reseed and random number generations phase[73].
These operations are assumed to be performed once for each image transmission.
Therefore, the main contributor to the power consumption is the random number
generation itself. The energy RNG cost erng, reseed cost ersd , and entropy
accumulation cost eeacc as taken from [73] are given in Table 3.3.
The total erng cost is calculated by multiplying the total number of macroblocks in the
replica, which is defined as nmacrep, by the number of host subbands, and the number
of necessary random address bits for each macroblock embedding nranadd . nmacrep is
given as:
nmacrep =
N1×N2
22K ×26 (3.8)
for an N1 ×N2 image, K-level decomposition and 8-by-8 macroblocks in the replica.
As nranadd ,
nranadd = log2
N1×N2
22
. (3.9)
gives the necessary number of random addressing bits to be generated. Multiplying all
the three factors for etotalrng , the total energy cost for random number generation in RNG
is calculated as
etotalrng = 3×nranadd ×nmacrep× erng (3.10)
for each image transmission. Therefore, the total cost of RNG (ERNG) for the entire
image is
ERNG = etotalrng + ersd + eeacc (3.11)
For the embedding operation, one reading and one writing is necessary for each pixel
of the replica. The number of pixels in the replica is N1×N2/4K where K is the number
of decompositions. Therefore, the cost of embedding (EMDF ) for the entire image is
EMDF = 3(εmr + εmw) · N1×N24K (3.12)
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After embedding the replicas, inverse discrete wavelet transform IDWT is performed to
acquire the watermarked image. The energy consumption of IDWT operation EIDWT
is approximately equal to:
EIDWT = (γεshi f t +ηεadd +θεmr +κεmw)
N1×N2
22
(3.13)
Then the total watermarking cost ECONC is
ECONC = (EDWT +EEMB +EIDWT ) (3.14)
where EDWT and EEMB are given in Eq. 3.13 and Eq. 3.7, respectively.
3.4.1.2 Energy consumption for ECDP and ECMF scheme
Let h denote the number of hops along the shortest path between the source and sink,
np is the number of paths, nc is the number of clusters and nh is the size of the cluster
in terms of hops. For ECDP scheme, there is one cluster between the source and sink,
so nh will be equal to h and nc=1.
For the ECMF scheme, the number of clusters along the path for clusters with two
hops is defined as:
nc = a+ r (3.15)
where nc is the number of clusters, a = ⌊h/2⌋ and r is defined as
r =
{
1 if h is odd
0 if h is even (3.16)
The energy consumed in transmission per bit is given as:
ET X = εe + εad2 (3.17)
where εa is the energy dissipated in Joules per bit per m2, εe is the energy consumption
for transmission and reception by the circuit per bit and d is the distance between
wireless transmitter and receiver. The energy consumed in reception per bit is given
as:
ERX = εe (3.18)
The energy spent in combining packets per bit is estimated in [74] as
ECMB = δ (3.19)
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where δ is the energy consumption for combining. All energy consumption metrics
and their values are given in Table 3.3.
3.4.1.3 Energy consumption for ECDP scheme:
In the ECDP transmission scheme, the source node transmits the redundant packets
to the sink node over disjoint multipath via Qi j nodes. Each packet is received
successfully if the relay node is alive. This process continues in the same fashion
until the images are received at the sink node.
The energy cost to send a packet to an intermediate node is given by
E1 = mnET X (3.20)
where n is the block size in number of symbols and m is the number of bits in each
symbol.
As the intermediate node is not in “off” state, it will receive and forward the packet to
the next intermediate node Qi+1, j. The consumed energy for this process is given by
E2 = mn(ERX +ET X) (3.21)
where ERX and ET X is the receiving and transmitting energy consumption per bit. This
process continues in the same fashion until the image is received at the sink node.
Hence, the total energy consumption for all the intermediate nodes is given as:
E3 =
h
∑
j=2
mnE2
(
1−P jo f f
)
(3.22)
where P jo f f is the failure probability for the j node. Thus, total energy consumption for
transmitting an image over disjoint multipaths is given as:
Etrans = np× (E1 +E3) (3.23)
where np is the number of the path between the source and the destination. Finally,
total energy consumption per pixel for the scheme with modified error concealment
considering the number of replica packets on the disjoint multipath is given by
EECDPoverhead =
Etrans +ECONC
N1×N2 (3.24)
where ECONC is the energy consumption of EC encoding at the source node.
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3.4.1.4 Energy consumption for ECMF scheme:
During the transmission of the image, source node transmits the packets to next CH
node via relay nodes Qi j . The number of relay nodes gives the number of paths,
which are utilized to send the redundant packets to the next CH node. At each cluster,
cluster head (CHi) combines the redundant packets to compensate the link errors.
Then, CHi node again sends the redundant packets to the intermediate nodes. This
process continues in the same fashion until the image is received at the sink node. The
energy cost to send a packet to an intermediate node is given by
E1 = mnET X (3.25)
where ET X is the transmission energy per bit, n is the block size in number of symbols
and m is the number of bits in each symbol. As the intermediate node is not in "off"
state, it will receive and forward the packet to the next cluster head CHi+1. The
consumed energy for this process is given by
E2 = mn
(
1−Po f f
)
(ERX +ET X) (3.26)
The energy consumption to receive a packet at the cluster head CHi+1 is given by
E3 = m(nERX) (3.27)
Thus, the energy consumption of transmitting a packet from CHi to CHi+1 with
intermediate nodes is given by
E4 = np (E3 +E2 +E1) (3.28)
where np is the number of the path between the source and the destination. If the
cluster head CHi+1 receives multiple copies of the packet coming from Qi j nodes , it
will also combine them. The combining energy cost is given by
E5 = mnECMB
(
1−Po f f
)2 (3.29)
where ECMB is the energy consumption for combining. Hence, the energy consumption
of the multiple packets between two clusters Eclus is defined as
Eclus = (E4 +E5) (3.30)
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We utilize Ai+1 to characterize the event that a packet is received at the cluster head
CHi+1 where i = 1, . . . ,nc. For a specific packet, there are np relaying nodes that
forward the packet within a cluster. The packet will be sent from cluster head CHi and
received by cluster head CHi+1 unless all np relaying nodes are in "off" state. Thus,
the probability that a packet is received at cluster head CHi+1 given that it is received
at cluster head CHi is given by
P[Ai+1|Ai] = 1−Pnpo f f , i = 2, ..,(a). (3.31)
Given that there are nc clusters and there are r hops before the last cluster head (i.e. the
one closest to the destination) where Elast is the energy consumption of the last hop
Elast = mn(ERX +ET X) (3.32)
Hence, Etrans is given by
Etrans =
a
∑
i=1
(1−Pnpo f f )iEclus +(1−P
np
o f f )
arElast (3.33)
Finally, total energy consumption per pixel for the scheme with modified error
concealment considering the number of replica packets on the multiple path is given
by
EECMFoverhead =
Etrans +ECONC
N1×N2 (3.34)
This derived cumulative energy metric is used in Section 3.5.3 to evaluate ECMF
scheme with respect to their energy consumption vs. PSNR gain performance. For
each scheme, the relevant consumption contributors should be considered and others
should be omitted.
3.4.2 Packet loss analysis
In this section, the packet loss analysis is provided for multipath transmission with
disjoint and intersecting paths. This analysis also presents the profit that is gained
using multipath transmission. The packet loss is modeled using a byte-level approach
in this chapter. Therefore, "packet" and "byte" is used interchangeably in this section.
First, this analysis is started with the simplest case where there is a transmission over
two parallel paths of two hops as depicted in Fig. 3.8. For this case, a byte is lost
means it is lost on both paths. The byte is either lost on the first link, which gives p, or
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Table 3.2: Comparison of two-hop single path and double path transmission.
# of Bytes Lost Ps (p = 0.1) Ps (p = 0.2) Ps (p = 0.5)
Single Path X(2p− p2) 0.190 0.360 0.750
Double Path X(4p2−4p3 + p4) 0.036 0.130 0.562
Gain (%) - 81 64 25
it is not lost on the first hop but lost on the second hop, which gives (1− p)p. Ploss1 is
obtained by adding these probabilities:
Ploss1 = p+(1− p)p = 2p− p2. (3.35)
Ploss1 corresponds to the probability of loss for the single path case. This probability
should be multiplied by itself due to simultaneous packet loss on both paths. This
yields:
Ploss2 = (2p− p2)2 (3.36)
Hence, if there are X Bytes transmitted from the source towards the sink, the expected
number of lost bytes will be Ploss2 times X . This means
X loss2 = X ·Ploss2 (3.37)
Two situations can be compared in terms of success rates Ps; i.e in terms of the
number of bytes that can be successfully received either via single path or double path
configuration. These values are given for different link error rates in Table 3.2. The
gains achieved due to double path setup are also given in Fig. 3.9, which illustrates the
graphical depiction of the success rates for increasing number of paths with different
link error rates. After this simple case, the model is generalized to include cluster
heads as used in the theoretical and experimental work presented in this study. When
the single path formulation is generalized from two nodes to nh hops, this leads to:
¯X
loss
1,nh = X · p ·
[
1+
nh−1∑
i=1
(1− p)i
]
(3.38)
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Figure 3.9: Probability of successful transmission vs. link error rate over various
number of parallel paths for a two-hop transmission.
where nh is the the size of cluster in terms of number of hops. For ECDP scheme, there
is one cluster. Hence the number of hops between the source and sink h is same as nh.
Stretching the analysis forward for double path configuration, the number of lost bytes
in transmission for two disjoint multipath with nh hops is
X loss2,nh = X · [1− (1− p)nh]2. (3.39)
At this point, the cluster heads are integrated into the analysis. Cluster heads enable
the aggregation of parallel streams and provide the capability of data fusion or error
correction based on the copies of the same packets during a transmission. In this
analysis, it is assumed that clusters are identical, i.e. same number of paths and cluster
length. Considering the clusters of two parallel paths as depicted in Fig. 3.10,
Ploss,nc2,2 = P
loss
2
[
1+
nc∑
i=1
(1− (Ploss2 ))i
]
(3.40)
Then the total number of lost bytes for this setup is
X loss,nc2,2 = X · [1− (1− ((2p− p2)2))nc ] (3.41)
where nc is the total number of clusters in the transmission. Generalizing the above
analysis, the probability of loss over np paths for nh hops is
Ploss,1np,nh = [1− (1− p)nh ]np = τ. (3.42)
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(nh = 2).
Then the replica of the packets is transmitted to the intermediate CH. In the general
setting, the average number of packets is given as
X loss,ncnp,nh = X · [1− (1− τ)nc ] (3.43)
where nh is the size of cluster in terms of number of hops, nc is the number of the
cluster, np is the the number of the paths.In this analysis, it is assumed that nh is
constant for all clusters (nh=2).
3.5 Performance Evaluation
3.5.1 Experimental setup
In this section, the simulation methodology and the experimental setup is presented.
The parameter values and the performance metrics used are also given in this section.
In this part of the simulations, we used the channel and radio model given in Section
3.2.3. Packet error rate is derived from the physical layer characteristics such as output
power and distance. To acquire the constant packet error rates in simulations, we have
tested several experiments to find proper configuration by varying distance between
nodes.
The effect of the output power has also been tested by varying the output power where
the distance between nodes is constant. The packet loss probabilities are assumed
to be independent among links, and identically distributes (i.i.d.) random variables.
This assumption causes independent errors among adjacent packets, which holds when
channel coherence time is shorter than inter packet arrival times of the incoming
packets to the link. There is also no spatial correlation of losses. Channel and radio
parameters are given in Table 3.3.The simulation parameters that were varied in order
to assess their impact on the performance of the transmission schemes are listed in
Table 3.4.
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Table 3.3: System and Simulation Parameters.
Variable Value Unit
The Parameters for Transmitted Data
Transmitted Block size (n) 255 byte
The number of information data (k) 223 byte
Symbol size (m) 8 bit
Size of the image (N1X N2) 256 X 256 pixel
Number of paths for multipath transmission (np) 2 -
Size of the clusters in terms of hop numbers (nh) 2 -
Number of clusters in the network (nc) - -
Radio and Channel Model
Path Loss Exponent (c) 4.7 –
Multipath Effect (σ ) 3.2 –
Transmission Power (Pout) 10 dB
Noise Floor (Pc) -105 dB
Distance (d) 1.6 to 10 m
Modulation NCFSK –
Radio Encoding Type NRZ –
Power Decay (PL(d0)) 55 dB
Data Rate (R) 19.2 kbps
Noise Bandwith (BN) 30 kHz
Inter Arrival Time (IAT ) 5 sn
Energy Consumption
Consumed energy by the circuit (εe) 50 nJ/bit
Transmission energy (εa) 0.1 nJ/bit/m2
Energy consumption for RS encoding 0.08 nJ/bit
Energy consumption for RS decoding 0.21 nJ/bit
Combining energy consumption (δ ) 1 nJ/bit
Energy consumption for shift operation per byte Shift (eshi f t) 3.3 nJ/byte
Energy consumption for add operation (eadd) 3.3 nJ/byte
Energy consumption for memory access operation (emr) 0.26 µJ/byte
Energy consumption for memory write operation (emw) 4.3 µJ/byte
Energy consumption for random number generation (erng) 178.12 nJ/byte
Reseed Cost (ersd) 28 µJ
Entropy accumulation cost (eeacc) 56.3 µJ
Decomposition level for DWT (K) 2 –
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To study the performance of transmission algorithms, we have conducted
comprehensive sets of simulation experiments in MATLAB. The considered WMSN
setup follows the scenario described in Section 3.2. In this part of the simulations,
we have used a grayscale "Lena" image. Only one Lena image is transmitted with
multipath (np = 2) and single path tranmission (np = 1) to evaluate clearly the effect
of the physical layer and transmission schemes.
Each simulation was repeated 30 times with different performance metrics.The
simulation results with small variance are used to calculate the average quality of
the transmitted image.The values of utilized RS encoding and decoding code, energy
model, node behavior and related parameters are adapted from [39]. All the system
and simulation parameters are listed in Table 3.3.
In the first group of experiments, the performance of all investigated schemes for
varying number of hops, link error rate and average probability of node failure in terms
of PSNR and WSNR are compared. These results indicate the superior performance
of EC enabled schemes (ECMF, ECDP) and performance gain attained by integrating
EC into braided multipath transmission, especially when WSNR metric is used. The
effect of multipath transmission with fusion on the performance compared to disjoint
multipath case has also been studied.
Energy consumption cost is also very important for any error correction and
concealment scheme. Therefore, in Section 3.5.3, the energy consumption comparison
of all investigated schemes based on the analysis given in Section 3.4.1is provided.
In this section, experimental results and performance evaluation of the investigated
schemes are presented in terms of PSNR, WSNR and energy consumption cost.
3.5.2 Number of hops, link and node failure
The effect of EC on the performance of multipath with common nodes and disjoint
multipath is evaluated in this subsection. This is crucial to justify the introduced
complexity and processing overhead at the sink and source nodes.
Fig. 3.11 shows the PSNR versus number of hops, packet error rate and average node
failure probability. Fig. 3.11(a) shows that SP is the most sensitive scheme to physical
layer impairments and node failures for increasing number of hops. Fig. 3.11(a) also
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Figure 3.11: PSNR performance of investigated schemes with respect to length of
transmission route (number of hops), packet error rate and average
probability of node failure for different inter-node distances of 1.6 to
10 meters. The relevant parameter values are provided in the respective
captions.
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(c) WSNR vs. average probability of node failure for all
schemes (h = 8, p = 10−3)
Figure 3.12: WSNR performance of investigated schemes with respect to length of
transmission route (number of hops), packet error rate and average
probability of node failure for different inter-node distances of 1.6 to
10 meters. The relevant parameter values are provided in the respective
captions.
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Table 3.4: Performance Metrics.
Meaning Variable
number of hops between the source and the destination h
packet error rate p
average node failure probability Po f f
the amount of the consumed energy for each pixel Eoverhead
distance between nodes d
Sensor output power Pout
Weighted Signal to Noise Ratio WSNR
Peak Signal to Noise Ratio PSNR
shows that multiple path and fusion are effective ways to decrease the errors incurred
by the increasing number of hops. It also illustrates that ECMF and ECDP schemes
are significantly superior to the rest of the schemes.
Fig. 3.11(b) shows that EC schemes provide from 10 dB to 7 dB quality improvement
over MF scheme. Due to the RS coding and multipath, RSMF scheme is more robust
than MF scheme when packet error rate is less than 10−2. With least tolerance to node
and link failures, RSDP gives the worst performance among the considered multipath
schemes.
Fig. 3.11(c) illustrates that the impact of node failure rate on the received image quality
is more severe than the impact of wireless channel errors. Thus, the path diversity is
more important than FEC coding in wireless multimedia sensor networks with node
failures. FEC decoding and fusion at the CH nodes may also be worsen the transmitted
packets due to high error rate. Thus, REMF scheme is more susceptible to the network
errors than ECDP and ECMF schemes. The range of improvement of EC schemes
over SP scheme is nearly 20 dB. The results show that the proposed error concealment
scheme is the best way to restore the corrupted pixels or blocks.
Fig. 3.12 illustrates WSNR performance of the schemes verifying the results obtained
for the PSNR performances. Fig. 3.12(a) also shows that ECMF scheme is superior to
the other schemes at (the) expense of energy and processing power. Fig. 3.12(a) also
presents that REMF scheme gives relatively better performance compared to its PSNR
performance over MF scheme. On the other hand, ECDP scheme provides relatively
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less improvement compared to its PSNR performance for increasing number of hops.
Fig. 3.12(b) and Fig. 3.12(c) supports that ECMF scheme is more robust than the other
schemes in terms of increasing error rate and node failure probability.
3.5.3 Energy consumption
We devise an ad hoc metric Energy-Quality Index (EQI) which is designed as a
“figure-of-merit" to benchmark the transmission schemes in terms of their energy
consumption vs. image quality gain. In other words, it represents the trade-off
between any protective scheme and the incurred burden on energy consumption at
the intermediate nodes on the path. Although there may be more elaborate evaluation
metrics, we setup a fairly simple one illustrating the basic phenomenon. EQI for any
scheme x is defined as
EQIx = ∆PSNR∆E . (3.44)
where ∆PSNR and ∆E (normalized with number of hops) are calculated with respect
to the baseline scenario of SP (no error protection with single path). As illustrated
in Table 3.5, the quality achieved per unit energy is higher for EC schemes at the
intermediate hops.
The results for total energy dissipation per pixel of the all schemes versus distance
between the source and the destination are shown in Fig. 3.13. The overhead of
watermarking process at the source node is also given in Fig. 3.13(b). This overhead
is not considered as a disadvantage of the EC schemes due to the fact that the source
nodes are assumed to have less resource constraints than intermediate nodes.
3.6 Further Analysis of the EC Schemes
As the performance results in Section 3.5.2 show, ECMF is superior to the other
schemes in terms of both PSNR and WSNR in the experimental setting. ECDP scheme
is also a powerful scheme, if CH nodes are not included in the topology. In this section,
we investigate ECMF and ECDP schemes in more detail and provide more elaborate
performance results in terms of transmission power and distance. Here, MF scheme is
used as the baseline for performance improvement. The results are only given in the
form of PSNR, considering the fact that WSNR performances are similar.
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Figure 3.13: Total energy dissipation per pixel of the all schemes versus distance
between the source and the destination (Po f f = 0.1,d = 10)
Table 3.5: EQI of Protection Schemes.
MF RSMF RSDP ECDP ECMF
EQI 0.41 0.33 0.26 0.77 0.71
3.6.1 Transmission power
Fig. 3.14 and Fig. 3.15 presents the effect of the output power Pt on the performance
of ECMF, ECDP and MF schemes for varying number of hops. Fig. 3.14(a) and Fig.
3.14(b) show that when d is 5, ECMF and ECDP can cope with packet losses for all
the output power settings except Pout = −7, which corresponds to a very low-power
operation. Therefore, PSNR degrades very slowly and the schemes are robust. Hence,
MF scheme provides an acceptable image quality only when Pout is 10 and h is less
than 6. Fig. 3.15(a) shows that when d = 11, all transmissions except Pout = 10 suffer
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(b) PSNR vs. number of hops for ECDP (Po f f = 0.1, d =
5)
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(c) PSNR vs. number of hops for MF (Po f f = 0.1, d = 5)
Figure 3.14: PSNR performances of ECMF, ECDP and MF schemes with respect to
length of transmission route (number of hops) for different transmission
powers and inter-node distance of 5.
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11)
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(b) PSNR vs. number of hops for ECDP (Po f f = 0.1, d =
11)
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Figure 3.15: PSNR performances of ECMF, ECDP and MF schemes with respect to
length of transmission route (number of hops) for different transmission
powers and inter-node distance of 11.
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drastically. This is expected because many links are in the disconnected state for low
radio power for a long internode distance. For the latter case, PSNR decreases but
again not very rapidly, from 32 dB to 23 dB as the number of route hops goes from
2 to 20. Fig. 3.15(b) shows that when Pout is equal to 10, ECDP performance varies
from 32 dB to 20 dB for increasing number of hops. This is an acceptable quality range
for wireless sensor applications. For lower Pout settings, ECDP performance worsens
since the nodes fall into the transitional region.
3.6.2 Route length (distance)
Fig. 3.16 shows that, ECMF performs better than MF for different transmission route
lengths for varying distances. As expected, the performance of the three schemes
degrade with longer transmission routes. ECMF is slightly effected with a penalty of
about 1 dB while PSNR for MF decreases significantly from 26 to 19 dB when d = 11.
For d = 14, all schemes including ECMF significantly suffer from internode distance
due to disconnected links.
The results for disjoint multipath transmission in Fig. 3.16(b) similarly highlight the
contribution of the fusion operation to the performance. When d is less than 8, the
performance results are similar to the results of the ECMF scheme. However, ECDP
scheme is more susceptible to link and node failures for d = 11 and h = 10. The
results indicate that the error compensation performance is profoundly improved by
integrating the EC algorithm with multipath transmission scheme. This phenomenon
is valid for the entire range including extremely hostile environment where MF
significantly deteriorates as seen in Fig. 3.16.
3.7 Discussions
In this chapter, we have presented robust image transmission schemes encompassing
error concealment and multipath transmission with fusion in a unified setting
for WMSN. We evaluated the image performance of various error compensation
techniques in terms of PSNR and WSNR.
Secondly, we benchmarked the schemes in question from the point of trade-off between
image quality and energy consumption via a devised metric named "EQI" Our metric
illustrates energy cost for gaining robustness in image transmission over WMSN. The
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Figure 3.16: PSNR performance of ECMF, ECDP and MF schemes with respect to
length of transmission route (number of hops) for different inter-node
distances of 5 to 14 meters.
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simulation results show that the ECMF and ECDP algorithms are capable of restoring
corrupted images in WMSN, especially for bursty channel error conditions and instant
node failures. These schemes give significantly superior performance than all other
schemes including RS. However, we have shown the tradeoff between overhead and
image quality for the evaluated schemes. Although EC schemes cause increased
complexity, computational burden at the source and the sink, they have less overhead at
the intermediate nodes. We have also shown that MF and RS schemes are beneficial at
the expense of reduced WMSN lifetime due to the processing cost at the intermediate
nodes. However, RS coding is less effective than error concealment for achievable
channel coding rates in WMSN.
As a result of comprehensive simulations, we also conclude that PSNR and WSNR
results for transmitted images have similar behaviors for the schemes which don’t
include EC algorithm. However, WSNR performance is better than PSNR performance
for EC enabled schemes in terms of human visual system.
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4. IMAGE TRANSMISSION WITH PERCEPTUAL QUALITY ESTIMATION
TECHNIQUES
4.1 Introduction
WMSN imaging applications needs some certain quality of service requirements such
as perceptual quality and timeliness. Unreliable wireless links and highly resource
constrained nature of the sensor nodes lead to QoS degradation at the multimedia
communication. Hence, some new approaches are imperative in order to ensure QoS
requirements of the application.
These approaches are required to observe the current status of the network and to
take actions in an adaptive manner to sustain an acceptable performance of the image
communication. In this context, providing the accurate mapping from the application
layer perceptual quality requirements to the lower layer system parameters is essential.
As application layer requirements tightly depend on the transmitted multimedia
data, the characteristics of the multimedia data is associated with communication
architecture of WMSN.
For this purpose, two novel image quality evaluation metrics have been proposed to
obtain a predicted quality of the image depending on the channel errors and node
failures. First metric associates the number of lost packets with the predicted image
quality in terms of PSNR by considering channel loss rate and communication layout.
This metric also enables a conversion from the image perceptual quality requirement
to loss tolerance of the network.
The other image quality estimation metric is based on the assumption that the averages
of the transmitted packets are available at the nodes. Intermediate nodes use this metric
so as to estimate the image quality before the transmission is completed. This proposed
technique is particularly useful for the erroneous packets due to wireless transmission
distortions.
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In this chapter, a modified Automatic Repeat Request (ARQ) protocol integrated with
the transmission variants is also proposed to satisfy the required perceptual quality
in an energy efficient manner. Although ARQ is capable of error detection, it does
not correct any erroneous packet. Hence, the packets received in error are requested
to be retransmitted [41]. Erroneous environment leads to increasing the number of
retransmission and consequent energy consumption at the sensor nodes. However, for
a loss tolerant image data, some errors are acceptable. For this reason, our proposed
image quality estimation and prediction techniques are integrated to our ARQ protocol
in order to decide if retransmission is required or not.
In this thesis, the proposed ARQ protocol adapts to varying channel condition
and node behaviors through the current estimated perceptual quality offered by
the network. It also combines all of the incoming replicas of the packet in
order to obtain healthier packet. Different combinations of multipath transport,
watermarking-based error concealment (EC), forward error correction (FEC) and
ARQ with adaptive retransmission mechanisms have been evaluated to combat
wireless channel impairments and mitigate packet losses due to node failures and
intrinsic channel characteristics. To the best of our knowledge, quality-aware image
transmission in error prone sensor networks has not been studied in detail from this
perspective before and hence, this study is the first work for presenting the detailed
evaluations of error concealment and correction mechanisms for image transmission.
The remainder of the chapter is organized as follows. Section 4.2 presents the proposed
metrics to obtain the predicted quality of the image depending on the channel and node
failures. Section 4.4 introduces the adaptive ARQ algorithm and transmission variants
evaluated for quality-aware image transmission over WMSNs. Experimental setup and
comparative performance evaluations are presented in Section 4.5. Finally, the chapter
is concluded in Section 4.6.
4.2 Image Quality Estimation (IQE)
In this chapter, two novel image quality assessment metrics are proposed to obtain
the predicted quality of the image depending on the channel and node failures. The
proposed IQE metrics are the relationship between PSNR and packet error rate and the
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Block-based Peak Signal to Noise Ratio (BBPSNR. They are utilized to ensure quality
awareness at the intermediate nodes with the integration of ARQ method.
As explained in the following subsections, BBPSNR and the relationship between
PSNR and packet error rate are used to obtain packet loss (ω) and error tolerance
levels (θ ) of the intermediate nodes so as to satisfy the application layer perceptual
quality. By means of ω and θ , intermediate nodes examine their communication
status in terms of perceptual quality. In the following subsections, two image quality
assessment metrics are explained in detail.
4.2.1 Quality estimation based on the number of lost packets
The first metric is based on the estimation of PSNR based on the number of lost
packets. The quality of the received image depends on the packet error rate p. Here, the
main idea is that if one can find a relationship between the number of lost packets and
PSNR, the image quality requirement for an application can be provided by limiting
the maximum number of dropped packets during the transmission.
In order to see whether a relationship exists between the number of lost packets
and PSNR of an image, thirty test images are impaired under a certain percentage
of the packet loss in the simulation. Then, the quality of the impaired images are
evaluated in terms of PSNR for no concealment (NC) and watermarking based error
concealment (EC) algorithm. All of these operations are also verified in the real testbed
environments.
If X packets are transmitted from the source towards the sink, the number of lost
packets (Xd) in transmission over np paths for h hops is given as:
Xd = X · [1− (1− pRTcnt )h]np . (4.1)
where p is the packet error rate and RTcnt is the number of transmission of the same
packet. A regression analysis is performed on the results as follows:
PSNRNC = αln(Xd)+ β (4.2)
where α=-4.37 and β=41.5 are constants, which can be obtained through curve fitting
over empirical data.
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(a) Scatter plot of PSNR vs. packet error rate (p) and
logarithmic least squares fitted curve for transmitted original
images.
(b) Scatter plot of PSNR vs. packet error rate (p)
and logarithmic least squares fitted curve for transmitted
watermarked images.
Figure 4.1: Image quality assessment considering with the number of lost packets.
The effect of the EC algorithm on the quality of the received image is evaluated by
taking the same steps as explained above. Due to similar behavior with close variations
in all test images, the above equation can be generalized for the EC algorithm as
follows:
PSNREC = α ′Xd + β ′ (4.3)
where α ′=-0.0032 and β ′=31.63 are constants obtained from the empirical tests. As
can be seen from the Figure 4.1 and the equations (4.2) and (4.3), the relationship
between the number of lost packets and PSNR is converted to a linear function with
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Figure 4.2: An illustration of tiling Lena image into blocks of s x s pixels.
EC algorithm. Moreover, the algorithm achieves image quality over 25dB when PER
is less than 0.6 for all test images.
The equations (4.2) and (4.3) are further be generalized for a multi hop path by
replacing Xd by equation (5.2) as given below:
PSNRNC = αln(X [1− (1− pRTcnt )h]np)+β (4.4)
PSNREC = α ′(X [1− (1− pRTcnt )h]np)+β ′ (4.5)
4.2.2 Quality estimation based on the Block-based Peak Signal to Noise Ratio
In this chapter, the second proposed metric is the Block-based Peak Signal to Noise
Ratio (BBPSNR). In BBPSNR, two images (original and distorted one) are partitioned
into the s× s blocks.
BMSE = 1
M×M
M
∑
i
M
∑
j
[
I(si,s j)− Î(si,s j)
]2 (4.6)
where, BMSE is block mean square error, M2 is the number of blocks in an image,
I(si,s j) and Î(si,s j) are the average block’s average values of the reconstructed image
from the input of the source code’s image encoder, and that at the destination’s decoder,
respectively. BBPSNR metric is given as:
BBPSNR(dB) = 20log10
255√
BMSE
(4.7)
Here, the main idea is that if the blocks’ averages are known, the block mean square
errors may be calculated at the intermediate nodes. Each intermediate node calculates
the expected image quality in terms of BBPSNR by using the BMSE of the received
packet. While passing packets over the relay node, the relay node can update the
predicted image quality by means of BBPSNR in order to take some precautions in the
communication layers.
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Figure 4.3: Image quality assessment with BBPSNR and PSNR.
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Figure 4.3 shows the predicted quality of the transmitted image and original quality of
the image with varying number of hops, bit error probability and average probability
of node failure. As shown in Fig. 4.3, the proposed BBPSNR metric shows the same
behavior with PSNR metric for different bit error rates and node failures and thus, it
can be used while evaluating the image quality in the intermediate nodes with a certain
error interval. An illustration of the tiling images into blocks are also shown in Fig.
4.2.
4.3 Adaptive Retransmission based ARQ Method
Adaptive retransmission based ARQ method is proposed to achieve quality-aware
image transfer in lossy wireless channel environments. In this protocol, at the start
up the image transmission, all nodes over the paths are informed for both the packet
loss tolerance and packet error tolerance of the transmitted image. Packet loss
tolerance (ω) is obtained from the relationship between the number of lost packets
and PSNR as explained in Section 4.2.1 depending on the required perceptual quality
of the application layer. Packet error tolerance (θ ) is also determined with BBPSNR
requirement of the application as explained in Section 4.2.2. As a result, in order to
provide quality awereness at the intermediate nodes, ω and θ are distributed to the
intermediate nodes.
During transmission, each receiver node counts the incoming packets by considering
their sequence numbers to determine the number of loss packets. Then, it examines
whether the required perceptual quality is still satisfied in terms of the packet tolerance
of the network. This decision is based on the difference between ω and the number
of loss packets at that moment. If the packet loss level is bigger than ω , the receiver
sends a NACK for the lost packets after a time-out. Even if the packet is transmitted,
the receiver node checks again the packet to determine if the amount of the corruption
in the packet, e.g., erroneous pixels in the packet, is more than θ . In case of packet
corruption, the sender retransmits the redundant copy of the packet.
After receiving the redundant packet, the receiver combines the current packet with
the previous one. Here, it should be noted that the combined packet may also have
distorted coefficients due to the channel environments. The receiver checks the packet
again, if the amount of the corruption of the combined packet is still greater than θ , the
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1: Input: Take the threshold values, which are defined by depending on the
application’ image quality requirement
2: ω ← Take a threshold for lost packets
3: θ ← Take a threshold for erroneous pixels in packets
4: avgblckno ← Take packets’ averages reliably
5: cntblckno ← Calculate the number of packets
6: RTcntno ← Load the maximum number of retransmission for each packet.
7: cntRTno ← Temporary variable for holding the number of the retransmission of
the packets
8: Begin:
Check the number of dropped packets by means of the sequence number
9: if (numo f drppckt > ω)
10: if (WTime)
11: Wait a predefined timeto receive the previous packets.
12: WTime=false;
13: end if
14: Send a NACK message to the previous node to transmit for the lost packet
specifying sequence number
15: Pckt(i)← Capture the packet
16: AvgPckt(i) ← Take the average of the packet
17: While( RTcntno > cntRTno)
18: If ( AvgPckt(i) - Avgi ) > θ
19: Send a NACK message to the previous node to transmit the packet again
20: Pcktrdnt(i)← Capture the redundant packet
21: Combine (Pcktrdnt(i),Pckt(i)) and take the average of the combined packet
22: cntRTno = cntRTno + 1
23: Goto 12:
24: end while
25: Goto 8:
26: end if
27: Wait for a new packet
Figure 4.4: Adaptive ARQ Algorithm.
sender retransmits the redundant copy of the packet again. This algorithm also uses
a maximum retransmission number for a certain packet in order to avoid excessive
energy consumption. The maximum retransmission number is three for our study.
This adaptive ARQ operation continues until the packet reaches the sink node. The
details of the proposed algorithm are explained in Figure 4.4.
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4.4 Image Transmission Algorithms Reconsidered : IQE metrics
In the performance evaluations, the integration of the different combinations of
multipath transport, proposed adaptive ARQ protocol, watermarking-based error
concealment (EC), forward error correction (FEC) algorithms have been evaluated to
combat lossy channel impairments and mitigate packet losses due to node failures and
intrinsic channel failures. Table 4.1 shows the used transmission variants, transmission
styles and error correction methods.
i. SP scheme is the simplest case selected as a baseline for performance
improvement. In this scheme, we consider transmitting a test image (i.e. Lena)
from source to destination on the single path, subject to certain channel and node
failures based on the characteristics given in Section 3.2.
ii. RSP scheme supports adaptive retransmission based ARQ of the distorted packets
from sender to destination. Received redundant packets are fused at the receiver
node.
iii. FSP scheme performs FEC algorithm at the relay nodes on the single path.
iv. RFSP scheme combines FEC algorithm and RSP scheme.
v. In DP scheme, the replicas of the image are transmitted over disjoint multipath.
vi. FDP scheme employs FEC algorithm on disjoint multipath.
vii. RDP employs adaptive retransmission based ARQ on disjoint multipath.
viii. RFDP combines RDP scheme and FEC algorithm.
ix. RECDP scheme employs error concealment(EC) algorithm on disjoint multipath.
In other words, it utilizes the EC and disjoint multipaths with adaptive
retransmission based ARQ. Due to the higly erroneous environment, the EC
method is supplied with the retransmission and fusion process over disjoint
multipath at the cost of the energy and buffer requirement.
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Table 4.1: Transmission Variants with Image Quality Awareness.
Algorithms SP DP R FEC EC
Single Path (SP) √ - - - -
Retransmission and Single Path(RSP) √ - √ - -
FEC and Single Path (FSP) √ - - √ -
FEC, Retransmission and Single Path (RFSP) √ - √ √ -
Disjoint Multipath (DP) - √ - - -
Retransmission and Disjoint Multipath (RDP) - √ √ - -
FEC and Disjoint Multipath (FDP) - √ - √ -
Retransmission, FEC and Disjoint Multipath (RFDP) - √ √ √ -
Retransmission, Error Concealment and Disjoint Multipath (RECDP) - √ √ - √
4.5 Performance Evaluation
In this section, we present experimental results and performance evaluation of the
investigated schemes in terms of PSNR and WSNR. Table 4.1 shows the abbreviated
names of transmission schemes and error correction methods fused in performance
evaluations. The BBPSNR results of the schemes are also shown to reveal its usability
at the intermediate nodes.
First, the performance of all investigated schemes for varying transmission route
length, bit error rate and average probability of node failure are compared. The effects
of multipath, retransmission, FEC and fusion on the network performance are also
studied.
The impact of the EC approach with retransmission over disjoint multipath (np = 2)
on the performance are evaluated and comparative results are shown in order to justify
the introduced complexity and processing overhead by the EC approach.
Note that energy consumption cost is also very important for any error correction and
concealment scheme in addition to PSNR performance. Therefore, in the final part
of this section, the performance evaluation and analysis is completed with the energy
consumption comparison of all investigated schemes based on the analysis given in
Section 4.5.4.
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4.5.1 Experimental setup
In this section, the simulation methodology and the experimental setup is presented.
The parameter values and the end-to-end performance metrics are also given in detail.
In this chapter, to study the performance of transmission algorithms with proposed
IQA methods, comprehensive sets of simulation experiments have been conducted. In
these simulations, 256x256 grayscale "Lena" image has been used. Channel model
is simulated as explained in Section 3.2.3. The values of utilized RS encoding and
decoding code, RS coding energy model, node behavior are adopted from [39]. All the
used system and simulation parameters are listed in Table 4.2. Assigned image quality
thresholds corresponding to application layer perceptual quality requirement which is
25 dB in terms of PSNR are also given in this table.
In these simulations, two image quality metrics are used as performance criteria to
assess the quality of the transmitted image: i) Peak-Signal-to-Noise-Ratio (PSNR),
and ii) Weighted-Signal-to-Noise-Ratio (WSNR).
Table 4.2: System and Simulation Parameters.
Variable Value Unit
Packet Loss Tolerance 25 packet
Selected BBPSNR threhold 30 dB
The maximum number of retranmission RTcnt 3 -
Transmit mode power consumption 6 watts
Receive mode power consumption 1 watt m2
Energy consumption for RS encoding 0.08 nJ/bit
Energy consumption for RS decoding 0.21 nJ/bit
Combining energy consumption (δ ) 1 nJ/bit
4.5.2 Image quality evaluations with different number of hops, link and node
failures
In this section, the received image quality, in terms of PSNR, WSNR and BBPSNR,
for all transmission schemes under different values of number of hops, error rate and
node failure probability are shown in Fig. 4.5, Fig. 4.6, and Fig. 4.7. Fig. 4.5(a)
presents that SP scheme is the most sensitive scheme to physical layer characteristics
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Pe = 0.0025)
Figure 4.5: Perceptual image quality performance of investigated schemes with
respect to number of hops.
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and node failures for increasing number of hops. Despite the extra error protection
methods, acceptable quality of the image is not provided by all schemes derived from
SP. It is also shown that FEC, retransmission and fusion process over disjoint multipath
are effective ways to decrease the errors incurred by the increase in the number of hops.
For example, RFDP scheme presents more quality from 5 dB to 3dB than DP scheme.
Fig. 4.5 also shows that EC integrated with retransmission algorithm over disjoint
multipaths is superior to the rest of the schemes. Fig. 4.5(a) shows that its performance
varies from 33 dB to 28 dB for increasing number of hops. As shown in the Fig.
4.5, performance degradation is also hardly influenced by the increase in the distance
between the source and the destination (sink). Fig. 4.5(c) and Fig. 4.5(b) also supports
the above mentioned observations. It is interesting to observe that the curves of the
BBPSNR and the WSNR behave similarly for increasing number of hops. Hence,
BBSNR can be considered as an effective metric for predicting the quality of the image
at the intermediate hops.
Fig. 4.6 shows that error rate is the most significant part of the communication. Hence,
when the error rates of the selected links on the path are high, retransmission and
combining process may be the primary way to gain acceptable quality of the image. For
example, Fig. 4.6(a) shows that FDP scheme provides up to 4 dB improvement over DP
scheme for nh = 2. While increasing the error rate, the performance of the FDP scheme
is dramatically degraded. As shown in the Fig. 4.6(a), due to the retransmission and
combining, the RFDP scheme is more robust than the FDP scheme. The range of
improvement varies from 8dB to 2dB. Fig. 4.6(a) also shows that EC integrated with
retransmission and fusion over disjoint multipath, is the best scheme to decrease the
errors incurred by the increasing the error rate. Fig. 4.7 shows that the impact of node
failure rate on the received image quality is more severe than the impact of channel
errors due to loss of the high number of image coefficients. Thus, the path diversity
is more important than FEC coding, retransmission and fusion in WMSN with node
failures. RECDP scheme is more robust to node failures than the other schemes. The
range of improvement of the scheme over SP scheme varies from 15 dB to 22dB, while
increasing the probability of the node failure. Overall, these performance evaluations
show that the error concealment scheme integrated with retransmission and fusion is
67
0.0009 0.0025 0.009 0.012
10
15
20
25
30
35
Error Rate
PS
NR
 (d
B)
 
 
SP
RSP
FSP
RFSP
DP
RDP
FDP
RFDP
RECDP
(a) PSNR vs. error rate for all schemes (h = 2, Po f f = 0.1)
0.0009 0.0025 0.009 0.012
5
10
15
20
25
30
35
40
45
50
Error Rate
W
SN
R 
(dB
)
 
 
SP
RSP
FSP
RFSP
DP
RDP
FDP
RFDP
RECDP
(b) WSNR vs. error rate for all schemes (h = 2, Po f f = 0.1))
0.0009 0.0025 0.009 0.012
10
20
30
40
50
60
70
Error Rate
BB
SN
R 
(dB
)
 
 
SP
RSP
FSP
RFSP
DP
RDP
FDP
RFDP
RECDP
(c) BBPSNR vs. error rate for all schemes (h = 2, Po f f = 0.1)
Figure 4.6: Perceptual image quality performance of investigated schemes with
respect to error rate.
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schemes (h = 2, Pe = 0.0025)
Figure 4.7: Perceptual image quality performance of investigated schemes with
respect to average probability of node failure.
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the best way to restore the corrupted blocks at the expense of the energy and processing
power.
4.5.3 Performance of RECDP scheme with respect to number of hops varying
error rate and node failure probability)
As the performance results in Section 4.5.2 confirm, the RECDP scheme is superior
to the other schemes in terms of PSNR performance in the experimental setting.
Recall that the RECDP scheme employs error concealment (EC) algorithm on disjoint
multipath. In the other words, it utilizes the EC and disjoint multipath with
retransmission based error recovery. In this subsection, we investigate the performance
of RECDP schemes in detail and provide comprehensive performance evaluations in
terms of error rate and node failure probability. As shown in the Fig. 4.8, when error
rate is between 0.0009 and 0.0025, the quality of the image for all number of hops is
acceptable. While error rate is increasing, RECDP scheme worsens as expected. For
example, Fig. 4.8(a) shows that the quality of the image is below than 25 for h=14 in
terms of PSNR. This quality is provided at h=6, when Pe = 0.012. As shown in the Fig.
4.8(c), BBPSNR is 30 dB for h = 8 and Pe = 0.012, which is also chosen as threshold
value. However, when the number of hops between source and destination becomes
larger than 8 and Pe = 0.012, the quality of the image is worse, i.e., the BBPSNR
becomes lower than 30 dB as shown in the Fig. 4.8(c). Hence, before reaching the sink,
the communication system will decide whether the transmitted image has not enough
quality by means of the BBPSNR and thus, adjust the number of retransmissions
adaptively. Fig. 4.9 shows that RECDP scheme is extremely robust for node failures.
EC algorithm easily corrects the block losses due to the node failure. Even if Po f f =0.2,
RECDP scheme provides acceptable image quality for Pe = 0.0025.
4.5.4 Energy consumption
Since sensor nodes have limited energy resources, energy conservation in WMSNs
is crucial for error correction and concealment schemes in addition to PSNR
performance. In this energy analysis, to present the energy consumption of the nodes
more deeply, we assume no node fails during communication due to hardware/software
malfunctions or duty cycles. In Fig. 4.10, the total energy dissipation per pixel of all
the schemes versus number of hops between source and destination is shown. Fig. 4.10
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Figure 4.8: Perceptual image quality performance of RECDP scheme with respect to
transmission route (number of hops) for varying error rate.
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Figure 4.9: Perceptual image quality performance of investigated schemes with
respect to transmission route (number of hops) for different node failure
probabilities.
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Figure 4.10: Total energy dissipation per pixel of the all schemes versus distance
between source and destination (Pe=0.012).
shows that the schemes including disjoint multipath and retransmission algorithms
require more power requirement compared to the other schemes. The retransmission
based schemes provides much better image quality as described in the Section 4.5.2.
Hence, there is a trade-off between energy conservation and image quality. The
normalized energy consumption of DP scheme is approximately 29% (percent) of that
of the RFDP scheme for number of hops (h=20) and Pe=0.012. It is also shown that
the effect of FEC and diversity combining on the total energy consumption is small
compared to retransmission and combining of the data at the intermediate hops.
4.6 Discussion
In this chapter, two novel image quality assessment metrics have been proposed
to obtain the predicted quality of the image depending on the channel and node
failures. They leads to mapping from application layer image quality requirements
to the lower layer communication parameters. Their combination with the proposed
ARQ protocol provides adaptively to control the pixel error in the packet and
to affirm the minimum required number of packets to be received at the sink.
Additionally, comprehensive performance evaluation of error concealment and error
correction methods for quality-aware image transmission over WMSNs. Specifically,
different combinations of adaptive retransmission mechanisms, watermarking-based
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error concealment (EC), forward error correction (FEC) and multipath transport have
been evaluated to combat channel impairments and mitigate packet losses due to node
failures and intrinsic channel characteristics.
The performance evaluations show that the proposed image quality estimation
techniques are extremely useful in considering the image characteristics in the
communication. The integration of these techniques to the transmission variants are
imperative in order to provide perceptual QoS requirements of the application at the
expense of energy and processing power. Performance results also verify that RECDP
algorithm, which employs error concealment (EC) algorithm on disjoint multipath with
adaptive retransmission, is capable of restoring corrupted images in highly erroneous
environment. This scheme is significantly superior to all other schemes. We have also
shown that the DP and RFDP schemes are beneficial at the expense of reduced WMSN
lifetime due to energy consumption.
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5. PS f w: PERCEPTUAL QUALITY BASED IMAGE COMMUNICATION
SERVICE FRAMEWORK FOR WMSN
5.1 Introduction
In this chapter, a novel quality-aware image transmission framework is proposed
for maximizing both perceptual quality and energy savings by considering content
of the image data. The framework combines the use of an energy and content
aware routing protocol with pre-defined intra-image identification metrics for quality
of service support. The routing algorithm adjusts packet reliability level during
image transmission by using an analytical distortion prediction model that is able to
predict the image distortion resulting from any given error pattern. Additionally, it
employs an energy efficient route selection policy that also manages the network load
according to the energy residues of nodes, thus resulting in great energy economy. The
integrated model provides to define the error tolerance of our methods quantitatively,
and consequently to optimal trade-offs among resource utilization and application
specific QoS requirements. Additionally, it employs an energy efficient route selection
policy that also manages the network load according to the energy residues of nodes,
thus resulting in great energy economy.
The rest of the chapter is organized as follows: Section 5.2 gives preliminary processes
for packet prioritization. Section 5.3 explains the proposed routing protocol, Section
5.4 gives experimental results and Section 5.5 concludes this chapter.
5.2 Preliminary processes for image transmission
Most routing protocols consider more than one quality metric; packet loss, delay,
etc., to form a cost function. The choice of the weights for these metrics need to be
judiciously undertaken, and is often subject to dynamic network conditions. Hence,
our work tries to shift this decision making process and tuning from the user end
into the network. Our research efforts on Human Visual System based perceptual
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Figure 5.1: An illustration of preliminary processes for image transmission.
quality and corresponding network performance metrics are given in [75]. The idea
is that, if a relation can be defined between perceptual image quality and network
parameters, then the network can be tuned adaptively in a way to achieve the required
perceptual quality. Hence, the perceptual quality is seen as the packet loss and
its resulting Peak Signal to Noise Ratio (PSNR) [75] reductions experienced at the
sink. By using this relation between packet loss and PSNR, an operational threshold
image loss tolerance level supporting required perceptual quality should be defined.
This threshold determines the number of packets that can safely be dropped during
single raw image transmission while keeping the required quality. However, among
these packets some will be carrying more informative parts of the image than others.
Network tuning can further be enhanced by utilizing this additional information. The
proposed transmission framework imposes a cost effective prioritization step for the
images that are to be transmitted over WSN. These steps are shown in Fig. 5.1.
5.2.1 Mapping required image quality to network layer parameters
When transporting an image over the wireless channel, transmitted data are exposed
to losses or errors due to channel impairments. Wireless link quality fluctuates
dramatically over time, dependent on the antenna’s radiation characteristic, the
distance between nodes, diffraction, scattering and many more. This dynamic nature
of the wireless communication causes an increase in the image error rate during
communication. As known, image data may also be loss tolerant depending on the
image quality requirement of the application. However the image loss tolerance level
should be bounded by the network to meet the perceptual quality requirement, which
is abbreviated as (PSNRreq).
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(a) The mountain test image (b) Image-blocks of the mountain test
image
Figure 5.2: The mountain test image and its 8×8 image-blocks.
As given in [75], PSNRreq can be provided by limiting a certain percentage of the
packet loss called "‘image loss tolerance level"’ during the transmission. As explained
in the Chapter 4.2.1, to find a relation between the number of lost packets and PSNR,
thirty test images are impaired for the several image error rates varying from 0.001
to 0.9. Then, the quality of the impaired images are evaluated in terms of PSNR.
The PSNR results of the five impaired images are also given in Fig. 4.1(a). Then, in
order to find a correlation between PSNR and image error rate, a regression analysis is
performed on the results as follows:
PSNRreq = αln(
Xd
X
)+β (5.1)
where PSNRreq is the required perceptual quality in terms of PSNR, image loss
tolerance level is the ratio of the number of transmitted packets (X) to the number of
lost packets (Xd), α and β are constants, which can be obtained through curve fitting
over empirical data.
The analysis has verified that the perceptual quality measure can be seen as the packet
loss and the resulting PSNR reduction, experienced at the sink. Hence, the source
node should decide the image error rate corresponding to PSNRreq in order to obtain
the image loss tolerance level. This level also depends on the number of paths np used
in the transmission, the distance between the source and the destination in terms of the
number of hops h and packet error rate p(i, j) of the link between node i and node j,
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which is given as:
Xd
X
= [1− (1− p(i, j))h]np. (5.2)
As shown in the Equation 5.2, in order to provide the required perceptual quality,
network layer plays an important role to bound the image error rate during building
paths.
5.2.2 Packet prioritization techniques
The spatial relation in image data makes some parts of the image more valuable in
terms of reconstruction and information extraction. The main reason for gathering
images from an erroneous environment is to get usable information about the subject
of the application. Therefore, the partitions of an image that include structural
information can be more useful. Hence, in the proposed framework, intra-image
prioritization techniques are utilized to assign importance levels to image partitions.
Image data consists of image-blocks which have different perceptual, semantical and
structural importance as given in Fig. 5.2. Two cost-effective measures called Entropy
and Edge are used in order to give priorities to the image-blocks (packets) before the
transmission. These measures are applicable to the image-blocks without requiring the
whole image [76]. Hence, they are appropriate for WMSN in terms of memory and
processing cost.
The entropy measure is based on Shannon-entropy [77] which defines a quantity that
measures the amount of information included in a dataset. With regard to image data,
conceptually, it reflects the redundancy in the image. Entropy can be taken as the
probabilistic information measure of a given image-block [78]. For each image-block,
entropy is calculated by its normalized grayscale intensity histogram. This is actually
the sample probability mass function, P(xi), of the packet. The entropy for a 256 level
grayscale image is calculated by
W entp =−
256
∑
k=1
P(xi) log2(P(xi)) (5.3)
If the entropy of a image-block is relatively low, the importance of the image-block
is low or vice versa. Hence, for the mountain test image given in Fig. 5.2, the
image-blocks corresponding to the background have lower entropy values. The other
sections of the image have relatively higher entropy measures.
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Figure 5.3: PSNR performance versus image error rate for the different packet size
n = 16,64,256.
The second packet priority measure used in the framework is based on edge
information. In the image, structured data correspond to edges [79]. Therefore, if
a priority measure can be developed based on the edge information, then it can also
increase aliveness of structure of the subject. In this study, the simplest edge detection
method based on Haar filter (with coefficients {+1,−1}) is used without direction
selectivity. The absolute values of these edge filter responses in the image-blocks are
summed and taken as the edge measure.
For the mountain test image, the image-blocks corresponding to the skaters have the
highest edge values. The other image-blocks have fairly low edge values. It can
also be deduced that this measure hints on the possible objects in the image-block.
Consequently, to get the prioritization of the packets, entropy or edge measure is
applied to the captured image to obtain the weights of the image-blocks. The image
packets are then labeled as high priority packets and low priority packets by using
the predefined threshold values within the framework. Determining the priority levels
and thresholds is not a trivial task. Hence, we assume threshold values are predefined
within the framework.
5.2.3 Determination of the reliability requirements for the image data
The number of image packets which can be dropped without losing perceptual quality
is obtained with the method explained in Section 5.2.1. In assigning reliability
requirements to the packets, the network layer should consider the image loss tolerance
level corresponding to PSNRreq. As shown in the Fig. 5.3, the image tolerance level
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is nearly 10% for PSNRreq which is acceptable for wireless environment. As shown in
this figure, small variations in image error rate lead to high PSNR variations. In order
to provide the perceptual quality requirement of the whole image, the network should
try to transmit 90 % of the image blocks by means of a tight reliability service including
retransmission, multipath and etc. However, this service causes extra overhead to
sensor nodes in terms of energy, bandwidth etc.
In the light of the above mentioned explanations, required perceptual quality is
provided only for the high priority blocks which hold more information as compared to
the other ones. As a matter of fact, the artifacts on the image blocks with high priority
are much more noticeable than those appearing on an inconspicuous area [80].
A reliability requirement RPpr is assigned to each packet depending on the its priority
level pr ∈ 0,1. This reliability requirement presents the required reaching probability
of the packet from the source to the destination. In order to transmit a high priority
packet more reliably, the reliability requirement of the high priority packet should be
greater than the low one(s).
RP1 > RP0 (5.4)
Consequently, in our simulations, as the reliability requirements of the high priority
packets RP1 is selected as 0.9, RP0 of the low priority packets is selected as 0.1 in order
to balance the network overhead.
5.3 Image quality aware routing (IQAR)
The proposed QoS based image transmission framework uses a distributed routing
algorithm namely IQAR, for achieving reliable, energy and delay efficient data
forwarding. The routing protocol is designed for multiple image sources and a single
sink operating in a multi hop wireless sensor network. The protocol uses a distributed
next hop routing strategy which is appropriate for large scale WMSNs. Each node
independently decides on the best next hop to forward the image packet. When
compared with end-to-end algorithms, this style of routing provides fast reaction to
traffic changes with a minimal control overhead.
In the algorithm, multiple QoS levels are provided in terms of reliability, delay and
energy efficiency. Reliability requirements of the packets are assigned based on their
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priority levels as given in Section 5.2.3. While valuable parts of the image are also
transmitted quickly, the other parts (worthless contents) are transmitted with a loose
delay and reliability constraints.
5.3.1 Assumptions and goals
For the proposed routing protocol, the following assumptions are made:
• All nodes in the network are stationary.
• All nodes have the same transmission range.
• The network is composed of multiple image sources, relay nodes and a single sink.
• Each node in WMSN is aware of its location via Global Positioning System (GPS)
[20], or distributed location services [81].
• Each node has the knowledge of its neighbors within its radio range and their
locations.
• Each sensor node is able to compute its remaining energy level.
Based on these assumptions, the protocol aims to accomplish the following goals for
image transmission:
• Transmit the packets containing valuable contents more reliably than the packets
containing worthless data.
• Transmit the packets containing valuable contents faster than the packets containing
worthless data.
• Transmit the packets containing worthless data via sensor nodes having higher
energy residue so that load balancing can be achieved.
• Achieve required perceptual quality by dynamic adjustment during transmission.
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5.3.2 Cost function and QoS metrics
The link cost function is utilized by the routing nodes to choose the next hop, closer
to the destination. The key challenge is to find an adaptive way to determine the
cost of each next-hop which can satisfy the application requirements. Therefore, the
problem will then be transformed into selecting a path(s) which can supply the required
end-to-end delay, perceptual quality and load balancing in terms of energy. In this
Section, QoS metrics and the cost function, are explained in order to understand how
to satisfy the application layer quality requirements.
5.3.2.1 Link quality
Next hop(s) selection scheme is based on the destination node’s energy, link quality
between node i and node j, and delay constraints. Identifying link qualities in WMSN
is a challenging task due to its nature. Generally, these links are classified into three
types: good links in connected region that are reliable in the long term; intermediate
links in transitional region, which are unreliable links with changing quality; and bad
links in unconnected region that rarely transmit a packet successfully [27].
In this chapter, our link quality measurement scheme focuses on identifying high
reliable links, where intermediate quality links are kept out of the communication
especially for the packets requiring high reliability. Link quality is obtained as the
ratio of number of packets transmitted to the number of packets acknowledged. This is
equivalent to the complement of the Packet Error Rate (p), namely 1-p. In the protocol,
each node statistically calculates the packet error rate (p) at predefined intervals.
5.3.2.2 Delay
The routing protocol achieves soft end-to-end line deadline by maintaining a desired
delivery speed over the network. This basic idea comes from the quality of service
based routing protocol SPEED [19]. Here, each node i keeps a delay estimation for
each neighbor node j namely delay(i,j), then it calculates its progress speed Ski, j for a
destination node k. Then, the estimated speed Ski, j between node i and node j is given
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as
Ski, j =
di,k−d j,k
delay(i, j) (5.5)
where di,k is the distance between node i and destination node k, d j,k is the distance
between node j and node k and delay(i,j) is the delay estimation between node i and
node j. Here, node i tries to forward a packet to a node j with a speed, which is more
than the required speed in order to meet the end to end deadline. The required speed
Sreqki, j is given as:
Sreqki, j =
di,k−d j,k
deadline(pr) (5.6)
where di,k is the distance between node i and destination node k, d j,k is the distance
between node j and node k and deadline(pr) is the end to end deadline for the packet
with priority pr which is updated at each relay node during communication. Each
relay node updates the speed requirement of the received packet by considering its
deadline. For the transmission of the packet, the neighbor nodes whose progress speed
estimation is higher than the required speed are selected to be the primary candidates
as the next hop.
5.3.2.3 Energy
Due to the nature of wireless sensor nodes, energy utilization is a primary issue. From
routing point of view, energy resource of a sensor node with high quality links will be
drained faster compared to the nodes with low quality links. If the energy is not taken
into consideration, network holes and congestion may occur due to extremely high load
on the high quality nodes. Hence, balanced energy utilization over WMSN should be
a key design issue for network layer algorithms. The careful load distribution among
the sensor nodes may increase the lifetime of the network. Hence, in our routing
algorithm, the remaining energy rate which is defined in Section 5.3.2.4 is obtained
when collecting neighbor information.
5.3.2.4 Cost function
In this section, next-hop selection algorithm is described based on delay and cost
function. The cost value of each possible next-node(s) is evaluated to meet various
QoS parameters such as reliability and energy consumption. Let Nbri be the set of
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neighbors of node i, which are closer to the destination. Then, our cost function
evaluates each neighbor node depending on their energy factor and link quality with
appropriate weights. The reliability requirement of a packet RPprwith priority pr is
used as the coefficient which is obtained from the packet. As a result, from a node i to
its neighbor node j, the expected cost Cost(i,j) is calculated as
Cost(i, j) = (1−RPpr)∗E j +RPpr ∗ (1− p(i, j)) (5.7)
where node j ∈ Nbri. Here, E j is calculated as
E( j) = Eresd, j
Einit, j
(5.8)
where E( j) is the remaining energy rate which is the ratio of the current remaining
energy of node j (Eresd, j) on the maximum energy of the node j (Einit, j). Depending
on the packet prioritization level, the energy and reliability coefficients are determined
from the source node application layer as given in Equ. 5.7. The smart selection
of the coefficients provides that, as the nodes j with more energy are selected as
next-hop candidates for low priority packets, the nodes j with high link quality are
chosen as candidates for high priority packets. Thanks to low priority packets, the load
distribution among the nodes can be achieved for long term communication.
5.3.3 Routing
Our routing algorithm aims to provide both energy efficiency with load balancing and
QoS constraints such as delay and reliability. Before transmitting a packet, the node i
firstly evaluates all j nodes ∈ Nbri, closer to the destination, by using the cost function
given in the Equ. 5.7. Then, the neighbor nodes Nbri are divided into two groups
through a threshold value called avgcost and the speed requirement of the packet Sreqki, j .
The threshold value avgcost is defined as
avgcost =
(maxcost +mincost)
2
(5.9)
where maxcost is the maximum cost in the Nbri and mincost is the minimum cost in the
Nbri. Consequently, the first group includes high quality neighbor nodes (Hi) which
can satisfy the avgcost and Sreqki, j . The second group are composed of the low quality
nodes (Li) which are not included in Hi. As can be seen in Algorithm 1, the partitioning
of the Nbri nodes depends on the prioritization coefficients of the packet (reliability and
delay).
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Require: RPpr,Sreq ,S(i, j),E j,and p(i, j) f or∀ j ∈ Nbri
Ensure: Hi ⊂ Nbri,Li ⊂ Nbri
// Hi: Next-Hop candidates satisfying packet QoS constraints
// Li: Next-Hop candidates if Hi = /0
Ntemp ⇐ Nbri
// Create a copy of the neighbor list for node i
maxcost ⇐ 0
mincost ⇐ 1
while Ntemp 6= /0 do
Let j ∈ Ntemp
Cost(i, j)⇐(1- RPpr)*E j + RPpr*(1-p(i, j))
Ntemp ⇐ j \Ntemp
// Remove node j from neighbour list
if Cost(i, j)> maxcost then
maxcost ⇐Cost(i, j)
end if
if Cost(i, j)< mincost then
mincost ⇐Cost(i, j)
end if
avgcost ⇐(maxcost+ mincost) / 2
end while
Ntemp ⇐ Nbri
while Ntemp 6= /0 do
Let j ∈ Ntemp
if (Cost(i, j)> avgcost)&&(Sk(i, j) > Sreqki, j) then
Hi ⇐ j
else
Li ⇐ j
end if
end while
SortbyCost(Hi,Li)
Figure 5.4: Calculate costs for ∀ j ∈ neighbor node list Nbri, find the priorities of the
nodes.
After this splitting operation, Hi and Li nodes are sorted in descending order according
to their cost. Thus, i node selects the forwarding candidate as a next node, which
meets the reliability requirement of the packet, from the Hi candidate nodes as shown
in Algorithm 2. When any candidate nodes are in Hi list, a next-node(s) from the Li
list may also be selected to maximize the achieved reliability. However, if the selected
next-node can not meet the reliability requirement of the packet, the algorithm may
include more neighbor nodes for transmitting packet until the total reaching probability
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of the packet is greater than RPpr. As known, increasing the number of the next-hops
leads to exceeding the required reaching probability which is defined at the source.
Hence, before transmitting the replicas of the packet to the selected next-hops, the
required RPpr of the each packet is adjusted so as to prevent the unnecessary increase
of the number of paths during the rest of the transmission.
In this case, so as to provide energy efficiency, RPpr of the packet is adjusted per
next-node depending on the number of the selected next-hops. This technique is
borrowed from MMSPEED protocol, which is explained extensively in [20].
Furthermore, if node i can not find any neighbor which is closer to the node j than
itself, it sends a backpressure control packet to the neighboring nodes. If a neighbor
node takes a backpressure packet for node i, it sets the cost value for the node i to
infinity. Hence, during the communication, the node i can not be selected as a relay
node for the destination node j. Previous nodes try to search another neighbor node as
a relay node. This operation also leads to discovering different paths if there exists any
with satisfying the delay constraint [82] and to forbid the loop [83].
5.4 Performance Evaluation
In this section, we present experimental setup and performance results of the IQAR
and MMSPEED algorithms in terms of PSNR, energy consumption and delay. In
the performance results, transmitted images are prioritized in three different ways at
the network layer: None, Entropy and Edge. None means that all image packets are
labeled as low priority. That means the important and non important parts of the image
are treated in the same manner during transmission. Entropy and Edge prioritized
transmission have high priority and low priority packets. As low priority packets are
transmitted with the aim of balancing the load among sensor nodes, high priority ones
have more limited delay constraint than the others. As there is a trade off between
reliability and delay, the reliability requirements of the high priority packets is also
adjusted to satisfy the acceptable quality. In the performance tests, to present the
impact of prioritization on the received image quality, the performances of the low
and high priority packets are given separately in terms of the image quality and delay.
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Require: RPpr,Sreq ,S(i, j),E j,and p(i, j)
SecNextHops ⇐ /0
if Hi 6= /0 then
Candidates ⇐ Hi
JUMP1 :
j ⇐ GetElement(Candidates,1)
// Take first node (j) in Candidates list as primary next hop
index ⇐ 2
T RP ⇐ 1− pi, j
// Define a variable TRP in order to check if the link quality of the selected
next-node is sufficient
while T RP ≤ RPpr do
SecRCP ⇐ GetElement(Candidates, index)
T RP ⇐ 1− ((1−T RP)∗SecRCPp)
index ⇐ index+1
SecNextHops ⇐ SecRCP
end while
SEND(Packet,j,SecNextHops)
// Packet is transmitted to j and SecNextHops
END Algorithm
else
Candidates ⇐ Li
GOTO JUMP1 :
end if
Figure 5.5: Find nexthops to transmit a packet (train).
Furthermore, in order to present the effect of the packet length on the communication
performance, we use two different packet sizes(16,64) in the performance tests.
5.4.1 Experimental setup
In this section, the simulation methodology and the experimental setup is presented.
The parameter values and the performance metrics used in the evaluation are also given
in Table 5.1. To analyze the performance improvements gained by the proposed IQAR
routing protocol, extensive simulations are performed using J-SIM network simulator
[84]. The image traffic is modeled using packet trains, which is suitable for WMSN
settings. The packets in a packet train are transmitted back to back by a node without
releasing the channel. This kind of traffic model is also used in [85].
In the experimental setup, 100 sensor nodes are placed in a 200 m X 200 m region.
Transmission range is set to 40m with a bandwidth of 250 kbps. Each simulation
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is repeated 15 times for different performance metrics. A 256× 256 grayscale test
image is transmitted from multiple image sources. In these simulations, transmitted
image-blocks are composed of s× s (4x4, 8x8) pixels which can fit into a single
network data packet whose size is n. Used test image and its 8× 8 image-blocks are
also depicted in Fig. 5.2.
A general metric used in evaluating routing protocols is the average delivery ratio from
the source(s) to the destination. As we focus on the quality aware image transmission,
the average quality of the transmitted image is illustrated by a well known image
quality metric called PSNR.
End-to-End packet delay, packet delivery performance in terms of PSNR, normalized
energy consumption per node are the metrics used to analyze the performance of the
IQAR protocol. End-to-end delay is the average delay between sending the data packet
from the source and its receipt at the destination. The delay includes the elapsed
time caused by route acquisition, buffering and processing at intermediate nodes, and
retransmission delays at the MAC layer during simulation period.
In wireless transmission, acceptable PSNR values are nearly from 20 dB to 15 dB by
protecting more important parts of the image. Hence, in the simulations, the lower
bound for the required perceptual quality is set to 15 dB at the expense of the full
perceptual quality. The simulation results are used to calculate the average quality of
the transmitted image in terms of PSNR. In the communication, when the number of
sources is greater than one, the received image quality is evaluated by using the results
which is coming from one of the sources.
Many simulation studies in the literature are based on the assumption that the nodes
have equal energy reserves in the beginning. However, non uniform energy distribution
is typical in real life applications. Hence, in our simulations all sensor nodes have
an initial energy value randomly chosen between 1J and 500J to obtain a realistic
energy model. Energy consumption ratio is provided as the total energy consumed
by all sensor nodes divided by the number of nodes. Additionally, TMote Sky node
parameters are used to model a realistic WMSN setting as shown in Table 5.1.
The effect of the packet length on the communication performance in terms of delay
and energy are also analyzed. In this work, we also investigate the impact of
88
Table 5.1: System and Simulation Parameters.
Parameter Value
Environment Settings
Transmitted Block size (n) 16-64 byte
Symbol size (m) 8 bit
Initial Reliability Requirement for high priority packets 0.9
Initial Reliability Requirement for low priority packets 0.1
Deadline for high priority packets 2sn
Deadline for low priority packets 5 sn
Size of the image (N1X N2) 256 X 256 pixel
Traffic Model Packet Train
Radio Range (d) 40 m
Terrain 200m X 200m
Node Number 100
Node Placement Fixed
Data Rate (R) 250kbps
Noise Bandwith (BN) 30kHz
Inter Arrival Time for block size =64 (IAT ) 0.01562 sn
Inter Arrival Time for block size =16 (IAT ) 0.0039 sn
Retry Limit 7
Priority Level 2
Energy Consumption
Initial Energy Einit 1-500 J
Current consumption for transmitting radio signal 19.8 mA
Current consumption for receiving radio signal 21.8 mA
Energy consumption for switched off (idle) 54.5 µ
Energy consumption for sleeping 5.1 µ
Supply voltage for radio 3V
prioritization on the quality and delay. In these evaluations, only prioritized parts of
the image are considered in the calculation of the PSNR and delay. In this study,
IQAR routing protocol is compared with MMSPEED routing protocol since it also has
similar features in terms of adaptiveness and scalability. The service differentiation of
the MMSPEED is based on inter-prioritization of different data types i.e. scalar data,
audio, video etc. However, in our model, image transmission requires intra-image
prioritization so as to assign different priorities to the packets. Hence, MMSPEED
protocol is adopted to support intra-image prioritization in these simulations.
As in MMSPEED [20], it is assumed that our routing protocol is supported by
IEEE 802.11e MAC protocol [86] with ECDF (Enhanced Distributed Coordination
Function) mode where the prioritization is achieved by varying inter frame spacing,
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Figure 5.6: Image quality of MMSPEED and IQAR routing protocols versus number
of flows.
back off intervals and the number of retransmission for different priority levels of the
packets. MAC layer support is also explained in [20] extensively.
5.4.2 Transmitted image quality
Fig. 5.6(a) shows the average PSNR values IQAR and MMSPEED protocols for
varying number of flows without considering end-to-end delay constraint (deadline).
The perceptual quality at the destination is calculated from all delivered packets which
may or may not satisfy the deadline constraint. Fig. 5.6(a) indicates that MMSPEED
None (MMSPEEDnn) is the most sensitive scheme to wireless network errors for
increasing the number of flows. IQAR None (IQARnn) outperforms the other schemes
when the number of flow is less than 8 due to its loose deadline. As shown in this
figure, IQAR Edge (IQARed) and IQAR Entropy (IQARent) have similar behavior in
terms of PSNR. When the number of flows is less than 2, these schemes present a good
image quality (34dB) despite the wireless environment. However, the performance of
these schemes sharply decrease until the number of flows is 4. At remaining flows,
IQARed and IQARent schemes remain more stable to provide the required perceptual
quality, where their PSNR performance are greater than 24dB. This figure also shows
that MMSPEED Edge (MMSPEEDed) presents acceptable PSNR values for all flows.
It provides nearly 3 dB quality improvement over MMSPEEDnn scheme. MMSPEED
Entropy (MMSPEEDent) also presents a fair PSNR quality when the number of flows is
less than 10. As a result of this figure, in terms of the perceptual quality, both protocols
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Figure 5.7: The effect of the prioritization on the image quality performances of the
routing protocols (packet size=64).
nearly satisfy the perceptual quality requirement in terms of PSNR. However, IQAR
protocol provides better quality improvement than MMSPEED protocol.
Fig. 5.6(b) shows the received image quality considering only the received packets
satisfying the deadline constraints. As the number of incoming packets without
exceeding the deadline decreases, the obtained image quality reduces as expected.
IQARnn performance decreases but not rapidly from 26dB to 18dB. Its performance
remains over 24 dB until the number of flows is greater than 8. MMSPEEDnn scheme
gives a performance starting from 25dB to 18db as the number of flows goes from 1
to 12. MMSPEEDent gives better performance than MMSPEEDed as the number of
flows increases. IQARent also provides better quality than IQARed in terms of PSNR.
It provides nearly 1 dB quality improvement over IQARed scheme when the number of
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flows is less than 12. Both IQARed and IQARent schemes provide the required quality at
the destination. In addition, Fig. 5.6(b) shows that the received image quality decreases
for all schemes as the network load increases due to congestion and packet collision.
Fig. 5.7 shows the image quality performances of high priority and low priority packets
for varying number of flows without considering the deadline constraint. As mentioned
in the above sections, these values represent the transmitted image quality by assuming
that the image is only reconstructed from the high or low priority packets. Hence, the
prioritization effect on the performance is shown more clearly in this figure. When
Fig. 5.7(a) and Fig. 5.7(b) are compared, high priority packets are transmitted more
reliably than the low priority ones, as expected. The image parts (ROI), composed
of the high priority packets provide better quality than the non-important parts. For
example, IQARent for high priority packets gives 2-3 dB improvement over IQARent for
low priority packets. In MMSPEED protocol, high priority packets are also transmitted
more reliably than low ones. However, the improvement of high priority packets are
only 1dB over low priority ones.
The results in Fig. 5.6 and Fig. 5.7 lead to the following inferences:
• The prioritization method is certainly beneficial in protecting the important part of
the images.
• The prioritization methods (Edge and Entropy) used in this thesis do not present a
significant image quality difference in terms of PSNR. However, Edge gives slightly
better performance than Entropy.
• IQAR-prioritized schemes are generally better than MMSPEED in terms of PSNR.
• The aim of the IQAR routing protocol is that the required image quality at the
destination is greater than 20dB. The parameters are dynamically adjusted to
provide it.
• All IQAR prioritization schemes (Edge-None) satisfy the image quality
requirement of the application in spite of the congestion, wireless errors and
collision in the network.
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5.4.3 Delay
End-to-end delay is a crucial metric for a QoS based routing protocol. Multimedia
data requires that each packet should reach its destination within the deadline. Hence,
routing protocols may limit the lifetime of the packet at the expense of reliability.
In our work, we try to transmit a packet within a deadline period. However, IQAR
does not tolerate the uncontrolled dropped packets due to delay constraint. For delay
analysis, we have two speed levels of 1000 m/sec for high priority packets and 250
m/sec for low priority packets. In this simulation, Fig. 5.8 shows the end to end
transmission delays of image flows by using two routing protocols.
Two different packet sizes are used to emphasize the efficiency of IQAR routing
protocol over MMSPEED. How packet size is important in a QoS based routing
protocol is also shown for wireless multimedia applications.
Fig. 5.8 shows that the improvement of delay values of IQAR becomes significant
according to the increments of the number of flows. Fig. 5.8(a) shows that when
the number of flows is less than 4, MMSPEED schemes give smaller delay than
the methods of the IQAR schemes. However, these performances are short lived
due to congestion and retransmissions. Fig. 5.8(a) shows that all MMSPEED
schemes(None,Entropy, and Edge) have similar delays when the number of flows is
less than 8. However, when the number of flows is greater than 8, the average delay
of MMSPEEDed and MMSPEEDent schemes are less than MMSPEEDnn due to its
lenient deadline constraint. In this figure, both IQARent and IQARed give nearly the
same performance. They are superior to all other schemes due to load balancing and
controlled multi path styles. IQARnn also gives better performance than all MMSPEED
routing schemes as the number of flows is greater than 6. Fig. 5.8(b) presents the
performance of the protocols as the number of transmitted packets are increased due
to smaller packet sizes. Here, the packet size is decreased four times compared to
Fig. 5.8(a). In this case, as the number of dropped packets and collision probability
increases, the number of retransmissions is boosted by the network protocols in
order to provide the application requirements. Hence, the delay performance of the
MMSPEED and IQAR protocols are worse than the previous results. However, this
figure indicates that IQAR works very well, especially in congested networks. Figure
5.8(b) verifies the results coming from Figure 5.8(a) except for MMSPEEDnn scheme.
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Figure 5.8: Delay of the routing protocols versus number of flows.
In this figure, there is a huge gap between MMSPEEDnn and other MMSPEED
schemes when the number of flows is greater than 4. In this figure, all IQAR
routing schemes have similar behavior and better performance than MMSPEED. In
this part, we also give the average delay performances for high and low priority packets
separately when the size of the packet is 64. Fig. 5.9(a) presents the average delay of
the IQAR routing protocol for only high priority packets and Fig. 5.9(b) gives the
average delay of the low priority ones. In Fig. 5.9(a), IQAR routing presents better
delay performance compared to MMSPEED. IQAR schemes (Edge,Entropy) have
almost similar delay performances when the number of flows is below 5. Moreover,
IQARent shows slightly higher latency then IQARed when the number of flows is
greater than 5. MMSPEEDed and MMSPEEDent also behave similarly until the
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Figure 5.9: The effect of the prioritization on the delay performances of the routing
protocols (packet size=64).
number of flows is 6. The delay performance of the MMSPEEDent scheme is greater
than MMSPEEDed slightly.
Fig. 5.9 shows that IQAR and MMSPEED routing protocols transmit the high priority
packets faster than low priority ones. As compared to the IQAR results in Fig.
5.9(a), Fig. 5.9(b) presents that IQAR transmits high priority packets with %46.6
improvement than the low priority ones, when the number of flows is 12.
Moreover, MMSPEED routing protocol allows that the high priority packets are
transported with %60 improvement over the low priority ones. The average delay
of IQAR protocol for low priority packets still provides nearly %50 improvement over
MMSPEED’s average delay.
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The results in Fig. 5.8 and Fig. 5.9 lead to the following inferences:
• Due to its load and quality-cost balancing capability, IQAR Routing protocol gives
better delay performance than MMSPEED .
• For delay constrained multimedia applications, the differentiation of the packets in
terms of delay requirement is useful at the expense of the reliability.
• Edge and Entropy prioritized schemes give similar delay performance results for
both routing protocols.
• Their delay performance decreases as the number of flows increases, as expected.
5.4.4 Energy consumption
Multimedia applications generate huge data traffic over WMSN, resulting in the
difficulty for both reliable communication and network lifetime especially considering
the scarce energy constraints of the sensor nodes. Hence, energy is a crucial design
issue in WMSN, which should be considered This section gives the influence of the
routing protocols and packet size on the energy consumption. Fig. 5.10 shows the
results for consumed energy per node versus the number of flows. We also give the
results for different packet sizes to present its effect on energy consumption.
The results for total energy dissipation per node for the routing schemes versus number
of flows are shown in Fig. 5.10. Fig. 5.10(a) shows that MMSPEED routing protocol
consumes more energy as noted in [20]. As shown in this figure, IQAR consumes
far less energy compared to MMSPEED. Actually, when the number of flows is 1, all
routing schemes consume nearly the same energy. However, as the number of flows is
increased, the gap between MMSPEED and IQAR increases. The energy consumption
of MMSPEED is higher by 125% to 200% than IQAR’s. In this figure, MMSPEEDed
and MMSPEEDent gives similar results. MMSPEEDnn is slightly better than the other
MMSPEED schemes until the number of flows is 8. However, as the number of flows
increases, the consumed energy of this protocol gets worse than the other MMSPEED
schemes. IQARed and IQARent presents the same performance. IQARnn is slightly
better than the other IQAR routing schemes.
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Figure 5.10: Total energy dissipation per node of MMSPEED and IQAR versus
number of flows.
Fig. 5.10(b) also shows energy consumption of all routing schemes when the packet
size is 16. As the number of packets is increased, the energy consumption gets higher
compared to the results given in Fig. 5.10(a). Fig. 5.10(b) also supports the result
that IQAR is better than MMSPEED in terms of energy consumption. IQAR protocol
outperforms MMSPEED in terms of energy because of its load balancing capability
among the nodes, while MMSPEED needs more retransmissions to recover lost data
leading to a significant increase in energy consumption.
As a result of the energy figures, edge and entropy energy costs are nearly the same.
Hence, we should investigate the resource requirements of these measures to decide
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Table 5.2: Implementation costs of the measures [1].
Measures CPU Cycles Program Memory Data Memory Network Buffer
(bytes) (bytes) (bytes)
Entropy 8270 206 454 64
Edge 2800 126 72 64
which one should be selected. Hence, we use the implementation costs of prioritization
measures which are studied in [1]. Table 5.2 shows that edge measure is more
appropriate than entropy measure, because edge measure needs less sensor resources
with regard to program memory, data memory and processing power. The results in
Figure 5.10 lead to the following inferences:
• MMSPEED consumes extreme energy compared to the IQAR.
• Edge and Entropy have similar energy consumption at intermediate nodes.
• As a result of the source energy analysis for Edge and Entropy in Table 5.2, edge
prioritization is more appropriate for energy constrained sensors.
5.5 Discussion
In this chapter, we propose an image transmission framework to satisfy the application
QoS requirements in WMSN. Before the image transmission, the framework decides
on the image loss tolerance in terms of the required perceptual quality (PSNR).
Content-aware image prioritization techniques (edge and entropy) are used to assign
importance levels to image blocks. While the obtained important image-blocks are
wrapped as high priority packets, the others are wrapped as low priority packets.
Then, the reliability requirements for the high priority packets are adjusted to transmit
the image depending on the required perceptual quality. Our work also presents a
quality aware routing protocol called IQAR to decide on the path to transmit the image
packets. The routing algorithm selects the next hop by using a smart cost function.The
proposed framework is analyzed in terms of the delay, energy and PSNR. IQAR routing
protocol is also compared with the well known routing protocol called MMSPEED.
Simulation results show that IQAR protocol is better than MMSPEED in terms of the
image quality, energy and delay. This protocol also satisfies the required perceptual
quality in terms of PSNR as increasing number of flows. Used prioritization techniques
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(Edge and Entropy) present similar performance in terms of delay and energy in the
communication. Edge prioritization techniques are slightly better than Entropy for
image transmission. It also presents less resource requirement at the source node when
compared to Entropy technique.
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6. CONCLUSION
This thesis focuses on the solutions to the image communication problems that arise
with the progression of the WMSNs from monitoring applications with low-data rate to
more complex multimedia applications, which require timely and efficient delivery of
great amount of image data. It identifies the difficulties such as channel errors and node
failures to transmit an image in wireless sensor environments and in the organization
of the network namely routing. Accordingly, several solutions are proposed to cope
with these difficulties by using error correction techniques, smart image prioritization
and quality aware routing strategies. The contributions of the thesis are summarized in
the following section.
6.1 Contribution revisited
• Contribution 1: Comprehensive Analysis of Various Transmission Techniques
A extensive analysis of the error correction methods containing Forward Error
Correction (FEC), Automatic Repeat Request (ARQ) and watermarking based
error concealment (EC) is done to mitigate the image distortions at the expense
of incurring additional energy consumption and/or wasting bandwidth resources.
Specifically, the EC technique is adopted, proposed in [16] for WMSN to
handle block and pixel losses at the expense of the overhead at the source
node. The combination of the error correction methods with two multipath
techniques (disjoint multipath (DP), intersecting multipath (MF)) is also given
to attain the QoS requirements of the WMSN application. The performance
of all transmission variants considering the possible combinations of potential
techniques such as single path, error concealment (EC) integrated, Reed-Solomon
(RS) coding integrated and pure multipath transmission (disjoint or intersecting
paths) techniques are comprehensively investigated. A packet loss model of the
transmission variants is given depending on the channel error rate. In order to verify
the usability of the proposed transmission variants in resource constrained WMSN,
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their energy consumptions are intensely analyzed. The energy costs of the all
transmission variants are also presented in terms of the new proposed metric namely
Energy Quality Index (EQI), which considers trade-off between image quality and
energy consumption.
The performance results imply that multipath techniques with EC method (ECMF,
ECDP) are greatly capable of restoring distorted images. Hence, these transmission
variants with EC are comprehensively investigated in terms of output power and
distance which leads to a deeper understanding of the impact of physical layer
parameters on the image communication performance. The overhead of the EC
method is examined to specify the consumed energy wasted by the source node.
Along with presenting EC methods usability, the overhead of the EC method
also enables the determination of the required source node capability for imaging
applications.
The simulation results show that the ECMF and ECDP algorithms are capable of
restoring corrupted images in WMSN, especially for bursty channel error conditions
and instant node failures. These schemes give significantly superior performance
than all other schemes including RS. However, the tradeoff between consumed
energy and image quality has been shown for these schemes. Although EC schemes
cause increased complexity, computational burden at the source and the sink,
they have less overhead at the intermediate nodes. MF and RS schemes are also
beneficial in terms of transmitted image quality at the expense of reduced WMSN
lifetime due to the processing cost at the intermediate nodes. However, RS coding is
less effective than error concealment for attainable channel coding rates in WMSN.
In this thesis, two image quality evaluation metrics named PSNR and WSNR
have been utilized to evaluate transmitted image quality in the simulations for
varying distance, error rate and instant node failure probability. As a result of
these simulations, PSNR and WSNR results for transmitted images have similar
behaviors for the schemes which don’t include EC algorithm. However, WSNR
results are more discriminating than PSNR results for EC enabled schemes.
• Contribution 2: Image Quality Prediction and Estimation Integrated
with ARQ In this thesis, QoS requirements of the applications are provided
by considering both the challenges from the wireless environment and the
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characteristics of the multimedia. In this way, the underlying communication
protocols have been adopted to fulfill the QoS requirements of the applications
given the current channel and network conditions. Two novel image quality
evaluation metrics have been proposed to obtain the predicted quality of the image
depending on the channel errors and node failures. First metric predicts the image
quality considering channel error rate and communication layout. It enables a
mapping from the number of lost packets to the quantifying image quality in terms
of PSNR. The other image quality estimation metric is based on the assumption
that the averages of the transmitted packets are available at the nodes, which try to
estimate the image quality before the transmission is completed.
These metrics are used for both the accurate mapping from the application
layer QoS requirements such as required perceptual quality to the lower layer
system parameters. Hence, they allow the identification of the following system
parameters: image quality requirement at the application layer, the number of
retransmission at the link layer and the number of paths at the network layer.
In this context, Link layer Automatic Repeat Request (ARQ) and network layer
multipath transmission mitigate the losses based on the redundant data by adapting
to varying channel conditions. By means of the two proposed metrics, these
methods adaptively adjust their behaviors depending on the estimated perceptual
quality offered by the network which leads to eliminating an excessive large amount
of data redundancy and QoS degradation at the application. The performance
evaluations show that the proposed image quality estimation techniques are
extremely useful to consider the image characteristics in the communication. The
integration of these techniques to the transmission variants are imperative in order
to provide perceptual QoS requirements of the application. Performance results also
verify that RECDP algorithm, which employs error concealment (EC) algorithm on
disjoint multipath with adaptive retransmission, is capable of restoring corrupted
images in highly erroneous environment. This scheme is significantly superior to
all other schemes. We have also shown that the DP and RFDP which employs FEC
algorithm on the disjoint paths with retransmission, schemes are beneficial at the
expense of reduced WMSN lifetime.
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• Contribution 3: A New Image Transmission Framework An image
transmission framework is introduced in order to provide both perceptual quality
and energy savings in WMSN. In the proposed framework, application layer QoS
requirements and routing layer QoS requirements interact with each other and adapt
along with the wireless channel conditions.
The framework performs several preprocessing operations on the captured image
so as to enable the integration of image quality awareness to the routing layer.
Firstly, after capturing the image, packets are labeled as high or low priority packets
depending on the contained information.
Two kinds of prioritization techniques are used to investigate their effect on the
the performance of the image communication: Edge and Entropy. Secondly,
the required perceptual quality assigned by the application layer is mapped to
the reliability requirement of the image by means of the proposed image quality
estimation metric.
However, providing the assigned reliability requirement for whole image causes
excessive energy consumption at the intermediate nodes. Hence, required packet
reliability levels are determined by considering both the quality prediction model
and prioritization levels of the packets.
The proposed QoS based image transmission framework utilizes a distributed
routing algorithm called Image Quality Aware Routing (IQAR), for achieving
reliable, energy and delay efficient data forwarding. It builds a cost function, whose
coefficients are obtained from the application layer QoS requirements. The routing
algorithm not only provides the transmitted image reliability but also balances the
energy load of the sensor nodes involved in the delay bounded communication.
Our framework is analyzed in terms of the delay, energy and PSNR. IQAR routing
protocol is also compared with the well known routing protocol called MMSPEED.
Simulation results show that IQAR protocol performs better than MMSPEED in
terms of the image quality, energy and delay. This protocol also satisfies the
required perceptual quality in terms of PSNR as increasing number of flows.
Used prioritization techniques (Edge and Entropy) present similar performance in
terms of delay and energy in the communication. Edge prioritization techniques are
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slightly better than Entropy for image transmission. It also presents less resource
requirement at the source node when compared to the Entropy technique.
6.2 As a conclusion
As a final mark of the thesis, error mitigating techniques, several ways of the
image quality awareness and the integration of the image characteristics to the
protocols are studied in order to satisfy the application layer QoS requirements
in WMSN. The results imply that the selection of the EC method as an error
mitigating technique is appropriate for WMSN at the expense of the overhead at
the source node. It is also verified that the tradeoff between perceptual quality
and communication overhead can only be balanced by accurately mapping certain
application layer multimedia requirements to the network layer communication
parameters. This mapping operation also leads to exploration of smart ways for
the adaptation of the communication protocols to the wireless sensor environment.
Consequently, proposed methods and investigated schemes are beneficial in
providing perceptual quality and other application layer QoS requirements for
WMSN image applications.
6.3 Future research directions
The future works are as follows:
– It is planned to integrate our framework with error correction methods
including FEC, Watermarking, etc. to decrease the energy consumption at
the intermediate nodes. In this way, the retransmission mechanism is tried to
be removed from the MAC layer protocol as well.
– The proposed image transmission framework will also be evaluated in a real
WMSN testbed including camera enabled nodes. A detailed infrastructure for
determining link qualities by using the broadcast nature of the medium and
mapping the priority levels to them will also be studied.
– Regarding error control methods, byte-level FEC, adaptive ARQ and Error
Concealment based on DWT are employed in this thesis. In future
research, packet-level FEC may be employed to deal with packet losses.
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Adaptive ARQ should deeply be investigated by changing its maximum
number of retransmission. The integration of these error control methods
to the communication protocols requires more intelligent way to find the
optimal solutions. Hence, an investigation of the optimal solutions on new
communication protocols are crucial for quality of service based WMSN
applications.
– Our routing protocol along with sophisticated fusion techniques can be used
to increase the network lifetime as well as to increase the perceptual quality.
– IQAR employs the cost function which uses energy and link reliability as
optimization metrics. Different system parameters such as system throughput
and node buffer can also be used in the cost function as well. Actually,
different cost functions lead to different image communication performances.
A comprehensive analysis of these cost functions will be investigated in order
to obtain the effect of a bulk of communication parameters on the image
communication performance.
– Performance of the proposed techniques for video transmission is a promising
research topic.
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