Exact categories, big Cohen-Macaulay modules and finite representation
  type by Psaroudakis, Chrysostomos & Rump, Wolfgang
ar
X
iv
:2
00
1.
04
41
9v
1 
 [m
ath
.R
T]
  1
3 J
an
 20
20
EXACT CATEGORIES, BIG COHEN-MACAULAY MODULES
AND FINITE REPRESENTATION TYPE
CHRYSOSTOMOS PSAROUDAKIS AND WOLFGANG RUMP
Abstract. One of the first remarkable results in the representation theory of
artin algebras, due to Auslander and Ringel-Tachikawa, is the characterization
of when an artin algebra is representation-finite. In this paper, we investigate
aspects of representation-finiteness in the general context of exact categories in
the sense of Quillen. In this framework, we introduce “big objects” and prove
an Auslander-type “splitting-big-objects” theorem. Our approach generalises
and unifies the known results from the literature. As a further application of
our methods, we extend the theorems of Auslander and Ringel-Tachikawa to
arbitrary dimension, i.e. we characterise when a Cohen-Macaulay order over a
complete regular local ring is of finite representation type.
Contents
1. Introduction 1
2. Preliminaries 4
3. The derived category of an Ext-category 8
4. Totally acyclic exact categories 14
5. Big Cohen-Macaulay modules 18
References 27
1. Introduction
In the representation theory of artin algebras, the main problems are concerned
with the additive structure of the module category, for instance how modules de-
compose into a direct sum of indecomposable modules. Finite representation type
was one of the first leading issues in this area. The question was when the category
of finitely generated modules over an artin algebra is of finite type, that is, when the
set of isomorphism classes of its indecomposable objects is finite, and in particular
what this really means for the whole module category itself.
Toward this question, Auslander and Ringel-Tachikawa have proved the following
important result. The implication (i)=⇒(ii) below is due to Ringel-Tachikawa [50],
while the converse (ii)=⇒(i) is Auslander’s “splitting-big-module” theorem [3].
Auslander-Ringel-Tachikawa Theorem. Let Λ be an artin algebra. The fol-
lowing statements are equivalent :
(i) Λ is of finite representation type.
(ii) Every Λ-module is a direct sum of finitely generated modules.
In particular, this means that the big module category doesn’t have large inde-
composables, i.e. indecomposables which are not finitely generated.
A remarkable analogue of the Auslander-Ringel-Tachikawa theorem was first
proved by Chen [15], and later generalised by Beligiannis [12], for the subcategory
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2of Gorenstein-projective modules over an artin algebra Λ. Beligiannis proved that
any Gorenstein-projective Λ-module is a direct sum of finitely generated ones if
and only if the artin algebra Λ is virtually Gorenstein of finite Cohen-Macaulay
type [12]. The latter result improved Chen’s theorem [15] for Gorenstein algebras.
It should be noted that the key idea of Beligiannis’ result is an Auslander-Ringel-
Tachikawa theorem for a resolving subcategory of the category modΛ of finitely
generated Λ-modules.
In the commutative case, and for a commutative noetherian local algebra R over
a field, Hochster [28] proved the existence of big Cohen-Macaulay modules. Later,
Griffith [24] refined Hochster’s theorem by showing that over a complete regular lo-
cal ring R, any module-finite domain S with a big Cohen-Macaulay module admits
a countably generated one. The major problem in [25] was when a countably gen-
erated big Cohen-Macaulay module over a complete local Gorenstein ring R splits
into a direct sum of finitely generated ones. Griffith’s showed that this is the case
if R is representation-finite ([25, Corollary 5.2]). On the other hand, Beligiannis
[12, Theorem 4.20] obtained a decomposition theorem for Gorenstein projectives
over a complete noetherian commutative local ring A, provided that there exists a
non-projective finitely generated Gorenstein projective A-module. Moreover, there
is a remarkable connection between the finiteness of Cohen-Macaulay modules [12]
and the singularity theory of the ring. In particular, Auslander [4] proved that
every complete Cohen-Macaulay local ring of finite Cohen-Macaulay type is an iso-
lated singularity. In this spirit, Christensen, Piepmeyer, Striuli and Takahashi [17]
proved, for a commutative noetherian local ring, that if the set of indecomposable
totally reflexive modules is finite, then either this set has exactly one element or the
ring is Gorenstein and an isolated singularity (over a Gorenstein ring the totally
reflexive modules are exactly the maximal Cohen-Macaulay modules).
Very recently, the second author established new criteria for Cohen-Macaulay
finiteness [59] which extend the previously known results to arbitrary dimension.
The appearance of Cohen-Macaulay finiteness in several different branches of math-
ematics like commutative algebra, non-commutative singularity theory, Gorenstein
homological algebra and related topics, has prompted the idea of a common frame-
work for Cohen-Macaulay finiteness, including the non-commutative case. From
the work of Beligiannis [12] already, but manifestly from recent work of the second
author [59], it became evident that exact categories in the sense of Quillen provide
the adequate setting for tackling that problem. We also refer to the recent work by
Enomoto [20], where exact categories were used to obtain a complete classification
of Cohen-Macaulay finite Gorenstein algebras.
Motivated by these results, it is natural to explore representation-finiteness with
regard to big modules in a general context including higher dimension as well.
In this spirit, this paper should be regarded as a natural continuation of [59].
A first step toward an Auslander-Ringel-Tachikawa Theorem for Krull dimension
one, that is, for classical orders over a complete discrete valuation domain, was
done successfully by the second author in [57]. So let us pass to the case of Krull
dimension d ≥ 2.
Let R be a complete regular local ring of Krull dimension d. Recall that a Cohen-
Macaulay order Λ over R is an R-algebra which is finitely generated and free over R.
Then a Λ-module X is said to be Cohen-Macaulay if X is finitely generated and free
over R. Note that for d = 0, the order Λ is just an artin R-algebra, and the category
CM(Λ) of Cohen-Macaulay modules coincides with the category modΛ of finitely
generated Λ-modules. The following result (Theorem 5.17), based on a suitable
concept of (accessible) big Cohen-Macaulay module, extends the Auslander-Ringel-
Tachikawa theorem to arbitrary finite dimension.
3Theorem. Let Λ be a Cohen-Macaulay order over a complete d-dimensional regular
local ring R. The following are equivalent :
(i) Λ is of finite representation type.
(ii) Every big Cohen-Macaulay Λ-module is a direct sum of finitely generated
Λ-modules.
The theorem will be obtained as a consequence of an Auslander-type “splitting-
big-objects” theorem in the context of exact categories. This result is built from re-
cent work of the second author [59], where new representation-theoretic techniques
are applied to exact categories (L-functors, Auslander-Reiten exact categories and
other, see subsection 2.3). To state our general Auslander-type result, we have to
introduce some notation first.
We work over Ext-categories [53], that is, exact categories with enough projec-
tives and injectives, see subsection 2.1. The first problem in this setup is to define
“big objects” in a meaningful way. For an Ext-category A with a full subcategory
P of projectives, we construct an increasing sequence of subcategories of Mod(P),
starting with the category Ke0(A ) = AddA of projectives in Mod(A ). The next
step is to consider the subcategory Ke1(A ) of objects L in Mod(P) arising from
a short exact sequence 0 → L → M → A → 0 with M and A in the first subcat-
egory. Iterating this process and taking the union, we obtain a category Ke(A )
which turns out to be the smallest resolving subcategory of Mod(P) which con-
tains AddA , see Proposition 5.1. Therefore, we say that Ke(A ) consists of the
“accessible big” A -objects.
Next, for an additive category A we consider the category mod(A ) of coherent
functors A op −→ Ab (we view this category as a certain quotient of the morphism
category of A , see subsection 2.2). An additive category A is called strongly left
noetherian [56] if mod(A ) is abelian and noetherian.
Our second main result is the following, see Theorem 5.9.
An Auslander-type “splitting-big-objects” Theorem. Let A be a left Ext-
category. Assume that every object of Ke(A ) is a direct sum of objects in A . Then
the quotient A /[P] is strongly left noetherian.
The relevance of “strongly left noetherian” is its connection to representation
finiteness. Indeed, the latter property implies that the set of isomorphism classes of
the indecomposableA -objects is finite. This representation-theoretic interpretation
is due to the second author and is discussed in subsection 2.3.
Apart from proving the above Auslander-Ringel-Tachikawa criterion for represent-
ation-finite orders in higher dimension, we will use this general “splitting-big-objects”
theorem to give direct proofs of Beligiannis’ results [12] (Corollaries 5.10, 5.11, 5.12
and 5.14), and to extend Chen’s theorem [15] from Gorenstein artin algebras to a
wide class of Gorenstein rings (see Corollary 5.13).
The article is structured as follows. In Section 2 we recall notions and results on
exact categories that are used throughout the paper. In Section 3 we discuss the
derived category of an Ext-category. In particular, we introduce the notion of an
adjoint pair of subcategories (see Definition 3.4) and show in Proposition 3.8 that
the pair (mod(P), com(I )) is an adjoint pair in the derived category D(A ). At
the end of this section, after recalling a notion of a dimension for exact categories
introduced by the second author in [59], we characterise in Proposition 3.12 when
an Ext-category has finite dimension in terms of the A -resolution dimension of
mod(P) in the sense of Auslander-Buchweitz. In Section 4, working again with
an Ext-category A such that the subcategory of projectives P is left coherent, we
define the acyclic closure T(A ) of A . We first show in Proposition 4.1 that the
acyclic closure T(A ) is again an Ext-category. Moreover, we show in Proposition 4.3
4that T(A ) consists of the Gorenstein-projectives in mod(P). As a consequence,
we derive in Corollary 4.5 that a complex over A is exact if and only if it is acyclic
over T(A ). This clarifies the relationship between acyclicity with exactness. Based
on this we call A totally acyclic (Definition 4.8) if T(A ) = A . The final Section 5
is devoted to show the main results of the paper as presented in the first part of
the introduction.
We remark that our approach to finite representation type is again, in a sense,
“functorial” but with many homological influences now in the context of exact cat-
egories based on the work [59]. For an overview of Auslander’s functorial approach
on finite representation type, we refer the reader to the book of Hubery-Krause
[30, Chapter 5], see also [41]. We also refer to the book of Leuschke-Wiegand [42]
for an overview on Cohen-Macaulay representations.
Conventions and Notation. For a ring R we work usually with left R-modules
and the corresponding category is denoted by Mod(R). The full subcategory of
finitely presented R-modules is denoted by mod(R). Our additive categories are
assumed to have finite direct sums and our subcategories are assumed to be closed
under isomorphisms and direct summands. If X is a full subcategory of an abelian
category A , we denote by AddX (respectively, addX) the full subcategory of A
consisting of all objects which are summands of a direct sum (respectively, finite
direct sum) of objects of X. The Jacobson radical of a ring R is denoted by RadR.
By a module over an artin algebra Λ, we mean a finitely presented (generated)
left Λ-module. We also write P := Proj(A ) and I := Inj(A ) for the projective,
respectively injective, objects of the category A .
2. Preliminaries
2.1. Ext-Categories. Let A be an additive category. A pair of morphisms in A :
A B Ca b
is said to be a short exact sequence if a = ker b and b = Coker a. An additive category
A is called exact if there is a non-empty class Con(A ) of short exact sequences
satisfying certain axioms. We assume that Con(A ) is closed under isomorphisms.
Following Keller [37], the short exact sequences in Con(A ) are called conflations, the
morphism a (respectively, b) in a conflation as above is called inflation (respectively,
deflation). Then the defining axioms of an exact category A are the following:
(i) The composition of inflations (respectively, deflations) is an inflation (re-
spectively, deflation).
(ii) The pullback (respectively, pushout) of a deflation (respectively, an infla-
tion) along an arbitrary morphism exists and is a deflation (respectively,
an inflation).
Exact categories were introduced by Quillen [48]. We refer to [14] for an overview
of the basic homological theory in exact categories in the sense of Quillen.
We now recall the notion of an Ext-category introduced by the second author in
[53]. Let C be a full subcategory of an additive category A . Denote by Epi(C ) the
class of C -epimorphisms, that is, morphisms e : A −→ A′ such that any morphism
C′ −→ A′ with C′ in C factors through e. Recall from [8] that C is contravariantly
finite in A if every object A in A admits a C -epimorphism C −→ A with C in
C . On the other hand, given any class of morphisms Σ ⊂ A we can form the full
subcategory of Σ-projectives in A denoted by PrΣ. This means precisely that PrΣ
is the largest full subcategory C of A such that Σ ⊂ Epi(C ). Motivated by the
work of Maranda [44], a pair (C ,Σ) is called a projective structure in A if C = PrΣ,
Σ = Epi(C ) and for every A in A there exists a morphism C −→ A with C in C .
5We refer to the reader to [58] for characterizing when a full subcategory of A
gives rise to a projective structure as well as when a morphism class in A defines
a projective structure. We also leave to the reader to formulate the duals of the
above concepts (C -monomorphism, Σ-injective and injective structure).
Suppose now that A is an exact category. Note first that by the definition it
follows that the split short exact sequences belong to Con(A ). Denote by Def(A ),
resp. Inf(A ), the class of deflations, resp. inflations, in A . We follow the standard
notation for an inflation and a deflation, i.e.֌ and ։ respectively. The objects of
Proj(A ) := Pr(Def(A )) are called projective and the objects of Inj(A ) := In(Inf(A ))
are called injective. If every object A in A admits a deflation P −→ A with P in
ProjA , then we say that A has enough projectives. Dually, we say that A has
enough injectives if A op has enough projectives.
Recall from [54,58] that an exact category A is called divisive if every split
epimorphism has a kernel. We recall the following characterization for an exact
category to be divisive. For the proof see [54, Proposition 1].
Lemma 2.1. Let A be an exact category. The following are equivalent :
(i) A is divisive.
(ii) A morphism b : B −→ C is a deflation in A whenever there is a morphism
a : A −→ B such that ba is a deflation.
For an exact category A , the pair (Proj(A ),Def(A )) is a projective structure if
and only if the exact category A is divisive and has enough projective objects [59].
An exact category with the latter property is called a left Ext-category. Dually
we have the notion of a right Ext-category. A divisive exact category with enough
projectives and enough injectives is called an Ext-category.
2.2. The Homotopy Category of Two-Term Complexes. Let A be an ad-
ditive category. We denote by Mor(A ) the category of morphisms over A . The
objects of Mor(A ) are two-termed complexes 0 −→ A1 −→ A0 −→ 0 and given
another object 0 −→ B1 −→ B0 −→ 0 in Mor(A ), a morphism between these com-
plexes is given by a pair of maps (f, g) such that the following square commutes :
A1 A0
B1 B0
f
a
g
b
Moreover, there is a natural fully faithful functor A −→ Mor(A ) given by the
assignment A 7→ IdA : A −→ A. Denote by [A ] the ideal of Mor(A ) generated
by the identity morphisms IdA in Mor(A ). It is easy to check that the ideal
[A ] of Mor(A ) consists of homotopic to zero morphisms. We denote by M(A )
the homotopy category of Mor(A ) which is equivalent to the quotient category
Mor(A )/[A ]. There are two natural full embeddings :
A + M(A ) A −
where A +, resp. A −, consists of the morphisms A+ : 0 −→ A, resp. A− : A −→ 0,
with A in A . Then the factor category mod(A ) := Mor(A )/[A −] is equivalent to
the category of coherent functors A op −→ Ab. For the notion of coherent functor
we refer to [2]. Moreover, the quotient category Mor(A )/[A +] is equivalent to
com(A ) := (mod(A op))op.
Let A be an exact category. We also need to consider the full subcategory
Ext(A ) of the homotopy category K(A ) of complexes over A consisting of three-
termed complexes 0 −→ A0 −→ A1 −→ A2 −→ 0 which are conflations in A . In
6fact, we have the following full embeddings :
com(A ) Ext(A ) mod(A )
inflation ←− [ conflation 7−→ deflation
We need in the sequel the following interesting result on the category Ext(A ),
for the proof see [59, Proposition 2].
Proposition 2.2. Let A be a divisive exact category. Then Ext(A ) is abelian.
Moreover, if A is a left Ext-category, then Ext(A ) ≃ mod(A ) with A := A /[ProjA ].
2.3. Acyclic Complexes. Let A be an exact category and consider a complex
A : · · · A−1 A0 A1 A2 · · ·
a−1 a0 a1 (2.1)
The complex A is called acyclic if there exist conflations in A :
Zn−1 An Zn
in−1 pn
with an = inpn for all n ∈ Z.
We will need throughout the paper the following useful result due to Keller. Note
that the first statement is the dual of ([37, Lemma 4.1]).
Lemma 2.3. Let A be an exact category.
(i) Assume that A has enough projectives. Then for each bounded above com-
plex A, there is a triangle in the homotopy category K+(A ) of bounded
above complexes :
Z[−1] P A Z
such that Z is acyclic and each component in P is projective.
(ii) Assume that A has enough injectives. Then for each bounded below com-
plex B, there is a triangle in the homotopy category K−(A ) of bounded
below complexes :
Z B I Z[1]
such that Z is acyclic and each component in I is injective.
We also need the following standard result in the context of exact categories.
Lemma 2.4. Let A be an exact category. Let A be a complex in A and P a
bounded above complex of projectives. Then HomD(A )(P,A) ∼= HomK(A )(P,A).
We call A left coherent if every morphism f in A has a weak kernel, that is, a
morphism g in A with fg = 0 such that every g′ in A with fg′ = 0 factors through
g. Right coherence, and weak cokernels are defined dually. Left and right coherent
additive categories are said to be coherent.
A finite or infinite sequence of morphisms
· · · A−1 A0 A1 A2 · · ·
a−1 a0 a1 (2.2)
is called weak exact if an is a weak kernel of an+1 and an+1 is a weak cokernel of
an for all possible n.
An additive category A is called strongly left noetherian [56] if modA is
abelian and noetherian. Recall that mod(A ) being noetherian means that the
subobjects of any object of mod(A ) satisfy the ascending chain condition. The
property of A being strongly left noetherian has been characterized in [56, Propo-
sition 2]. In particular, it is equivalent to the property that for every family (fi)i∈I
of morphisms fi : Ai −→ A in A , there is a finite subset J ⊂ I such that each fi
factors through the morphism ⊕j∈JAj −→ A.
7Recall that an additive category A is Krull-Schmidt if every object of A de-
composes into a finite direct sum of objects with local endomorphism rings. The
decompositions into indecomposable objects are unique, up to isomorphism, and
the radical Rad(A ) is generated by the non-invertible morphisms between indecom-
posables. We denote by ind(A ) a representative system of indecomposable objects.
Following the terminology of [59] and a projective and injective object in an exact
category that is called bijective. Such an object B is called tame if there is either a
right almost split map ending in B or a left almost split map starting from B.
One of the key ideas for the criteria of Cohen-Macaulay finiteness in higher
dimension [59] by the second author is the notion of L-functors. Roughly speaking,
the second author has proved that the existence of almost split sequences in an
exact category A implies the existence of an adjunction (L,L−) on the homotopy
category M(A ). The latter adjunction gives rise to an augmentation morphism
λ : L −→ IdA and given an object a in M(A ), an iterated application of L gives
what is called a left ladder : · · · −→ L2a −→ La −→ a. If every such left ladder is
finite, then M(A ) is called left L-finite. Using the right adjoint L−1 we have the
notion of right ladder and M(A ) being right L-finite. When M(A ) is left and right
L-finite then M(A ) is called L-finite. For more details we refer to [53–55,59].
We can now state the following result due to second author, see [59, Theorem 1].
Theorem 2.5. Let A be an Ext-category with the Krull-Schmidt property. Assume
that indP and indI are finite, that EndA (A) is noetherian for all objects A in A ,
and that the indecomposable bijectives are tame. The following are equivalent :
(i) The number ind(A ) is finite.
(ii) A is strongly noetherian.
(iii) A /[P] is strongly left noetherian and A /[I ] is strongly right noetherian.
(iv) Ext(A ) is a length category.
(v) A has almost split sequences and M(A ) is L-finite.
As a consequence of the above, we have the following important result (see
[59, Corollary 1]) which is used extensively in Section 5.
Corollary 2.6. Let A be a left Ext-category with left almost split sequences such
that EndA (A) is right noetherian for all objects A in A . Consider the following
statements :
(i) The number ind(A ) is finite.
(ii) A is strongly left noetherian.
(iii) A /[P] is strongly left noetherian.
(iv) Ext(A ) is noetherian.
(v) Ext(A ) is a length category.
(vi) A has almost split sequences and M(A ) is left L-finite.
Then (i)=⇒(ii)=⇒(iii)=⇒(iv) =⇒(v)=⇒(vi).
To state the second result from the paper [59] by the second author we need
to recall the notion of an Auslander-Reiten category. Let A be a a Krull-Schmidt
category. From [59, Corollary 2] we know that any morphism f : A −→ B in A
is of the form (0 m) : A0 ⊕ A1 −→ B where the morphism m is right minimal
and the decomposition A = A0 ⊕ A1 is unique up to isomorphism. Recall that a
morphism m : A1 −→ B is right minimal [10] if every endomorphism g : A1 −→ A1
with mg = m is invertible. Also, a morphism f : A −→ B in A is called right
almost split if f is a radical morphism and every other radical morphism A′ −→ B
factors through f . Thus a right almost split map f is of the form (0 m) with m
right minimal and right almost split. In this case the morphism m is called a sink
map. Dually we define the notions of left almost split morphisms and source maps.
8A Krull-Schmidt exact category A is called Auslander-Reiten if every object A
in A admits a sink and a source map ([59, Definition 2]).
We close this subsection with the following important result due to the second
author. In particular, this is [59, Theorem 2] and is one of the key ingredients
for proving Beligiannis representation-finiteness result for subcategories, see Corol-
lary 5.10.
Theorem 2.7. Let A be a left Ext-category with almost split sequences and P :=
Proj(A ) such that ind(P) is finite, EndA (A) is noetherian for all objects A in A ,
and that indecomposable bijectives are tame. Assume that M(A ) is left L-finite.
Consider the following statements :
(i) M(A ) is L-finite with ind(Inj(A )) finite.
(ii) A is an Auslander-Reiten category and A , viewed as a subcategory of
mod(P), is contravariantly finite.
(iii) The stable category A /[P] has a weak cogenerator.
(iv) ind(A ) is finite.
Then : (i)=⇒(ii)=⇒(iii)=⇒(iv).
2.4. Gorenstein-Projective Objects. In this last subsection, we briefly recall
the notion of Gorenstein-projective modules over a ring [18] that is used later in
the paper, and we fix notation.
Let R be a ring. An acyclic complex of projective R-modules
P • : · · · P−1 P 0 P 1 · · ·
is called totally acyclic, if the complex HomR(P
•, P ) is acyclic for every projective
R-module P . An R-module M is called Gorenstein-projective if it is of the form
M = Coker(P−1 −→ P 0) for some totally acyclic complex P • of projective R-
modules. We denote by GProj(R) the full subcategory of Mod(R) consisting of the
Gorenstein projective left R-modules. By Gproj(R) we denote the subcategory of
the finitely generated Gorenstein projectives.
It is well known that the category GProj(R) of Gorenstein projectives is a Frobe-
nius exact category with coproducts. Hence, the category GProj(R) is an Ext-
category with coproducts and the projectives coincides with the injectives. Simi-
larly, the subcategory Gproj(R) is an Ext-category. We remark that the above def-
inition of Gorenstein projectives makes sense for any abelian category with enough
projectives. The abelian version of the latter notion is used in Proposition 4.3 where
we consider the subcategory GProj (mod(P)).
3. The derived category of an Ext-category
Let A be an exact category. We denote by Ac(A ) the full triangulated sub-
category of the homotopy category K(A ) consisting of all complexes which are
isomorphic to acyclic complexes, see subsection 2.3. The derived category D(A ) of
A is defined to be the localization K(A )/Ac(A ) (see Neeman [46] and Keller [38]).
For any n ∈ Z, the objects of D(A ) isomorphic to complexes A with Am = 0
for m > n determine a full subcategory D≤n(A ) of D(A ). Similarly, we define
D≥n(A ) and write D<n(A ) := D≤n−1(A ) and D>n(A ) := D≥n+1(A ). The same
notation will be applied to K(A ).
We make the following definition.
Definition 3.1. Let A be an Ext-category and n an integer.
(i) A complex (2.2) over A is called left exact at n if every map f : P −→ An
with anf = 0 and P ∈ Proj(A ) factors through an−1.
(ii) A complex (2.2) over A is called right exact at n if every map g : An −→
I with gan−1 = 0 and I ∈ Inj(A ) factors through an.
9(iii) We say that (2.2) is right exact (resp. left exact) if it is right (resp. left)
exact at all n ∈ Z. If the complex is left and right exact, we call it exact.
Clearly, every acyclic complex is exact. In the derived category D(A ), exactness
can be detected as follows. Recall that we write P := Proj(A ) and I := Inj(A )
for the projective and injective objects, repsectively.
Proposition 3.2. Let A be an Ext-category. Assume that P is left coherent. For
a complex A over A , the following statements are equivalent :
(i) A is left exact at n ≤ 0.
(ii) HomK(A )(P,A) = 0 for every P ∈ K
≤0(P).
(iii) HomD(A )(B,A) = 0 for every B ∈ D
≤0(A ).
Proof. (i)=⇒(ii): Since A is left exact at n ≤ 0, it follows easily using Definition 3.1
that any morphism of complexes P −→ A is homotopic to zero.
(ii)=⇒(iii): For any B in K≤0(A ), by Lemma 2.3 there is a triangle
Z[−1] P B Z
with acyclic Z ∈ K≤0(A ) and P ∈ K≤0(P). Hence, Lemma 2.4 implies that
HomD(A )(A,B) = 0.
(iii)=⇒(i): Take B to be a stalk complex at some n over P. By Lemma 2.4, any
morphism in HomD(A )(B,A) can be represented by a morphism in K(A ). Hence
HomK(A )(B,A) = 0. This shows that A is left exact at n ≤ 0. 
Let D≤n(A ) denote the full subcategory of D(A ) consisting of the complexes
which are right exact at m > n. Similarly, D≥n(A ) stands for the full subcategory
of complexes over A which are left exact at m < n. Thus D≤n(A ) ⊂ D≤n(A ) and
D≥n(A ) ⊂ D≥n(A ). As usual, if C is a full subcategory of a triangulated category
T, the right Hom-orthogonal subcategory {A ∈ T | HomT(C , A) = 0} of T is denoted
by C⊥, and the left Hom-orthogonal subcategory {A ∈ T | HomT(A,C ) = 0} of T
is denoted by ⊥C . By Proposition 3.2 and its dual, we have
D≤n(A ) =
⊥D>n(A ), D≥n(A ) = D
<n(A )⊥. (3.1)
Assume that the additive category P is left coherent, that is, mod(P) is an
abelian category (see [23, Theorem 3.2]). We call a full subcategory C of mod(P)
with P ⊂ C resolving [5] if for any short exact sequence 0 −→ L −→ M −→
N −→ 0 in mod(P) with N ∈ C , the middle term M is isomorphic to an object
in C if and only if L is isomorphic to an object in C . Auslander and Bridger [5]
also require that C = addC which we do not assume. In particular, we show below
that a resolving subcategory inherits an exact structure from mod(P) (see also
[59, Proposition 14]).
Proposition 3.3. Let A be an Ext-category with P := Proj(A ) left coherent.
Then there are full embeddings
A mod(P) D(A )
such that A becomes a resolving subcategory of mod(P) with the induced exact
structure, and there is an equivalence
mod(P) ≃ D≤0(A ) ∩ D≥0(A ). (3.2)
Proof. For any object A ∈ A there is a conflation A′
i
֌ P0
p
։ A with P ∈
Proj(A ), and a deflation q : P1 −→ A
′. Then iq : P1 −→ P0 defines an object
J(A) ∈ mod(P). This gives a well-defined additive functor J : A −→ mod(P)
which is fully faithful. By the Horseshoe lemma, see [14, Theorem 12.8], it is
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straightforward to verify that J maps conflations in A to short exact sequences in
mod(P).
Let L
a
֌ M
b
։ B be a short exact sequence in modP with B in A . Assume
first that M lies in A . Since A is divisive and every morphism P −→ B with
P ∈ P factors through b, Lemma 2.1 implies that b is a deflation in A . Since J is
exact, we infer that L is isomorphic to an object in A .
Now assume that L is in A . Choose an epimorphism p : P −→ M in mod(P)
with P ∈ P. Since every morphism Q −→ B with Q ∈ P factors through bp,
Lemma 2.1 implies that bp is a deflation in A . So we get a pullback diagram:
C C
A P B
L M B
j ij
i
q p
a b
with an inflation i ∈ A . Since every Q −→ L with Q ∈ P factors through q, we
infer as above that q is a deflation in A . Hence the composition ij is an inflation,
which shows that M is isomorphic to an object in A . This proves that A is a
resolving subcategory of mod(P). Moreover, it follows that the exact structure of
A is induced by that of mod(P).
By Lemma 2.3, the full embedding mod(P) →֒ D(A ) which associates a projec-
tive resolution to any object of mod(P) verifies (3.2). 
We leave it to the reader to dualize the results of this section. For example, the
right-hand analogue of (3.2) is
com(I ) ≃ D≥0(A ) ∩ D≤0(A ).
Definition 3.4. Let A be an additive category with full subcategories B and C
which are closed under isomorphism. Consider the following diagram
A
B C
G
H
where G and H are additive functors. We call (B,C ) an adjoint pair if every
object B ∈ B admits a morphism λB : B −→ GB with GB ∈ C such that each
B −→ C′ with C′ ∈ C factors uniquely through λB , and every object C ∈ C admits
a morphism ρC : HC −→ C with HC ∈ B such that each B
′ −→ C with B′ ∈ B
factors uniquely through ρC .
For example, a reflective full subcategory C →֒ A , i.e. the inclusion has a left
adjoint, is equivalent to an adjoint pair (A ,C ). In general, every adjoint pair
(B,C ) gives rise to an adjunction G ⊣ H between B and C . Indeed, any pair of
objects B ∈ B and C ∈ C determines a commutative diagram
B GB
HC C
f ′
λB
f
ρC
(3.3)
which gives a bijection f 7→ f ′ between HomC (GB,C) and HomB(B,HC). The
unit η : IdB −→ HG of the adjunction satisfies ρG ◦ η = λ.
11
More generally, we say that (C0, . . . ,Cn) is an adjoint sequence of full subcate-
gories Ci if the (Ci,Ci+1) with 0 ≤ i < n are adjoint pairs such that each morphism
Ci −→ C
′
j with Ci ∈ Ci, C
′
j ∈ Cj and 0 ≤ i < j ≤ n factors uniquely through the
composed morphism
Ci Ci+1 · · · Cj−1 Cj .
λCi
λCj−1
Note that the latter condition is left-right symmetric so that (Ci,Cj) is an adjoint
pair for all 0 ≤ i < j ≤ n.
Definition 3.5. Let (B,C ) and (B′,C ′) be adjoint pairs in an additive category
A . We say that (B′,C ′) extends (B,C ) if (B′,B,C ,C ′) is an adjoint sequence
where B is a reflective subcategory of B′ and C is a coreflective subcategory of C ′.
Before we apply these concepts to the derived category, we note the following.
Proposition 3.6. Any extension (B′,C ′) of an adjoint pair (B,C ) in an additive
category satisfies B′ ∩ C ′ = B ∩ C .
Proof. Let X be an object in B′ ∩C ′. Since (B′,B,C ,C ′) is an adjoint sequence,
the identity morphism IdX factors as follows:
B′ ∋ X B C X ∈ C ′
IdX
λX λB λC
The adjoint pair (C ,C ′) arises from the coreflective subcategory C →֒ C ′. This
implies that the morphism λC is an isomorphism and therefore X is isomorphic to
an object in C . By symmetry, we obtain that X lies in B∩C , i.e. B′∩C ′ ⊆ B∩C .
Similarly, we show that B ∩ C ⊆ B′ ∩ C ′. 
Our aim is to understand via the notion of an adjoint pair the structure ofmodP
and comI as a pair of subcategories in the derived category D(A ). To proceed
we need the following preliminary result.
Lemma 3.7. Let A be an Ext-category with I := Inj(A ) right coherent. Then
any morphism f : A −→ B in A admits a morphism g : B −→ I with I ∈ I and
gf = 0 such that each morphism g′ : B −→ I ′ with I ′ ∈ I and g′f = 0 factors
through g.
Proof. Let f : A −→ B be a morphism in A and choose an acyclic complex 0 −→
A
a
−→ I0
i
−→ I1 −→ A
′ −→ 0 in A with I0, I1 in I . Let b : B −→ I2 be an
inflation with I2 in I . Then there is a morphism j : I0 −→ I2 such that bf = ja.
Since I is right coherent, there exists a weak cokernel (j′ i′) : I1 ⊕ I2 −→ I of(
−i
j
)
: I0 −→ I1 ⊕ I2 in I . In particular, we have the following commutative
diagram:
A I0 I1
B I2 I
a
f
i
j j′
b i′
We claim that the map g := i′b : B −→ I meets the requirement. Clearly, gf = 0.
Let g′ : B −→ I ′ with I ′ ∈ I such that g′f = 0. We show that g′ factors through
g. First, there is a map b′ : I2 −→ I
′ such that b′b = g′. We write i = k′k for
the canonical factorisation of the map i : I0 ։ K ֌ I1 . Since b
′ja = 0, there
is a morphism l : K −→ I ′ such that lk = b′j. Then we also get a morphism
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l′ : I1 −→ I
′ such that l′k′ = l. Then, since (l′ b′)
(
−i
j
)
= 0, there is a morphism
c : I −→ I ′ making the following diagram commutative :
I0 I1 ⊕ I2 I
I ′
(−ij ) (j′ i′)
(l′ b′)
c′
Then the morphism c satisfies cg = g′ and this completes the proof. 
Proposition 3.8. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ) right coherent. Then
(
mod(P), com(I )
)
is an adjoint pair in the derived category D(A ) which extends to an adjoint pair
(D≤0(A ),D≥0(A )).
Proof. Let
· · · P−2 P−1 P0 0
a−2 a−1
be an object M in mod(P) →֒ D(A ). Since I is right coherent, there are mor-
phisms P0
e
−→ I0 → I1 → I2 → · · · such that for any object I ∈ I the following
complex
· · · HomA (I1, I) HomA (I0, I) HomA (P0, I) HomA (P−1, I)
is exact. Hence the complex
0 I0 I1 I2 · · ·
is an object C in com(I ). Moreover, the map e : P0 −→ I0 induces a morphism
λM : M → C in D(A ) such that every morphism M −→ C
′ with C′ ∈ comI
factors uniquely through λM . By symmetry, this shows that (mod(P), com(I )) is
an adjoint pair.
By Lemma 2.3 (i), every object in D≤0(A ) is isomorphic to a complex of the
form: · · · → P−1
a−1
−→ P0 → 0, which determines an object Coker a−1 ∈ mod(P).
This assignment gives a left adjoint D≤0(A ) −→ mod(P) to the inclusion functor
mod(P) →֒ D≤0(A ), i.e. mod(P) is a reflective subcategory of D≤0(A ). Similarly,
com(I ) is a coreflective full subcategory of D≥0(A ). Moreover, any morphism
P −→ I in D(A ) with P in D≤0(A ) and I in D≥0(A ) factors uniquely through
λP : P −→ P
′ with P ′ in mod(P), and every M −→ I with M in mod(P) and I
in D≥0(A ) factors uniquely through λM : M −→ C with C in com(I ). Hence the
tuple (D≤0(A ),mod(P), com(I ),D≥0(A )) is an adjoint sequence in D(A ). 
Corollary 3.9. For an Ext-category A with P := Proj(A ) left coherent and I :=
Inj(A ) right coherent, the following equivalence holds in D(A ) :
A ≃ mod(P) ∩ com(I ) ≃ D≤0(A ) ∩ D≥0(A ).
Proof. By Proposition 3.6, it is enough to verify the first equivalence. For an object
A inmod(P)∩com(I ) with projective resolution P and injective resolution I, there
is a morphism P −→ I in K(A ) with an acyclic mapping cone. Hence the object
A lies in A . 
The following corollary shows that the orthogonal pairs (3.1) give rise to t-
structures (see [22, Lemma 6.3]).
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Corollary 3.10. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ) right coherent. For any object A ∈ D(A ) and n ∈ Z, there is a
triangle
τ≤nA A τ
>nA τ≤nA[1] (3.4)
in D(A ) with τ≤nA ∈ D≤n(A ) and τ
>nA ∈ D>n(A ).
Proof. There is an obvious triangle A>0 → A → A≤0
δ
→ A>0[1] with A>0 ∈
D>0(A ) and A≤0 ∈ D≤0(A ). So we have a universal morphism λA≤0 : A
≤0 −→ C
with C ∈ com(I ) according to the adjoint pair (D≤0(A ), com(I )). The mapping
cone of λA≤0 is in D<−1(A ). Since A
>0[1] lies in D≥0(A ), the morphism δ factors
through λA≤0 . So we get an octahedron
τ<0A τ<0A
A>0 A A≤0 A>0[1]
A>0 τ≥0A C A>0[1]
with τ≥0A ∈ D≥0(A ) and τ<0A ∈ D<0(A ). This proves (3.4) for n = −1, hence
for all n ∈ Z. 
Similarly, there is the following triangle in D(A ) :
τ<nA A τ≥nA τ<nA[1] (3.5)
with τ<nA ∈ D<n(A ) and τ
≥nA ∈ D≥n(A ) according to the second equation in
(3.1). For exact categories with splitting idempotents and a coherence condition
(which generalizes that for P and I in Proposition 3.8), the existence of these
truncation functors was proved recently by Fiorot [22].
Explicitly, the truncation τ<0A of a complex (2.2) can be constructed as follows.
By the proof of Lemma 2.3 (ii), there is a quasi-isomorphism ρ : A −→ B with Bn
in I for n > 0. Let φ be the morphism into B given by the commutative diagram
· · · B−2 B−1 B0 I1 I2 · · ·
· · · B−2 B−1 B0 I1 I2 · · ·
(3.6)
where · · · → B−1 → B0 → I1 → I2 → · · · is right exact at n ≥ 0. This yields the
universal morphism ρ−1φ : τ<0A −→ A. Note that by (3.1), the triangles (3.4) and
(3.5) are functorial. Hence the pairs (D≤0(A ),D
≥0(A )) and (D≤0(A ),D≥0(A ))
are t-structures in D(A ).
In [59] a notion of a dimension of an Ext-categoryA was defined. In a sense, this
dimension measures how far is A from being abelian, i.e. equivalent to mod(P).
This notion is necessary for our discussion on totally acyclic complexes over exact
categories in Section 4.
We now provide the desired definition of a dimension for A . The reader is
advised to compare it with [59, Section 5, Definition 5]. It is basically the same, we
use again the full embeddings A −→ mod(P) −→ D(A ) by Proposition 3.3 and
our notation for the subcategory of left exact complexes.
Definition 3.11. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ) right coherent. We define the dimension dimA of A to be the
infimum of all n ∈ N with D≥n(A ) ⊂ D
≥0(A ).
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The dimension dimA lies in N∪{∞}. By Corollary 3.10, D≥n(A ) ⊂ D
≥0(A ) is
equivalent to D≤0(A ) ⊂ D
≤n(A ). Thus the Definition 3.11 is left-right symmetric.
One important aspect of the dimension dimA of A is that dimA <∞ implies
that the category of projectives P := Proj(A ) is left coherent, see [59, Proposi-
tion 15]. We close this section with the following result where we characterise the
finiteness of dimA in terms of the A -resolution dimension of mod(P) in the sense
of Auslander-Buchweitz, see [59, Remark 2].
Proposition 3.12. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ) right coherent. For any n ∈ N, the following are equivalent :
(i) dimA ≤ n.
(ii) Every exact sequence 0 −→ M0 −→ P1 −→ · · · −→ Pn −→ Mn −→ 0 in
mod(P) with Pi ∈ P satisfies M0 ∼= A0 for some A0 ∈ A .
(iii) Every exact sequence 0 −→ M0 −→ A1 −→ · · · −→ An −→ Mn −→ 0 in
mod(P) with Ai ∈ A satisfies M0 ∼= A0 for some A0 ∈ A .
Proof. (i)=⇒(ii) : Consider a projective resolution P1 −→ · · · −→ Pn of Mn in
modP. This gives a complex P over P with Pi = 0 for i > n such that P is left
exact at m < n. Thus P belongs to D≤n(A ) ∩ D≥n(A ) and since dimA ≤ n it
follows that P lies in D≤n(A ) ∩ D≥0(A ), i.e. Pi = 0 for all i > n and all i < 0 in
D(A ). Since Pi belongs to P for all i, there is a triangle P −→ A −→ Z −→ P [1]
in K(A ) with A ∈ K≥0(A ) and Z acyclic, see Proposition 2.3. In particular, since
Pi = 0 for all i < 0 in D(A ) this means that there is a factorization P−1 ։ B֌ P0
in A . Using the embedding A −→ mod(P), the latter factorisation shows that
the cokernel M0 of P−1 −→ P0 is isomorphic to an object in A .
(ii)=⇒(iii) : Let 0 −→ M0 −→ A1 −→ · · · −→ An −→ Mn −→ 0 be an exact
sequence in mod(P) with Ai ∈ A . We show that M0 ∼= A0 for some A0 ∈ A .
Denote by A the complex A1 −→ · · · −→ An. Then, by Proposition 2.3 there is
a triangle P −→ A −→ Z −→ P [1] in K(A ) with A ∈ K≥0(A ) and Z acyclic.
Note that Pi has projective terms and by the proof of Proposition 2.3 there exists
a quasi-isomorphism ρ : P −→ A. Thus, we get an exact sequence 0 −→ M ′0 −→
P1 −→ · · · −→ Pn −→ M
′
n −→ 0 in modP with Pi ∈ P and by (ii) there is an
object A0 in A such that M0 ∼= A0. Since the complexes P and A are identified in
D(A ), the desired property holds for M0 as well.
(iii)=⇒(i) : This implications follows immediately by definition. 
Remark 3.13. We remark that dimA = 0 if and only if A ≃ modP, that is, A
is abelian. Also, dimA ≤ 1 if and only if A is left semi-abelian [52]. Under the
assumptions of Proposition 3.12, this is equivalent to A being quasi-abelian ([61]; cf.
[22], Section 1). Note that dimA ≤ 2 means that A has kernels (and cokernels, by
symmetry). For a Cohen-Macaulay order Λ over a complete d-dimensional regular
local ring, Proposition 3.12 implies that dimCM(Λ) ≤ d <∞.
4. Totally acyclic exact categories
In this section we clarify the relationship between acyclicity with exactness. Let
A be an Ext-category with P := Proj(A ) left coherent. As before, we denote by I
the subcategory Inj(A ) of injective objects of A . We consider two full subcategories
of the abelian category M := mod(P). Define an I -resolution of M ∈ M to be
an exact sequence
0 M I0 I1 I2 · · · (4.1)
in M with In ∈ I for all n ∈ N such that the sequence
· · · HomM (I1, I) HomM (I0, I) HomM (M, I) 0 (4.2)
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is exact for all I in I . We write T−(A ) for the full subcategory of all M ∈ M
which admit an I -resolution. By T−(A ) we denote the full subcategory of all
M ∈ M with Extj
M
(M, I) = 0 for all I ∈ Inj(A ) and j > 0.
The intersection
T(A ) := T−(A ) ∩ T−(A ) (4.3)
will be called the acyclic closure of A .
Proposition 4.1. Let A be an Ext-category with P left coherent. Then T(A ) is
the largest resolving, hence exact, subcategory C of mod(P) with Proj(C ) = addP
and Inj(C ) = addI . In particular, T(A ) is an Ext-category.
Proof. Let C be a resolving subcategory of mod(P) which satisfies Proj(C ) =
addP and Inj(C ) = addI , and let M be an object in C . We show that M lies in
T(A ). Consider a conflation in C
M ′ P Mi
with P in P. Since Inj(C ) = addI , every morphismM ′ −→ I with I in I factors
through i. From the long exact sequence
HomM(M, I) HomM(P, I) HomM(M
′, I) Ext1
M
(M, I) 0
it follows that Ext1M(M, I) = 0. By dimension shift we infer that M ∈ T−(A ).
Consider now a sequence of conflations in C :
M I0 Σ(M) , Σ(M) I1 Σ
2(M) , . . .
with Ii in I . From the exact structure of C , we obtain an exact sequence of
the form (4.1) in mod(P). For any injective object I in A , applying the functor
HomM (−, I) to (4.1) we get the exact sequence (4.2) since there is an isomorphism
Ext1M (Σ
i(M), I) ∼= Ext1C (Σ
i(M), I) = 0. Thus, M belongs to T−(A ) and therefore
M lies in T(A ).
By Proposition 3.3, it remains to show that T(A ) is resolving. Clearly, the
projectives P lie in T(A ). Consider a short exact sequence in mod(P) :
0 L M N 0a b
with L and N in T(A ). Then M belongs to T−(A ). Furthermore, there are
I -resolutions
0 L I0 · · ·
i and 0 N J0 · · ·
j
Since N ∈ T−(A ), we have i = ha for some h : M −→ I0. Thus
(
h
jb
)
: M −→ I0⊕J0
is monic, and it is easily checked that every morphism M −→ I with I ∈ I factors
through
(
h
jb
)
. Applying the 3× 3 lemma and induction, we get M ∈ T−(A ).
Next assume that M and N lie in T(A ). Then clearly L is in T−(A ). Further-
more, there is a conflation M ֌ I0 ։ M
′ in T(A ) with I0 ∈ I . This gives a
commutative diagram
L M N
L I0 L
′
M ′ M ′
a b
i
ia
where every morphism L −→ I with I ∈ I factors through a, hence also through
ia. Since T(A ) is closed under extensions in mod(P) and N , M ′ lie in T(A ), we
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have L′ ∈ T(A ). Then the middle conflation in the diagram above is the start of
the desired I -resolution for L. We infer that L belongs to T(A ). 
As a consequence, we get an abstract description of T(A ), removing the asym-
metry caused by the embedding into mod(P). We say that an additive category A
is a variety (of annuli) [6] if idempotents split in A . By addA := Proj(mod(A )) ≃
Inj(com(A )) we denote the variety generated by A .
Corollary 4.2. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ). Up to equivalence, T(A ) is the largest Ext-category C containing A
as a full subcategory such that Proj(C ) = addP and Inj(C ) = addI . In particular,
T(T(A )) = T(A ).
Proof. By Proposition 3.3, any such category C admits a resolving full embedding
C →֒ mod(P) such that C carries the induced exact structure frommod(P). Hence
A →֒ C →֒ T(A ) →֒ mod(P) with the exact structures induced from mod(P). 
We remark that the left coherence of P can be dropped. To see this, one has to
show that the left abelian [53] category mod(P) still has a natural exact structure.
The following result shows that the acyclic closure T(A ) of A consists of the
Gorenstein-projectives in mod(P) (see subsection 2.4).
Proposition 4.3. Let A be an Ext-category with P := ProjA left coherent. An
object M ∈ mod(P) belongs to T(A ) if and only if there is an exact complex (2.2)
over A where M is the image of a0 in mod(P).
Proof. Assume first that M lies in T(A ). Since P is left coherent, i.e. mod(P) is
abelian, there exists a projective resolution · · · −→ P1 −→ P0 −→M −→ 0 ofM in
mod(P). Combined with an I -resolution (4.1), this cleary gives a complex (2.2)
over A where M is the image of a0 in mod(P). Let us explain now why the latter
complex is exact in the sense of Definition 3.1. We have constructed the following
exact sequence in mod(P) :
· · · P1 P0 I0 I1 · · ·
M
i
(4.4)
First, the preimage of the above complex in A is left exact. This follows easily
by the Yoneda embedding using also that the above sequence is exact in mod(P).
We now show that the above complex is right exact in A . Let f : I0 −→ I be a
morphism in A such that f ◦a0 = 0. Note that a0 denotes the map P0 −→ I0 in A .
Passing now to mod(P) the latter composition being zero, implies that f ◦ i = 0.
Since the right hand side of (4.4) is an I -resolution, it follows that we have the
exact sequence (4.2). Thus, there is a morphism g : I1 −→ I such that g ◦ a1 = f .
Taking the preimage of this in A , we infer that (4.4) is left exact at n = 1. The
same argument shows that (4.4) is left exact at n = 0 and similarly we show that
(4.4) is left exact for all n ≥ 0. Finally, the desired factorisation property for all
n ≤ −1, i.e. (4.4) is left exact for all n ≤ −1, follows easily since Extj
M
(M, I) = 0
for all I in Inj(A ) and j > 0.
Conversely, let (2.2) be an exact complex over A and let Mn be the image
of an in M := mod(P). By Proposition 3.3, the category A is a full resolving
subcategory of mod(P). This implies that (∗) : ExtiA (A,A
′) ∼= ExtiM(A,A
′) for all
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i ≥ 0 and all objects A,A′ in A . Consider the following exact sequence in mod(P):
· · · A−1 A0 A1 A2 · · ·
M−1 M0 =:M
(4.5)
Let I be an object in I . Then we have the following long exact sequence:
0 HomM(M, I) HomM(A
0, I) HomM(M
−1, I)
Ext1
M
(M, I) Ext1
M
(A0, I) Ext
1
M
(M−1, I)
Ext2M(M, I) Ext
2
M(A0, I) · · ·
Since (4.5) is right exact, the map HomM(A
0, I) −→ HomM(M
−1, I) is surjec-
tive. Moreover, by the isomorphism (∗) above we get that Ext2M(A0, I) = 0 =
Ext1
M
(A0, I). We infer that Ext
j
M
(M, I) = 0 for all j > 0, i.e. M lies in T−(A ). By
the proof of the dual of Proposition 2.3, there exists a quasi-isomorphism ρ : A −→ I
with ρn = 1An for n ≤ 0 and In ∈ I for n > 0. Using the full embeddings
A −→ mod(P) −→ D(A ) by Proposition 3.3 and since A is right exact, we
get that 0 −→ M −→ I1 −→ I2 −→ · · · is an I -resolution. Hence, M lies in
T−(A ). 
Example 4.4. Let R be a ring, and let Add(R) (respectively, add(R)) be the cat-
egory of (finitely generated) projective R-modules with the trivial exact structure.
By Proposition 4.3, an R-module is Gorenstein-projective (see subsection 2.4) if
and only if it belongs to the full subcategory T(Add(R)) of Mod(R).
As an immediate consequence of Propositions 4.1 and 4.3, we have
Corollary 4.5. Let A be an Ext-category with Proj(A ) left coherent. A complex
over A is exact if and only if it is acyclic over T(A ).
If I is right coherent, we can analogously define a pair of full subcategories
T+(A ) and T+(A ) of comI and consider their intersection T
′(A ) in comI . In
D(A ), the subcategories T(A ) and T′(A ) are equivalent (not necessarily equal):
Corollary 4.6. Let A be an Ext-category with P left coherent and I right coher-
ent. Then T(A ) consists of the objects A ∈ mod(P) for which the complex τ<0A
(given by (3.6)) is exact. Furthermore, T(A ) ≃ T′(A ).
Proof. The first statement follows by equation (4.3). The equivalence between
T(A ) and T′(A ) is given by M 7→ (τ<0M)
>0 via the exact complexes · · · →
P−1 → P0 → I1 → I2 → · · · with P−n ∈ P and In+1 ∈ I for n ∈ N. 
Corollary 4.7. Let A be an Ext-category with Proj(A ) left coherent. Then T(A )
is a variety.
Proof. Let e : M −→M be an idempotent in T(A ). Then
· · · M M M M M · · ·e
1−e e 1−e
is an exact complex over T(A ), hence acyclic by Corollary 4.5. Thus e splits. 
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Definition 4.8. Let A be an Ext-category with P := Proj(A ) left coherent and
I := Inj(A ) right coherent. We call A totally acyclic if every exact complex
over A is acyclic, that is, T(A ) = A .
There is an important special case, given by the following
Proposition 4.9. Let A be an Ext-category with P left coherent and I right
coherent. If dimA <∞, then A is totally acyclic, with
A = T−(A ) = T−(A ) = T
+(A ) = T+(A ).
Proof. By symmetry, it suffices to verify first two equations. The first one follows
by Proposition 3.12. Now assume that M ∈ mod(P) belongs to T−(A ). Consider
a projective resolution · · · → Pn−1
dn−1
−→ Pn−2 → · · · → P0 → M → 0 in mod(P)
with n := dimA . Then A := Ker dn−1 ∈ A . So there is an inflation i : A֌ I with
I ∈ I . If n > 0, then i factors through A→ Pn−1. Hence A→ Pn−1 is an inflation.
So the image A′ of dn−1 belongs to A , and we can repeat the same argument for
A′ instead of A. By induction, this yields M ∈ A . Whence T−(A ) = A . 
Remark 4.10. We close this section with some remarks on T(A ).
(i) The main challenge of this work was to define “big-objects” over an arbi-
trary exact category A . The category T(A ) will play a key role towards
this problem but it turns out that it is “too big” for our purposes. This
will become clear in the next section, see Definition 5.6 and Remark 5.7.
(ii) Let use rephrase Example 4.4. Assume that A is a skeletally small ad-
ditive category with the trivial exact structure. Then the acyclic closure
T(A ), as an exact category, is equivalent to the category GProj(Mod(A ))
of Gorenstein projective A -modules.
(iii) There is a more abstract approach to T(A ) by the second author [60]. It
turns out that T(A ) is strongly connected to (algebraic) triangulated cat-
egories, in particular, the quotient T(A )/A admits a triangulated struc-
ture. We refer to [60] for more details and further investigations of T(A )
with respect to tilting theory.
5. Big Cohen-Macaulay modules
For a commutative noetherian local algebra R over a field, the existence of big
Cohen-Macaulay modules was proved by Hochster [28]. In his survey [29], he lists
nine homological conjectures which follow by this existence theorem (see [26,27,47]
for earlier results). Griffith [24] refined Hochster’s theorem by showing that over
a complete regular local ring R, any module-finite domain S with a big Cohen-
Macaulay module admits a countably generated one. In [25] he dealt with the
question when a countably generated big Cohen-Macaulay module over complete
local Gorenstein ring R splits into a direct sum of finitely generated ones. He proved
this if R is representation-finite ([25, Corollary 5.2]).
For artinian algebras, a similar result was obtained much earlier by Ringel and
Tachikawa [50,63]. Auslander [3] established the converse, so that an artinian alge-
bra A is representation-finite if and only if every A-module is a direct sum of finitely
generated ones. In [57], we extend this theorem to Krull dimension 1, that is, clas-
sical orders over a complete discrete valuation domain. More recently, Beligiannis
[12] obtained a similar decomposition theorem for Gorenstein projectives over a
complete noetherian commutative local ring A, provided that there exists a non-
projective finitely generated Gorenstein projective A-module. For artinian algebras
A, he proved that Gorenstein projectives split into finitely generated modules if and
only if A is virtually Gorenstein and CM-finite, improving Chen’s theorem [15] for
Gorenstein algebras A.
19
In this section, we extend Auslander’s theorem to a very general class of ex-
act categories A , so that all these improvements follow by specializing A to cat-
egories of finitely generated Cohen-Macaulay modules or Gorenstein-projectives,
respectively. In particular, we obtain a necessary and sufficient splitting-big-objects
criterion for Cohen-Macaulay orders of arbitrary finite dimension.
As a first step, we give a general definition of a“big” object. Let A be a skeletally
small left Ext-category (see Section 2) with P := Proj(A ). For a full subcategory
C of Mod(P), we define AddC to be the full subcategory of direct summands
of coproducts
∐
γ∈ΓCγ with Cγ ∈ C . Since every object A ∈ A admits a de-
flation P ։ A with P ∈ P, the objects of A are compact in AddA , that is,
any morphism A −→
∐
γ∈ΓAγ with A,Aγ ∈ A factors through a finite subco-
product of
∐
γ∈ΓAγ . By [56, Section 1], this implies that AddA is equivalent to
AddA := Proj(Mod(A )), a category which can be constructed from A via formal
coproducts.
To obtain big objects except those in AddA , we define an increasing sequence
Ke0(A ) ⊂ Ke1(A ) ⊂ Ke2(A ) ⊂ · · · of full subcategories of ModP as follows.
First, we set Ke0(A ) := AddA . Inductively, we define Ken+1(A ) to be the full
subcategory of objects L ∈ ModP which fit into a short exact sequence 0 −→
L −→ M −→ A −→ 0 with M ∈ Ken(A ) and A ∈ AddA . The union of all
Ken(A ) will be denoted by Ke(A ). This subcategory will play a crucial role in the
sequel and its objects will be some of the “big objects” of A , the constructive ones
(see Defintion 5.6).
Proposition 5.1. Let A be a skeletally small Ext-category with P := Proj(A )
and I := Inj(A ). Then Ke(A ) is a resolving subcategory of ModP, and an Ext-
category with Proj(Ke(A )) = AddP and Inj(Ke(A )) = AddI .
Proof. We show first that Ext1Mod(P)(M, I) = 0 for allM in Ke(A ) and I in AddI .
If M is in AddA , then the assertion follows by the compactness of objects in
A . We now explain this, since is the key step of the induction that follows. Let
A′ −→ P −→ A be a conflation in A with P in P and consider a map A′ −→
⊕i∈IIi with Ii in I . Since the objects of A are compact in AddA , the map
A′ −→ ⊕i∈IIi factors through a finite coproduct, i.e. through a map A
′ −→ ⊕j∈JIi
with |J | <∞. Taking the pushout of A′ −→ P −→ A along the map A′ −→ ⊕j∈JIi
we get a split conflation ⊕j∈JIi −→ P
′ −→ A in A and thus a split sequence in
Mod(P). This implies that also the induced conflation ⊕i∈IIi −→ P
′′ −→ A splits.
This shows that Ext1Mod(P)(A, I) = 0. Thus, by induction, assume that there is a
short exact sequence 0 −→ M −→ M ′ −→ A −→ 0 with M ′ in Ke(A ) and A in
AddA such that the assertion holds for M ′ instead of M . Then the exact sequence
Ext1Mod(P)(M
′, I) −→ Ext1Mod(P)(M, I) −→ Ext
2
Mod(P)(A, I) proves the claim.
To show that Ke(A ) is closed under extensions in Mod(P), let L
a
֌M
b
։ N be
a short exact sequence in Mod(P) with L ∈ Ken(A ) and N ∈ Ke(A ). Assume first
that n > 0. So there is a short exact sequence L֌ L′ ։ A with L′ ∈ Ken−1(A )
and A ∈ AddA . This gives a commutative diagram
L M N
L′ M ′ N
A A
a
i
b
(5.1)
with short exact rows and columns. If we can show that M ′ ∈ Ke(A ), then M ∈
Ke(A ). Hence, by induction, we can assume that n = 0. So there is a short exact
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sequence L֌ L′ ։ A with L′ ∈ AddI and A ∈ AddA . This gives a commutative
diagram (5.1) where i factors through a. Hence M ′ ∼= L′ ⊕N ∈ Ke(A ), and thus
M lies in Ke(A ).
So the short exact sequences in ModP induce an exact structure on Ke(A ).
Now we show that AddP provides enough projectives for this exact structure.
Let L ∈ Ken(A ) be given. If n = 0 there is a conflation L
′
֌ P ։ L with
P ∈ AddP and L′ ∈ AddA . Thus, assume that n > 0. Then we have a conflation
L֌ M ։ A with M ∈ Ken−1(A ) and A ∈ AddA . By induction, we can assume
that there exists a conflationM ′֌ P ։M in Ke(A ) with P ∈ AddP. This gives
a commutative diagram
M ′ M ′
A′ P A
L M A
with exact rows and columns. Furthermore, we have a conflation A′′ ֌ Q ։ A
with Q ∈ AddP and A′′ ∈ AddA . By Schanuel’s lemma, A′⊕Q ∼= A′′⊕P . Hence
A′ ∈ AddA . So there is a deflation P ′ ։ A′ ։ L in Ke(A ) with P ′ ∈ AddP. This
proves that Ke(A ) has enough projectives. Since any deflation onto a projective
object of Ke(A ) splits, we obtain Proj(Ke(A )) = AddP.
Next, let L ֌ M ։ N be a short exact sequence in Mod(P) with M,N ∈
Ke(A ). Then there is a conflation N ′ ֌ P ։ N in Ke(A ) with P ∈ AddP. So
we have a commutative diagram
N ′ P N
L M N
Hence N ′ ֌ L ⊕ P ։ M is a conflation in Ke(A ). Thus L ֌ L ⊕ P ։ P is
a short exact sequence, which yields that L belongs to Ke(A ). This proves that
Ke(A ) →֒ Mod(P) is resolving.
By construction, every object M ∈ Ke(A ) admits a finite sequence of inflations
M M1 M2 · · · A I
with A ∈ AddA and I ∈ AddI , and any object of I is injective in Ke(A ). We
infer that Inj(Ke(A )) = AddI . 
Remark 5.2. What we really show in the above result is that if A is a skeletally
small left Ext-category, then Ke(A ) is a resolving subcategory of Mod(P) with
Proj(Ke(A )) = AddP. Moreover, if A is an Ext-category, then Ke(A ) is an
Ext-category with Inj(Ke(A )) = AddI .
Thus Ke(A ) is the smallest resolving subcategory of Mod(P) which contains
AddA . Since AddP is left coherent, Proposition 3.3 implies that up to equivalence,
Ke(A ) is the smallest Ext-category C containing AddA with ProjC ≃ AddP(:=
Proj(Mod(P))). So it must be contained in any reasonable category of “big” objects
with respect to A .
It has been observed that well-behaved “big objects” should be representable
as filtered colimits of small ones. For example, the Gorenstein projective modules
over a CM-finite artinian algebra do not decompose into finitely generated ones
unless they are direct limits of them ([12, Theorem 4.10]). We briefly discuss the
roˆle of this condition for an Ext-category A with P := Proj(A ). Let lim
−→
A be the
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full subcategory of objects in Mod(P) which are filtered colimits of objects in A .
The following criterion is based on a well-known fact about direct limits (cf. [45],
Proposition 2.1). For completeness, we include a proof.
Lemma 5.3. Let A be a skeletally small Ext-category with P := Proj(A ). An
object M ∈ Mod(P) belongs to lim
−→
A if and only if any morphism E −→ M with
E ∈ mod(P) factors through an object of A .
Proof. (=⇒) Let M = lim
−→γ∈Γ
Aγ be a filtered colimit with Aγ ∈ A , and let
f : E −→ M be a morphism with E ∈ mod(P). Choose a presentation P1
p
−→
P0
q
։ E with p ∈ P. Then fq = aγg for some aγ : Aγ −→ M and g : P0 −→ Aγ .
Hence aγgp = 0. So there exists a morphism aγ,δ : Aγ −→ Aδ in the limit diagram
which satisfies aγ,δgp = 0. Hence aγ,δg = hq for some h : E −→ Aδ, and thus
f = aδh.
(⇐=) Conversely, assume that the criterion holds for M ∈ Mod(P). Consider
the diagram of all morphisms a : A −→ M with A ∈ A . Morphisms from a to
a′ : A′ → M are the morphisms f : A −→ A′ in A with a = a′f . Then P ⊂ A
implies that M is the colimit of its diagram. Any pair a : A −→M and a′ : A′ −→
M is majorized by (a a′) : A⊕A′ −→M . For any pair f, g : a −→ a′ of morphisms
in the diagram we have a′(f − g) = 0. Thus a′ factors through Cok(f − g) ∈
mod(P), hence through an object of A . So the diagram is filtered, which proves
that M ∈ lim
−→
A . 
Proposition 5.4. Let A be a skeletally small left Ext-category with P left coher-
ent. Then lim
−→
A is a resolving subcategory of Mod(P) with Ke(A ) ⊂ lim
−→
A .
Proof. Let L
a
֌M
b
։ N be a short exact sequence in Mod(P). Assume first that
L,N ∈ lim
−→
A . Let f : E −→ M be a morphism with E ∈ mod(P). So there
are morphisms e : E −→ A and g : A −→ N with A ∈ A and ge = bf . Choose
a deflation p : P ։ A with P ∈ P. Then there is a morphism g′ : P → M with
gp = bg′. Consider the following pullback diagram in mod(P) :
E′ E
P A
e′
q
e
p
Since b(g′e′ − fq) = 0, we find a morphism h : E′ −→ L with g′e′ − fq = ah. So
there are morphisms p′ : E′ −→ A′ and a′ : A′ −→ L with h = a′p′. Now consider
the pushout
E′ E ⊕ P A
A′ C A
p′
(−q e′)t (e p)
in mod(P). By Proposition 3.3, it follows that C is in A . Since we have the
equation (f g′)
(
−q
e′
)
= ah = aa′p′, by the universal property of pushout we get that
(f g′) factors through E ⊕ P −→ C. This implies that f factors through C.
Next, assume that M,N ∈ lim
−→
A , and let f : E −→ L be a morphism with E ∈
mod(P). So there are morphisms e : E −→ A and g : A −→ M with A ∈ A and
ge = af . Since bg factors through the cokernel of e, there is a map λ : Coker e −→ N
such that λπ = bg. Since E and A belong to mod(P), it follows that Coker e lies
also in mod(P). Thus, by Lemma 5.3 the map λ factors through an object A′.
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Then we have the following exact commutative diagram:
E A Coker e
A′
L M N
e
f g
a′
pi
λ
h′
h
a b
where λ = hh′, a′ = h′π and a′e = 0. Choose a deflation p : P ։ A′ with P ∈ P,
and consider the pullback
C A
P A′
c
q
a′
p
in A . So there is a morphism e′ : E −→ C with qe′ = e and ce′ = 0. Since P ∈ P,
we find a morphism r : P −→ M with hp = br. Thus b(gq − rc) = 0, which yields
a morphism s : C −→ L with gq − rc = as. Hence a(f − se′) = ge− (gq − rc)e′ =
ge− gqe′ = 0, and thus f = se′. Now AddP ⊂ AddA ⊂ lim
−→
A implies that lim
−→
A
is a resolving subcategory of Mod(P), and consequently, Ke(A ) ⊂ lim
−→
A . 
Corollary 5.5. Let A be a skeletally small Ext-category. Then
Ke(A ) ∩mod(P) ≃ AddA .
Proof. For any objectM in Ke(A )∩mod(P), we have thatM lies in lim
−→
A . Then,
by Lemma 5.3 it follows that the identity map IdM factors through an object of A .
We infer that M belongs to AddA . 
Definition 5.6. Let A be a skeletally small Ext-category with P := Proj(A ) left
coherent. We define
(i) the category of accessible big A -objects to be Ke(A ), and
(ii) the category of big A -objects to be T(Ke(A )).
We clarify below the above two notions of big objects.
Remark 5.7. (i) By Proposition 5.1 and Corollary 4.2, T(Ke(A )) is the
largest Ext-category containingAddA := Proj(Mod(A )) withAddProjA
and Add InjA as subcategories of projectives and injectives, respectively,
while Ke(A ) is the smallest Ext-category with this property. Note that
T(Ke(A )) contains T(A ), which is usually bigger than AddA . Thus, in
view of Proposition 5.4 and Corollary 5.5, Ke(A ) seems to be a better
choice than T(Ke(A )) as a category of big A -objects.
(ii) The name “accessible big” A -objects is due to its constructive nature. We
remark that not all big objects are accessible, for instance big Gorenstein
projective modules provide such examples.
(iii) Let R be a complete regular local ring, and let Λ be a Cohen-Macaulay R-
order. In this context, accessible big Cohen-Macaulay modules according
to Definition 5.6 are just what they ought to be ([56, Section 2]), that
is, every accessible big CM(Λ)-object is R-free. This is clear since every
object of Ke(CM(Λ)) is R-free.
Example 5.8. Let R be a ring. By Propositions 4.1 and 4.3, the Gorenstein-
projective R-modules GProj(R) := T(AddR) = T(Ke(addR)) form a resolving
subcategory of Mod(R) (see subsection 2.4). Hence GProj(R) consists of the big
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addR-objects. If R is left coherent, the category of finitely generated Gorenstein-
projective R-modules is Gproj(R) := T(addR). It is a Frobenius category with
Proj(Gproj(R)) = Inj(Gproj(R)) = addR. Thus
GProj(R) = T(Ke(addR)) = T(Ke(Gproj(R)))
consists of the big Gproj(R)-objects.
We are now ready to prove the first main result of this section, which gives a
general version of Auslander’s theorem [3] in terms of the category Ke(A ).
Theorem 5.9. Let A be a left Ext-category. Assume that every object of Ke(A )
is a direct sum of objects in A . Then A /[P] is strongly left noetherian.
Proof. Consider a family of morphisms fγ : Aγ −→ A in A with γ ∈ Γ. Let
p : P −→ A be a deflation in A with P in P. If M := P ⊕
∐
γ∈ΓAγ , the maps fγ
together with p give a deflation q : M −→ A in Ke(A ). Thus, we have the following
commutative diagram with exact rows in Ke(A ) :
A′ P A
L M A
j
i
p
q
(5.2)
Note that i = (1 0)t, q = (p,
∐
γ∈Γ fγ) and the morphism A
′ −→ L is an inflation.
From our assumption, the object L is a direct sum of objects in A . Since A′ lies
also in A , there is a decomposition L = A0⊕L
′ with A0 in A and L
′ in AddA such
that A′ −→ L factors through A0 −→ L. In fact, there is an inflation a : A
′ −→ A0
such that the following diagram commutes :
A′ A0 ⊕ L
′
A0
a
(a 0)t
(1 0)t
We write (i′ j′) for the inflation A0 ⊕L
′ −→M . Since the square on the left hand
side of diagram (5.2) is a pushout, we have the following conflation in Ke(A ) :
A′ P ⊕A0 ⊕ L
′ M
(−j a 0)t (i i′ j′)
This shows that the map (0 0 1): P ⊕ A0 ⊕ L
′ −→ L′ factors through (i i′ j′),
that is, there is a morphism g : M −→ L′ with g ◦ (i i′ j′) = (0 0 1). Using
this, we get that (IdM −j
′g) ◦ (i i′ j′) = (i i′ 0). Since A0 is in A , there is a
finite subset ∆ ⊂ Γ such that the map i′ : A0 −→ M factors through the inflation
P ⊕
∐
δ∈∆Aδ −→ P ⊕
∐
γ∈ΓAγ = M . Hence, the map IdM −j
′g has its image
in P ⊕
∐
δ∈∆Aδ. Since q = q(IdM −j
′g), this proves that A /[P] is strongly left
noetherian. 
The above mentioned hitherto known extensions of Auslander’s theorem [3] and
its converse [50] are contained in the following corollaries. We start with the fol-
lowing corollary on the artinian case.
Corollary 5.10. ([12, Theorem 3.1]) Let R be a be a left artinian ring, and let A
be a resolving subcategory of modR. Then the following are equivalent :
(i) ind(A ) is finite.
(ii) Every flat object in ModA is projective.
(iii) Every object of lim
−→
A admits a decomposition into objects of A .
(iv) Ke(A ) = AddA , i.e. every object of Ke(A ) has a decomposition into
objects of A .
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Proof. (i)=⇒(ii) : For A =
⊕
ind(A ), consider the ring S = EndA (A)
op. Since
finitely generated modules over a left artinian ring have finite length, it follows from
[1, Corollary 29.3] that S is semiprimary, hence perfect. So Bass’ Theorem P ([1,
Theorem 28.4]) implies that every flat object in Mod(A ) ≃ Mod(S) is projective.
Since AddA is dense inMod(R) [43, Chapter X, Section 6], there is a full embedding
Mod(R) −→ Mod(A ). Then, Lemma 5.3 shows that the R-modules in lim
−→
A are
flat in Mod(A ). Hence, we deduce that lim
−→
A = AddA . Since A is a Krull-
Schmidt category, the claim in (b) follows.
(ii)=⇒(iii) : This implication follows from Proposition 5.4.
(iii)=⇒(i) : By Corollary [40, Corollary 2.6], the full subcategoryA is covariantly
finite in mod(R). Hence, A is an Auslander-Reiten category by [9, Theorem 2.4].
By the Crawley-Jønsson-Warfield theorem (see [1, Theorem 26.5]), every object of
AddA is a direct sum of objects in A . Then Theorem 5.9 implies that A /[addR]
is strongly left noetherian. By Corollary 2.6, A is left L-finite. We infer that
ind(A ) is finite by Theorem 2.7. 
As an immediate consequence, Corollary 5.10 yields the following restatement.
Corollary 5.11. ([12, Corollary 3.5]) Let Λ be an artin algebra, and let A be a
resolving subcategory of mod(Λ). Then the following are equivalent :
(i) ind(A ) is finite.
(ii) A is contravariantly finite in mod(Λ), and any object of lim
−→
A is a direct
sum of objects in A .
In the special case where A = addΛ for an artin algebra Λ, Example 5.8 and
Corollary 5.11 give the following consequence.
Corollary 5.12. ([12, Theorem 4.10] Let Λ be an artin algebra. The following are
equivalent :
(i) Every Gorenstein-projective Λ-module is a direct sum of finitely generated
Λ-modules.
(ii) ind(Gproj(Λ)) is finite, and GProj(Λ) ⊂ lim
−→
(Gproj(Λ)).
Proof. (i)=⇒(ii) : By [13], the category Gproj(Λ) is contravariantly finite in mod(Λ)
and then Corollary 5.10 applies.
(ii)=⇒(i) : It follows by Corollary 5.11. 
Recall that a ring R is said to be Gorenstein if R is noetherian and the injective
dimension of R as a left or right R-module is finite. The next corollary extends
Chen’s theorem [15] from Gorenstein artin algebras to a wide class of Gorenstein
rings. We call a semilocal ring R complete if it is (Hausdorff) complete in its
(RadR)-adic topology.
Corollary 5.13. Let R be a complete semilocal noetherian Gorenstein ring such
that addM is strongly noetherian for all M in Gproj(R). The following statements
are equivalent :
(i) ind(Gproj(R)) is finite.
(ii) Any Gorenstein-projective left or right R-module is a direct sum of finitely
generated R-modules.
Proof. Recall first that by [51, Theorem B], the category of finitely generated R-
modules modR is Krull-Schmidt.
(i)=⇒(ii) : We apply Theorem 2.5 to the Frobenius category A := Gproj(R).
This means that the stable category A := A /[addR] is strongly noetherian and
Ext(A ) is a length category. By [11, Theorem 6.6], see also [16, Theorem 4.1], the
triangulated category GProj(R) := GProj(R)/[AddR] is compactly generated, and
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its full subcategory of compact elements is equivalent to A . By Proposition 2.2,
there is an equivalence of abelian categories modA ≃ Ext(A ). Thus, for any object
X in GProj(R), the A -module X 7→ HomGProj(R)(−, X)|A is flat, hence projective.
This implies that there are objects Ai in A with a natural isomorphism:
HomGProj(R)(−,
∐
Ai)|A ∼= HomGProj(R)(−, X)|A .
Since Ai ∈ A, this isomorphism is induced by a morphism
∐
Ai −→ X in GProj(R).
Consider the triangle
∐
Ai −→ X −→ Y −→
∐
Ai[1] in GProj(R) and let A
an object in A . Then, applying the functor HomGProj(R)(A,−) we obtain that
HomGProj(R)(A, Y ) = 0. Hence Y = 0, and thus X ∼=
∐
Ai in GProj(R). This shows
that GProj(R) ≃ AddA . By symmetry, this proves (ii).
(ii)=⇒(i) : By Theorem 5.9, the stable category A is strongly left noetherian.
Since the functor HomA (−, R) is a duality between A and A
op, we infer that A
is strongly noetherian. Furthermore, by [19, Proposition 3.3] it follows that A is
contravariantly finite in mod(R). Thus Theorem 2.5 completes the proof. 
As a special case of Corollary 5.13, we get the following result.
Corollary 5.14. ([12, Theorem 4.20]) Let R be a commutative noetherian complete
local ring with Gproj(R) 6= addR. The following statements are equivalent :
(i) ind(Gproj(R)) is finite.
(ii) R is Gorenstein, and every Gorenstein-projective R-module is a direct sum
of finitely generated modules.
Proof. Any finitely generated R-module M admits an epimorphism Rn −→ M ,
which yields an embedding EndR(M) −→ HomR(R
n,M) ∼= Mn. Hence the ring
EndR(M) is noetherian. If (i) holds and since Gproj(R) 6= addR, [17, Theorem 4.3]
implies that R is Gorenstein. Thus Corollary 5.13 applies and the result follows. 
Remark 5.15. Note that the proof of Corollary 5.13 shows that instead of “R
Gorenstein” in (ii) above, it is enough to assume that the projective and injective
object R ∈ Gproj(R) is tame (see subsection 2.3).
Corollary 5.16. Let A be an Ext-category with right almost split sequences and
dimA ≤ 2. Assume that addA is strongly noetherian for each object A in A , and
that ind(Proj(A )) and ind(Inj(A )) are finite. The following are equivalent :
(i) ind(A ) is finite.
(ii) Every big A -object is a direct sum of objects in A .
Proof. First recall that dimA ≤ 2 implies that every morphism in A has a kernel,
see Remark 3.13.
(i)=⇒(ii) : By Theorem 2.5, the category A is strongly left noetherian. Thus,
by [56, Theorem 1] every morphism in AddA has a kernel. The big A -objects are
those of Ke(A ). We infer that Ke(A ) ≃ AddA .
(ii)=⇒(i) : By Theorem 5.9, the category A /[P] with P := add(Proj(A )) is
strongly left noetherian. We show that A has almost split sequences. Let A be
an indecomposable non-projective object of A . Since addA′ is strongly noetherian
for each object A′ of A , there is a morphism p : P −→ A in RadA with P ∈ P
such that every morphism Q −→ A in RadA with Q ∈ P factors through p. By
Proposition 3.3, A is a resolving subcategory of modP. So there is a factorization
of p in mod(P) as follows:
P J A
q
p
j
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Furthermore, the kernel k : K −→ P of q belongs to A . Let i : K −→ I be an
inflation in A with I injective. This gives the following commutative diagram:
K P J
I A′ J
i
k q
a
with short exact rows in mod(P) and A′ in A . Now every morphism f : C −→ A in
RadA factors through j. Since Ext1mod(P)(C, I) = 0, we infer that f factors through
ja. Hence ja : A′ −→ A is right almost split. Thus, A has almost split sequences.
By Corollary 2.6, M(A ) is a length category. We infer that | ind(A )| <∞ by
Theorem 2.5. 
We are now ready to extend the theorems of Ringel and Tachikawa [50] and
Auslander [3] to arbitrary dimension.
Theorem 5.17. Let R be a complete regular local ring, and let Λ be a Cohen-
Macaulay R-order. The following statements are equivalent :
(i) Λ is representation-finite.
(ii) Every accessible big Cohen-Macaulay Λ-module is a direct sum of finitely
generated Λ-modules.
Proof. (i)=⇒(ii) : For dimR = 0, this is Ringel and Tachikawa’s theorem [50]. We
proceed by induction on dimR. Thus, assume that dimR > 0. Choose any param-
eter π ∈ RadR. By Theorem 2.5, Ext(CM(Λ)) is a length category. Hence there is
an integer n ∈ N with πn Ext(CM(Λ)) = 0. Let L be a Λ-module in Ke1(CM(Λ)).
So there is a short exact sequence L ֌ L0 ։ L1 of Λ-modules with L0, L1 in
AddCM(Λ)(:= Proj(ModCM(Λ))). This gives a commutative diagram
L L0 L1
L L0 L1
pin
i
h
pin
p
pin
i p
with a morphism h : L0 −→ L satisfying hi = π
n. Since L0 lies inAddCM(Λ), there
is a deflation d : P0 ։ L0 in Ke(CM(Λ)) with P0 in Add(Proj(CM(Λ))) ≃ AddΛ.
By assumption, πn : L0 −→ L0 factors through d. Furthermore, hi = π
n implies
that π2n : L −→ L is equal to
L L0 L0 L
i pin h
and therefore π2n : L −→ L factors through P0.
Now let L′
j
֌ P
q
։ L be a short exact sequence of Λ-modules with P projective.
Then π2n : L −→ L factors through q. So we get a commutative diagram
L′ L′ ⊕ L L
L′ P L
L/π2nL L/π2nL
pi2n
j q
of Λ-modules with short exact rows and columns. By the inductive hypothesis, the
R/π2nR-free Λ/π2nΛ-module L/π2nL is a direct sum of finitely generated modules.
Hence L′ ⊕ L, as a first syzygy of L/π2nL, is stably equivalent to a direct sum of
finitely generated Λ-modules. Thus the Λ-module L lies in AddCM(Λ). This
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implies that Ke(CM(Λ)) ≃ AddCM(Λ). As CM(Λ) is a Krull-Schmidt category,
the implication (i)=⇒(ii) follows.
(ii)=⇒(i) : This follows by Theorem 5.9, Theorem 2.5 (v) and Corollary 2.6. 
Let us conclude our paper with the following problem.
Problem 5.18. Motivated from our Auslander-Ringel-Tachikawa result in higher
dimension, it is natural to consider the Auslander-Reiten quiver of a representation-
finite Cohen-Macaulay R-order where R is a complete d-dimensional regular local
ring. Igusa-Todorov [31–33], Iyama [34–36] and the second author [55] have clas-
sified finite Auslander-Reiten quivers in dimension d ≤ 1. Also, from the work
of Reiten-Van den Bergh [49] the Auslander-Reiten quivers are known in dimen-
sion 2. For Cohen-Macaulay orders of higher dimension, only scattered results are
known [7,21,39,62]. Enomoto [20] gives an Auslander-correspondence for such or-
ders. It seems that with increasing dimension, projectives and injectives play a
dominant role in the representation-finite case. We expect that a classification of
finite Auslander-Reiten quivers in dimension 3 will provide a critical knowledge for
tackling the problem in all finite dimensions.
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