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Abstract
We develop a Bayesian vector autoregressive (VAR) model with multivariate
stochastic volatility that is capable of handling vast dimensional information sets.
Three features are introduced to permit reliable estimation of the model. First, we
assume that the reduced-form errors in the VAR feature a factor stochastic volatility
structure, allowing for conditional equation-by-equation estimation. Second, we ap-
ply recently developed global-local shrinkage priors to the VAR coefficients to cure
the curse of dimensionality. Third, we utilize recent innovations to efficiently sample
from high-dimensional multivariate Gaussian distributions. This makes simulation-
based fully Bayesian inference feasible when the dimensionality is large but the time
series length is moderate. We demonstrate the merits of our approach in an exten-
sive simulation study and apply the model to US macroeconomic data to evaluate its
forecasting capabilities.
Keywords: factor stochastic volatility, curse of dimensionality, shrinkage, Dirichlet-Laplace
prior, Normal-Gamma prior, efficient MCMC.
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1 Introduction
Previous research has identified two important features that macroeconometric models
should possess: the ability to exploit high dimensional information sets (Ban´bura et al.,
2010; Stock and Watson, 2011) and the possibility to capture non-linear features of the
underlying time series (Cogley and Sargent, 2002; Primiceri, 2005; Clark, 2011; Clark and
Ravazzolo, 2015). While the literature suggests several paths to estimate large models, the
majority of such approaches implies that once non-linearities are taken into account, analyt-
ical solutions are no longer available and the computational burden becomes prohibitive.1
This implies that high dimensional non-linear models can practically be estimated only
under strong (and often unrealistic) restrictions on the dynamics of the model. However,
especially in forecasting applications or in structural analysis, recent literature suggests
that successful models should be able to exploit lots of information and also control for
breaks in the autoregressive parameters or, more importantly, changes in the volatility of
economic shocks (Primiceri, 2005; Sims and Zha, 2006; Koop et al., 2009).
Two reasons limit the use of large (or even huge) non-linear models. The first reason
is statistical. Since the number of parameters in a standard vector autoregression rises
quadratically with the number of time series included and commonly used macroeconomic
time series are rather short, in-sample overfitting proves to be a serious issue. As a solution,
the Bayesian literature on VAR modeling (Doan et al., 1984; Litterman, 1986; Sims and Zha,
1998; George et al., 2008; Ban´bura et al., 2010; Koop, 2013; Clark, 2011; Clark and Ravaz-
zolo, 2015; Korobilis and Pettenuzzo, 2016; Follett and Yu, 2017; Huber and Feldkircher,
2018) suggests shrinkage priors that push the parameter space towards some stylized prior
model like a multivariate random walk. On the other hand, Ahelegbey et al. (2016) suggest
to view VARs as graphical models and perform model selection drawing from the litera-
ture on sparse directed acyclic graphs. This typically leads to much improved forecasting
properties and more meaningful structural inference. Moreover, much of the literature on
Bayesian VARs imposes conjugate priors on the autoregressive parameters, allowing for
analytical posterior solutions and thus avoiding simulation based techniques like Markov
chain Monte Carlo (MCMC). Frequentist approaches often consider multi-step approaches
1One exception is Koop and Korobilis (2013).
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(e.g. Davis et al., 2016).
The second reason is computational. Since non-linear Bayesian models typically have to
be estimated by means of MCMC, computational intensity increases vastly if the number
of variables included becomes large. The increase in computational complexity stems from
the fact that standard algorithms for multivariate regression models call for the inversion
of large covariance matrices. Especially for large systems, this can quickly turn prohibitive
since the inverse of the posterior variance-covariance matrix on the coefficients has to be
computed for each sweep of the MCMC algorithm. For natural conjugate models, this
step can be vastly simplified since the likelihood features a convenient Kronecker structure,
implying that all equations in the VAR feature the same set of explanatory variables.
This speeds up computation by large margins but restricts the flexibility of the model.
Carriero et al. (2016), for instance, exploit this fact and introduce a simplified stochastic
volatility specification. Another strand of the literature augment each equation of the
VAR by including the residuals of the preceding equations (Carriero et al., 2015) which
also provides significant improvements in terms of computational speed. Finally, in a
recent contribution, Koop et al. (2016) reduce the dimensionality of the problem at hand
by randomly compressing the lagged endogenous variables in the VAR.
All papers mentioned hitherto focus on capturing cross-variable correlation in the con-
ditional mean through the VAR part and the co-movement in volatilities is captured by
a rich specification of the error variance (Primiceri, 2005) or by a single factor (Carriero
et al., 2016). Another strand of the literature, typically used in financial econometrics,
utilizes factor models to provide a parsimonious representation of a covariance matrix, fo-
cusing exclusively on the second moment of the predictive density. For instance, Pitt and
Shephard (1999) and Aguilar and West (2000) assume that the variance-covariance matrix
of a broad panel of time series might be described by a lower dimensional matrix of latent
static factors featuring stochastic volatility and a variable-specific idiosyncratic stochastic
volatility process.
The present paper combines the virtues of exploiting large information sets and allow-
ing for movements in the error variance. The overfitting issue mentioned above is solved
as follows. First, we use a Dirichlet-Laplace (DL) prior specification (see Bhattacharya
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et al., 2015) on the VAR coefficients. This prior is a global-local shrinkage prior in the
spirit of Polson and Scott (2011); it enables us to heavily shrink the parameter space but
at the same time provides enough flexibility to allow for non-zero regression coefficients if
necessary. Second, a factor stochastic volatility model on the VAR errors grants a parsi-
monious representation of the time-varying error variance-covariance matrix of the VAR.
To deal with the computational complexity, we exploit the fact that, conditionally on the
latent factors and their loadings, equation by equation estimation becomes possible within
each MCMC iteration. Moreover, we apply recent advances for fast sampling from high
dimensional multivariate Gaussian distributions (Bhattacharya et al., 2016) that enables us
to estimate models with hundreds of thousands of autoregressive parameters and an error
covariance matrix with tens of thousands nontrivial time-varying elements on a quarterly
US dataset in a reasonable amount of time. In a careful analysis we show to what extent
our proposed method improves upon a set of standard algorithms typically used to simulate
from the joint posterior distribution of large dimensional Bayesian VARs.
We first assess the merits of our approach in an extensive simulation study based on
a range of different data generating processes. Relative to a set of competing benchmark
specifications we show that, in terms of point estimates, the proposed global-local shrink-
age prior yields precise parameter estimates and successfully introduces shrinkage in the
modeling framework, without overshrinking significant signals.
In an empirical application we use a modified version of the quarterly dataset proposed
by Stock and Watson (2011) and McCracken and Ng (2016). To illustrate the out-of-sample
performance of our model, we forecast important economic indicators such as output, con-
sumer price inflation and short-term interest rates, amongst others. The proposed model is
benchmarked against several alternatives. Our findings suggests that the proposed model
performs well, outperforming all benchmarks in terms of one-step-ahead predictive likeli-
hoods. In addition, investigating the time profile of the cumulative log predictive likelihood
reveals that allowing for large information sets in combination with the factor structure
especially pays off in times of economic stress.
The remainder of this paper is structured as follows. Section 2 introduces the economet-
ric framework. Section 3 details the Bayesian estimation approach, including an elaborated
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account of the prior setup adopted and the corresponding conditional posterior distribu-
tions. Section 4 provides an analysis of the computational gains of our proposed algorithm
relative to a wide set of different algorithms. Section 5 presents the results of an extensive
simulation study comparing the performance of a set of carefully selected shrinkage priors
for different time series lengths and model dimensions within several (sparse and dense)
data generating scenarios. Section 6, after giving a brief overview of the dataset used along
with the model specification, illustrates our modeling approach by fitting a single factor
model to US data. Moreover, we perform a forecasting exercise to assess the predictive per-
formance of our approach and discuss the choice of the number of latent factors. Finally,
the last section concludes.
2 Econometric framework
Suppose interest centers on modeling an m × 1 vector of time series denoted by yt with
t = 1, . . . , T . We assume that yt follows a heteroscedastic VAR(p) process,
2
yt = A1yt−1 + · · ·+Apyt−p + εt, εt ∼ Nm(0,Ωt). (1)
Each Aj (j = 1, . . . , p) is an m × m matrix of autoregressive coefficients and the error
term is assumed to follow a multivariate Gaussian distribution with time-varying variance-
covariance matrix Ωt. To permit reliable and parsimonious estimation when m is large, we
decompose the residual covariance matrix into
Ωt = ΛVtΛ + Σt, (2)
where both Σt = diag(σ
2
1t, . . . , σ
2
mt) and Vt = diag(e
h1t , . . . , ehqt) are diagonal matrices with
dimension m and q, respectively, and Λ denotes an m × q matrix with typical element
λij (i = 1, . . . ,m; j = 1, . . . , q). The logarithms of the diagonal elements of Σt and Vt
follow AR(1) processes,
hjt = ρhjhj,t−1 + ehj,t, j = 1, . . . , q, (3)
log σ2it = µσi + ρσi(log σ
2
i,t−1 − µσi) + eσi,t, i = 1, . . . ,m. (4)
2For simplicity of exposition we omit the intercept term in the following discussion (which we nonetheless
include in the empirical application).
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To identify the scaling of the elements of Λ, the process specified in (3) is assumed to
have mean zero while µσj in (4) is the unconditional mean of the log-elements of Σt to be
estimated from the data (cf. Kastner et al., 2017). The parameters ρhj and ρσi are a priori
restricted to the interval (−1, 1) and denote the persistences of the latent log variances.
The error terms ehj,t and eσi,t denote independent zero mean innovations with variances ς
2
hj
and ς2σi, respectively. This specification implies that the volatilities are mean reverting and
thus bounded in the limit.
This error structure is known as the factor stochastic volatility model (see e.g. Pitt and
Shephard, 1999; Aguilar and West, 2000). It can be equivalently written by introducing q
conditionally independent latent factors ft ∼ Nq(0,Vt) and rewriting the error term in (1)
as
εt = Λft + ηt, ηt ∼ Nm(0,Σt). (5)
Note that off-diagonal entries of Ωt exclusively stem from the volatilities of the q factors
while the diagonal entries of Ωt are allowed to feature idiosyncratic deviations driven by
the elements of Σt. This specification reduces the number of free elements in Ωt from
m(m+ 1)/2 to mq, where the latter quantity is typically much smaller than the former. In
addition, by conditioning on the latent factors, this representation enables us to derive an
efficient Gibbs sampler that allows for conditional equation-by-equation estimation. As will
be discussed in more detail in Section 3.2, this constitutes a key feature for computationally
feasible Bayesian inference when the dimensionality m becomes large.
The model described by Eqs. (1) to (2) is related to several alternative specifications
commonly used in the literature. For instance, assuming that Vt = I and Σt ≡ Σ for all t
leads to the specification adopted in Stock and Watson (2005). Setting q = 1 and Σt ≡ Σ
yields a specification that is similar to the one stipulated in Carriero et al. (2016), with the
difference that our model imposes restrictions on the covariances whereas Carriero et al.
(2016) estimate a full (but constant) covariance matrix and our model implies that the
stochastic volatility enters Ωt in an additive fashion.
Before proceeding to the next subsection it is worth summarizing the key features of
the model given by Eqs. (1) to (2). First, we capture cross-variable movements in the
conditional mean through the VAR block of the model and assume that co-movement in
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conditional variances is captured by the factor model in (5). Second, the model introduces
stochastic volatility by assuming that a large panel of volatilities may be efficiently summa-
rized through a set of latent factors. This choice is more flexible than a single factor model
for the volatility, effectively providing a parsimonious representation of Ωt that is flexible
enough to replicate the dynamic behavior of the variances of a broad set of macroeconomic
quantities.
3 Shrinkage in large dimensional VAR models
Our approach to estimation and inference is Bayesian. This implies that we have to specify
suitable prior distributions on the parameters of the model described in the previous sub-
section and combine the prior distributions with the likelihood to obtain the corresponding
posterior distributions.
3.1 A global-local shrinkage prior
For prior implementation, it proves to be convenient to define a k × 1 vector of predictors
xt = (y
′
t−1, . . . ,y
′
t−p)
′ and an m × k coefficient matrix B = (A1, . . . ,Ap) with k = mp to
rewrite the model in (1) more compactly as yt = Bxt + εt. Stacking the rows of yt, xt,
and εt yields
Y = XB′ +E, (6)
where Y = (y1, . . . ,yT )
′,X = (x1, . . . ,xT )′ and E = (ε1, . . . , εT )′ denote the correspond-
ing full data matrices.
Typically, the matrix B is a sparse matrix with non-zero elements mainly located on
the main diagonal ofA1. In fact, existing priors in the Minnesota tradition tend to strongly
push the system towards the prior model in high dimensions. However, especially in large
models an extremely tight prior onB might lead to severe overshrinking, effectively zeroing
out coefficients that might be important to explain yt. If the matrixB is characterized by a
relatively low number of non-zero regression coefficients, a possible solution is a global-local
shrinkage prior (Polson and Scott, 2011).
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A recent variant that falls within the class of global-local shrinkage priors is the Dirichlet-
Laplace (DL) prior put forward in Bhattacharya et al. (2015). This prior possesses con-
venient shrinkage properties in the presence of a large degree of sparsity of the parameter
vector b = vec(B). In what follows, we impose the DL prior on each of the K = mk
elements of b, denoted as bj for j = 1, . . . , K,
bj ∼ DE(ϑjζ) ⇔ bj ∼ N (0, ψjϑ2jζ2), ψj ∼ E(1/2), (7)
where DE denotes the double exponential (Laplace) and E the exponential distribution,
ψj is an auxiliary scaling parameters to achieve conditional normality, and the elements of
ϑ = (ϑ1, . . . , ϑK)
′ are local auxiliary scaling parameters that are bounded to the (K − 1)-
dimensional simplex SK−1 = {ϑ : ϑj ≥ 0,
∑n
j=1 ϑj = 1}. A natural prior choice for
ϑj is the (symmetric) Dirichlet distribution with hyperparameter a, ϑj ∼ D(a, . . . , a). In
addition, ζ is a global shrinkage parameter that pushes all elements in B towards zero
and exhibits an important role in determining the tail behavior of the marginal prior
distribution on bj, obtained after integrating out the ϑjs. Thus, we follow Bhattacharya
et al. (2015) and adopt a fully Bayesian approach by specifying a Gamma distributed prior
on ζ ∼ G(Ka, 1/2). It is noteworthy that this prior setup has at least two convenient
features that appear to be of prime importance for VAR modeling. First, it exerts a strong
degree of shrinkage on all elements of B but still provides additional flexibility such that
non-zero regression coefficients are permitted. This critical property is a feature which a
large class of global-local shrinkage priors share (Griffin and Brown, 2010; Carvalho et al.,
2010; Polson and Scott, 2011) and has been recently adopted in a VAR framework by Huber
and Feldkircher (2018) and within the general context of state space models by Bitto and
Fru¨hwirth-Schnatter (2018). Second, implementation is simple and requires relatively little
additional input from the researcher. In fact, the prior heavily relies on a single structural
hyperparameter that has to be specified with care, namely a.
The hyperparameter a influences the empirical properties of the proposed shrinkage
prior along several important dimensions. Smaller values of a lead to heavy shrinkage on
all elements of B. To see this, note that lower values of a imply that more prior mass is
placed on small values of ζ a priori. Similarly, when a is small, the Dirichlet prior places
more mass on values of ϑj close to zero. Since lower values of ζ translate into thicker tails
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of the marginal prior on bj, the specific choice of a not only influences the overall degree of
shrinkage but also the tail behavior of the prior. Bhattacharya et al. (2015) show that if a
is specified as K−(1+∆) for any ∆ > 0 to be small, the DL prior displays excellent posterior
contraction rates, and Pati et al. (2014) discuss the shrinkage properties of the proposed
prior within the context of factor models.
For the factor loadings we independently use a standard normally distributed prior on
each element λij ∼ N (0, 1) for i = 1, . . . ,m and j = 1, . . . , q. Likewise, we impose a
normally distributed prior on the mean of the log-volatility µσj ∼ N (0,Mµ) with Mµ de-
noting the prior variance. Furthermore, we place the commonly employed Beta distributed
prior on the transformed persistence parameter of the log-volatility
ρsj+1
2
∼ B(a0, b0) for
s ∈ {h, σ} and a0, b0 ∈ R+ to ensure stationarity. Finally, we use a restricted Gamma prior
on the innovation variances in Eqs. (3) and (4), ς2sj ∼ G(12 , 12ξ ). Here, ξ is a hyperparameter
used to control the tightness of the prior. This choice, motivated in Fru¨hwirth-Schnatter
and Wagner (2010) implies that if the data is not informative on the degree of time varia-
tion of the log volatilities then we do not bound ς2sj artificially away from zero, effectively
applying more shrinkage than the standard inverted Gamma prior.
3.2 Full conditional posterior distributions
Conditional on the latent factors and the corresponding loadings, the model in (1) can be
cast as a system of m unrelated regression models for the elements in zt = yt−Λft, labeled
zit, with heteroscedastic errors,
zit = Bi•xt + ηit, for i = 1, . . . ,m. (8)
Here we let Bi• denote the ith row of B and ηit is the ith element of ηt. The corresponding
posterior distribution of B′i• is a k-dimensional multivariate Gaussian distribution,
B′i•|• ∼ N (bi,Qi), (9)
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with • indicating that we condition on the remaining parameters and latent quantities of
the model. The posterior variance and mean are given by
Qi = (X˜
′
iX˜i + Φ
−1
i )
−1, (10)
bi = Qi(X˜
′
iz˜i). (11)
The diagonal prior covariance matrix of the coefficients related to the ith equation is given
by Φi, the respective k×k diagonal submatrix of Φ = ζ×diag(ψ1ϑ21, . . . , ψKϑ2K). Moreover,
X˜i is a T×k matrix with typical row t given byXt/σit and z˜i is a T -dimensional vector with
the tth element given by zit/σit. This normalization renders (8) conditionally homoscedastic
with standard normally distributed white noise errors.
The full conditional posterior distribution of ψj is inverse Gaussian distributed,
ψj|• ∼ iG(ϑjζ/|bj|, 1) for j = 1, . . . , K. (12)
For the global shrinkage parameter ζ the conditional posterior follows a generalized inverted
Gaussian (GIG) distribution,
ζ|• ∼ GIG
(
K(a− 1), 1, 2
K∑
j=1
|bj|/ϑj
)
. (13)
To draw from this distribution, we use the R-package GIGrvg (Leydold and Ho¨rmann,
2017) implementing the efficient algorithm of Ho¨rmann and Leydold (2013). Moreover, we
sample the scaling parameters ϑj by first sampling Lj from Lj|• ∼ GIG(a−1, 1, 2|bj|), and
then setting ϑj = Lj/
∑K
i=1 Li.
The conditional posterior distributions of the factors are Gaussian and thus straight-
forward to draw from. The factor loadings are sampled using “deep interweaving” (see
Kastner et al., 2017), and the parameters in (3) and (4) along the full histories of the
latent log-volatilities are sampled as in Kastner and Fru¨hwirth-Schnatter (2014) using the
R-packages factorstochvol (Kastner, 2017) and stochvol (Kastner, 2016).
Our MCMC algorithm iteratively draws from the conditional posterior distributions
outlined above and discards the first J draws as burn-in. In terms of computational re-
quirements, the single most intensive step is the simulation from the joint posterior of
the autoregressive coefficients in B. Because this step is implemented on an equation-
by-equation basis, speed improvements relative to the standard approach are already quite
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substantial. However, note that if k is large (i.e. of the order of several thousands), even the
commonly employed equation-by-equation sampling fails to deliver a sufficient amount of
draws within a reasonable time window. Consequently, we outline an alternative algorithm
to draw from a high-dimensional multivariate Gaussian distribution under a Bayesian prior
that features a diagonal prior variance-covariance matrix in the upcoming section.
4 Computational aspects
The typical approach to sampling from (9) is based on the full system and simultaneously
samples from the full conditional posterior of B, implying that the corresponding posterior
distribution is a K-dimensional Gaussian distribution with a K ×K dimensional variance-
covariance matrix. Under a non-conjugate prior the computational difficulties arise from
the need to invert the K×K variance-covariance matrix which requires operations of order
O(m6p3) under Gaussian elimination.
If a conjugate prior in combination with a constant (or vastly simplified heteroscedastic,
see Carriero et al., 2015) specification of Ωt is used, the corresponding variance-covariance
features a Kronecker structure which is computationally cheaper to invert and scales better
in large dimensions. Specifically, the manipulations of the corresponding covariance matrix
are of order O(m3 + k3), a significant gain relatively to the standard approach. However,
this comes at a cost since all equations have to feature the same set of variables, the prior
on the VAR coefficients has to be symmetric and any stochastic volatility specification is
necessary overly simplistic to preserve conditional conjugacy.
By contrast, recent studies emphasize the computational gains that arise from utiliz-
ing a framework that is based on equation-by-equation estimation. Carriero et al. (2015)
and Koop et al. (2016) augment each equation of the system by either contemporaneous
values of the endogenous variables of the preceding equations or the residuals from the
previous equations. Here, our approach renders the equations of the system conditionally
independent by conditioning on the factors. From a computational perspective, the differ-
ences between using a factor model to disentangle the equations and an approach based on
augmenting specific equations by quantities that aim to approximate covariance parame-
ters are negligible. If we sample from (9) directly, the computations involved are of order
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O(mk3) = O(m4p3). This already poses significant improvements relative to full system
estimation.
One contribution of the present paper is the application of the algorithm proposed by
Bhattacharya et al. (2016) and developed for univariate regression models under a global-
local shrinkage prior. This algorithm is applied to each equation in the system and cycles
through the following steps:
1. Sample independently ui ∼ N (0k,Φi) and δi ∼ N (0, IT ).
2. Use ui and δi to construct vi = X˜iui + δi.
3. Solve (X˜iΦiX˜
′
i + IT )wi = (z˜i − vi) for wi.
4. Set B′i• = ui + ΦiX˜
′
iwi.
This algorithm outperforms all competing variants discussed previously in situations where
k  T , a situation commonly encountered when dealing with large VAR models. In such
cases, steps (1) to (4) can be carried out using O(pm2T 2) floating point operations. In
situations where k ≈ T , the computational advantages relative to the standard equation-
by-equation algorithm mentioned above are modest or even negative. However, note that
the cost is quadratic in m and linear in p and thus scales much better when the number of
endogenous variables and/or lags thereof is increased. More information on the empirical
performance of our algorithm can be found in Section 6.4.
5 Simulation Study
This section aims at comparing the performance of the DL prior with a range of commonly
used alternatives. We investigate sparse, intermediate, and dense data generating processes
(DGPs) where T ∈ {50, 100, 150, 200, 250} and m ∈ {10, 20, 50, 100}. The probability of an
off-diagonal entry to be non-zero is 0.01, 0.1, and 0.8 in each of the respective scenarios. In
all scenarios, each intercept entry has a 0.1 probability of being non-zero and all diagonal
elements are non-zero with probability 0.8. The non-zero elements are randomly generated
from Gaussian distributions roughly tuned to yield stable VARs. More concretely, both
the mean µI and the standard deviation σI of the intercept are set to 0.01, whereas mean
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and standard deviation of the diagonal (D) and the off-diagonal (O) elements are chosen
as follows:
• Dense: 80% offdiagonal density level, and µD = σD = 0.15 and µO = σO = 0.01.
• Intermediate: 10% offdiagonal density level, and µD = σD = 0.15 and µO = σO = 0.1.
• Sparse: 1% offdiagonal density level, and µD = σD = µO = σO = 0.3.
Concerning the errors, we use a single factor SV specification. The factor loadings are
generated from N (0.001, 0.0012) to roughly match the above scaling. The AR(1) processes
driving the idiosyncratic log-variances are assumed to have mean µσi = −12 with persis-
tences ρσi ranging from 0.85 to 0.98 and innovation standard deviations ςσi from 0.3 to
0.1. The process driving the factor log variance is assumed to be highly persistent with
ρh1 = 0.99 and ςh1 = 0.1. For each of the 60 settings, we simulate 10 data sets. For each of
these, we run our MCMC algorithm to obtain 2000 posterior draws after a burn-in of 1000.
Consequently, the posterior means are compared to the true values and root mean squared
errors are computed. Finally, the median of each of these is reported in Table 1. Alongside
the DL prior with weak (aDL = a = 1/2) and strong (aDL = a = 1/K) shrinkage, we also
consider the Normal-Gamma (NG) prior with a single global shrinkage parameter (see Hu-
ber and Feldkircher, 2018, for the exact specification) and a standard conjugate Minnesota
prior with a single shrinkage parameter aM , implemented by using dummy observations.
For the NG prior we specify the prior on the global shrinkage parameter to induce heavy
shrinkage (i.e. by setting both hyperparameters of the Gamma prior equal to 0.01) and the
prior controlling the excess kurtosis aNG is set equal to 1, corresponding to the Bayesian
Lasso (see Park and Casella, 2008), and aNG = 0.1. The latter choice places significant
prior mass around zero but at the same time leads to a heavy tailed marginal prior. Finally,
we report RMSEs of the OLS estimator (if it exists).
As is to be expected, Table 1 reveals strong to severe overfitting of OLS (correspond-
ing to a flat prior), which can be mitigated to a certain extent when the Minnesota prior
with strong shrinkage (aM = 0.001) is employed instead. Similarly, the DL prior with weak
shrinkage (aDL = 1/2) displays a tendency to overfit, in particular when m is large. By con-
trast, the DL prior with aDL = 1/K performs superior in the medium and high-dimensional
settings, leading to a sparse solution while reliably detecting non-zero regression coefficients.
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Table 1: Median RMSEs relative to those under the DL prior with strong shrinkage (aDL =
1/K). Results stem from 10 simulations per setting, where numbers smaller than one mean
that the corresponding prior outperforms the DL(1/K) prior for a given scenario. Shading:
0.25 0.33 0.44 0.57 0.76 1.00 1.32 1.74 2.30 3.03 4.00
T
m sparse intermediate dense
10 20 50 100 10 20 50 100 10 20 50 100
DL (aDL = 1/2)
50 1.339 1.810 2.312 2.652 1.208 1.616 1.808 1.989 1.395 1.936 2.657 3.141
100 1.308 1.671 2.106 2.549 1.145 1.326 1.485 1.647 1.325 1.695 2.182 2.669
150 1.240 1.649 1.994 2.455 1.055 1.293 1.429 1.491 1.253 1.703 2.079 2.359
200 1.270 1.593 2.024 2.346 1.072 1.212 1.313 1.429 1.285 1.534 1.879 2.182
250 1.190 1.599 2.063 2.401 1.069 1.176 1.295 1.388 1.224 1.559 1.839 2.073
NG (aNG = 1)
50 1.070 1.117 1.207 1.263 1.005 1.028 1.012 1.037 1.081 0.990 0.929 0.931
100 1.188 1.259 1.374 1.448 1.025 1.060 1.076 1.069 1.129 1.126 1.040 0.995
150 1.233 1.314 1.367 1.471 1.059 1.097 1.122 1.106 1.146 1.198 1.134 1.032
200 1.219 1.334 1.460 1.528 1.069 1.117 1.126 1.133 1.191 1.196 1.130 1.068
250 1.177 1.363 1.498 1.608 1.070 1.098 1.136 1.168 1.207 1.267 1.156 1.075
NG (aNG = 0.1)
50 1.100 1.448 1.949 2.701 0.985 1.314 1.560 2.037 1.073 1.496 2.203 3.208
100 1.057 1.296 1.726 2.157 1.006 1.133 1.301 1.483 1.091 1.327 1.806 2.271
150 1.030 1.348 1.645 2.042 0.934 1.147 1.268 1.318 1.070 1.423 1.722 1.988
200 1.058 1.301 1.653 1.940 0.923 1.064 1.168 1.260 1.023 1.282 1.569 1.860
250 0.969 1.322 1.680 1.987 0.945 1.029 1.146 1.231 1.056 1.288 1.548 1.754
Minnesota (aM = 0.001)
50 2.303 3.161 4.458 3.158 1.945 2.688 3.181 2.273 2.367 3.416 5.023 3.671
100 2.122 3.119 4.243 5.936 1.798 2.311 2.771 3.244 2.199 3.170 4.396 5.691
150 2.266 2.951 3.873 5.448 1.768 2.129 2.551 2.896 2.281 2.915 4.006 4.938
200 2.189 2.858 3.884 4.978 1.695 2.004 2.305 2.697 2.187 2.731 3.568 4.495
250 1.824 2.912 3.948 4.985 1.621 1.966 2.255 2.570 1.942 2.808 3.486 4.013
Minnesota (aM = 0.0001)
50 1.142 1.186 1.309 1.383 1.062 1.035 1.022 0.996 1.125 0.892 0.863 0.743
100 1.466 1.492 1.760 1.963 1.307 1.151 1.188 1.186 1.382 1.093 1.043 0.966
150 1.764 1.731 1.992 2.328 1.526 1.272 1.331 1.304 1.601 1.230 1.226 1.036
200 1.909 1.909 2.265 2.591 1.596 1.381 1.374 1.429 1.692 1.297 1.250 1.138
250 1.825 2.122 2.548 2.930 1.625 1.413 1.478 1.527 1.689 1.464 1.366 1.188
OLS (if exists)
50 2.706 4.726 DNE DNE 2.286 4.050 DNE DNE 2.892 5.038 DNE DNE
100 2.454 3.799 6.141 DNE 2.047 2.799 3.975 DNE 2.572 3.878 6.238 DNE
150 2.540 3.497 4.961 8.279 2.020 2.525 3.217 4.780 2.560 3.519 5.126 8.101
200 2.513 3.143 4.520 6.350 1.946 2.239 2.690 3.688 2.499 3.031 4.209 6.001
250 2.055 3.294 4.726 6.495 1.808 2.171 2.717 3.269 2.143 3.133 4.161 5.434
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Turning towards the NG prior with aNG = 1 we tend observe slightly inferior overall per-
formance due to overshrinking, particularly in the sparse setting. Choosing a more extreme
(aNG = 0.1) is a good choice when the dimensionality is small whereas for m & 20 this leads
to posterior instability stemming from the extreme prior excess kurtosis. The Minnesota
prior with aM = 0.0001 yields an extreme degree of shrinkage, translating into estimates
of autoregressive coefficients that are very close to zero, irrespectively of the contribution
from the likelihood. In that sense, it overshrinks most of the nonzero coefficients. Never-
theless, in scenarios with extremely low signal-to-noise ratios (such as the dense scenario
with T = 50 and m = 100), this can be beneficial for the overall performance. For further
illustration, we showcase four exemplary scenarios in Figures 5 to 8 to be found in the
Appendix.
6 Empirical forecasting application
In Section 6.1 we first summarize the data set adopted and outline specification choices
made. The section that follows (Section 6.2) estimates a simple one factor model to outline
the virtues of our proposed framework. Section 6.3 presents the main findings of our
forecasting exercise and discusses the choice of the number of factors used for modeling the
error covariance structure.
6.1 Data, model specification and selection issues
In the empirical application, we forecast a set of key US macroeconomic quantities. To
this end, we use the quarterly dataset provided by McCracken and Ng (2016), a variant of
the well-known Stock and Watson (2011) dataset for the US. The data spans the period
ranging from 1959:Q1 to 2015:Q4. We include m = 215 quarterly time series, capturing
information on 14 important segments of the economy and follow McCracken and Ng (2016)
in transforming the data to be approximately stationary. Furthermore, we standardize
each component series to have zero mean and variance one. In the empirical examples
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we include p = 1 lags of the endogenous variables.3 The hyperparameters are chosen as
follows: Mµ = 10, a0 = 20, b0 = 1.5, ξ = 1.
6.2 Some empirical key features of the model
To provide some intuition on how our modeling approach works in practice, we start by
estimating a simple one factor model (i.e. q = 1) and investigate several features of our
empirical model. In the next section we will perform an extensive forecasting exercise and
discuss the optimal number of factors in terms of forecasting accuracy.
We start by inspecting the posterior distribution of Λ and assess what variables appear
to load heavily on the latent factor. It is worth emphasizing that most quantities4 associated
with real activity (i.e. industrial production and its components, GDP growth, employment
measures) load heavily on the factor. Moreover, expectation measures, housing markets,
equity prices and spreads also load heavily on the joint factor.
To assess whether spikes in the volatility associated with the factor coincide with major
economic events, the bottom panel of Figure 1 depicts the evolution of the posterior distri-
bution of factor volatility over time. A few findings are worth mentioning. First, volatility
spikes sharply during the midst of the 1970s, a period characterized by the first oil price
shock and the bankruptcy of Franklin National Bank in 1974. After declining markedly
during the second half of the 1970s, the shift in US monetary policy towards aggressively
fighting inflation and the second oil price shock again translate into higher macroeconomic
uncertainty. Note that from the mid 1980s onward, we observe a general decline in macroe-
conomic volatility that lasts until the beginning of the 1990s. There we observe a slight
increase in volatility possibly caused by the events surrounding the first gulf war. The
remaining years up to the beginning of the 2000s has been relatively unspectacular, with
volatility levels being muted most of the time. In 2000/2001, volatility again increases due
to the burst of the dot-com bubble and the 9/11 attacks. Finally, we observe marked spikes
in volatility during recessionary episodes like the recent financial crisis in 2008.
Finally, we assess how well the DL prior with a = 1/K performs in shrinking the
3We have also experimented with higher lag orders but found only limited evidence of signals beyond
lag one for the dataset at hand. Moreover, also out-of-sample predictive studies favored one lag only.
4Hereby we refer to the one-step-ahead forecast error related to a given time series.
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coefficients in B to zero. The top panel of Figure 2 depicts a heatmap that gives a rough
feeling on the size of each regression coefficient based on the posterior median of B. The
bottom panel of Figure 2 depicts the posterior interquartile range, providing some evidence
on posterior uncertainty.5 The DL prior apparently succeeds in shrinking the vast majority
of the approximately 50 000 coefficients towards zero.
Interestingly, for selected time series measuring inflation (both consumer and producer
price inflation) we find that lags of monetary aggregates are allowed to load on the respective
inflation series. This result points towards a big advantage of our proposed prior relative
to standard VAR priors in the Minnesota tradition: while these priors have been shown
to work relatively well in huge dimensions (see Ban´bura et al., 2010), they also display
a tendency to overshrink when the overall tightness of the prior is integrated out in a
Bayesian framework, effectively pushing the posterior distribution of B towards the prior
mean and thus ruling out patterns observed under the DL prior.
Inspection of the interquartile range also indicates that the proposed shrinkage prior
succeeds in reducing posterior uncertainty markedly. Note that the pattern found for the
posterior median of B can also be found in terms of the posterior dispersion. We again
observe that the coefficients associated with the first, own lag of a given variable are allowed
to be non-zero whereas in most other cases the associated posterior is strongly concentrated
around zero. For comparison, we provide heatmaps of posterior medians and interquartile
ranges for a = 1/2 in the Appendix, see Figure 9.
6.3 Predictive evidence
We focus on forecasting gross domestic product (GDPC96), industrial production (IN-
PRO), total nonfarm payroll (PAYEMS), civilian unemployment rate (UNRATE), new
privately owned housing units started (HOUST), consumer price index inflation (CPI-
AUCSL), producer price index for finished goods inflation (PPIFGS), effective federal funds
rate (FEDFUNDS), 10-year treasury constant maturity rate (GS10), U.S./U.K. exchange
rate (EXUSUKx), and the S&P 500 (S.P.500). This choice includes the variables investi-
5Since the corresponding posterior distribution is quite heavy-tailed, using posterior standard deviations,
while providing a qualitatively similar picture, tend to be slightly exaggerated.
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Figure 2: Posterior medians (top) and posterior interquartile ranges (bottom) of VAR
coefficients, a = 1/K = 1/46440.
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gates by Koop et al. (2016) and some additional important macroeconomic indicators that
are commonly monitored by practitioners, resulting in a total of eleven series.
To assess the forecasting performance of our model, we conduct a pseudo out-of-sample
forecasting exercise with initial estimation sample ranging from 1959:Q3 to 1990:Q2. Based
on this estimation period, we compute one-quarter-ahead predictive densities for the first
period in the hold-out (i.e. 1990:Q3). After obtaining the corresponding predictive densi-
ties and evaluating the corresponding log predictive likelihoods, we expand the estimation
period and re-estimate the model. This procedure is repeated 100 times until the final point
of the full sample is reached. The quarterly scores obtained this way are then accumulated.
Our model with factors q ∈ {0, 1 . . . , 4} is benchmarked against the prior model, a
pure factor stochastic volatility (FSV) model with conditional mean equal to zero (i.e.
B = 0m×k). In what follows we label this specification FSV 0. To assess the merits of
the proposed shrinkage prior vis-a´-vis a Minnesota prior and a NG shrinkage prior we also
include the models described in Section 5. Moreover, we include two models that impose the
restriction thatA1 = Im andA1 = 0.8×Im whileAj for j > 1 are set equal to zero matrices
in both cases. The first model, labeled FSV 1, assumes that the conditional mean of yt
follows a random walk process and the second specification, denoted as FSV 0.8, imposes
the restriction that the variables in yt feature a rather strong degree of persistence but are
stationary. The exercise serves to evaluate whether it pays off to impose a VAR structure
on the first moment of the joint density of our data and to assess how many factors are
needed to obtain precise multivariate density predictions for our eleven variables of interest.
Overall log predictive scores are summarized in Table 2. An immediate finding is that
ignoring the error covariance structure (using zero factors) produces rather inaccurate fore-
casts for all models considered. While a single factor model improves predictive accuracy
by a large margin, allowing for more factors (i.e. even more flexible modeling of the covari-
ance structure) further increases the forecasting performance. For this specific exercise, we
identify two factors to be a reasonable choice for most models when the joint log predictive
scores of the aforementioned variables are considered. We would like to stress that this
choice critically depends on the number of variables we include in our prediction set. If we
focus attention on the marginal predictive densities (i.e. the univariate predictive densities
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Table 2: Overall log predictive scores for the number of factors q ∈ {0, 1, . . . , 4} for the
VAR-FSVs as well as the competing FSV models. Larger numbers indicate better joint
predictive density performance for 11 variables of interest.
0 1 2 3 4
VAR-FSV DL(1/2) -1482 -1353 -1310 -1240 -1210
VAR-FSV DL(1/K) -1049 -992 -912 -926 -935
VAR-FSV NG(1) -1068 -1034 -976 -977 -978
VAR-FSV NG(0.1) -1319 -1207 -1134 -1106 -1112
VAR-FSV Min(0.01) -1101 -1039 -984 -1007 -1018
VAR-FSV Min(0.0001) -1215 -1121 -1103 -1080 -1090
FSV 0 -1208 -1108 -1102 -1066 -1061
FSV 0.8 -1178 -1132 -1106 -1087 -1096
FSV 1 -1171 -1128 -1095 -1095 -1107
obtained after integrating out the remaining elements in yt) we find that fewer or even
no factors receive more support (see Table 3), whereas in the case of higher dimensional
prediction sets more factors lead to more accurate density predictions.
Considering forecasting accuracy across models reveals that our proposed VAR-FSV
with a DL prior (with aDL = 1/K) displays excellent forecasting capabilities, outperform-
ing all competitors by rather large margins. Notice that the Bayesian Lasso (i.e. VAR-FSV
NG(1)) also performs rather well, irrespective of the fact that it tends to overshrink sig-
nificant signals. A similar finding carries over to the VAR coupled with a Minnesota prior
with aM = 0.01. This simplistic prior specification also tends to perform well (conditional
on setting q = 2).
Comparing the differences between the benchmark FSV 0 model and the VAR models
considered, we find that explicitly modeling the conditional mean improves the forecasting
accuracy in most cases and conditional on including at least a single factor. We conjecture
that the inclusion of the factors has pronounced effects on the estimates ofB and this could
potentially lead to an increase in predictive accuracy. Intuitively, this might be explained
by the fact that if the underlying data generating process suggests that B is time-varying,
inclusion of the factors might alleviate issues associated with model misspecification by, at
least to a certain extent, controlling for structural breaks in B.
To investigate whether forecasting performance is homogenous over time, Figure 3 vi-
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Figure 3: Cumulative log predictive scores, relative to a zero-mean model with independent
stochastic volatility components for all component series. Higher values correspond to
better one-quarter-ahead density predictions up to the corresponding point in time.
sualizes the cumulative log predictive scores (LPS) relative to the zero-factor FSV model
over time. The benefit of the flexible SV structure in the VAR residuals is particularly
pronounced during the 2008 financial crisis which can be seen by comparing the solid lines
to the broken lines. During this period, time-varying covariance modeling appears to be of
great importance and the performance of models that ignore contemporaneous dependence
deteriorates. This finding is in line with, e.g., Kastner (2018), who reports analogous re-
sults for US asset returns. The increase in predictive accuracy can be traced back to the
fact that within an economic downturn, the correlation structure of our dataset changes
markedly, with most indicators that measure real activity sharply declining in lockstep.
A model that takes contemporaneous cross-variable linkages seriously is thus able to fully
exploit such behavior which in turn improves predictions.
Up to this point, we focused exclusively on the joint performance of our model for
the specific set of variables considered. To gain a deeper understand on how our model
performs for relevant selected quantities, Table 3 displays marginal LPSs for the three top
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Table 3: Univariate log predictive scores for inflation (CPIAUCSL), short-term interest
rates (FEDFUNDS), and output growth (GDPC96), with q ∈ {0, 1, 2} factors.
CPIAUCSL FEDFUNDS GDPC96
0 1 2 0 1 2 0 1 2
VAR-FSV DL(1/K) -101 -110 -108 -127 -128 -121 -3 -7 -9
VAR-FSV NG(1) -100 -111 -112 -129 -127 -126 -23 -25 -28
VAR-FSV Min(0.01) -101 -118 -118 -127 -127 -127 -25 -35 -39
performing models and variables. The variables we consider are inflation (CPIAUCSL),
short-term interest rates (FEDFUNDS), and output growth (GDPC96).
Compared to the findings based on joint LPS, we observe that models without a factor
structure perform better than models that set q > 0. This finding corroborates our conjec-
ture stated above, implying that if the set of focus variables is subsequently enlarged, more
factors are necessary in order to obtain precise density predictions. Here, we only focus on
marginal model performance, implying that for each variable, contemporaneous relations
between the elements in yt are integrated out. This, in turn, implies that the additional
gain in model flexibility is offset by the comparatively larger number of parameters. This
finding holds true for inflation and output growth. For short-term interest rates, a different
pattern emerges. Considering the marginal LPS for FEDFUNDS across different q suggests
almost no differences between choosing q = 0 and q = 2.
6.4 A note on the computational burden
Even though the efficient sampling schemes outlined in this paper help to overcome abso-
lutely prohibitive computational burdens, the CPU time needed to perform fully Bayesian
inference in a model of this size can still be considered substantial. In what follows we shed
light on the estimation time required and how it is related to the length of the time series
T , the lag length p and to the number of latent factors q ∈ {0, 50}. Figure 4 shows the time
needed to perform a single draw from the joint posterior distribution of the 215 + 2152p
coefficients and their corresponding 2(215 + 2152p) + 1 auxiliary shrinkage quantities, the
qT factor realizations and the associated 215q loadings, alongside (T + 1)(215 + q) latent
volatilities with their corresponding 645 + 2q parameters. This amounts to 166 841 random
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Figure 4: Empirical CPU times for each MCMC iteration on a standard laptop computer
using one core. Time series lengths are T ∈ {124, 174, 224}; the numbers of latent factors
are q ∈ {0, 50}.
draws for the smallest model considered (one lag, no factors, T = 124) and 776 341 random
draws for the largest model (5 lags, 50 factors, T = 224) at each MCMC iteration.
As mentioned above, the computation time rises approximately linearly with the num-
ber of lags included. Dotted lines indicate the time in seconds needed to perform a single
draw from a model with 50 factors included while solid lines refer to the time needed to
estimate a model without factors and a diagonal time-varying variance-covariance matrix
Σt. Interestingly, the additional complexity when moving from a model without factors
to a highly parameterized model with 50 factors appears to be negligible, increasing the
time needed by a fraction of a second on average. The important role of the length of
the sample can be seen by comparing the green, red and black lines. The time necessary
to perform a simple MCMC draw quickly rises with the length of our sample, consistent
with the statements made in Section 2.4. This feature of our algorithm, however, is con-
venient especially when researchers are interested in combining many short time series or
performing recursive forecasting based on a tiny initial estimation sample.
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7 Closing remarks
In this paper we propose an alternative route to estimate huge dimensional VAR models
that allow for time-variation in the error variances. The Dirichlet-Laplace prior, a recent
variant of a global-local shrinkage prior, enables us to heavily shrink the parameter space
towards the prior model while providing enough flexibility that individual regression coeffi-
cients are allowed to be unrestricted. This prior setup alleviates overfitting issues generally
associated with large VAR models. To cope with computational issues we assume that the
one-step-ahead forecast errors of the VAR feature a factor stochastic volatility structure
that enables us to perform equation-by-equation estimation, conditional on the loadings
and the factors. Since posterior simulation of each equation’s autoregressive parameters
involves manipulating large matrices, we implement an alternative recent algorithm that
improves upon existing methods by large margins, rendering a fully fledged Bayesian esti-
mation of truly huge systems possible.
In an empirical application we first present various key features of our approach based on
a single factor model. This single factor which summarizes the joint dynamics of the VAR
errors can be interpreted as an uncertainty measure that closely tracks observed factors
such as the volatility index. The question whether such a simplistic structure proves to be
an adequate representation of the time-varying covariance matrix naturally arises and we
thus provide a detailed forecasting exercise to evaluate the merits of our approach relative
to the prior model and a set of competing models with a different number of latent factors
in the errors.
Finally, two potential generalizations are worth mentioning. First, note that it is trivial
to relax the assumption of symmetry for the DL components. In the context of VARs, this
might be of particular interest for distinguishing diagonal (aD large) from off-diagonal (aO
small) elements in the spirit of the Minnesota prior or increasing the amount of shrinkage
with increasing lag order (cf. Huber and Feldkircher, 2018, for a similar setup in the context
of the Normal-Gamma shrinkage prior). Second, we would like to stress that our approach
could also be used to estimate huge dimensional time-varying parameter VAR models with
stochastic volatility. To cope with the computational difficulties associated with the vast
state space, a possible approach could be to rely on an additional layer of hierarchy that
25
imposes a dynamic factor structure on the time-varying autoregressive coefficients and thus
reduce the computational burden considerably.
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A Additional results
This appendix contains some additional results.
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Figure 5: Exemplary visualization of the true and estimated VAR coefficients in the sparse
scenario where T = 250 and m = 10. Top left: DGP. Top right: OLS estimates. Second
row: DL prior with aDL = 1/2 (left) and aDL = 1/K = 1/110 (right). Third row: NG prior
with aNG = 1 (left) and aNG = 1/10 (right). Fourth row: Minnesota prior with aM = 1/10
(left) and aM = 1/1000 (right).
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Figure 6: Exemplary visualization of the true and estimated VAR coefficients in the dense
scenario where T = 250 and m = 10. Top left: DGP. Top right: OLS estimates. Second
row: DL prior with aDL = 1/2 (left) and aDL = 1/K = 1/110 (right). Third row: NG prior
with aNG = 1 (left) and aNG = 1/10 (right). Fourth row: Minnesota prior with aM = 1/10
(left) and aM = 1/1000 (right).
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Figure 7: Exemplary visualization of the true and estimated VAR coefficients in the sparse
scenario where T = 250 and m = 100. Top left: DGP. Top right: OLS estimates. Second
row: DL prior with aDL = 1/2 (left) and aDL = 1/K = 1/10100 (right). Third row: NG
prior with aNG = 1 (left) and aNG = 1/10 (right). Fourth row: Minnesota prior with
aM = 1/10 (left) and aM = 1/1000 (right).
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Figure 8: Exemplary visualization of the true and estimated VAR coefficients in the dense
scenario where T = 250 and m = 100. Top left: DGP. Top right: OLS estimates. Second
row: DL prior with aDL = 1/2 (left) and aDL = 1/K = 1/10100 (right). Third row: NG
prior with aNG = 1 (left) and aNG = 1/10 (right). Fourth row: Minnesota prior with
aM = 1/10 (left) and aM = 1/1000 (right).
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The top panel of Figure 9 displays the posterior median estimates for the real data
example discussed in Section 6 of the main paper when the shrinkage parameter a is chosen
to be 1/2 (cf. Bhattacharya et al., 2015, for a discussion of this choice). While a =
1/2 appears to provide a fair amount of shrinkage in other applications, for our huge
dimensional example this prior exerts only relatively little shrinkage and appears to lead
to overfitting. The diagonal pattern in the first two lags known from Figure 2 in the
main paper appears here as well, but there is a considerable amount of nonzero medians
elsewhere. Correspondingly, the interquartile ranges visualized in the bottom panel of
Figure 9 are also very large compared to those obtained under the much more tight prior
used in the main paper.
34
S.P.PE.ratio
S.P..indust
CNCFx
TNWBSNNBx
NNBTILQ027SBDIx
TNWMVBSNNCBBDIx
TTAABSNNCBx
TLBSNNCBx
COMPAPFF
CONSPI
BUSINVx
INVEST
DTCOLNVHFNM
CUSR0000SA0L5
CPIULFSL
CUUR0000SAD
CPIMEDSL
CPIAPPSL
PPICRM
T5YFFM
GS5
TOTRESNS
NAPMNOI
NAPMEI
UEMPMEAN
IPFUELS
IPMANSICS
B020RE1Q156NBEA
EXUSUKx
EXSZUSx
HNOREMQ027Sx
NWPIx
LIABPIx
TABSHNOx
REALLNx
CONSUMERx
MZMREALx
M1REALx
CPF3MTB3Mx
GS1TB3Mx
BAA10YM
AAA
GS1
TB3MS
UNLPNBS
ULCBS
OPHNFB
COMPRNFB
CES2000000008x
WPU0561
PPIITM
PPIFCF
PPIACO
CPILFESL
DOTSRG3Q086SBEA
DFSARG3Q086SBEA
DTRSRG3Q086SBEA
DHUTRG3Q086SBEA
DGOERG3Q086SBEA
DFXARG3Q086SBEA
DREQRG3Q086SBEA
DMOTRG3Q086SBEA
DNDGRG3Q086SBEA
DDURRG3Q086SBEA
IPDBS
GDPCTPI
PCECTPI
AMDMUOx
RSAFSx
HOUSTW
HOUSTNE
HOUST5F
AWOTMAN
HOANBS
LNS12032194
UEMP15T26
UEMPLT5
LNS14000025
UNRATELTx
UNRATE
CE16OV
CES9092000001
USWTRADE
USGOVT
USMINE
USLAH
USINFO
USEHS
NDMANEMP
USGOOD
MANEMP
PAYEMS
IPB51220SQ
IPNCONGD
IPDCONGD
IPDMAT
IPCONGD
INDPRO
OUTNFB
IMPGSC96
SLCEx
A823RL1Q225SBEA
A014RE1Q156NBEA
PNFIx
FPIx
PCNDx
PCDGx
GDPC96
S.P.div.yield
S.P.500
TNWBSNNBBDIx
NNBTASQ027Sx
NNBTILQ027Sx
TNWMVBSNNCBx
TLBSNNCBBDIx
NIKKEI225
CP3M
ISRATIOx
CLAIMSx
DTCTHFNM
CES0600000008
CUUR0000SA0L2
CUSR0000SAS
CUSR0000SAC
CPITRNSL
PPICMM
AAAFFM
TB3SMFFM
NONBORRES
NAPMII
NAPM
CES0600000007
NAPMPI
IPB51222S
B021RE1Q156NBEA
EXCAUSx
EXJPUSx
TFAABSHNOx
TARESAx
TNWBSHNOx
TLBSHNOx
TOTALSLx
NONREVSLx
BUSLOANSx
M2REALx
AMBSLREALx
GS10TB3Mx
TB6M3Mx
BAA
GS10
TB6MS
FEDFUNDS
ULCNFB
OPHPBS
RCPHBS
CES3000000008x
OILPRICEx
NAPMPRI
PPIIDC
PPIFCG
PPIFGS
CPIAUCSL
DIFSRG3Q086SBEA
DRCARG3Q086SBEA
DHLCRG3Q086SBEA
DONGRG3Q086SBEA
DCLORG3Q086SBEA
DODGRG3Q086SBEA
DFDHRG3Q086SBEA
DHCERG3Q086SBEA
DSERRG3Q086SBEA
DGDSRG3Q086SBEA
GPDICTPI
PCEPILFE
NAPMSDI
AMDMNOx
CMRMTSPLx
HOUSTS
HOUSTMW
HOUST
AWHMAN
HOABS
UEMP27OV
UEMP5TO14
LNS14000026
LNS14000012
UNRATESTx
CIVPART
CES9093000001
CES9091000001
USTRADE
USTPU
USSERV
USPBS
USFIRE
USCONS
DMANEMP
SRVPRD
USPRIV
CUMFNS
IPBUSEQ
IPB51110SQ
IPNMAT
IPMAT
IPFINAL
OUTBS
DPIC96
EXPGSC96
FGRECPTx
GCEC96
PRFIx
Y033RC1Q027SBEAx
GPDIC96
PCESVx
PCECC96
Lag 1 Int.
min = −1.25 max = 1.360
Medians (cut off at +/− 0.2)
S.P.PE.ratio
S.P..indust
CNCFx
TNWBSNNBx
NNBTILQ027SBDIx
TNWMVBSNNCBBDIx
TTAABSNNCBx
TLBSNNCBx
COMPAPFF
CONSPI
BUSINVx
INVEST
DTCOLNVHFNM
CUSR0000SA0L5
CPIULFSL
CUUR0000SAD
CPIMEDSL
CPIAPPSL
PPICRM
T5YFFM
GS5
TOTRESNS
NAPMNOI
NAPMEI
UEMPMEAN
IPFUELS
IPMANSICS
B020RE1Q156NBEA
EXUSUKx
EXSZUSx
HNOREMQ027Sx
NWPIx
LIABPIx
TABSHNOx
REALLNx
CONSUMERx
MZMREALx
M1REALx
CPF3MTB3Mx
GS1TB3Mx
BAA10YM
AAA
GS1
TB3MS
UNLPNBS
ULCBS
OPHNFB
COMPRNFB
CES2000000008x
WPU0561
PPIITM
PPIFCF
PPIACO
CPILFESL
DOTSRG3Q086SBEA
DFSARG3Q086SBEA
DTRSRG3Q086SBEA
DHUTRG3Q086SBEA
DGOERG3Q086SBEA
DFXARG3Q086SBEA
DREQRG3Q086SBEA
DMOTRG3Q086SBEA
DNDGRG3Q086SBEA
DDURRG3Q086SBEA
IPDBS
GDPCTPI
PCECTPI
AMDMUOx
RSAFSx
HOUSTW
HOUSTNE
HOUST5F
AWOTMAN
HOANBS
LNS12032194
UEMP15T26
UEMPLT5
LNS14000025
UNRATELTx
UNRATE
CE16OV
CES9092000001
USWTRADE
USGOVT
USMINE
USLAH
USINFO
USEHS
NDMANEMP
USGOOD
MANEMP
PAYEMS
IPB51220SQ
IPNCONGD
IPDCONGD
IPDMAT
IPCONGD
INDPRO
OUTNFB
IMPGSC96
SLCEx
A823RL1Q225SBEA
A014RE1Q156NBEA
PNFIx
FPIx
PCNDx
PCDGx
GDPC96
S.P.div.yield
S.P.500
TNWBSNNBBDIx
NNBTASQ027Sx
NNBTILQ027Sx
TNWMVBSNNCBx
TLBSNNCBBDIx
NIKKEI225
CP3M
ISRATIOx
CLAIMSx
DTCTHFNM
CES0600000008
CUUR0000SA0L2
CUSR0000SAS
CUSR0000SAC
CPITRNSL
PPICMM
AAAFFM
TB3SMFFM
NONBORRES
NAPMII
NAPM
CES0600000007
NAPMPI
IPB51222S
B021RE1Q156NBEA
EXCAUSx
EXJPUSx
TFAABSHNOx
TARESAx
TNWBSHNOx
TLBSHNOx
TOTALSLx
NONREVSLx
BUSLOANSx
M2REALx
AMBSLREALx
GS10TB3Mx
TB6M3Mx
BAA
GS10
TB6MS
FEDFUNDS
ULCNFB
OPHPBS
RCPHBS
CES3000000008x
OILPRICEx
NAPMPRI
PPIIDC
PPIFCG
PPIFGS
CPIAUCSL
DIFSRG3Q086SBEA
DRCARG3Q086SBEA
DHLCRG3Q086SBEA
DONGRG3Q086SBEA
DCLORG3Q086SBEA
DODGRG3Q086SBEA
DFDHRG3Q086SBEA
DHCERG3Q086SBEA
DSERRG3Q086SBEA
DGDSRG3Q086SBEA
GPDICTPI
PCEPILFE
NAPMSDI
AMDMNOx
CMRMTSPLx
HOUSTS
HOUSTMW
HOUST
AWHMAN
HOABS
UEMP27OV
UEMP5TO14
LNS14000026
LNS14000012
UNRATESTx
CIVPART
CES9093000001
CES9091000001
USTRADE
USTPU
USSERV
USPBS
USFIRE
USCONS
DMANEMP
SRVPRD
USPRIV
CUMFNS
IPBUSEQ
IPB51110SQ
IPNMAT
IPMAT
IPFINAL
OUTBS
DPIC96
EXPGSC96
FGRECPTx
GCEC96
PRFIx
Y033RC1Q027SBEAx
GPDIC96
PCESVx
PCECC96
Lag 1 Int.
min = 0 max = 1.81
IQRs (cut off at +/− 0.2)
Figure 9: Posterior medians (top) and posterior interquartile ranges (bottom) of VAR
coefficients, a = 1/2.
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