Effects that two different compound-angle film-hole configurations
Introduction
For film cooling with compound-angle injection, higher and more uniform film cooling effectiveness is expected due to the reduced axial momentum and the enhanced lateral momentum of the secondary flow. Ligrani et al. ͓1,2͔ tested cases of ϭ30 deg and ϭ50.5 deg for both a single row and staggered double row of holes with compound-angle injection. Their results showed that the compound-angle injection configuration significantly improved the film cooling protection. Studies by Ekkad et al. ͓3, 4͔, Sen et al. ͓5͔, and Schmidt et al. ͓6͔ , provided film cooling effectiveness and heat transfer coefficient distribution over a flat surface with one row of inclined holes for different compound angles. Similar to previous studies, they found that compoundangle injection provides higher effectiveness values than injection without a compound angle. In another attempt to further improve the cooling process, attention has been turned to adapting shaped holes, such as holes with enlarged exits. Using these shaped holes, better cooling performance can be obtained due to the reduction in penetration of coolant jets into the hot gases and improved lateral spread of coolant. Overall improvements in film effectiveness were found in the studies conducted by Goldstein et al. ͓7, 8͔, Papell ͓9͔, Makki and Jakubowski ͓10͔, and Gritsch et al. ͓11͔ , for a variety of shaped holes. These studies have shown that expanding the exit of the cooling hole improves film cooling performance relative to that for a cylindrical hole. One further step in improving the performance of film cooling is the combination of compound angle holes with shaped holes producing noncylindrical holes oriented away from the streamwise direction. Less work has documented film cooling effectiveness for the compound-angle shaped hole. In a recently published paper, Bell et al. ͓12͔ investigated the film cooling effectiveness and the Stanton number ratio downstream of different cooling hole configurations, such as cylindrical, round, simple angle; laterally diffused, simple angle; laterally diffused, compound angle; forward-diffused, simple angle; and forward-diffused, compound angle. The best overall protection was provided by laterally diffused, compound-angle holes, followed by forward diffused, compound-angle holes. Early computational studies of film cooling were limited to simplified geometries with coarse grids. Bergeles et al. Copyright © 2005 by ASME Transactions of the ASME ference scheme with a ''partial parabolic'' scheme of flowfield in the neighborhood of the injection holes with poor agreement between numerical results and experimental data. Much finer meshes, as well as more accurate discrete schemes, were needed to improve the accuracy of results. Demuren ͓14͔ showed that for identical grid meshes a higher-order discretization scheme performed better than a first-order hybrid scheme. Leylek and Zerkle ͓15͔ showed that the computational model must include the filmhole and plenum regions to capture the physics of the jet crossflow interaction accurately. Of the recent investigations that employ numerical techniques, Walters and Leylek ͓16͔, McGovern and Leylek ͓17͔, Hyams and Leylek ͓18͔, son to experimental data to obtain the effects of streamwise injection and compound angle with cylindrical and shaped holes. In this study, film cooling effectiveness distributions are measured downstream of two different hole geometries: a row with compound-angle cylindrical hole configuration and a row with compound-angle, shaped holes. To the best of the authors' knowledge, no similar comparisons of experimental data exist in the open literature. Thus, there is significant need for experimental film effectiveness measurements downstream of these two compound-angled geometries, both for the design of gas turbine components, as well as for the development of numerical models. A numerical study was also conducted and numerically calculated film effectiveness distributions are compared with the corresponding measured results. Figure 1 shows the schematics of the test apparatus, consisting of hot and cold air circuits. The mainstream air was directed to an electric heater where its temperature was raised to about 55°C then into a plenum chamber as two opposing jets for proper mixing, through a wire mesh and then to the mainstream channel via a bell-mouth opening. The film cooling air was directed to a dryer and then to a copper coil immersed in an ice-water box in order to reduce its temperature to about 0°C, and then into the coolant plenum chamber. The mainstream plenum and channel were made of an aluminum shell with polyurethane-slab inserts. A removable test piece, made out of a 7.62-cm-thick polyurethane slab of relatively low conductivity (kϭ0.35 W/mK), was the part of the test apparatus that had the relevant film-hole geometry for each test. In this study, two instrumented test pieces with two different compound angle film hole configurations were tested: a single row of five compound-angle cylindrical holes, and a single row of five compound-angle forward-lateral-diffused holes. Coolant was injected through these cooling holes from a fiberglass plenum, which was installed on the back of the test piece. Details of the hole geometries are shown in Fig. 2 . All holes had a diameter of 7.5 mm at their inlet, and were separated 5.56 diameters in the lateral direction ͑center-to-center͒. The total axial length of each hole was eight times its inlet diameters. Both film hole geometries made a 25 deg angle with the coverage surface. Cylindrical holes were oriented perpendicular to the high temperature airflow while the shaped holes had a compound angle of 45 deg with respect to the hot air flow. Surface temperatures were measured at discrete locations using 74 K-type thermocouples mounted flush with the coverage surface. The thermocouples were oriented along four longitudinal rows covering the downstream area between two adjacent holes. Figure 3 shows the thermocouple arrangements downstream of the cylindrical film holes. Similar arrangement was set for the shaped holes. A rake of 10 thermocouples oriented in a plane immediately upstream of the film hole outlets and perpendicular to the hot air flow measured the hot air temperature profile. These thermocouples were unevenly spaced with more thermocouples close to the coverage surface. The first one was about 0.2 mm above the surface. Air temperature variation across the hot air channel was insignificant. Coolant temperature was measured immediately upstream of the film hole outlet. Two criti- Transactions of the ASME cal venturis measured the hot and cold air mass flow rate. For each test, the blowing ratios ͑M͒ was varied between 0.7 and 4. Film effectiveness was calculated directly from the experimental data as:
Experimental Setup
Experimental uncertainties for the film effectiveness values, following the method of Kline and McClintock varied from Ϯ2% around the film-hole exit to about Ϯ7% for the last thermocouple on each row. Blowing ratio uncertainty varied from Ϯ2% to Ϯ4.3%. To account for the conduction losses, a solid model of the test piece for each film-hole geometry was meshed and solved for the test boundary conditions ͓20͔. It was found that only for the cylindrical hole case, due to a shorter conduction path, the first two thermocouple readings on each row had to be corrected for a maximum error of 1.2°C. The shaped hole conduction analyses showed insignificant errors in thermocouple readings.
Numerical Models
The computational model simulated a row of compound-angle cylindrical film cooling holes and a row of compound-angle, forward-lateral-diffused film cooling holes using the assumption of repeating boundary conditions between holes. For accurate representation of the jet crossflow interaction, it is necessary to model the hot channel, film cooling hole, and cold plenum regions simultaneously. Figure 4 shows this representative domain for the compound angle, forward-lateral-diffused film cooling hole geometry and details of the numerical grid. The CFD analysis was performed using the Fluent/UNS solver by Fluent, Inc., a pressure-correction-based, multiblock, multigrid, and unstructured/adaptive solver. The standard k-turbulence model in conjunction with the generalized wall function was used for turbulence closure. Other available options, short of the two-layer model which required a remeshing of the numerical models, were tried without any significant changes in the final results. Mesh independence was achieved at about 350,000 cells for compound angle cylindrical configuration, and at about 450,000 cells for the compound angle, forward-lateral-diffused configuration with the majority of cells in the film cooling hole and near the bottom wall channel. Cells in both models were entirely hexagonal, a preferred choice for CFD analysis, and were varied in size bigeometrically from the boundaries to the center of the computational domain in order to have finer mesh around the film-hole boundaries. Mesh size for the first row of cells on the wall was varied such that the overall average y ϩ for the first row of cells was less than 20. All boundary conditions matched the experimental values. Mass flow rate boundary conditions were specified at the inlet of the hot channel and the cold plenum. At both the hot channel and the cold plenum inlet planes, turbulence intensity was set to 1%, and the length scale was taken as 1/10th of the hydraulic diameter of that inlet. Adiabatic boundary conditions were assumed for all walls. A constant pressure condition was applied at the outlet, with all other flow variables upwinded. Figure 5 shows the film effectiveness versus x/d for all four rows of thermocouples downstream of the cylindrical film holes. Representative results for five blowing ratios, ranging from 0.729 to 3.83, show that beyond x/dϭ8 the film effectiveness decreases as the blowing ratio increases. This is an indication of the coolant penetration into the main flow as its momentum increases with the increasing blowing ratio. A local increase in film effectiveness with the blowing ratio, consistently observed in the interval between x/dϭ3 and x/dϭ8 depending on spanwise location, is attributed to the coolant jet reattachment to the surface after its detachment immediately downstream of the film hole exit.
Results and Discussion
Representative results of the measured film effectiveness for the shaped film holes are shown in Fig. 6 for the same blowing ratios as those for the cylindrical film holes. Several observations are made. Film effectiveness values, especially further downstream of the film holes are higher than those of the cylindrical holes. For the same amount of coolant, increased exit area has reduced the coolant momentum and increased the coverage area both contributing to the increased film effectiveness. Contrary to the cylindrical film holes, for these shaped holes, the film effectiveness increases with the blowing ratio. Again, increased exit area reduces the coolant exit velocities to levels much lower than those of the cylindrical film holes, thus reducing the rate of penetration of the coolant into the mainstream. Local peaks in film effectiveness for the first and second rows of the thermocouples in the vicinity of x/dϭ4 -8 is again attributed to the reattachment of the coolant to the surface after its initial detachment immediately downstream of the exit area. Figure 7 compares the laterally averaged film cooling effectiveness in the mainstream direction for the two film hole geometries. Results are presented for three blowing ratios. As expected by the individual row results of Figs. 5 and 6, the shaped holes are producing much higher film effectiveness, especially at high blowing ratios. The improvement in laterally averaged film cooling effectiveness when using shaped film holes is caused mainly by the increased lateral spreading of the injected cooling air and better coverage of the surface. Compared with the cylindrical film holes, the laterally averaged film effectiveness of the shaped film holes increased by about 25% for the lowest blowing ratio, 35% for the medium blowing ratio, and up to 45% for the highest blowing ratio.
CFD Results
Results from computational simulation are presented in the form of comparison with experiments for downstream laterally averaged film effectiveness values. These comparisons showed good agreement with experiments, and served to validate the computational method. CFD models identical to the tested geometry for each case were run on PC Pentium4™, 1.6 GHz machines with 512 MB memory. A typical case took about 2000 iterations and about one full day to converge. Figure 8 shows the computed versus measured laterally-averaged film effectiveness values downstream of the film holes. For the compound-angle cylindrical film holes, the most significant disagreement occurs immediately downstream of the jet exit in the near-hole region (x/dϽ5). The numerical models consistently predicted lower effectiveness values in this region. These deviations are attributed partly to insuf- Fig. 7 Laterally averaged film effectiveness for small "a…, medium "b…, and large "c… blowing ratios ficient spreading in the computations and also the limited ability of creating perfectly adiabatic surfaces in the experiments. As x/d increases, the agreement between predicted and measured film effectiveness values becomes very good. For the compound-angle forward-lateral-diffused film hole, in the near-hole region (x/d Ͻ3) effectiveness is somewhat over-predicted, presumably because of a hypothesized recirculation region immediately downstream of the film hole exit; the use of wall functions in the simulations does not allow the grid resolution necessary to capture such a phenomenon. As the coolant moves further downstream, the numerical model seems to slightly overpredict the film effectiveness. The maximum difference, however, is about 10%.
Conclusions
Film effectiveness values were measured and compared for two film-hole geometries: a single row of compound-angle cylindrical holes and a single row of compound-angle forward-lateraldiffused holes. A combination of several factors, including less jet penetration into the mainstream, cooling flow diffusion, lower velocity gradient because of increased exit area, increased lateral spreading, and greater injectant concentration near the coverage surface results in a better cooling performance for the forwardlateral-diffused film holes, particularly at high blowing ratios. Computations were performed using Fluent software to study film cooling effectiveness downstream of the hole geometries used in the experiments. Comparisons between the experimentally measured and numerically calculated film effectiveness distribution showed that the computed results, especially for the shaped holes, are in good agreement with the measured results. Therefore, CFD can be used as a viable tool to predict cooling performances for different film cooling configurations in a parametric study.
Nomenclature
A ϭ cross-sectional area perpendicular to the flow direction L ϭ film-hole length M ϭ blowing ratio, (U) c /(U) h ϭ(m/A) c /(m/A) h P ϭ film-hole pitch T ϭ temperature d ϭ film-hole diameter in the cylindrical portion k ϭ thermal conductivity m ϭ air mass flow rate x ϭ distance downstream of the cooling hole in the hot air flow direction ͑Fig. 3͒ y ϭ lateral direction ͑Fig. 3͒ ␣ ϭ injection angle ͑angle between the film hole axis and the coverage plane͒ ϭ film cooling effectiveness, (T h ϪT aw )/(T h ϪT c ) ϭ laterally averaged film cooling effectiveness ϭ air density ϭ compound angle ͑Fig. 2͒
Subscripts aw ϭ adiabatic wall c ϭ property value at injection hole ͑cold͒ conditions h ϭ property value at mainstream air ͑hot͒ conditions
