Abstract-This paper presents a discrete-time recurrent neural network, with a fixed step parameter, for solving the shortest path problem. The proposed discrete-time recurrent neural network with a simple architecture is proven to be globally convergent to exact optimal solutions and is suitable for hardware implementation. Furthermore, an improved network with a larger step size independent of the problem size is proposed to increase its convergence rate. The performance and operating characteristics of the proposed neural network are demonstrated by means of simulation results.
I. INTRODUCTION
The shortest path problem is concerned with finding the shortest path from a specified origin to a specified destination in a given network while minimizing the total cost associated with the path. The shortest path problem is an archetypical combinatorial optimization problem having widespread applications in a variety of settings. The applications of the shortest path problem include vehicle routing in transportation systems [1] , traffic routing in communication networks [2] , and path planning in robotic systems [3] . Furthermore, the shortest path problem also has numerous variations such as the minimum weight problem, the quickest path problem, the most reliable path problem, and so on.
The shortest path problem has been investigated extensively. The well-known algorithms for solving the shortest path problem include the O(n 2 ) Bellman's dynamic programming algorithm for directed acycle networks, the O(n 2 ) Dijkstra-like labeling algorithm, and the O(n 3 ) Bellman-Ford successive approximation algorithm for network nonnegative cost coefficients only, where n denotes the number of vertices in the network. See [4] for a comprehensive coverage of these algorithms. Besides the classical methods, many new and modified methods have been developed during the past few years. For large-scale and real-time applications such as traffic routing and path planning, the existing series algorithms may not be effective and efficient due to the limitation of sequential processing in computational time. Therefore, parallel solution methods are more desirable. With the advances in new technologies (especially VLSI technology), the dynamical systems approach to solving optimization problems using artificial neural networks has been greatly attracted due to the massively parallel operations of the computing units and very faster convergence properties. Since Hopfield and Tank's seminal work [5] , various optimization continuous-time neural networks have been developed [6] - [10] . Some of these neural networks have been applied to solve the shortest path problem, and their investigations have shown the sufficient potentials for the neural network approach to the shortest path problem [11] - [17] . In many operations, however, discrete-time neural networks are preferable to their continuous-time counterparts because of the availability of design tools and the compatibility with computers and other digital devices. Although a discrete-time neural network model can be obtained from a continuous-time one by converting a differential equation into an appropriate difference equation though discretization, the resulting discrete-time model is usually not guaranteed to be globally convergent since step parameters may not be bounded in a small range and difficulties may arise in selecting very small step parameters.
This paper presents a discrete-time neural network with a fixed step parameter for solving the shortest path routing problem. The proposed neural network can solve the routing network problem with mixed-sign cost coefficients and is guaranteed to converge to an optimal solution globally. Furthermore, the proposed network is realizable in parallel digital circuits.
The remainder of this paper is organized as follows. In Section II, the problem statement and formulation are described. In Section III, the dynamic equation and network architecture of the discrete-time routing network are discussed. In Section IV, the global convergence of the discrete-time routing network is proven. In Section V, the bound of a large step for the discrete-time routing network is specified. In Section VI, operating characteristics of the proposed networks are demonstrated via simulation results.
II. PROBLEM AND FORMULATION
Let V = fiji = 1; . . . ; ng be an arbitrary finite set and let S = f(i; j )ji 2 V; j 2 V g be the set of all ordered pairs of elements of V . Note that, in ordered pairs, (i; j ) and (j; i) do not represent the same element unless i = j . The pair G = (V; E) is called a directed graph where E S . The elements of V are called vertices and the elements of E are called directed edges. G is called a weighted directed graph if a fixed cost c ij is associated with the edge from vertex i to vertex j in G. In general, the cost coefficients matrix [c ij ] is not necessarily symmetric; i.e., the cost from vertices i to j may not be equal to the cost from vertices j to i. Furthermore, the edges between some vertices may not exist; i.e., the number of edges may be less than that of the vertices. The values of cost coefficients for the nonexistent edges are defined as infinity. More generally, a cost coefficient can be either positive or negative. A positive cost coefficient represents a loss, whereas a negative one represents a gain.
There are many applications of the direct graph since it can be used to model a wide variety of real-world problems. For example, in a road network, the vertices can represent intersections, the edges can represent streets, and the physical meaning of the cost can be the distance between the vertices. In this paper, the shortest path problem to be discussed is: find the shortest (least costly) possible directed path from a specified origin vertex to a specified destination vertex. The cost of the path is the sum of the cost coefficients on the edges in the path and the shortest path is the minimum cost path.
For convenience, we consider the shortest path from vertex 1 to vertex n in a directed graph with n vertices, n edges, and a cost cij associated with each edge (i; j ) in G. In order to formulate the shortest path problem, there are two typical path representations methods: vertex representation and edge representation. Because of the advantages of the edge representation over the vertex representation [4] , the development of this paper is based on the edge path representation. Thus, the shortest path problem can be mathematically formulated as a linear integer program as follows [19] : if i = 2; 3; . . . ; n 0 1 01; if i = n x ij 2 f0; 1g; i ; j = 1; 2; . . . ; n (2) where the objective function to be minimized, (1) , is also the total cost for the path. The equality constraint coefficients and the right-hand 0018-9286/00$10.00 © 2000 IEEE sides are 01, 0, or 1. Equation (2) ensures that a continuous path starts from a specified origin and ends at a specified destination. xij denotes the decision variable associated with the edge from vertices i to j, as defined below xij = 1; if the edge from vertices i to j is in the path 0; otherwise. Because of the total unimodulity property of the constraint coefficient matrix defined in (2) [19] , replacing x ij = 0 or 1, we still obtain an integer solution where the value of each variable is zero or one if an optimal solution exists and unique. Thus we may solve the above integer program as the following linear program [19] where ij is the Kronecker delta function defined as ij = 1 (i = j) and ij = 0 (i 6 = j). By the duality of convex program [16] , we see that the dual shortest path problem is as follows: maximize y 1 0 y n subject to y i 0 y j c ij ; i; j= 1; 2; . . . ; n (4) where yi denotes the dual decision variable associated with vertex i and y1 0 yi is the shortest distance from vertex 1 to vertex i at optimality.
III. PRIMAL-DUAL ROUTING NETWORK
In this section, we propose a discrete-time neural network for solving shortest path routing and discuss its architecture.
It is well known that in order to design an recurrent neural network for optimization problems, one needs to construct an appropriate computational energy function so that the lowest energy state will correspond to the desired solutions. Based on the dual property of linear program [19] , we consider an energy function for the primal-dual problem below
where (s) + = maxf0; sg, s 2 R. The first term in (5) is for the equality constrains (2), the second term is for the nonnegativity, the third term is the squared duality gap, and the last term is for the inequality constraint in the dual problem. By the well-known gradient method, we obtain the discrete-time version of the primal-dual shortest path routing network below: for where h > 0 is a step parameter to be given. For convenience, let
Then (6) and (7) can be rewritten as: for i; j = 1; 2; . . . ; n Fig. 1 illustrates the architecture of the discrete-time routing network defined in difference equations (11) and (12) [ Fig. 1(a) ] and auxiliary equations (8)- (10) Thus, the proposed model complexity is O(n 2 ) for multiplication/divisions and additions/subtractions.
IV. GLOBAL CONVERGENCE
In this section, we will show that the discrete-time network with a constant step parameter is globally convergent to an exact solution to the primal-dual routing problem. T . We then analyze the properties of E(x; y). So (14) holds. Using Lemma 1, we easily get the following similar result [20] . Lemma 3: Let E(w) = E(x; y) be defined in (13) . Then for any w On the other hand, by using the second-order Taylor formula, we get g w (1) = g w (2) + rg w (2) T w (1) 0 w T H1 w (1) 0 w (2) where
From the above inequalities, it follows: E w (1) E w (2) + rE w (2) T w (1) 0 w Again, from the property of convex function [21] , we know that (w 3 0 w) T rE(w) E(w 3 ) 0 E(w); 8 w 2 R n +n : Since E(w 3 ) = 0, rE(w) T (w 3 0 w) 0E(w).
The following lemma shows that the maximum eigenvalue of AA T is 2n.
Lemma 5: Let A be defined in (13) . Then AA T has n 0 1 zero eigenvalues and has a nonzero eigenvalue 2n.
Proof: Since A is an n2n 2 matrix whose (i; j) column is e i 0e j where e = (1; . . . ; 1) T 2 R n and I is an n 2 n identity matrix. Note that det(AA T 0I) = det(2ee T 0(2n0I)), and n01 eigenvalues of 2ee T is 0 and one eigenvalue of 2ee T is 2n. Then AA T has n 0 1 zero eigenvalues and has a nonzero eigenvalue 2n.
Using the mentioned properties about E(x; y) and Lemma 5, we establish the main results for the discrete-time network. T g generated by the discrete-time network is globally convergent to a point (x;ŷ) T , in whichx;ŷ corresponds to an optimal solution of the primal-dual routing problem (3) and (4), respectively.
Since w
0h rE w 
and fw (k) g is bounded.
On the other hand, we have Then from Theorem 1, we can complete the proof.
V. PARAMETER PRESCALING
From the preceding section, we see that the convergence rate of the discrete-time routing network depends upon the step parameter h, and thus upon the size of the shortest path routing problem. When h is small, the convergence rate of the primal-dual network decreases. In order to increase the convergence rate, we need to scale A; b, and c properly beforehand. An improved design is as follows: for i; j = 1; 2; . . . ; n
where On the global convergence of the prescaled network in (16) and (17), we have the following result. node j in the network. The total cost of the optimal path is equal to 33. We now solve this problem by the proposed discrete network. 44 , the transient behavior of the energy function of the discrete-time routing network with three different step lengths. Specifically, the solid line decreasing at the fastest rate corresponds to h = 1:3, the slowest line h = 0:5, and in-between h = 0:9. Fig. 3 illustrates, under the same initial point All the values of the energy function and duality gap converge to zero rapidly.
VII. CONCLUDING REMARKS
In this paper, a discrete-time primal-dual routing network with a fixed step parameter is presented. The proposed primal-dual routing network is proven to be capable of obtaining shortest path routing for directed networks with arbitrary cost coefficients, unlike some existing numerical algorithms. Compared with other discrete-time neural networks for optimization, the present one is guaranteed to be globally convergent to exact solutions. Compared with continuous-time neural networks for the shortest path problem [11] - [17] , the proposed discrete-time network is suitable for digital implementation using widely available design tools. The tradeoff is that the network size is slightly larger than the primal or dual routing network. Furthermore, the convergence rate of the primal-dual routing network is nondecreasing with respect to the size of the shortest path problem and can be expedited by properly scaling design parameters. These features make the primal-dual routing network suitable for solving large-scale shortest path problems in real-time applications.
