Abstract. In this paper, we study a class of Rauzy fractals Ra given by the polynomial
Introduction
The Rauzy fractal is a compact subset of R n , n ≥ 1. It was studied by many mathematicians and was connected to to many topics as: numeration systems ( [8] , [6] ), geometrical representation of symbolic dynamical system ( [2] , [7] ), multidimensional continued fractions and simultaneous approximations ( [3] , [5] ), auto-similar tilings ( [2] , [8] ) and Markov partitions of Hyperbolic automorphisms of Torus ( [7] , [8] ).
There are many ways of constructing Rauzy's fractals one of them is by β-expansions. The Pisot numbers that satisfy property (F) were characterized in [1] as being exactly the set of dominant roots of the polynomial (with integers coefficients) P a,b (x) = x 3 − ax 2 − bx − 1, a ≥ 0, −1 ≤ b ≤ a + 1.
(If b = −1 add the restriction a ≥ 2). In particular, this set is divided into three classes: (see [9] ).
To each Pisot number, we can associated a Rauzy fractal. In the case where β is a Pisot number satisfying condition (a), the Rauzy fractal was studied in [10] . They proved that if 2b > a − 3 then the boundary of the Rauzy fractal is not homeomorfic to a circle. If β is a Pisot number satisfying (b) and α, α its Galois conjugates the fractal associated is given by
a i α i , a i a i−1 a i−2 a i−3 < lex (a − 1)(a − 1)01, ∀i ≥ 5 , where < lex is the lexicographic order on finite words. In [4] the authors proved topological and arithmetical properties of R a . In particular they proved that there exists an explicit finite state automaton A such that the boundary of R a is recognized by A. With this automaton they proved that for a = 2, the boundary of R a is homeomorfic to a circle. Their proof cannot be extended to the case a ≥ 3. The purpose of this work is to present a complete description of the boundary of R a , a ≥ 3. In particular we will prove that it is also homeomorfic to a circle. The parametrization of the boundary of R a , a ≥ 3 is different of the case a = 2. It uses an exotic numeration system.
Characterization of the points with two expansions
In [4] the following results were proved.
(1) Let z = ∞ i=2 a i α i ∈ R a . Then z ∈ ∂R a if and only if there exists (
(2) There exists an explicit finite state automaton A (see figure below) such that
i≥l is an infinite path on A starting in the initial state.
Let us explain the behavior of this automaton. Let ε = (ε i ) i≥l and ε = (ε i ) i≥l belonging to N ,
Let s be the smallest integer such that ε s = ε s . Hence A i (ε, ε ) = 0 for i ∈ {l, . . . , s − 1}. Suppose
where 0 ≤ t 1 ≤ a − 2. Continuing by the same way and using the fact that the set of states S is finite, we obtain a finite state automaton. Another result proved in [4] is the following.
Proposition 2.1. R a induces a periodic tiling of the plane C modulo Zu + Zαu where u = α − 1. Moreover Remark 2.2. In this paper we will use the following relations:
Example 2.3. In this example we show how to use the automaton A to describe the set
Then the path, starting from 0, in the automaton associated to z is
Using the automaton we have that a 2 = 0 and b 2 = a − 1 and then we can write
In this section we give a complete description of ∂R a , a ≥ 3. By Proposition 2.1 we have that
2 , we will study the others four regions
where v ∈ {±(α − 1), ±(α 2 − α)}. For this we will use the set R α−1 = R a ∩ (R a + α − 1) described by
In particular, we will prove the following results.
Then we have the following properties:
where X i = R α−1 if i is an odd number or i = 2(a − 1) and 
We also have f
(2) Take z ∈ R α−α 2 . Then z + α 2 − α belongs to R α 2 −α and according to what was done before there exists w ∈ R α−1 such that z + α 2 − α = g 1 (w). Then
We also know that f
This item can be done by the same manner of item (2) .
Proof of Proposition 3.2 : Let z be an element of R α−1 . Using the automaton A we can write
in order to prove this theorem we need to show that
. On the other hand if we take w ∈ R
is an element of R α−1 such that g 2k+1 (z) = w. Therefore we conclude that
On the other hand if we take w ∈ R 1,0
Since a 3 = a − 1 then using the automaton we have b 3 = a − 1. Then
Using the previous notation and taking u = −1, v = −(a−1)α −α −1 , w = −1−α 3 , we have the following lemmas.
Lemma 3.4. We have
, and
We also have
and
3)-Using induction we can prove that
4)-Using induction we can prove that
Then there exists an exotic expansion (a i ) i≥1 ∈ {0, 1, ..., r − 1} N , n i , m i ∈ N such that we can write
where the digits a i and the numbers n i , m i satisfy the following properties:
and for i ≥ 3 we have: 
Proof: We can write
Given t ∈ [0, 1), we can prove by induction that for each k ≥ 1 we can write
Indeed if t ∈ [0, 1), then there exist a 1 ∈ {0, 1, ..., r − 1} such that rt = a 1 + t 1 , with 0 ≤ t 1 < 1. Then t = 
If a 1 ∈ {0, 2, ..., r − 3} then there exist a 2 ∈ {0, 1, ..., r − 3} such that rc 1 =
.
Then the result is true for k = 1, 2. Suppose that it is true for 2 < k, that is
where 0 ≤ c k < 1 r n k (r−2) m k . If a k and k satisfy condition (b) then there exist a k+1 ∈ {0, 1, ..., r − 1} such that
. Then the result is true for k + 1.
If a k and k satisfy condition (c) then there exist a k+1 ∈ {0, 1, ..., r − 3} such that
. In order to simplify the demonstration of some of the results in this paper, a simpler notation will be used, i. e., t wil be represented as
where
and 1) if k is even and a k satisfies itens (3a) or (3b) or (3c) of proposition 3.5 then
Moreover we have t = t if and only if
(n k +2+i,m k +1+i) and
2) if k is odd and and a k satisfies iten (3c) of proposition 3.5 then
(n k +1+i,m k +1+i) and
3) if k is odd and a k satisfies itens (4a) or (4b) of proposition 3.5 then
Moreover we have t = t if and only if
(n k +1+i,m k +2+i) and
4) if k is even and a k satisfies iten (4c) of proposition 3.5 then
Proof:
Take t, t ∈ [0, 1] such that |t − t| < (r − 2) −m r −n with m + n = N and suppose t < t . Then
(1) Let k be an even number and a k = 0 or 2n − 1, n = 1, ..., a − 1. Then a k+1 ∈ {0, 1, ..., r − 1} and we can write
r n k +1 (r−2) m k = 0 and it is possible only with a k+1 = 0 and a k+1 = r − 1.
As a k+1 = r − 1 and k + 1 is an odd number, then a k+2 ∈ {0, 1, ..., r − 1} and we have
with m k+2 + n k+2 = m k + n k + 2 = k + 2. Again we have a k+2 = 0 and a k+2 = r − 1.
Now a k+2 = r − 1 and k + 2 is an even number. Then a k+3 ∈ {0, 1, ..., (r − 3)} and
with m k+3 + n k+3 = m k + n k + 3 = k + 3. Therefore a k+3 = 0 and a k+3 = (r − 3). Following this idea we have the result.
(2) To prove this part we use the same ideas of (a) and the equality
(3) To prove this part we use the same ideas of (a) and the equality
(4) To prove this part we use the same ideas of (a) and the equality
3.2.
Parametrization of R α−1 . Here, we will give an explicit parametrization of R α−1 and hence for the boundary ∂R a . Let z be an element of R α−1 . Using proposition 3.2, there exists a sequence (z n ) n≥1 in
If x is an element of R α−1 , the sequence y n = g a 1 • g a 2 • . . . • g an (x) converges to z because the functions g i , i = 0, 1, ..., 2(a − 1) are contractions.
Let A = {0, 1, ..., r − 1} be a subset of N and consider the function
given by:
b 2k+1 = a 2k+1 + 2 se a 2k ∈ {2n, n = 1, ..., a − 1}. Take x 0 ∈ R α−1 and consider f : [0, 1] −→ R α−1 defined as follows:
Theorem 3.8. f is a continue and bijective function satisfying f (0) = −1 and f (1) = v.
Proof:
(1) f is a well defined function.
We are going to use the following notation:
According lemma 3.4 we have
Taking t, t ∈ [0, 1] such that t = t . We have to prove that f (t) = f (t ) and for this we use proposition 3.7 and the definition of ψ.
(a) Let k be an even number and a k = 0 or 2n − 1, n = 1, ..., a − 1. Then a k + 1 = 1 or 2n and by proposition 3.7 we have
. Using the definition of ψ we have:
(b) Let k be an odd number and a k = 2n−1, n = 1, ..., a−1. Then a k +1 = 2n and by proposition 3.7 we have
. Using the definition of ψ we have: a k−1 = 2n, n = 1, . .., a − 1. Note that here we have a k = 2n − 1, n = 1, ..., a − 2. By lemma 3.4 (2), f (t) = f (t ).
(c) Let k be an odd number and a k = 0 or 2n, n = 1, ..., a − 2. Then a k + 1 = 1 or 2n + 1 and by proposition 3.7 we have
.., a − 1. Note that here we have
(d) Let k be an even number and a k = 2n, n = 1, ..., a−2. Then a k +1 = 2n+1 and by proposition 3.7 we have
(2) f is injective.
Suppose that f (t) = f (t ). According to lemma 3.4 we have two possibilities:
Using the above notations we have Following this idea is easy to see that a i = 0, ∀ i ≥ k + 1.
By the definition of ψ and proposition 3.5 we have:
Following this idea we have
and then t = t .
(ii) k is an even number, b k = r − 2. In this case b k = r − 1 − a k and then a k = r − 1 − b k = 1.
Using the same ideas is easy to see thatt =
Here we can prove that 
≤ |α| 2(k−1) (|α| 2 + |α| 3 )diam(R α−1 ) = |α| 2k (1 + |α|)diam(R α−1 ). 2) t and t satisfying item (2) of proposition 3.7.
Here we have: In all that cases we conclude that f is a continuous function.
Theorem 3.9. ∂R a is homeomorfic to S 1 .
Proof:
Using all we have done so far we can proof that F : [0, 1] −→ ∂R a given by 
