Abstract Although the change of beliefs in the face of new information has been widely studied with some success, the revision of other mental states has received little attention from the theoretical perspective. In particular, intentions are widely recognised as being a key attitude for rational agents, and while several formal theories of intention have been proposed in the literature, the logic of intention revision has been hardly considered. There are several reasons for this: perhaps most importantly, intentions are very closely connected with other mental states-in particular, beliefs about the future and the abilities of the agent. So, we cannot study them in isolation. We must consider the interplay between intention revision and the revision of other mental states, which complicates the picture considerably. In this paper, we present some first steps towards a theory of intention revision. We develop a simple model of an agent's mental states, and define intention revision operators. Using this model, we develop a logic of intention dynamics, and then investigate some of its properties.
belief update 1 -it seems natural to ask whether these approaches can be adapted or extended to other, related mental states. Belief is, after all, just one of the attitudes of a rational agent: there are others, equally prominent in our cognitive landscape. If one is to consider extending such theories, then pro-attitudes of some kind seem very natural candidates (Bratman, Israel, & Pollack, 1988) . A pro-attitude is one that influences an agent's actions. Pro-attitudes include desires, intentions and the like. To decide what to do, an agent needs both beliefs (which represent what the agent thinks about how the world looks), and pro-attitudes (which represent how he wants the world to look). For example, practical syllogisms have been suggested as providing a link between beliefs, pro-attitudes and actions. A practical syllogism is a reasoning pattern of the form: if i desires ϕ and i believes that α leads to ϕ then i should intend to do α. 2 There is no universal agreement on the exact nature and properties of belief (and its close relative, knowledge); and there is considerably less agreement on the nature of pro-attitudes such as desires and intentions. They seem altogether more complex beasts. There are several reasons for this. Perhaps most importantly, while it is possible to give an account of beliefs that is independent of other mental states, it does not really seem possible to do the same for pro-attitudes. This is because pro-attitudes are closely interwoven with other mental attitudes-beliefs in particular. If you say you intend to bring about ϕ, this implies something about your beliefs-that you believe ϕ is possible, for example. A rational agent would not intend ϕ and simultaneously believe that ϕ was impossible. So, we can expect the road to pro-attitude revision to be a good deal more rocky than the road to belief change. Nevertheless, the aim of the present paper is to begin to traverse this landscape-or at least, to catch a glimpse of some of the main obstacles that must be crossed.
We focus on intention revision. Our reasons for focusing on intention revision are threefold. First, intentions play a particularly important role in artificial intelligence: they correspond to what artificial intelligence researchers usually refer to as "goals" (Bratman et al., 1988; Pollack, 1992) . Second, it has been argued that intentions play a very important role in communication and coordination, and are thus of particular interest to the multi-agent systems community . And third, several significant attempts have been made to formalise a theory of intention Rao & Georgeff, 1998; Wooldridge, 2000; Wooldridge & Jennings, 1999) , and these provide useful guidance in formalising a theory of intention revision.
Intentions and intention revision
One of the best known, and most sophisticated attempts to show how the various components of an agent's cognitive structure could be combined to form a logic of rational agency is due to . Cohen and Levesque's formalism was originally used to develop a theory of intention (as in "I intended to. . ."), which the authors considered as 1 We will return to the difference in Sect. 4.2; until then we use the terms belief change, belief revision and belief update interchangeably. 2 It was Bratman (1987) who added the notion of intention to the Aristotelian model (Aristotle, 1998) of practical reasoning. It should be mentioned that this pattern is not what Bratman or Searle would see as a practical syllogism: Searle (2001) , for instance, believes that it is incorrect to assume that a person's set of beliefs and desires are causally sufficient to determine an action. We refer the reader to Bratman (1987) and Searle (2001) and the overview (Atkinson, 2005) for a more detailed discussion on practical reasoning, practical syllogism and rational agency.
[104] Synthese (2007) 155:265-290 267 a pre-requisite for a theory of speech acts (see for full details). However, the logic has subsequently proved to be so useful for specifying and reasoning about the properties of agents that it has been used in an analysis of conflict and cooperation in multi-agent dialogue , as well as several studies on theoretical foundations of cooperative problem solving Levesque, Cohen, & Nunes, 1990) . This section will focus on the use of the logic in developing a theory of intention. The first step is to lay out the criteria that a theory of intention must satisfy.
When building intelligent agents-particularly agents that must interact with humans-it is important that a rational balance is achieved between the beliefs, desires and intentions of the agents. Quoting Cohen and Levesque: For example, the following are desirable properties of intention: an autonomous agent should act on its intentions, not in spite of them; adopt intentions it believes are feasible and forego those believed to be infeasible; keep (or commit to) intentions, but not forever; discharge those intentions believed to have been satisfied; alter intentions when relevant beliefs change; and adopt subsidiary intentions during plan formation (Cohen & Levesque, 1990, p. 214) Following Bratman (1987 Bratman ( , 1990 ), Cohen and Levesque identify seven specific properties that must be satisfied by a reasonable theory of intention:
1. Intentions pose problems for agents, who need to determine ways of achieving them. 2. Intentions provide a "filter" for adopting other intentions, which must not conflict. 3. Agents track the success of their intentions, and are inclined to try again if their attempts fail. 4. Agents believe their intentions are possible. 5. Agents do not believe they will not bring about their intentions. 6. Under certain circumstances, agents believe they will bring about their intentions. 7. Agents need not intend all the expected side effects of their intentions.
Given these criteria, Cohen and Levesque adopt a two tiered approach to the problem of formalising a theory of intention. First, they construct the logic of rational agency, "being careful to sort out the relationships among the basic modal operators" (Cohen & Levesque, 1990, p. 221) . On top of this framework, they introduce a number of derived constructs, which constitute a "partial theory of rational action" (Cohen & Levesque, 1990, p. 221) . Intention is one of these constructs.
The first major derived construct is that of a persistent goal. An agent has a persistent goal of p if:
1. He has a goal that p eventually becomes true, and believes that p is not currently true. 2. Before he drops the goal, one of the following conditions must hold:
(a) the agent believes the goal has been satisfied; (b) the agent believes the goal will never be satisfied.
It is a small step from persistent goals to a first definition of intention, as in "intending to act". Note that "intending that something becomes true" is similar, but requires a slightly different definition; see ). An agent i intends to perform action α if he has a persistent goal to have brought about a state where he had just believed he was about to perform α, and then did α. Cohen and Levesque go on to show how such a definition meets many of Bratman's criteria for a theory of intention (outlined above). In particular, by basing the definition of intention on the notion of a persistent goal, Cohen and Levesque are [105] 268 Synthese (2007) 155:265-290 able to avoid overcommitment or undercommitment. An agent will only drop an intention if he believes that the intention has either been achieved, or is unachievable. 3 The intention theory of Cohen and Levesque has been enormously influential, and has prompted a number of other studies in related areas, e.g. Wooldridge & Jennings, 1999) . However, their theory does not address the dynamics of intentions: how an agent should rationally choose them or drop them. This issue has been most studied in the context of the belief-desire-intention (bdi) agent model (Bratman et al., 1988; Georgeff & Lansky, 1987; Georgeff & Rao, 1995) , a popular approach to the design of autonomous agents that emerged in the late 1980s.
The bdi model gets its name from the fact that it recognises the primacy of beliefs, desires and intentions in rational action. Intuitively, an agent's beliefs correspond to information the agent has about the world. These beliefs may be incomplete or incorrect. An agent's desires are states of affairs that the agent would, in an ideal world, wish to bring about. Finally, an agent's intentions represent desires that he has committed to achieving. The idea is that an agent will not be able to deliberate indefinitely over which states of affairs to bring about; ultimately, he must fix upon some subset of his desires and commit to achieving them. These chosen desires are intentions.
A more formal description of the control loop of a bdi agent is shown in Fig. 1 , which is based on the bdi agent control loop presented in Rao & Georgeff (1992) and (Wooldridge, 2000, p. 38 ). The idea is that an agent has beliefs B about the world, intentions I to achieve and a plan π that can be used to bring about the intended state of affairs. In lines 2-4, the beliefs, intentions and the plan are initialised. The main control loop is then in lines 5-20. In lines 6-7, the agent perceives and updates his beliefs; in line 8, he decides whether to reconsider his pro-attitudes or not; in lines 9-13 the agent deliberates, by generating new options (i.e. desires D) and deliberating over these; in line 12, the agent generates a plan for achieving his intentions; and in lines 15-18 an action of the current plan is executed. Because the purpose of the functions used in this loop can be easily derived from their names, we omit the actual formalisations here for reasons of space, but direct the reader to Wooldridge (2000, ch. 2) .
It is necessary for a bdi agent to reconsider his intentions from time-to-time (Bratman et al., 1988; Kinny & Georgeff, 1991; Wooldridge & Parsons, 1999) . One of the key properties of intentions is that they enable the agent to be goal-driven rather than event-driven, i.e. by committing to intentions the agent can pursue long-term goals. But when circumstances have changed and, for example, an intention cannot be achieved anymore, the agent will be better off if he drops that intention. Similarly, when opportunities arise that enable bringing about desires that have been so far impossible to achieve, the agent should reconsider his intentions. On the other hand, reconsideration is itself a potentially costly computational process; therefore one would not want the agent to reconsider his intentions at every possible moment. The purpose of the reconsider(. . .) function as shown in Fig. 1 is precisely this: to deliberate when it pays to deliberate (i.e. when deliberation is likely to lead to a change in intentions), and otherwise not to deliberate, but to act.
The goal within the remainder of this paper is to develop (the beginnings of) a theory that sits somewhere between the Cohen-Levesque theory and the control loop in Fig. 1 . That is, we want to develop a theory which characterises mental states of a rational agent, in much the same way as the Cohen-Levesque theory, but which incorporates the dynamics of intentions in the manner implemented in bdi agents à la Fig. 1 . 
Mental states
We noted above that, in order to say anything meaningful about an agent's intentions and how he revises them, we need to say how they relate to the agent's other mental states-beliefs and the like. This, in turn implies that we must commit to some particular model of the agent's mental activities. We represent the mental state of an agent as a tuple
where B is a belief set, D a set of desires, I, A a pair of intentions and active plans, and P a set of practical reasoning rules. The beliefs of an agent will represent the information that the agent has about his environment; desires represent those states of affairs that the agent might in principle like to achieve; intentions represent those states of affairs that the agent has committed to achieving, and for which there is a current plan in place that seems feasible to achieve it; and practical reasoning rules represent the agent's "know how"-his knowledge about how to achieve possible intentions.
Propositions, options and beliefs
We start with beliefs. As will become very clear later, we view beliefs as being primarily about the future, and so we want a language for belief that allows us to express temporal properties. We use the language of Linear Temporal Logic (ltl); we pre-suppose some familiarity with ltl, and do not give a complete definition of this language or its proof system: see, e.g. (Emerson, 1990) for an introduction. We use " " as the "next" or "tomorrow" operator, "♦" as the "eventually" operator and "2" as the "always" operator. 4 We denote the ltl proof relation by ltl . Now, a (strong) belief set B is a set of sentences of ltl, closed under ltl consequence. A non-trivial belief set is ltl-consistent; the only non-consistent belief set is denoted by B ⊥ .
Unless explicitly mentioned, a belief set is assumed to be non-trivial. The idea behind strong beliefs is that they represent the agent's ideas about the current situation-and, more importantly, the future-within which he can plan his actions. More precisely, they represent the agent's ideas about what is inevitable, no matter how he would act in the world.
We note here that a strong belief set can give rise to two different notions of belief. For instance, suppose that B does not entail (via ltl entailment) that atomic property rich will ever be true. An agent with such a belief set can adopt the intention to make rich true some time in the future, in which case he would believe that he would eventually become rich, although it is not one of his strong beliefs. In other words, after the agent has deliberated about his possible intentions, and committed to some of them, it might be that he has beliefs about the future that are not entailed by B alone. To extend this example a little further, if B entailed "eventaully rich" then it would not make sense for the agent to say that he is committed to making rich true sometime: he already (strongly) believes rich will eventually become true, regardless of what he does (see Sect. 3.5 for details).
States of affairs are described with propositional (objective) formulas α from a basic language L 0 over a set of atoms P, with typical element p 5
We assume that beliefs, desires and intentions refer to temporal properties of the world; we call these properties options. Let T be a temporal operator from { , ♦, 2}. We define our temporal language of options as follows:
For example, having eggs on the next day ( egg), some day in the future (♦egg), or at least every other day (2(egg ∨ egg)) are sample options that an agent might consider when planning his breakfast for the coming week. And, the agent may believe that the second option is inevitable, while the others are not (♦egg ∈ B, egg / ∈ B, 2(egg ∨ egg) / ∈ B). Unlike for desires and intentions (which we assume to be future-oriented), the agent can also have beliefs about the current situation, expressed by propositional formulae α (e.g. the agent may believe that he is having eggs right now: egg ∈ B).
To sum up more formally, a belief set B is a set of options and/or propositional formulae that satisfies the following constraints:
1. B is ltl-consistent (i.e. B ltl ⊥), and 2. B is closed under ltl consequence (i.e. if B LTL ϕ then ϕ ∈ B).
Note that we do not allow for iteration of belief operators. For the one-agent case, this is not a severe restriction, at least for the most popular modal logic of belief kd45, since an agent's 5 Note that our propositional and temporal languages include negation only on the level of atomic propositions. Indeed, we do not need negation elsewhere: as ¬2α is equivalent to ♦¬α, ¬♦α is equivalent to 2¬α, and ¬ α is equivalent to ¬α; and thanks to De Morgan laws, we can always transform a nested formula with negation in front of it to an equivalent formula with negations on the level of atoms only. This restriction is perhaps not necessary in the context of beliefs, but it becomes important when we discuss which options should be intended by the agent. In particular, we propose that more complex intentions should be decomposed into more primitive ones using so called practical reasoning rules (cf. Sect. 3.3). While such practical reasoning looks relatively straightforward for positive (i.e. non-negated) intentions-e.g. intending to (eggs ∧ nicecoffee) should force the agent to intend both eggs and nicecoffee if the original intention is to be treated seriously-a direct decomposition of negative intentions would be rather unnatural.
We will sometimes abuse notation in the remainder of the paper by writing temporal operators in the scope of negations, especially when describing general properties of agents' mental states and processes. In such cases, the presumed meaning of ¬ϕ is "the formula which is ltl-equivalent to ¬ϕ, and which includes negation only on the level of atoms".
[108] Synthese (2007) 155:265-290 271 beliefs can be characterised by a set of non-modal formulas [Meyer & van der Hoek, 1995, Proposition 3.1.2] , and every belief sentence in kd45 is equivalent to one without nestings of belief operators (see for instance the proof of [Meyer & van der Hoek, 1995, Theorem 1.7.6 .4], which is for S5, but does not in fact use the reflexivity axiom). Disallowing nestings keeps us closer to the agm belief revision paradigm (Alchourrón et al., 1985) , although we do allow for beliefs about temporal properties. In the multi-agent setting, iterated belief operators are not reducible any longer: we will come back to this issue in Sect. 5.
Desires
In the theory of bdi agents, desires have received far less attention than beliefs or intentions, and their exact status is often confused. From our point of view, an agent's desires represent different ways that he may want the world to look. That is, if ϕ is a desire, then the agent would like ϕ to be satisfied. Crucially, we do not require that sets of desires are consistent: one can desire to finish writing a paper and desire to go to a party while these desires cannot jointly be satisfied. Similarly, we do not require that an agent's desires are consistent with his beliefs. One can desire to be a famous rock star while believing that this will never happen. Of course, the same is not true for intentions, and this is in fact one of the key concerns of this paper.
Example 1
We introduce the running example that we will use throughout the remainder of the paper. Our agent is thinking about his breakfast for tomorrow. He desires a nice breakfast, and both a continental and an English one, and, should the breakfast tomorrow not provide cereals, our agent would have yogurt. Finally, he also desires to be energetic tomorrow and happy for the coming week. Formally:
where T i is a shorthand for the temporal operator T repeated i times. Suppose furthermore that the agent believes: that every breakfast is either continental or English, but never both; that he will never be able to have any tea; that he will manage to have an egg at most every even day starting from today; and that he will be able to fetch a newspaper at most every second day starting tomorrow. Thus, the set B must include the following:
Note that the agent's belief set must be closed under logical consequence, so it should also include (contbf ↔ ¬Englishbf ), ♦¬tea, etc. Note also that the set D is not consistent with the agent's beliefs B in this example.
Practical reasoning rules
How does an agent go from beliefs about what the world is like, and desires/intentions about how he wishes the world to be, to actions that shape and modify it? In the introduction, we discussed the idea of a practical syllogism-a reasoning pattern which says that if you believe that a certain action will bring about a certain desired effect then this action should be performed. Here, we use a closely related idea. We assume the agent to have a set of practical reasoning rules. These rules simply decompose an intention into a group of sub-intentions.
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to achieve α, one should strive to achieve α 1 , . . . , α n .
Practical reasoning rules are thus a type of goal reduction rule (Kaelbling & Rosenschein, 1990, p. 39) . Note that for any given α on the left hand side of a rule, an agent may have multiple practical reasoning rules, corresponding to the different ways that a given intention may be achieved. More formally, the format of a practical reasoning rule ρ is as follows:
The practical reasoning rule ρ :
is a possible fulfilment of it. In our approach, the intention Tα can be thus divided into sub-intentions Tα 1 , . . . , Tα n , with the intended meaning that their joint presence is a good way of achieving Tα. For a rule ρ as displayed above, we call α = hd(ρ) the head of the rule, and each α i ∈ bd(ρ) a member of the body of ρ. Moreover, for a set of rules P, we define hd(P) = {hd(ρ) | ρ ∈ P} and bd(P) = ∪ ρ∈P bd(ρ). A set of practical reasoning rules P is acyclic if there is no sequence of rules ρ 1 , . . . , ρ n ∈ P and propositional formulae α 1 , . . . , α n such that α i ∈ hd(ρ i ) for i = 1, . . . , n, and α i+1 ∈ bd(ρ i ) for i = 1, . . . , n − 1, and α 1 ∈ bd(ρ n ).
Example 2 With respect to the "breakfast" scenario discussed above, here are the agents' practical reasoning rules:
These rules express that a nice breakfast comprises of a combination of milk and cereals with either nice coffee or tea. Moreover, there are two ways to make the agent happy: either by providing him an egg or a newspaper. Finally, getting a bill during a nice breakfast makes the agent unhappy, and an espresso counts as a nice coffee.
We consider formulas that occur in the body of some rule ρ but not in the head of any rule, to be atomic means of some kind: they serve to satisfy subgoals of the agent, but cannot be decomposed themselves into further means. For instance, there may be several ways to make the agent energetic: it may occur on its own (i.e. without substituting energetic with the body of rule ρ 5 ), or by satisfying the "more primitive" property nicecoffee (which, in turn, can occur in its own or be decomposed to espresso). On the other hand, the only way to make espresso true is to have some espresso, since no practical reasoning rule applies to this proposition. We remark here that the presence of practical reasoning rules with the same head (like ρ 3 and ρ 4 in our example), will facilitate the agent to revise his intentions due to the "instrumentality of his beliefs": 6 our framework makes it possible, building upon Example 2, that the agent trades an intention newspaper for egg, given the intention happy and the belief 2¬newspaper (that is, if the agent has the intention to be happy tomorrow, and finds out that one instrumental intention to achieve this is impossible to achieve-e.g. to read a newspaper-he can switch to the instrumental intention of having an egg).
Remark 1 One possible reading of rule
So, under this reading, and for a temporal operator T = , 2, bringing about Tα 1 , . . . , Tα n is sufficient to bring about Tα.
The situation is not so clear for "achievement" intentions, i.e. ones that define that a property should be achieved sometime in the future (e.g. ♦nicebf ). Note that ♦(α 1 ∧ · · · ∧ α n ) implies ♦α 1 ∧ · · · ∧ ♦α n , but not the other way around. Thus, adding sub-intentions ♦α 1 ∧ · · · ∧ ♦α n when decomposing intention ♦α with practical rule ρ = (α ← α 1 , . . . , α n ), we only add necessary (but not sufficient!) conditions to bring about ♦α in the way suggested by ρ. Therefore, in the case of "achievement" intentions, practical reasoning rules should be treated as guidelines that force the agent to accept necessary sub-intentions but do not guarantee success. For example achieving ♦milk, ♦cereals and ♦nicecoffee does not guarantee ♦nicebf , but the former is necessary to achieve the latter if the agent uses rule ρ 1 to decompose intention ♦nicebf .
Again, note that our language for practical reasoning rules is arguably weak: for instance, we cannot impose any temporal order within a plan: like in ρ 1 : nicebf ← milk, cereals, nicecoffee, expressing that a nice breakfast requires some nice coffee after having enjoyed milk with cereals. For the moment, we abstract from such temporal dependencies between sub-goals, and refer to the huge literature on planning in AI (Allen, Hendler, & Tate, 1990; Georgeff & Lansky, 1986) .
What is the aim of practical reasoning rules? On one hand, they represent the agent's "know-how" about how particular properties can be achieved. On the other hand, we want to provide the agent's intentions with a kind of closure, in the sense that an intention to bring about a complex property ϕ forces the agent to accept more primitive intentions that would (or at least may) indeed bring about ϕ.
Notice that practical reasoning rules are not implications, and in particular, they are not implications that are part of the agents' beliefs. First of all, a believed implication p → q does not necessarily give a recipe for achieving q, for which taking p = "set fire to the house" and q = "get warmer" are witnesses. Moreover, we do not want beliefs and practical reasoning rules to interact as implications do: ρ : kill ← shoot seems a good recipe for action, although the corresponding implication shoot → kill seems rather far-fetched, so, e.g. inferring that ¬shoot from the fact that nobody was killed does not seem plausible. This emphasises the distinguishing feature of practical reasoning rules: they are used by the agent to plan his future actions, whereas beliefs, as we will see in Sect. 3.5, are typically about what will become true regardless of the agent's decisions.
However, just to complicate matters, some practical rules may be read as "achieving α 1 , . . . , α n guarantees making α true", in which case they should obviously have their corresponding implications (α 1 ∧ · · · ∧ α n → α) in the agent's belief set B. So, (espresso → nicecoffee) ∈ B means that nicecoffee ← espresso ∈ P is not only a suggestion on how to choose one's action; it is actually a guarantee that if we achieve espresso, then nicecoffee will also be achieved.
Intentions
While the definition of a belief set as one, that is closed under consequences is commonly accepted in the belief revision literature (Alchourrón et al., 1985) , the question of what properties a set of intentions should have enjoys far less agreement (Cohen & Levesque, [111] 274 Synthese (2007) 155:265-290 1990; Rao & Georgeff, 1998) . We will proceed to build a model of intentions in steps, each step capturing one important aspect.
First, in our view, intentions are usually relativized . That is, an intention usually forms a small part of a larger canvas of intentions. For example, you may intend to work hard to write a paper, but there is a reason for this: you want the paper published in order to get promotion, for example. Thus, first of all, we consider intentions as structures consisting of some end that we want to achieve ("write papers"), and some reason, or motivation, for them ("get promoted"). 7 By keeping track of the reasons for adopting our intentions, we can rationally update them as the future unfolds: once we believe we have been promoted, we can rationally drop our intention to write papers. 8 Suppose the agent from Example 2 adopts the desire to have a nice breakfast and be energetic tomorrow. This should mean, among other things, that he has the intention to have milk, cereals and nice coffee tomorrow, and also espresso. Now suppose that the agent learns (comes to believe) that in fact it is impossible to have a nice breakfast tomorrow. We would expect him to give up the intention of having milk and cereals for the next day, but not that of having nice coffee, neither of having espresso. If, alternatively, he learned that there would be no nice coffee tomorrow, we would expect him to give up all the intentions concerning being energetic, whereas he might keep the intention of having a nice breakfast-although now with the sub-intentions of having milk, cereals and tea.
We need several concepts before defining what an intention is. Let B, D, and P be a set of beliefs, desires and practical reasoning rules, respectively. First, we define plans. Given an ltl formula Tα, π is a plan for Tα if:
1. if there is a rule ρ : (α ← α 1 , . . . , α n ) ∈ P, then π is a tree with root Tα, and branches from the root to sub-trees π 1 , . . . , π n , which are plans for Tα 1 , . . . , Tα n , respectively; 2. else, π is a tree consisting solely of one node Tα.
The set of all plans for ϕ is denoted by (ϕ). We assume the notions of leaf of a tree, parents, children and sub-trees to be familiar. We write ϕ ; π ψ if in the tree π, node ψ occurs in the sub-tree generated by ϕ: in such a case we also say that ϕ is an ancestor of ψ. Given a tree π, Nodes(π) collects all the nodes in it. Similarly, if Pl is a set of plans (trees), Nodes(Pl) = ∪ π ∈Pl Nodes(π). Note: in a particular plan π all the children of a node are generated by one practical reasoning rule. Also, π is assumed to be full in the sense that no rule is applicable to any of the leafs.
Theorem 1 For each ϕ:
1.
(ϕ) is non-empty. 2. If P is acyclic and finite, then every π ∈ (ϕ) is finite, and (ϕ) is finite. Proof 1. The construction of such a π ∈ (ϕ) is given in the above definition of a plan. 2. Consider a single branch from π ∈ (ϕ). P is acyclic, so each rule from P could have been applied at most once along this branch. Thus, the length of branches in π is bounded by the number of rules in P, and this is finite. Moreover, (ϕ) contains plans of bounded length with nodes labeled with formulas from a finite set (all the propositional formulas that occur in any rule from P). Therefore (ϕ) can include only a finite number of plans.
Definition 1 Let T be a set of trees, i.e. plans. Given the belief set B, we define a labelling λ(ϕ, π, B) ∈ {+, −, ⊥} for every node ϕ of π, given the beliefs B. The label "+" means that ϕ is not believed to be fulfilled yet (nor has it ceased to be instrumental to some higher-level intention), and hence it is a proper intention. The label "−" for ϕ means that either ϕ is already believed to be true, or it is needed in π for a node that turns out to be believed true. Formally:
Moreover, given a plan π, Nodes + (π, B) is the set of nodes ϕ ∈ π for which λ(ϕ, π, B) = +. For a set of plans Pl, Nodes + (Pl, B) is the set of nodes for which there is a π ∈ Pl such that λ(ϕ, π, B) = +.
Intentions will be the nodes labelled with a + in a set of plans, but not every set of plans can be kept by a rational agent:
Definition 2 Given B, D and P, a set of Active Plans A is a set of trees such that:
There is no ϕ ∈ D with a plan π for ϕ such that A ∪ {π} satisfies items 1 and 2.
Definition 3 Given a belief set B and a set of active plans A, we define Int(A, B) = Nodes + (A, B) , and call this the intentions of the agent, generated by B and A. The agent's current active desires are Des(A) = {ϕ | ∃π ∈ A : root(π) = ϕ}.
Coming back to our example, let the agent have the desires nicebf and energetic, and consider the plan π 1 for nicebf that uses ρ 1 and ρ 7 , and the plan π 2 for energetic that uses ρ 5 and ρ 7 (see Fig. 2 ). In principle, all the nodes of both plans π 1 and π 2 are candidates to be intentions for the agent. But not so if the agent believes them to already be guaranteed: if cereals ∈ B, the agent does not have cereals as an intention, and, that is why λ( cereals, π 1 , B) = −. We do not remove this leaf from π 1 , however, since the agent might give up his belief that cereals are guaranteed, and may want to re-instantiate this intention (we come back to this later). Now here is the advantage of representing the intention nicecoffee twice: suppose the agent would learn that nicebf , and hence include this formula in B. It would mean that all the nodes of π 1 become labelled "−", but nicecoffee and espresso should stay intentions: since they are needed for an intention different from nicebf , they cannot be given up totally.
Item 1 of Definition 2 requires that the current active intentions have to be consistent with what the agent believes: it does not make sense to intend espresso if you already believe 2¬espresso. However, the plan π 1 still may make sense even if 2¬espresso is believed: if the agent also believes nicecoffee, he might still intend nicebf , it just would mean that nicecofee is guaranteed somehow, and the agent does not have to bother about specific ways to achieve it (technically, espresso would be labelled "−" in π 1 , since it is the child of the "−" node nicecoffee in π 1 ). Item 2 guarantees that an agent eventually only chases up desires, but never those that are already believed to be fulfilled. Finally, regarding item 3 of Definition 2, a rational agent tries to pursue as many desires as possible, respecting the previous two conditions.
We add an additional requirement on agents which has a repercussion on their active plans. Let ρ : α ← α 1 , . . . α n . An agent is said to believe ρ to be correct with respect to T if, whenever Tα 1 , . . . , Tα n are in B, then so is Tα. This corresponds closely to the notion of practical reasoning rules (discussed in Sect. 3.3) as ones that would guarantee Tα, had Tα 1 , . . . , Tα n been achieved. Consider an agent with plan π 1 (from Fig. 2 ) in his set of active plans A, who comes to believe milk ∧ nicecoffee ∧ cereals. If the agent believes rule nicebf ← milk, cereals, nicecoffee to be correct with respect to , he should be expected to stop working on plan π 1 , and instead use his resources elsewhere. An agent believes his plans are correct if this is the case for all rules ρ used in Pl. It is not difficult to see that the labelling λ for any agent that believes his plans are correct would be "upward closed" with respect to "−": that is: for such an agent, for any A, if λ assigns "−" to all the children of a node ϕ ∈ π, then it also assigns "−" to ϕ itself. Unless stated otherwise, from now on, we will assume that agents believe their plans are correct with respect to all temporal operators (A, B) given a maximal set of current plans A that are in focus by the agent. Alternatively, we could have defined intentions I as a primitive and then expect the agent to generate a set of plans A satisfying I = Int (A, B) ; this would correspond to the "conventional" ai planning approach, of generating a plan to achieve some end given beliefs about how the world currently is. Indeed, these two approaches seem interdependent: an agent choosing a set of intentions should guarantee that they are mutually consistent with his future beliefs and that one intention possibly triggers another; he should implicitly have some set of active plans for them. It is not hard to see that active plans, given the agent's desires D, beliefs B and practical reasoning rules P, give a unique set of intentions, where, conversely, given sets I, D, B and P, there may be in general several A's for which I = Int(A, B) . This again, we claim, makes sense: two agents with different current plans can have the same actual intentions.
Remark 2 We have chosen to define intentions Int
Given a set of plans A , and sets B, D, P, the agent can build his active plan set A (and hence, his intentions I = Int(A)) from A in two ways: he can either chose as many different desires ϕ from D and add a plan for ϕ to A , or, alternatively, he may decide to maximize the number of alternative plans for some specific desires. An abstract non-deterministic algorithm to build such a set of plans A, given some initial plans A , is given in Fig. 3 .
The process of plan formation can be also seen as follows. Let choices(A , B, D, P) return all A ⊇ A such that A is an active plan set with respect to B, D and P, and let commit(·) select one of them. Now, activePlans(A , B, D, P)) = commit(choices (A , B, D, P) ). The selection of one of the candidate A's uses some kind of commitment function by the agent (cf. the selection functions of AgentSpeak Rao, 1996) . A commitment function will thus characterise an agent's focus of attention in a particular domain. We will not be concerned with the properties of commitment functions in this paper, and simply assume that one is given.
[114] Synthese (2007) Proof 1. Let A be a set of plans satisfying items 1 and 2 of Definition 2. The condition on lines 2. and 3. of the algorithm guarantees that A will never be extended in the way that violates these items. Moreover, the stop condition of the while loop guarantees that the resulting set A satisfies item 3 of Definition 2, so that it is indeed an active plan set. 2. This follows immediately from (1): given that B is consistent, the empty set already satisfies the conditions 1 and 2 from Definition 2. 3. If A is finite, one can add the plans in it to the empty set one by one using the algorithm. 4. By Theorem 1.2, and the fact that D \ B is finite, only a finite number of plans can be added to A .
Function activePlans will become important in Sect. 4, where we discuss intention revision.
Describing mental states
A mental state
collects the agent's beliefs, desires, intentions with active plans and reasoning rules. We will write B( ), D( ), P( ), I( ) and A( ) to denote the components of when it is not clear from the context. In what follows, when we refer to a mental state, we will assume that the components of this state satisfy the constraints specified in the preceding sections; in particular we assume I = Int (A, B) . Here, we summarise the basic intuitions:
• beliefs are about the future, and must be mutually consistent;
• desires are also about the future, but need not be consistent;
• practical reasoning rules define how intentions can be decomposed into sub-intentions; and • a pair intentions, active plans represents a complete, consistent picture of how an agent will act towards a chosen sub-set of his desires, that is maximal among those that are consistent with the agent's beliefs.
[115]
278 Synthese (2007) 155: To describe mental states B, D, I, A , P , we introduce a mental state language. This is a language used by us, as external observers, to characterise the state of agents. It will allow us to talk about an agent's beliefs, desires and intentions; in this sense the language is similar to the intention logic of Cohen-Levesque, the bdi logic of Rao-Georgeff, and other similar formalisms Rao & Georgeff, 1998; Wooldridge, 2000) . However, in this paper, we do not consider the issue of nesting mental state expressions. Thus, as we will see, an agent does not have beliefs about beliefs, or beliefs about desires, etc. 9 Let = B, D, I, A , P be a mental state, as described above, and, as before, let α be an objective formula, ϕ be a temporal formula, and let ω denote a formula which is either objective or temporal (i.e. ω is either of type α or ϕ). We now define the mental state language MS, with typical element γ :
Here, WB ω means that the agent weakly believes ω, while SB ω means that the agent strongly believes ω; we will discuss the distinction between weak and strong belief shortly. Dϕ means that the agent desires ϕ. Finally, Iϕ means that the agent has the intention ϕ, in the sense that he will act upon it, and not doing so will not guarantee ϕ.
To understand the distinction between weak and strong belief, consider that in the literature there has been a lot of discussion on the relation between beliefs and intentions. A property usually embraced, and considered seriously by us, is that, for "optional formulas" ϕ, one has Iϕ → WBϕ. The rationale behind this property is as follows: if the agent intends 2p, then all the actions he choses in the future will maintain p; if he intends ♦p then the agent will sometime see to it that p; and if he intends p, then he has committed himself to acting in such a way now such that in the next state p. In other words, under this reading, ϕ is believed if, assuming the agent acts according to his commitments, ϕ holds. Thus, for example, 2p need be not believed because p is inevitable, but may as well be believed because in all futures that the agent envisages, p is true. It is easy to see that axiom Iψ → WBψ entails a very important feature of the agent: the future is under control of the agent. Or, more precisely, the agent can only intend things over which he can exert control. While this may seem a reasonable simplification at first glance, such an assumption is in fact ultimately unrealistic. For most (if not all) things one intends to achieve, there is no guarantee of success. For all human agents, for example, there is always a possibility that the agent will die in the next moment, which would bring the ultimate failure to all his intentions (unless he actually intended to die, of course). In consequence, we might say that intending to eventually die would be the only valid intention for such an agent; for other properties, the agent does not have sufficient control over them. The notions of weak and strong belief are introduced to find a way out of this conundrum. That is, apart from weak (or optimistic) belief operator WB that assumes that the agent's intentions are bound to succeed, we also define strong (or pessimistic) belief operator SB that sticks to the "hard facts" that the agent has in his belief base B. We characterise the relationship between these notions of belief in Theorem 7, below.
We define the truth of a mental state formula γ in a mental state = B, D, I, A , P in the following way (recall that LTL denotes derivability in ltl).
9 In Dennett's terminology, our agent is a first-order intentional system (Dennett, 1987) . One can also see a close relationship to 0-level agents, defined by Vidal and Durfee (1998) .
[116] Synthese (2007) 155:265-290 279 We define validity in the conventional way: | γ means γ is true in all mental states . Note that the optimistic and realistic beliefs with respect to the current moment coincide, i.e. | WBα ↔ SBα is a validity (where α is objective). This makes sense: if it is about the current state, it is too late to interfere; the agent's intentions will not be able to change the present.
We briefly give some validities concerning beliefs and intentions when considered separately. (A, B) ). 3. Since B ∪ I is consistent (see above), by monotonicity of ltl I is also consistent, which proves this property. 4. The point here is that I does not have to be closed under any kind of logical consequence.
Theorem 3
As an example, consider the tree π 1 in Fig. 2 : if only validities are believed, and A would just contain π 1 , then we have I milk and I espresso, but there is no node representing ( milk ∧ espresso), hence the latter conjunction is not an intention. 5. Again, this follows from the fact that the nodes in a plan do not have to form any logically closed set. A node could be labelled ϕ = ( milk ∧ sugar), and if the agent does not have a rule to reduce this to the two parts ψ = milk and sugar that constitute this intention, we have Iϕ, and ltl ϕ → ψ, but not necessarily Iψ.
Item (1) of Theorem 3 illustrates why we refer to SB as strong belief and WB as weak belief. It says that if the agent believes that ϕ will happen no matter how he will act, then he also believes ϕ happens no matter what his intentions are. Item 2 guarantees that both weak and strong beliefs are consistent, and 3 says that this is also true for intentions. Item 4 says that combining two intentions does not necessarily yield a new one, and, finally, the last item of Theorem 3 says that intentions are not closed under ltl-consequence, which is in accordance to Bratman's and Cohen and Levesque's observation that agents need not intend all the expected side effects of their intentions (cf. p. 3).
Notice that we immediately get the following two properties, which again make the difference between the two types of beliefs clear. Suppose that the agent intends ϕ, i.e. we have Iϕ. This implies two opposite facts for his beliefs: first of all, since the agent intends ϕ, he then weakly believes ϕ. However, concerning his strong beliefs, i.e. his beliefs about what the world would look like if he did not act, we have ¬ SBϕ. To wit, were the agent to already strongly believe that ϕ would come about, there would be no sense in adopting it as an intention! Thus, regarding connections between beliefs and intentions, we have the following.
[117] Property (1) shows that weak beliefs define a very particular notion of realism (to which we refer in this paper as optimism): everything the agent intends to achieve is weakly believed to be achieved. Moreover, by (2), if the agent intends ϕ, he is aware that this implies a commitment from his side: he cannot assume that ϕ will be brought about no matter how he acts.
Neither does he believe (item (3)) that ϕ is impossible: an agent who intends ♦p does not strongly believe that 2¬p. Note that items 2 and 3 together yield | (SB ϕ ∨SB ¬ϕ) → ¬Iϕ: if the agent has any strong beliefs about the truth value of ϕ, he cannot adopt it as an intention.
Another way of seeing weak beliefs is that they represent what the agent should believe under the working assumption that he will succeed. For instance (to use an example of Bratman (1987) ), if you intend to play basketball this afternoon, then you can work on the assumption that you will play basketball-you do not assume that you will fail.
There are a number of stories that may be (re-)told to further illustrate and motivate these two notions of belief. In the story of Little Nell (McDermott, 1982) , a hero, Dudley, is facing a disaster: little Nell is tied to a railway track, and a train is approaching. Dudley realises that if he does not act (¬a), something horrible (h) will happen to Nell. So he devises a plan to get there quickly and rescue her. While he is travelling, he has time to reflect on his plan, and concludes that since he has decided to act, Nell will indeed be safe now after all. But this, in turn, undercuts the need for him to take action. And so he drops the intention to act. But then. . . In our framework, we do not run into the problem of iterated adoptions and rejections of the intention. To be more precise, we could specify that ¬SB 2¬h∧Ia∧WB 2¬h, which says that, given what is inevitable no matter what the agent does, he considers it possible that she will eventually be hurt (¬SB 2¬h is equivalent to ¬SB ¬♦h), but, taking into account his own intentions, he believes Nell will indeed always be fine.
Another "paradox" that pops up when an agent bases his intentions on his beliefs and vice versa, is found in knowledge-based programs (Fagin, Halpern, Moses, & Vardi, 1995) . Consider an agent that controls a variable x, which is currently set to 0. The agent then conditionally is programmed to write the value 1 in the next step in x, namely only if he knows the value of x will not be set to 1 in the next round. Again, this paradox is easily solved by distinguishing beliefs SB that refer to how the world would be no matter how the agent acts, and the beliefs WB in which the agent takes into account his intentions. And it seems reasonable to make the agent's actions conditional on both! Having the two notions of belief may also shed some light on the difference between two influential approaches to the formalisation of intentions, beliefs and other mental attitudes, namely those of and Rao & Georgeff (1991) . takes the notion of goal as primitive, and distinguish goals from intentions. They embrace the property BELIEVESϕ → GOALϕ, and also define a (Rao & Georgeff, 1991) requires that GOALϕ → BELIEVESϕ. It seems that Rao and Georgeff have our weak notion of goal WB in mind, i.e. beliefs that take into account the agent's plans. At the same time, Cohen and Levesque's realism is related to our strong notion of belief: one should not intend to do anything he already knows will fail. Moreover, the notion of belief that guarantees BELIEVESϕ → GOALϕ seems to correspond to our WB ϕ ∧ ¬SB ϕ: ϕ is believed to be true taking into account our intentions, but not believed to be true per se.
Regarding properties of desires, since in our approach desires can be an arbitrary set of sentences, they do not have to obey any logical property. They can be inconsistent, and need not be closed under any operation. Desires that are not chosen to become intentions (i.e. formulas ϕ for which Dϕ ∧ ¬Iϕ holds) could have been left out from I for two reasons: either ϕ is already believed to be true, or else each plan π for ϕ contains some nodes that are believed to be incompatible with already chosen intentions. We summarise this in the following theorem.
Proof Suppose = B, D, I, A , P | Dϕ. If ϕ ∈ I, then according to Definition 2, item 3, ϕ has no plan π such that A ∪ {π} satisfies items 1 and 2. So, for any π, either item 2 does not hold (in which case we have λ(ϕ, π, B) = −, i.e. | SBϕ), or else item 2 is false, and in this case B ∪ I ∪ Nodes + (π, B) must be inconsistent. By monotonicity of ltl, also B ∪ I ∪ Nodes(π) is inconsistent, and thus B ∪ I ¬ ψ∈Nodes(π ) ψ.
Dynamics of beliefs and intentions
Now, we come to the issue of revising intentions. We take the point of view that an agent should maintain his beliefs and intentions in a rational way. That is, after every revision of beliefs and intentions, the agent's mental state should be rational, in the sense that it should satisfy the properties we described above. However, an agent's desires are, so far as we are concerned, not under his control. In fact, we assume that the agent's desires remain fixed; we will also assume that his set of practical reasoning rules P is fixed.
Of course, these are all simplifying assumptions. A learning agent would typically also update his practical reasoning rules (cf. Skubch & Thielscher, 2005 , where the strategies that are learned by the agent are in fact close to our reasoning rules), or at least want to discriminate them according to the likelyhood of the success. Moreover, regarding the agent's desires:
Preferences are not static, but they can change through commands of moral authorities, suggestions from friends, or just changes in our own evaluation of the world and our possible actions (van Benthem & Liu, 2005) .
Indeed, we think that, were a mechanism for dynamic desires at hand, we could relatively easy deal with that in our framework: as will become clear below, an agent's intentions depend on his desires, but not necessarily the other way around. As the quote above suggests, we think the change of desires of an agent will typically be triggered by something outside the agent, like a change in utility, or a new encouragement. Since a satisfying mechanism of this kind has not been proposed yet, we refrain from studying the dynamics of desires here.
[119] Fig. 2 . Suppose the agent discovers that it is impossible to obtain milk for tomorrow, and he adjusts his beliefs accordingly: B 1 will contain ¬ milk. Regarding the intentions, we expect that milk will be given up, and so will nicebf . How about the intention to have cereals tomorrow? Since the (only) reason to have them was to have a nice breakfast, cereals will be given up as well. But as to the intention to have nice coffee tomorrow, although it was needed for a nice breakfast, it is not given up, since it is also needed for the intention to be energetic tomorrow! Also note that, by the fact that agents intend to satisfy as many desires as possible, giving up the intention cereals makes room for a new intention yogurt.
Importantly, we will assume that this transition does not take time, i.e. that mental updates are instantaneous, and the time flow is only associated with the agent's external actions. Of course, the aim of the agent's intentions is to govern his external behaviour: he must act to get all his intentions fulfilled. Were we to model temporal change, enforced by execution of external actions, we would assume that executing an atomic action transforms mental state B 1 , D, I 1 , A 1 , P into a new state 0 = B 0 , D, I 0 , A 0 , P in which the agent's beliefs, desires and active plans get "discounted" with a single time step: beliefs α from B 1 re-appear as α in B 0 , belief ♦α in B 1 becomes α ∨ ♦α in B 0 , whereas a belief 2α does not change-and similarly for the other attitudes.
Also note that external actions usually (but not necessarily always!) bring new observations. In this case, the change triggered by executing such an action can be modelled as a composition of the temporal change and the mental state update with the observations.
Revising intentions
A key issue in the theory of intentions is that of the extent to which an agent remains committed to his intentions . That is, what rules should govern when an agent drops an intention? If the intentions are dropped too easily, we would be inclined to say that the agent did not really have an intention at all. But likewise, there are circumstances under which it makes sense to drop an intention: when one discovers that the intention has been fulfilled, or is impossible to fulfil, for example.
We want to capture some of these concerns in our language. Our design of the language is first of all motivated by simplicity. Note for instance that we still cannot express how the agents mental attitudes evolve over time; no mental state operator WB , D, or I is supposed to be in the scope of a temporal one. As a consequence, we cannot easily express the commitment strategies discussed in Rao & Georgeff (1991) in our object language. This does not mean that these strategies cannot be characterised at all: we show how a blindly committed agent can be specified at the end of Sect. 4.3. Nevertheless, we propose that, when it comes to the dynamics of beliefs and intentions, one should first give an account of the reasons to adopt or drop a belief or an intention, and the way this is done.
We now describe how an agent drops an intention. Suppose the initial mental state is 0 = B 0 , D, I 0 , A 0 , P , and the agent, given some observations, updates his beliefs from B 0 to B 1 . The change in strong beliefs should trigger a change in intentions, which, in
[120] Synthese (2007) 155:265-290 283 Fig. 4 Cleaning an active plan turn, should affect weak beliefs of the agent. We say that a plan π B-fails if there is some ϕ ∈ Nodes(π) such that B ltl ¬ϕ, and there is no ψ ∈ Nodes(π) such that ψ ; π ϕ and B LTL ψ. That is, π B-fails if it has a node that is necessary (no ancestor of it is already believed to be true) but unachievable.
The aim of cleanup(B 1 , A 0 , D, P) is to produce a set of plans T that can be later expanded to a new active plan set A 1 . First of all, for every π ∈ A 0 , the algorithm checks what the status of every node ϕ in π is. Then, the resulting plan π is passed on to T if and only if (1) the root of π is not believed to be true yet, and (2) every node in π that is believed to be unachievable is only a means for some ψ that is already believed to be fulfilled.
Note that other update strategies may also make sense. For instance, the algorithm from Fig. 4 ignores every plan π that fails given the new beliefs B 1 . It might be also interesting to check whether, it is still possible to add alternative plans π with root(π ) = root(π) to the final set of plans T . This would ensure that the agent takes an effort to re-try desires for which a previous plan has been discovered to fail.
To compute the new pair I 1 , A 1 , we apply the procedure activePlans from Sect. 3.4 to T : D, P) , and
That is, given the new beliefs B 1 , the old active plans A 0 and the constant sets D of desires and P of reasoning rules, to compute the new set A 1 of active plans, we first remove all succeeded and failed plans from A 0 , and then fill the result until it is maximal in the sense that every possible desire is there (cf. Definition 2).
Updating mental states
A rational agent's mental state will not change spontaneously, except, perhaps, to note the passage of time and its consequences. Typically, an agent's state changes because he has made observations of his environment; these observations cause changes in beliefs as described by the Alchourrón-Gärdenfors-Makinson theory of belief revision, or the Katsuno-Mendelzon approach to updates. We will describe the effect of incorporating the observation ω in the belief set B by B ω. The difference between revising a belief set and updating it (see Katsuno & Mendelzon, 1991) , is that the information used for revision is seen as a new information about a static world, thereby adjusting the accuracy of the old beliefs. Information used for update, however, is interpreted as new information about a dynamic world: if the [121] old belief set does is not consistent with the new information, it means the old belief set was out of date. 10 We 
ω∈ ω, and
ω∈ ω is inconsistent, there is no result. Otherwise, the resulting state 1 is enforced by the new beliefs. Now, we want a language that will allow us to explicitly capture this dynamics. To this end, we use some notation from dynamic logic (Harel, Kozen, & Tiuryn, 2000) , and introduce a dynamic update operator [ ]ϕ, meaning "after the agent has updated on the basis of observations , it must be the case that ϕ". We denote a typical member of this dynamic language by δ:
where γ is a mental state formula. We write [ω]γ as a shorthand for [{ω}]γ .
We define the truth conditions for the language with respect to a mental state : the rules for interpreting formulae γ of the mental state language remain unchanged, and since the rules for negation and disjunction are entirely standard, we only need give the rule for the dynamic observation-update operator:
Thus, the dynamic observation-update operator is a "normal modal box", which behaves very much like the box operator of propositional dynamic logic pdl (Harel et al., 2000) . Following the modal tradition, we will also write γ for ¬[ ]¬γ , which says that there is some mental state 1 reachable by observing in 0 , and such that γ holds in 1 . 10 One referee brought to our attention that it would be nice to see how the difference between revising a belief and updating it would affect our intention revision. If beliefs are about the future, the difference between updating and revising them raises interesting philosophical questions again. For instance, one might take the point of view that the future is determined, so that we can only revise our strong beliefs about it. However, we do not want to make any claims about belief change in the context of temporal logic in the paper, and in fact, the properties that we assume in Sect. 4.3 for our belief change operator , are properties both commonly adopted for belief revision and belief update (cf. Katsuno & Mendelzon, 1991) .
Since ϕ is intended, there is are no strong beliefs wrt ϕ: we have λ(ϕ, π, B 0 ) = + for some plan π. Let us take the sub-plan π of π with root(π ) = ϕ. As ϕ is a desire, and π satisfies items 1 and 2 of Definition 2, then by item 3 of the same definition, π must be also in A 0 . Now, 0 | ¬[ ]SBϕ ∧ ¬[ ]SB ¬ϕ guarantees that also in 1 , ϕ is still not believed, nor is its negation. That means that also we have λ(ϕ, π , B 1 ) = +. So, we have 1 | Iϕ, and hence 0 | [δ]Iϕ.
Theorem 9 does not hold for intentions in general, i.e. if we are not guaranteed that ϕ is a desire: an agent that uses plan π 2 in Fig. 2 to become energetic tomorrow, might come to believe nicecoffee, and hence give up the intention espresso-not because espresso is now believed to be guaranteed or impossible, but because it is not needed for the intention nicecoffee anymore. Now we can finally come back to the commitment strategies from Rao & Georgeff (1991) . For instance, a blindly committed agent is defined there as one who only gives up an intention ϕ if he believes that ϕ is achieved. In our framework, we can model blindly committed agents by demanding the validity of the scheme:
This property says that if an observation ω makes the agent abandon an intention, it must be because he believes after the observation that the intention is already guaranteed. Note that this is not saying that our framework only models blindly committed agents. On the contrary, one can easily model agents who do not satisfy the above requirement.
Let us briefly reflect on the properties ascribed to intentions by Bratman, Cohen and Levesque (see p. 3). Indeed, our agents need to determine ways of achieving intentions, using practical reasoning rules but also taking into account what they already believe and what the other current intentions are (see our Definition 2). Intentions provide a "filter" for adopting other intentions, see item 1 of Definition 2. Our agents track the success of their intentions: see the algorithm cleanup of Fig. 4 . Our agents believe their intentions are possible: according to Theorem 4, an intention of ϕ implies both that WB ϕ and that ¬SB ¬ϕ, which, in terms of modal doxastic logic says that the agent considers ϕ possible but not guaranteed. Agents do not believe they will not bring about their intentions both in the weak and the strong sense: Iϕ → ¬WB ¬ϕ and Iϕ → ¬SB¬ϕ; both properties follow from Theorem 4. Moreover, agents believe they will bring about their intentions in the sense of Theorem 4.1. Finally, we have already seen that our agents do not intend all the expected side effects of their intentions: see Theorem 3.5.
Conclusions
In this paper, we have started to investigate the difficult issue of intention revision. Intention revision is hard to handle theoretically for several reasons: first, because there is no clear agreement on what exactly an intention is, and while there are several competing models of intentions, none is without drawbacks; and second, because intentions cannot be studied in isolation-they must be considered in the wider context of an agent's mental state. Our strategy in this paper has been to build up a model of intentions and intention revision operators, then to construct a logic to talk about these structures, and finally, to characterise properties of intentions and intention update as formulae of this logic. We hope that we have convincingly argued that an agent needs to have beliefs both about what would happen if he abstracts from his intentions, and beliefs that take into account his intentions.
[125]
The literature to which this work can be related or compared is vast. Obviously, our models of agents fit well in the stream of work triggered by Rao and Georgeff's bdi logic (Rao & Georgeff, 1991) . Also the karo framework deals with informational (in the case of karo: knowledge-related) and motivational (desires-and goals-related) attitudes, and-rather than a temporal dimension-it facilitates explicit reasoning about actions (van der Hoek, . There is some work on the dynamics of knowledge in karo (van Linder, van der Hoek, & Meyer, 1995) and it might be feasible to extend it to desires, goals and/or intentions. 11 Extending practical reasoning rules to handle actions would probably yield a clean and expressive framework to reason about both intentions to be (as in this paper), and intentions to do. Moreover, our notion of mental states and formulas is somewhat similar to that of 3apl (Hindriks, de Boer, van der Hoek, & Meyer, 1999) . In 3apl, agents can adopt and drop goals (which are similar to our notion of intentions), and the overall requirement complies with our second item of Theorem 8: an agent can never have a goal, that is already believed to be satisfied.
Since the focus in this paper is on intention revision, we assumed a mechanism for belief revision that satisfies the well-known postulates of agm put forward in Alchourrón (1985) . Currently, there is a lot of interest in generalising agm to Dynamic Epistemic Logic del (Baltag & Moss, 2004; van Ditmarsch, van der Hoek, & Kooi, 2003) , with a multi-modal language enabling to analyse the effect of specific epistemic actions-like public announcements or secret communication-that directly change the knowledge of the agent. The intention-oriented counterpart for such actions can be seen in motivational actions like getting inspiration, receiving a command, or encouragement. But, as we indicated in the introduction, the notions of beliefs and intentions are tightly connected, and even a simple observation about the future, or the repeated failure of an undertaken plan, might lead the agent to change his intentions-either directly, or as a side effect of the belief change.
We do not, of course, claim that this work represents the final statement on intentions and intention revision. In particular, a future model would consider the status and semantics of practical reasoning rules in more detail, perhaps drawing on work on the semantics of agent programming languages (Rao, 1996) and (abductive) logic programming. Also, our treatment of intentions and desires is rather syntactical. This is mainly motivated by the urge to avoide the side-effect problem mentioned earlier, but we agree that it would be interesting to interpret desires with some preference relation over states to give an account that sometimes people have preferences for which they cannot come up with a syntactical description (cf. Kaplan & Kaplan, 1989) . Moreover, the analysis in this paper is restricted to the single-agent case: we do not attempt to model the multi-agent setting. In such a setting, one would expect the agents to perform communicative actions about their intentions and beliefs, and maybe even practical reasoning rules (perhaps the framework del might give some hints how the effect of such actions can be described). Another extremely interesting question that arises in the multiagent setting is the issue of group intentions (cf. Cohen & Levesque, 1991; Wooldridge & Jennings, 1999) , and the way their dynamics should relate to the intention change performed by individual agents. Nevertheless, we believe that the model presented here is a useful first step towards understanding these difficult and important processes.
