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Abstract
We study the existence of steady solutions of ideal magnetofluid
systems (ideal MHD and ideal Euler equations) without continuous Eu-
clidean symmetries. It is shown that all nontrivial magnetofluidostatic
solutions are locally symmetric, although the symmetry is not neces-
sarily an Euclidean isometry. Furthermore, magnetofluidostatic equa-
tions admit both force-free (Beltrami type) and non-force-free (with
finite pressure gradients) solutions that do not exhibit invariance un-
der translations, rotations, or their combination. Examples of smooth
solutions without continuous Euclidean symmetries in bounded do-
mains are given. Finally, the existence of square integrable solutions of
the tangential boundary value problem without continuous Euclidean
symmetries is proved.
1 Introduction
Ideal magnetofluid equilibria are described by magnetofluidostatic fields. A
Magnetofluidostatic field is a solution w ∈ C1 (Ω) of the system of first order
partial differential equations
w × (∇×w) = ∇χ, ∇ ·w = 0 in Ω. (1)
Here, Ω ⊂ R3 denotes a bounded domain, and χ ∈ C1 (Ω) a function. For
the purpose of the present paper, the function χ is not given, and we shall say
that w solves (1) provided that the system is satisfied for some appropriate
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choice of χ. In the second part of the paper, we will consider system (1)
with tangential boundary conditions
w · n = 0 on ∂Ω. (2)
Here, n denotes the unit outward normal to the boundary ∂Ω, which is
assumed smooth.
In the context of magnetohydrodynamics, w represents the magnetic
field, ∇ × w the current density, and −χ the pressure field. System (1)
then expresses force balance between magnetic force −w × (∇×w) and
pressure force −∇χ (see for example [1]). On the other hand, if the constant
density ideal Euler equations of fluid dynamics are considered, w represents
the incompressible flow velocity, ∇ × w the vorticity, and χ the so called
Bernoulli head (the sum of squared velocity and pressure). System (1) then
describes a steady incompressible Euler flow [2]. In the following, we will
refer to χ as the pressure field.
Regular solutions of system (1) are highly desirable in experimental ap-
plications involving the physical containment of fluid and plasma systems.
At present, the design of magnetic confinement devices is an active area of
research driven by the development of nuclear fusion reactors [3, 4]. Here,
the topology and symmetry properties of the solutions are a key factor for
the stable containment of the burning plasma. The topology of the domain
is particularly important because it may determine whether solutions of (1)
exist or not. For example, if the domain is spherical and χ is a function of
the sphere radius, from the hairy ball theorem there is no continuous non-
vanishing vector field w always tangent to the level sets of constant radius,
and the first equation of system (1) cannot be satisfied.
From a mathematical standpoint, system (1) falls in the category of
elliptic-hyperbolic partial differential equations (see for example [5]). The
classification of a system of first order partial differential equations for m
unknowns u =
{
u1, ..., um
}
in the form
Lu =
n∑
i=1
Aiui +B = 0, (3)
where Ai (x, u), i = 1, ..., n, and B (x, u) are m×m matrices depending on
the variables x =
(
x1, ..., xn
)
and the unknowns u, is determined by the
characteristic equation
Q (dφ) = det
(
n∑
i=1
Aiφi
)
= 0. (4)
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In this notation, a lower index denotes derivation, e.g. ui = ∂u/∂x
i. Any
solution φ of the characteristic equation (4) with a non-vanishing gradient
defines a characteristic surface of the operator L. For the case of system (1)
we have u =
{
w1, w2, w3,−χ} and
3∑
i=1
Aiφi =


w2φ2 + w
3φ3 −w2φ1 −w3φ1 −φ1
−w1φ2 w1φ1 + w3φ3 −w3φ2 −φ2
−w1φ3 −w2φ3 w1φ1 + w2φ2 −φ3
φ1 φ2 φ3 0

 . (5)
The resulting characteristic equation is
Q (dφ) = (∇φ)2 (w · ∇φ)2 = 0. (6)
Hence, system (1) is twice elliptic (the first quadratic term gives the trivial
characteristic surface ∇φ = 0) and twice hyperbolic (the second quadratic
term gives a nontrivial characteristic surface with double multiplicity w ·
∇φ = 0). This twofold nature is the reason why, so far, approaches based on
standard analysis have been unsuccessful in answering the general problem
of existence of solutions [6]. Currently, a rigorous mathematical theory of
system (1) is not available.
Solutions of (1) can be divided in two groups: Beltrami-type solutions,
physically corresponding to a constant pressure field ∇χ = 0, and those
with a non-vanishing pressure force ∇χ 6= 0. Among Beltrami-type solu-
tions, there are two subclasses: trivial Beltrami fields, satisfying ∇×w = 0,
and Beltrami fields with a non-vanishing curl ∇×w 6= 0. We shall say that
a Beltrami field is nontrivial in a given domain if w 6= 0 and ∇ × w 6= 0
there (this is equivalent to demanding that the helicity density is non-zero,
w · ∇ × w 6= 0, because the curl of a Beltrami field is aligned to the field
itself). Similarly, it is convenient to classify solutions with a non-zero pres-
sure force in two groups: those solutions that possess at least one continuous
Euclidean symmetry (see [7] for the definition of Euclidean symmetry), and
those that do not (we will show in section 4 that such solutions exist). The
distinction between discrete Euclidean symmetries (reflections) and contin-
uous Euclidean symmetries (translations and rotations) will be explained in
section 3.
Of the four subclasses, the first three admit a systematic mathemati-
cal treatment. Trivial Beltrami field solutions of system (1) together with
boundary conditions (2) can be obtained by solving the Neumann boundary
value problem for Laplace’s equation:
∆f = 0 in Ω, ∇f · n = 0 on ∂Ω. (7)
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Then, the trivial solution is w = ∇f .
The existence of nontrivial Beltrami field solutions in the form
∇×w = hˆw, (8)
where the proportionality coefficient hˆ is, in general, a function, has been
proven in [8]. In particular, theorem 2 of [8] shows that strong solutions of
(8) satisfying the boundary conditions (2) exist for any constant proportion-
ality coefficient hˆ ∈ C in the complex numbers if the domain Ω is multiply
connected; the admissible (constant) values of hˆ become discrete if the do-
main is simply connected. It should be noted that the result of [8] applies
to smoothly bounded domains Ω of arbitrary shape. In particular, the cor-
responding solutions will not exhibit, in general, Euclidean symmetries (to
confirm this fact, we will construct explicit examples of nontrivial Beltrami
field solutions without continuous Euclidean symmetries in section 3). An
open mathematical problem remains for the case in which hˆ is allowed to
be a function rather than a constant, namely the identification of the class
of functions hˆ that admit a corresponding nontrivial Beltrami field solution
of system (1). A result in this direction was obtained by [9], which showed
that for hˆ in an open and dense subset of Ck (Ω), k ≥ 7, the only nontrivial
Beltrami field solution of system (1) is w = 0. Nevertheless, this result does
not prevent the existence of Beltrami fields with non-constant hˆ; indeed,
it has been shown in [10, 11] that an infinite number of such solutions ex-
ist, and a systematic method to construct them was derived. This method
relies on a local Clebsch-like parametrization of nontrivial Beltrami field
solutions stemming from the Lie-Darboux theorem of differential geometry
[12, 13, 14]. In particular, given a neighborhood U of a point x ∈ Ω, any
nontrivial Beltrami field admits the local representation
w = cosx3∇x2 + sinx3∇x1 in U (9)
where
(
x1, x2, x3
) ∈ C∞ (U) is a smooth curvilinear coordinate system
whose contravariant metric tensor gij = ∇xi · ∇xj satisfies:
cos x3 sinx3
(
g22 − g11) = g12 (cos2 x3 − sin2 x3) , (10a)
sinx3g13 + cosx3g23 = 0, (10b)
cos x3
(
g31 +∆x2
)
+ sinx3
(
∆x1 − g32) = 0. (10c)
Here, equation (10c) ensures that the solution is solenoidal, i.e. ∇ ·w = 0.
This condition can be discarded when considering general Beltrami fields.
However, in this paper we will be concerned only with solenoidal solutions.
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System (1) is thus converted into a set of geometric conditions for the metric
tensor. A nontrivial Beltrami field solution can then be obtained by finding
a coordinate system satisfying system (10).
The treatment of the third class of solutions requires the notion of sym-
metry. In particular, it is known that an intimate relationship exists between
the symmetry properties of the solutions, and their existence. According to
a conjecture due to H. Grad, only ‘highly symmetric’ solutions of system
(1) should be expected [15]. While Grad’s idea of symmetry involved con-
siderations on regularity, stability, and boundary conditions, in the context
of moder plasma physics it is customary to consider a solution as symmet-
ric if the components wi of w, the pressure field χ, and the components
of the covariant metric tensor gij = ∂i · ∂j admit an ignorable coordinate
x3, i.e. their derivative with respect to x3 is always zero. Here, ∂i denotes
the tangent vector in the xi direction. As we will see in section 3, only
the subset of Euclidean isometries corresponding to the special Euclidean
group SE (3) (continuous transformations that preserve distance between
points and orientation in Euclidean space, namely translations, rotations,
and their combination) are compatible with an ignorable coordinate for the
metric tensor. Under these circumstances, it is always possible to remove
the hyperbolic part of system (1), and reduce it to a single nonlinear ellip-
tic second-order partial differential equation, the Grad-Shafranov equation
[16, 17, 18, 19] for the flux function Θ:
∆Θ−∇Θ · ∇ log g33 − g33 dχ
dΘ
+
1
2
dw23
dΘ
− g33w3∇
(
∂3 ×∇x3
g33
)
= 0. (11)
Upon prescribing the functions w3 and χ as functions of Θ, equation (11)
can be solved with corresponding solution of system (1) given by
w = ∇Θ×∇x3 + w3 ∂3. (12)
Here, w3 = g3jwj . Families of analytic solutions of the Grad-Shafranov
equation are known, and can be constructed by using the symmetry group
of the equation [20]. We also remark that the Grad-Shafranov equation does
not apply to Euclidean symmetries involving reflections, since they fall in
the category of discrete symmetries.
Little is known about the fourth class, i.e. solutions of (1) with non-
vanishing pressure gradients and without continuous Euclidean symmetries.
In [21], Bruno and Lawrence showed that solutions in toroidal domains with-
out symmetry can be constructed if one is willing to postulate a stepped
pressure profile. Then, the solution is of Beltrami-type in regions where the
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pressure gradient vanishes. These regions are divided by nested flux sur-
faces in correspondence of the pressure ‘jumps’. Across such surfaces total
pressure balance is satisfied (the sum of mechanical and magnetic pressure
is constant across the interfaces). Numerical solutions of (1) in terms of
stepped pressure equilibria are routinely employed in the design and study
of fusion reactors (stellarators) whose shape do not exhibit continuous Eu-
clidean symmetries [22, 23]. At present, the question remains open whether
solutions without continuous Euclidean symmetries and with non-vanishing
pressure gradients exist beyond the stepped pressure case, which represents
the ‘minimal’ departure from Beltrami-type solutions since the pressure force
is non-vanishing only over a set of measure zero. The work of Weitzner [24]
supports the possibility that such solutions do exist. Indeed, in [24], a gener-
alized Grad-Shafranov equation accounting for solutions without continuous
Euclidean symmetries is derived (although the equation holds locally, it is
not elliptic, and it is not the result of a reduction by symmetry), and poten-
tial solutions without continuous Euclidean symmetries are expressed in the
form of an expansion in a small parameter measuring the departure from a
symmetric torus.
The purpose of the present paper is to establish the existence of solu-
tions of system (1) that do not possess continuous Euclidean symmetries,
i.e. solutions that are not invariant under translations, rotations, or their
combination. In particular, we will provide examples of smooth solutions of
system (1) with both vanishing and non-vanishing pressure gradients and
without continuous Euclidean symmetries in bounded domains, and show
that square integrable solutions of the boundary value problem (1), (2) with
non-vanishing pressure gradients and without continuous Euclidean symme-
tries exist.
The paper is organized as follows. In section 2 we review the notion of
symmetry and show that all nontrivial solutions of system (1) are locally
symmetric, although the symmetry is not necessarily an Euclidean isome-
try. In section 3 we first introduce Euclidean symmetries. Then, we dis-
cuss the class of proportionality coefficients hˆ which admit a corresponding
Beltrami field, and construct nontrivial smooth Beltrami field solutions of
system (1) without continuous Euclidean symmetries in bounded domains.
By using an appropriate Clebsch parametrization, in section 4 we construct
classes of smooth solutions of system (1) with non-vanishing pressure gra-
dients and without continuous Euclidean symmetries in bounded domains.
Then, we prove the existence of square integrable solutions of system (1)
with boundary conditions (2), with non-vanishing pressure gradients, and
without continuous Euclidean symmetries. This is achieved by separating
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the bounded domain into a central region and a peripheral region. Then,
solutions with non-vanishing pressure gradients and without continuous Eu-
clidean symmetries in the central region are combined with Beltrami-type
solutions in the peripheral region so that boundary conditions are satisfied.
Finally, in section 5 we discuss the properties of the commutator of curl op-
erator and Lie derivative when applied to Beltrami fields. These properties
give rise to symmetries of the Beltrami equation that can be used to con-
struct new solutions without continuous Euclidean symmetries from known
ones. Conclusions are drawn in section 6.
2 Symmetric solutions
Let Ω ⊂ R3 denote a smoothly bounded domain with boundary ∂Ω. For the
purpose of the present paper, we shall refer to a property as ‘local’ in the
sense that it holds in a neighborhood U of a chosen point of interest x ∈ Ω.
Let T be a p times covariant and q times contravariant tensor in Ω. In the
following, we adopt the definition of symmetry for the tensor T below:
Def 1. The tensor T is symmetric in Ω with respect to a vector field ξ ∈ TΩ
if
LξT = 0 in Ω. (13)
Here, TΩ denotes the tangent space of Ω and L the Lie-derivative.
Below, we refer to the vector field ξ as a symmetry of the tensor T . When
T is a vector field, i.e. T = v with v ∈ TΩ, equation (13) becomes
Lξv = ξ
i∂iv
j∂j − vi∂iξj∂j = (ξ · ∇)v − (v · ∇) ξ = 0 in Ω. (14)
Next, suppose that both the direction of symmetry ξ and the vector field v
are solenoidal, i.e. ∇ · ξ = ∇ · v = 0 in Ω. Then, from the vector identity
∇× (v × ξ) = (∇ · ξ)v − (∇ · v) ξ + (ξ · ∇) v − (v · ∇) ξ, (15)
equation (14) reduces to
Lξv = ∇× (v × ξ) = 0 in Ω. (16)
We have the following:
Proposition 1. Assume w 6= 0 and ∇ × w 6= 0 in Ω. Then, all smooth
solutions w ∈ C∞ (Ω) of (1) are locally symmetric. Furthermore, the local
symmetry ξ can always be chosen as solenoidal, i.e. ∇ · ξ = 0.
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Proof. There are two cases. First, suppose that ∇χ = 0 in Ω. Then, w is
a Beltrami-type solution such that ∇ × w = hˆw for some proportionality
coefficient hˆ. According to theorem 1 of [10], for every x ∈ Ω there exists
a neighborhood U ⊂ Ω of x and smooth curvilinear coordinates (ℓ, ψ, θ) ∈
C∞ (U) such that
w = cos θ∇ψ + sin θ∇ℓ = w2 (cos θ ∂ψ + sin θ ∂ℓ) in U. (17)
In this notation w2 =
√
w ·w is the Euclidean norm of w. For every point
x ∈ Ω we want to find a neighborhood V of x such that ξ is a symmetry of w
in V with ∇ · ξ = 0. We decompose ξ on the local tangent basis (∂ℓ, ∂ψ, ∂θ)
as follows:
ξ = hˆ (α∂ℓ + β∂ψ + γ∂θ) in U. (18)
Here, α, β, and γ are functions to be determined. Substituting (17) and
(18) into equation (16), we obtain
Lξw =
∇×
{
hˆw2 [(β sin θ − α cos θ) ∂ℓ × ∂ψ + γ cos θ∂ψ × ∂θ − γ sin θ∂θ × ∂ℓ]
}
.
(19)
Next, observe that the Jacobian J of the coordinate change (x, y, z) 7→
(ℓ, ψ, θ) is given by
J−1 = ∇ℓ · ∇ψ ×∇θ = 1
∂ℓ · ∂ψ × ∂θ = w · ∇ ×w = hˆw
2. (20)
Hence,
Lξw = ∇× [(β sin θ − α cos θ)∇θ + γ cos θ∇ℓ− γ sin θ∇ψ] . (21)
For the righ-hand side of (21) to vanish, it is necessary that the argument
of the curl is the gradient of some function ρ. Thus, we must solve the
following system for the unknowns (ρ, α, β, γ):
∂ρ
∂ℓ
= γ cos θ, (22a)
∂ρ
∂ψ
= −γ sin θ, (22b)
∂ρ
∂θ
= β sin θ − α cos θ, (22c)
∇ · ξ = hˆw2
[
∂
∂ℓ
( α
w2
)
+
∂
∂ψ
(
β
w2
)
+
∂
∂θ
( γ
w2
)]
= 0. (22d)
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The last equation follows from the identity
Lξdx ∧ dy ∧ dz = (∇ · ξ) dx ∧ dy ∧ dz = Lξ dℓ ∧ dψ ∧ dθ
hˆw2
. (23)
On the other hand, in [10] it is shown that
hˆ = hˆ (θ, Lθ) , Lθ = ℓ cos θ − ψ sin θ. (24)
This is a consequence of the fact that, locally, w can be expressed as w =
hˆ−1∇θ×∇Lθ, and, since w is solenoidal, w · ∇hˆ = hˆ−1∇θ×∇Lθ · ∇hˆ = 0.
It follows that
∂hˆ
∂ℓ
=
∂hˆ
∂Lθ
cos θ,
∂hˆ
∂ψ
= − ∂hˆ
∂Lθ
sin θ. (25)
Then, one sees that by setting ρ = g(Lθ, θ), where g is an arbitrary function
of the variables Lθ and θ, both (22a) and (22b) are satisfied with
γ =
∂g
∂Lθ
. (26)
From equation (22c), we further have
β =
∂g
∂θ
+ α cos θ
sin θ
. (27)
This equaton will determine β once α is known. The function α can be
obtained as a solution of (22d), which, after some manipulations, reads as
∂α
∂ℓ
+
cos θ
sin θ
∂α
∂ψ
− 2α
(
∂ logw
∂ℓ
+
cos θ
sin θ
∂ logw
∂ψ
)
+
− 2
sin θ
∂g
∂θ
∂ logw
∂ψ
+
1
sin θ
∂2g
∂ψ∂θ
+
∂
∂θ
(
∂g
∂Lθ
)
− 2 ∂g
∂Lθ
∂ logw
∂θ
= 0.
(28)
Notice that here ∂g/∂Lθ is the partial derivative of g with respect to Lθ
when g is intended as a function of θ and Lθ. Equation (28) is a first order
linear partial differential equation for the variable α. Hence, solutions exist
at least locally and can be obtained through the method of characteristics.
We conclude that for all x ∈ Ω there exist a neighborhood V ⊂ Ω of x and
a vector field ξ ∈ TV such that
ξ = hˆ
[
α∂ℓ +
∂g
∂θ
+ α cos θ
sin θ
∂ψ +
∂g
∂Lθ
∂θ
]
in V, (29)
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with α a solution of (28) and
Lξw = 0 in V. (30)
Observe that the symmetry ξ can always be chosen to be non-vanishing and
not aligned with the solution w since, by construction, w × ξ = ∇g with g
an arbitrary function of Lθ and θ.
The second case occurs when ∇χ 6= 0 in some open subset U ⊂ Ω.
Notice that U must be open, since otherwise ∇χ is discontinuous and the
smoothness of w × (∇×w) is violated. Furthermore, both w and ∇ × w
are solenoidal. Hence, recalling equation (16), we see that system (1) is
equivalent to
L∇×ww = 0, ∇ ·w = 0 in Ω. (31)
Since∇χ 6= 0 in U , it readily follows that ξ = ∇×w is the desired symmetry
in U . Notice that this remains true even if ∇χ is allowed to vanish over a set
of measure zero in U because∇×w, and thus ξ, are smooth in U . Finally, an
analogous argument holds for neighborhoods U built around points situated
at the boundary between regions with ∇χ = 0 and regions with ∇χ 6= 0.
Indeed, denoting by U0 the open regions in U with ∇χ = 0 and setting
U1 = U − U0, we can choose ξ to be given by (29) in U0 and by ∇ ×w in
U1.
Remark 1. Notice that (29) includes the trivial symmetry ξ = w, which
can be obtained for g = 0 and α = hˆ−1w2 sin θ.
Remark 2. If ∇χ 6= 0 almost everywhere in Ω, from equation (31), it
follows that ∇×w is a symmetry of w in the whole Ω.
In the following examples we show how to evaluate the directions of sym-
metry ξ for some specific Beltrami fields.
Example 1. Set (ℓ, ψ, θ) = (x, y, z), and consider the ‘minimal’ ABC flow
w = cos z∇y + sin z∇x. (32)
We refer the reader to [25] for a discussion on the properties of ABC flows.
Notice that the vector field (32) satisfies ∇ · w = 0 and hˆ = w = 1. Set
g = g (z). Recalling (28), α must satisfy the equation
∂α
∂x
+
cos z
sin z
∂α
∂y
= 0. (33)
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The solution of (33) can be computed by the method of characteristics:
α = p
(
z, y − cos z
sin z
x
)
, (34)
with p an arbitrary function of z and y − cos zsin z x. Then, according to (29),
the direction of symmetry is given by the vector field
ξ = p ∂x +
∂g
∂z
+ p cos z
sin z
∂y. (35)
Since p and g are arbitrary, we can identify two important symmetries by set-
ting (p, g) = (1,− sin z) and (p, g) = (0,− cos z) respectively. These choices
give the translational symmetries
ξ1 = ∂x, ξ2 = ∂y. (36)
Example 2. Let (r, z, ϑ) =
(√
x2 + y2, z, arctan (y/x)
)
denote a cylindrical
coordinate system. Set (ℓ, ψ, θ) = (ϑ, log r, z), and consider the cylindrical
Beltrami field
w = cos z∇log r + sin z∇ϑ. (37)
Notice that ∇ · w = 0, hˆ = −1, w = 1/r. Set g = g (z). Recalling (28), α
must satisfy the equation
∂α
∂ϑ
+
cos z
sin z
∂α
∂ log r
+ 2
α cos z + ∂g
∂z
sin z
= 0. (38)
By the method of characteristics, one finds the solution
α =
1
2
sin z
cos z
p
(
z, log r − cos z
sin z
(ϑ− q (z))
)
exp
{
2
cos z
sin z
(q (z)− ϑ)
}
−
∂g
∂z
cos z
.
(39)
Here, p is an arbitrary function of z and log r − cos zsin z (ϑ− q), and q an
arbitrary function of z. The direction of symmetry is thus
ξ =
(
1
2
sin z
cos z
p exp
{
2
cos z
sin z
(q − ϑ)
}
−
∂g
∂z
cos z
)
∂ϑ
+
1
2
p exp
{
2
cos z
sin z
(q − ϑ)
}
∂log r.
(40)
By setting p = 0 and g = − sin z, one obtains the symmetry of rotation
around the z-axis:
ξ = ∂θ. (41)
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Example 3. Set (ℓ, ψ, θ) =
(
ex sin y,−ex cos y, z2) and consider the Bel-
trami field
w = − cos (z2) ∇ (ex cos y) + sin (z2) ∇ (ex sin y) . (42)
Notice that ∇ · w = 0, hˆ = 2z, w = ex =
√
ℓ2 + ψ2. Set g = g (θ). Then,
from (28), α must satisfy the equation
∂α
∂ℓ
+
cos θ
sin θ
∂α
∂ψ
− 2α
ℓ2 + ψ2
(
ℓ+
cos θ
sin θ
ψ
)
− 2
sin θ
∂g
∂θ
ψ
ℓ2 + ψ2
= 0. (43)
By the method of characteristics, one can construct the solution
α =
(
ℓ2 + ψ2
)
p
(
θ, ψ − cos θ
sin θ
ℓ
)
+
∂g
∂θ
sin θ
ℓ
(
ψ − cos θsin θ ℓ
)
+
(
ℓ2 + ψ2
)
arctan
(
ℓ
ψ
)
(
ψ − cos θsin θ ℓ
)2 .
(44)
Here, p is an arbitrary function of θ and ψ − cos θsin θ ℓ. The direction of sym-
metry is thus given by
ξ =2
√
θ

(ℓ2 + ψ2) p+ ∂g∂θ
sin θ
ℓ
(
ψ − cos θsin θ ℓ
)
+
(
ℓ2 + ψ2
)
arctan
(
ℓ
ψ
)
(
ψ − cos θsin θ ℓ
)2

 ∂ℓ
+ 2
√
θ
∂g
∂θ
+
[(
ℓ2 + ψ2
)
p+
∂g
∂θ
sin θ
ℓ(ψ− cos θsin θ ℓ)+(ℓ
2+ψ2) arctan
(
ℓ
ψ
)
(ψ− cos θsin θ ℓ)
2
]
cos θ
sin θ
∂ψ.
(45)
In proposition 1 we have shown that all solutions of (1) are locally sym-
metric. Furthermore, the local symmetry is solenoidal, i.e. ∇ · ξ = 0.
However, it is important to stress that the symmetry ξ is not necessarily an
Euclidean isometry. We will discuss this fact in sections 3 and 4 with specific
examples. The purpose of the remaining part of this section is to obtain a
local representation (Clebsch-like parametrization) valid for any solution of
system (1) by exploiting the symmetry ξ. We have the following:
Proposition 2. Let w ∈ C∞ (Ω) denote a smooth solution of system (1)
with smooth solenoidal symmetry ξ ∈ C∞ (Ω), ξ 6= 0 in Ω. Then, for
every point x ∈ Ω, there exist a neighborhood U of x and local curvilinear
coordinates
(
x1, x2, x3
) ∈ C∞ (U) such that
w = ∇Θ×∇x3 + w3∂3 in U, (46)
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where w3 = w · ∇x3 = w3 (x1, x2) and Θ = Θ (x1, x2) are functions of x1
and x2. Furthermore, if ∇χ 6= 0 and ξ = ∇×w in U , there exist a function
Ψ = Ψ
(
x1, x2
)
of x1 and x2, and a function Φ = Φ
(
x1, x2, x3
)
such that
Ψ1Θ2 −Ψ2Θ1 = 1, (47a)
−∇Θ× (∇Φ×∇Θ)|∇Θ|2 · ∇
(∇Θ · ∇Φ
|∇Θ|2
)
= 1. (47b)
and
w = Ψ∇Θ+∇Φ, χ = −Θ in U. (48)
Proof. Since the direction of symmetry ξ is smooth, solenoidal, and non-
vanishing in Ω, from the Lie-Darboux theorem for every point x ∈ Ω there
exist a neighborhood U of x and smooth functions σ and τ such that
ξ = ∇σ ×∇τ in U. (49)
We set x1 = σ and x2 = τ . The intersections of the level sets of x1 and
x2 define curves whose tangent vector ∇σ ×∇τ can be used as the tangent
vector ∂3 of the third coordinate x
3, i.e.
∂3 = ∇σ ×∇τ in U. (50)
In this way, we have specified the local coordinate system
(
x1, x2, x3
) ∈
C∞ (U). Notice that the Jacobian of the transformation from the standard
Cartesian frame to the new coordinates (x, y, z) 7→ (x1, x2, x3) is given by
J = ∂1 · ∂2 × ∂3 = 1∇x3 · ∇x1 ×∇x2 =
1
∇x3 · ∂3 = 1. (51)
Next, observe that in U the condition of symmetry reads as
L∂3w = (∂3 · ∇)wi∂i − (w · ∇) ∂3 =
∂wi
∂x3
∂i = 0. (52)
This implies
wi = wi
(
x1, x2
)
, i = 1, 2, 3. (53)
Furthermore, the vector field w is solenoidal:
Lwdx ∧ dy ∧ dz = (∇ ·w) dx ∧ dy ∧ dz
=
(
∂w1
∂x1
+
∂w2
∂x2
+
∂w3
∂x3
)
dx1 ∧ dx2 ∧ dx3 = 0. (54)
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Using (53), this gives the condition
∂w1
∂x1
= −∂w
2
∂x2
. (55)
Hence, if we define the stream function
Θ
(
x1, x2
)
= −
∫ x1
a
w2
(
s1, x2
)
ds1 +
∫ x2
b
w1
(
a, s2
)
ds2, (56)
with (a, b, c) a point in U , it follows that
w1 =
∂Θ
∂x2
, w2 = − ∂Θ
∂x1
, (57)
and also
w = wi∂i = Θ2∂1 −Θ1∂2 + w3∂3 = ∇Θ×∇x3 + w3∂3. (58)
We have thus obtained equation (46).
Now suppose that ∇χ 6= 0 in U and choose ξ = ∇ × w to be the
symmetry given by proposition 1. Then,
∇×w = ∇x1 ×∇x2 in U. (59)
The first equation of system (1) reads as
w × (∇×w) = (∇Θ×∇x3 + w3∂3)× (∇x1 ×∇x2) =
=
[(∇Θ×∇x3) · ∇x2]∇x1 − [∇Θ×∇x3 · ∇x1]∇x2
= −∇Θ.
(60)
Hence, χ = −Θ. Next, we look for a function Ψ (x1, x2) satisfying
Ψ1Θ2 −Ψ2Θ1 = 1 (61)
This equation is a first order linear partial differential equation for the vari-
able Ψ and can be solved in a neighborhood V ⊆ U by the method of
characteristics. Without loss of generality, we can restrict our domain U so
that U = V . From equations (59) and (61) we thus obtain
∇×w = ∇Ψ×∇Θ in U. (62)
Next, decurling equation (62) gives
w = Ψ∇Θ+∇Φ, (63)
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for some function Φ. On the other hand, w is orthogonal to ∇Θ. Therefore,
the projection of w on the space orthogonal to ∇Θ leaves w unchanged, i.e.
w =
∇Θ× (w ×∇Θ)
|∇Θ|2 =
∇Θ× (∇Φ×∇Θ)
|∇Θ|2 . (64)
In the last passage equation (63) was used. Finally, substituting this ex-
pression for w in the first equation of system (1) gives:
w × (∇×w) = w ×
[
∇×
(
∇Φ− ∇Θ · ∇Φ|∇Θ|2 ∇Θ
)]
= −∇Θ× (∇Φ×∇Θ)|∇Θ|2 ×
[
∇
(∇Θ · ∇Φ
|∇Θ|2
)
×∇Θ
]
=
[∇Θ× (∇Φ×∇Θ)
|∇Θ|2 · ∇
(∇Θ · ∇Φ
|∇Θ|2
)]
∇Θ.
(65)
Recalling equation (60), we obtain equation (47b).
Euquation (47b) corresponds to the generalized Grad-Shafranov equa-
tion derived by Weitzner (equation (28c) of [24]) expressed in terms of the
local coordinates derived from the symmetry. In practice, equation (47b)
is applied as follows. In order to construct a solution w of system (1)
with a given solenoidal symmetry ξ, first we determine the associated local
coordinate system
(
x1, x2, x3
)
. Then, we assign Θ as a given function of(
x1, x2
)
and determine the corresponding function Ψ from equation (47a).
Finally, we look for solutions Φ of equation (47b). Notice that equation
(47b), which is a second order nonlinear partial differential equation, is not
elliptic (see [26] for the definition of second order elliptic partial differential
operator) because the coefficient matrix aij =
[
∇Θ×(∇Φ×∇Θ)
|∇Θ|2
]i Θj
|∇Θ|2
is not
positive definite (if v ∈ R3 is a vector perpendicular to ∇Θ(x) at a point
x, aijvj = 0 there). Hence, the existence of a solution is not guaranteed.
If a solution is not found, one can repeat the procedure by changing the
ansatz on the stream function Θ. Notice that ξ could be chosen to be a (not
necessarily Euclidean) solenoidal symmetry of a topological torus T , i.e. ξ
could be a solenoidal vector field tangent to nested flux (toroidal) surfaces
Θ =constant. A solution constructed according to the procedure described
above will not exhibit, in general, Euclidean symmetries. Furthermore, such
solutions will satisfy the boundary condition (2) because n = ∇Θ/ |∇Θ| on
∂T .
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3 Beltrami fields without continuous Euclidean sym-
metries
The purpose of the present section is to show that system (1) admits non-
trivial Beltrami field solutions without continuous Euclidean symmetries.
Euclidean symmetries are the set of transformations of Euclidean space that
preserve the Euclidean distance between points. These transformations com-
prise translations, rotations, reflections, and their combination. They define
the Euclidean group E (3). Translations and rotations are continuous trans-
formations, called direct isometries, that do not change the orientation of
space; together they form the special Euclidean group SE (3). Reflections,
on the other hand, are indirect isometries that flip the orientation of space.
Furthermore, reflections are discrete transformations because the orbit of
a point in the metric space under the isometry forms a discrete set. As
mentioned in the introduction, if one postulates the existence of an ignor-
able coordinate x3 such that the components wi, the pressure field χ, and
the metric tensor gij are all independent of x
3, it is known that system (1)
can be reduced to a single nonlinear elliptic second order partial differential
equation, the Grad-Shafranov equation (11). For completeness, the deriva-
tion of the Grad-Shafranov equation is given in appendix A (we also refer
the reader to [18, 19] on this point). The requirement of an ignorable co-
ordinate restricts the class of symmetries to direct isometries, so that the
Grad-Shafranov equation does not apply to reflectional symmetries. This
fact can be seen explicitly by noting that the condition ∂3gij = 0 is equiv-
alent to the symmetry condition L∂3gijdx
i ⊗ dxj = 0 for the metric tensor,
and that ∂3 = ξ is the direction of symmetry. Then, the following holds:
Proposition 3. The only symmetry preserving the Euclidean metric tensor
gij = δij of R
3 is spanned by the vector field
ξE = a+ b× x, (66)
with a, b ∈ R3 arbitrary constant vectors.
Proof. First, consider a vector field ξ ∈ TΩ and evaluate the Lie-derivative
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of the metric tensor
Lξgijdx
i ⊗ dxj =
∑
i
[
Lξdx
i ⊗ dxi + dxi ⊗ Lξdxi
]
=
∑
i
[(
diξdx
i
)⊗ dxi + dxi ⊗ (diξdxi)]
=
∑
i
[
dξi ⊗ dxi + dxi ⊗ dξi]
=
∑
ij
(
∂ξi
∂xj
+
∂ξj
∂xi
)
dxi ⊗ dxj .
(67)
Suppose that the Lie derivative vanishes. Setting i = j gives ∂ξ
i
∂xi
= 0,
i = 1, 2, 3. Hence, ξ1 = ξ1 (y, z), ξ2 = ξ2 (z, x), and ξ3 = ξ3 (x, y). For i 6= j,
one obtains the conditions
∂ξ1
∂y
= −∂ξ
2
∂x
,
∂ξ1
∂z
= −∂ξ
3
∂x
,
∂ξ2
∂z
= −∂ξ
3
∂y
. (68)
Next, observe that
∂2ξ1
∂y2
= − ∂
2ξ2
∂x∂y
= 0,
∂2ξ1
∂z2
= − ∂
2ξ3
∂z∂x
= 0. (69)
Integrating each equation gives
ξ1 = u1 (z) y + v1 (z) , ξ
1 = f1 (y) z + g1 (y) . (70)
Here, u1 and v1 are functions of z, and f1 and g1 functions of y to be
determined. Deriving these equations with respect to y leads to
∂ξ1
∂y
= u1 =
∂f1
∂y
z +
∂g1
∂y
. (71)
It follows that
f1 = k1y + b
2
1, g1 = b
3
1y + a
1, u1 = k1z + b
3
1, k1, b
2
1, b
3
1, a
1 ∈ R. (72)
Substituting these expressions in (70) we obtain
ξ1 = k1yz + b
2
1z + b
3
1y + a
1. (73)
In a similar manner, one can show that
ξ2 = k2zx+ b
1
2z + b
3
2x+ a
2, k2, b
1
2, b
3
2, a
2 ∈ R, (74a)
ξ3 = k3xy + b
1
3y + b
2
3x+ a
3, k3, b
1
3, b
2
3, a
3 ∈ R. (74b)
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Plugging these expressions into the conditions (68), we conclude that
k1 = k2 = k3 = 0, b
3
1 = −b32 = −b3, b21 = −b23 = b2, b12 = −b13 = −b1.
(75)
Remark 3. Notice that a represents translations, while b × x rotations.
Indeed, the cross product b × x can always be uniquely represented by the
action of an antisymmetric matrix B = −BT as Bx. Then,[
ξE
0
]
= Av, A =
[
B a
0
T 0
]
, v =
[
x
1
]
. (76)
The 4 × 4 matrix A spans the Lie algebra se (3) of the special Euclidean
group SE (3), i.e. the tangent space of SE (3) at the identity. The vector
field ξE = a+ b× x is called a Killing vector field of the Euclidean metric.
From proposition 3, it is now clear that a solution w of system (1) will
not possess continuous Euclidean symmetries provided that
LξEw 6= 0 ∀a, b ∈ R3 : ξE = a+ b× x 6= 0. (77)
If one can find a solution w satisfying (77), then such solution cannot be
obtained as a solution of the Grad-Shafranov equation (11).
We are ready to construct nontrivial Beltrami field solutions of system
(1) without continuous Euclidean symmetries. To achieve this goal, we ap-
ply the Clebsch-like parametrization of Beltrami fields derived in [10]. In
particular, our aim is to find a coordinate system
(
x1, x2, x3
)
satisfying sys-
tem (10). Then, we know that a vector field in the form (9) is a nontrivial
Beltrami field. The desired coordinate system can be characterized as fol-
lows:
Def 2. Let
(
x1, x2, x3
) ∈ C∞ (Ω) denote a curvilinear coordinate system in
a domain Ω ⊂ R3. The coordinate system is admissible in Ω if it satisfies
system (10) in Ω. We denote by AΩ the set of admissible curvilinear coor-
dinate systems in Ω, and by A⊥Ω the set of orthogonal admissible coordinate
systems in Ω. Evidently, A⊥Ω ⊂ AΩ.
Similarly, the notion of admissible proportionality coefficient is useful:
Def 3. Let f ∈ C∞ (Ω) be a smooth function in a domain Ω ⊂ R3. f is an
admissible proportionality coefficient in Ω if there exists a smooth nontrivial
Beltrami field solution w ∈ C∞ (Ω) of equation (1) with proportionality
coefficient hˆ = f . The set of admissible proportionality coefficients hˆ ∈
C∞ (Ω), hˆ 6= 0 in Ω is denoted by AΩ.
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The following propositions narrows down the class of admissible proportion-
ality coefficients AΩ that will be allowed in the construction of the sought
Beltrami field solutions once an admissible coordinate system
(
x1, x2, x3
) ∈
AΩ has been found.
Proposition 4. Let Ω ⊂ R3 denote a bounded domain. The set AΩ of
admissible proportionality coefficients hˆ ∈ C∞ (Ω), hˆ 6= 0, such that equation
(1) has a smooth nontrivial Beltrami field solution in Ω satisfies
A ⊃
{
hˆ ∈ C∞ (Ω) | hˆ = f (x3)√g33, (x1, x2, x3) ∈ A⊥Ω} , (78a)
A ⊂
{
hˆ ∈ C∞ (Ω) | hˆ = hˆ (x3, Lx3) , (x1, x2, x3) ∈ AU , ∀x ∈ Ω ∃U ⊂ Ω} .
(78b)
Here, f ∈ C∞ (Ω), is an arbitrary smooth function of the coordinate x3 such
that f 6= 0, and Lx3 = x1 cos x3 − x2 sinx3.
Proof. First, we prove (78a). Define
σ
(
x3
)
=
∫
f
(
x3
)
dx3. (79)
This integral is well defined since the function f is, by hypothesis, smooth
in the compact domain Ω. Then, given an admissible orthogonal coordinate
system
(
x1, x2, x3
) ∈ A⊥Ω , it is not difficult to verify that the vector field
w = cos
[
σ
(
x3
)] ∇x2 + sin [σ (x3)] ∇x1, (80)
is a Beltrami field in Ω with proportionality coefficient
hˆ =
f
(
x3
)
g11
√
|g| = f
(
x3
)√
g33. (81)
Here, |g| = (∂1 · ∂2 × ∂3)2 denotes the determinant of the covariant metric
tensor gij . Indeed, taking the curl of (80) gives
∇×w = f (sinσ∇x2 ×∇x3 + cos σ∇x3 ×∇x1) . (82)
Noting that ∇x1 ·∇x2×∇x3 = 1/√|g|, and g11 = g22 from system (10) and
orthogonality of the coordinates, we further have
∇×w = f√|g| (sinσ ∂1 + cos σ ∂2)
=
f
g11
√|g|
(
sinσ∇x1 + cos σ∇x2) = f
g11
√|g| w.
(83)
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Observe that 1/
√
|g| = g11
√
g33, which gives equation (81). Next, we prove
(78b). We must show that, given a solenoidal Beltrami field with propor-
tionality coefficient hˆ 6= 0 in Ω, there exists an admissible coordinate system(
x1, x2, x3
) ∈ CΩ such that hˆ = hˆ (x3, Lx3). This directly follows from theo-
rem 1 of [10]. Indeed, if w is a smooth nontrivial Beltrami field in Ω, ∀x ∈ Ω
there exist a neighborhood U ⊂ Ω of x and an admissible coordinate system(
x1, x2, x3
) ∈ AU such that
w = cos x3∇x2 + sinx3∇x1 in U. (84)
Since w is a Beltrami field, this implies
w = hˆ−1∇×w = hˆ−1∇x3 ×∇Lx3 . (85)
Recalling that ∇ · w = 0, we have ∇hˆ · ∇x3 × ∇Lx3 = 0. Hence, hˆ =
hˆ
(
x3, Lx3
)
.
We expect that, if the coordinate system
(
x1, x2, x3
)
is built in such a
way that it does not possess Euclidean symmetries, the same should hold for
the corresponding Beltrami field (9). System (10) greatly simplifies if the
coordinate system
(
x1, x2, x3
)
is assumed orthogonal. In such case, gij = 0
for all i 6= j. Then, (10) reduces to
g11 = g22, (86a)
∆x2 cos x3 = ∆x1 sinx3. (86b)
These conditions suggest that an intimate relationship exists between Bel-
trami fields and two-dimensional harmonic conjugate functions (this fact is
discussed in [11]). Indeed, system (86) can be satisfied by setting x3 = σ (z),
x1 = u (x, y), and x2 = v (x, y), with σ a function of the Cartesian coor-
dinate z, and u and v harmonic conjugate functions in the x-y plane such
that
ux = vy, uy = −vx. (87)
Thus, the idea is to look for a Beltrami field solution without Euclidean
symmetries in the form
w = cos [σ (z)] ∇v (x, y) + sin [σ (z)] ∇u (x, y) . (88)
On this regard, we have the following:
Proposition 5. There exist nontrivial Beltrami field solutions of system
(1) without continuous Euclidean symmetries, i.e. smooth solenoidal vector
fields w ∈ C∞ (Ω) with w · ∇ ×w 6= 0 solving (8) in some bounded domain
Ω ⊂ R3 and satisfying the condition (77) in Ω.
20
Proof. It is sufficient to provide an example of nontrivial Beltrami field with-
out continuous Euclidean symmetries. We claim that the Beltrami field
w = − cos (ez) ∇ (ex cos y) + sin (ez)∇ (ex sin y) , (89)
corresponding to the choice
(
x1, x2, x3
)
= (u, v, σ) = (ex sin y,−ex cos y, ez),
does not possess continuous Euclidean symmetries. Furthermore, it is smooth
and nontrivial in any bounded domain Ω ⊂ R3.
Let us verify that (89) is not symmetric under a combination of transla-
tions and rotations by evaluating (77). After some manipulations, equation
(89) can be rearranged as
w = ex sin (y + ez) ∇y − ex cos (y + ez) ∇x. (90)
Next, observe that
L(a+b×x)w = [(a+ b× x) · ∇]w − (w · ∇) (b× x)
= [(a+ b× x) · ∇]w − b×w. (91)
Let (wx, wy, wz), (ax, ay, az), and (bx, by, bz) denote the Cartesian compo-
nents of the vector fields w, a, and b. Projecting equation (91) along ∇x
and substituting (89), we obtain
∇x · L(a+b×x)w =− [(a+ b× x) · ∇] [ex cos (y + ez)] + bzex sin (y + ez)
=ex sin (y + ez) [ay + bz (1 + x)− bxz + ez (az + bxy − byx)]
− ex cos (y + ez) (ax + byz − bzy) .
(92)
The vector field (89) possesses a continuous Euclidean symmetry if there
exist a vector field ξE = a + b × x 6= 0 such that the right-hand side of
the equation above vanishes in some domain Ω ⊂ R3. Choose Ω so that
it contains a finite area of the surface S =
{
x ∈ R3 : y = −ez}. On the
surface, the condition that the right-hand side of (92) vanishes reduces to
ax + byz + bze
z = 0 on S. (93)
This immediately leads to ax = by = bz = 0. Then, the right-hand side of
(92) vanishes if
ay + bx (e
zy − z) + azez = 0 in Ω. (94)
This condition can be satisfied only when ay = az = bx = 0. Thus, a +
b×x = 0 and no continuous Euclidean symmetry exists. Finally, it is clear
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that the vector field (89) is smooth in any bounded domain Ω ⊂ R3, and
nontrivial in Ω since hˆ = ez and w2 = e2x implyw·∇×w = hˆw2 = e2x+z 6= 0
in Ω.
Other solutions can be constructed by appropriate choice of the coordi-
nates
(
x1, x2, x3
)
. In particular, changing the definition of the third coordi-
nate x3 is often sufficient to produce solutions without trivial symmetries.
For example, replacing x3 = ez with x3 = z2 gives the Beltrami field without
continuous Euclidean symmetries
w = − cos (z2) ∇ (ex cos y) + sin (z2)∇ (ex sin y) . (95)
Indeed, projecting equation (91) along ∇x and substituting (95), we obtain
∇x · L(a+b×x)w
= [(a+ b× x) · ∇] [ex (sin (z2) sin y − cos (z2) cos y)]
+ bze
x
(
cos
(
z2
)
sin y + sin
(
z2
)
cos y
)
=− [(a+ b× x) · ∇] [ex cos (y + z2)]+ bzex sin (y + z2)
=ex sin
(
y + z2
)
[ay + 2zaz + (2y − 1) zbx − 2zxby + (1 + x) bz]
− ex cos (y + z2) (ax + zby − ybz) .
(96)
The vector field (95) possesses a continuous Euclidean symmetry if there
exist a vector field ξE = a+ b× x 6= 0 such that the right-hand side of the
equation above vanishes in some domain Ω ⊂ R3. However, considering the
surface y = −z2, it is clear that for the right-hand side of (96) to be zero
we must have ax = by = bz = 0. Then, the remaining sine term leads to
ay = az = bx = 0. Hence, a = b = ξE = 0.
4 Magnetofluidostatic fields with non-vanishing pres-
sure gradients and without Euclidean symme-
tries
The purpose of the present section is to show the existence of smooth solu-
tions of system (1) without continuous Euclidean symmetries and with finite
pressure gradients in bounded domains.
As in the case of Beltrami-type solutions discussed in section 3, the
idea is to find a suitable local parametrization of solutions without trivial
symmetries and with non-vanishing pressure gradients. Given a domain Ω, a
smooth vector field w ∈ C∞ (Ω) with ∇×w 6= 0 can be locally represented
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through the Clebsch parametrization
w = ∇Φ+Ψ∇Θ in U, (97)
with (Φ,Ψ,Θ) ∈ C∞ (U), and U a neighborhood of a point x ∈ Ω (see e.g.
[10]). The vector field w is solenoidal provided that
∇ ·w = ∆Φ+∇Ψ · ∇Θ+Ψ∆Θ = 0 in U. (98)
Let H (U) denote the set of harmonic functions in U . Suppose that ∇Ψ ·
∇Θ = 0. Since ∇×w = ∇Ψ ×∇Θ 6= 0 in U , ∇Ψ 6= 0 in U . Then, Ψ 6= 0
almost everywhere in U . From equation (98), this implies Φ,Θ ∈ H (U).
Hence, we look for solutions in the form of (97) such that Φ,Θ ∈ H (U) and
∇Ψ · ∇Θ = 0. On the other hand, the first equation of system (1) reads as
w × (∇×w) =
[
∇Φ · ∇Θ+Ψ |∇Θ|2
]
∇Ψ− (∇Φ · ∇Ψ)∇Θ = ∇χ in U.
(99)
Notice that ∇×w ·∇χ = 0 implies χ = χ (Ψ,Θ). Next, perform the change
of variables Ψ = eψ:
eψ
[
∇Φ · ∇Θ+ eψ |∇Θ|2
]
∇ψ − eψ (∇Φ · ∇ψ)∇Θ = ∇χ in U. (100)
We now consider a Cartesian geometry and demand that Θ = x (notice that
∆x = 0). Equation (100) reduces to
eψ
(
Φx + e
ψ
)
∇ψ − eψ (∇Φ · ∇ψ)∇x = ∇χ in U. (101)
Set
χ = eψ
(
x+
eψ
2
)
. (102)
We have
∇χ = eψ
(
x+ eψ
)
∇ψ + eψ∇x. (103)
Hence, comparing the left-hand side of equation (101) with the right-hand
side of equation (103), we see that a solution in the form
w = ∇Φ+ eψ∇x, (104)
can be obtained if we can find functions Φ and ψ such that, in U ,
∆Φ = 0, (105a)
ψ = ψ (y, z) , (105b)
Φx = x, (105c)
∇Φ · ∇ψ = −1. (105d)
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Here, the second equations follows from the condition ∇Ψ · ∇Θ = 0. Inte-
gration of the third equation gives
Φ =
x2 − y2
2
+ φ, (106)
with φ ∈ H (U) an harmonic function of the (y, z) variables, i.e. φ = φ (y, z)
and ∆φ = 0. Now the solution has the form
w = ∇
(
x2 − y2
2
+ φ
)
+ eψ∇x, (107)
and the conditions on φ and ψ become
∆φ = 0, (108a)
ψ = ψ (y, z) , (108b)
φ = φ (y, z) , (108c)
−yψy +∇φ · ∇ψ = −1. (108d)
Observe that, once φ is given as a solution of (108a), the function ψ can
be obtained through the method of characteristics from equation (108d).
Below, explicit solutions of system (1) in the form (107) are given.
Example 4. A simple solution of system (108) is φ = −ψ = z. The
corresponding solution of system (1) is
w = ∇
(
x2 − y2
2
+ z
)
+ e−z∇x, χ = e−z
(
x+
e−z
2
)
. (109)
Example 5. The functions φ = z and ψ = z+2 log y are solutions of system
(108). The corresponding solution of system (1) is
w = ∇
(
x2 − y2
2
+ z
)
+ y2ez∇x, χ = y2ez
(
x+
y2ez
2
)
. (110)
Example 6. The functions φ = z
2−y2
2 and ψ = log (yz) are solutions of
system (108). The corresponding solution of system (1) is
w = ∇
(
x2 + z2
2
− y2
)
+ yz∇x, χ = yz
(
x+
yz
2
)
. (111)
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Example 7. More generally, the functions
φ = α
(
z2 − y2
2
)
+ βz + γy,
ψ =
1
1 + α
log [(1 + α) y − γ] + δ [γ − (1 + α) y] α1+α
(
β
α
+ z
)
,
(112)
are solutions of system (108). Here, the real constants α, β, γ, δ ∈ R are
chosen so that ψ is real and smooth in the domain of interest. The corre-
sponding solution of system (1) is
w =∇
(
x2 + αz2 − (1 + α) y2
2
+ βz + γy
)
+ [(1 + α) y − γ] 11+α exp
{
δ [γ − (1 + α) y] α1+α
(
β
α
+ z
)}
∇x.
(113)
The long expression for the pressure field χ was omitted since it can be
obtained easily from equation (102).
Let us examine the symmetry properties of these solutions. We have the
following:
Proposition 6. There exist solutions of system (1) with non-vanishing pres-
sure gradients and without continuous Euclidean symmetries, i.e. smooth
solenoidal vector fields w ∈ C∞ (Ω) solving (1) in some bounded domain
Ω ⊂ R3 with ∇χ 6= 0 and satisfying the condition (77) in Ω.
Proof. Consider the solution (109) given in example 4. The vector field w
in equation (109) can be rearranged as follows:
w =
(
x+ e−z
) ∇x− y∇y +∇z. (114)
Projecting equation (91) along ∇x, we have:
∇x · L(a+b×x)w =ax + by (z − 1)− 2bzy − e−z (az + bxy − byx) . (115)
We choose the domain Ω to be the unit open ball B (0) in R3 centered at
x = 0. On the z-axis (corresponding to x = y = 0), the expression on the
right-hand side of (115) vanishes provided that
ax + by (z − 1)− aze−z = 0. (116)
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Hence, ax = az = by = 0 and the condition that the x-component of the
Lie-derivative (115) is zero reduces to
2bz + bxe
−z = 0. (117)
It follows that bx = bz = 0 so that a + b × x = ay∂y. Next, consider the
projection of (91) along ∇y:
∇y · L(ay∂y)w = −ay. (118)
The right-hand side vanishes if and only if ay = 0. We have thus shown that
a+ b×x = 0. This implies that the smooth solenoidal vector field (109) in
the unit open ball does not possess continuous Euclidean symmetries while
exhibiting a non-vanishing pressure gradient
∇χ = −e−z (x+ e−z)∇z + e−z∇x. (119)
This proves proposition 6.
For completeness, let us verify that also the examples (110) and (111) do
not possess continuous Euclidean symmetries. The vector field w in (110)
can be rearranged as
w =
(
x+ y2ez
) ∇x− y∇y +∇z. (120)
Projecting equation (91) along ∇x, we have:
∇x · L(a+b×x)w =ax + by (z − 1)− 2bzy + 2yez (ay + bzx− bxz)
+ y2ez (az + bxy − byx) .
(121)
Again, we set Ω = B (0). On the plane y = 0, we have the condition
ax + by (z − 1) = 0. (122)
This implies ax = by = 0. Next, consider the y-axis x = z = 0:
2 (ay − bz) + azy + bxy2 = 0. (123)
Therefore, az = bx = 0 and ay = bz. Equation (124) now reads as
∇x · L(a+b×x)w =2ayy [ez (1 + x)− 1] . (124)
We thus conclude that ay = bz = 0, and the vector field w of equation (110)
does not exhibit continuous Euclidean symmetries.
26
The vector field w in (111) can be rearranged as
w = (x+ yz) ∇x− 2y∇y + z∇z. (125)
Projecting equation (91) along ∇x, we have:
∇x · L(a+b×x)w =ax − 3bzy + z (ay + bzx− bxz)
+ y (az + bxy − byx) .
(126)
Set Ω = B (0). On the x-axis y = z = 0, we have the condition ax = 0.
Then, on the y-axis z = x = 0,
− 3bz + az + bxy = 0. (127)
This implies bx = 0 and az = 3bz. Next, consider the z-axis x = y = 0.
We have ay = 0. The condition that the righ-hand side of equation (126)
vanishes now reads as
bzz − byy = 0. (128)
It follows that bz = by = az = 0. We conclude that the vector field w in
(111) does not possess continuous Euclidean symmetries.
Proposition (6) can now be used to construct square integrable solutions
w ∈ L2 (Ω) of the boundary value problem (1), (2) without continuous
Euclidean symmetries and with non-vanishing pressure gradients:
Theorem 1. Let Ω ⊂ R3 denote a smoothly bounded domain with boundary
∂Ω. Let n denote the unit outward normal to ∂Ω. Then, the boundary value
problem
w × (∇×w) = ∇χ, ∇ ·w = 0 in Ω,
w · n = 0 on ∂Ω, (129)
admits solutions w ∈ L2 (Ω) such that there exist an open set U ⊂ Ω with
w ∈ C∞ (U) ,
∇χ 6= 0 in U,
L(a+b×x)w 6= 0 ∀a, b ∈ R3 : a+ b× x 6= 0 in U.
(130)
Proof. First, choose the origin of a Cartesian coordinate system to be a
point p ∈ Ω. Let B (p, ǫ) be an open ball centered at p with radius ǫ > 0
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contained in Ω, B (p, ǫ) ⊂ Ω. Here, the overbar denotes the closure of a set.
We define A = Ω−B (p, ǫ) and consider the boundary value problem
∇×w = hˆw in A,
w · nA = 0 on ∂A.
(131)
Here hˆ ∈ R is a real constant, ∂A the boundary of A, and nA the unit
outward normal to ∂A. Observe that, by construction, the domain A is
multiply connected and smoothly bounded. Hence, from theorem 2 of [8],
the boundary value problem (131) admits a strong Beltrami field solution
wBel. In particular, wBel ∈ H1 (A), with H1 the standard Sobolev space of
order 1. The desired solution of (129) can be given as
w =
{
wBel if x ∈ A
∇
(
x2−y2
2 + z
)
+ e−z∇x if x ∈ B (p, ǫ) . (132)
Evidently w ∈ L2 (Ω) and ∇χ 6= 0 in B (p, ǫ). Furthermore, since (132)
coincides with (109) in B (p, ǫ), this solution does not possess continuous
Euclidean symmetries as a consequence of proposition 6.
5 Symmetries of the Beltrami equation
In the previous sections we have shown that there exist ideal magnetofluid
equilibria without continuous Euclidean symmetries. However, these solu-
tions were constructed ad hoc by carefully calibrating the geometry of local
coordinates and Clebsch parameters. Therefore, it is desirable to have a
systematic method to obtain new solutions with given symmetry properties.
The purpose of the present section is to study the symmetries of the Beltrami
equation (8). Here, a symmetry of a differential equation is intended as a
transformation mapping solutions into solutions. We will see that these sym-
metries, which should not be confused with the symmetries of the solutions,
enable us to derive new solutions without Euclidean symmetries from known
ones. In particular, it will be shown that, if the proportionality coefficient hˆ
of a solenoidal Beltrami field w exhibits a continuous Euclidean symmetry
ξE such that LξE hˆ = 0, then, the transformed vector field LξEw is either
the null vector or a solenoidal Beltrami field with the same proportionality
coefficient hˆ.
Let B
hˆ
(Ω) denote the set comprising solenoidal solutions of equation (8)
in a bounded domain Ω with given proportionality coefficient hˆ ∈ C∞ (Ω)
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and the null vector 0:
B
hˆ
(Ω) =
{
w ∈ C∞ (Ω) | ∇ ×w = hˆw, ∇ ·w = 0
}
∪ {0} . (133)
The following holds:
Proposition 7. Let ξE = a + b × x, a, b ∈ R3, denote a continuous Eu-
clidean symmetry. Let w ∈ TΩ be a solenoidal vector field, in general not
symmetric with respect to ξE. Then, the Lie-derivative and the curl operator
commute,
LξE∇×w = ∇× LξEw. (134)
Proof. Let ξ ∈ TΩ denote a solenoidal vector field. We have
∇× Lξw = ∇× [∇× (w × ξ)]
= ∇× [(ξ · ∇)w − (w · ∇) ξ]
= ∇× [−2 (w · ∇) ξ +∇ (ξ ·w)−w × (∇× ξ)− ξ ×∇×w]
= Lξ∇×w +∇× [(∇× ξ)×w − 2 (w · ∇) ξ] .
(135)
If ξ = ξE , we have
(∇× ξE)×w − 2 (w · ∇) ξE = 2b×w − 2b×w = 0. (136)
It follows that
LξE∇×w = ∇× LξEw. (137)
Proposition 8. Let w ∈ B
hˆ
(Ω) denote a solenoidal Beltrami field with
proportionality coefficient hˆ in a bounded domain Ω. Suppose that LξE hˆ = 0
for some continuous Euclidean symmetry ξE = a+ b×x, a, b ∈ R3. Then,
LnξE
w ∈ B
hˆ
(Ω), that is w is either the null vector or a solenoidal Beltrami
field with the same proportionality coefficient for all n ∈ N:
∇× LnξEw = ∇× LξE ...LξEw = hˆLnξEw ∀n ∈ N. (138)
Proof. Set n = 1. We have
LξE∇×w = ∇× [(∇×w)× ξE ] = ∇hˆ× (w × ξE) + hˆ∇× (w × ξE)
= (∇hˆ · ξE)w + hˆLξEw = (LξE hˆ)w + hˆLξEw = hˆLξEw.
(139)
29
Here, we used the fact that w ·∇hˆ = 0. From proposition 7 the curl operator
and Lie-derivative commute. Hence,
∇× LξEw = hˆLξEw. (140)
The procedure can be repeated for all n > 1 by setting wn−1 = LξEw
n−2 =
L
n−1
ξE
w0 with w0 = w. Then,
∇× LξEwn−1 = hˆLξEwn−1. (141)
This implies
∇× LnξEw = hˆL
n
ξE
w ∀ n ∈ N. (142)
Finally, observe that, if w is a solenoidal vector field, the Lie derivative
LξEw = ∇× (w × ξE) is itself solenoidal. Hence LnξEw is solenoidal.
Remark 4. Notice that the procedure described in proposition 8 may end
when LmξEw = 0 for some m ∈ N. Then, all successive elements of the
sequence LnξEw, n > m, are trivial Beltrami fields L
n
ξE
w = 0.
Remark 5. Let w ∈ B
hˆ
(Ω) be a solenoidal Beltrami field. Let w′ denote
the result of the transformation of w according to the Euclidean isometry
associated with ξE = a+ b×x. Let ǫ > 0 be a small constant parametrizing
the transformation. We have
w′ = w + ǫLξEw + o
(
ǫ2
)
. (143)
Proposition 8 can be interpreted as follows: if the proportionality coefficient
of a solenoidal Beltrami field has a continuous Euclidean symmetry ξE, then
the infinitesimal transformation of the field is itself a solenoidal Beltrami
field with the same proportionality coefficient. Hence, the transformation
associated with ξE defines a symmetry of the Beltrami equation.
The following is an example of application of proposition 8.
Example 8. Consider the solenoidal Beltrami field encountered in proposi-
tion 5
w = − cos (z2) ∇ (ex cos y) + sin (z2) ∇ (ex sin y)
= ex
[− cos (y + z2)∇x+ sin (y + z2)∇y] . (144)
Notice that hˆ = 2z. Set ξE = ∇x. We have L∇xhˆ = 2∇x · ∇z = 0. Hence,
according to proposition 8, the vector field
L∇xw, (145)
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is itself a solenoidal Beltrami field with proportionality coefficient hˆ = 2z.
We have
L∇xw = ∇×(w ×∇x) = −∇×
{
ex
[
sin y cos
(
z2
)
+ cos y sin
(
z2
)]∇z} = w.
(146)
Next, set a = 0 and b = ∇z, so that ξE = x∇y−y∇x and L(x∇y−y∇x)hˆ = 0.
We have
L(x∇y−y∇x)w =∇× [w × (x∇y − y∇x)]
=ex
[
(1 + x) sin
(
y + z2
)
+ y cos
(
y + z2
)]∇x
+ ex
[
(1 + x) cos
(
y + z2
)− y sin (y + z2)]∇y.
(147)
One can verify that L(x∇y−y∇x)w is a solenoidal Beltrami field with propor-
tionality coefficient hˆ = 2z and without continuous Euclidean symmetries.
6 Concluding Remarks
The existence of magnetofluidostatic fields without continuous Euclidean
symmetries is a mathematical problem encountered in the design of plasma
confinement devices (stellarators) and in the development of nuclear fu-
sion reactors. In this paper, the existence of ideal magnetofluid equilibria
without continuous Euclidean symmetries (combinations of translations and
rotations) was studied.
First, we showed that all magnetofluidostatic fields are locally symmet-
ric, in the sense that one can find a solenoidal vector field defined locally
with the property that the Lie derivative of the solution with respect to
the local field is identically zero. However, this symmetry is not necessarily
an Euclidean isometry. In particular, there exists smooth magnetofluido-
static fields defined in bounded domains that do not possess any continuous
Euclidean symmetry. This is true for both Beltrami-type solutions (propo-
sition 5), and non-vanishing pressure gradients solutions (proposition 6).
By combining Beltrami-type solutions with non-vanishing pressure gradient
solutions, it is also possible to construct square integrable solutions of the
boundary value problem, as proven in theorem 1. Finally, the symmetry
properties of the Beltrami equation were studied. We found that, if the pro-
portionality coefficient of a Beltrami field possesses a continuous Euclidean
symmetry, than the associated transformation defines a symmetry of the
Beltrami equation. Hence, new solutions can be computed from known ones
by application of the Lie derivative (proposition 8).
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A Derivation of the Grad-Shafranov equation
Let
(
x1, x2, x3
)
denote a coordinate system. Suppose that the solution w of
(1) has an ignorable coordinate x3:
∂wi
∂x3
= 0,
∂χ
∂x3
= 0,
∂gij
∂x3
= 0, i, j = 1, 2, 3. (148)
As usual, gij denotes a component of the covariant metric tensor. It is not
difficult to verify that the conditions above are equivalent to demanding that
L∂3w = 0, L∂3χ = 0, L∂3gijdx
i ⊗ dxj = 0. (149)
Furthermore, as shown in proposition 3, ∂3 must be the combination of a
rotation followed by a translation, i.e. ∂3 = a + b × x for some a, b ∈ R3.
Next, observe that the first equation of system (1) can be written as:
w × (∇×w) = wi∂i ×∇×
(
wj∇xj
)
= wi∂i ×
(∇wj ×∇xj)
= wi
[
δ ji ∇wj − (∂i · ∇wj)∇xj
]
= wi
(
∂wi
∂xj
− ∂wj
∂xi
)
∇xj
= χ1∇x1 + χ2∇x2.
(150)
Substituting the first two equations of system (148) in system (150), we
obtain
w2
(
∂w2
∂x1
− ∂w1
∂x2
)
+ w3
∂w3
∂x1
= χ1, (151a)
w1
(
∂w1
∂x2
− ∂w2
∂x1
)
+ w3
∂w3
∂x2
= χ2, (151b)
− w1 ∂w3
∂x1
− w2 ∂w3
∂x2
= 0. (151c)
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Let J = ∂1 · ∂2 × ∂3 be the Jacobian of the transformation (x, y, z) 7→(
x1, x2, x3
)
. Note that here w2 denotes the component w2 = w · ∇x2,
and should not be confused with the square of the norm of w. Then, the
divergence-free condition ∇ ·w = 0 reads as
∂
∂x1
(
Jw1
)
+
∂
∂x2
(
Jw2
)
= 0. (152)
As in the proof of proposition 2, define the stream function Θ
(
x1, x2
)
as
Θ
(
x1, x2
)
= −
∫ x1
a
Jw2
(
s1, x2
)
ds1 +
∫ x2
b
Jw1
(
a, s2
)
ds2, (153)
where (a, b, c) denotes a point in the domain of interest. Using equation
(152), the components w1 and w2 can now be expressed as
w1 =
1
J
∂Θ
∂x2
, w2 = − 1
J
∂Θ
∂x1
. (154)
Substituting (154) in (151c) we obtain
∂Θ
∂x2
∂w3
∂x1
− ∂Θ
∂x1
∂w3
∂x2
= 0. (155)
This implies ∇Θ × ∇w3 = 0, so that w3 = w3 (Θ) depends only on the
stream function Θ. We have thus shown that
w = ∇Θ×∇x3 + w3 ∂3. (156)
In a similar way,
∇χ ·w = J−1 (χ1Θ2 − χ2Θ1) = 0, (157)
implies that χ = χ (Θ). Next, combine equations (151a) and (151b) as
follows: [
w2
(
∂w2
∂x1
− ∂w1
∂x2
)
+ w3
∂w3
∂x1
− χ1
]
∇x1
+
[
w1
(
∂w1
∂x2
− ∂w2
∂x1
)
+ w3
∂w3
∂x2
− χ2
]
∇x2
=
1
J
(
∂w1
∂x2
− ∂w2
∂x1
)
∇Θ−∇χ+ w3∇w3 = 0.
(158)
Since w3 and χ are functions of Θ, the equation above can be rewritten as
1
J
(
∂w1
∂x2
− ∂w2
∂x1
)
− dχ
dΘ
+ w3
dw3
dΘ
= 0. (159)
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Now we need to express w1, w2 and w
3 in terms of Θ and the metric coeffi-
cients. From the identity wi = gijw
j we have
w1 =
1
J
(
g11
∂Θ
∂x2
− g12 ∂Θ
∂x1
)
+ g13w
3, (160a)
w2 =
1
J
(
g21
∂Θ
∂x2
− g22 ∂Θ
∂x1
)
+ g23w
3, (160b)
w3 =
1
J
(
g31
∂Θ
∂x2
− g32 ∂Θ
∂x1
)
+ g33w
3. (160c)
From the third equation, it follows that
w3 =
1
g33
[
w3 (Θ) +
1
J
(
g32
∂Θ
∂x1
− g31 ∂Θ
∂x2
)]
. (161)
Substituting this expression in (160a) and (160b), we obtain
w1 =
g13
g33
w3 +
1
J
[
∂Θ
∂x1
(
g13g32 − g12g33
g33
)
+
∂Θ
∂x2
(
g11g33 − g13g31
g33
)]
,
w2 =
g23
g33
w3 +
1
J
[
∂Θ
∂x1
(
g32g23 − g22g33
g33
)
+
∂Θ
∂x2
(
g21g33 − g31g23
g33
)]
.
(162)
On the other hand, the following identities hold:
g13g32 − g12g33 = (∂1 · ∂3) (∂3 · ∂2)− (∂1 · ∂2) (∂3 · ∂3) = ∂1 × ∂3 · ∂3 × ∂2,
(163a)
g11g33 − g13g31 = (∂1 · ∂1) (∂3 · ∂3)− (∂1 · ∂3) (∂3 · ∂1) = ∂1 × ∂3 · ∂1 × ∂3,
(163b)
g32g23 − g22g33 = (∂3 · ∂2) (∂2 · ∂3)− (∂2 · ∂2) (∂3 · ∂3) = ∂3 × ∂2 · ∂2 × ∂3,
(163c)
g21g33 − g31g23 = (∂2 · ∂1) (∂3 · ∂3)− (∂3 · ∂1) (∂2 · ∂3) = ∂2 × ∂3 · ∂1 × ∂3.
(163d)
Furthermore, the tangent basis ∂i is related to the cotangent basis dx
i ac-
cording to ∇xi = ǫijkJ−1∂j × ∂k. Hence,
g13g32 − g12g33 = J2∇x1 · ∇x2 = J2g12, (164a)
g11g33 − g13g31 = J2∇x2 · ∇x2 = J2g22, (164b)
g32g23 − g22g33 = −J2∇x1 · ∇x1 = −J2g11, (164c)
g21g33 − g31g23 = −J2∇x1 · ∇x2 = −J2g12. (164d)
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Using these expressions, equation (162) becomes
w1 =
1
g33
[
g13w3 + J
(
g12
∂Θ
∂x1
+ g22
∂Θ
∂x2
)]
,
w2 =
1
g33
[
g23w3 − J
(
g11
∂Θ
∂x1
+ g12
∂Θ
∂x2
)]
.
(165)
Plugging equations (165) and (161) into (159), we arrive at
1
J
∂
∂xi
(
Jgij
g33
∂Θ
∂xj
)
− dχ
dΘ
+
1
2g33
dw23
dΘ
+
w3
J
[
∂
∂x2
(
g13
g33
)
− ∂
∂x1
(
g23
g33
)]
= 0.
(166)
Observe that
∇·
(
∂3 ×∇x3
g33
)
dx ∧ dy ∧ dz = L ∂3×(∂1×∂2)
g33J
dx ∧ dy ∧ dz
= L g32∂1−g31∂2
g33J
dx ∧ dy ∧ dz = L g32∂1−g31∂2
g33
dx1 ∧ dx2 ∧ dx3
= − 1
J
[
∂
∂x2
(
g13
g33
)
− ∂
∂x1
(
g23
g33
)]
dx ∧ dy ∧ dz.
(167)
Finally, recalling that the Laplacian operator ∆ = ∂2x + ∂
2
y + ∂
2
z in the
coordinates
(
x1, x2, x3
)
is given by ∆ = J−1∂iJg
ij∂j , equation (166) can be
rearranged as
∆Θ−∇Θ · ∇ log g33 − g33 dχ
dΘ
+
1
2
dw23
dΘ
− g33w3∇ ·
(
∂3 ×∇x3
g33
)
= 0, (168)
which is the Grad-Shafranov equation.
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