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Abstrakt
V soucˇasny´ch syste´mech pro rozpozna´n´ı mluvcˇ´ıho se zpravidla vyuzˇ´ıvaj´ı kra´tkodobe´ aku-
sticke´ prˇ´ıznaky. Jine´ prˇ´ıznaky se pouzˇ´ıvaj´ı jen zrˇ´ıdka. V pra´ci se zameˇrˇ´ım na prosodicke´
prˇ´ıznaky z´ıskane´ z pr˚ubeˇhu za´kladn´ıho to´nu a energie. Tyto prˇ´ıznaky modeluj´ı pr˚ubeˇh
za´kladn´ıho to´nu v jednotlivy´ch fone´mech nebo slabika´ch. Z literatury je zna´mo, zˇe syste´my
zalozˇene´ na prosodii neposkytuj´ı tak dobre´ vy´sledky jako akusticke´, ale spojen´ım aku-
sticke´ho syste´mu a syste´mu zalozˇene´ho na prosodii se dosa´hne znacˇne´ho zlepsˇen´ı vy´sledk˚u.
To oveˇrˇ´ım spojen´ım s akusticky´m syste´mem vyvinuty´m na VUT. Prˇi experimentech pouzˇiji
data z evaluac´ı porˇa´dany´ch Na´rodn´ım u´rˇadem pro standardy a technologie (NIST).
Kl´ıcˇova´ slova
prosodie,za´kladn´ı to´n,energie,identifikace mluvcˇ´ıho,oveˇrˇen´ı mluvcˇ´ıho, rozpozna´n´ı mluvcˇ´ıho,
jazykovy´ model, bigram, n-gram
Abstract
Most current automatic speaker recognition system extract speaker-depend features by
looking at short-term spectral information. This approach ignores long-term information.
I explored approach that use the fundamental frequency and energy trajectories for each
speaker. This approach models prosody dynamics on single fonemes or syllables. It is known
from literature that prosodic systems do not work as well the acoustic one but it improve
the system when fusing. I verified this assumption by fusing my results with state of the
art acoustic system from BUT. Data from standard evaluation campaigns organized by
National Institute of Standarts and Technology are used for all experiments.
Keywords
prosody, pitch, energy, speaker identification, speaker validation, speaker recognition, lan-
guage model, bigram, n-gram
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Kapitola 1
U´vod
1.1 Motivace
Prvn´ı velkou skupinou uzˇivatel˚u syste´mu˚ pro rozpozna´n´ı rˇecˇn´ıka jsou r˚uzne´ bezpecˇnostn´ı
slozˇky (policie, arma´da, apod.). Teˇm se hod´ı nahra´vat, prˇ´ıpadneˇ prˇekla´dat odposlechy
pouze, kdyzˇ mluv´ı sledovana´ osoba. Zˇa´danou u´lohou je take´ oveˇrˇova´n´ı totozˇnosti osoby
podle za´znamu jej´ıho hlasu.
Dalˇs´ı vyuzˇit´ı se nab´ız´ı prˇi prohleda´va´n´ı za´znamu˚ z porad, prˇedna´sˇek, sch˚uz´ı a televizn´ıch
porˇad˚u, kde na´s cˇasto zaj´ıma´ nejen to co se rˇ´ıka´, ale i kdo to rˇ´ıka´. Mu˚zˇeme vyhleda´vat pouze
v promluva´ch dane´ osoby.
Komercˇneˇ zaj´ımavy´m vyuzˇit´ım je personalizace sluzˇeb. Kdy mu˚zˇeme meˇnit prˇ´ıstup
k za´kazn´ıkovi podle toho zda je to pravidelny´ za´kazn´ık nebo nezna´ma´ osoba.
1.2 NIST evaluace
Americka´ organizace NIST (National Institute of Standarts and Technology) porˇa´da´ od roku
1996 evaluace zameˇrˇene´ na rozpozna´n´ı mluvcˇ´ıho. Teˇchto evaluac´ı se u´cˇastn´ı asi 40 organizac´ı
z cele´ho sveˇta a to jak z akademicke´ sfe´ry, tak z pr˚umyslu. Je mozˇne´ i spojen´ı neˇkolika
vy´zkumny´ch ty´mu˚ do jednoho celku.
C´ılem je posunout vy´zkum v dane´ oblasti da´le. Po kazˇde´m rocˇn´ıku na´sleduje workshop,
kde jednotlivy´ u´cˇastn´ıci prezentuj´ı metody, jaky´mi dosa´hli svy´ch vy´sledk˚u. T´ımto je zajiˇsteˇn
rychly´ pokrok, protozˇe kazˇdy´ u´cˇastn´ık evaluace mus´ı kazˇdy´ rok prˇij´ıt s neˇjaky´m vylepsˇen´ım
aby uspeˇl.
Pr˚ubeˇh evaluac´ı rozpozna´n´ı mluvcˇ´ıho je popsa´n v [13]. Protozˇe prˇi vy´voji syste´mu˚
pro zpracova´n´ı rˇecˇi je zvykem prezentovat vy´sledky na NIST datech, budu se i ja´ v pra´ci
drzˇet tohoto pravidla.
Kromeˇ rozpozna´n´ı mluvcˇ´ıho NIST porˇa´da´ i evaluace zameˇrˇene´ na detekci kl´ıcˇovy´ch slov,
rozpozna´n´ı jazyka a dalˇs´ı (i mimo oblast zpracova´n´ı rˇecˇi).
1.3 Strucˇny´ obsah pra´ce
V kapitole 2 je definova´na u´loha rozpozna´n´ı rˇecˇn´ıka. Da´le je uveden strucˇny´ popis nej-
pouzˇ´ıvaneˇjˇs´ıch metod, aby bylo mozˇno zasadit metody zalozˇene´ na prosodicky´ch prˇ´ıznac´ıch
do sˇirsˇ´ıho kontextu. Je zde take´ popsa´n zp˚usob jak hodnotit u´speˇsˇnost jednotlivy´ch syste´mu˚.
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V dalˇs´ı kapitole (3) je vysveˇtlen pojem prosodie a popsa´n vy´beˇr a metody z´ıska´n´ı proso-
dicky´ch prˇ´ıznak˚u (za´kladn´ı to´n, energie) pro rozpozna´n´ı mluvcˇ´ıho.
V kapitole 4 je podrobneˇ rozebra´na segmentace rˇecˇi do mensˇ´ıch cˇa´st´ı (od sebe odliˇsny´ch
slabik nebo fone´mu˚) na za´kladeˇ pr˚ubeˇhu za´kladn´ıho to´nu a energie, ktera´ bude pouzˇita
pro rozpozna´n´ı mluvcˇ´ıho v syste´mech popsany´ch v kapitole 7.
Segmentaci je take´ mozˇno z´ıskat z fone´move´ho rozpozna´vacˇe, ktery´ prˇepisuje rˇecˇ na jed-
notlive´ fone´my. Rozpozna´n´ı mluvcˇ´ıho zalozˇene´ na te´to segmentaci je v kapitole 8.
Prˇi experimentech se syste´mem pro ropozna´n´ı mluvcˇ´ıho popsany´ch v kapitole 6 jsou
pouzˇity pro modelova´n´ı jazykove´ modely popsa´ne´ v kapitole 5.
Syste´my pracuj´ıc´ı s prosodicky´mi prˇ´ıznaky se pouzˇ´ıvaj´ı hlavneˇ ve spojen´ı s ostatn´ımi
syste´my. T´ımto spojen´ım se zaby´va´ kapitola 9.
V za´veˇrecˇne´ kapitole 10 jsou vyhodnoceny vy´sledky experiment˚u, nacˇrtnuto dalˇs´ı pokra-
cˇova´n´ı projektu a naznacˇena souvislost s dalˇs´ımy projekty rˇesˇeny´mi v ra´mci fakulty.
1.4 Na´vaznost na rocˇn´ıkovy´ projekt
V ra´mci rocˇn´ıkove´ho projektu jsem rˇesˇil segmentaci podle pr˚ubeˇhu za´kladn´ıho to´nu pop-
sanou v [4]. Prˇi te´to prˇ´ılezˇitosti vznikla kapitola o rozpozna´n´ı rˇecˇn´ıka (kap. 2), o prosod-
icky´ch prˇ´ıznac´ıch (kap. 3) a kapitola zaby´vaj´ıc´ı se segmentac´ı podle pr˚ubeˇhu za´kladn´ıho
to´nu (kap. 4).
Segmentace rˇesˇena´ v ra´mci rocˇn´ıkove´ho projektu je pouzˇita pro sestaven´ı syste´mu˚
vyuzˇ´ıvaj´ıc´ıch segmentaci podle za´kladn´ıho to´nu (kap. 7).
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Kapitola 2
Rozpozna´n´ı rˇecˇn´ıka
Pro pojem rozpozna´n´ı mluvcˇ´ıho se cˇasto pouzˇ´ıvaj´ı anglicke´ zkratky SpeakerID nebo SpkID.
2.1 Za´kladn´ı u´lohy SpkID
Podle [7, str. 489] mu˚zˇeme ve SpkID identifikovat dveˇ za´kladn´ı u´lohy verifikace rˇecˇn´ıka
a identifikace rˇecˇn´ıka.
Prˇi verifikaci rˇecˇn´ıka oveˇrˇujeme zda dany´ hlas odpov´ıda´ dane´mu rˇecˇn´ıkovi. Vstupem
syste´mu je rˇecˇovy´ signa´l a informace o identiteˇ rˇecˇn´ıka. Porovna´va´me reprezentaci hlasu
nezna´me´ho rˇecˇn´ıka s reprezentac´ı hlasu rˇecˇn´ıka, za ktere´ho se nezna´my´ rˇecˇn´ık vyda´va´.
Pokud se tyto reprezentace liˇs´ı meˇneˇ, nezˇ uda´va´ prˇedem zadany´ pra´h, prohla´s´ıme o nezna´-
me´m uzˇivateli, zˇe je uzˇivatel jehozˇ identitu zadal (z angl. client nebo target). V opacˇne´m
prˇ´ıpadeˇ uzˇivatele prohla´s´ıme podvodn´ıkem (z angl. impostor nebo non-target).
V druhe´ u´loze - identifikaci rˇecˇn´ıka urcˇujeme, ktery´ zna´my´ hlas nejle´pe odpov´ıda´
hlasu nezna´me´ho rˇecˇn´ıka. Takova´ u´loha se pak nazy´va´ identifikace na uzavrˇene´ mnozˇineˇ.
Pokud prˇipust´ıme i prˇ´ıpad, zˇe nezna´my´ rˇecˇn´ık nemus´ı by´t zˇa´dny´m ze zna´my´ch rˇecˇn´ık˚u, jde
o identifikaci na otevrˇene´ mnozˇineˇ. Porovna´n´ı prob´ıha´ tak, zˇe se vytvorˇ´ı reprezentace hlasu
nezna´me´ho rˇecˇn´ıka a ta je porovna´va´na s reprezentacemi hlas˚u zna´my´ch rˇecˇn´ık˚u.
Pokud pracujeme na uzavrˇene´ mnozˇineˇ, prohla´s´ıme nezna´me´ho rˇecˇn´ıka rˇecˇn´ıkem s nej-
podobneˇjˇs´ı reprezentac´ı hlasu.
Pokud pracujeme na otevrˇene´ mnozˇineˇ, porovna´me rozd´ıl reprezentac´ı nejpodobneˇjˇs´ıho
hlasu a hlasu nezna´me´ho rˇecˇn´ıka se zadany´m prahem. Pokud je rozd´ıl veˇtsˇ´ı nezˇ pra´h neod-
pov´ıda´ nezna´my´ rˇecˇn´ık zˇa´dne´mu ze zna´my´ch rˇecˇn´ık˚u.
U´loha identifikace rˇecˇn´ıka je rozsˇ´ıˇren´ım u´lohy verifikace rˇecˇn´ıka a proto se v praxi tyto
u´lohy cˇasto nerozliˇsuj´ı. Jejich striktn´ı rozliˇsova´n´ı je nutne´ azˇ v nejvysˇsˇ´ı u´rovni abstrakce.
Na nizˇsˇ´ıch u´rovn´ıch abstrakce jako je tvorba prˇ´ıznak˚u, jejich modelova´n´ı apod. se postupuje
u obou u´loh stejneˇ.
2.2 Deˇlen´ı syste´mu˚ pro SpkID
K SpkID existuj´ı dva prˇ´ıstupy: textoveˇ za´visle´ a textoveˇ neza´visle´ rozpozna´n´ı. Prˇi tex-
toveˇ za´visle´m rozpozna´n´ı mus´ı uzˇivatel vyslovit prˇesneˇ zadanou promluvu. Prˇi textoveˇ
neza´visle´m rozpozna´va´n´ı neza´lezˇ´ı na vyslovene´ promluveˇ. T´ım, zˇe prˇedem zna´me promluvu
dosahuje rozpozna´n´ı vysˇsˇ´ı u´speˇsˇnosti, ale je pro neˇktere´ u´lohy nepouzˇitelne´. Jde o u´lohy,
kdy rˇecˇn´ık nev´ı o SpkID syste´mu, nebo za´meˇrneˇ nechce spolupracovat.
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2.3 Sche´ma syste´mu pro SpkID
Na obra´zku 2.1 je videˇt blokove´ sche´ma typicke´ho syste´mu.
Obra´zek 2.1: Blokove´ sche´ma syste´mu pro SpkID
Vstupem je rˇecˇovy´ signa´l. Ten je cˇasto filtrova´n a segmentova´n. Filtrac´ı se upravuje
spektrum signa´lu, prˇ´ıpadneˇ se mu˚zˇe odstranˇovat sˇum apod. Segmentac´ı se mysl´ı deˇlen´ı
signa´lu na mensˇ´ı u´seky (cˇasto se prˇekry´vaj´ıc´ı), ze ktery´ch se extrahuj´ı prˇ´ıznaky, prˇ´ıznakovy´
vektor. Ty mohou by´t r˚uzne´ (MFCC, LPC, za´kladn´ı to´n . . . ). Typ pouzˇity´ch prˇ´ıznak˚u
za´lezˇ´ı na konkre´tn´ım prˇ´ıstupu k SpkID (podrobnosti jsou v kapitole 2.4).
Prˇ´ıznakovy´ vektor je vyhodnocen spolecˇny´m modelem pro vsˇechny mluvcˇ´ı a mod-
elem pro c´ılove´ho mluvcˇ´ıho 1. Abychom odst´ınili vliv prostrˇed´ı prˇi porˇ´ızen´ı nahra´vky
pocˇ´ıta´me rozd´ıl odezvy modelu pro c´ılove´ho mluvcˇ´ıho a modelu pro vsˇechny mluvcˇ´ı2. Model
pro vsˇechny mluvcˇ´ı se take´ s vy´hodou vyuzˇ´ıva´ prˇi tre´nova´n´ı. Tento model natre´nujeme
na datech pro vsˇechny mluvcˇ´ı, a modely pro c´ılove´ mluvcˇ´ı tre´nujeme pouze adaptac´ı mo-
delu pro vsˇechny mluvcˇ´ı na dane´ho mluvcˇ´ıho. Tento postup je nutny´, protozˇe te´meˇrˇ nikdy
nema´me dostatek tre´novac´ıch dat od jednoho mluvcˇ´ıho na natre´nova´n´ı modelu c´ılove´ho
mluvcˇ´ıho.
Cˇasto se hod´ı mı´t veˇrohodnost (v angl. likelihood) pro danou promluvu v neˇjake´m
rozsahu, nebo je nutne´ namapovat vy´stupy jednotlivy´ch model˚u do jednoho rozsahu. Aby-
chom tohoto dosa´hli, normalizujemee. K tomu slouzˇ´ı naprˇ´ıklad T-normalizace nebo Z-
normalizace. Naprˇ´ıklad T-normalizace je vypocˇtena jako
scnorm =
sc−mean√
var
(2.1)
kde sc je veˇrohodnost vra´cena dany´m modelem pro danou promluvu. Hodnoty mean a var
jsou strˇedn´ı hodnota a rozptyl veˇrohodnosti promluvy testovane´ proti ostatn´ım model˚um.
Normalizovanou likelihood porovna´me s prahem a podle vy´sledku porovna´n´ı prˇiˇrad´ıme
dane´ promluveˇ (prˇ´ıznakove´mu vektoru) mluvcˇ´ıho, prˇ´ıpadneˇ rozhodneme zda dana´ promluva
pocha´z´ı od dane´ho mluvcˇ´ıho.
V praxi se pro zvy´sˇen´ı u´speˇsˇnosti cˇasto spojuj´ı vy´sledky v´ıce syste´mu˚ zalozˇeny´ch na r˚uz-
ny´ch prˇ´ıznac´ıch.
1Pokud prova´d´ıme identifikaci mluvcˇ´ıho nezna´me model c´ılove´ho mluvcˇ´ıho. Zkousˇ´ıme tedy postupneˇ
vsˇechny modely a vybereme ten, ktery´ pro prˇ´ıznakovy´ vektor vrac´ı nejveˇtsˇ´ı odezvu.
2v anglicˇtineˇ se pouzˇ´ıva´ termı´n Universal Background Model - UBM. V cˇeske´ literaturˇe se mu˚zˇeme take´
setkat s oznacˇen´ım model sveˇta.
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2.4 Mozˇnosti jak deˇlat SpkID
2.4.1 Akusticky´ prˇ´ıstup
Pro syste´m plat´ı blokove´ sche´ma uvedene´ na obra´zku 2.1. Jednotlive´ syste´my se liˇs´ı v pouzˇi-
ty´ch prˇ´ıznac´ıch a modelovac´ım prˇ´ıstupu. Prˇ´ıkladem syste´mu pouzˇ´ıvaj´ıc´ıho akusticky´ prˇ´ıstup
mu˚zˇe by´t syste´m BUT-GMM popsany´ v kapitole 9.
Nejpouzˇ´ıvaneˇjˇs´ı prˇ´ıstupy pro modelova´n´ı jsou GMM (Gaussians mixture model [7, str.
521]), HMM (Hidden Markov model [7, str. 523]), neuronove´ s´ıteˇ [10] a SVM (Support
vector machine) [2].
Prˇ´ıznaky je mozˇno deˇlit na n´ızkou´rovnˇove´ a vysokou´rovnˇove´. Nı´zkou´rovnˇove´ prˇ´ıznaky se
z´ıska´vaj´ı jednodusˇeji a proto se zacˇaly pouzˇ´ıvat drˇ´ıve. Jde o relativneˇ jednodusˇe z´ıskatelne´
hodnoty zpravidla popisuj´ıc´ı kra´tky´ u´sek rˇecˇove´ho signa´lu. Mohou vycha´zet jak ze spektra
signa´lu, tak z cˇasove´ oblasti. Podle [7, str. 505] se nejprve pouzˇ´ıvaly koeficienty linea´rn´ı
predikce (LPC). Pozdeˇji se zacˇaly pouzˇ´ıvat kepstra´ln´ı koeficienty LPC a melovske´ kepstra´ln´ı
koeficienty (MFCC). Dnes jsou nejpouzˇ´ıvaneˇjˇs´ı MFCC [7, str. 162].
2.4.2 Vysokou´rovnˇove´ SpkID
Do te´to skupiny patrˇ´ı syste´my pouzˇ´ıvaj´ıc´ı komplexneˇjˇs´ı prˇ´ıznaky, ktere´ se v´ıce bl´ızˇ´ı zp˚usobu
jaky´m rozpozna´va´ jednotlive´ mluvcˇ´ı cˇloveˇk. Jejich z´ıska´n´ı by´va´ slozˇiteˇjˇs´ı, proto se zacˇaly
pro rozpozna´n´ı mluvcˇ´ıho pouzˇ´ıvat pozdeˇji. Cˇasto popisuj´ı delˇs´ı u´sek rˇecˇove´ho signa´lu nezˇ
n´ızkou´rovnˇove´ prˇ´ıznaky. Tyto prˇ´ıznaky se ukazuj´ı by´t komplementem k prˇ´ıznak˚u aku-
sticky´m. Spojen´ım vy´sledk˚u syste´mu zalozˇene´ho na akusticke´m prˇ´ıstupu s vy´sledky syste´mu
zalozˇene´ho na vysokou´rovnˇovy´ch prˇ´ıznac´ıch vy´znamneˇ zvy´sˇ´ıme u´speˇsˇnost rozpozna´n´ı mluvcˇ´ı-
ho [4]. V [5] jsou vysokou´rovnˇove´ prˇ´ıznaky deˇleny na fonotakticke´ a prosodicke´.
Ve fonotakticke´m prˇ´ıstupu se vyuzˇ´ıva´ vy´stup fone´move´ho rozpozna´vacˇe pro tre´nova´n´ı
model˚u pro c´ılove´ho mluvcˇ´ıho a modelu sveˇta. Modelujeme frekvence vy´skyt˚u fone´mu (nebo
sekvenc´ı fone´mu˚) v rˇecˇi.
Prosodicky´m prˇ´ıznak˚um se budu veˇnovat v na´sleduj´ıch kapitole 3 a v kapitole 4, kde je
v´ıce podrobnost´ı o jejich z´ıska´va´n´ı a zpracova´n´ı.
2.5 Hodnocen´ı u´speˇsˇnosti syste´mu˚ pro SpkID
Prˇi rozpozna´va´n´ı mluvcˇ´ıho mohou nastat cˇtyrˇi mozˇne´ vy´sledky:
• identita rˇecˇn´ıka a zadana´ identita se shoduj´ı a syste´m rozpozna´ rˇecˇn´ıka dane´ identity,
jde o spra´vne´ prˇijet´ı
• identita rˇecˇn´ıka a zadana´ identita se shoduj´ı a syste´m nerozpozna´ rˇecˇn´ıka dane´ iden-
tity, jde o nespra´vne´ odmı´tnut´ı
• identita rˇecˇn´ıka a zadana´ identita se neshoduj´ı a syste´m rozpozna´ rˇecˇn´ıka dane´ iden-
tity, jde o nespra´vne´ prˇijet´ı
• identita rˇecˇn´ıka a zadana´ identita se neshoduj´ı a syste´m nerozpozna´ rˇecˇn´ıka dane´
identity, jde o spra´vne´ odmı´tnut´ı
Existuj´ı tedy dveˇ skupiny chyb, chyby nespra´vne´ho odmı´tnut´ı a chyby nespra´vne´ho prˇijet´ı.
Potom mu˚zˇeme syste´m charakterizovat pomoc´ı pomeˇru chyb nespra´vne´ho prˇijet´ı FAR
FAR =
nFA
nimpostor
(2.2)
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kde nFA uda´va´ pocˇet pokus˚u, kdy syste´m nespra´vne´ho rˇecˇn´ıka prˇijal, a nimpostor je celkovy´
pocˇet pokus˚u, kdy meˇl syste´m meˇl odmı´tnout (sˇlo o podvodn´ıka), a pomoc´ı pomeˇru pocˇtu
chyb nespra´vne´ho odmı´tnut´ı FRR
FRR =
nFR
nclient
(2.3)
kde nFR uda´va´ pocˇet pokus˚u, kdy syste´m spra´vne´ho rˇecˇn´ıka odmı´tl, a nclient je celkovy´
pocˇet pokus˚u, kdy meˇl syste´m prˇijmout (sˇlo o spra´vne´ho rˇecˇn´ıka).
V praxi se pro rychle´ ohodnocen´ı syste´mu˚ hod´ı mı´t pouze jedno cˇ´ıslo. T´ım je cˇasto mı´ra
rovnosti chyb ERR (Equal eRror Rate) dana´ vztahem 2.4, nebo hodnota ztra´tove´ funkce
DCF (Detection Cost Function) dana´ vztahem 2.6.
Pro urcˇen´ı mı´ry rovnosti chyb hleda´me takove´ nastaven´ı prahu, kdy se mı´ra chyb ne-
spra´vne´ho odmı´tnut´ı a nespra´vne´ho prˇijet´ı rovna´. Protozˇe prˇesne´ nalezen´ı hodnoty prahu
ΘERR je obt´ızˇne´, pouzˇ´ıva´ se prˇiblizˇna´ hodnota ERR urcˇena´ jako
ERR =
FRR(Θ′ERR) + FAR(Θ
′
ERR)
2
(2.4)
kde Θ′ERR urcˇ´ıme jako
Θ′ERR = argmin|FRR(Θ)− FAR(Θ)| (2.5)
Hodnotu ztra´tove´ funkce (DCF) pro dany´ pra´h urcˇ´ıme jako
DCF = cost(FR) · FRR · P (client) + cost(FA) · FAR · P (impostor) (2.6)
kde cost(FR) znacˇ´ı cenu nespra´vne´ho odmı´tnut´ı a cost(FA) cenu nespra´vne´ho prˇijet´ı. Hod-
nota P (client) oznacˇuje apriorn´ı pravdeˇpodobnost, zˇe jde o spra´vne´ho rˇecˇn´ıka a P (impostor)
je apriorn´ı praveˇpodobnost, zˇe jde o podvodn´ıka a za´rovenˇ plat´ı
P (impostor) = 1− P (client) (2.7)
Prˇi hodnocen´ı syste´mu˚ pro SpkID je kromeˇ u´speˇsˇnosti nutne´ udat za jaky´ch podmı´nek
bylo teˇchto vy´sledk˚u dosazˇeno. Jde o vlastnosti soustavy pro nahra´va´n´ı dat (mikrofony,
vzorkovac´ı frekvence, podmı´nky prˇi nahra´va´n´ı apod.), mnozˇstv´ı tre´novac´ıch dat pro natre´no-
va´n´ı modelu, nastaven´ı prahu (obr. 2.1) atd.
2.5.1 Graficka´ podoba hodnocen´ı
Cˇ´ıselne´ hodnoty FRR a FAR jsou za´visle´ na nastaven´ı prahu Θ. Pro graficke´ porovna´n´ı
vy´sledk˚u syste´mu˚ pro SpkID se cˇasto pouzˇ´ıva´ ROC krˇivka (Receiver Operating Character-
istic). Ta zobrazuje za´vislost FRR na FAR, prˇicˇemzˇ hodnota Θ je parametrem za´vislosti.
Pokud do jednoho obra´zku zaneseme v´ıce ROC krˇivek, s maly´mi rozd´ıly meˇr FRR
a FAR budou tyto krˇivky prˇ´ıliˇs bl´ızko u sebe a obra´zek se stane neprˇehledny´m. Tento jev
je jesˇteˇ v´ıce pos´ılen pro male´ hodnoty meˇr FRR a FAR.
Rˇesˇen´ım je pouzˇit´ı krˇivky DET (Detection error Trade-off curve), zavedene´ v [6], ktera´
ma´ na osa´ch kvantily normovane´ho norma´ln´ıho rozdeˇlen´ı, ktere´ odpov´ıdaj´ı pomeˇrny´m
pocˇt˚um chyb FRR a FAR. T´ımto postupem dosta´va´me nelinea´rn´ı osy.
U´speˇsˇnost syste´mu je t´ım lepsˇ´ı cˇ´ım v´ıce se pr˚ubeˇh ROC nebo DET krˇivky bl´ızˇ´ı k pocˇa´tku.
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Kapitola 3
Prosodie
V [7, str. 64] se k prosodii p´ıˇse:
Termı´nem prosodie se oznacˇuj´ı takove´ vlastnosti rˇecˇove´ho signa´l˚u, ktere´ souvis´ı
prˇedevsˇ´ım s frekvenc´ı za´kladn´ıho to´nu (vy´sˇkou hlasu), intenzitou (hlasitost´ı)
a cˇasova´n´ım. Mezi aspekty rˇecˇi spojene´ s cˇasova´n´ım patrˇ´ı rytmus (a s t´ım
spojene´ rozvrzˇen´ı prˇ´ızvuku) a rychlost rˇecˇi (trva´n´ı slabik a hla´sek). Zmeˇny
za´kladn´ıho hlasivkove´ho to´nu tvorˇ´ı melodii (resp. intonaci) promluvy. Proso-
dicke´ rysy se prˇitom vztahuj´ı k veˇtsˇ´ım rˇecˇovy´m jednotka´m (jako jsou slabiky,
slova, cele´ veˇty, nebo dokonce i veˇtsˇ´ı promluvy).
3.1 Za´kladn´ı to´n
Frekvence za´kladn´ıho hlasivkove´ho tonu odpov´ıda´ frekvenci prvn´ıho formantu (naby´va´ hod-
not asi od 50Hz u muzˇ˚u azˇ po 400Hz u deˇt´ı). Za´kladn´ı to´n se uda´va´ bud’ v hertz´ıch. Cˇasto
oznacˇuje jako f0 1. Mu˚zˇeme se setkat i s pojmem perioda za´kladn´ıho to´nu, ktera´ se uda´va´
ve vzorc´ıch nebo sekunda´ch. O za´kladn´ım to´nu ma´ smysl mluvit pouze u zneˇly´ch hla´sek.
Naivn´ı jednoducha´ metoda filtrovat signa´l doln´ı propust´ı nelze pouzˇ´ıt, d´ıky znacˇne´mu
rozsahu hodnot za´kladn´ıho to´nu. Pokud bychom zvolili lomovou frekvenci naprˇ´ıklad 100 Hz,
nedetekovali bychom vysˇsˇ´ı hodnoty a pokud bychom zvolili vysˇsˇ´ı hodnotu lomove´ frekvence,
tak by se ve spektru objevovali i vysˇsˇ´ı harmonicke´.
Pro detekci za´kladn´ıho to´nu se vyuzˇ´ıva´ poznatek, zˇe jde o prvn´ı maximum vy´konove´ho
spektra. Za´kladn´ı to´n se urcˇuje vzˇdy pro jeden zneˇly´ ra´mec2.
3.1.1 Autokorelacˇn´ı metoda
Pro rˇecˇovy´ ra´mec spocˇ´ıta´me autokorelacˇn´ı funkci
R(m) =
N−1−m∑
n=0
s(n)s(n+m) (3.1)
Za´kladn´ı to´n je vzda´lenost maxima Rmax od nulte´ho koeficientu R(0). Pokud je hodnota
maxima Rmax vy´razneˇ mensˇ´ı nezˇ hodnota R(0) je ra´mec nezneˇly´.
1V anglicke´ literaturˇe se mu˚zˇeme setkat s pojmem pitch.
2v anglicˇtineˇ oznacˇovany´ jako frame, pouzˇ´ıva´ se de´lka 20 azˇ 30 ms a prˇesah 10 ms pro vzorkovac´ı frekvenci
8 kHz.
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Tato metoda cˇasto nenalezne spra´vnou hodnotu. V praxi se nepouzˇ´ıva´. Prˇ´ıklad pr˚ubeˇhu
za´kladn´ıho to´nu vygenerovane´ho autokorelacˇn´ı metodou je v prvn´ım grafu na obra´zku 3.1.
3.1.2 Kroskorelacˇn´ı metoda
Odstranˇuje proble´m se zmensˇuj´ıc´ım se pocˇtem vzork˚u, ze ktery´ch jsou pocˇ´ıta´ny vysˇsˇ´ı au-
tokorelacˇn´ı koeficienty zahrnut´ım prˇedchoz´ıho ra´mce do vy´pocˇtu.
CCF (m) =
zr+N−1∑
n=zr
s(n)s(n−m) (3.2)
T´ım se ovsˇem zmeˇn´ı celkova´ energie signa´lu. To mu˚zˇeme rˇesˇit normalizac´ı
NCCF (m) =
∑zr+N−1
n=zr s(n)s(n−m)√
E1E2
(3.3)
kde
E1 =
zr+N−1∑
n=zr
s2(n) E2 =
zr+N−1∑
n=zr
s2(n−m) (3.4)
Metoda poskytuje lepsˇ´ı vy´sledky nezˇ autokorelace, ale vy´sledky jsou sta´le v praxi nepouzˇitelne´.
Vy´stupem jsou cˇasto dvojna´sobne´ nebo v´ıcena´sobne´ hodnoty vlivem nedostatecˇne´ho potlacˇen´ı
vlivu vysˇsˇ´ıch formant˚u.
Prˇ´ıklad pr˚ubeˇhu za´kladn´ıho to´nu vygenerovane´ho normalizovanou kroskorelacˇn´ı metodou
je na obra´zku 3.1 v prvn´ım grafu.
3.1.3 Program wavesurfer
Ve zpracova´n´ı rˇecˇi cˇasto pouzˇ´ıvany´ program pro rychly´ na´hled na rˇecˇovy´ signa´l. Ma´ v´ıce
funkc´ı nezˇ jen detekci za´kladn´ıho to´nu.
Pro detekci za´kladn´ıho to´nu pozˇ´ıva´ knihovnu ESPS (Entropic Speech Processing Sys-
tem) kde je implementova´na metoda AMDF (Average Magnitude Difference Function).
Program sˇ´ıˇren ve jako open source, oficia´ln´ı stra´nky jsou na adrese http://www.speech.
kth.se/wavesurfer/. Program se jizˇ nevyv´ıj´ı. Nevy´hodou wavesurferu je jeho nestabilita
prˇi zpracova´n´ı delˇs´ıch nahra´vek nezˇ neˇkolik des´ıtek sekund.
Prˇ´ıklad pr˚ubeˇhu za´kladn´ıho to´nu vygenerovane´ho programem wavesurfer je na obra´zku
3.1 v druhe´m grafu.
3.1.4 Program praat
Dalˇs´ı z programu˚ pouzˇ´ıvany´ ve zpracova´n´ı rˇecˇi. Ma´ ve srovna´n´ı s programem wavesurfer
veˇtsˇ´ı mnozˇstv´ı funkc´ı a ma´ mozˇnost spusˇteˇn´ı z prˇ´ıkazove´ rˇa´dky. Je slozˇiteˇjˇs´ı na ovla´da´n´ı
a detekce za´kladn´ıho to´nu mu trva´ de´le nezˇ wavesurferu. Za´kladn´ı vy´hody proti wavesurferu
jsou stabilita a subjektivneˇ lepsˇ´ı vy´sledky detekce za´kladn´ıho to´nu.
Detekce za´kladn´ıho to´nu v praatu je zalozˇena na prˇesne´ autokorelacˇn´ı metodeˇ (algorit-
mus v dodatku A). Podrobny´ popis metody detekce za´kladn´ıho to´nu a srovna´n´ı s dalˇs´ımi
metodami je v cˇla´nku [1].
Program je sˇ´ıˇren pod licenc´ı GNU GPL, oficia´ln´ı stra´nky jsou na adrese http://www.
fon.hum.uva.nl/praat/.
Prˇ´ıklad pr˚ubeˇhu za´kladn´ıho to´nu vygenerovane´ho programem praat je na obra´zku 3.1
v druhe´m grafu.
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Obra´zek 3.1: Srovna´n´ı metod detekce za´kladn´ıho to´nu
3.1.5 Srovna´n´ı detektor˚u f0
Detektory za´kladn´ıho to´nu je nutno porovna´vat subjektivneˇ, protozˇe data oznacˇena´ za´klad-
n´ım to´nem jsou velmi teˇzˇko dostupna´. Pozˇadavky na detektor pouzˇitelny´ pro SpkID:
• meˇl by produkovat vyhlazeny´ pr˚ubeˇh
• nemeˇl by detekovat vysˇsˇ´ı na´sobky f0
• mı´sta s malou amplitudou signa´lu by meˇl oznacˇit jako nezneˇla´
• mozˇnost ovla´da´n´ı z prˇ´ıkazove´ rˇa´dky
• vysoka´ rychlost detekce a male´ na´roky na pameˇt’ pocˇ´ıtacˇe
Na obra´zku 3.1 jsou porovna´ny r˚uzne´ metody detekce za´kladn´ıho to´nu. V prvn´ım
grafu je porovna´n´ı autokorelacˇn´ı metody s metodou kroskorelacˇn´ı. V druhe´m grafu jsou
porovna´ny programy wavesurfer a praat. V posledn´ım grafu je videˇt signa´l, na ktere´m bylo
srovna´n´ı prova´deˇno.
Z vy´sledk˚u je videˇt nepouzˇitelnost za´kladn´ıch metod. Tyto metody jsou ovsˇem za´kladem
pro tvorbu pokrocˇilejˇs´ıch metod.
Programy praat a wavesurfer poskytuj´ı srovnatelne´ vy´sledky, ale program praat umozˇnˇu-
je ovla´da´n´ı z prˇ´ıkazove´ rˇa´dky a je stabilneˇjˇs´ı. Proto byl pro dalˇs´ı experimenty vybra´n pro-
gram praat.
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Obra´zek 3.2: Kra´tkodoba´ energie signa´lu a jej´ı logaritmovana´ podoba
3.2 Kra´tkodoba´ energie
Kol´ısa´n´ı hlasitosti mu˚zˇeme modelovat pr˚ubeˇhem kra´tkodobe´ energie. Ta je pro i-ty´ ra´mec
definova´na jako:
E(i) =
N∑
j=0
s2(iN + j) (3.5)
kde N je de´lka rˇecˇove´ho ra´mce ve vzorc´ıch a s(n) je rˇecˇovy´ signa´l.
V obra´zku 3.2 je pr˚ubeˇh energie pocˇ´ıtane´ podle vy´sˇe uvedene´ho vztahu na prvn´ım
grafu. Z d˚uvodu znacˇne´ho dynamicke´ho rozsahu hodnot a vlastnost´ı lidske´ho sluchu je lepsˇ´ı
pracovat s logaritmickou energi´ı podle vztahu:
Elog(i) = log
 N∑
j=0
s2(iN + j)
 (3.6)
Pr˚ubeˇh Elog je na obra´zku 3.2 uveden jako druhy´ graf. Trˇet´ı pr˚ubeˇh je rˇecˇovy´ signa´l,
pro ktery´ je pocˇ´ıta´na energie.
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Kapitola 4
Segmentace podle f0
Pro rozpozna´n´ı mluvcˇ´ıho je trˇeba z´ıskat prˇ´ıznakovy´ vektor charakterizuj´ıc´ı dane´ho mluvcˇ´ıho.
K tomu vedou na´sleduj´ıc´ı kroky:
1. Rozdeˇlen´ı rˇecˇove´ho signa´lu na ra´mce. Pro kazˇdy´ ra´mec je urcˇen za´kladn´ı to´n (kap.
3.1) a energie.(kap. 3.2).
2. Pr˚ubeˇh za´kladn´ıho to´nu je vyhlazen a rozdeˇlen na segmenty (kap. 4.1).
3. Kra´tke´ segmenty jsou eliminova´ny (kap. 4.2).
4.1 Za´kladn´ı segmentace a vyhlazen´ı
Abychom zabra´nili vzniku velke´ho mnozˇstv´ı segment˚u a odstranili sˇum prova´d´ıme vyhlazen´ı
pr˚ubeˇhu za´kladn´ıho to´nu. K tomu se daj´ı vyuzˇ´ıt dveˇ metody. Pr˚umeˇrovac´ı filtr a media´novy´
filtr.
Pr˚umeˇrovac´ı filtr
y(i) =
1
2k + 1
k∑
n=−k
x(i+ k) (4.1)
pocˇ´ıta´ aritmeticky´ pr˚umeˇr vzork˚u v oke´nku de´lky 2k + 1.
Media´novy´ filtr
y(i) = median(i− k : i+ k) (4.2)
pocˇ´ıta´ media´n vzork˚u na oke´nku de´lky 2k + 1.
Z obra´zku 4.1 je videˇt, zˇe se nejlepsˇ´ı vy´sledky poskytuje media´novy´ filtr, proto je pouzˇit
v na´sleduj´ıch experimentech. Pr˚umeˇrovac´ı filtr nezachova´va´ svisle´ hrany a nedostatecˇneˇ
vyhlazuje pr˚ubeˇh signa´lu. Media´novy´ filtr tyto hrany posunuje o k vzork˚u, cozˇ ovsˇem lze
jednodusˇe kompenzovat.
Pro kazˇdy´ vzorek filtrovany´ media´novy´m filtrem y(i) spocˇ´ıta´me jeho odchylku od prˇed-
choz´ıho vzorku ∆y(i) = y(i − 1) − y(i). Pokud je odchylka kladna´ oznacˇ´ıme trend vzorku
jako kladny´, pokud je za´porna´, jako za´porny´ a pokud je nulova´ oznacˇ´ıme trend vzorku jako
ticho. Hranici segmentu pozna´me jako zmeˇnu trendu vzork˚u. T´ımto postupem dostaneme
signa´l deˇleny´ na segmenty se stejny´m trendem.
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Obra´zek 4.1: Srovna´n´ı media´nove´ho a pr˚umeˇrovac´ıho filtru
4.2 Spojova´n´ı segment˚u
Za´kladn´ı segmentac´ı (kap. 4.1) vznikne znacˇny´ pocˇet kra´tky´ch segment˚u1. Blokove´ sche´ma
algoritmu pro eliminaci kra´tky´ch segment˚u je na obra´zku 4.2.
Nejprve nacˇteme segment. Rozhodneme zda je na´sleduj´ıc´ı segment kra´tky´ nebo dlouhy´.
Pokud jde o dlouhy´ segment, tak vyp´ıˇseme prvn´ı nacˇteny´ segment a pokracˇujeme v nacˇ´ıta´n´ı
dalˇs´ıho segmentu.
Pokud jde o kra´tky´ segment pokracˇujeme v nacˇ´ıta´n´ı kra´tky´ch segment˚u, ktere´ spojujeme
s dlouhy´m segmentem tak dlouho dokud nenajdeme dalˇs´ı dlouhy´ segment.
Pokud je na´sleduj´ıc´ı dlouhy´ segment stejny´ jako ten prˇedchoz´ı, oba segmenty spoj´ıme a
pokracˇujeme zjiˇst’ova´n´ım zda je dalˇs´ı segment kra´tky´. Pokud se segmenty liˇs´ı spoj´ıme prvn´ı
dlouhy´ segment s na´sleduj´ıc´ımi kra´tky´mi segmenty a vyp´ıˇseme takto z´ıskany´ segment. S
druhy´m dlouhy´m segmentem pokracˇujeme ve zjiˇst’ova´n´ı, zda je dalˇs´ı segment kra´tky´.
4.3 Tvorba prˇ´ıznak˚u
Na obra´zku 4.3 je videˇt deˇlen´ı signa´lu na ra´mce podle trendu za´kladn´ıho to´nu v prvn´ım
grafu. Pr˚ubeˇh energie (druhy´ graf) je deˇlen na stejne´ segmenty jako za´kladn´ı to´n. Trend
segmentu je urcˇen jako pr˚umeˇrny´ trend. Spocˇ´ıta´ se suma rozd´ıl˚u dvou po sobeˇ na´sleduj´ıc´ıch
hodnot energie a podle zname´nka te´to sumy je urcˇen trend energie stejneˇ jako trend
za´kladn´ıho to´nu v kap. 4.1.
Trend za´kladn´ıho to´nu a energie oznacˇ´ıme jako:
• (+) pokud trend stoupa´ - odchylka dvou po sobeˇ na´sleduj´ıc´ıch vzork˚u je kladna´
• (-) pokud trend klesa´ - odchylka dvou po sobeˇ na´sleduj´ıc´ıch vzork˚u je za´porna´
• (uv) pokud je trend nulovy´ - odchylka dvou po sobeˇ na´sleduj´ıc´ıch vzork˚u je nulova´
1Za kra´tky´ segment je povazˇova´n segment dlouhy´ jeden ra´mec. Tato hodnota je oveˇrˇena experimenty
popsany´mi v kapitole 7.1.
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Obra´zek 4.2: Algoritmus eliminace kra´tky´ch segment˚u
Pokud je trend f0 roven nule, jde o nezneˇly´ u´sek rˇecˇi, nebo ticho. Takovy´m u´sek˚um se
neprˇiˇrazuje zˇa´dne´ oznacˇen´ı pro trend energie.
Takto pro kazˇdy´ segment vygenerujeme jedno z mozˇny´ch oznacˇen´ı z mnozˇiny
{++,+−,−+,−−, uv}.
Prvn´ı segment na obra´zku 4.3 ma´ trend f0 roven 0 proto je oznacˇen jako uv (je nezneˇly´,
a proto pro trend E nen´ı generova´n prˇ´ıznak). Na´sleduj´ıc´ı segment ma´ trend za´kladn´ıho to´nu
a energie kladny´ je tedy oznacˇen ++. Pro prˇ´ıklad na obra´zku 4.3 dosta´va´me tuto sekvenci
prˇ´ıznak˚u:
uv ++ -- +- -- uv ++ -- ++ -- +- -- uv ++
V prvn´ım grafu na obra´zku 4.3 je modrou barvou zobrazen pr˚ubeˇh za´kladn´ıho to´nu
(resp. energie) bez filtrace media´novy´m filtrem. Cˇervenou barvou je vykreslen pr˚ubeˇh trendu
za´kladn´ıho to´nu (resp. energie). Hranice segment˚u je zobrazena sˇedou barvou. U kazˇde´ho
segmentu je take´ zobrazen jeho trend.
Na zacˇa´tku pr˚ubeˇhu (kolem vzorku 30) je videˇt spojen´ı dvou segment˚u. Ke spojen´ı
dosˇlo, protozˇe mezera mezi segmenty je kratsˇ´ı nezˇ minima´ln´ı de´lka segmentu.
Na pr˚ubeˇhu za´kladn´ıho to´nu prˇiblizˇneˇ mezi ra´mci 100 a 150 je zrˇetelneˇ videˇt vyhlazen´ı
pr˚ubeˇhu a eliminace kra´tky´ch segment˚u.
4.4 De´lka segmentu
Samotna´ de´lka segmentu nen´ı pro rozpozna´va´n´ı vhodna´, protozˇe segmenty r˚uzne´ de´lky jsou
kvalifikova´ny jako odliˇsne´ i kdyzˇ se de´lka liˇs´ı trˇeba jen o jeden nebo dva vzorky. Rˇesˇen´ım je
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kvantova´n´ı de´lek segment˚u do neˇkolika hladin. V cˇla´nku [4] jsou pouzˇity trˇi hladiny (kra´tky´,
strˇedn´ı a dlouhy´ segment).
Pro urcˇen´ı kvantizacˇn´ıch u´rovn´ı je nutne´ vypocˇ´ıtat histogram de´lek segment˚u v tre´nova-
c´ıch datech. Na za´kladeˇ histogramu urcˇ´ıme kvantizacˇn´ı hranice tak, aby na kazˇdou z kvan-
tizacˇn´ıch u´rovn´ı prˇipadlo 33 % segment˚u.
Naprˇ´ıklad pro data z obra´zku 4.3 dosta´va´me na´sleduj´ıc´ı segmentaci:
uv(13) ++(29) --(7) +-(23) --(3) uv(11) ++(3)
--(26) ++(5) --(7) +-(27) --(2) uv(14) ++(3)
kde v za´vorka´ch je de´lka segmentu. Pokud kra´tky´ segment oznacˇ´ıme jako S, strˇedn´ı M
a dlouhy´ L, tak pro hranice 4 a 8 vzork˚u dostaneme sekvenci prˇ´ıznak˚u:
uvL ++L --M +-L --S uvL ++S --L ++M --M +-L --S uvL ++S
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Kapitola 5
Jazykovy´ model
U´kolem jazykove´ho modelu je urcˇit pro kazˇdou posloupnost slov1 W apriorn´ı pravdeˇpodob-
nost P (W ). Pravdeˇpodobnost posloupnosti K slov mu˚zˇeme urcˇit jako
P (w1w2w3 . . . wk) = P (w1)P (w2|w1) . . . P (wK |w1 . . . wK−1) =
K∏
i=1
P (wi|wi−11 ) (5.1)
Znalost cele´ historie by byla pro prakticke´ nasazen´ı modelu nepouzˇitelna´, a proto je tato
historie omezena na n posledn´ıch slov. Vycha´z´ıme z prˇedpokladu, zˇe omezen´ı historie prˇ´ıliˇs
nezhorsˇ´ı vy´sledky.
P (w1w2w3 . . . wk) ≈
K∏
i=1
P (wi|wi−n+1 . . . wi−1) (5.2)
Takovy´ model potom nazy´va´me n-gramovy´m jazykovy´m modelem. Pro n = 1 ma´me
oznacˇen´ı unigram, pro n = 2 bigram a pro n = 3 trigram. Nejcˇasteˇji pouzˇ´ıvane´ jsou modely
bigramove´ a trigramove´.
5.1 Tre´nova´n´ı
Pro odhad parametr˚u n-gramove´ho modelu na tre´novac´ım korpusu se pouzˇ´ıva´ vztah
P (wi|wi−n+1 . . . wi−1) = N(wi−n+1, . . . , wi)
N(wi−n+1, . . . , wi−1)
(5.3)
kde N(wi−n+1, . . . , wi) je pocˇet vy´skyt˚u n-gramu wi−n+1, . . . , wi v tre´novac´ıch datech
a N(wi−n+1, . . . , wi−1) je pocˇet vy´skyt˚u (n− 1)-gramu wi−n+1, . . . , wi−1.
Ze vztahu 5.3 vyply´va´ nevy´hoda n-gramovy´ch model˚u. Nelze prˇ´ımo urcˇit pravdeˇpodob-
nost n-gramu, pokud se tento n-gram v tre´novac´ıch datech ani jednou neobjevil.
To se rˇesˇ´ı sn´ızˇen´ım pravdeˇpodobnost´ı n-gramu˚, ktere´ se v tre´novac´ıch datech objevily
a zvy´sˇen´ım pravdeˇpodobnost´ı n-gramu˚m, ktere´ se v tre´novac´ıch datech neobjevily. Tomuto
postupu se rˇ´ıka´ vyhlazova´n´ı. Vyhlazova´n´ı jazykove´ho modelu je otevrˇeny´ proble´m. Za´kladn´ı
metody vyhlazova´n´ı jsou v [7, str.232].
1Slovem je zde mysˇlen jaky´koliv rˇeteˇzec dane´ho jazyka. Jazykem L oznacˇujeme podmnozˇinu L ⊆ Σ∗,
kde mnozˇina Σ∗ obsahuje vsˇechny rˇeteˇzce nad abecedou Σ. Slovo v tomto kontextu tedy nemus´ı odpov´ıdat
slovu prˇirozene´ho jazyka, ale mu˚zˇe by´t naprˇ´ıklad textovou reprezentac´ı prˇ´ıznakove´ho vektoru.
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5.2 Prˇ´ıklad bigramove´ho modelu
Pro tre´novac´ı sekvenci
uv -+ +- uv +- uv -+ uv +- uv +- uv -+ +- uv -+ +-
uv -+ +- uv ++ uv ++ -- uv ++ -- ++ uv ++ -+ uv -+
uv -+ uv ++ -- uv -+ ++ -+ +- uv ++ -+ uv +- uv -+
+- -- uv -+ +- -- uv -+ uv -+ uv
urcˇ´ıme pravdeˇpodobnosti jednotlivy´ch bigramu˚ vyplneˇn´ım tabulky 5.1. Bigramy seskupu-
jeme v tabulce podle kontextu (prvn´ı slovo bigramu). Pro kazˇdy´ bigram urcˇ´ıme jeho cˇetnost
v testovac´ıch datech. Secˇteme cˇetnosti v ra´mci kontextu. Vy´sledna´ pravdeˇpodobnost bi-
gramu se urcˇ´ı (podle vztahu 5.3) jako cˇetnost bigramu lomeno celkova´ cˇetnost prˇes cely´
kontext.
bigram cˇetnost pravdeˇpodobnost
uv -+ 12 12/21
uv +- 3 3/21
uv ++ 6 6/21
celkem 21
-+ uv 6 6/14
-+ +- 7 7/14
-+ ++ 1 1/14
celkem 14
...
...
...
Tabulka 5.1: Urcˇen´ı pravdeˇpodobnost´ı bigramu˚ na tre´novac´ı promluveˇ
Pokud ma´me urcˇit pravdeˇpodobnost testovac´ı promluvy:
uv +- uv -+ ++ -- +- uv -+ ++ -+ +- uv -- ++ uv -+
proti vy´sˇe natre´novane´mu modelu vyplnˇujeme tabulku 5.2.
Pro kazˇdy´ bigram tre´novac´ı promluvy urcˇ´ıme jeho cˇetnost, kterou vyna´sob´ıme pravdeˇ-
podobnost´ı tohoto bigramu z tabulky 5.1. Celkova´ pravdeˇpodobnost promluvy je potom
soucˇinem pravdeˇpodobnost´ı jednotlivy´ch bigramu˚.
bigram pravdeˇpodobnost bigramu
uv +- 1 · 3/21 = 1/7
uv -+ 3 · 12/21 = 12/7
uv -- 1 · 0/21 = 0
-+ ++ 2 · 1/14 = 1/7
-+ +- 1 · 7/14 = 1/2
...
...
...
Tabulka 5.2: Urcˇen´ı pravdeˇpodobnosti testovac´ı promluvy
V tabulce 5.1 nen´ı uvedena pravdeˇpodobnost bigramu uv --, protozˇe se neobjevil
v tre´novac´ıch datech. Tento proble´m se rˇesˇ´ı pomoc´ı tzv. vyhlazova´n´ı.
Tabulky 5.1 a 5.2 jsou pro zjednodusˇen´ı zkra´ceny.
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Kapitola 6
Data a programove´ na´stroje
Kazˇdy´ provedeny´ experiment bude obsahovat tyto kroky:
1. segmentace, sestaven´ı prˇ´ıznak˚u pro tre´novac´ı i testovac´ı sadu
2. natre´novan´ı jazykove´ho modelu pro kazˇde´ho mluvcˇ´ıho a modelu UBM
3. testovan´ı model˚u podle testovac´ıho prˇedpisu
4. vyhodnocen´ı vy´sledk˚u
6.1 Data
Jde o telefonn´ı data namluvena´ dobrovoln´ıky a nahrana´ se vzorkovac´ı frekvenc´ı 8 kHz
v ko´dova´n´ı µ-law. Kazˇdy´ soubor obsahuje za´znam jednoho rozhovoru, kde v leve´m kana´lu
mluv´ı prvn´ı mluvcˇ´ı a v prave´m kana´lu druhy´ mluvcˇ´ı. Prˇed spusˇteˇn´ım experiment˚u je nutne´
kazˇdy´ kana´l ulozˇit do jednoho souboru.
Pokud nen´ı uvedeno jinak jsou v experimentech pouzˇ´ıvana´ pro tre´nova´n´ı a testova´n´ı
NIST SRE 2006 data. Pro srovna´n´ı byly neˇktere´ experimenty provedeny i na NIST SRE
2005 datech.
6.1.1 NIST SRE 2005
Tre´novac´ı sada obsahuje data od 646 mluvcˇ´ıch, kde je 372 zˇen a 274 muzˇ˚u. Pro kazˇde´ho
mluvcˇ´ıho tre´novac´ı sada obsahuje jednu promluvu dlouhou prˇiblizˇneˇ dveˇ a p˚ul minuty.
Testujeme verifikaci mluvcˇ´ıho na 31 194 testovac´ıch pa´rech model mluvcˇ´ıho, soubor,
prˇicˇemzˇ testovac´ı sada obsahuje 2 751 test˚u kdy soubor patrˇ´ı dane´mu mluvcˇ´ımu a 27 951
kdy jde o jine´ho mluvcˇ´ıho.
6.1.2 NIST SRE 2006
Tre´novac´ı sada obsahuje data od 816 mluvcˇ´ıch, kde je 462 zˇen a 354 muzˇ˚u. Pro kazˇde´ho
mluvcˇ´ıho tre´novac´ı sada obsahuje jednu promluvu dlouhou prˇiblizˇneˇ dveˇ a p˚ul minuty.
Testovac´ı sada prˇedepisuje 53 966 testovac´ıch dvojic model mluvcˇ´ıho, soubor, prˇicˇemzˇ
testovac´ı sada obsahuje 1 854 test˚u kdy soubor patrˇ´ı dane´mu mluvcˇ´ımu a 22 159 kdy jde
o jine´ho mluvcˇ´ıho.
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6.2 SRILM
Pro tre´nova´n´ı a testova´n´ı jazykovy´ch model˚u jsem pouzˇil SRILM (The SRI Language Mod-
eling Toolkit) popsany´ v [9]. Jde o implementaci n-gramovy´ch model˚u pouzˇ´ıvaj´ıc´ı Good-
Turing˚uv odhad a Katz˚uv diskontn´ı model pro vyhlazova´n´ı. Volbou parametr˚u je mozˇno
aplikovat i jine´ vyhlazovac´ı postupy.
6.2.1 Tre´nova´n´ı
Pro tre´nova´n´ı jazykove´ho modelu se pouzˇ´ıva´ prˇ´ıkaz
ngram-count -text train.sri -order 2 -lm speaker.lm
kde soubor train.sri obsahuje pro kazˇdy´ tre´novac´ı soubor jeden rˇa´dek, na ktere´m jsou
vy´sledky segmentace. Zacˇa´tek jednoho z tre´novac´ıch soubor˚u (kcbz a.seg) ma´ tvar:
uv -- +- -- ++ -- uv -+ +- -- +- uv -+ +- -- +- uv -+ ++
Parametr order uda´va´ rˇa´d n-gramove´ho modelu. Natre´novany´ model je ulozˇen do soubo-
ru speaker.lm. Vy´sˇe uvedeny´ soubor kcbz a.seg je pouzˇit pro tre´nova´n´ı modelu mluvcˇ´ıho
T1442, ktery´ potom ma´ potom tvar:
\data\
ngram 1=7
ngram 2=18
\1-grams:
-0.8084025 ++ -1.374973
-0.7423826 +- -1.427503
-0.7652456 -+ -1.481132
-0.638842 -- -1.606071
-2.634477 </s>
-99 <s> -0.3464347
-0.5852593 uv -1.64391
\2-grams:
-0.9420081 ++ -+
-0.1208222 ++ --
-0.9420081 ++ uv
-1.198657 +- -+
-0.3294254 +- --
-0.3413246 +- uv
-0.5740313 -+ ++
-0.2730013 -+ +-
-0.7289332 -+ uv
-0.6777807 -- ++
-0.60206 -- +-
-0.2757241 -- uv
-0.1760913 <s> uv
-0.6381051 uv ++
-0.9391351 uv +-
-0.2537379 uv -+
-1.098836 uv --
-1.92814 uv </s>
\end\
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6.2.2 Adaptace z UBM
Protozˇe pro kompletn´ı natre´nova´n´ı jazykove´ho modelu pro kazˇde´ho mluvcˇ´ıho je nutne´ velke´
mnozˇtv´ı dat, ktere´ nejsou k dipozici, bylo nutne´ pouzˇ´ıt adaptaci z UBM. Mı´ru adaptace
modelu ovlivnˇujeme hodnotou lambda, uda´vaj´ıc´ı va´hu modelu c´ılove´ho mluvcˇ´ıho.
V grafech s vy´sledky test˚u je lambda uvedena na ose x.
6.2.3 Testova´n´ı
Pro testova´n´ı modelu mluvcˇ´ıho se pouzˇ´ıva´ prˇ´ıkaz
ngram -order 2 -lm speaker.lm -mix-lm UBM.lm -lambda 0.5 -ppl speaker.tst
Parametr order uda´va´ rˇa´d n-gramove´ho modelu pouzˇite´ho pro test. Testovany´ jazykovy´
model se nacˇ´ıta´ ze souboru speaker.lm. Parametry -lambda a -mix-lm se pouzˇ´ıvaj´ı pro
adaptaci modelu mluvcˇ´ıho z modelu UBM (viz. 6.2.2). Soubor speaker.tst obsahuje testo-
vac´ı data, kde vy´sledek segmentace pro kazˇdy´ testovany´ soubor je na jednom rˇa´dku.
Segmentac´ı dostaneme pro kazˇdy´ soubor jiny´ pocˇet segment˚u. Aby bylo mozˇne´ jednotlive´
vy´sledky porovna´vat je je nutno normalizovat pocˇtem segment˚u.
Vy´sledkem testova´n´ı je pro kazˇdy´ soubor logprob (celkova´ logaritmicka´ pravdeˇpodobnost),
ppl (perpelxita) a ppl1 (perplexita 1), ze ktere´ na´s zaj´ıma´ ppl1. Vyjadrˇuj´ıc´ı
ppl1 = 10−logprob/words (6.1)
kde logprob je celkova´ logaritmicka´ pravdeˇpodobnost modelu a words je pocˇet segment˚u
v souboru.
Naprˇ´ıklad vy´sledkem testova´n´ı souboru oamp a.seg proti modelu mluvcˇ´ıho T1442 na´sle-
duj´ıc´ı vy´stup programu ngram:
file data/NIST-SRE/test/segment-data/oamp_a.seg: 1 sentences, 1039 words, 0 OOVs
0 zeroprobs, logprob= -466.169 ppl= 2.80698 ppl1= 2.80977
Z vy´stupu je videˇt, zˇe soubor oamp a.seg obsahuje 1039 segment˚u. Pro normalizaci
de´lkou segmentu by bylo nutne´ deˇlit logprob touto hodnotou. Nezˇ z vy´stupu extrahovat
pocˇet segment˚u a t´ım deˇlit logprob, je jednodusˇ´ı extrahovat perplexitu ppl1 a tu logarit-
movat.
Kazˇdy´ testovac´ı soubor testujeme jak proti modelu mluvcˇ´ıho (ppl1speaker) a proti UBM
(ppl1ubm), vy´sledne´ sko´re je potom
score = log(ppl1ubm)− log(ppl1speaker) (6.2)
Pokud je score kladne´ je soubor prˇijat (testovac´ı soubor odpov´ıda´ dane´mu modelu).
6.3 Evaluace vy´sledk˚u
Vy´sledky se vyhodnocuj´ı skriptem pouzˇ´ıvany´m pro vyhodnocova´n´ı vy´sledk˚u NIST SRE
evaluace 2005 a 2006. Tento skript porovna´ vy´sledky testova´n´ı s referencˇn´ımi a vypocˇ´ıta´
hodnoty ERR (Equal eRror Rate) a DCF (Detection Cost Function) a vykresl´ı DET krˇivku
(Detection error trade-off). Vı´ce podrobnost´ı o proble´mu evaluace syste´mu˚ pro rozpozna´n´ı
rˇecˇn´ıka je v kapitole 2.5.
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Kapitola 7
Syste´my zalozˇene´ na segmentaci
podle f0
V cˇla´nku [4] jsou popsa´ny postupy rozpozna´n´ı mluvcˇ´ıho zalozˇene´ na prosodicky´ch prˇ´ıznac´ıch.
V za´kladn´ım syste´mu je pouzˇit prˇ´ıznakovy´ vektor obsahuj´ıc´ı pouze dvojici trend za´kladn´ıho
to´nu a trend energie. Tento syste´m byl da´le rozsˇ´ıˇren o de´lku segmentu.
Kromeˇ segmentace podle za´kladn´ıho to´nu je mozˇno segmentovat i podle energie. Tento
prˇ´ıstup je take´ oveˇrˇen.
7.1 Za´kladn´ı syste´m f0, E
7.1.1 Vyhlazova´n´ı pr˚ubeˇh˚u f0 a E
Pro vyhlazova´n´ı pr˚ubeˇhu za´kladn´ıho to´nu je pouzˇit media´novy´ filtr. V pr˚ubeˇz´ıch za´kladn´ıho
to´nu se objevuj´ı pauzy kratsˇ´ı nezˇ je polovina okna media´nove´ho filtru. Tyto kra´tke´ seg-
menty ticha by pak byly potlacˇeny, proto je mozˇno modifikovat media´novy´ filtr tak, aby se
neaplikoval na vzorky oznacˇuj´ıc´ı ticho.
7.1.2 Ladeˇn´ı parametr˚u segmentace
Vy´slednou segmentaci ovlivnˇuje nastaven´ı konstanty minseg, urcˇuj´ıc´ı minima´ln´ı de´lku seg-
mentu, ktery´ je v algoritmu spojova´n´ı segment˚u (je popsa´n v kap. 4.2) oznacˇen jako kra´tky´.
Dalˇs´ı mozˇnost jak ovlivnit segmentaci je chova´n´ı algoritmu pro spojova´n´ı segment˚u
po segmentu ticha. Za n´ım zpravidla na´sleduje neˇkolik kra´tky´ch segment˚u, ty by se podle
p˚uvodn´ıho algoritmu spojili se segmentem ticha a dosˇlo by k posunu hranice segmentu. Je
tedy mozˇno tento algoritmus modifikovat, aby tyto segmenty nespojoval.
7.1.3 Vy´sledky
Z mozˇnost´ı ladeˇn´ı segmentace a media´nove´ho filtru jsem otestoval tyto syste´my:
segment1 Minseg = 4, norma´ln´ı media´novy´ filtr, kra´tke´ segmenty po segmentu ticha se
s t´ımto segmentem nespojuj´ı.
segment2 Minseg = 4, upraveny´ media´novy´ filtr, kra´tke´ segmenty po segmentu ticha se
s t´ımto segmentem spojuj´ı.
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Obra´zek 7.1: Srovna´n´ı vy´sledk˚u syste´mu˚ f0, E
minseg Syste´m pracuj´ıc´ı s minima´ln´ı de´lkou segmentu (minseg=1). Tento syste´m pouzˇ´ıva´
stejnou segmentaci i media´novy´ filtr jako segment2.
minseg 2005 Stejny´ syste´m jako minseg pouzˇ´ıvaj´ıc´ı bigramovy´ model, ovsˇem tre´nova´n
a testova´n na NIST SRE 2005 datech.
Syste´m minseg 2005 slouzˇ´ı pro porovna´n´ı vlivu pouzˇity´ch dat na vy´sledky.
V experimentech jsem se take´ pokousˇel zjistit za´vislost vy´sledk˚u na pouzˇit´ı bigramove´ho,
trigramove´ho nebo 4-gramove´ho modelu.
Vy´sledky experiment˚u jsou vyneseny v grafu 7.1.3. Na ose x je parametr adaptace
z UBM lambda. Na ose y je hodnota ERR (Equal eRror Rate).
Kdyzˇ porovna´me syste´my liˇs´ıc´ı se segmentac´ı segment1 bigram (fialovy´), segment2 bi-
gram (zˇluty´) a minseg bigram (cˇerveny´) je videˇt postupny´ pokles chybovosti v za´vislosti
na nastaven´ı segmentace z ERR = 35, 92% na ERR = 32, 85%.
Ze srovna´n´ı syste´mu˚ zalozˇeny´ch na stejne´ segmentaci liˇs´ıc´ı se rˇa´dem pouzˇite´ho jazykove´ho
modelu naprˇ´ıklad pro minseg bigram (cˇerveny´), minseg trigram (zeleny´) a minseg 4-gram
(modry´) jsou videˇt, zˇe nejlepsˇ´ı vy´sledky poskytuje bigramovy´ model. Pokles ze ERR =
36, 72% na ERR = 32, 85%.
Pr˚ubeˇh chybovosti pro syste´my minseg bigram tre´novane´ a testovane´ na NIST SRE 2005
a 2006 se liˇs´ı pouze desetiny procenta.
7.2 Za´kladn´ı syste´m f0, E + de´lka segmentu
Ke dvojici trend za´kladn´ıho to´nu a trend energie je prˇida´na de´lka dane´ho segmentu. Seg-
mentace je stejna´ jako u syste´mu minseg (kap. 7.1.3). Kvantizace de´lky segmentu na za´kladeˇ
analy´zy histogramu de´lek segmentu v tre´novac´ıch datech je popsa´na v kapitole 4.4.
V grafu 7.2 jsou srovna´ny trˇi syste´my prvn´ı (cˇerveny´) pouzˇ´ıva´ kvantizacˇn´ı u´rovneˇ:
• kra´tky´ segment - de´lka 0 azˇ 3 ra´mce
• strˇedn´ı segment - de´lka 4 azˇ 7 ra´mce
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Obra´zek 7.2: Srovna´n´ı vy´sledk˚u syste´mu˚ f0, E + de´lka segmentu
• dlouhy´ segment - delˇs´ı nezˇ 8 ra´mc˚u
vypocˇtene´ analy´zou histogramu de´lek segment˚u na tre´novac´ıch datech.
Druhy´ syste´m (zeleny´) pouzˇ´ıva´ odhadnute´ hranice 6 a 12 ra´mc˚u.
Trˇet´ı syste´m (modry´) je zalozˇen na NIST SRE 2005 datech a pouzˇ´ıva´ na´sleduj´ıc´ı roz-
lozˇen´ı kvantizacˇn´ıch u´rovn´ı:
• kra´tky´ segment - de´lka 0 azˇ 2 ra´mce
• strˇedn´ı segment - de´lka 3 azˇ 5 ra´mce
• dlouhy´ segment - delˇs´ı nezˇ 6 ra´mc˚u
Na ose x je parametr adaptace z UBM lambda. Na ose y je hodnota ERR (Equal eRror
Rate).
Ve srovna´n´ı se za´kladn´ım syste´mem nen´ı minima´ln´ı chybovost kolem lambda = 0, 5, ale
lezˇ´ı v oblasti nejnizˇsˇ´ıch hodnot parametru adaptace lambda. Pro za´kladn´ı syste´m s de´lkou
segmentu je tedy nutne´ hodneˇ vyhlazovat pomoc´ı UBM.
Nejmensˇ´ı chybovost syste´mu zalozˇene´ho na odhadnuty´ch hranic´ıch byla ERR = 41, 26%.
Pro hranice urcˇene´ analy´zou histogramu poklesla na ERR = 30, 85% cozˇ je zlepsˇen´ı o v´ıce
nezˇ 10%.
Pr˚ubeˇhy vy´sledk˚u syste´mu tre´novane´ho a testovane´ho na datech z roku 2005 jsou asi
o jedno procento horsˇ´ı nezˇ vy´sledky lepsˇ´ıho ze syste´mu˚ tre´novane´ho a testovane´ho na datech
z roku 2006, ale krˇivka vykazuje stejny´ tvar.
7.3 Segmentace podle E
Jako alternativn´ı postup k segmentaci podle pr˚ubeˇhu za´kladn´ıho to´nu mu˚zˇeme pouzˇ´ıt seg-
mentaci podle pr˚ubeˇhu energie. Ta pracuje stejneˇ jako segmentace podle pr˚ubeˇhu za´kladn´ıho
to´nu, jen je mı´sto pr˚ubeˇhu za´kladn´ıho to´nu pouzˇ´ıva´n pr˚ubeˇh energie.
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Obra´zek 7.3: Srovna´n´ı vy´sledk˚u syste´mu˚ zalozˇeny´ch na segmentaci podle pr˚ubeˇhu energie
Oba testovane´ syste´my byly zalozˇeny na bigramove´m jazykove´m modelu a pouzˇ´ıvaly
stejne´ parametry segmentace jako syste´m minseg(kap. 7.1.3). Prvn´ı syste´m pouzˇ´ıval pouze
prˇ´ıznaky ze segmentace.
Druhy´ syste´m k prˇ´ıznak˚um ze segmentace prˇida´va´ de´lku segmentu. Analy´zou histogramu
de´lek segment˚u tre´novac´ıch dat dosta´va´me kvantizaci:
• kra´tky´ segment - de´lka 0 azˇ 4 ra´mce
• strˇedn´ı segment - de´lka 5 azˇ 9 ra´mc˚u
• dlouhy´ segment - delˇs´ı nezˇ 10 ra´mc˚u
Pr˚ubeˇhy ERR teˇchto syste´mu˚ v za´vislosti na nastaven´ı adaptacˇn´ı konstanty lambda jsou
zobrazene´ v grafu 7.3.
Kdyzˇ srovna´me syste´m minseg bigram s kapitoly 7.1.3 se syste´mem Ef0, dosta´va´me
o v´ıce nezˇ 11% vysˇsˇ´ı chybovost. Porovna´n´ı vy´sledk˚u po prˇida´n´ı de´lky segmentu k za´kladn´ımu
syste´mu vycha´z´ı pro segmentaci podle za´kladn´ıho to´nu dokonce o v´ıce nezˇ 12% le´pe. Z toho
docha´z´ım k za´veˇru, zˇe segmentace podle energie nen´ı vhodna´.
7.4 Shrnut´ı vy´sledk˚u
Nejlepsˇ´ıch vy´sledk˚u dosahuj´ı bigramove´ modely, protozˇe pro natre´nova´n´ı model˚u vysˇ´ıch
rˇa´d˚u nen´ı dostatek dat.
Nejlepsˇ´ım za´kladn´ım syste´mem f0, E je syste´m oznacˇeny´ jako minseg. U´pravami v seg-
mentaci a filtraci za´kladn´ıho to´nu bylo dosazˇeno zlepsˇen´ı vy´sledk˚u o trˇi procenta oproti
syste´mu segment1 a je pravdeˇpodobne´, zˇe dalˇs´ı pra´ce by mohla prˇine´st jesˇteˇ lepsˇ´ı vy´sledky.
Prˇida´n´ım de´lky segmentu dosa´hneme zlepsˇen´ı vy´sledk˚u.o dveˇ procenta, ale je nutne´
prˇesneˇ urcˇit kvantizacˇn´ı hranice.
Prˇi pouzˇit´ı NIST SRE 2005 dat dosa´hneme obdobny´ch vy´sledk˚u jako prˇi pouzˇit´ı NIST
SRE 2006 dat.
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Kapitola 8
Syste´my zalozˇene´ na segmentaci
fone´move´ho rozpozna´vacˇe
8.1 Fone´movy´ rozpozna´vacˇ
V experimentech byl pouzˇit vy´stup mad’arske´ho fone´move´ho rozpozna´vacˇe [11] vyvinute´ho
skupinou Speech@FIT [12].
Du˚vodem pro mad’arsky´ rozpozna´vacˇ je rozpozna´n´ı 61 fone´mu˚, cozˇ je v´ıce nezˇ je beˇzˇne´
v ostatn´ıch jazyc´ıch. Pro rozpozna´n´ı rˇecˇn´ıka nen´ı d˚ulezˇite´ zna´t jazyk jaky´m dany´ rˇecˇn´ık
mluv´ı a proto si mu˚zˇeme dovolit pouzˇ´ıt fone´movy´ rozpozna´vacˇ natre´novany´ na jiny´ jazyk.
Pro rozpozna´n´ı fone´mu se nepouzˇ´ıva´ pouze prˇ´ıznakovy´ vektor z jednoho ra´mce, ale i
prˇ´ıznakove´ vektory z ra´mc˚u, ktere´ dany´ ra´mec prˇedcha´z´ı a na´sleduj´ı. Jak je videˇt z obra´zku
8.1 kontext je deˇlen na dveˇ poloviny (levou a pravou), kde kazˇda´ je zpracova´va´na oddeˇleneˇ.
Tomuto postupu se rˇ´ıka´ split temporal context (STC) (dalˇs´ı informace jsou v [8]). Postu-
pem STC se snizˇuje mnozˇstv´ı dat potrˇebny´ch k tre´nova´n´ı neuronovy´ch s´ıt´ı a vy´pocˇetn´ı
na´rocˇnost.
Vstupn´ı rˇecˇovy´ signa´l je filtrova´n melovskou bankou filtr˚u. Pro oddeˇlen´ı je pouzˇito Han-
ningovo okno. Pote´ je zredukova´na dimenze prˇ´ıznakove´ho vektoru pomoci diskre´tn´ı kosinove´
transformace. Na´sleduje normalizace hodnot ve dvou kroc´ıch implementovana´ pomoc´ı trˇ´ı
neuronovy´ch s´ıt´ı. Nejprve je zvla´sˇt’ normalizova´n levy´ a pravy´ kontext a v druhe´m kroku
je vy´stup spojen pomoc´ı trˇet´ı neuronove´ s´ıteˇ. Vsˇechny s´ıteˇ jsou trˇ´ıvrstve´ a obsahuj´ı 1500
neuron˚u. Vy´stup je generova´n pomoc´ı HMM dekode´ru obsahuj´ıc´ı trˇi stavy pro kazˇdy´ model.
Pro pouzˇit´ı fone´move´ho rozpozna´vacˇe v rozpozna´n´ı mluvcˇ´ıho je nutno nastavit kon-
stantu vyjadrˇuj´ıc´ı jak cˇasto se mu˚zˇe generovat dalˇs´ı fone´m na jinou hodnotu nezˇ prˇi pouzˇit´ı
k jiny´m u´cˇel˚um (rozpozna´n´ı rˇecˇi, identifikace jazyka atd.).
8.2 Za´kladn´ı syste´m
Kromeˇ segmentace podle za´kladn´ıho to´nu je mozˇno vyuzˇ´ıt vy´stup z fone´move´ho rozpozna´va-
cˇe. Ten obsahuje pro kazˇdy´ segment trojici zacˇa´tek segmentu, konec segmentu a rozpoznany´
fone´m.
Segmentace prob´ıha´ ve trˇech kroc´ıch. Nejprve je nacˇten jeden segment z vy´stupu fone´mo-
ve´ho rozpozna´vacˇe, pote´ je ze souboru z dvojicemi za´kladn´ı to´n, energie vypocˇ´ıta´n trend
dane´ho segmentu a nakonec je vygenerova´n vy´stupn´ı prˇ´ıznakovy´ vektor obsahuj´ıc´ı v prˇ´ıpadeˇ
za´kladn´ıho syste´mu trend za´kladn´ıho to´nu a trend energie.
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Obra´zek 8.1: Sche´ma fone´move´ho rozpozna´vacˇe
8.3 Rozsˇ´ıˇren´ı za´kladn´ıho syste´mu
K za´kladn´ı segmentaci mu˚zˇeme prˇidat
• de´lku segmentu
• fone´m
• de´lku segmentu a fone´m
De´lka fone´mu je stejneˇ jako u segmentace podle f0 kvantova´na do trˇ´ı hladin. Kvantizacˇn´ı
u´rovneˇ urcˇ´ıme pomoc´ı histogramu de´lek segment˚u tre´novac´ıch dat tak, aby do kazˇde´ u´rovneˇ
prˇipadla trˇetina segment˚u. Zde vysˇlo rozdeˇlen´ı
• kra´tky´ segment - de´lka 0 azˇ 4 ra´mce
• strˇedn´ı segment - de´lka 5 azˇ 7 ra´mc˚u
• dlouhy´ segment - de´lka 8 a v´ıce ra´mc˚u
8.4 Vy´sledky
Porovna´n´ı chybovosti ERR (Equal eRror Rate) syste´mu˚ zalozˇeny´ch na segmentaci podle
fone´move´ho rozpozna´vacˇe je v grafu 8.2. Na ose x je parametr adaptace z UBM lambda
a na ose y je hodnota ERR (Equal eRror Rate).
U vsˇech syste´mu˚ je pouzˇit bigramovy´ jazykovy´ model, protozˇe vysˇsˇ´ı rˇa´d modelu neprˇina´sˇ´ı
zlepsˇen´ı vy´sledk˚u rozpozna´n´ı. Za´kladn´ı syste´m zalozˇeny´ na trigramove´m modelu ma´ chy-
bovost ERR = 38, 44% a ten samy´ syste´m zalozˇeny´ na bigramove´m modelu ma´ chybovost
pouze ERR = 35, 81%. Na obra´zku 8.2 na trigramech zalozˇeny´ syste´m nen´ı.
Nejlepsˇ´ıch vy´sledk˚u dosahuje syste´m pouzˇ´ıvaj´ıc´ı trend za´kladn´ıho to´nu, trend energie,
de´lku segmentu a fone´m, ktery´ je jen nepatrneˇ lepsˇ´ı nezˇ syste´m pouzˇ´ıvaj´ıc´ı trend za´kladn´ıho
to´nu, trend energie a fone´m.
Za´kladn´ı syste´m pouzˇ´ıvaj´ıc´ı jen trend za´kladn´ıho to´nu a trend energie je lepsˇ´ı pokud
pouzˇijeme segmentaci podle za´kladn´ıho to´nu. Prˇida´n´ım fone´mu dojde k za´sadn´ımu zlepsˇen´ı
vy´sledk˚u.
Syste´my je nutno testovat v cele´m rozsahu adaptacˇn´ı konstanty lambda, protozˇe kazˇdy´
syste´m potrˇebuje jine´ nastaven´ı.
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Obra´zek 8.2: Srovna´n´ı vy´sledk˚u syste´mu˚ zalozˇeny´ch na segmentaci podle fone´move´ho
rozpozna´vacˇe
Prˇi pouzˇit´ı NIST SRE 2005 dat dosa´hneme obdobny´ch pr˚ubeˇh˚u vy´sledk˚u jako prˇi pou-
zˇit´ı NIST SRE 2006 dat, ovsˇem tyto pr˚ubeˇhy jsou posunuty smeˇrem k horsˇ´ım vy´sledk˚um.
To je velmi dobrˇe videˇt z obra´zku 8.2.
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Kapitola 9
Spojen´ı se SpkID zalozˇene´m na
akusticke´m modelova´n´ı
Jako za´stupce syste´mu zalozˇene´ho na akusticky´ch prˇ´ıznac´ıch byl vybra´n syste´m oznacˇovany´
jako BUT-GMM. vyvinuty´ skupinou Speech@FIT [12] pro NIST SRE 2006 evaluaci.
9.1 BUT-GMM
Syste´m vyuzˇ´ıva´ GMM pro tvorbu modelu mluvcˇ´ıho a modelu UBM. Du˚lezˇity´m prvkem
syste´mu je adaptace model˚u mluvcˇ´ıch z UBM.
Podle [3] je hlavn´ım proble´mem prˇi rozpozna´n´ı mluvcˇ´ıho odstranit vlivy prostrˇed´ı,
ve ktere´m prob´ıhalo porˇizova´n´ı nahra´vek. Toho se dosahuje pomoc´ı
• cepstral mean substraction
• feature warpingu
• RASTA filtrace (RelAtive SpecTrAl)
• HLDA (Heteroscedastic Linear Discriminant Analysis)
• feature mappingu
• eigenchannel adaptation
Podrobny´ popis teˇchto technik je v [3].
Jako prˇ´ıznaky jsou pouzˇity Mel-frekvencˇn´ı kepstra´ln´ı koeficienty (MFCC).
9.2 Vy´sledky
Pro spojen´ı se syste´mem BUT-GMM byly vybra´ny dva syste´my. Prvn´ı oznacˇeny´ jako f0E-
len je syste´m zalozˇeny´ na segmentaci podle za´kladn´ıho to´nu s de´lkou segmentu (nejlepsˇ´ı
syste´m popsany´ v kapitole 7.2). Druhy´ syste´m oznacˇeny´ jako fonem je syste´m zalozˇeny´
na vy´stupu fone´move´ho rozpozna´vacˇe s de´lkou segmentu a fone´mem (syste´m base-len-fonem
z kapitoly 8.4).
Experiment prob´ıhal na NIST SRE 2006 datech (kap. 6.1.1).
Jak je videˇt v tabulce 9.2 spojen´ım syste´mu zalozˇene´ho na prosodicky´ch prˇ´ıznac´ıch
s tradicˇn´ım syste´mem pro rozpozna´n´ı rˇecˇn´ıka dojde ke zlepsˇen´ı u´speˇsˇnosti rozpozna´n´ı. A to
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Syste´m ERR DCF
BUT-GMM 3,45 % 1,78 %
BUT-GMM + f0E-len 3,45 % 1,78 %
BUT-GMM + fonem 3,24 % 1,77 %
Tabulka 9.1: Vy´sledky spojen´ı s tradicˇn´ım syste´mem SpkID
prˇi spojen´ı se syste´mem fonem ze ERR = 3,45 % na ERR = 3,24 %, cozˇ je relativn´ı zlepsˇen´ı
o 6,1 %.
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Kapitola 10
Za´veˇr
10.1 Shrnut´ı vy´sledk˚u experiment˚u
V tabulce 10.1 jsou porovna´ny vy´sledky jednotlivy´ch syste´mu˚ na za´kladeˇ pouzˇite´ segmen-
tace. Nejlepsˇ´ıch vy´sledk˚u dosahuje segmentace podle za´kladn´ıho to´nu a nejhorsˇ´ıch segmen-
tace na za´kladeˇ energie.
V tabulce 10.2 jsou jednotlive´ syste´my porovna´ny v za´vislosti na jaky´ch datech jsou
tre´nova´ny a testova´ny. Vy´sledky jednotlivy´ch syste´mu˚ jsou srovnatelne´. Zaj´ımavy´m bodem
u vy´sledk˚u z´ıskany´ch na NIST SRE 2005 datech je lepsˇ´ı u´speˇsˇnost syste´mu zalozˇene´ho
na segmentaci fone´move´ho rozpozna´vacˇe a fone´mu nezˇ syste´mu zalozˇene´ho na segmentaci
fone´move´ho rozpozna´vacˇe, de´lce segmentu a fone´mu.
Po spojen´ı nejlepsˇ´ıho syste´mu zalozˇene´ho na segmentaci z fone´move´ho rozpozna´vacˇe se
syste´mem zalozˇeny´m na akusticky´ch prˇ´ıznac´ıch BUT-GMM se zlepsˇ´ı uspeˇsˇnost rozpozna´n´ı
mluvcˇ´ıho o v´ıce nezˇ 6 % (viz. kap. 9).
10.2 Pokracˇova´n´ı projektu
Vy´zkumna´ skupina Speech@FIT [12] se pravidelneˇ zu´cˇastnˇuje evaluac´ı syste´mu˚ pro rozpoz-
na´n´ı rˇecˇn´ıka porˇa´dany´ch organizac´ı NIST. V syste´mu skupiny Speech@FIT nebyly v minu-
losti pouzˇity prosodicke´ prˇ´ıznaky a ja´ doufa´m, zˇe v prˇ´ıˇst´ıch letech jizˇ budou tyto prˇ´ıznaky
obsazˇeny. Dobry´m d˚uvodem pro jej´ıch pouzˇit´ı je relativn´ı zlepsˇen´ım vy´sledk˚u o 6 % (viz.
kap.9).
V kapitole 7.1 je videˇt, zˇe vy´sledky syste´mu znacˇneˇ ovlivnˇuj´ı modifikace provedene´
v segmentaci. Z toho usuzuji, zˇe segmentace podle za´kladn´ıho to´nu je otevrˇeny´ proble´m
a hleda´n´ım dalˇs´ıch modifikac´ı je mozˇno dosa´hnout zlepsˇen´ı vy´sledk˚u.
V [4] je popsa´n jesˇteˇ jeden postup tvorby prosodicky´ch prˇ´ıznak˚u zalozˇeny´ na Dynamic
Pouzˇita´ segmentace
Syste´m podle f0 podle E podle fonem.
ERR DCF ERR DCF ERR DCF
za´kladn´ı segmentace 32,85% 61,62% 44,00% 83,54% 35,81% 67,39%
de´lka segmentu 30,85% 57,56% 43,15% 81,53% 38,24% 72,17%
Tabulka 10.1: Srovna´n´ı vy´sledk˚u segmentacˇn´ıch metod
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NIST SRE data
Syste´m 2005 2006
ERR DCF ERR DCF
za´kladn´ı f0E 32,97% 62,09% 32,85% 61,62%
za´kladn´ı f0E + de´lka 32,90% 62,21% 30,85% 57,56%
za´kladn´ı fonem 36,06% 67,94% 35,81% 67,39%
za´kladn´ı fonem + de´lka 39,94% 75,28% 38,24% 72,17%
za´kladn´ı fonem + fonem 32,42% 61,20% 29,56% 55,89%
za´kladn´ı fonem + de´lka a fonem 33,01% 62,47% 29,23% 55,09%
Tabulka 10.2: Srovna´n´ı vy´sledk˚u v za´vislosti na pouzˇity´ch datech
Time Warping. T´ımto postupem jsem se v pra´ci nezaby´val, a proto by bylo vhodne´ se
v dalˇs´ıch navazuj´ıc´ıch projektech na tento postup zameˇrˇit.
Podle [4] je u´speˇsˇnost metod zalozˇeny´ch na prosodicky´ch prˇ´ıznac´ıch silneˇ za´visla´ na mnozˇ-
stv´ı tre´novac´ıch dat. Dalˇs´ı zlepsˇen´ı u´speˇsˇnosti rozpozna´va´n´ı by tedy meˇlo prˇine´st natre´nova´n´ı
model˚u na veˇtsˇ´ım mnozˇstv´ı promluv od dane´ho mluvcˇ´ıho.
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Dodatek A
Algoritmus detekce za´kladn´ıho
to´nu v praatu
Podrobne´ hodnocen´ı algoritmu a jeho srovna´n´ı s ostatn´ımi metodami je v [1].
A.1 Parametry
TimeStep perioda detekce za´kladn´ıho to´nu ze vstupn´ıho signa´lu.
MaximumNumberOfCandidatesPerFrame maxima´ln´ı pocˇet kandida´t˚u na ra´mec.
MinimumPitch urcˇuje minima´ln´ı hodnotu detekovane´ho za´kladn´ıho to´nu.
MaximumPitch urcˇuje maxima´ln´ı hodnotu detekovane´ho za´kladn´ıho to´nu.
VoicingThreshold pra´h pro zneˇly´ ra´mec.
SilenceThreshold pra´h pro nezneˇly´ ra´mec.
OctaveCost favorizuje vysˇsˇ´ı hodnoty za´kladn´ıho to´nu.
VoicedUnvoicedCost cena prˇechodu ze zneˇle´ho na nezneˇly´ ra´mec.
OctaveJumpCost cena prˇechodu na vysˇsˇ´ı hodnoty za´kladn´ıho to´nu.
A.2 Pr˚ubeˇh algoritmu
1. Prˇedzpracova´n´ı - Hannigovy´m oknem se odstran´ı hodnoty signa´lu od 95% do 100%
Nyquistovy frekvence. To prob´ıha´ v kmitocˇtove´ oblasti.
2. Vy´pocˇet maxima´ln´ı absolutn´ı hodnoty (pouzˇito v detekci zda je ra´mec zneˇly´ nebo
nezneˇly´).
3. Deˇlen´ı signa´lu na ra´mce. Jeden ra´mec kazˇdy´ch TimeStep sekund. Pro kazˇdy´ ra´mec
se pocˇ´ıta´ nejvy´sˇe MaximumNumberOfCandidatesPerFrame pa´r˚u zpozˇdeˇn´ı, ktere´ jsou
kandida´ty pro hodnoty periody za´kladn´ıho to´nu. Odstraneˇn´ı nezneˇly´ch kandida´t˚u
prob´ıha´ pozdeˇji. Pro kazˇdy´ ra´mec:
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Obra´zek A.1: Na signa´l x(t) je aplikova´no okno w(t). T´ım dostaneme signa´l a(t). Vy´sledny´
pr˚ubeˇh rx(τ) dostaneme deˇlen´ım autokorelace ra(τ) signa´lu a(t), autokorelac´ı okna rw(τ).
(a) Vem segment signa´lu, kde de´lka segmentu je omezena parametrem MinimumPitch.
Okno by meˇlo by´t dlouhe´ tak, aby se do neˇj vlezly trˇi periody MinimumPitch.
(b) Odecˇti strˇedn´ı hodnotu.
(c) Je doka´za´no, zˇe prvn´ı kandida´t je vzˇdy nezneˇly´. Va´ha kandida´ta je urcˇena pomoc´ı
dvou parametr˚u VoicingThreshold a SilenceThreshold.
(d) Vyna´sob oknem:
a(t) = (x(tmid − 12T + t)− µx)w(t) (A.1)
kde x(t) je vstupn´ı signa´l, T je de´lka ra´mce, tmid je strˇed ra´mce, µx je strˇedn´ı
hodnota ra´mce a w(t) je oke´nkova´ funkce
w(t) =
1
2
− 1
2
cos
2pit
T
(A.2)
(e) Naplnˇ polovinu de´lky okna nulami.
(f) Doplnˇ segment nulami tak, aby jeho de´lka byla mocninou dvou.
(g) Proved’ rychlou Fourierovu transformaci.
(h) Umocni vzorky na druhou ve frekvencˇn´ı oblasti.
(i) Proved’ rychlou inverzn´ı Fourierovu transformaci. Dosta´va´me autokorelaci ra(τ)
signa´lu.
(j) Deˇl´ıme autokorelaci signa´lu ra(τ) autokorelac´ı okna rw(τ). Dosta´va´me vzorko-
vanou hodnotu rx(τ) (viz. obra´zek A.1)
(k) Najdi hodnoty a umı´steˇn´ı maxim v nevzorkovane´ pr˚ubeˇhu rx(τ). Hledej pouze
umı´steˇn´ı maxim, ktere´ odpov´ıda´ za´kladn´ımu to´nu mezi MinimumPitch a Maxi-
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mumPitch. Pro nezneˇle´ je s´ıla definova´na jako:
R ≡ V oicingThreshold+ max
0, 2− local absolute peakglobal absolute peakSilenceThreshold
1+V oicingThreshold
 (A.3)
a pro zneˇle´
R ≡ r(tmax)−OctaveCost2 · log(MinimumPitch · τmax) (A.4)
Po proveden´ı kroku 3 pro kazˇdy´ ra´mec dvojice frekvence, s´ıla (Fni, Rni), kde
index n naby´va´ hodnot od 1 do pocˇtu ra´mc˚u a index i od 1 do pocˇtu kandida´t˚u
na ra´mec. Je tedy z teˇchto kandida´t˚u potrˇeba vybrat ten nejlepsˇ´ı ve vztahu k
ostatn´ım.
4. Pro kazˇdy´ ra´mec n, je pn cˇ´ıslo mezi 1 a pocˇtem kandida´t˚u na ra´mec. Hodnoty {pn|1 ≤
n ≤ pocˇet ra´mc˚u} definuje cestu prˇes kandida´ty {(Fnpn , Rnpn)|1 ≤ n ≤ pocˇet ra´mc˚u}.
S kazˇdou mozˇnou cestou je va´za´na cena
cost({pn}) =
numberOfFrames∑
n=2
transitionCost(Fn−1,pn−1 , Pnpn)−
numberOfFrames∑
n=1
Rnpn
(A.5)
kde funkce transitionCost je definova´na jako
transitionCost(F1, F2) =
 0 if F1 = 0 and F2 = 0V oicedUnvoicedCost if F1 = 0 xor F2 = 0
OctaveJumpCost|2 log F1F2 | if F1 6= 0 and F2 6= 0
(A.6)
Nejlepsˇ´ı cesta je takova´, ktera´ ma´ nejnizˇsˇ´ı cenu. Nejlepsˇ´ı cesta se da´ naj´ıt pomoc´ı
postup˚u dynamicke´ho programova´n´ı, jako je naprˇ´ıklad pomoc´ı Viterbiho algoritmus
popsany´ naprˇ´ıklad v [7, str. 209].
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