In this paper we obtain global well-posedness results for the strongly damped wave equation u tt + (−∆) ≤ 0 we prove the existence of compact global attractors for this problem. In the critical growth case we use Alekseev's nonlinear variation of constants formula to obtain that the semigroup is asymptotically smooth.
≤ 0 we prove the existence of compact global attractors for this problem. In the critical growth case we use Alekseev's nonlinear variation of constants formula to obtain that the semigroup is asymptotically smooth.
Introduction.
For θ ∈ 
where Ω is a bounded C 2 smooth domain in R n and n ≥ 3. We write further A for −∆ with the Dirichlet boundary conditions. It is well-known that A is a positive, self-adjoint operator with the domain D(A) = H 2 (Ω) ∩ H 1 0 (Ω) and −A generates an analytic semigroup on X = X 0 = L 2 (Ω). We denote by X α the fractional power spaces associated to the operator A; that is X α = D(A α ) endowed with the graph norm.
The problems (1) will be viewed as ordinary differential equations in a product space
Here A (θ) 
where
and F is the Nemitskiȋ map associated to f (u). Of course,
The linear problem associated to (2) in Y 0 ,
is studied in [7, 8, 9] , where the sectoriality of A (θ) is established and a description of the fractional power spaces Y α (θ) , α ∈ [0, 1] is given. We choose as a base space for (1) the product space Y 0 = X 1 2 × X 0 . This space seems to be the best possible to study the asymptotic behavior of (1) since in it we may exhibit an energy functional to (1) .
The cases θ = 1 2 and θ = 1 will deserve special attention. For θ = 1 2 , the form of the damping term A 1 2 u t allows us to obtain a more complete description of the fractional power spaces associated to A ( 1 2 ) . Using this, we are able to describe the extrapolated fractional power scale generated by (Y 0 , A ( 
) (see [5] ) and obtain the convergence of bounded sets from Y 0 to the attractor in the strong topology of H 1+α (Ω) × H α (Ω)-norm, α ∈ n−2 n+2 , 1 . For θ = 1 we have that the nonlinearity becomes subcritical, nevertheless, we loose compactness of the semigroup and of the nonlinearity (so that subcritical is of no help). However, in this latter case we are still able to ensure the existence of a compact global attractor with the aid of a nonlinear variation of constants formula.
The crucial result of [5] that we will use here is that: In the present paper our main concern is the asymptotic behavior of (1) and a great deal of our effort will go into the following conjecture.
Conjecture. If in addition to (6) f satisfies the dissipativeness condition
then the problem (1) with θ ∈ 1 2 , 1 has a compact global attractor. The paper is organized as follows. In Section 2 we briefly recall the results of [5] concerning solvability of (1). Section 3 is devoted to a discussion of the additional regularity of the solutions to (1) . In Section 4 we prove the global solvability and the existence of global attractors for (1), i.e.,
• in Subsection 4.1 we study the existence of a compact global attractor for the case θ = We remark that for θ = 1 the resolvent of A (θ) is not compact. However, we are able to show that the semigroup {T (t)} corresponding to (1) is asymptotically smooth decomposing {T (t)} on a sum of the exponentially decaying semigroup and a family of compact maps (see [11] ). In the subcritical case this may be accomplished based on compactness of the nonlinear term. In the critical case the latter argument cannot be used and to overcome this difficulty we employ the nonlinear variation of constants formula as in [3] .
Local solvability of
We start with the results of [5] on local well-posedness and regularity for (2) with initial conditions in Y 0 and nonlinearities growing critically. Recall that (see [5, Propositions 1, 4] ):
+α(1−θ) :
Following [1] , we denote by
2 , 1 , the extrapolated space of Y 0 generated by A (θ) which is the completion of the normed space (Y 0 , A −1
When dealing with fractional powers it is important to know the embeddings that relate the spaces in the fractional power scale and the known spaces. Result below comes from [5, §2.2, §2.3] and will be needed to obtain regularity and asymptotic compactness of the semigroup generated by (2) .
Following [5] we shall next study (1) as a sectorial problem (11) 
Our concern will be the ε-regular solutions to (11) originating at the elements of Y 1
We first recall that if P is a sectorial, positive operator acting in a Banach space Z = Z 0 and ε is a nonnegative number, then:
, and the following estimate holds:
The following result of [5, Corollary 2] plays an important role in the regularity of the solutions of (1) and we will refer to it later in the paper.
Theorem 2.
Assume that f satisfies (6) with 1 < ρ ≤ n+2 n−2 and let F be the map defined in (3) . Then, F is an ε-regular map relatively to Y 1
Consider now an abstract problem:
(P , G as above) and take ε ≥ 0, τ > 0, z 0 ∈ Z 1 . Recall that:
The existence of the ε-regular solution to (11) under the assumptions (6) has been recently discussed in [5] based on the original results reported in [2] , [4] . We thus have (see [ 
Remark 1. Based on Theorem 2 one may substitute in the above Conditions (i)-(iii) numbers ε, γ(ε) such that
We also point out that crucial in this discussion Condition (13) holds whenever ρ, ε, γ(ε) fulfill the restrictions
(see [5, Lemma 3] for detailed calculations). For the case ρ < n+2 n−2 this allows us to require of the numbers ε and γ(ε) in (15) to satisfy additionally the inequality γ(ε) > ερ; for example we may then choose
n−2 and ε sufficiently close to n−2 n+2
Consequently, in a subcritical case a number r in Theorem 3 can be chosen arbitrarily large so that the time of existence can be chosen uniform on bounded subsets of Y 1
Smoothing action of ε-regular solutions.
Our aim here is to show that the ε-regular solutions resulting from Theorem 3 are in fact smoother solutions. Namely, they may be viewed as the solutions to (2) within the approach of [12] . We shall assume that (17) f satisfies (6) with ρ ≤ n + 2 n − 2 , θ ∈ 1 2 , n + 6 2n + 4 and The above lemma and the general results of [12] imply then solvability of (2) and consequently smoothness of the ε-regular solutions stated in Theorem 4 below.
Lemma 3. Under the assumptions of Lemma 2 for each
u 0 v 0 ∈ Y α (θ) there exists a unique Y α (θ) -solution to (2) defined on a maximal interval of ex- istence [0, τ u 0 ,v 0 ). That is, there exists a unique function u v (·, u 0 , v 0 ) ∈ C [0, τ u 0 ,v 0 ), Y α (θ) such that: (i) u v (t, u 0 , v 0 ) ∈ C (0, τ u 0 ,v 0 ), Y 1 (θ) , (ii) u v (·, u 0 , v 0 ) ∈ C 1 (0, τ u 0 ,v 0 ), Y β (θ) , β ∈ [0, 1), (iii) both relations in (2) are satisfied.
Theorem 4. If, in addition to (17), we assume that
for each s ∈ (0, τ 0 ).
According to Lemma 3 there exists
and consequently,
Since s > 0 could be arbitrarily small, the proof is complete.
4. Global solvability of (2) and a global attractor.
Subcritical case
In this subsection we consider the existence of a compact global attractor for (2) when the growth of f is subcritical; that is, (6) holds with ρ < n+2 n−2 . We first restrict our attention to the cases mentioned in (18) when either θ = 
Proof. The proof is a direct consequence of Remark 1, Theorem 3 (ii), and Theorem 4.
In the considerations below, devoted to the existence of the global attractor to (2) in a subcritical case, we shall follow the general abstract scheme developed in [10, 6] . For convenience we recall this scheme in the proposition below (see [10, Section 4.2] ). (14) where P : D(P ) → Z is a sectorial, positive operator having compact resolvent, and G :
Proposition 2. Consider the Cauchy problem
. Then, the following two conditions are equivalent:
hold, and the estimate (19) is asymptotically independent of z 0 ∈ Z α .
Based on the abstract scheme of Proposition 2 (ii) we shall prove the following theorem:
and the dissipative Condition (7) . Then, for the numbers n, θ admissible in (18) and α ∈ n−2
is an ε-regular solution from Theorem 3, are well-defined maps being the extensions of
Proof. The Proof of (i) occurs in four steps.
Step 1 (Y 0 -estimate and the Lyapunov function). (2) 
This ensures in particular that
where c, c do not depend on η,
and C : R + → R + is a locally bounded function independent of η.
Step 2 (subordination of the nonlinearity to a power of A (θ) ). Since 1 < ρ <
, then based on the Nirenberg-Gagliardo type inequality we obtain that 
Step 3 (global solvability and compactness). Conditions (21) and (24) plus the compactness of the resolvent of A (θ) ensure that to (2) corresponds a compact C 0 -semigroup {T (θ),α (t)} of global Y α (θ) -solutions having bounded orbits of bounded sets. For the proof of the existence of a global attractor for {T (θ),α (t)} in Y α (θ) it now suffices to show that the estimate (21) is
Step 4 (point dissipativeness of {T (θ),α (t)} -the role of the Lyapunov function). Functional L 0 defined in (22) is a Lyapunov function for {T (θ),α (t)} in Y α (θ) . Therefore, ω-limit sets of points from Y α (θ) lie within the set E of all stationary solutions to (1). Our concern now is to prove that E is bounded in Y 0 .
With the use of (7) it is easy to show that if u solves (25), then u H 1 (Ω) ≤ c where c = c (Ω, f) > 0 is independent of u. Consequently, we have
Since each ω-limit set ω u 0 v 0 , lies in E, is compact and attracts
Therefore, the estimate (21) is asymptotically independent of initial data from Y α (θ) which completes the Proof of Assertion (i). Part (ii) is a consequence of the smoothing action of {T (θ),α (t)}. Part (iii) follows from Theorem 4. Finally, Part (iv) results from Lemma 4. Theorem 5 is thus proved.
In the above considerations we assumed (18) and required that ρ in Theorem 5 is less than
. These enabled the solutions to reach the space Y 1 (θ) and provided better control over the asymptotics. Through the remaining part of this subsection let us assume merely that (6) holds with ρ ∈ 1, n+2 n−2 . If this is the case one may choose ε > 0 arbitrarily small and satisfying ρ < n+2 n−2+4ε (1−θ) . This implies the inequality ρ < n+2−4ερ (1−θ) n−2
and justifies that we take
Now, choosing ε, γ(ε) according to (28) and defining q = 2n n+2−4γ(ε)(1−θ) we obtain the estimate
and, consequently, we justify validity of the subordination condition
with an increasing function g(s) = const. (1 + s ρ ), s ≥ 0. Since the gap between γ(ε) and 1 + ε is less then 1, Lipschitz Condition (13) allows to obtain local Y ε (θ) -solutions for (11) and apply the scheme of Proposition 2
. Using similar arguments as in Steps 1-4 of Theorem 5 we thus obtain the following result. 
4.2.
Subcritical case: θ = 1. In this section we restrict our attention to the case θ = 1 studied previously by many authors (see [15] , [13] , [11] , [16] ).
Remark 2.
In the recent paper [16] the dimension of the global attractor was estimated. One can find however in this paper rather very strange errors. First, the author takes X 1 × X 1 as the domain of A (1) . However, if the base space is Y 0 , this operator is not closed with such a domain. This is the case, when one needs to choose Y 1 (1) as the domain of A (1) following the description given in [9] . In this case it is thus rather unknown if the solution possesses the regularity stated in [16 (1) = X Throughout the present subsection we shall consider functions f satisfying subcritical growth; that is (6) with ρ < n+2 n−2 . In this particular case F takes Y 1
and is Lipschitz continuous in bounded sets (see [5, Lemma 3] ). This says that the map F is subcritical and Theorem 3 can be rewritten in the following form.
Theorem 7. For any initial data
there exists a number τ = τ (B) and a unique 0-regular
to (11) which depends continuously on the initial data and such that
Proof. The theorem above is a consequence of the results reported in [12] .
We remark further that local solutions from Theorem 7 are bounded in the norm of Y 0 uniformly on bounded sets. As in the Proof of Theorem 5 one may show the estimate (29) below. Proof. The existence of a C 0 -semigroup with bounded orbits of bounded sets follows from Lemma 5. To prove that {T (1) ,0 (t)} is asymptotically smooth we use the variation of constants formula
Recall that e −A (1) −1 t decays exponentially and that in the subcritical case f takes bounded subsets of X +δ , for some δ > 0. From this we have that F is a compact map from Y 1
we have that the operator
as a map from Y 0 into Y 0 is compact. It follows from the results in [11] that T (1),0 (t) is asymptotically smooth as a sum of an exponentially decaying semigroup with a compact family of maps. This completes the proof.
As an immediate consequence of these lemmas and of Step 4 in Theorem 5 we have the following result. (11) is exponentially decaying and the attractor is a one point set {(0, 0)}.
Proposition 3. Under the strong dissipative condition
Equation ( Proof. Note that both Theorem 7 and Lemma 5 remain true under the assumptions of the present subsection. Therefore, there exists corresponding to (11) semigroup {T (1) ,0 (t)} in Y 0 of global 0-regular solutions with bounded orbits of bounded sets. Based on (30) we shall next prove that
where h(r) is described in (38) and M δ (r) is described in (34) and (36). In particular, {(0, 0)} is a unique equilibrium which attracts bounded subsets of Y 0 . Following [3] we introduce a functional
where L 0 is a standard Lyapunov functional to (1) given in (22). We remark that as a consequence of (30) the integral Ω
Therefore, for δ sufficiently small the quantity
is bounded by
Estimating in a standard way we have
Since (30) implies in particular that f (0) = 0, Condition (6) ensures that
, where c ≥ 1 and δ ∈   0, min
we may increase the right-hand side of (33) to get
Let us next choose δ = δ so small that both
are satisfied. For such value of δ inequality (35) reads:
and we obtain the estimate
The proof is complete.
Nonlinear variation of constants formula.
Our next concern is to prove for a pair of problems (39), (40) given below the Alekseev's nonlinear variation of constants formula (42) (see [3, Theorem 2.2] ). In these considerations we shall need the following assumptions: (H 0 ) P is a sectorial, positive operator in a Banach space Z = Z 0 with the domain Z 1 and for some α ∈ [0, 1) functions 
Similarly, let z = z(t, ξ) be a solution to
Lemma 7. Suppose that the requirements of (H 0 ) and (H 1 ) are satisfied. Then, the following conditions hold:
has continuous Frechét derivative,
Proof. Condition (41) is a consequence of [12, Corollary 3.4.6] . Next, since z(t, ω) in (41) is a C 1 -function, using the chain rule we obtain
For ξ ∈ Y 0 , assumptions of (H 1 ) guarantee that z(s, ξ) ∈ Y 1 and z(s, ξ) ) exists in Z α -norm and we have:
Connecting (43), (44), and (40) we get
Integrating both sides of (45) we show that (42) holds for ξ ∈ Y 0 . Now choose ξ 0 ∈ Z α and consider a sequence {ξ n } ∈ Y 0 convergent to ξ 0 in Z α . We know that
where z(·, ξ n ) and z(·, ξ n ) tend in Z α to z(·, ξ 0 ) and z(·, ξ 0 ) respectively. Since convergence of z(·, ξ n ) and z(·, ξ n ) is uniform with respect to t varying in compact subintervals of [0, +∞) (see [12, Theorem 3.4 .1]), passing to the limit in (46) we obtain (42) for ξ ∈ Z α . The proof is complete.
Remark 3. Lemma 7 remains true if instead of (H 0 ) and (H 1 ) we assume that (H 0 ) and (H 1 ) hold.
(H 0 ) P is a sectorial, positive operator in a Banach space Z = Z 0 with the domain Z 1 , α ≥ β ≥ 0 satisfy α − β ∈ [0, 1) and functions The next lemma shows validity of the Alekseev's formula for a pair of sectorial problems (see (47), (48) below) connected to the strongly damped wave Equation (1).
Lemma 8.
Let n = 3, 4, 5, 6. Suppose that:
• f 2 satisfies (6) with ρ ≤ n n−2 and, moreover, lim sup |s|→∞
, and
,
and
Proof. The Proof of (i) is standard. For the validity of (ii) the crucial property is that A (1) | X 1 ×X 0 defines a sectorial operator (see [15, Proposition 2.2] ).
Condition (iii) follows from Lemma 7. Finally, the convergence in (iv) is a consequence of Proposition 3.
Existence theorem.
With the use of Alekseev's formula we may finally obtain the existence of a compact global attractor for the semigroup {T (t)} corresponding to (1) in the critical growth case. Generally speaking, it may be observed that a number of facts previously proved for A (1) defined on Y 0 with the aid of A : X 1 → X, may be reproved for
, that is for A (1) redefined on E 0 with the aid of A | X δ 0 :
For example, since A | X δ 0 is selfadjoint and positive definite on E 0 , we may use the general results of [9] to get the characterization
In particular E (1) −1 is Hölder continuous with respect to the first argument and Lipschitz continuous with respect to the second argument uniformly on bounded subsets of R + × E 0 .
If we justified that the equation
has a unique solution in E 0 , it would have to coincide with V and we could study V as the solution to (50). If we could additionally estimate the solution to (50) in E 0 , we would be able finally to justify compactness of U (t) : Y 0 → Y 0 using the fact that bounded subsets of E 0 are precompact in Y 0 .
For the solvability of (50) with the initial data in E 0 it suffices to justify that H : R + × E 0 → E 
H(t, W)
Since G 2 (V 0 ) ∈ E 0 and since G 2 (V 0 ) E 0 ≤ C( V 0 Y 0 ) for some continuous function C(·) and since both {T (t)} (which controls V 0 ) and {S(t)} (which enters the crucial estimate (51)) have orbits of bounded subsets of Y 0 bounded in the norm of Y 0 , after standard calculations based on the integral counterpart of (50) we obtain that
What was said above makes clear that we may substitute W = V into the left-hand side of (52). Compactness of U (t) follows thus from (52) and from compactness of the embedding E 0 ⊂ Y 0 . The Proof of Theorem 10 is complete.
