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Synchronization on Lie Groups: Coordination of
Blind Agents
Farzin Taringoo
Abstract—This paper presents an algorithm for the synchro-
nization of blind agents (agents are unable to observe other
agents, i.e. no communication) evolving on a connected Lie group
G. We employ the method of extremum seeking control for
nonlinear dynamical systems defined on connected Riemannian
manifolds to achieve the synchronization among the agents. This
approach is independent of the underlying graph of the system
and each agent updates its position on G by only receiving
the synchronization cost function. The results are obtained by
employing the notion of geodesic dithers for extremum seeking
on Riemannian manifolds and their equivalent version on Lie
groups and applying Taylor expansion of smooth functions
on Riemannian manifolds. We apply the obtained results to
synchronization problems defined on Lie groups SOp3q and
SEp3q to demonstrate the efficacy of the proposed algorithm.
Index Terms—Synchronization, Riemannian Manifolds, Quo-
tient Manifolds.
I. INTRODUCTION
Synchronization is an important topic in analysis of multi-
agent systems, see [1]–[11]. This problem may arise as the
behavior of agents in nature. The synchronization problem
has been extensively analyzed from control and optimization
point of view, see [8], [9]. Various aspects such as opti-
mality of configurations, collision avoidance and mean field
stochastic games have been studied for this class of problems.
Synchronization of agents is closely related to the consensus
problem in which agents minimize the summation of their
local objective functions, see [8], [9]. Depending on cost
functions defined for the network of agents, a synchronization
problem can be converted to a consensus problem, see [3].
Many optimization methods have been extended to address
synchronization and consensus problems, see [8], [9]. A key
factor in the optimization methods developed for such prob-
lems is that each agent optimizes the cost function using its
local variables or information, i.e. the optimization problem
is in the category of decentralized optimization problems.
Since synchronization cost functions depend on all agents state
trajectories, a successful implementation of local optimiza-
tion algorithms necessitates information exchange among the
agents in the network, see [2], [3], [8], [9], [11], [12]. In this
case convergence of optimization algorithms highly depend on
the topology of the network.
In this paper we employ a class of optimization methods
(extremum seeking algorithms) which makes agents local
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optimizations independent of the state of other agents in the
network. That is to say, each agent updates its current state
only with respect to the monitored synchronization cost. In this
setting, we accept the fact that all agents have full information
about the total objective function defined for their synchro-
nization. This problem falls within the class of cooperative
team problems in which agents aim to optimize the aggregated
cost function. Using the approach of this paper, agents local
optimization is independent of the network topology which is
one of the main contributions of this paper.
We also consider a network of agents evolving on a con-
nected Lie group. In this case, the convergence analysis of
the proposed algorithm is obtained for a generic Riemannian
metric which distinguishes our approach from the methods
presented in [2], [3], [13], where only the embedded Eu-
clidean metrics were considered. The analysis presented in
[2] and [13] is restricted to the ambient Euclidean spaces of
Riemannian submanifolds. However, in general, embeddings
of Riemannian manifolds may not be available (their existence
is guaranteed by Nash Theorem) and the resulted Euclidean
spaces may be very high dimensional. This makes the imple-
mentation of optimization algorithms problematic and opti-
mization algorithms on the main Riemannian manifolds might
be more efficient in terms of computation burden, see [14].
In terms of exposition, Section II presents some mathe-
matical preliminaries needed for the analysis of the paper
and formulates the synchronization problem on Riemannian
manifolds. Section III presents the extremum seeking problem
for nonlinear dynamical systems on Riemannian manifolds
and gives the analysis of extremum seeking systems for
synchronization of agents on Riemannian manifolds.
II. PRELIMINARIES AND PROBLEM FORMULATION
Definition 1 ([15]). A Riemannian manifold pM, gM q is a
differentiable manifold M together with a Riemannian metric
gM , where gM : TxM ˆTxM Ñ R is symmetric and positive
definite and TxM is the tangent space at x P M (see [16],
Chapter 3). For M “ Rn, the Riemannian metric gRn is given
by
gRn
ˆ B
Bxi ,
B
Bxj
˙
“ δij , i, j “ 1, ..., n,
where δij is the Kronecker delta.
Definition 2 ([16]). For a given smooth mapping F : M Ñ N
from manifold M to manifold N , the pushforward (differential)
operator TF is defined as a generalization of the Jacobian of
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smooth maps in Euclidean spaces as follows:
TF : TM Ñ TN, (1)
where
TxF : TxM Ñ TF pxqN, (2)
and
TxF pXxq ˝ f “ Xxpf ˝ F q, Xx P TxM,f P C8pNq.
In this paper we present the final results for connected finite
dimensional Lie groups which are manifolds equipped with
smooth group operations. However, some parts of the analysis
are presented for general Riemannian manifolds. On an n
dimensional Riemannian manifold M , the length function of
a smooth curve γ : ra, bs ÑM is defined as
`pγq “
ż b
a
`
gM p 9γptq, 9γptqq
˘ 1
2 dt,
where g denotes the Riemannian metric on M . The following
theorem ensures that for any connected Riemannian manifold
M , any pair of points x, y P M can be connected by a
piecewise smooth path γ.
Theorem 1 ([15], Page 94). Suppose pM, gM q is an n
dimensional connected Riemannian manifold. Then, for any
pair x, y P M , there exists a piecewise smooth path which
connects x to y.
Consequently we can define a metric (distance) d on an n
dimensional Riemannian manifold pM, gM q as follows:
d : M ˆM Ñ R,
dpx, yq “ inf
γ:ra,bsÑM
ż b
a
`
gM p 9γptq, 9γptqq
˘ 1
2 dt, (3)
where γ : ra, bs ÑM is a piecewise smooth path and γpaq “
x, γpbq “ y.
Employing the distance function above it can be shown
that pM,dq is a metric space. This is formalized by the next
theorem.
Theorem 2 ([15], Page 94). With the distance function d
defined in (3), any connected Riemannian manifold is a metric
space where the induced topology is the same as the manifold
topology.
The Levi-Civita connection ∇ : XpMq ˆ XpMq Ñ XpMq
is the unique linear connection on M (see [15], Theorem 5.4)
which is torsion free and compatible with the Riemannian
metric gM as follows (XpMq is the space of smooth vector
fields on M ):
compatibility with gM
XgM pY,Zq “ gM p∇XY,Zq ` gM pY,∇XZq, (4)
piqptorsion freeq : ∇XY ´∇YX “ rX,Y s,
piiq : ∇Xf “ Xpfq, (5)
where X,Y, Z P XpMq.
A. Dynamical systems on Riemannian manifolds
This paper focuses on dynamical systems governed by
differential equations. Locally these differential equations are
expressed by (see [16])
9xptq “ fpxptq, tq,
fpxptq, tq P TxptqM, xp0q “ x0 PM, t P rt0, tf s.
The time dependent flow associated with a differentiable time
dependent vector field f is a map Φf satisfying :
Φf : rt0, tf s ˆ rt0, tf s ˆM ÑM,
pt0, s, xq ãÑ Φf ps, t0, xq PM,
and
dΦf ps, t0, xq
ds
|s“t “ fpΦf pt, t0, xq, tq.
One may show, for a smooth vector field f , the integral flow
Φf ps, t0, .q : M Ñ M is a local diffeomorphism , see [16].
Here we assume that the vector field f is smooth and complete,
i.e. Φf exists for all t P pt0,8q.
B. Geodesic Curves
As known (see [17]), geodesics are defined as length mini-
mizing curves on Riemannian manifolds which satisfy
∇ 9γptq 9γptq “ 0,
where γp¨q is a geodesic curve on pM, gM q.
Definition 3 ([15]). The restricted exponential map is defined
by
expx : TxM ÑM, expxpvq “ γvp1q, v P TxM,
where γvp1q is the geodesic initiating from x with the velocity
v up to t “ 1.
For brevity, in this paper we refer the restricted exponential
maps as exponential maps. For x P M , consider a δ ball in
TxM such that Bδp0q .“ tv P TxM | ||v||g .“ gM pv, vq 12 ă
δu. Then the geodesic ball is defined as follows.
Definition 4 ([15]). In a neighborhood of x PM where expx
is a local diffeomorphism (this neighborhood always exists by
Lemma 1 below), a geodesic ball of radius δ ą 0 is denoted
by expxpBδp0qq Ă M . Also we call expxpBδp0qq a closed
geodesic ball of radius δ.
Lemma 1 ([15]). For any x PM there exists a neighborhood
Bδp0q in TxM on which expx is a diffeomorphism onto
expxpBδp0qq ĂM .
Definition 5 ([15]). A normal neighborhood around x PM is
any open neighborhood of x which is a diffeomorphic image
of a star shaped neighborhood of 0 P TxM under expx map.
Definition 6. The injectivity radius of M is
ipMq .“ inf
xPM ipxq,
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where
ipxq .“ suptr P Rě0| expx is differmorphic onto expxBrp0qu.
(6)
The following lemma displays a relationship between nor-
mal neighborhoods and metric balls defined before on M .
Lemma 2 ([18]). If expxp¨q, x P M , is a local diffeo-
morphism on Bp0q Ă TxM,  P Rą0, and Bpx, rq Ă
expxBp0q, then
expxBrp0q “ Bpx, rq,
where Bpx, rq is the metric ball with re-
spect to the Riemannian distance function.
We note that Bp0q is the metric ball of radius  with respect
to the Riemannian metric gM in TxM .
The following lemma bounds the injectivity radius of com-
pact Riemannian manifolds, see Definition 6.
Lemma 3 ([19]). The injectivity radius ipxq, x P M is
continuous with respect to x and is bounded from below for
compact Riemannian manifolds.
By the results of [18], Corollary 5.3, and Lemma 3, in the
case ipMq ą 0, for any r ď ipMq, such that Bpx, rq Ă
expxBipMqp0q, we have
Bpx, rq “ expxBrp0q.
III. SYNCHRONIZATION ON RIEMANNIAN MANIFOLDS
AND LIE GROUPS
Let us consider a set of m agents A .“ t1, ¨ ¨ ¨ ,mu, on
a connected n dimensional Riemannian manifold pM, gM q
where the state of each agent lies on M , i.e. xi P M, i “
1, ¨ ¨ ¨m. The synchronization for A is met when x1 “ x2 “
¨ ¨ ¨xm P M , see [3]. For the network of agents A, an
undirected graph GpV, Eq has a finite set of vertices V and a set
of unordered edges E . A link which connects vertices i and j
is denoted by pi, jq P E . Corresponding to xi, i “ 1, ¨ ¨ ¨ ,m,
a cost function to penalize the deviation from the synchronized
configuration is proposed in [3] as
Jpx1, ¨ ¨ ¨ , xmq “ 1
2
ÿ
pi,jqPE
d2pxi, xjq, (7)
where d is the Riemannian metric on pM, gM q. As is obvious
the unique global minimum of J is given by x1 “ x2 “
¨ ¨ ¨xm, i.e. at the synchronization state. The optimization
problem defined in (7), is a special case of the optimization
of a cost function J : M ˆM ¨ ¨ ¨ ˆM Ñ Rě0, defined on
the Riemannian manifold M ˆM ¨ ¨ ¨ ˆM . In the case that
the graph G is fully connected the cost function (7) changes to
Jpx1, ¨ ¨ ¨ , xmq “ 12
řm
i“1
řm
j“1,j‰i d2pxi, xjq. As an example
in the case M “ SOpnq and d as the Frobenius metric, we
have [3]
Jpx1, ¨ ¨ ¨ , xmq “ 1
2
ÿ
pi,jqPE
tr
`pxi ´ xjqT pxi ´ xjq˘
“
ÿ
pi,jqPE
pn´ trpxTi xjqq, (8)
where xi P SOpnq. One of the most popular optimization
algorithms for minimization(maximization) of J is the gradi-
ent descent method. The decentralized version of the gradient
method for each agent is given by
9xi “ ´gradxiJ,
where dJipXq “ gpgradxi , Xq for all X P TxM . Note that
dJi : TxM Ñ R, is the differential form of J with respect to
the state of agent i. For the cost function J “ řpi,jqPEpn ´
trpxTi xjqq on SOpnqm, we have
9xi “ 1
2
xi
ÿ
j:pi,jqPE
pxTi xj ´ xTj xiq, i “ 1, ¨ ¨ ¨ ,m. (9)
Obviously, in order to implement (9), agent i has to know
the state xj of all the agents j, where pi, jq P E . That
necessitates communication or information exchange among
agents in decentralized algorithms, see [8], [9].
In this paper we present the final results on a connected Lie
group G (for the definition of Lie groups see [20]). Let us
denote a Lie group pG, ‹q as the state configuration manifold
for all agents. Note that ‹ is the group operation of G. We
recall that the Lie algebra L of a Lie group G (see [21], [20]) is
the tangent space at the identity element e with the associated
Lie bracket defined on the tangent space of G, i.e. L “ TeG.
A vector field X on G is left invariant if
@g1, g2 P G, Xpg1 ‹ g2q “ Tg2g1Xpg2q,
where g‹ : GÑ G, g‹phq “ g‹h, , Tg2g : Tg2GÑ Tg‹g2G.
That immediately implies Xpg ‹eq “ Xpgq “ TeLgXpeq. For
a left invariant vector field X , we define the exponential map
as
exp : LÑ G, expptXpeqq :“ Φpt,Xq, t P R, (10)
where Φpt,Xq is the integral flow of 9gptq “ Xpgptqq with
the boundary condition gp0q “ e. Note that expptXpeqq is
not necessarily the same as the geodesic exp map defined in
Definition 3.
The synchronization cost defined in (7) has a critical set of
points denoted by Gc, which minimizes (7) , where g P Gc
implies that Jpgcq “ 0. Motivated by the cost function (7),
the synchronization critical set is given by
Gc
.“ tpg, ¨ ¨ ¨ , gq | g P Gu. (11)
It is imediate that Gc Ă Gˆ¨ ¨ ¨ˆG. The set (11) characterizes
all the possibilities of synchronization for the agents in the
network. The following lemma shows that Gc is a Lie group
in the topology induced by Gm .“ G ˆ ¨ ¨ ¨ ˆ G. We denote
the Lie algebra corresponding to Gm by Lm.
Lemma 4. The critical set (11) is a Lie subgroup of the Lie
group Gm.
4 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, 2015
Proof: First we note that Gm is a Lie group. This is
immediate by the group structure of G. In order to prove Gc
is a Lie subgroup we have to show that Gc is a closed subgroup
of Gm. Obviously Gc is not empty. For any g1, g2 P Gc we
have g1‹g´12 P Gc, where ‹ is the group operation inherited
from G on Gm. This proves that Gc is a subgroup of Gm.
In order to show Gc is a Lie group it remains to prove the
closeness of Gc in the topology of Gm. This is also immediate
since based on the structure of Gc, any converging sequence
gn Ñ g˚, gn P Gc implies that g˚ P Gc, which yields the
closeness of Gc in the topology of Gm. By applying Cartan’s
Lemma [20], Gc is a Lie subgroup and consequently a Lie
group.
The following lemma gives a Riemannian structure on the
Lie group Gm based on inner products in Lm.
Lemma 5 ([21]). An inner product I : LmˆLm Ñ R, induces
a left invariant Riemannian metric on Gm as
gGmpvg, wgq “ IpTgg´1pvgq, Tgg´1pwgqq,
vg, wg P TgGm,
where Tgg´1pvgq P Lm. Furthermore, any left invariant
Riemannian metric gGm is identified via left translation by
its value ggmpemq, where em is the identity element of Gm.
Note that Tg´1 is the pushforward of the smooth map
g´1‹ : Gm Ñ Gm.
In order to analyze the extremum seeking algorithm in the
next section for the synchronization cost (7), we need to use
the notion of Quotient Manifolds as follows. As shown by
Lemma 4, the critical set Gc is a Lie subgroup of Gm. This
implies the existence of a left (right) group action from Gc to
Gm by
Gc ˆGm Ñ Gm,
where g1‹g2 P Gm for g1 P Gc and g2 P Gm. By employing
the left action above, we introduce an equivalent class induced
by Gc on Gm as g1 „ g2, g1, g2 P Gm, if there exists
gˆ P Gc, such that gˆ‹g1 “ g2. This induces a projection
pi : Gm Ñ Gm{Gc by pipgq “ rgs, where r¨s is the equivalent
class operator and Gm{Gc is the quotient space. In this paper
we denote rgs Ă Gm and pipgq P Gm{Gc. Note that in
general, quotient spaces are not manifolds and may not be
even Housdorff spaces, see [16]. Since by Lemma 4 Gc is a
Lie group, the following result shows that the quotient space
Gm{Gc is a smooth manifold.
Lemma 6 (Theorem 21.17 in [16], edition 2012). The quotient
space Gm{Gc has a smooth manifold structure and pi : Gm Ñ
Gm{Gc is a smooth submersion.
Definition 7. A smooth function J : Gm Ñ R is invariant
with respect to Gc if
Jpgc‹gq “ Jpgq, gc P Gc, g P Gm.
As an example consider pGm, ‹q “ pRm,`q. Hence, Gc “Ť
rPRpr, ¨ ¨ ¨ , rq Ă Rm. The Euclidean distance function || ¨
||2Rm is invariant with respect to Gc since
||r1 ´ r2||2Rm “ ||r1 ` r ´ r2 ´ r||2Rm .
Another example is the cost function (8) which is invariant
with respect to its corresponding Gc since trpxTi QTQxjq “
trpxTi xjq for Q P SOpnq.
Definition 8. On the Lie group Gm, a vector field X P XpGmq
is invariant with respect to Gc, if
Xpgc‹gq “ TggcpXpgqq, gc P Gc, g P Gm,
where Tgc is the pushforward of the smooth group operation
gc‹ : Gm Ñ Gm.
We note that vector fields on the base manifold Gm do not
necessarily induce vector fields on Gm{Gc. This is due to the
fact that if Xpg1q ‰ Xpg2q, g1, g2 P rgs, where X P XpGmq,
then Tg1pipXpg1qq P Tpipg1qGm{Gc is not necessarily identical
to Tg2pipXpg2qq P Tpipg2qGm{Gc. However, in the case that X
is invariant with respect to Gc, TpipXq induces a vector field
on Gm{Gc. This follows as
pi ˝ gc‹g “ pi ˝ g, gc P Gc, g P Gm. (12)
Hence, the smoothness of pi (Lemma 6), implies
Tgc‹gpi ˝ TggcpXpgqq “ Tgc‹gpi ˝Xpgc‹gq
“ Tgpi ˝Xpgq,
where the first equality is by Definition 8 and the second
equality is given by (12). This implies that both Xpgc‹gq and
Xpgq induce the same tangent vector at pipgq P Gm{Gc.
Parallel to the construction of vector fields on Gm{Gc, we
can assign a Riemannian metric to Gm{Gc. It is important to
note that the structure of the Riemannian metric of the base
manifold Gm stipulates the structure of the Riemannian metric
in Gm{Gc. Following the results of [22], chapter 3, for any
tangent vector vg P TgGm{Gc and for any gˆ P pi´1pgq, there
exist tangent vectors vˆgˆ P TgˆGm such that
Tgˆpipvˆgˆq “ vg P TgGm{Gc. (13)
In order to define a Riemannian metric on Gm{Gc, we
need to employ the Riemannian metric of Gm and ap-
ply that to horizontal lifts (see [22]) of tangent vectors
at TGm{Gc. However, for gˆ1, gˆ2 P pi´1pgq, vˆgˆ1 , wˆgˆ1 P
Tgˆ1G
m, vˆgˆ2 , wˆgˆ2 P Tgˆ2Gm, it is not guaranteed that
gGmpvˆgˆ1 , wˆgˆ1q “ gGmpvˆgˆ2 , wˆgˆ2q, whereas Tgˆ1pipvˆgˆ1q “
Tgˆ2pipvˆgˆ2q and Tgˆ1pipwˆgˆ1q “ Tgˆ2pipwˆgˆ2q. The following lemma
shows that in the case that the Riemannian metric of the base
manifold Gm comes from an inner product on its Lie algebra
then we can define an unambiguous Riemmanina metric on
Gm{Gc with respect to gGm .
Lemma 7. Consider the Lie group Gm with a Riemannian
metric corresponding to an inner product I : Lm ˆLm Ñ R.
Then, for all gˆ1, gˆ2 P rgs, vˆgˆ1 , wˆgˆ1 P Tgˆ1Gm, vˆgˆ2 , wˆgˆ2 P
Tgˆ2G
m, where Tgˆ1pipvˆgˆ1q “ Tgˆ2pipvˆgˆ2q and Tgˆ1pipwˆgˆ1q “
Tgˆ2pipwˆgˆ2q, we have
gGmpvˆgˆ1 , wˆgˆ1q “ gGmpvˆgˆ2 , wˆgˆ2q.
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Fig. 1. Extremum seeking closed loop system
Proof: We need to show that Gc acts as a group of
isometries with respect to the Riemannian metric induced by I.
Since gˆ1, gˆ2 P rgs, there exists gc P Gc such that gˆ2 “ gc‹g1.
Then it is sufficient to show
IpTgˆ1 gˆ´11 pvˆgˆ1q, Tgˆ1 gˆ´11 pwˆgˆ1qq “
IpTgc‹gˆ1pgc‹gˆ1q´1Tgˆ1gcpvˆgˆ1q, Tgc‹gˆ1pgc‹gˆ1q´1Tgˆ1gcpwˆgˆ1qq.
(14)
Hence, the statement holds if
Tgˆ1 gˆ
´1
1 pvˆgˆ1q “ Tgc‹gˆ1pgc‹gˆ1q´1Tgˆ1gcpvˆgˆ1q,
which is trivial since gˆ´11 ‹g´1c ‹gc‹gˆ1 “ gˆ´11 ‹gˆ1. The statment
above proves that Gc acts isometrically on Gm and the proof
is complete.
By employing the results of Lemma 7 we define the
induced Riemannian metric on the quotient manifold Gm{Gc
as follows. For tangent vectors vg, wg P TgGm{Gc define
gGm{Gcpvg, wgq .“ gGmpvˆrgs, wˆrgsq, where vˆrgs, wˆrgs are the
unique horizontally lifted tangent vectors in TrgsGm corre-
sponding to vg and wg , see [22]. Note that rgs is a subset of
Gm and not necessarily a single point in Gm. However, with
no further confusion we accept the notation TrgsGm as the
tangent space of all elements in rgs on Gm.
Any smooth invariant function J : Gm Ñ R induces a
smooth function Jˆ : Gm{Gc Ñ R such that J “ Jˆ ˝ pi.
The horizontal lift of the gradient of Jˆ in Gm{Gc is the
gradient of J in Gm. That is to say
H
gradgJˆ “ gradrgsJ, g P
Gm{Gc, where H¨ gives the horizontal lift of the tangent vector
gradgJˆ P TgGm{Gc. For detailed discussion on the horizontal
lift and the equivalence of the gradients in the base manifold
and the quotient manifold see [22], chapter 3.
IV. EXTREMUM SEEKING ALGORITHM FOR
SYNCHRONIZATION
An extremum seeking closed loop is shown in Figure 1.
This is the simplest form of the extremum seeking algorithm
to minimize/maximize a scalar function J : R Ñ R. The
dither signal a sinpωtq provides a variation of the searching
signal xˆptq in the one dimensional space R. The output of
the integrator is xˆ, where x “ xˆ ` a sinpωtq. The dynamical
equations in xˆ coordinates are given by
9ˆxptq “ ka sinpωtqJpxˆptq ` a sinpωtqq, (15)
where without loss of generality we assume k “ ´1.
A. Averaging of the synchronization vector field
As known [23], on average, the dynamical system (15)
behaves as a gradient algorithm. Under technical assumptions
for the dither signal, it is guaranteed that the state trajectory xˆ
converges to a neighborhood of an optimizer point of J , see
[23], [24]. This neighborhood is shrunken by adjusting the
magnitude and the frequency of the dither signal, see [23],
[24].
Consider an n dimensional Riemannian manifold pM, gM q.
For any x PM , we consider the following local time-varying
perturbation (geodesic dither)
xpptq “ expx
nÿ
i“1
ai sinpωitq BBxi , 0 ă ai, (16)
where BBxi , i “ 1, ¨ ¨ ¨ , n, are the basis for the tangent space
at x. As defined before, expx v, v P TxM is a geodesic
emanating from x P M with velocity v. In this case we per-
turbed different coordinates on M with different frequencies
ωi, i “ 1, ¨ ¨ ¨ , n. The optimization of J on M is carried out
by the state trajectory of the following time-varying vector
field on M .
fpxˆ, tq .“ ´
nÿ
i“1
ai sinpωitqJpexpxˆ
nÿ
i“1
ai sinpωitq BBxi q
B
Bxi ,
fpxˆ, tq P TxˆM, i “ 1, ¨ ¨ ¨ , n, (17)
where the optimizing trajectory xˆp¨q is a solution of the time
dependent differential equation 9ˆxptq “ fpxˆ, tq P TxˆM . Note
that the magnitudes ai, i “ 1, ¨ ¨ ¨ , n, are selected such that
||řni“1 ai sinpωitq BBxi ||g ă ipMq.
This algorithm is generalized for the synchronization prob-
lem defined above. In this case each agent updates its state
via
9ˆxj “ ´
nÿ
i“1
aji sinpωitq ˆ
Jp¨ ¨ ¨ , expxˆj
nÿ
i“1
aji sinpωji tq
B
Bxi , ¨ ¨ ¨ q
B
Bxi , j “ 1, ¨ ¨ ¨ ,m,
(18)
and the state of agent j is computed by
xjptq “ expxˆjptq
nÿ
i“1
aji sinpωji tq
B
Bxi , j “ 1, ¨ ¨ ¨ ,m.
Note that in this algorithm the cost function J in (18) contains
all the perturbations induced by all agents.
Remark 1. As is obvious, the optimization algorithm (18)
requires only information about the cost function J at each
time t. This makes the implementation of the decentralized
algorithm independent of the state of other agents and con-
sequently from the topology of the network. However, it is
6 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. XX, NO. XX, 2015
required that all agents have access to the synchronization
cost at all time.
Remark 2. We note that (18) is formulated with respect to
a generic Riemannian metric gM and does not depend upon
the embedding Euclidean space. This is a major distinction
between our method and the algorithms presented in [2], [3],
[13]. The choice of the Riemannian metric gM affects the
entire geodesic curves on M and different metrics will result
in distinct optimization trajectories.
The algorithm presented in (18) is developed for optimiza-
tion of cost functions on Riemannian manifolds and with no
modification can be employed for optimization on Lie groups.
We accept the following assumptions for the synchronization
algorithm and the cost function on the Lie group Gm intro-
duced before.
Assumption 1. (i): Assume ωji “ ωω¯ji , ω ą 0, where the
frequencies ω¯ji , i “ 1, ¨ ¨ ¨ , n, j “ 1, ¨ ¨ ¨ ,m are distinct,
rational and not combination of each other as ω¯ji ‰ ω¯kl ,
2ω¯ji ‰ ω¯kl and ω¯ji ‰ ω¯kl ` ω¯hd for distinct i, l, d P 1, ¨ ¨ ¨ , n
and j, k, h P 1, ¨ ¨ ¨ ,m.
(ii): The synchronization cost function J : Gm Ñ R is smooth
and invariant with respect to Gc. Also Jpgq is minimized if
and only if g P Gc.
Remark 3. We note that in order to implement an extemum
seeking algorithm, we need the uniqueness of a local minimum
(maximum) for the cost function of interest, see [23], [24]. This
condition is obviously violated since the set Gc given in (11)
does not posses such a property. As is obvious Gc is a closed
connected subset of Gm which is not necessarily compact.
The following lemma formulates the average behavior of
the synchronization algorithm (18) on a Riemannian manifold
pM, gM q. Note that we present the results for general Rieman-
nian manifolds where results directly apply to Gm which is
the manifold of interest in this paper.
Lemma 8. Consider the synchronization algorithm (18) for
agents moving on an n dimensional Riemannian manifold
pM, gM q. Then, subject to Assumption 1, at each xm P Mm
and for each agent j, the average vector field of (18) is
in a perturbation form as
řn
i“1 ∇ BBxi Jp¨ ¨ ¨ , xj , ¨ ¨ ¨ q
B
Bxi `
OpmaxiPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu |aji |4q, where ∇ is the Levi-Civita
connection of pM, gM q.
In order to give the proof of Lemma 8 we need to study
the lifting of vector fields in product manifolds and relate
the Levi-Civita connections of embedded submanifolds. As
is obvious, the product space Mm .“ M ˆ ¨ ¨ ¨ ˆ M is
a smooth manifold provided M is a smooth manifold. We
consider the product Riemannian metric on Mm which is
given by gMm “ gM ‘ ¨ ¨ ¨ ‘ gM . Note that there exists
an inclusion embedding ι : M Ñ Mm which is smooth
in the product topology of Mm, see [16], Chapter 7. Now
assume X P XpMq then it is possible to locally extend X
to a vector field X¯ on Mm. However, this extension is not
unique and for any x P M , X¯ and X need to agree on
TxM , i.e. Xx “ X¯Tx , where ¨T is the projection operator on
TxM with respect to gMm . Let us denote the local coordinates
around x P M by px1, ¨ ¨ ¨ , xnq. Hence, locally X is given
by
řn
i“1Xipxq BBxi , where Xi are smooth functions, see [16],
Lemma 4.2. By employing the local coordinates of the product
manifold we may write the local coordinates of ιpxq PMm by
px1, ¨ ¨ ¨ , xn, y1, ¨ ¨ ¨ , ynpm´1qq, where yi are local coordinates
induced from Mm´1. In this case we consider a particular
local extension of X given by
X¯ “
nÿ
i
Xi
B
Bxi `
npm´1qÿ
i“1
0
B
Byi , (19)
around ιpxq PMm. This defines a local vector field on Mm.
The product metric of Mm guarantees that gM pX,Y q “
gMmpX¯, Y¯ q, i.e. ι is an isometric embedding.
Corresponding to the product metric, we have the Levi-
Civita connection
p
∇ on Mm. The Gauss formula , see [15],
Theorem 8.2 gives the following relationship between
p
∇ and
∇ on Mm and M respectively.
Lemma 9 (Guass formula, [15], Theorem 8.2). If X,Y P
XpMq are arbitrarily extended to X¯, Y¯ P XpMmq, then
p
∇X¯ Y¯ “ ∇XY ` IIpX,Y q,
where IIp¨, ¨q is the second fundamental form of M .
The following lemma shows that for the particular extension
(19) the second fundamental form II vanishes.
Lemma 10 ([25], exercise 6.1). If X,Y P XpMq are locally
extended to X¯, Y¯ P XpMmq based on (19), then
p
∇X¯ Y¯ “ ∇XY.
By employing the results of Lemma 10, with no further
confusion, we only consider the extension of vector fields
given in (19) and denote the extended vector field X¯ by X .
The proof of Lemma 8 is given as follows.
Proof: (Lemma 8)
The proof is based on the Riemannian structure of product
spaces and the Taylor expansion of J on Mm. By employing
the results of Lemma 10, we have the following decomposition
for
p
∇.
p
∇řm
j“1 Yj
mÿ
j“1
Xj “
mÿ
j“1
∇YjXj , (20)
where Yj , Xj P XpMq and ∇ is the Levi-Civita connection
of pM, gM q. Note that řmj“1Xj ,řmj“1 Yj are vector fields on
Mm with respect to the extension introduced in (19). Based
on (18), each agent j perturbs its current state xˆj by the
geodesic expxˆj
řn
i“1 a
j
i sinpωji tq BBxi which is the evaluation
of the geodesic curve γjpθ, tq .“ expxˆj θ
řn
i“1 a
j
i sinpωji tq BBxi
at θ “ 1. The geodesic curves γjpθ, tq, j “ 1, ¨ ¨ ¨ ,m induce
the curve Γpθ, tq .“ pγ1pθ, tq, ¨ ¨ ¨ , γmpθ, tqq P Mm. Note that
θ is the parametrization of the geodesic γj on pM, gM q and t
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appears as a parameter in the vector field which generates γj .
By the properties of
p
∇ given in (20), we have
p
∇ 9Γpθ,tq 9Γpθ, tq “
mÿ
j“1
∇ 9γjpθ,tq 9γjpθ, tq “ 0,
where 9γjpθ, tq “ dγdθ and ∇ 9γjpθ,tq 9γjpθ, tq “ 0 since γj are
geodesics on pM, gM q. This implies that Γ is a geodesic on
Mm. This is due to the special product metric of Mm and is
not necessarily true for all Riemannian metrics on Mm.
Then the Taylor expansion of J along the geodesic
expxm θX , where x
m “ px1, ¨ ¨ ¨ , xmq P Mm, X P TxmMm,
is given by (see [26])
Jpexpxm θXq “ Jpxmq ` θp
p
∇XJqpxmq ` ...` θ
k´1
pn´ 1q! ˆ
p p∇
k´1
X Jqpxmq ` θ
k
pk ´ 1q!
ż 1
0
p1´ sqk´1 p∇
k
XJpexpxm sθXqds,
0 ă θ ă θ˚, (21)
which is equivalent to
Jpexpxm θXq “ Jpxmq ` θpdJpXqq|xm ` ...` θ
k´1
pk ´ 1q! ˆ
p p∇
k´2
X dJqpXq|xm ` θ
k
pk ´ 1q!
ż 1
0
p1´ sqk´1p p∇
k´1
X dJqpXq
pexpxm sθXqds, 0 ă θ ă θ˚, (22)
where dJ : TMm Ñ R is a differential form of J , θ˚ is
the upper existence limit for geodesics on Mm. Note that for
compact manifolds θ˚ “ 8.
Hence, the expansion above along the geodesic curve Γpθ, tq
gives
JpΓp1, tqq “ JpΓp0, tqq ` p p∇XJqpΓp0, tqq ` ¨ ¨ ¨ `
1
pk ´ 1q! p
p
∇
k´1
X JqpΓp0, tqq ` 1pk ´ 1q!
ż 1
0
p1´ sqk´1 p∇
k
X
JpΓps, tqqds,
where X “ řmj“1 řni“1 aji sinpωji tq BBxi which is due to the
structure of TxmMm “ Tx1M ‘ ¨ ¨ ¨ ‘ TxmM and Γp0, tq “
xm.
Linear properties of ∇ imply that (see [16])
∇řn
i“1 a
j
i sinpωji tq BBxi
J “
nÿ
i“1
aji sinpωji tq∇ BBxi J.
By (20) we have
p
∇řm
j“1
řn
i“1 a
j
i sinpωji tq BBxi
J “
mÿ
j“1
nÿ
i“1
aji sinpωji tq∇ BBxi J, (23)
where J in the right hand side of (23) is restricted to M .
Iteratively we have
p
∇
křm
j“1
řn
i“1 a
j
i sinpωji tq BBxi J “
mÿ
j“1
nÿ
i“1
aji sinpωji tq∇ BBxi
` p∇k´1řm
j“1
řn
i“1 ai sinpωitq BBxi J
˘
,
where
p
∇
k´1řm
j“1
řn
i“1 ai sinpωitq BBxi J is decomposed on
TxjM, j “ 1, ¨ ¨ ¨ ,m.
We drop the notation ˆ for the state trajectory in (18).
Hence, the synchronization algorithm (18) and the dynamical
equations for the extremum seeking feedback loop are given
in x coordinates as follows:
9xjptq “ ´
´ nÿ
i“1
aji sinpωji tqJpxmq
B
Bxi `
mÿ
e“1
nÿ
i,l“1
ajia
e
l sinpωji tq sinpωel tq∇ BBxl Jpx
mq BBxi ` ¨ ¨ ¨ `
1
pk ´ 1q!
mÿ
e“1
nÿ
i,l“1
ajia
e
l sinpωji tq sinpωel tq ˆ
∇ B
Bxi
` p∇k´2řm
e“1
řn
i“1 aei sinpωei tq BBxi J
˘pxmq BBxi `
1
pk ´ 1q!
nÿ
i“1
aji sinpωji tq
´
ż 1
0
p1´ sqk´1 p∇
křm
e“1
řn
i“1 aei sinpωei tq BBxi
Jp¨ ¨ ¨ , expxj s
nÿ
i“1
aji sinpωji tq
B
Bxi , ¨ ¨ ¨ qds
¯ B
Bxi
¯
. (24)
The vector field above is a time varying vector field on M
for each agent j. Since the perturbations appear in the form
of sinusoids then by Assumption 1 the resulted vector field is
periodic with respect to time. By employing Assumption 1,
the averaged vector field for agent j is given by
1
2
nÿ
i“1
aj
2
i ∇ BBxl Jpx
mq BBxi ` ¨ ¨ ¨ `
1
T
ż T
0
” 1
pk ´ 1q!
mÿ
e“1
nÿ
i,l“1
ajia
e
l sinpωji tq sinpωel tq ˆ
∇ B
Bxi
` p∇k´2řm
e“1
řn
i“1 aei sinpωei tq BBxi J
˘pxmq BBxi `
1
pk ´ 1q!
nÿ
i“1
aji sinpωji tq
´
ż 1
0
p1´ sqk´1 p∇
křm
e“1
řn
i“1 aei sinpωei tq BBxi
Jp¨ ¨ ¨ , expxj s
nÿ
i“1
aji sinpωji tq
B
Bxi , ¨ ¨ ¨ qds
¯ B
Bxi
ı
dt.
(25)
We observe that each agent can select its geodesic dither
amplitudes aji , j “ 1, ¨ ¨ ¨ ,m, i “ 1, ¨ ¨ ¨ , n such that
||řni“1 aji sinpωji tq BBxi || ă ipxjq, where ipxjq is the objec-
tivity radius at xj P M , see Definition 6. It is guaranteed
that ipxq ą 0 for all x P M , see [19]. Hence, the set
expxj Bipxjqp0q “ expxj Bipxjqp0q is compact in the topology
of M . This results in the compactness of expx1 Bipx1qp0q ˆ
¨ ¨ ¨ ˆ expxm Bipxmqp0q in the product topology of Mm.
By the choice of dither frequencies and Assumption 1
we have 1T
şT
0
sinpωji tq sinpωkl tq sinpωqrtqdt “ 0, j, k, q P
1, ¨ ¨ ¨ ,m, i, l, r P 1, ¨ ¨ ¨ , n. Together with the smoothness of J
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and compactness of expx1 Bipx1qp0qˆ ¨ ¨ ¨ˆ expxm Bipxmqp0q,
this implies that the only significant term after the integration
in (25) is of order OpmaxiPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu |aji |4q. Conse-
quently, the averaged vector field for each agent is in the form
of a perturbation in the statement of the lemma and the proof
is complete.
Remark 4. The order of the perturbation vector field con-
structed above is not uniform with respect to Mm, since
the injectivity radius may vary on Riemannian manifolds.
However, in the case that ipMq is bounded from below the
perturbation term in (25) can be uniformly bounded. This
specially holds for compact manifolds since the injectivity
radius of compact manifolds are bounded from below, see
Lemma 3.
B. Stability of the gradient system on Gm{Gc
As stated in the previous section, the averaged vector field
of each agent is in the perturbation form represented in (25).
The results of Lemma 8 also hold for Gm instead of Mm
since by definition Lie groups are smooth manifolds. We define
the gradient system of the synchronization problem on Mmas
follows.
Definition 9. For the synchronization extremum seeking al-
gorithm (18), the gradient vector field on Mm is given byřm
j“1
řn
i“1
1
2a
j2
i ∇ BBxi Jpx
mq BBxi P XpMmq.
Note that
řn
i“1
1
2a
j2
i ∇ BBxi Jpx
mq BBxi P XpMq for which we
consider their unique extensions presented in (19) on Mm.
As stated before the synchronization cost on Gm has a set
of minima denoted by Gc Ă Gm. In order to analyze the
synchronization problem on Gm we modify the extremum
seeking vector field (18) to be applicable on Lie groups. The
extremum seeking algorithm for the synchronization on Gm
is given as
9gj “ ´
nÿ
i“1
aji sinpωitq ˆ
Jp¨ ¨ ¨ , gj ‹ expp
nÿ
i“1
aji sinpωji tq
B
Bgi q, ¨ ¨ ¨ qgj
B
Bgi ,
j “ 1, ¨ ¨ ¨ ,m, (26)
where exp is the exponential map on Lie groups defined in
(10) and BBgi are the base elements of L. In this case we employ
the left invariant vector field, denoted by gj BBgi , induced byB
Bgi on L given by Tegp BBgi q. One may show that Tepg1 ‹
g2qp BBgi q “ Tg2g1 ˝ Teg2p BBgi q which shows that Tegp BBgi q is
left invariant. Note that the exp curve is not necessarily a
geodesic on G. It is shown that in the case which G admits a
bi-invariant Riemannian metric the exponential curves through
e are geodesics, [27]. In this case it is easy to show that γptq “
g ‹ expptXq, X P L is a geodesic through g P G since
∇ 9γptq 9γptq “ ∇Tg‹expptXqg d expptXqdt Tg‹expptXqg
d expptXq
dt
“ Tg‹expptXqg∇ d expptXq
dt
d expptXq
dt
“ 0,
since expptXq is a geodesic and ∇ d expptXq
dt
d expptXq
dt “ 0. Note
that ∇ is the corresponding invariant connection with respect
to the Cartan-Schouten (0) form on G, see [27]. Hence, the
analysis of (26) is exactly the same as the analysis of (18)
in Lemma 8. However, a bi-invariant Riemannian metric may
not exist for all Lie groups. As an example SEp3q does not
admit such a metric and consequently the exponential map
on SEp3q is not a geodesic, see [27]. In the case that G
does not admit a bi-invariant metric, we employ the Taylor
expansion of smooth functions on G and replace (21) by
its version on Lie groups, given in [28]. The rest of the
analysis remains unchanged where ∇XJpgq is replaced by
XJpgq “ limtÑ0 Jpg‹expptXpeqqq´Jpgqt .
The stability of the extremum seeking algorithm (26) is
related to the stability of the gradient system in Definition
9. As explained, the synchronization cost function has the set
of minima at Gc “ tpg, ¨ ¨ ¨ , gq P Gmu for all g P G. First we
shows that the gradient system of the synchronization system
in Definition 9 gives a left invariant vector field on Gm.
Lemma 11. Consider the gradient system of the synchro-
nization extremum seeking algorithm (26) which is given in
Definition 9 on Gm. Assume J satisfies Assumption 1 then the
gradient system is invariant with respect to Gc on Gm.
Proof: Applying the analysis of the proof of Lemma 8
implies that the gradient system of (26) is in the following
form
9gm “ ´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇gj BBgi Jpg
mqgj BBgi . (27)
The left invariance of the vector field gj BBgi is immediate.
Also ∇gj BBgi Jpg
mq is Gc invariant since for a general left
invariant vector field X P XpGmq we have ∇XJpgmq “
pXpJqqpgmq. Together with the invariance of J with respect
to Gc, this implies that XpJqpgmq “ XpJqpgc‹gmq. This is
due to the fact that (see (21))
∇XJpgc‹gmq “ lim
tÑ0
Jpgc‹gm‹ exp tXq ´ Jpgc‹gmq
t
“ lim
tÑ0
Jpgm‹ exp tXq ´ Jpgmq
t
“ ∇XJpgmq. (28)
Hence, the gradient vector field for each agent j is Gc
invariant.
Remark 5. The second equality in (28) does not necessar-
ily hold along geodesics since in general expgc‹gm tX ‰
gc‹ expgm tX . In this case we may not be able to use the
invariance properties of J with respect to Gc.
Theorem 3. Consider the gradient system of the synchro-
nization extremum seeking algorithm (26) which is given in
Definition 9 for all agents on Gm. Assume J is positive, Gc
invariant and Jpgq “ 0, g P Gc. Then, if the initial state
pipgmpt0qq is suffciently close (in the quotient topology) to
pipGcq, then the state trajectory of the induced gradient system
on Gm{Gc initiating from pipgmpt0qq asymptotically converges
to pipGcq P Gm{Gc.
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Proof: By the results of Lemma 11 the gradient vec-
tor field is Gc invariant and consequently induces a vec-
tor field on Gm{Gc. The vector field in (28) induces
a vector field
řm
j“1
řn
i“1
1
2a
j2
i Tgmpi
`∇gj BBgi Jpgmqgj BBgi ˘ P
TpipgmqGm{Gc. The cost function J induces a smooth function
Jˆ : Gm{Gc Ñ R via J “ Jˆ ˝ pi, where by using the the
horizontal lift, we have
H
gradgJˆ “ gradrgsJ, g P Gm{Gc,
see [22]. Since J is a single valued smooth function, based
on (5), for X P XpGmq we have ∇XJ “ XpJq “ dJpXq “
gGmpgradJ,Xq. The operator Tgm is linear and therefore the
induced vector field denoted by Xˆ is evaluated at pipgmq by
´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇gj BBgi Jpg
mqTgmpi
`
gj
B
Bgi
˘ “
´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i gGmpgradgmJ, gj
B
Bgi qTgmpi
`
gj
B
Bgi
˘ “
´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i gGm{GcpgradpipgmqJˆ , Tgmpipgj
B
Bgi qq ˆ
Tgmpi
`
gj
B
Bgi
˘ “
´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇ˆTgmpi
`
gj
B
Bgi
˘JˆppipgmqqTgmpi`gj BBgi ˘,
(29)
where ∇ˆ is the Levi-Civita connection of Gm{Gc. Since
Jpgq “ 0, g P Gc then Jˆ ˝ pipgq “ 0, g P Gc. Note that for
all g1, g2 P Gc we have pipg1q “ pipg2q, hence Gc maps to a
single point pipGcq in Gm{Gc. It is immediate that pipGcq is
a unique local minimum of Jˆ since for any gˆ ‰ pipGcq we
have pi´1pgˆq X Gc “ H. Otherwise there exists g1 P pi´1pgˆq
such that g1 “ pg11, ¨ ¨ ¨ , g11q P Gc. Since g1 „ pi´1pgˆq then
for each g2 P pi´1pgˆq, there exists gc P Gc such that g2 “
gc‹g1. This implies pi´1pgˆq “ Gc or gˆ “ pipGcq which is a
contradiction. We consider Jˆ as a candidate Lyapunov function
on Gm{Gc. The time variation of Jˆ along the induced gradient
vector field (29) is given as
9ˆ
J “ dJˆpXˆq
“ ´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇ˆTgmpi
`
gj
B
Bgi
˘Jˆppipgmqq ˆ
dJˆ
´
Tgmpi
`
gj
B
Bgi
˘¯ˇˇˇˇ
pipgmq
.
As is obvious dJˆ
´
Tgmpi
`
gj
B
Bgi
˘¯ˇˇˇ
pipgmq
“
∇ˆ
Tgmpi
`
gj
B
Bgi
˘Jˆppipgmqq. Hence,
9ˆ
J “ ´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇ˆ2Tgmpi
`
gj
B
Bgi
˘Jˆppipgmqq ď 0.
Since pipGcq is the unique local minimum of Jˆ then
∇ˆ
Tgm
`
gj
B
Bgi
˘Jˆppipgmqq “ 0 if and only if gm P Gc. This
yields that 9ˆJ locally vanishes only at pipGcq P Gm{Gc. By
employing the Lyapunov stability results on manifolds, see
[21], pipGcq is locally asymptotically stable on Gm{Gc and
the proof is complete.
One may show that asymptotic convergence of the state tra-
jectory of the induced gradient system in the quotient manifold
Gm{Gc results in the asymptotic convergence in Gm. Consider
the curve γptq .“ pipΦXpt, t0, gmqq on Gm{Gc, where ΦX is
the flow of X on Gm, see (6). To show the convergence in Gm
we need to show γptq “ γˆptq .“ ΦXˆpt, t0, pipgmqq in Gm{Gc,
where ΦXˆ is the flow of Xˆ on G
m{Gc. To this end, it is
sufficient to prove both of them are integral flows of the same
vector field with the same initial conditions. Obviously both
γ and γˆ initiate from the same initial state pipgmq P Gm{Gc
and ΦXˆpt, t0, pipgmqq is the solution of the vector field Xˆ
on Gm{Gc. The tangent vector field along γ in Gm{Gc is
obtained by
9γptq “ TΦXpt,t0,gmqpiXpΦXpt, t0, gmqq
“ XˆppipΦXpt, t0, gmqqq, (30)
where the second equality holds since Xˆ is the horizontal lift
of X , see (13). Equation (30) shows that pipΦXpt, t0, gmqq
is the solution of the vector field Xˆ in Gm{Gc with initial
conditions pipgmq P Gm{Gc and Xˆppipgmqq P TpipgmqGm{Gc.
Hence, by the uniqueness of solutions for flows we have
γptq “ γˆptq. As stated by Theorem 3, if pipgmq is sufficeintly
close to pipGcq, then ΦXˆpt, t0, pipgmqq Ñ pipGcq. Hence,
together with continuity of pi in the quotient topology, we have
ΦXpt, t0, gmq Ñ Gc. This is summarized in the following
proposition.
Proposition 1. Consider the initial state gm P Gm such
that ΦXˆpt, t0, pipgmqq Ñ pipGcq, where Xˆ is the induced
gradient vector field (29) and ΦXˆ is its flow as per (6). Then
ΦXg pt, t0, gq Ñ Gc, where Xg is the gradient vector field
(27).
C. Closeness of solutions on Gm{Gc
To analyze the behaviour of the extremum seeking algorithm
(26) on Gm we need to study the closeness of solutions
of perturbed vector fields on Gm. As stated by Theorem
3 for sufficiently close initial state pipgmq the state flow
ΦXˆpt, t0, pipgmq converges to pipGcq. However, the original
state trajectory ΦXpt, t0, gmq converges to the invariant set Gc
which is not a single point. To obtain the closeness of solutions
for state trajectories of (26) and its corresponding gradient
system in Definition 9 we study their projected trajectories on
Gm{Gc.
Lemma 12. Consider the synchronization extremum seeking
algorithm (26) on the connected Lie group Gm such that
ipGmq is bounded from below. Then the averaged vector field
of the synchronization extremum seeking algorithm, Xa, is Gc
invariant and there exists a continuous function ρ : R Ñ
R, ρp0q “ 0, such that
lim sup
tÑ8
dpΦXapt, t0, gmq, Gcq ď
ρpOp max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qq.
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Proof: As shown by Lemma 8 the averaged vector
field is the perturbation of the gradient system defined in
Definition 9. Let us denote the time varying synchronization
vector field in (26) by Xpg, tq. Since J is Gc invariant and
g BBgi are left invariant then it is immediate that for each t,
TggcXpg, tq “ Xpgc‹g, tq, gc P Gc. Since X is T periodic
then 1T
şT
0
Xpg, τqdτ is also Gc invariant. By the results of
Lemma 8 we have
Xapgmq “ ´
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇gj BBgi Jpg
mqgj BBgi `
mÿ
j“1
nÿ
i“1
Op max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qgj
B
Bgi .
Hence, the induced vector field on Gm{Gc is given by
Xˆappipgmqq “ TgmpipXapgmqq “
´Tgmpi
˜
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇gj BBgi Jpg
mqgj BBgi
¸
`
Tgmpi
˜
mÿ
j“1
nÿ
i“1
Op max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qgj
B
Bgi
¸
.
As shown by Theorem 3, the induced vector field of the
gradient system is locally asymptotic stable around pipGcq.
Hence, Xˆ is a perturbation of an asymptotic stable vector field
on Gm{Gc. By employing the results of [29], there exists a
continuous function ρ : RÑ R, ρp0q “ 0, such that
lim sup
tÑ8
d
´
ΦXˆapt, t0, pipgmqq, pipGcq
¯
ď
ρpOp max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qq. (31)
Connectedness of Gm{Gc implies that there exists a piecewise
smooth γˆ : r0, 1s Ñ Gm{Gc such that γˆp1q “ pipGcq
and γˆp0q “ ΦXˆapt, t0, pipgmqq. Results of [30], Proposition
II,3.1 yields the existence of the unique horizontal lift of
γˆp¨q denoted by γp¨q P Gm, such that Tγptqpi 9γptq “ 9ˆγptq
and pipγptqq “ γˆptq. Since γp¨q is a horizontal of γˆp¨q then
`pγq “ ş1
0
g
1
2
Gmp 9γpτq, 9γpτqqdτ “
ş1
0
g
1
2
Gm{Gcp 9ˆγpτq, 9ˆγpτqqdτ “
`pγˆq. Therefore,
dpΦXapt, t0, gmq, Gcq ď dpΦXapt, t0, gmq, γp1qq “ `pγq,
where dpΦXpt, t0, gmq, Gcq “ infgcPGc dpΦXpt, t0, gmq, gcq
and γp1q P Gc. By the Riemannian structure of Gm{Gc
and continuity of ρ, select aji sufficiently small such that
ρpOpmaxiPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu |aji |4qq ă ippipGcqq, where ipGcq
is the injectivity radius at pipGcq in Gm{Gc. One may choose γˆ
as the radial geodesic in a normal neighbourhood of pipGcq, see
[15]. This implies that dpΦXˆapt, t0, pipgmqq, pipGcqq “ `pγˆq.
Hence, by (31)
lim sup
tÑ8
dpΦXapt, t0, gmq, Gcq ď
ρpOp max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qq,
which completes the proof.
The next theorem is the main result of this paper which
gives closeness of solutions for state trajectories of dynamical
systems on Gm.
Theorem 4. Consider the synchronization extremum seeking
system given in (26) on Gm. Subject to Assumption 1, for any
neighbourhood UpipGcq Ă Gm{Gc of pipGcq on Gm{Gc, there
exist a neighborhood UˆpipGcq Ă Gm{Gc of pipGcq such that for
any gm0 P Gm, pipgm0 q P UˆpipGcq there exist sufficiently small
parameters aji , i “ 1, ¨ ¨ ¨ , n, j “ 1, ¨ ¨ ¨ ,m and sufficiently
large frequency ω, where the projected state trajectory of the
closed loop system in (26) on Gm{Gc ultimately enters and
remains in UpipGcq.
Proof: We analyze the closeness of solutions between
state trajectories of (26) and the state trajectory of the gradi-
ent system on the quotient manifold Gm{Gc. As stated in
Assumption 1, the geodesic dithers frequencies are ωji “
ωω¯ji , j P p1, ¨ ¨ ¨ ,mq, i P p1, ¨ ¨ ¨ , nq. In the time scale τ “ ωt
we have
dgj
dτ
“ ´ 1
ω
nÿ
i“1
aji sinpω¯iτq ˆ
Jp¨ ¨ ¨ , gj ‹ expp
nÿ
i“1
aji sinpω¯ji τq
B
Bgi q, ¨ ¨ ¨ qgj
B
Bgi
.“ 1
ω
Xpτ, gmq P TgmGm, j “ 1, ¨ ¨ ¨ ,m. (32)
By the results of Lemma 8 the averaged dynamical system on
Gm is given by
dgm
dτ
“ ´ 1
ω
mÿ
j“1
nÿ
i“1
1
2
aj
2
i ∇gj BBgi Jpg
mqgj BBgi `
1
ω
mÿ
j“1
nÿ
i“1
Op max
iPt1,¨¨¨ ,nu,jPt1,¨¨¨ ,mu
|aji |4qqgj
B
Bgi
.“ 1
ω
Xapgmq P TgmGm,
(33)
which is in a form of a perturbation of the gradient vector
field ´ 1ω
řm
j“1
řn
i“1
1
2a
j2
i ∇gj BBgi Jpg
mqgj BBgi
.“ 1ωXgpgmq on
Gm. As stated in the proof of Lemma 12, the synchronization
extremum seeking system (32) is left invariant with respect to
Gc and consequently induces time varying vector field Xˆ , time
invariant averaged vector field Xˆa and the induced gradient
vector field Xˆg on Gm{Gc. Hence, we analyze closeness of
solutions among the state trajectories of 1ω Xˆ,
1
ω Xˆa and
1
ω Xˆg
on Gm{Gc.
Consider the periodic vector field Zpt, xq .“ şt
0
pXˆapgq ´
Xˆpg, τqqdτ, g P Gm{Gc, λ P Rě0, where Zpt, gq “ Zpt `
T, gq. Now consider a composition of flows on Gm{Gc given
by
zpτq “ Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q
.“ Φ 1
ωZ
p1, 0,Φ 1
ω Xˆ
pτ, τ0, g0qq.
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The tangent vector of z is computed by
9zpτq “ TΦ 1
ω
Xˆ
pτ,τ0,g0qΦ
p1,0q
1
ωZ
´ 1
ω
XˆpΦ 1
ω Xˆ
pτ, τ0, g0q, τq
¯
` BBτ
`
Φ
p1,0q
1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q
˘
“ pΦ´1qp1,0q˚1
ωZ
´ 1
ω
Xˆp¨, τq
¯
pzpτqq
` 1
ω
ż 1
0
pΦ´1qp1,sq˚1
ωZ
`
Xˆap¨q ´ Xˆp¨, τq
˘
ds ˝ zpτq,
(34)
where pΦ´1qp1,sq˚1
ωZ
is the pullback of the state flow Φ´11
ωZ
and
 “ 1ω . See [21], [31] for the definition of pullbacks along
diffeomorphisms. Equivalently, in a compact form, we have
9zpτq “ 1
ω
”
pΦ´1qp1,0q˚1
ωZ
Xˆ
`
ż 1
0
pΦ´1qp1,sq˚1
ωZ
`
Xˆa ´ Xˆ
˘
ds
ı
˝ zpτq
.“ 1
ω
Hp 1
ω
, τ, zpτqq. (35)
One can see that Hp0, τ, xq “ fˆpxq where by the construction
above, H is smooth with respect to 1ω . By applying the Taylor
expansion with remainder we have
Hp 1
ω
, τ, xq “ Xˆapgq ` 1
ω
hpg, ζ, τq,
where hpg, ζ, τq “ BB 1ω Hp
1
ω , τ, gq| 1ω“ζ and ζ P r0, 1ω s. We
note that Hp 1ω , τ, gq is periodic with respect to τ since Xˆpg, τq
and Zpτ, gq are both T-periodic. Hence, hpg, ζ, τq is a T-
periodic vector field on M .
The metric triangle inequality on Gm{Gc implies
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φ 1
ω Xˆa
pτ, τ0, g0qq ď
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0qq
`dpΦp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q,Φ 1
ω Xˆa
pτ, τ0, g0qq ď
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0qq `
dpΦp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, x0q, pipGcqq `
dpΦ 1
ω Xˆa
pτ, τ0, g0q, pipGcqq. (36)
Based on (36), We analyze the closeness of solutions for
the following dynamics on Gm{Gc.
dg
dt
“ Xˆg pgq ,
dg
dt
“ Xˆg pgq ` Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qˆ
gj
B
Bgi
˙
,
dg
dt
“ Xˆg pgq ` Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qˆ
gj
B
Bgi
˙
` 1
ω
hpg, ζ, tq, (37)
where gpt0q “ g0 and g “ pipgmq P Gm{Gc.
The variation of the induced cost function Jˆ along Xˆa “
Xˆg`Tgmpi
´řm
j“1
řn
i“1OppmaxjP1,¨¨¨ ,m,iP1,¨¨¨ ,n aji q4qgj BBgi
¯
is given by
LXˆg Jˆ ` LTgmpi´řmj“1řni“1 OppmaxjP1,¨¨¨ ,m,iP1,¨¨¨ ,n aji q4qgj BBgi ¯Jˆ ,
where by the results of Theorem 3 we have LXˆg Jˆ ď 0.
Without loss of generality, assume positive definiteness and
negative semi definiteness of Jˆ and LXˆg Jˆ are both obtained
on the same neighbourhood on Gm{Gc. Otherwise we ap-
ply the intersection of the corresponding neighborhoods to
perform the analysis above. The sublevel set Nb of the cost
function Jˆ : Gm{Gc Ñ Rě0 on Gm{Gc is defined by
Nb .“ tg P Gm{Gc, Jˆpgq ď bu. By Nbpg˚q we denote a
connected sublevel set of Gm{Gc containing g˚ P Gm{Gc.
By Lemma 6.12 in [21], there exists a compact subslevel
set NbppipGcqq Ă UpipGcq, such that NbppipGcqq is compact.
Consider a neighborhood WpipGcq Ă NbppipGcqq Ă UpipGcq.
The set NbppipGcqq ´ WpipGcq “ NbppipGcqq
Ş
W cpipGcq is
compact since W cpipGcq is closed and NbppipGcqq
Ş
W cpipGcq ĂNbppipGcqq is a closed subset of the compact set NbppipGcqq,
which is consequently compact.
Compactness of NbppipGcqq ´ WpipGcq
and continuity of the perturbed vector field
Tgmpi
´řm
j“1
řn
i“1OppmaxjP1,¨¨¨ ,m,iP1,¨¨¨ ,n aji q4qgj BBgi
¯
on Gm{Gc together imply that by selecting
aji , j “ 1, ¨ ¨ ¨ ,m, i “ 1, ¨ ¨ ¨ , n sufficiently small we
have LXˆa Jˆ ă 0 on NbppipGcqq ´WpipGcq. This implies that
the state trajectory gp¨q initiating inside NbppipGcqq remains
in NbppipGcqq.
The variation of Jˆ along Xˆa pgq ` 1ωhpg, ζ, tq is given by
LXˆa` 1ωhpg,ζ,ωqJˆ “ LXˆa Jˆ `
1
ω
Lhpg,ζ,tqJˆ “ LXˆg Jˆ `
L
Tgmpi
´řm
j“1
řn
i“1 OppmaxjP1,¨¨¨ ,m,iP1,¨¨¨ ,n aji q4qgj BBgi
¯Jˆ
` 1
ω
Lhpg,ζ,tqJˆ . (38)
The same argument applies to the variation of Jˆ along
Xˆa pgq ` 1ωhpg, ζ, tq and for sufficiently small aji and suffi-
ciently large ω the state trajectory of dgdt “ Xˆa pgq` 1ωhpg, ζ, tq
remains bounded in NbppipGcqq.
Denote the uniform normal neighborhood of pipGcq P
Gm{Gc with respect to UpipGcq by UnpipGcq (its existence is
guaranteed by Lemma 5.12 in [15]). Consider a geodesic ball
of radius δ where UnpipGcq Ă exppipGcqpBδp0qq. By definition,
exppipGcqpBδp0qq is an open set containing pipGcq in the topol-
ogy of Gm{Gc. Therefore one can shrink b to b´, 0 ă b´ ď b,
such that Nb´ppipGcqq Ă exppipGcqpBδp0qq. Hence, we can
select the set of initial state such as ΦXˆa` 1ωhp¨, t0, g0q stays
in a normal neighborhood of pipGcq. Hence, without loss of
generality we assume NbppipGcqq Ă exppipGcqpBδp0qq.
Therefore, by employing the results of [29], there exist
a neighborhood U1pipGcq Ă intpNbppipGcqq and a continuous
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function ρ, such that
lim sup
tÑ8
dpΦXˆa` 1ωhpt, t0, g0q, pipGcqq ď
ρp||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
`
1
ω
hpg, ζ, tq||gq, g0 P U1pipGcq,
(39)
where ρ is a continuous function which crosses the origin.
Note that (39) does not guarantee the convergence of the
perturbed state trajectory to pipGcq. However, it gives a local
closeness of solutions in terms of the Riemannian distance
function d to pipGcq after elapsing enough time.
By employing the triangle inequality we have
dpΦXˆa` 1ωhpt, t0, g0q,ΦXˆapt, t0, g0qq ď
dpΦXˆa` 1ωhpt, t0, g0q, pipGcqq ` dppipGcq,ΦXˆapt, t0, g0qq,
(40)
where in (40), dppipGcq,ΦXˆapt, t0, g0qq is ultimately bounded
by Lemma 12 and dpΦXˆa` 1ωhpt, t0, g0q, pipGcqq can be chosen
arbitrarily small by (39). In order to show the closeness of
trajectories ΦXˆpt, t0, g0q and ΦXˆa` 1ωhpt, t0, g0q in terms of
d
´
ΦXˆpt, t0, g0q,ΦXˆa` 1ωhpt, t0, g0q
¯
, we switch back to the
time scale τ . To this end, we prove dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝
Φ 1
ω Xˆ
pτ, τ0, g0qq “ Op 1ω q. Note that Φ 1ω Xˆa` 1ω2 hpτ, τ0, g0qq “
Φ
p1,0q
1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q. First we show that Φ 1
ω Xˆ
p¨, τ0, g0q
remains in a compact subset of Gm{Gc provided g0 P
intpNbppipGcqqq. As demonstrated by (38) by selecting
aji sufficiently small and ω sufficiently large, there exists
WpipGcq such that for g0 P WpipGcq the state trajectory
ΦXˆa` 1ωhpt, t0, g0q remains in the compact set NbppipGcqqq.
Hence, Φ 1
ω Xˆa` 1ω2 hpτ, τ0, g0qq remains in NbppipGcqqq since it
is the same trajectory in τ scale. Consequently we haveď
τPrτ0,8q
Φ 1
ω Xˆ
pτ, τ0, g0q Ă
ď
τPrτ0,8q
Φ
p1,0q
1
ωZ
˝NbppipGcqqq
“
ď
τPrτ0,ωT s
Φ
p1,0q
1
ωZ
˝NbppipGcqqq,
where the equality is due to the periodicity of Z. This proves
that for all g0 PWpipGcq the state trajectory Φ 1
ω Xˆ
pτ, τ0, g0q is
trapped in the compact set
Ť
τPrτ0,ωT s Φ
p1,0q
1
ωZ
˝NbppipGcqqq.
By the definition of the distance function given in (3),
we have dpΦ 1
ωZ
ps, 0, gq, gq ď `pΦ 1
ωZ
ps, 0, gq, gq, where
`pΦ 1
ωZ
ps, 0, gqq is the length of the curve connecting g to
Φ 1
ωZ
ps, 0, gq on Gm{Gc. Therefore,
dpΦ 1
ωZ
p1, 0, gq, gq ď
`pΦ 1
ωZ
p1, 0, gq, gq “ 1
ω
ż 1
0
||Zpλ,Φ 1
ωZ
ps, 0, gqq||gds.
(41)
Periodicity of Z with respect to λ, boundedness of
Φ 1
ωZ
ps, 0, gq, s P r0, 1s in the sense of compactness of
Ť
τPrτ0,ωT s Φ
p1,0q
1
ωZ
˝ NbppipGcqqq and smoothness of Z with
respect to g together yield dpΦ 1
ωZ
p1, 0, gq, gq “ Op 1ω q, g P
NbppipGcqq. Hence, we have
d
´
Φ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q
¯
“ O
ˆ
1
ω
˙
,
@τ P rτ0,8q, g0 PWpipGcq,
where g is replaced by Φ 1
ω Xˆ
pτ, τ0, g0q P Gm{Gc. Hence, by
using (36), for any g0 PWpipGcq, there exists a time Tg0 , such
that
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φ 1
ω Xˆa
pτ, τ0, g0qq ď
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0qq `
dpΦp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q,Φ 1
ω Xˆa
pτ, τ0, g0qq ď
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0qq `
dpΦp1,0q1
ωZ
˝ Φ 1
ω Xˆ
pτ, τ0, g0q, pipGcqq `
dppipGcq,Φ 1
ω Xˆa
pτ, τ0, g0qq ď O
ˆ
1
ω
˙
`
ρp||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
`
1
ω
hpg, ζ, τ
ω
q||gq `
ρˆ
˜
||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
||g
¸
,
@τ P rωTg0 ,8q, g0 PWpipGcq,
where ρˆ is derived by Lemma 12. Note that Φp1,0q1
ωZ
˝
Φ 1
ω Xˆ
pτ, τ0, g0q “ ΦXˆ` 1ωhpt, t0, g0q, for τ “ ωt and τ0 “ ωt0.
Finally we have
dpΦ 1
ω Xˆ
pτ, τ0, g0q, pipGcqq ď
dpΦ 1
ω Xˆ
pτ, τ0, g0q,Φ 1
ω Xˆa
pτ, τ0, g0qq `
dppipGcq,Φ 1
ω Xˆa
pτ, τ0, g0qq ď O
ˆ
1
ω
˙
`
ρp||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
`
1
ω
hpg, ζ, τ
ω
q||gq `
2ρˆ||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
||g,
@τ P rωTg0 ,8q, g0 PWpipGcq.
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Following the proof of Lemma 12 we can show
d pΦXpt, t0, gm0 q, Gcq ď O
ˆ
1
ω
˙
`
ρp||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
`
1
ω
hpg, ζ, tq||gq `
2ρˆ||Tgmpi
˜
mÿ
j“1
nÿ
i“1
Opp max
jP1,¨¨¨ ,m,iP1,¨¨¨ ,n a
j
i q4qgj
B
Bgi
¸
||g,
@t P rTg0 ,8q, pipgm0 q PWpipGcq,
which gives the closeness of solutions on Gm and completes
the proof for UˆpipGcq “WpipGcq.
V. EXAMPLE ON SOp3q
In this section we present a simple example for synchro-
nization of three agents evolving on SOp3q as their ambient
state manifold. For this problem the synchronization cost is
given by
J : SOp3q ˆ SOp3q ˆ SOp3q Ñ R,
Jpg1, g2, g3q “ 1
2
tr
`pg1 ´ g2qT ¨ pg1 ´ g2q˘`
1
2
tr
`pg1 ´ g3qT ¨ pg1 ´ g3q˘`
1
2
tr
`pg2 ´ g3qT ¨ pg2 ´ g3q˘ , g1, g2, g3 P SOp3q.
(42)
The invariant synchronization set is given by Gc “
pgc, gc, gcq P SO3p3q, where one can verify that Jpgc ‹
g1, gc ‹ g2, gc ‹ g3q “ Jpg1, g2, g3q for all gc P SOp3q.
Hence, J is Gc invariant. The Lie algebra sop3q is spanned by
B
Bg1 “
¨˝
0 1 0
´1 0 0
0 0 0
‚˛, BBg2 “
¨˝
0 0 0
0 0 1
0 ´ 1 0
‚˛and BBg3 “¨˝
0 0 1
0 0 0
´1 0 0
‚˛. For this example the dither vector Xpeq at
the Lie algebra sop3q is given by
Xpeq “
3ÿ
i“1
ai sinpωitq BBgi
“
¨˝
0 a1 sinpω1tq a3 sinpω3tq
´a1 sinpω1tq 0 a2 sinpω2tq
´a3 sinpω3tq ´ a2 sinpω2tq 0
‚˛,
(43)
hence, the dither vector field is given by
Xpgq “ g ¨
¨˝
0 a1 sinpω1tq a3 sinpω3tq
´a1 sinpω1tq 0 a2 sinpω2tq
´a3 sinpω3tq ´ a2 sinpω2tq 0
‚˛,
where g P SOp3q.
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Fig. 2. Convergence of the synchronization cost function
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Fig. 3. Convergence of the first column of g1, g2, g3
The extremum seeking for synchronization of the agents in
this example is given by
9gj “ ´
3ÿ
i“1
aji sinpωitq ˆ J
´
g1 ¨ expp
3ÿ
i“1
a1i sinpω1i tq BBgi q,
g2 ¨ expp
3ÿ
i“1
a2i sinpω2i tq BBgi q,
g3 ¨ expp
3ÿ
i“1
a3i sinpω3i tq BBgi q
¯
gj
B
Bgi , j “ 1, 2, 3. (44)
The initial configuration of agents are given by
g1 “
¨˝ ´0.3766 ´ 0.8917 0.2509
0.7877 ´ 0.1658 0.5934
´0.4875 0.4211 0.7648
‚˛, g2 “
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¨˝ ´0.5569 0.8229 0.1122
´0.6528 ´ 0.5173 0.5534
0.5134 0.2350 0.8253
‚˛, g3 “¨˝ ´0.6536 ´ 0.7568 0
0.5788 ´ 0.4999 ´ 0.6442
0.4875´ 0.4211 0.7648
‚˛. Figure 2 shows
the convergence of the synchronization algorithm in
terms of minimizing (42) for a proper set of frequencies
ωji , i, j “ 1, 2, 3. Figures 3-5 show the synchronization of
g1, g2, g3 on SO3p3q.
VI. EXAMPLE ON SEp3q
In this section we give another conceptual example for an
orientation control on SEp3q.
As is known, SEp3q is the space of rotation and translation
which is used for robotic modeling. We have
SEp3q “  ˆ gSOp3q gR
01ˆ3 1
˙
P R4ˆ4|
gSOp3q P SOp3q, gR P R3ˆ1(,
where gSOp3q models the rotation and gR models the trans-
lation in R3. The Lie algebra of SEp3q which is denoted by
sep3q is given by
sep3q “  ˆ S v
01ˆ3 0
˙
P R4ˆ4| S P sop3q, v P R3(,
Let us consider the synchronization cost function for three
agents as J : SE3p3q Ñ R, which is given by
Jpgq “ 1
2
tr
´
pgSOp3q1 ´ gSOp3q2 qT ¨ pgSOp3q1 ´ gSOp3q2 q
¯
`
1
2
tr
´
pgSOp3q1 ´ gSOp3q3 qT ¨ pgSOp3q1 ´ gSOp3q3 q
¯
`
1
2
tr
´
pgSOp3q2 ´ gSOp3q3 qT ¨ pgSOp3q2 ´ gSOp3q3 q
¯
`
1
2
||gR1 ´ gR2 ||2R3 `
1
2
||gR1 ´ gR3 ||2R3 `
1
2
||gR2 ´ gR3 ||2R3 . (45)
The synchronization set for this problem is given by Gc “
pgc, gc, gcq P SE3p3q. One can verify that Gc is invariant for
the cost function(45). Since the group operation on SEp3q is
given by matrix multiplication then we have
gc ¨ gj “
ˆ
g
SOp3q
c gRc
01ˆ3 1
˙
¨
˜
g
SOp3q
j g
R
j
01ˆ3 1
¸
“
˜
g
SOp3q
c .g
SOp3q
j g
SOp3q
c ¨ gRj ` gRc
01ˆ3 1
¸
,
j “ 1, 2, 3.
It is immediate that the rotation terms in (45) are invariant
with respect to SOp3q. Also the displacement terms are given
by 12 ||gSOp3qc ¨gRi `gRc ´gSOp3qc ¨gRj ´gRc ||2R3 “ 12 ||gRi ´gRj ||2R3 .
Hence, (45) is Gc invariant.
The Lie algebra sep3q is spanned by BBg1 “¨˚
˚˝ 0 1 0 0´1 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‚, BBg2 “
¨˚
˚˝ 0 0 1 00 0 0 0´1 0 0 0
0 0 0 0
‹˛‹‚, BBg3 “¨˚
˚˝ 0 0 0 00 0 1 0
0 ´ 1 0 0
0 0 0 0
‹˛‹‚, BBg4 “
¨˚
˚˝ 0 0 0 10 0 0 0
0 0 0 0
0 0 0 0
‹˛‹‚, BBg5 “¨˚
˚˝ 0 0 0 00 0 0 1
0 0 0 0
0 0 0 0
‹˛‹‚and BBg6 “
¨˚
˚˝ 0 0 0 00 0 0 0
0 0 0 1
0 0 0 0
‹˛‹‚. For this
example the dither vector Xpeq at the Lie algebra sep3q is
FARZIN TARINGOO: SYNCHRONIZATION ON LIE GROUPS 15
given by
Xpeq “
6ÿ
i“1
ai sinpωitq BBgi
“
¨˚
˚˝ 0 a1 sinpω1tq a3 sinpω3tq a4 sinpω4tq´a1 sinpω1tq 0 a2 sinpω2tq a5 sinpω5tq´a3 sinpω3tq ´ a2 sinpω2tq 0 a6 sinpω6tq
0 0 0 0
‹˛‹‚,
hence, the dither vector field is given by Xpgq “ g ¨ Xpeq,
where g P SEp3q.
Similar to the example on SOp3q, the extremum seeking
vector field on SEp3q is given by the following vector field
´
6ÿ
i“1
ai sinpωitqJp¨, gj exp
6ÿ
i“1
ai sinpωitq BBgi , ¨qgj
B
Bgi ,
(46)
where exp is the exponential operator defined on SEp3q. In
this case, the exp operator is not the same as the exp operator
on SOp3q. For a tangent vector
ˆ
S v
01ˆ3 0
˙
P sep3q,
where S “
¨˝
0 a b
´a 0 c
´b ´ c 0
‚˛, we have exppˆ S v
01ˆ3 0
˙
q “ˆ
exppSq Av
01ˆ3 1
˙
, where A “ I3ˆ3 ` p1´cospθqqθ2 S `
pθ´sinpθqq
θ3 S
2, and θ “ ?a2 ` b2 ` c2. In the case that θ “ 0,
we have expp
ˆ
S v
01ˆ3 0
˙
q “
ˆ
exppSq v
01ˆ3 1
˙
.
The extremum seeking for synchronization of the agents in
this example is given by
9gj “ ´
6ÿ
i“1
aji sinpωitq ˆ J
´
g1 ¨ expp
6ÿ
i“1
a1i sinpω1i tq BBgi q,
g2 ¨ expp
6ÿ
i“1
a2i sinpω2i tq BBgi q,
g3 ¨ expp
3ÿ
i“1
a3i sinpω3i tq BBgi q
¯
gj
B
Bgi , j “ 1, 2, 3. (47)
The initial configuration of agents are given by
g1 “
¨˚
˚˝ ´0.3766 ´ 0.8917 0.2509 50.7877 ´ 0.1658 0.5934 1´0.4875 0.4211 0.7648 1
0 0 0 1
‹˛‹‚, g2 “¨˚
˚˝ ´0.5165 ´ 0.8489 0.1122 40.7420 ´ 0.3784 0.5534 2´0.4273 0.3691 0.8253 1
0 0 0 1
‹˛‹‚, g3 “¨˚
˚˝ ´0.2961 ´ 0.9038 0.3089 50.8213 ´ 0.0759 0.5654 2´0.4875 0.4211 0.7648 0
0 0 0 1
‹˛‹‚. Figure 2 shows
the convergence of the synchronization algorithm in
terms of minimizing (42) for a proper set of frequencies
ωji , j “ 1, 2, 3, i “ 1, ¨ ¨ ¨ , 6. Figures 6-10 show the
synchronization of g1, g2, g3 on SE3p3q.
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