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Introduction
The concept of a representation of a quiver was introduced in [Gab]. If we consider all
representations of a quiver of given dimension as an affine variety provided with the
action of its automorphism group then the points of the corresponding categorical
quotient can be parametrized by semisimple representations. Moreover, this quotient
is also an affine variety and its coordinate algebra is generated by all polynomial
invariants. In the characteristic zero case invariants of representations of quivers
were first described in [PrB1, PrB2]. This result was applied to investigate an etale
local structure of categorical quotients of quiver representation spaces [PrB1, PrB2].
The modular case was explored in [Don1, Zub4]. In [Don1] invariants of arbitrary
quiver were described over any infinite field. In [Zub4] all defining relations between
them are described too. We note that the last result was proved independently in
[Dom] for the characteristic zero case. Finally, in [DZ2] the main results from [PrB1,
PrB2] concerning an etale local structure of invariants of a quiver were extended to
the case of any algebraically closed field.
No doubt the next step should be to generalize these statements for other classical
groups, specifically to the orthogonal and symplectic groups. It is clear that one
has to start with the action of O(n) or Sp(n) on m-tuples of n × n matrices by
simultaneous conjugation. Using the so-called transfer principle [Gr] one can reduce
this problem to a representation of some quiver. This representation is a new type
of representations of quivers called mixed representations.
Recall some necessary definitions and notations (see [Gab, Don1, PrB1, PrB2]).
A quiver is a quadruple Q = (V,A, i, t), where V is a vertex set and A is an arrow
set of Q. Let the maps i, t : A→ V associate to each arrow a ∈ A its origin i(a) ∈ V
and its end t(a) ∈ V . We enumerate elements of the vertex set as V = {1, . . . , n}.
We consider a collection of vector spaces E1, . . . , En over an algebraically closed
field K. Set dimE1 = d1, . . . , dimEn = dn. Denote by d the vector (d1, . . . , dn).
This vector is called a dimension vector. For two dimension vectors d(1),d(2) we
write d(1) ≥ d(2) iff ∀i ∈ V, d(1)i ≥ (.2)i.
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Denote by GL(d) the groupGL(E1)×. . .×GL(En) = GL(d1)×. . .×GL(dn). The
representation space of a quiver Q of dimension d is R(Q,d) =
∏
a∈A HomK(Ei(a), Et(a)).
The group GL(d) acts on R(Q,d) by the rule:
(ya)
g
a∈A = (gt(a)yag
−1
h(a))a∈A, g = (g1, . . . , gn) ∈ GL(d),
(ya)a∈A ∈ R(Q,d).
For example, if our quiver Q has one vertex and m loops which are incident to this
vertex then the d = (d)-representation space of this quiver is isomorphic to the
space of m d × d-matrices with respect to the diagonal action of the group GL(d)
by conjugation.
The coordinate ring of the affine variety R(Q,d) is isomorphic to K[yij(a) | 1 ≤
j ≤ di(a), 1 ≤ i ≤ dt(a), a ∈ A]. For any a ∈ A denote by Yd(a) the general matrix
(yij(a))1≤j≤di(a),1≤i≤dt(a). The action of GL(d) on R(Q,d) induces the action on the
coordinate ring by the rule Yd(a) 7→ g
−1
t(a)Yd(a)gi(a), a ∈ A. We omit the lower index
d if it does not lead to confusion. For example, we write Y (a) instead of Yd(a).
Let us partition the vertex set of the quiver Q into several disjoint subsets. To be
precise, let V = Vord
⊔
(
⊔
q∈Ω Vq). The vertices from Vord are said to be ordinary. We
require that all subsets Vq have cardinality two, that is for any q ∈ Ω Vq = {iq, jq}.
A dimension vector d is said to be compatible with this partition of V if for any
q ∈ Ω, diq = djq = dq. From now on all dimension vectors are compatible with some
fixed partition V = Vord
⊔
(
⊔
q∈Ω Vq) unless otherwise stated.
The next step is to replace all Ejq , q ∈ Ω by their duals. To indicate that some
vertices correspond to the duals of vector spaces we introduce a new dimension vector
t = (t1, . . . , tl), where ti = di iff we assign to i the space Ei, otherwise ti = d
∗
i . We
call d the vector underlying t. This notation will be used throughout.
By definition, the t-dimensional representation space of the quiver Q is equal to
the space R(Q, t) =
∏
a∈AHomK(Wi(a),Wt(a)), where Wi = Ei iff ti = di, otherwise
Wi = E
∗
i .
The space R(Q, t) is a G = GL(d)-module under the same action
(ya)
g
a∈A = (gt(a)yag
−1
i(a))a∈A, g = (g1, . . . , gl) ∈ G,
(ya)a∈A ∈ R(Q, t).
If Ω = ∅ then t = d and R(Q, t) = R(Q,d). Without loss of generality one can
identify the coordinate algebras K[R(Q, t)] and K[R(Q,d)].
Finally, replacing all subfactors GL(Eiq) × GL(Ejq) = GL(dq) × GL(dq) of the
group G = GL(d) by their diagonal subgroups we get a new group H(t). The
space R(Q, t) with respect to the action of the group H(t) is called the mixed
representation space of the quiver Q of dimension t relative to the partition V =
Vord
⊔
(
⊔
q∈Ω Vq).
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Example 1 Let Vord = ∅,Ω = {q}, iq = 1, jq = 2, A = {a1, . . . , am b, c}, i(ak) =
t(ak) = i(b) = t(c), t(b) = i(c) = 2. The mixed representation space of this quiver
of dimension t = (d, d∗) can be identified with M(d)m ×M(d)2, where the first m
d × d matrix coordinates correspond to the loops a1, . . . , am but the two last ones
correspond to the arrows b, c respectively. The group GL(t) = GL(d) acts on this
mixed representation space by the rule
(A1, . . . , Am, B, C)
g = (gA1g
−1, . . . , gAmg
−1, (gt)−1Bg−1, gCgt),
Ai, B, C ∈M(d), g ∈ GL(d), 1 ≤ i ≤ m.
This special case of mixed representations of quivers first appeared in [Zub5] to com-
pute the invariants of orthogonal or symplectic groups acting diagonally by conjuga-
tions on several matrices.
We formulate the following.
Problem 1 What are the generators and the defining relations between them for
the ring J(Q, t) = K[R(Q, t)]H(t)?
The principal aim of this article is to answer the first part of this question as well
as to prepare some necessary facts to answer the second part in the next article.
To formulate the main result of this article we need some additional definition.
Let us define a doubled quiver Q(d). The vertex set V (d) of this quiver is equal to
V
⊔
V ∗ord, where V
∗
ord = {i
∗ | i ∈ Vord}. Respectively, the arrow set A
(d) of Q(d)
is equal to A
⊔
A, where A = {a¯ | a ∈ A}. Further, if i(a), t(a) ∈ Vord then
i(a¯) = t(a)∗, t(a¯) = i(a)∗ but if i(a) or t(a) lies in some Vq, q ∈ Ω, then
i(a¯) =
{
jq, t(a) = iq,
iq, t(a) = jq
and symmetrically
t(a¯) =
{
jq, i(a) = iq,
iq, i(a) = jq
.
Finally, for any a ∈ A(d) we suppose Z(a) = Y (a) if a ∈ A otherwise a = b¯, b ∈ A
and Z(a) = Y (b)t, where Y (b)t is transpose of Y (b).
A product Z(am) . . . Z(a1) is said to be admissible if am, . . . , a1 is a closed path
in Q(d), that is if t(ai) = i(ai+1), i = 1, . . . , m−1 and i(a1) = t(am). A pair Z(a)Z(b)
is said to be linked if t(b) = i(a). It is clear that Z(am) . . . Z(a1) is admissible iff all
pairs Z(ai+1)Z(ai), i = 1, . . . , m− 1, and Z(a1)Z(am) are linked.
Using the theory of modules with good filtration as well as some reductions
developed in [Don2, Zub5] we prove
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Theorem 1 The algebra J(Q, t) is generated by the elements σj(Z(ar) . . . Z(a1)),
where 1 ≤ j ≤ max
1≤i≤n
{di}, ar, . . . , a1 is a closed path in the double quiver Q
(d) and σj
is j-th coefficient of characteristic polynomial.
One can define more general supermixed representations of quivers involving as
special cases mixed representations of quivers and orthogonal (symplectic) repre-
sentations of symmetric quivers introduced in [DW3]. To be precise, let R(Q, t)
be the mixed representation space of a quiver Q of dimension t = (t1, . . . , tl) with
respect to some partition of V , say V = Vord
⊔
(
⊔
q∈Ω Vq) as above. By definition t is
compatible with this partition.
Replace some factors of the group H = H(t) = (
∏
i∈Vord GL(di))×(
∏
q∈ΩGL(dq))
by orthogonal or symplectic subgroups requiring additionally that the characteristic
of the ground field is odd if at least one factor is replaced by an orthogonal group.
Denote the subgroup of H obtained in this way as G = (
∏
i∈Vord Gi) × (
∏
q∈ΩGq),
where each factor Gi(Gq) is either general linear group, orthogonal group or sym-
plectic group of given dimension.
Next, let us extract among all components HomK(Wh(a),Wt(a)), a ∈ A, those
having property i(a), t(a) ∈ Vq, q ∈ Ω. Let i(a) = i, t(a) = j. We have three cases:
Gq = GL(dq), Gq = O(dq) or Gq = Sp(dq).
Let us consider the first case Gq = GL(dq). Let i = jq, j = iq or i = iq, j = jq,
that is ti = d
∗
q, tj = dq or ti = dq, tj = d
∗
q. Identifying HomK(Wi,Wj) withM(dq) one
can replace this space by its subspaces of symmetric or skew-symmetric matrices.
In notations of [DW3] these subspaces can be identified with S2(V )(S2(V ∗)) or
Λ2(V )(Λ2(V ∗)) respectively in obvious way as a GL(dq)-modules, where V = Eiq =
Ejq .
In two remaining cases it does not matter if (ti, tj) coincide with (d
∗
q , dq) or with
(dq, d
∗
q). Indeed, V
∼= V ∗ as a O(V ) or Sp(V )-module. If Gq = O(dq) then one
can replace the space HomK(Wi,Wj) = M(dq) by its subspaces of symmetric or
skew-symmetric matrices again.
In the case Gq = Sp(dq) one can replace the space HomK(Wi,Wj) = M(dq)
by its subspaces Lie (Sp(dq)) = {A ∈ M(dq) | AJ is a symmetric matrix} or {A ∈
M(dq) | AJ is a skew-symmetric matrix}, where J = Jdq is a dq×dq skew-symmetric
matrice of the bilinear form defining the group Sp(dq).
Denote a subspace of R(Q, t) obtained with the help of some replacements de-
scribed above by S. A pair (S,G) is said to be a supermixed representation space of
the quiver Q with respect to the induced action of the group G.
Example 2 The space of m d × d matrices with respect to the diagonal action of
O(d) or Sp(d) by conjugatyions is a supermixed representation space of the quiver
Q with one vertex and m loops incident to this vertex.
The invariants of the supermixed representation space from Example 2 can be
obtained by specialization of invariants of mixed representation space from Example
1 [Zub5]. This case is typical. In fact, we prove
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Theorem 2 Let (S,G) be a supermixed representation space of a quiver Q. There
exists a quiver Q′ such that the algebraK[S]G is an epimorphic image of K[R(Q′, t)]H(t)
for some dimension vector t.
The mixed or supermixed representations of quivers naturally arose from the
actions of O(n) or Sp(n) on several n×nmatrices by simultaneous conjugation. If we
replace O(n) by its subgroup SO(n) then we will have to investigate semi-invariants
of mixed representations of quivers. In other words, one can set the problems to
find the generators and defining relations between them for semi-invariants of mixed
representations of quivers.
The problem to describe semi-invariants of ordinary representations of quivers
was very popular during the last 20 years starting with the remarkable Kac’s ar-
ticle [Ka]. Important results were obtained in [S1, S2]. There is also an extensive
literature on semi-invariants of Dynkin and Euclidean (or extended Dynkin) quiv-
ers, see [As], [Ri], [Ko1], [Ko2], [HH], [SwWl], [SkW]. The complete descriptions of
semi-invariants for an arbitrary quiver were obtained in [DW1, DW2] and [DZ]. In
the characteristic zero case the similar result was proved in [SV]. I believe that the
method of this article will also make possible to describe semi-invariants of mixed
or supermixed representations of quivers.
1 Preliminaries
1.1 Induced modules and good filtrations
Let G be an algebraic group, H a closed subgroup of G, and A a rational H-
module. Then K[G] ⊗ A is naturally a rational G×H-module with respect to the
action (g, h) · f ⊗ a = f (g,h) ⊗ ha, where g ∈ G, h ∈ H, f ∈ K[G], a ∈ A and
f (g,h)(x) = f(g−1xh). The set of H-fixed points is a rational G-submodule, called
the induced module ind GHA = (K[G]⊗A)
H [Gr].
Proposition 1.1 ([Gr], Theorem 9.1) If X is an affine G-variety, that is G acts ra-
tionally on X, then the invariant algebra K[X ]H is isomorphic to (K[X ]⊗k[G/H ])G,
where G acts on K[G/H ] by left translation. The isomorphism is given by a⊗ f 7→
af(eH).
Let G be a reductive group. Fix some maximal torus of the group G, say T , and
a Borel subgroup B containing T . The group B has a semi-direct decomposition
B = T ⊲⊳ U , where U is a maximal unipotent subgroup of the group B. Denote by
X(T ) the character group of the torus T and by X(T )+ the dominant weight subset
ofX(T ) corresponding to B. If µ ∈ X(T )+ then denote by▽(µ) the induced module
ind GB−Kµ, where B
− is the opposite Borel subgroup and Kµ is the one-dimensional
B−-module with respect to the action (tu) ◦ x = µ(t)x, t ∈ T, u ∈ U−, x ∈ Kµ.
We say that a G-module V has a good filtration (briefly GF) if there is some
filtration with at most countable number of members
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0 ⊆ V1 ⊆ V2 ⊆ . . . ,
∞⋃
i=1
Vi = V
such that ∀i ≥ 1, Vi/Vi−1 ∼= ▽(µi). Respectively, we say that a G-module W has a
Weyl filtration (briefly WF) if there is some filtration with at most countable number
of members
0 ⊆W1 ⊆W2 ⊆ . . . ,
∞⋃
i=1
Wi = W
such that ∀i ≥ 1,Wi/Wi−1 ∼= △(µi), where △(µ) ∼= ▽(µ
∗)∗, µ∗ = −w0(µ) and w0 is
the longest element of the Weyl group W (G, T ) = NG(T )/T .
It is clear that a finite-dimensional G-module V has WF iff the dual module V ∗
has GF. A finite-dimensional module V is called a tilting one if both V and V ∗ are
with GF. In other words, V has good and Weyl filtrations simultaneously.
We list some standard properties of modules having GF [Jan, Don3, Don5, Mat1].
Theorem 1.1 1. If
0→ V →W → S → 0
is a short exact sequence of G-modules and V has GF, then the diagram
0 7→ V G →WG → SG → 0
is exact.
2. If W is a G-module with GF and V is a submodule of W with GF, then the
quotient W/V is also a G-module with GF.
3. For given G-modules with GF their tensor product with respect to the diagonal
action of the group G is also a module with GF.
4. If V is a G-module with GF and H is a Levi subgroup or the commutator
subgroup of G, then V has GF as a H-module.
1.2 Necessary facts of representation theory of products of
general linear groups
Let G = GL(k) and T (k) = {diag (t1, . . . , tk) | t1, . . . , tk ∈ K
∗} is the standard torus
of G. We fix the Borel subgroup B(k) consisting of all upper triangular matrices.
It is clear that B−(k) consists of all lower triangular matrices.
Any character λ ∈ X(T (k)) can be regarded as a vector (λ1, . . . , λk) with in-
teger coordinates. By definition λ(t) = tλ11 . . . t
λk
k , t ∈ T (k). It is known that
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λ ∈ X(T (k))+ iff λ1 ≥ . . . ≥ λk [Don2]. If additionally λk ≥ 0 then (λ1, . . . , λk)
is called an ordered partition and ▽(λ) is isomorphic to so-called Schur module
Lλ˜(K
k) (see the next subsection), where λ˜ is the partition conjugated to λ. To be
precise, if λ1 = . . . = λs1 > λs1+1 = . . . = λs1+s2 > . . . > λs1+...sf+1 = . . . = λk then
λ˜ = (kλk , (s1 + . . .+ sf)
λsf , . . . , s
λs1
1 ), where l
k means l, . . . , l︸ ︷︷ ︸
k
.
Example 1.1 If λ = (1t, 0k−t) then ▽(λ) = Lλ˜(K
k) = Λt(Kk) the t-th exterior
power of the space Kk. Moreover, Λt(Kk)∗ ∼= Λk−t(Kk) ⊗ det−1 = ▽(0k−t,−1t)
has GF. In particular, Λt(Kk) is a tilting GL(k)-module. Using Theorem 1.1(3) we
obtain that all tensor products of such modules are also tilting.
The Weyl group W (GL(k), T (k)) is isomorphic to the group Sk consisting of all
permutations on k symbols.
More generally, one can describe some fragment of the representation theory of
any group GL(d). A maximal torus of the group GL(d) is T (d) = T (d1) × . . . ×
T (dn). Respectively, B(d) = B(d1) × . . . × B(dn) is a Borel subgroup and then
B−(d) = B−(d1)× . . .× B
−(dn). The characters of the group T (d) are collections
λ¯ = (λ1, . . . , λn), where each λi is a character of the corresponding torus T (di),
i = 1, 2, . . . , n. It is obvious that the root data of GL(d) is the direct product
of the root data of the groups GL(di). In particular, X(T (d))
+ coincides with
X(T (d1))
+ × . . . × X(T (dn))
+. Moreover, for any weight λ¯ ∈ X(T (d))+ we have
an isomorphism ▽d(λ¯) ∼= ▽(λ1)⊗ . . .⊗▽(λn) and △d(λ¯) ∼= △(λ1)⊗ . . .⊗△(λn).
Therefore, if all λi are ordered partitions we see that▽d(λ¯) ∼= Lλ˜1(E1)⊗. . . Lλ˜n(En).
The Weyl group W (GL(d), T (d)) is the direct product of the Weyl groups of all
factors GL(Ei). In particular, we have λ¯
∗ = (λ∗1, . . . , λ
∗
n).
Consider dimensional vectors t(1), t(2) such that d(1) ≥ d(2). We define the
Schur functor dd(1),d(2) by the following rule. For any GL(d(1))-module V we put
dd(1),d(2)(V ) =
∑
µ¯∈L Vµ¯. The set L consists of all µ¯ = (µ1, . . . , µn) such that for any
i all coordinates of µi beginning with d(2)i + 1-th coordinate are equal to zero and∑
µ¯∈X(T (d(1))) Vµ¯ is the weight decomposition of V . Identifying the group GL(d(2))
with a subgroup of GL(d(1)) (see the subsection 1.4) we obtain that dd(1),d(2)(V )
is a GL(d(2))-module. Besides, one can define a linear endomorphism of V which
takes any v =
∑
µ¯∈X(T (d(1))) vµ¯ ∈ V to
∑
µ¯∈L vµ¯. Denote this endomorphism by the
same symbol dd(1),d(2). It is not hard to prove that if all coordinates λi of λ¯ are
some ordered partitions then dd(1),d(2)(△d(1)(λ¯)) 6= 0 iff each ”component” λi has
all coordinates with numbers ≥ d(2)i + 1 equal to zero. In the last case we have
dd(1),d(2)(△d(1)(λ¯)) = △d(2)(λ¯). The same is valid for the induced modules ▽d(1)(λ¯)
as well as for its simple socle. The reader can find the detailed proof in [Green] for
the case n = 1. The general case is a trivial consequence of the case n = 1.
7
1.3 ABW-filtrations
For any vector λ = (λ1, . . . , λs) with integral coordinates denote by | λ | its degree
λ1 + . . . + λs. If all coordinates of λ are non-negative integers we denote by Λ
λ(V )
the tensor product Λλ1(V )⊗ . . .Λλs(V ).
Recall the standard embedding of an exterior power Λp(V ) into V ⊗p. This map
is defined by the rule
ip : v1
∧
. . .
∧
vp 7→
∑
σ∈Sp
(−1)σvσ(1) ⊗ . . .⊗ vσ(p), v1, . . . , vp ∈ V.
Obviously, it is an GL(V )-equivariant. One can define more general embedding
iλ : Λ
λ(V ) → V ⊗p, where λ = (λ1, . . . , λl) is any (non-ordered) partition, p =| λ |
and iλ = ⊗1≤q≤liλq . Denote by pλ the canonical epimorphism from V
⊗p onto Λλ(V ).
Let Sr(V ⊗ W ) be a homogeneous component of degree r of the symmetric
algebra S(V ⊗W ), where V,W are any vector spaces. For any ordered partition λ
of degree r we define the map
dλ : Λ
λ(V )⊗ Λλ(W )→ Sr(V ⊗W )
by dλ = dλ1⊗¯...⊗¯dλs, where dλi : Λ
λi(V )⊗ Λλi(W )→ Sλi(V ⊗W ), i = 1, . . . , s, and
the symbol ⊗¯ means the product map Sλ1(V ⊗W )⊗ ...⊗Sλs(V ⊗W )→ Sr(V ⊗W ).
Here, for any non-negative integer t the map dt : Λ
t(V ) ⊗ Λt(W ) → St(V ⊗W ) is
defined by the rule
dt((v1 ∧ ... ∧ vt)⊗ (w1 ∧ ... ∧ wt)) =
∑
σ∈St
(−1)σv1 ⊗ wσ(1)...vt ⊗ wσ(t),
vi ∈ V, wi ∈ W, 1 ≤ i ≤ t.
Let Mλ =
∑
γλ Imdγ and M˙λ =
∑
γ≻λ Imdγ. The symbol  means the lexico-
graphical order from left to right on the set of partitions. The GL(V ) × GL(W )-
module Sr(V ⊗W ) has the filtration
0 ⊆M(r) ⊆M(r−1,1) ⊆ ... ⊆M(1, ...., 1)︸ ︷︷ ︸
r
= Sr(V ⊗W )
with quotients
Mλ/M˙λ ∼= Lλ(V )⊗ Lλ(W ),
where Lλ(V ) is the Schurmodule (see [Ak]). We call this filtration Akin-Buchsbaum-
Weyman filtration or briefly, an ABW-filtration.
Remark 1.1 All these statements remain the same if we replace the field K by any
commutative ring R and require that both V,W are free R-modules. The functor
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V → Lλ(V ) is universally free, that is, Lλ(V ) is a free R-module and commutes
with change of the base ring R [Ak]. In particular, for any homomorphism R→ R′
the functor R′ ⊗R − takes ABW-filtrations to ABW-filtrations.
We define a superpartition, say λ¯ = (λ1, . . . , λn), where λi = (λi1, . . . , λi,si),
λi1 ≥ . . . ≥ λi,si ≥ 0, i = 1, . . . , n. By definition, | λ¯ |=| λ1 | + . . .+ | λn |. One can
endow the space
Λλ¯(f) =
i=n∏
i=1
⊗(Λλi(Vi)) =
i=n∏
i=1
⊗(
j=si∏
j=1
⊗Λλij (Vi))
with a GL(f)-module structure, where f = (f1, . . . , fn), dimVi = fi, 1 ≤ i ≤ n. To
be precise, each factor GL(Vi) of the group GL(f) acts on the corresponding tensor
product
∏j=si
j=1 ⊗Λ
λij (Vi) diagonally.
It is not hard to prove that ˜¯λ = (λ˜1, . . . , λ˜n) is a highest weight of the GL(f)-
module Λλ¯(f). Moreover, its multiplicity is equal to 1. Since Λλ¯(f) is a tilting
GL(f)-module there are good and Weyl filtrations of this module such that the last
quotient of the first filtration (respectively the first non-zero member of the second
one) is isomorphic to ▽f (
˜¯λ) (respectively to △f(
˜¯λ)) [Don4, Don6, Zub3, Zub4].
Denote by Rf (λ¯) the kernel of the corresponding epimorphism
Λλ¯(f)→▽f(
˜¯λ)
and by Sf (λ¯) the cokernel of the inclusion
△f (
˜¯λ)→ Λλ¯(f).
The GL(f)-modules Rf (λ¯) and Sf (λ¯) have GF and WF respectively. Moreover,
the module Rf (λ¯) and the inclusion of △f (
˜¯λ) are uniquely defined ([Zub4], Proposi-
tion 1.1). We have the short exact sequence
0→ Sf (λ¯)
∗ → Λλ¯(f)∗ → △f(
˜¯λ)∗ → 0.
By definition, △f(
˜¯λ)∗ ∼= ▽f(
˜¯λ
∗
). The unique highest weight of the module
Λλ¯(f)∗ ∼= Λλ1(V ∗1 )⊗ . . .⊗Λ
λn(V ∗n ) is equal to
˜¯λ
∗
and since Λλ¯(f) is a tilting module
we get that Sf (λ¯)
∗ is uniquely defined by the same Proposition 1.1 from [Zub4].
Let us consider another group GL(g), g = (g1, . . . , gm) and some superpartition
µ¯ = (µ1, . . . , µm), i = 1, . . . , m. We have the short exact sequence of GL(f)×GL(g)-
modules
0→ Df ,g(λ¯, µ¯)→ Λ
λ¯(f)⊗ Λµ¯(g)∗ →▽f(
˜¯λ)⊗▽g(˜¯µ
∗
) ∼= ▽f (
˜¯λ)⊗△g(˜¯µ)
∗ → 0,
where
Df ,g(λ¯, µ¯) = Rf (λ¯)⊗ Λ
µ¯(g)∗ + Λλ¯(f)⊗ Sg(µ¯)
∗.
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Proposition 1.2 The kernel Df ,g(λ¯, µ¯) is uniquely defined and has GF.
Proof. Use the same Proposition 1.1 from [Zub4] and Proposition 2.3 from [DZ].
Remark 1.2 Notice that Lλ(V
∗) ∼= △(λ˜)∗ [Zub1] as a GL(V )-module. In par-
ticular, the GL(g)-module △g(˜¯µ)
∗ is isomorphic to Lλ˜1(U
∗
1 ) ⊗ . . . Lλ˜m(U
∗
m), where
dimUj = gj, 1 ≤ j ≤ m.
Remark 1.3 In notations of Remark 1.1 there is a nondegenerate pairing of GL(V )-
modules Λt(V ∗)× Λt(V )→ R defined by the rule
< f1 ∧ . . . ∧ ft, v1 ∧ . . . ∧ vt >= det(fi(vj)), vi ∈ V, fj ∈ V
∗, 1 ≤ i, j ≤ t.
Here V ∗ = Hom R(V,R) and V is a free R-module. Tensoring we obtain a nonde-
generate pairing Λλ(V ∗)× Λλ(V )→ R. Thus Λλ(V ∗) is isomorphic to Λλ(V )∗ as a
GL(V )-module.
1.4 Specializations
For given d(1) ≥ d(2) define an epimorphism
pt(1),t(2) : K[R(Q, t(1))]→ K[R(Q, t(2))]
by the following rule. Take any arrow a ∈ A. Let i(a) = i and t(a) = j. For the sake
of simplicity denote di(s) and dj(s) by ms and ls respectively, s = 1, 2. We know
that m1 ≥ m2 and l1 ≥ l2. Then our epimorphism maps ysr(a) to zero iff either
s > l2 or r > m2. On the remaining variables our epimorphism is the identical map.
On the other hand, one can define the isomorphism it(2),t(1) of the variety R(Q, t(2))
onto a closed subvariety of R(Q, t(1)) by the dual rule, that is the epimorphism de-
fined above is the comorphism i∗t(2),t(1).
By almost the same way as it(2),t(1) one can define the isomorphism jt(2),t(1) of
the group H(t(2)) onto a closed subgroup of the group H(t(1)) just bordering any
invertible di(2) × di(2) matrix by the di(1) − di(2) additional rows and columns
which are zero outside of the diagonal tail of length di(1) − di(2). The entries
on this diagonal tail should be 1’s. It is not hard to check that it(2),t(1)(φ
g) =
it(2),t(1)(φ)
jt(2),t(1)(g) for any g ∈ H(t(2)) and φ ∈ R(Q, t(2)). The analogous equation
is valid for the epimorphism pt(1),t(2).
1.5 Young subgroups
Decompose an interval [1, k] = {1, . . . , k} into some disjoint subsets, say [1, k] =⊔
1≤j≤m Tj . Define the Young subgroup ST = ST1 × . . .× STm of the group Sk as the
subgroup which consists of all permutations σ ∈ Sk such that σ(Tj) = Tj , 1 ≤ j ≤ m.
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By definition, ST = {σ ∈ Sk | σ(T ) = T, ∀j 6∈ T σ(j) = j} for arbitrary subset T .
The subsets T1, . . . , Tm are said to be the layers of the group ST [Zub1, Zub4].
The group ST can be introduced in other way. In fact, let f be a map from [1, k]
onto [1, m] defined by the rule f(Tj) = j, j = 1, . . . , m. Then ST = {σ ∈ Sk | f ◦σ =
f}. Sometimes we will denote ST by Sf .
For a given superpartition λ¯ = (λ1, . . . , λn), where λi = (λi1, . . . , λi,si), λi1 ≥
. . . ≥ λi,si ≥ 0, i = 1, . . . , n, denote by Sλ¯ the Young subgroup of S|λ¯| corre-
sponding to the decomposition of [1, | λ¯ |] into sequential subintervals of lengths
λ11, . . . , λ1,s1, λ21, . . . , λ2,s2, . . ..
For any groupG and its subgroupH we denote by G/H some fixed representative
set of the left cosets of H if it does not lead to confusion. For any g ∈ G denote by
g¯ ∈ G/H the representative of the left coset gH .
1.6 Schur duality and a lemma
Let V be a projective module over a commutative ring R such that, if f(x) ∈ R[x]
is a polynomial which vanishes on R then f(x) is identically zero. We have a ring
homomorphism ψ : R[Sd] → End GL(V )(V
⊗d) defined by the rule: σ 7→ σ˜, σ ∈ Sd,
where σ˜(v1 ⊗ . . . ⊗ vd) = vσ−1(1) ⊗ . . . ⊗ vσ−1(d). For the sake of simplicity we will
omit the upper tilde.
Theorem 1.2 ([Pr]) The homomorphism ψ is surjective. If V is a free module of
rank p then the kernel Ip+1 of this epimorphism is not equal to zero iff d > p and in
this case it is generated (as a two-sided ideal) by the element
∑
τ∈Sp+1(−1)
ττ , where
Sp+1 = S[1,p+1].
Let R be a principal ideal domain of odd or zero characteristic and V,W are
free R-modules of finite ranks. For given partitions λ, µ of degree r one can define
an inclusion Φλ,µ of Hom R(Λ
λ(V ),Λµ(W )) into Hom R(V
⊗r,W⊗r) by the rule φ 7→
iµφpλ, φ ∈ Hom R(Λ
λ(V ),Λµ(W )).
Lemma 1.1 The image of Hom R(Λ
λ(V ),Λµ(W )) in Hom R(V
⊗r,W⊗r) coincides
with {φ ∈ Hom R(V
⊗r,W⊗r) | ∀τ1 ∈ Sλ, ∀τ2 ∈ Sµ, τ2φτ1 = (−1)
τ1(−1)τ2φ}.
Proof. Denote the submodule {φ ∈ Hom R(V
⊗r,W⊗r) | ∀τ1 ∈ Sλ, ∀τ2 ∈ Sµ, τ2φτ1 =
(−1)τ1(−1)τ2φ} by M . By Remark 1.3 we have the standard isomorphisms
Hom R(Λ
λ(V ),Λµ(W )) ∼= Λλ(V ∗)⊗ Λµ(W ),HomR(V
⊗r,W⊗r) ∼= (V ∗)⊗r ⊗W⊗r.
Then Φλ,µ can be identified with iλ⊗ iµ. The groups Sµ and Sλ act on (V
∗)⊗r⊗W⊗r
in obvious way. It remains to notice that for any free R-module U and partition
χ (of r) we have iχ(Λ
χ(U)) = {x ∈ U⊗r | ∀τ ∈ Sχ, τ(x) = (−1)
τx}. In fact,
ImΦλ,µ = Imiλ ⊗ iµ = M .
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2 Auxiliary computations
2.1 Generators, free invariant algebras and relations
We start with some simplification of the space R(Q, t). To be precise, let a ∈ A and
i(a) = i, t(a) = j. We have the following possibilities:
1. IfWi = Ei,Wj = Ej thenH = H(t) acts on the componentK[HomK(Ei, Ej)] =
K[Y (a)] = K[ylt(a) | 1 ≤ l ≤ dj, 1 ≤ t ≤ di] by the rule Y (a) 7→ g
−1Y (a)h, g ∈
GL(dj), h ∈ GL(di). It can easily be checked that K[Y (a)] ∼= S(E
∗
j ⊗ Ei)
and this isomorphism of GL(dj) × GL(di)-modules is defined by the rule
ylt(a) ←→ e
∗
l ⊗ ft, where e1, . . . , edj and f1, . . . , fdi are some fixed bases of
the spaces Ej and Ei respectively. The basis e
∗
1, . . . , e
∗
dj
is the dual relative to
e1, . . . , edj .
2. If Wi = Ei,Wj = E
∗
j then K[Y (a)]
∼= S(Ej ⊗ Ei) with respect to the identifi-
cation ylt(a)←→ el⊗ ft. In other words, H acts on Y (a) by Y (a) 7→ g
tY (a)h.
Other cases are listed without any comments.
3. Wi = E
∗
i ,Wj = Ej , K[Y (a)]
∼= S(E∗j ⊗ E
∗
i ), ylt(a) ←→ e
∗
l ⊗ f
∗
t , Y (a) 7→
g−1Y (a)(ht)−1.
4. Wi = E
∗
i ,Wj = E
∗
j , K[Y (a)]
∼= S(Ej ⊗ E
∗
i ), ylt(a) ←→ el ⊗ f
∗
t , Y (a) 7→
gtY (a)(ht)−1.
Lemma 2.1 Up to some changing of Q one can eliminate the fourth case.
Proof. By the definition there should be some q, q′ ∈ Ω such that i = jq, j = jq′ .
Redefine the maps i, t on any arrow a which goes from i to j by : i′(a) = iq′ , t
′(a) = iq
and i′, t′ coincide with i, t on the remaining arrows. We get a new quiver Q′.
Let us consider the representation space of this new quiver of the same dimension
t. It is clear that this space can be produced from R(Q, t) by replacing all summands
HomK(E
∗
i , E
∗
j ) by HomK(Ej , Ei).
The group H remains the same. Moreover, the algebra K[R(Q, t)] is isomor-
phic to K[R(Q′, t)]. To be precise, we map each ylt(a) to ztl(a), where Z(a) =
Zt(a), i
′(a) = iq′, t
′(a) = iq. The remaining generators of K[R(Q, t)] and K[R(Q
′, t)]
coincide with one another. It can easily be checked that this isomorphism is H-
equivariant. After repeating this procedure as many times as we need one can see
that the fourth case does not happen at all. The lemma is proved.
Decompose the arrow set A into three subsets Ai, i = 1, 2, 3, where A1 = {a ∈
A | Wi(a) = Ei(a),Wt(a) = Et(a)}, A2 = {a ∈ A | Wi(a) = Ei(a),Wt(a) = E
∗
t(a)} and
A3 = {a ∈ A |Wi(a) = E
∗
i(a),Wt(a) = Et(a)}.
The algebra K[R(Q, t)] is isomorphic to the tensor product
∏
1≤k≤3
⊗(⊗a∈AkK[Y (a)])
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or to
∏
1≤k≤3
⊗(⊗a∈Ak(⊕raK[Y (a)](ra)))
∼= (
∏
a∈A1
⊗(⊕raS
ra(E∗t(a) ⊗ Ei(a)))⊗
(
∏
a∈A2
⊗(⊕raS
ra(Et(a) ⊗ Ei(a)))⊗ (
∏
a∈A3
⊗(⊕raS
ra(E∗t(a) ⊗ E
∗
i(a))),
as a H-module.
Fix a multidegree r¯ = (ra)a∈A. Sometimes we will rewrite it as (r¯1, r¯2, r¯3), where
r¯i = (ra)a∈Ai , i = 1, 2, 3. Denote
∑
a∈A ra by r and
∑
a∈Ai ra by ri, i = 1, 2, 3. The
r¯-homogeneous component of the algebra K[R(Q, t)] is isomorphic to
(
∏
a∈A1
⊗Sra(E∗t(a) ⊗ Ei(a)))⊗ (
∏
a∈A2
⊗Sra(Et(a) ⊗ Ei(a)))⊗ (
∏
a∈A3
⊗Sra(E∗t(a) ⊗ E
∗
i(a))).
Tensoring ABW-filtrations of all factors in this tensor product we see that the
r¯-homogeneous component of the algebra K[R(Q, t)] has a filtration with quotients
∏
a∈A1
⊗(Lλa(E
∗
t(a))⊗ Lλa(Ei(a)))⊗
∏
b∈A2
⊗(Lµb(Et(a))⊗ Lµb(Ei(a)))⊗
⊗
∏
c∈A3
⊗(Lγc(E
∗
t(c))⊗ Lγc(E
∗
i(c)))
as a
∏
1≤l≤3(
∏
a∈Al(GL(dt(a))×GL(di(a)))-module, where by definition ∀a ∈ A1, ∀b ∈
A2, ∀c ∈ A3, | λa |= ra, | µb |= rb, | γc |= rc (see [DZ], Proposition 2.3). We enumer-
ate the members of this filtration by the triples (superpartitions) Θ = (λA1 , µA2, γA3),
where λA1 = (λa)a∈A1 , µA2 = (µa)a∈A2 , γA3 = (γa)a∈A3 , say
. . . ⊆MΘ(t) =MΘ ⊆ . . . . (1)
Denote by Λ1(Θ, t) and Λ2(Θ, t) the spaces
∏
a∈A1
⊗(Λλa(Ei(a)))⊗
∏
a∈A2
⊗(Λµa(Et(a))⊗ Λ
µa(Ei(a)))
and
∏
a∈A1
⊗(Λλa(Et(a)))⊗
∏
a∈A3
⊗(Λγa(Et(a))⊗ Λ
γa(Ei(a)))
respectively. Sometimes we will omit the indices t,d or Θ if it does not lead to
confusion.
By Remark 1.3 one can identify the dual space Λ2(Θ, t)
∗ with the space
∏
a∈A1
⊗(Λλa(E∗t(a)))⊗
∏
a∈A3
⊗(Λγa(E∗t(a))⊗ Λ
γa(E∗i(a))).
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Arrange the tensor factors of the quotient MΘ/M˙Θ into groups by the following
way:
∏
a∈A1
⊗(Lλa(Ei(a)))⊗
∏
a∈A2
⊗(Lµa(Et(a))⊗ Lµa(Ei(a)))⊗
∏
a∈A1
⊗(Lλa(E
∗
t(a)))⊗
∏
a∈A3
⊗(Lγa(E
∗
t(a))⊗ Lγa(E
∗
i(a))).
The first factor
∏
a∈A1
⊗(Lλa(Ei(a)))⊗
∏
a∈A2
⊗(Lµa(Et(a))⊗ Lµa(Ei(a)))
is a (
∏
a∈A1 GL(di(a)))× (
∏
a∈A2 GL(dt(a))×GL(di(a)))-module. Denote this group by
G1 = G1(d).
Analogously, the second factor
∏
a∈A1
⊗(Lλa(E
∗
t(a)))⊗
∏
a∈A3
⊗(Lγa(E
∗
t(a))⊗ Lγa(E
∗
i(a)))
is a (
∏
a∈A1 GL(dt(a))) × (
∏
a∈A3 GL(dt(a)) × GL(di(a)))-module. Denote it by G2 =
G2(d).
For any Θ we have a homomorphism of G1 ×G2-modules
dΘ : Λ1(Θ)⊗ Λ2(Θ)
∗ → K[R(Q, t)](r¯). (2)
The homomorphism dΘ induces an epimorphism
Λ1(Θ)⊗ Λ2(Θ)
∗ → MΘ/M˙Θ → 0.
Denote by Θ1,Θ2 the superpartitions (λA1 , µA2, µA2) and (λA1, γA3, γA3) respec-
tively.
The G1(d)-module
(
∏
a∈A1
⊗Lλa(Ei(a)))⊗
∏
a∈A2
⊗(Lµa(Et(a))⊗ Lµa(Ei(a)))
coincides with
▽((di(a))a∈A1 ,(dt(a))a∈A2 ,(di(a))a∈A2)(Θ˜1).
Similarly, the G2(d)-module
(
∏
a∈A1
⊗Lλa(E
∗
t(a)))⊗
∏
a∈A3
⊗(Lγa(E
∗
t(a))⊗ Lγa(E
∗
i(a)))
coincides with
△((dt(a))a∈A1 ,(dt(a))a∈A3 ,(di(a))a∈A3)(Θ˜2)
∗.
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Slightly abusing our notations we denote these modules by ▽d(Θ) and △d(Θ) cor-
respondingly.
Using Proposition 1.2 we obtain the uniquely defined short exact sequence of
G1 ×G2-modules with GF
0→ Dd,d(Θ) = D(Θ)→ Λ1(Θ)⊗ Λ2(Θ)
∗ →MΘ/M˙Θ → 0.
Here,
Dd,d(Θ) = D((di(a))a∈A1 ,(dt(a))a∈A2 ,(di(a))a∈A2 ),((dt(a))a∈A1 ,(dt(a))a∈A3 ,(di(a))a∈A3 )(Θ1,Θ2).
To turn to the group H = H(d) we have to replace the group G1(G2) by some
subgroup. Indeed, represent, say G1, as ×i∈VGL(di)
wi, where wi is the number
of factors of G1 coinciding with GL(di), i ∈ V . The next step is to replace any
subproduct GL(di)
wi, i ∈ Vord, or GL(dq)
vq , q ∈ Ω, where vq = wiq + wjq , by the
corresponding diagonal subgroup.
Using Theorem 1.1(3) we obtain that any Gi-module has GF (respectively –
any Gi-module has WF) retains this property under the restriction to the group H ,
i = 1, 2. Referring to Theorem 1.1(1) we get
Proposition 2.1 The short sequence
0→ D(Θ)H → (Λ1(Θ)⊗ Λ2(Θ)
∗)H → Z(Θ)→ 0
is exact. Here, Z(Θ) = (MΘ/M˙Θ)
H =MHΘ /M˙
H
Θ .
The same arguments show that Λ1 and Λ2 are tilting H-modules and all quotients
of the filtration (1) are H-modules with GF.
One can rewrite the exact sequence from Proposition 2.1 as
0→ D(Θ)H → HomH(Λ2(Θ),Λ1(Θ))→ Z(Θ)→ 0. (3)
Sometimes, if it is necessary to indicate that the original representation space
has dimension t, we write Zt(Θ).
Theorem 2.1 ([Don2]) The epimorphism pt(1),t(2) : K[R(Q, t(1))]→ K[R(Q, t(2))]
induces the epimorphism φt(1),t(2) : J(Q, t(1))→ J(Q, t(2)).
Proof. For given pair of compatible dimension vectors d(1) ≥ d(2) one can
define at least three Schur functors d, d1, d2 for the groups H,G1, G2 correspondingly.
Nevertheless, it is not hard to see that the action of the Schur functor d coincides
with the actions of both functors di, i = 1, 2 on the short exact sequences
0→ Rd(1)(Θ)→ Λ1(t(1))→▽d(1)(Θ)→ 0
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and
0→△d(1)(Θ)→ Λ2(t(1))→ Sd(1)(Θ)→ 0.
It is obvious for modules Λ1(Θ, t(1)),Λ2(Θ, t(1)),▽d(1)(Θ),△d(1)(Θ) and it follows
for Rd(1)(Θ), Sd(1)(Θ) since all Schur functors are exact [Green]. Moreover, one can
identify the exact sequences
0→ d(Rd(1)(Θ))→ d(Λ1(t(1)))→ d(▽d(1)(Θ))→ 0
and
0→ d(△d(1)(Θ))→ d(Λ2(t(1)))→ d(Sd(1)(Θ))→ 0
with
0→ Rd(2)(Θ)→ Λ1(t(2))→▽d(2)(Θ)→ 0
and
0→△d(2)(Θ)→ Λ2(t(2))→ Sd(2)(Θ)→ 0
respectively since R and S are uniquely defined in all these sequences.
Let ψ : Λ1 ⊗Λ
∗
2 → d(Λ1)⊗ d(Λ2)
∗ be a map given by ψ(v⊗α) = d(v)⊗ α |d(Λ2),
v ∈ Λ1, α ∈ Λ
∗
2. In other words, it is the map HomK(Λ2,Λ1)→ HomK(d(Λ1), d(Λ2))
defined by φ 7→ d ◦ φ |d(Λ2).
If φ ∈ HomH(Λ2,Λ1) then φ(d(Λ2)) ⊆ d(Λ1) since φ commutes with the torus ac-
tion. In particular, ψ is the restriction map on HomH(Λ2,Λ1). Moreover, ψ(Dd(1)) ⊆
Dd(2). Indeed, it is clear for the summand R⊗ Λ
∗
2. Let v ⊗ α ∈ Λ1 ⊗ S
∗. The space
S∗ is identified with a subspace of Λ∗2 by the rule α 7→ α ◦ p, where p is the epi-
morphism of the G2-modules Λ2 → S → 0. In particular, p(d(Λ2)) = d(S) and
(α ◦ p) |d(Λ2)= α |d(S) ◦p |d(Λ2).
Consider the filtration 0 ⊆ R ⊗ S∗ ⊆ D of H-module D with quotients R ⊗ S∗
and (R⊗△∗)⊕ (▽⊗ S∗). These quotients can be identified with HomK(S,R) and
HomK(△, R)⊕HomK(S,▽) respectively and the map ψ induces the maps
HomK(S,R)→ HomK(d(S), d(R)),HomK(△, R)→ HomK(d(△), d(R)),
HomK(S,▽)→ HomK(d(S), d(▽)).
All these arguments show that we have the following commutative diagram
0 → D → HomK(Λ2,Λ1) → ▽⊗△
∗ → 0
↓ ↓ ↓
0 → d(D) → HomK(d(Λ2), d(Λ1)) → d(▽)⊗ d(△)
∗ → 0.
16
If we identify the last right members of the horizontal sequences with the cor-
responding quotients of the filtrations of K[R(Q, t(1))](r¯) and K[R(Q, t(2))](r¯) re-
spectively then the last right vertical arrow is induced by the epimorphism pt(1),t(2).
Indeed, the map d = dd(1),d(2) takes a basis vector of Λ1 = Λ1(t(1)) or Λ2 = Λ2(t(1))
to zero if its record contains at least one vector e
(i)
j or (e
(i)
j )
∗, where j ≥ d(2)i+1 and
e
(i)
1 , . . . , e
(i)
d(1)i
is a fixed basis of Ei, 1 ≤ i ≤ n. It remains to apply the rule of the
identification of the algebra K[R(Q, t)] with the corresponding symmetric algebra.
Finally, we have the following commutative diagram
0 → D
H(t(1))
d(1),d(1) → HomH(t(1))(Λ2(t(1)),Λ1(t(1))) → Zt(1) → 0
↓ ↓ ↓
0 → D
H(t(2))
d(2),d(2) → HomH(t(2))(Λ2(t(2)),Λ1(t(2))) → Zt(2) → 0.
(4)
Repeating word by word the proof of Proposition 1 from [Zub1] (and using
Lemma 1.1 from [Zub4] as well) we see that all vertical arrows in the last diagram
are epimorphisms. This concludes the proof.
We have an inverse spectrum of algebras:
{J(Q, t), φt(1),t(2) | d(1) ≥ d(2)}.
Moreover, because of epimorphisms φt(1),t(2) are homogeneous we have the count-
able set of spectrums:
{J(Q, t)(r), φt(1),t(2) | d(1) ≥ d(2)}, r = 0, 1, 2, . . .}.
The inverse limit of r-th spectrum denote by J(Q)(r). It is clear that J(Q) =
⊕r≥0J(Q)(r) can be endowed with an algebra structure in obvious way. The algebra
J(Q) is called a free invariant algebra of mixed representations of the quiver Q.
Remark 2.1 From the geometrical point of view we have a commutative diagram
R(Q, t(2)) → R(Q, t(2))/H(t(2))
↓ ↓
R(Q, t(1)) → R(Q, t(1))/H(t(1))
which is dual to
J(Q, t(2)) → K[R(Q, t(2))]
↑ ↑
J(Q, t(1)) → K[R(Q, t(1))].
In the first diagram horizontal sequences are categorical quotients with respect to
the corresponding reductive group actions and vertical arrows are isomorphisms onto
closed subvarieties. The algebra J(Q) can be regarded as a coordinate algebra of an
infinitely dimensional variety which is the direct limit of varieties Spec (J(Q, t)) =
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R(Q, t)/H(t) or as an invariant algebra K[R(Q)]H(Q), where K[R(Q)] is the homo-
geneous inverse limit of the algebras K[R(Q, t)] defined by the same way as above
and H(Q) is the direct limit of the groups H(t).
It is clear that any J(Q, t) is an epimorphic image of J(Q). Denote the kernel
of this epimorphism by T (Q, t).
Remark 2.2 It is not necessary to consider the algebra J = J(Q) as the inverse
limit over all compatible dimensional vectors t. One can replace the set of all dimen-
sional vectors by any cofinal subset. For example, we can take {N = (T1, . . . , Tn) |
N ≥ 2}, where Ti = N iff ti = di otherwise Ti = N
∗.
From now on we suppose that t(1) = N and t(2) = t, where the number N is
sufficiently large, say N ≥ r. Denote by d the underlying vector of t.
Finally, denote the image dΘ(φ) of any φ ∈ HomH(t)(Λ2(t),Λ1(t)) in the homo-
geneous component K[R(Q, t)](r¯) by c(φ).
Lemma 2.2 If HomH(t)(Λ2(Θ),Λ1(Θ)) 6= 0 then r2 = r3 =| µA2 |=| γA3 |. More-
over, the following conditions are satisfied :
1. ∀i ∈ Vord,
∑
a∈A,t(a)=i ra =
∑
a∈A,i(a)=i ra = pa.
2. ∀q ∈ Ω,
∑
a∈A,t(a)=iq ra +
∑
a∈A,i(a)=jq ra =
∑
a∈A,i(a)=iq ra +
∑
a∈A,t(a)=jq ra = pq.
Proof. It is clear that the group H(N) contains the diagonal subgroup which
is isomorphic to GL(N). The requirement HomH(t)(Λ2(Θ),Λ1(Θ)) 6= 0 implies
HomH(N)(Λ2(N),Λ1(N)) 6= 0 for sufficiently large N . Therefore, we obtain that
Hom GL(N)(Λ2(N),Λ1(N)) 6= 0 and the degrees of the polynomial GL(N)-modules
(see [Green] for definitions) Λ1(Θ) and Λ2(Θ) should be the same. In other words,
r2 = r3 =| µA2 |=| γA3 |.
The space HomH(t)(Λ2(Θ),Λ1(Θ) can be represented as
⊗i∈VordHom GL(di)(⊗a∈A,t(a)=iΛ
χa(Ei),⊗a∈A,i(a)=iΛ
χa(Ei))
⊗q∈ΩHomGL(dq)((⊗a∈A,t(a)=iqΛ
χa(Eiq))⊗ (⊗a∈A,i(a)=jqΛ
χa(Ejq)),
(⊗a∈A,i(a)=iqΛ
χa(Eiq))⊗ (⊗a∈A,t(a)=jqΛ
χa(Ejq))),
where χa is equal to λa, µa or γa if a ∈ A1, a ∈ A2 or a ∈ A3 respectively. All tensor
multipliers are not equal to zero. It remains to compare the degrees of all modules
in the corresponding groups of homomorphisms.
Denote | λA1 | by t. Then r = t+ 2s.
As in [Zub4] we extend the set of matrix variables {Y (a) | a ∈ A} in the following
way. Replace each Y (a) by some new set of matrices having the same size as Y (a).
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The cardinality of this set is equal to ra. Simultaneously, we replace each arrow a
by ra new arrows with the same origin and end as a and set them in one-to-one
correspondence with these new matrices. So we get a new quiver Qˆ. The vertex set
of Qˆ coincides with V but the arrow set Aˆ can be different from A.
Take any linear order on A. Denote this order by usual symbol <. We enumerate
arrows of the quiver Qˆ by numbers 1, . . . , r. One can assume that for any a ∈ A the
corresponding set of new arrows is enumerated by the numbers from the segment
[a˙, a] = [
∑
b<a rb + 1,
∑
b≤a rb]. We obtain some specialization f : [1, r] = Aˆ → A
defined by f(j) = a iff j ∈ [a˙, a], a ∈ A.
In the same way one can define the specialization Y (j) 7→ Y (a) iff j ∈ [a˙, a], a ∈
A. Denote the last specialization by the same symbol f .
Without loss of generality it can be assumed that ∀a ∈ Aˆ1, b ∈ Aˆ2, c ∈ Aˆ3, a <
b < c. Thus Aˆ1 = [1, t], Aˆ2 = [t+1, t+s], Aˆ3 = [t+s+1, r]. Moreover, f([1, t]) = A1,
f([t + 1, s+ t]) = A2 and f([s+ t + 1, r]) = A3. It is clear that i(j) = i or t(j) = i
iff i(f(j)) = i or t(f(j)) = i respectively, j ∈ Aˆ = [1, . . . , r], i ∈ V . Set
T (i) = {j ∈ Aˆ | t(j) = i}, I(i) = {j ∈ Aˆ | i(j) = i}, i ∈ Vord.
Analogously, write
T (q) = {j ∈ Aˆ | t(j) = iq or i(j) = jq}, I(q) = {j ∈ Aˆ | i(j) = iq or t(j) = jq}, q ∈ Ω.
It is obvious that pi =| T (i) |=| I(i) | for each i ∈ Vord and pq =| T (q) |=| I(q) |
for all q ∈ Ω.
We have the inclusion ΦΘ = ΦΘ2,Θ1 of the space HomH(t)(Λ2(Θ),Λ1(Θ)) into
HomH(t)((⊗a∈A1E
⊗ra
t(a) )⊗ (⊗a∈A3E
⊗ra
t(a) )⊗ (⊗a∈A3E
⊗ra
i(a) ),
(⊗a∈A1(E
⊗ra
i(a) )⊗ (⊗a∈A2E
⊗ra
t(a) )⊗ (⊗a∈A2E
⊗ra
i(a) )).
Denote the last space by Hom (t).
The multilinear component of degree r of the algebra J(Qˆ, t) is isomorphic to
HomH(t)((⊗a∈Aˆ1Et(a))⊗ (⊗a∈Aˆ3Et(a))⊗ (⊗a∈Aˆ3Ei(a)),
(⊗a∈Aˆ1(Ei(a))⊗ (⊗a∈Aˆ2Et(a))⊗ (⊗a∈Aˆ2Ei(a))).
It is clear that this space coincides with Hom (t).
We identify the space HomH(N)(Λ2(N),Λ1(N)) with its image in Hom (N).
Lemma 2.3 If both modules Λ2(t),Λ1(t) are not equal to zero then the kernel of
the map
HomH(N)(Λ2(N),Λ1(N))→ HomH(t)(Λ2(t),Λ1(t))
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is the intersection of HomH(N)(Λ2(N),Λ1(N)) with the kernel of the epimorphism
Hom (N)→ Hom (t).
Proof. It is sufficient to look at the following commutative diagram
0 → HomH(N)(Λ2(N),Λ1(N)) → Hom (N)
↓ ↓
0 → HomH(t)(Λ2(t),Λ1(t)) → Hom (t).
Here, the horizontal arrows are the inclusions defined above and the vertical arrows
are the surjective restriction maps.
Notice that the space Hom (t) can be represented as
⊗i∈VordEnd GL(di)(E
⊗pi
i )⊗⊗q∈ΩEnd GL(dq)(E
⊗pq
q ).
Here Eq ∼= Eiq ∼= Ejq . By Theorem 1.2 Hom (N) is isomorphic to ⊗i∈VordK[Spi] ⊗
⊗q∈ΩK[Spq ] since we assumed thatN ≥ r. The kernel of the epimorphism Hom (N)→
Hom (t) is isomorphic to
It+1 =
∑
i∈Vord,pi>di
. . .⊗ Idi+1︸ ︷︷ ︸
the place of K[Spi ]
⊗ . . .+
+
∑
q∈Ω,pq>dq
. . .⊗ Idq+1︸ ︷︷ ︸
the place of K[Spq ]
⊗ . . . .
Using Lemma 2.3 we get
Proposition 2.2 If N ′ ≥ N ≥ r then the epimorphism Hom (N′) → Hom (N) is
an isomorphism. The same is valid for all epimorphisms
HomH(N′)(Λ2(N
′),Λ1(N
′))→ HomH(N)(Λ2(N),Λ1(N)).
In particular, the r¯-homogeneous component of the algebra J(Q,N) does not depend
on the number N and can be identified with the r¯-homogeneous component of the
free invariant algebra J(Q).
Using the commutative diagram (4) from Theorem 2.1 and repeating again the
proof of Proposition 1 from [Zub1] we get
Proposition 2.3 The r¯-homogeneous component of the ideal T (Q, t) is generated
as a vector space by the elements c(φ), where φ ∈ HomH(N)(Λ2(Θ,N),Λ1(Θ,N)) 6= 0
and Θ runs over all superpartitions of multidegree r¯. In addition, one has to require
that either at least one of the modules d(Λ2(Θ,N)) = Λ2(Θ, t), d(Λ1(Θ,N)) =
Λ1(Θ, t) is equal to zero or φ |Λ2(Θ,t)= 0.
Corollary 2.1 The algebra J(Q, t) is generated by all c(φ) without any restrictions
on φ ∈ HomH(t)(Λ2(t),Λ1(t)) or by all pN,t(c(φ
′)), φ′ ∈ HomH(N)(Λ2(N),Λ1(N)).
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2.2 Multilinear invariants
Denote the image of a φ ∈ Hom (t) in J(Qˆ, t) by tr∗(φ) and its specialization under
f by tr∗(φ, f).
Given operator σ from Hom (N) ⊆ End GL(N)(E
⊗r) = K[Sr], where E is a N -
dimensional space, it can be written as
∑
1≤j1,...,jr≤N(⊗1≤k≤t(e
t(k)
jk
)∗)⊗ (⊗t+s+1≤k≤r(e
t(k)
jk−s
)∗)⊗ (⊗t+s+1≤k≤r(e
i(k)
jk
)∗)⊗
(⊗1≤k≤te
i(k)
j
σ−1(k)
)⊗ (⊗t+1≤k≤t+se
t(k)
j
σ−1(k)
)⊗ (⊗t+1≤k≤t+se
i(k)
j
σ−1(k+s)
).
(5)
Rearranging the tensor multipliers we see that tr∗(σ) is equal to
∑
1≤j1,...,jr≤N
(
∏
1≤k≤t
y(k)jk,jσ−1(k))(
∏
t+1≤k≤t+s
y(k)jσ−1(k),jσ−1(k+s))(
∏
t+s+1≤k≤r
y(k)jk−s,jk).
In order to contract this sum into a product of ordinary traces one can use the
following rule (see [Zub5]). We consider the formal product of pairs:
∏
1≤k≤t
(k, σ−1(k))
∏
t+1≤k≤t+s
(σ−1(k), σ−1(k + s))
∏
t+s+1≤k≤r
(k − s, k).
The next step is to partition this product into cyclic subproducts. By definition,
these subproducts are
∏
1≤f≤l(af , bf ) such that bf = af+1, 1 ≤ f ≤ l−1 and bl = a1.
If it is necessary, one can change the initial order of coordinates of any pair. This
partition is possible because of the following fact: each symbol k appears two times
in the original product. Finally, each subproduct
∏
1≤f≤l(af , bf) corresponds to a
trace tr(Z(j1) . . . Z(jl)), where jf is the number of the pair (af , bf) in the original
product and Z(jf ) coincides with Y (jf ) iff the initial order of the coordinates of this
pair was not changed, otherwise Z(jf ) = Y (jf )
t, 1 ≤ f ≤ l.
It is more convenient for further computations to denote Y t by Y .
Example 2.1 Let t = 3, s = 2, r = 7, σ = (1726)(354) ∈ S7. The formal product of
pairs corresponding to σ is (16)(27)(34)(52)(31)(46)(57). Decomposing it into cyclic
subproducts we get (16)(64)(43)(31) · (27)(75)(52). Therefore,
tr∗(σ) = tr(Y (1)Y (6) Y (3)Y (5))tr(Y (2)Y (7)Y (4))
or
tr∗(σ) = tr(Z(1)Z(6¯)Z(3¯)Z(5))tr(Z(2)Z(7¯)Z(4))
with respect to the notations from the introduction.
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Notice that if s = 0 then tr∗(σ) = tr(σ), where tr(σ) = tr(Y (a) . . . Y (b)) . . . tr(Y (c)
. . . Y (d)) and (a . . . b) . . . (c . . . d) is a cyclic decomposition of σ−1.
We set
T (iq) = {j ∈ Aˆ | t(j) = iq}, I(iq) = {j ∈ Aˆ | i(j) = iq},
T (jq) = {j ∈ Aˆ | i(j) = jq}, I(jq) = {j ∈ Aˆ | t(j) = jq}.
It is clear that ∀q ∈ Ω, T (q) = T (iq)
⋃
T (jq), I(q) = I(iq)
⋃
I(jq).
Lemma 2.4 Any σ ∈ Sr lies in Hom (N) iff the following equations are satisfied:
1. ∀i ∈ Vord, σ((T (i)
⋂
Aˆ1)
⊔
(T (i)
⋂
Aˆ3 − s)) = (I(i)
⋂
Aˆ1)
⊔
(I(i)
⋂
Aˆ2 + s).
2. ∀q ∈ Ω, σ((T (iq)
⋂
Aˆ1)
⊔
(T (iq)
⋂
Aˆ3−s)
⊔
T (jq)) = (I(iq)
⋂
Aˆ1)
⊔
(I(iq)
⋂
Aˆ2+
s)
⊔
I(jq).
Proof. For given σ ∈ Hom (N) its record (5) can be rewritten in a more refined
way
∑
1≤j1,...,jr≤N
⊗i∈Vord((⊗1≤k≤t,t(k)=i(e
i
jk
)∗)⊗(⊗t+1≤k≤t+s,t(k+s)=i(e
i
jk
)∗)⊗(⊗1≤k≤t,i(k)=ie
i
j
σ−1(k)
)
⊗(⊗t+1≤k≤t+s,i(k)=ie
i
jσ−1(k+s)
))⊗q∈Ω ((⊗1≤k≤t,t(k)=iq (e
iq
jk
)∗)⊗(⊗t+1≤k≤t+s,t(k+s)=iq(e
iq
jk
)∗)
⊗(⊗t+s+1≤k≤r,i(k)=jq(e
jq
jk
)∗)⊗ ((⊗1≤k≤t,i(k)=iqe
iq
j
σ−1(k)
)⊗ (⊗t+1≤k≤t+s,i(k)=iqe
iq
j
σ−1(k+s)
)
⊗(⊗t+1≤k≤t+s,t(k)=jq (e
jq
jσ−1(k)
)).
It remains to notice that each factor exyz in every summand of this sum must
appear on the dual side of the same summand, that is like (exyz)
∗. This completes
the proof.
For the sake of convenience denote the right hand side sets of these equations by
I(i), I(q) and the left hand side sets, that is the arguments of the substitution σ,
by T (i), T (q) respectively. Then they can be rewritten as σ(T (u)) = I(u), where
u ∈ Vord ⊔ Ω. In other words, for any arrow j the end of σ
−1(j) coincides with the
origin of j (see [Zub5]).
Lemma 2.5 Any tr(Z(am) . . . Z(a1)) occurs as a factor of some multilinear trace
products from J(Qˆ, t¯)(1r) iff Z(am) . . . Z(a1) is admissible.
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Proof. Fix some subproduct UVW of any cyclic permutation of the product
Z(am) . . . Z(a1) consisting of three factors. Without loss of generality one can as-
sume that V = Y (j). Otherwise one can transpose the product Z(am) . . . Z(a1).
The following list contains all admissible cases to occupy both places around V .
1. If j ∈ Aˆ1 = [1, . . . , t] then U can be occupied by Y (σ(j)). It happens iff σ(j) ∈
Aˆ1. Let t(j) = i. Then we have either j ∈ T (i)
⋂
Aˆ1 or i = iq, j ∈ T (iq)
⋂
Aˆ1.
In both cases σ(j) ∈ I(i), that is the product Y (σ(j))Y (j) is linked. The
matrix U can be equal to Y (j′) or Y (j′), where j′ ∈ Aˆ2 = [t + 1, . . . , t + s].
The case U = Y (j′) takes place iff σ(j) = j′ + s ∈ Aˆ3. It means that either
j′ ∈ I(i)
⋂
Aˆ2 or i = iq, j
′ ∈ I(iq)
⋂
Aˆ2 and in both cases the product Y (j
′)Y (j)
is also linked.
Finally, let U = Y (j′). It means that σ(j) = j′. In this case i = iq only and
j′ ∈ I(jq)
⋂
Aˆ2, that is the product Y (j′)Y (j) is linked again. As for W the
possibilities are the following: Y (σ−1(j)), Y (j′) or Y (j′), where j′ ∈ Aˆ3. As
above it can easily be checked that VW is linked. Briefly one can describe all
these ways of occupying as (Aˆ2,
¯ˆ
A2, Aˆ1)︸ ︷︷ ︸
U
Aˆ1︸︷︷︸
V
(Aˆ3,
¯ˆ
A3, Aˆ1)︸ ︷︷ ︸
W
.
Other cases are listed without any comments. The interested reader can check
them very easily.
2. If j ∈ Aˆ2 then either U = Y (j′), j
′ ∈ Aˆ1, t(j
′) = iq, t(j) = jq or U =
Y (j′), Y (j′), j′ ∈ Aˆ3. In the last case either t(j) = i(j
′) or t(j) = jq, t(j
′) = iq.
For W we have the following possibilities: W = Y (j′), j′ ∈ Aˆ1, or W =
Y (j′), Y (j′), j′ ∈ Aˆ3. The first possibility is described in the previous item,
the second one implies either t(j′) = i(j) or i(j′) = jq, i(j) = iq. Briefly,
(Aˆ3,
¯ˆ
A3,
¯ˆ
A1)︸ ︷︷ ︸
U
Aˆ2︸︷︷︸
V
(Aˆ3,
¯ˆ
A3, Aˆ1)︸ ︷︷ ︸
W
.
3. If j ∈ Aˆ3 then either U = Y (j
′), j′ ∈ Aˆ1, t(j) = i(j
′) or U = Y (j′), Y (j′), j′ ∈
Aˆ2. The last case is considered in the second item up to some transposition.
For W we have the following possibilities: W = Y (j′), j′ ∈ Aˆ1, or W =
Y (j′), Y (j′), j′ ∈ Aˆ2. The first possibility is described in the first item up
to some transposition, the second possibility is described in the second item.
Briefly, (Aˆ2,
¯ˆ
A2, Aˆ1)︸ ︷︷ ︸
U
Aˆ3︸︷︷︸
V
(Aˆ2,
¯ˆ
A2,
¯ˆ
A1)︸ ︷︷ ︸
W
.
It is clear that in all cases listed above the products UV, V W are linked. The
lemma is proved.
In other words, the conditions 1, 2 in Lemma 2.4 are equivalent to the conditions
of admissibility in Lemma 2.5 .
A trace product u = tr(Z(ar) . . . Z(ak)) . . . tr(Z(am) . . . Z(a1)) from J(Qˆ,N)(1
r)
can be written in many ways. Fix some standard record of each product as follows.
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Any matrix Z(a) is equal either to Z(j) = Y (j) or to Z(j¯) = Y (j). Let us ascribe to
Z(a) this number j. The record of tr(Z(a) . . . Z(b)) is called right if the matrix with
maximal number, say j, occupies the first place. Moreover, Z(a) = Y (j) otherwise
one has to transpose the product Z(a) . . . Z(b). Let us call j by the number associated
to tr(Z(a) . . . Z(b)). The record of u is called right iff all its factors are right and
their associated numbers increase on passing by this product from left to right.
Proposition 2.4 The right trace products form a basis of the vector space J(Qˆ,N)(1r).
In particular, they span J(Qˆ, t)(1r) for any t.
Proof. The first assertion has been proved in [Zub5]. The second one is a trivial
consequence of Corollary 2.1.
For the sake of convenience we will omit the symbol tr in the record of any
multilinear invariant from J(Qˆ,N)(1r) if it does not lead to confusion. We replace
any matrix Y (j) or its transposed Y (j) by the number j or its transposed j¯, 1 ≤
j ≤ r. For example, the invariant tr(Y (1)Y (6) Y (3)Y (5))tr(Y (2)Y (7)Y (4)) given
above can be rewritten as (16¯3¯5)(27¯4).
We suppose by definition that i¯ = i, i = 1, . . . , r and [1¯, r¯] = {1¯, . . . , r¯}.
We reformulate the contracting rules mentioned above as follows.
Proposition 2.5 Let σ ∈ Hom (N) and tr∗(σ) = (a . . . b) . . . (c . . . d), where a, . . . , b,
c, . . . , d ∈ [1, r]
⊔
[1¯, r¯]. All we need is to define exactly what is a right hand side
neighbor of any symbol j in a cyclic record of tr∗(σ)? If j is an ordinary symbol,
that is if j ∈ [1, r], then we have
1. If j ∈ Aˆ1 then (. . . jk . . .), where
k =


σ−1(j), σ−1(j) ∈ Aˆ1,
σ−1(j) + s, σ−1(j) ∈ Aˆ2,
σ−1(j), σ(j) ∈ Aˆ3.
2. If j ∈ Aˆ2 then (. . . jk . . .), where
k =


σ−1(j + s), σ−1(j + s) ∈ Aˆ1,
σ−1(j + s) + s, σ−1(j + s) ∈ Aˆ2,
σ−1(j + s), σ−1(j + s) ∈ Aˆ3.
3. If j ∈ Aˆ3 then (. . . jk . . .), where
k =


σ(j), σ(j) ∈ Aˆ1,
σ(j), σ(j) ∈ Aˆ2,
σ(j)− s, σ(j) ∈ Aˆ3.
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If j = l¯ then the corresponding rules are:
1. If l ∈ Aˆ1 then (. . . jk . . .), where
k =


σ(l), σ(l) ∈ Aˆ1,
σ(l), σ(l) ∈ Aˆ2,
σ(l)− s, σ(l) ∈ Aˆ3.
2. If l ∈ Aˆ2 then (. . . jk . . .), where
k =


σ−1(l), σ−1(l) ∈ Aˆ1,
σ−1(l) + s, σ−1(l) ∈ Aˆ2,
σ−1(l), σ−1(l) ∈ Aˆ3.
3. If l ∈ Aˆ3 then (. . . jk . . .), where
k =


σ(l − s), σ(l − s) ∈ Aˆ1,
σ(l − s), σ(l − s) ∈ Aˆ2,
σ(l − s)− s, σ(l − s) ∈ Aˆ3.
Proof. The check of these rules is obvious. For example, let j = l¯ and σ−1(l) ∈
Aˆ3. Then the corresponding pair is (σ
−1(l+s), σ−1(l)). If its right hand side neighbor
(up to the order) is (k, σ−1(k)), k ∈ Aˆ1, then either σ
−1(l) = k ∈ Aˆ3 or l = k ∈ Aˆ2.
Both cases drive to a contradiction so this neighbor should be (k, k − s), k ∈ Aˆ3.
The other cases can be considered in the same way.
2.3 Z-forms
In the definition of the representation space of a quiver Q of dimension d one can
replace all spaces by free Z-modules of the same ranks d1, . . . , dn. We denote these
modules by the same symbols E1, . . . , En. Then the free Z-module RZ(Q,d) =∏
a∈AHom Z(Ei(a), Et(a)) can be regarded as a Z-form of R(Q,d), that is R(Q,d) =
K⊗ZRZ(Q,d) and the dimension of the space R(Q,d) coincides with the rank of the
free Z-module RZ(Q,d). The same is true for RZ(Q, t) =
∏
a∈AHom Z(Wi(a),Wt(a)),
where as above Wi = Ei iff ti = di, otherwise Wi = E
∗
i .
It is clear that the ring Z[R(Q, t)] = Z[yij(a) | 1 ≤ j ≤ di(a), 1 ≤ i ≤ dt(a), a ∈ A]
is a Z-form of K[R(Q, t)]. Moreover, Z[R(Q, t)] can be identified with
(
∏
a∈A1
⊗S(E∗t(a) ⊗Ei(a)))⊗ (
∏
a∈A2
⊗S(Et(a) ⊗ Ei(a)))⊗ (
∏
a∈A3
⊗S(E∗t(a) ⊗ E
∗
i(a)))
by the same rule as in Section 2. By Remark 1.1 any homogeneous component
Z[R(Q, t)](r¯) has an ABW-filtration
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. . . ⊆MΘ,Z(t) =MΘ,Z ⊆ . . . (6)
such that (1) can be obtained from (6) by base change. Analogously, for any super-
partition Θ of degree r¯ we have a homomorphism
dΘ,Z : Hom Z(Λ2(Θ, Z),Λ1(Θ, Z))→ Z[R(Q, t)](r¯) (7)
such that dΘ = K ⊗Z dΘ,Z . Here Λ1(Θ, Z),Λ2(Θ, Z) or, more precisely, Λ1(Θ, t, Z),
Λ2(Θ, t, Z) are obvious Z-forms of Λ1(Θ, t),Λ2(Θ, t). If φ ∈ Hom Z(Λ2(Θ, Z),Λ1(Θ, Z))
we denote the element dΘ,Z(φ) by cZ(φ). Now it is easy to guess what tr
∗
Z means.
We have c(K ⊗Z −) = K ⊗Z cZ(−), that is c(K ⊗Z φ) = K ⊗Z cZ(φ), φ ∈
Hom Z(Λ2(Θ, Z),Λ1(Θ, Z)). Analogously, tr
∗(K ⊗Z −) = K ⊗Z tr
∗
Z(−).
Finally, as above one can define an inclusion ΦΘ,Z : Hom Z(Λ2(Θ, Z),Λ1(Θ, Z))→
BZ(t), where
BZ(t) = Hom Z((⊗a∈A1E
⊗ra
t(a) )⊗ (⊗a∈A3E
⊗ra
t(a) )⊗ (⊗a∈A3E
⊗ra
i(a) ),
(⊗a∈A1(E
⊗ra
i(a) )⊗ (⊗a∈A2E
⊗ra
t(a) )⊗ (⊗a∈A2E
⊗ra
i(a) ))
such that the restriction of K ⊗Z ΦΘ,Z on HomH(t)(Λ2(Θ),Λ1(Θ)) coincides with
ΦΘ.
3 Proof of Theorem 1
The proof of Theorem 1 is organized as follows. Using the above identification of
the space Hom (N) with a group algebra of a product of several symmetric groups
one can find some filtration of this algebra such that the ideal It+1 corresponds to a
segment of this filtration. We consider the above group algebra as a weight subspace
of some tensor product of symmetric algebras with respect to a torus action. The
last tensor product has an ABW-filtration. The intersection of its terms with our
group algebra gives the required filtration of Hom (N). We notice (see Lemma 3.3
below) that the members of the last filtration are invariant subspaces of terms of
the initial ABW-filtration with respect to an action of a reductive group which is a
product of general linear groups. By Theorem 1.1(1) a basis of Hom (N) or It+1 can
be produced as a union of bases of invariant subspaces of some sequential quotients
of this ABW-filtration. Following this way we get the generators of J(Q) as a vector
space such that some subset of them generate the ideal T (Q, t). It remains to
simplify these generators. We reduce this problem to the computation of invariants
of ordinary representations of quivers and refer to [Don2, Zub4].
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3.1 Suitable generators
Fix some σ0 ∈ Hom(N). By Lemma 2.4 we have Hom(N) = σ0 · (⊗i∈VordK[STi ])⊗
(⊗q∈ΩK[STq ]). Moreover, the ideal It+1 is equal to
σ0 · (
∑
i∈Vord,pi>di
. . .⊗ Idi+1︸ ︷︷ ︸
the place of K[STi ]
⊗ . . .+
∑
q∈Ω,pq>dq
. . .⊗ Idq+1︸ ︷︷ ︸
the place of K[STq ]
⊗ . . .).
Denote by ST the group (
∏
i∈Vord STi)× (
∏
q∈Ω STq) and by B(t) the space K ⊗Z
BZ(t).
Remark 3.1 Notice that the layers of the group SΘ1 form a a subdecomposition of
the decomposition (
⊔
i∈Vord I(i))
⊔
(
⊔
q∈Ω I(q)) and the layers of the group SΘ2 form
a subdecomposition of the decomposition (
⊔
i∈Vord T (i))
⊔
(
⊔
q∈Ω T (q)).
Lemma 3.1 The image of the module Hom Z(Λ2(N, Z),Λ1(N, Z)) in B(N) equals
{φ ∈ B(N) | ∀τ1 ∈ SΘ1 , ∀τ2 ∈ SΘ2, τ1φτ2 = (−1)
τ1(−1)τ1φ}. The image of
HomH(N)(Λ2(N),Λ1(N)) in the space Hom (N) is equal to NΘ = {φ ∈ σ0 ·K[ST ] |
∀τ1 ∈ SΘ1 , ∀τ2 ∈ SΘ2, τ1φτ2 = (−1)
τ1(−1)τ1φ} or to σ0 · {φ ∈ K[ST ] | ∀τ1 ∈
SΘ1 , ∀τ2 ∈ SΘ2, σ
−1
0 τ1σ0φτ2 = (−1)
τ1(−1)τ1φ}.
Proof. The first statement is a consequence of Lemma 1.1. We sketch the proof of
the second one and refer to [Zub1, Zub4] for details. It is clear that the image men-
tioned above is contained in NΘ. On the other hand, both HomK(Λ2(N),Λ1(N))
and B(N) are H(N)-modules with GF and their formal characters do not depend
on the characteristic of the ground field. In particular, the dimensions of the spaces
HomH(N)(Λ2(N),Λ1(N)) and Hom (N) are equal to multiplicities of the trivial char-
acter and also do not depend on the characteristic. It remains to notice that in the
characteristic zero case our statement is obviously true.
Up to the beginning of Proposition 3.2 we denote by Er a vector space of dimen-
sion r with a fixed basis e1, . . . , er. For any subset T ⊆ {1, . . . , r} denote by ET the
subspace of Er generated by all vectors ej, j ∈ T . Let us identify the group alge-
bra K[Sr] with a subspace of the homogeneous component S
r(Er ⊗Er) by the rule
σ ←→
∏i=r
i=1 eσ(i)⊗ ei. Denote by GL(T ) the group
∏
i∈Vord GL(ET (i))×
∏
q∈Ω(ET (q)).
We consider the space Sr(Er ⊗ Er) as a GL(r)× GL(r)-module. The group Sr
acts on the space Er by the rule σ(ei) = eσ(i), σ ∈ Sr, 1 ≤ i ≤ r. In other words, we
identify the group Sr with a subgroup of the group of permutation matrices by the
rule σ 7→
∑
1≤i≤r eσ(i),i, where ekl is a matrix unit which has zero entries outside of
k-th row or l-th column but the remining entry is 1. Denote the matrix
∑
1≤i≤r eσ(i),i
by the same symbol σ.
The inclusion K[Sr] → S
r(Er ⊗ Er) is a morphism of Sr × Sr-modules. It can
easily be checked that K[Sr] coincides with the weight subspace S
r(Er⊗Er)
(1r)×(1r)
under the induced action of the standard torus T (r) × T (r). In the same way the
space K[ST ] coincides with the subspace
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((⊗i∈VordS
pi(ETi ⊗ ETi))⊗ (⊗q∈ΩS
pq(ETq ⊗ ETq)))
(1r)×(1r)
Let GL(Θ1) (respectively, GL(Θ2)) be a subgroup of the group GL(r) consist-
ing of all block diagonal matrices which satisfy the following requirement: if we
decompose the interval [1, r] into sequential subintervals whose lengths equal to the
sizes of their blocks considered from top to bottom then we get the layers of the
superpartition Θ1 (respectively, the layers of the superpartition Θ2).
Lemma 3.2 The space σ−10 ·NΘ can be identified with
{g ∈ (⊗i∈VordS
pi(ETi ⊗ ETi))⊗ (⊗q∈ΩS
pq(ETq ⊗ ETq)) | ∀x ∈ GL(Θ1),
∀y ∈ GL(Θ2), g
(σ−10 xσ0,y) = det(x) det(y)g}.
Proof. One has to check it on elements from T (r)×T (r) and transvections from
GL(Θ1) and GL(Θ2).
Let us construct some filtration in K[ST ]. We divide each T (z), z ∈ Vord ⊔ Ω,
into some sublayers in a monotonic way. In other words, let T (z) = ⊔1≤j≤lz β¯zj ,
where max β¯zj1 < min β¯zj2 as soon as j1 < j2, and max(min)β¯zj means the maxi-
mal (minimal) number from this sublayer. Joining over all indices z we obtain a
decomposition of the segment [1, r].
Denote by Sβ¯ the Young subgroup
∏
i∈Vord(
∏
1≤j≤li Sβ¯ij)×
∏
q∈Ω(
∏
1≤j≤lq Sβ¯qj). As
in [Zub1] we call this subgroup by base subgroup.
Denote by Λβ¯ the space ⊗i∈Vord,q∈Ω(⊗1≤j≤liΛ
pij(ET (i))) ⊗ (⊗1≤j≤lqΛ
pqj(ET (q))),
where pzj =| β¯zj |. The restriction of the pairing map δβ¯ on the space Λ
β¯ ⊗ Λβ¯ is
denoted by the same symbol.
Repeating all arguments concerning ABW-filtrations from Section 2 we define a
filtration {Mβ¯} of the space (⊗i∈VordS
pi(ETi ⊗ ETi)) ⊗ (⊗q∈ΩS
pq(ETq ⊗ ETq)). For
any β¯ we have an exact sequence of GL(T )×GL(T )-modules
0→ ker δβ¯ → Λ
β¯ ⊗ Λβ¯ → Mβ¯/M˙β¯ → 0. (8)
All theseGL(T )×GL(T )-modules have GF. Denote byG the group σ−10 GL(Θ1)σ0×
GL(Θ2).
We have the filtration {M
(1r)×(1r)
β¯
} of the space K[ST ] and σ
−1
0 · It+1 is a union
of members of this filtration whose indices β¯ satisfy the following condition: there
is some i ∈ Vord or q ∈ Ω such that at least one subset β¯ij or β¯qj has the cardinality
pij ≥ di + 1 or pqj ≥ dq + 1 respectively. Combining with Lemma 3.2 we get
Lemma 3.3 The space σ−10 (NΘ
⋂
It+1) has the filtration {(Mβ¯ ⊗D)
G}, where D =
det−1⊗ det−1 and β¯ satisfies the conditions formulated above.
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By Remark 3.1 both groups σ−10 GL(Θ1)σ0 and GL(Θ2) are Levi subgroups of
the GL(T ). By Theorem 1.1(4) all modules of the exact sequence (8) are G-modules
with GF. Therefore, we obtain the following short exact sequence
0→ (ker δβ¯ ⊗D)
G → (Λβ¯ ⊗ Λβ¯ ⊗D)G → (Mβ¯/M˙β¯ ⊗D)
G → 0.
In particular, all we need is to find a (1r)× (1r)-weight subspace of the space (Λβ¯ ⊗
Λβ¯ ⊗ D)G which is equal to (Λβ¯ ⊗ (det)−1)σ
−1
0 GL(Θ1)σ0 ⊗ (Λβ¯ ⊗ (det)−1)GL(Θ2) and
then we should compute the image of this subspace under the pairing map δβ¯ . It can
easily be checked that this subspace consists of all vectors x from (Λβ¯ ⊗Λβ¯)(1
r)×(1r)
such that x(σ
−1
0 τ1σ0,τ2) = (−1)τ1(−1)τ2x, for all τ1 ∈ SΘ1, τ2 ∈ SΘ2 [Zub1, Zub4].
Denote this subspace by Vβ¯.
Let π ∈ S[t+1,t+s] and (a . . . b) . . . (c . . . d) be its cyclic decomposition. Denote
by π + s the element (a + s . . . b + s) . . . (c + s . . . d + c) ∈ S[t+s+1,r]. Analogously,
any π = (a . . . b) . . . (c . . . d) ∈ S[t+s+1,r] has a shifted double π − s = (a − s . . . b −
s) . . . (c− s . . . d− s) ∈ S[t+1,t+s].
For any Young subgroup Sλ ≤ S[t+1,t+s] denote by Sλ+s the Young subgroup of
S[t+s+1,r] consisting of all elements π + s, π ∈ Sλ. In the same way, Sλ−s = {π − s |
π ∈ Sλ} if Sλ ≤ S[t+s+1,r].
It is clear that the groups SΘ2 and SΘ1 coincide with SλA1 × SγA3−s × SγA3 and
SλA1 × SµA2 × SµA2+s respectively. Thus any element π ∈ SΘ2 can be written as the
product π1π2π3, where π1 ∈ SλA1 , π2 ∈ SγA3−s, π3 ∈ SγA3 . Analogously, any element
π ∈ SΘ1 can be written as the product π1π2π3, where π1 ∈ SλA1 , π2 ∈ SµA2 , π3 ∈
SµA2+s.
Denote the groups SΘ and S[1,t] × S[t+1,t+s] × S[t+s+1,r] by S and S0 respectively
and define two homomorphisms ρ1, ρ2 from S0 into the group Sr. The first homo-
morphism is given by π 7→ π1π2(π2+s). The second one takes any π to π1(π3−s)π3.
We consider the space Wβ¯ = {x ∈ (Λ
β¯ ⊗ Λβ¯)(1
r)×(1r) | ∀τ ∈ S, x(σ
−1
0 ρ1(τ)σ0,ρ2(τ)) =
x}. It is clear that this space contains the space Vβ¯.
Denote by p the canonical projection ⊗i∈Vord,q∈Ω(ET (i))
⊗pi)⊗ (E
⊗pq
T (q))→ Λ
β¯.
The vectors e¯σ = p(eσ) form a basis of the space (Λ
β¯)(1
r), where
eσ = ⊗i∈Vord,q∈Ω(⊗j∈T (i)eσ(j))⊗ (⊗j∈T (q)eσ(j))
and σ runs over ST /Sβ¯.
Proposition 3.1 The space Wβ¯ has a basis consisting of all vectors
∑
τ∈S/(ρ−11 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
)
⋂
S)
e¯σ−10 ρ1(τ)σ0σ1
⊗ e¯ρ2(τ)σ2 ,
where the pairs (σ1, σ2) range over some subset of ST /Sβ¯ × ST /Sβ¯.
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Proof. The space (Λβ¯)(1
r) ⊗ (Λβ¯)(1
r) has a basis {e¯σ1 ⊗ e¯σ2 | σ1, σ2 ∈ ST /Sβ¯}.
This basis is decomposed into orbits under the action of the group S by the rule
(e¯σ1 ⊗ e¯σ2)
τ = e¯
σ−10 ρ1(τ)σ0σ1
⊗ e¯ρ2(τ)σ2 , τ ∈ S, σ1, σ2 ∈ ST /Sβ¯. Therefore, it equals to
⊔
(σ1,σ2)∈Y
{e¯σ−10 ρ1(τ)σ0σ1 ⊗ e¯ρ2(τ)σ2 | τ ∈ S/(ρ
−1
1 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
)
⋂
S)},
where Y is a representative set of all S-orbits and Spiβ¯ = πSβ¯π
−1, π ∈ Sr.
It is easy to see that ∀τ ∈ S, σ−10 ρ1(τ)σ0σ1Sβ¯ = σ
−1
0 ρ1(τ¯ )σ0σ1Sβ¯, ρ2(τ)σ2Sβ¯ =
ρ2(τ¯ )σ2Sβ¯. In particular, for any τ ∈ S we have
e¯σ−10 ρ1(τ)σ0σ1
⊗ e¯ρ2(τ)σ2 =
(−1)σ
−1
0 ρ1(τ)σ0σ1(σ
−1
0 ρ1(τ¯)σ0σ1)
−1
(−1)ρ2(τ)σ2(ρ2(τ¯ )σ2)
−1
e¯σ−10 ρ1(τ¯)σ0σ1
⊗ e¯ρ2(τ¯ )σ2 =
(−1)ρ1(τ)ρ1(τ¯)
−1
(−1)ρ2(τ)ρ2(τ¯)
−1
e¯σ−10 ρ1(τ¯ )σ0σ1
⊗ e¯ρ2(τ¯)σ2 = e¯σ−10 ρ1(τ¯ )σ0σ1 ⊗ e¯ρ2(τ¯)σ2 .
This completes the proof.
We call the vectors from this proposition suitable generators. By the same ar-
guments one can obtain a basis of the space Vβ¯. We omit these computations and
refer the interested reader to [Zub1, Zub4].
Remark 3.2 One can suppose that Er is a free Z-module with the same basis
e1, . . . , er. In this case Λ
β¯ ⊗ Λβ¯ is a free Z-module and we obtain the same free
generators of the free Z-modules Vβ¯ and Wβ¯ as above. In particular, any free gen-
erator of Vβ¯ is a sum of suitable generators with integral coefficients [Zub1, Zub4].
Lemma 3.4 The space NΘ
⋂
It+1 is generated by the elements
hσ1,σ2 =
∑
τ∈Sβ¯
∑
pi∈S/(ρ−11 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
)
⋂
S)
(−1)τρ1(π)σ0σ1τσ
−1
2 ρ2(π)
−1.
Proof. Applying the map δβ¯ to the generators from Proposition 3.1 we obtain
the elements
gσ1,σ2 =
∑
τ∈Sβ¯
∑
pi∈S/(ρ−11 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
)
⋂
S)
(−1)τσ−10 ρ1(π)σ0σ1τσ
−1
2 ρ2(π)
−1.
It remains to multiply by σ0.
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Proposition 3.2 Let φ ∈ Hom Z(Λ2(t),Λ1(t)). We have tr
∗
Z(ΦΘ,Z(φ), f) =| SΘ |
cZ(φ).
Proof. Let ei1, . . . , e
i
di
be a free basis of the module Ei, i ∈ V . The dual basis of
E∗i is (e
i
1)
∗, . . . , (eidi)
∗. Let us decompose the interval [1, r] into subintervals by the
following rule:
[1, r] = (
⊔
a∈A1
[a˙, a])
⊔
(
⊔
a∈A3
[a˙− s, a− s])
⊔
(
⊔
a∈A3
[a˙, a]),
where [a˙− s, a− s] is equal to [
∑
b<a rb − s+ 1,
∑
b≤a rb − s].
In the same way one can decompose the interval [1, r] into other subintervals:
[1, r] = (
⊔
a∈A1
[a˙, a])
⊔
(
⊔
a∈A2
[a˙, a])
⊔
(
⊔
a∈A2
[a˙ + s, a+ s]),
where [a˙ + s, a+ s] is equal to [
∑
b<a rb + s+ 1,
∑
b≤a rb + s].
Let I, J : [1, r]→ [1,max
i∈V
di] be two maps such that the following conditions are
satisfied:
1. ∀a ∈ A1, I([a˙, a]) ⊆ [1, dt(a)] and J([a˙, a]) ⊆ [1, di(a)];
2. ∀a ∈ A2, J([a˙, a]) ⊆ [1, dt(a)] and J([a˙+ s, a+ s]) ⊆ [1, di(a)];
3. ∀a ∈ A3, I([a˙− s, a− s]) ⊆ [1, dt(a)] and I([a˙, a]) ⊆ [1, di(a)].
Suppose that the restrictions of the maps I and J on all layers of the Young
subgroups SΘ2 and SΘ1 respectively are injective. Then a typical basis vector of
Hom Z(Λ2(t),Λ1(t)) is pΘ2(e
∗
I)⊗ pΘ1(eJ) , where
e∗I = (⊗a∈A1(⊗l∈[a˙,a](e
t(a)
I(l))
∗))⊗ (⊗a∈A3(⊗l∈[a˙−s,a−s](e
t(a)
I(l))
∗))⊗ (⊗a∈A3(⊗l∈[a˙,a](e
i(a)
I(l))
∗))
and
eJ = (⊗a∈A1(⊗l∈[a˙,a]e
i(a)
J(l)))⊗ (⊗a∈A2(⊗l∈[a˙,a]e
t(a)
J(l)))⊗ (⊗a∈A2(⊗l∈[a˙+s,a+s]e
i(a)
J(l))).
The element tr∗Z(ΦΘ,Z(φ), f) equals∑
σ1,σ2∈SλA1
(−1)σ1(−1)σ2
∏
1≤j≤t
y(f(j))I(σ1(j)),J(σ2(j))×
∑
σ1,σ2∈SµA2
(−1)σ1(−1)σ2
∏
t≤j≤t+s
y(f(j))J(σ1(j)),J(σ2(j+s))×
∑
σ1,σ2∈SγA3
(−1)σ1(−1)σ2
∏
t+s≤j≤r
y(f(j))I(σ1(j−s)),I(σ2(j)).
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Ordering the factors of these products with respect to their first subindices we
get
| SΘ |
∑
σ∈SλA1
(−1)σ
∏
1≤j≤t
y(f(j))I(j),J(σ(j))×
∑
σ∈SλA2
(−1)σ
∏
t≤j≤t+s
y(f(j))J(j),J(σ(j+s))×
∑
σ∈SλA3
(−1)σ
∏
t+s≤j≤r
y(f(j))I(j−s),I(σ(j)) =
=| SΘ | cZ(φ).
This concludes the proof.
Corollary 3.1 Each 1
|S|
tr∗(hσ1,σ2 , f) belongs to Z[R(Q,N)]. In particular, it can be
reduced modulo any p.
Proof. By Lemma 3.1 we see that there is φ ∈ Hom Z(Λ2(N, Z),Λ1(N, Z)) such
that ΦΘ,Z(φ) = hσ1,σ2 . By Proposition 3.2 we get
1
|S|
tr∗(hσ1,σ2) =
1
|S|
tr∗Z(ΦΘ,Z(φ), f) =
cZ(φ) ∈ Z[R(Q,N)].
Using Remark 3.2, Lemma 3.4 and Corollary 3.1 as well as Proposition 2.2 and
Corollary 2.1 we get
Proposition 3.3 The r¯-component of T (Q, t) is generated as a vector space by all
elements 1
|S|
tr∗(hσ1,σ2, f) which are also called suitable, where Sβ¯ runs over all Young
subgroups of ST satisfying the condition on its layers formulated above. If we ignore
this condition we get the generators of J(Q)(r¯) and mapping them into J(Q, t)(r¯)
the generators of this last homogeneous component are obtained.
3.2 Reductions to ordinary representations of quivers
Let us denote by R the permutation
∏
i∈Aˆ2
(i i+s i+ s i¯) from S[1,r]
⊔
[1¯,r¯]. For any π ∈
S[1,r]
⊔
[1¯,r¯] having a cyclic decomposition (a . . . b) . . . (c . . . d) denote (a¯ . . . b¯) . . . (c¯ . . . d¯)
by π¯. We have a bijection ι : π 7→ π¯−1 on S[1,r]
⊔
[1¯,r¯]. It is clear that this bijection
induces an involution on the group S[1,r]
⊔
[1¯,r¯]. In fact, let us denote by a the per-
mutation
∏
i∈[1,r](i¯i). Then aπa
−1 = π¯ and ι(π) = aπ−1a−1.
Lemma 3.5 Let σ ∈ Sr and tr
∗(σ) = u = (a . . . b) . . . (c . . . d), where {a, . . . , b, . . . , c,
. . . , d} is a subset of [1, r]
⊔
[1¯, r¯] having cardinality r. Then Rσ−1σ¯R = uu¯−1 =
uι(u).
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Proof. It can be easily checked that for any j ∈ [1, r]
⊔
[1¯, r¯] its right hand
side neighbors in cyclic decompositions of both Rσ−1σ¯R and u are the same. For
example, let j = l¯, l ∈ Aˆ3. Then we have the following equations:
R(l¯) = l − s, σ¯(l − s) = σ(l − s)
and finally
R(σ(l − s)) =


σ(l − s), σ(l − s) ∈ Aˆ1,
σ(l − s), σ(l − s) ∈ Aˆ2,
σ(l − s)− s, σ(l − s) ∈ Aˆ3,
that is the result is the same as in the contracting rules defining u (see Proposition
2.5). Other cases can be checked similarly. Thus follows that any cycle of Rσ−1σ¯R
is a cycle of u or its transposed u¯−1. This completes the proof.
Lemma 3.6 Let σ ∈ Sr and Rσ
−1σ¯R = uι(u). Suppose that the cyclic record of
u, including trivial cycles, contains two symbols i, j belonging to the same set Aˆl
or
¯ˆ
Al, l = 1, 2, 3. Then (ij)uι((ij)u) = Rσ
′−1σ¯′R, where either σ′ = (i′, j′)σ or
σ′ = σ(i′, j′) and i′, j′ belong to the same Aˆf or Aˆf , f = 1, 2, 3. More precisely,
i′, j′ =
{
i, j, i, j ∈ Aˆ1,
i¯, j¯, i, j ∈
¯ˆ
A1,
i′, j′ =
{
i, j, i, j ∈ Aˆ2,
i+ s, j + s, i, j ∈
¯ˆ
A2,
i′, j′ =
{
i− s, j − s, i, j ∈ Aˆ3,
i¯, j¯, i, j ∈
¯ˆ
A3.
In particular, σ and σ′ have different parities.
Proof. Notice that a decomposition uι(u) of Rσ−1σ¯R is not uniquely defined.
For example, interchanging any cycle (a . . . b) from a cyclic record of u with its
transposed (b¯ . . . a¯) from a record of ι(u) we get some other decomposition u′ι(u′).
Therefore, a left factor u can be defined as a part of a cyclic decomposition of
Rσ−1σ¯R depending of r symbols from [1, r]
⊔
[1¯, r¯] which does not contain any ι-
invariant cycles. Let i, j ∈
¯ˆ
A3, say i = m¯, j = n¯, m, n ∈ Aˆ3. We have
(ij)u ι((ij)u) = (m¯n¯)Rσ−1σ¯R(mn) = RR−1(m¯n¯)Rσ−1 × σ¯R(mn)R−1R.
Further, R−1(m¯n¯)R = (m¯R
−1
n¯R
−1
) = (mn). Thus (ij)u ι((ij)u) = Rσ′−1σ¯′R,
where σ′ = σ(mn). All other cases can be checked in the same way.
It remains to prove that (ij)u is correctly defined. Using the identity (ij)(iC)(jD) =
(iCjD), where C,D are some completing fragments of these cycles, we see that the
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sets of symbols involved in the records of u and (ij)u correspondingly are the same.
So it is enough to prove that (ij)u does not contain ι-invariant cycles.
Suppose that u = (iCjD) . . .. We have (ij)u = (iC)(jD) . . .. If (iC) = ι((iC))
then in the cycle (iC) there are two sequential symbols like z¯, z. Then it is true for
(iCjD) excepting the case C = C1i¯. In the last case we have (iCjD) = (iC1i¯jD).
But both cases are forbidden because of i, j or i¯, j¯ belongs to the same set Aˆl, l =
1, 2, 3, (see Lemma 2.5). The case u = (iC)(jD) is symmetrical to the previous one.
The lemma is proved.
Lemma 3.7 ([Zub5]) Let π ∈ S0, σ ∈ Sr and tr
∗(σ) = u. Then we have upi×p¯i =
tr∗(ρ1(π)σρ2(π)
−1).
Proof. It is enough to prove this equation for π = (ij), where i, j lie in Aˆ1, Aˆ2
or Aˆ3 simultaneously. Let i, j ∈ Aˆ2. Then ρ1(π) = (ij)(i+ s, j + s) and ρ2(π) = id .
We have
R(¯ij¯)(i+ s j + s)σ−1σ¯(ij)(i+s, j+s)R = ((¯ij¯)(i+ s j + s))τRσ−1σ¯R((ij)(i+s, j+s))τ
−1
,
where τ = (i, i+ s, i+ s, i¯)(j, j + s, j + s, j¯). It remains to notice that
((¯ij¯)(i+ s j + s))τ = (ij)(¯ij¯), ((ij)(i+ s, j + s))τ = (¯ij¯)(ij).
The other cases can be checked in the same way. The lemma is proved.
We define some intermediate collection of matrices U(l), 1 ≤ l ≤ m, where m is
equal to the number of all layers of the group G = ρ−11 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
)
⋂
S. One
can define the new specialization g which takes any matrix Y (j) to U(l) iff j belongs
to the l-th layer of the group G. It is clear that there is some specialization h such
that f = h ◦ g.
Lemma 3.8 Every 1
|S|
tr∗(hσ1,σ2, f) is obtained from
1
|G|
tr∗(
∑
τ∈Sβ¯
(−1)τσ0σ1τσ
−1
2 , g)
by applying h.
Proof. Using Lemma 3.7 we see that
tr∗(ρ1(π)σ0σ1τσ
−1
2 ρ2(π)
−1, f) = tr∗(σ0σ1τσ
−1
2 , f)
because of f ◦ π = f . The final computations are trivial.
Lemma 3.8 shows that without loss of generality one can assume that S =
G ≤ ρ−11 (S
σ0σ1
β¯
)
⋂
ρ−12 (S
σ2
β¯
) up to some gluing of matrix variables (see [Zub1, Zub4]).
Replacing σ0 by σ0σ1 one can suppose that σ1 = 1. Similarly, replacing the group
Sβ¯ by the group S
σ2
β¯
≤ ST and the element σ0 by the element σ0σ
−1
2 one can suppose
that σ2 = 1 too.
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Lemma 3.9 The invariant 1
|G|
tr∗(
∑
τ∈Sβ¯
(−1)τστ, g) is some partial linearization
(briefly PL) of the invariant 1
|ρ−11 (S
σ
β¯
)
⋂
ρ−12 (Sβ¯)|
tr∗(
∑
τ∈Sβ¯
(−1)τστ, f ′), where the spe-
cialization f ′ corresponds to the group ρ−11 (S
σ
β¯ )
⋂
ρ−12 (Sβ¯).
Proof. By definition, Sf ′ = ρ
−1
1 (S
σ
β¯ )
⋂
ρ−12 (Sβ¯) ≤ S0. Consider two layers α, β of
the group G which are contained in some layer of the group Sf ′
⋂
S[t+1,t+s]. For the
sake of simplicity assume that these layers have numbers m− 1, m correspondingly.
We define the new specialization g′ such g′(j) = m − 1 iff j ∈ α
⋃
β otherwise
g′(j) = g(j). Let x ∈ Sr and tr
∗(x, g′) = (g′(a) . . . g′(b)) . . . (g′(c) . . . g′(d)), where
{a, . . . , b, c, . . . , d} is a subset of [1, r]
⋃
[1¯, r¯] having cardinality r. By definition,
g′(j¯) = g′(j), j ∈ [1, r].
Extracting the homogeneous summands of degrees | α | and | β | in U(m − 1)
and U(m) respectively from tr∗(x, g′) |U(m−1)7→U(m−1)+U(m) we get the sum
∑
pi∈Sα∪β/Sα×Sβ
(g(π(a)) . . . g(π(b))) . . . (g(π(c)) . . . g(π(d))).
Using Lemma 3.7 we see that
(g(π(a)) . . . g(π(b))) . . . (g(π(c)) . . . g(π(d))) = tr∗(ρ1(π)x, g).
Thus our PL of the element 1
|Sg′ |
tr∗(
∑
τ∈Sβ¯
(−1)τστ, g′) is equal to
1
| Sg′ |
∑
τ∈Sβ¯
∑
pi∈Sα∪β/Sα×Sβ
(−1)τ tr∗(ρ1(π)στ, g).
Further, ρ1(π) ∈ S
σ
β¯ , i.e. ρ1(π) = σyσ
−1, y ∈ Sβ¯. In particular, we get
∑
τ∈Sβ¯
(−1)τ tr∗(ρ1(π)στ, g) =
∑
τ∈Sβ¯
(−1)τ tr∗(σyτ, g) =
∑
τ∈Sβ¯
(−1)τ tr∗(στ, g),
since ρ1(π) is an even element. Therefore, our PL is equal to the initial invariant
1
|G|
tr∗(
∑
τ∈Sβ¯
(−1)τστ, g). Repeating these arguments as many times as we need we
pass from the group G to the group Sf ′. This completes the proof.
Summarizing we see that up to some rearrangings, gluings of matrix variables
and PL-s the generators of J(Q) (J(Q, t)) as well as the generators of T (Q, t) are
c(φ) =
1
| Sf |
tr∗(
∑
τ∈Sβ¯
(−1)τστ, f),
where Sf = ρ
−1
1 (S
σ
β¯ )
⋂
ρ−12 (Sβ¯) and φ =
∑
τ∈Sβ¯
(−1)τστ . As for the generators of
T (Q, t) one has to impose the condition on cardinality of layers of Sβ¯ mentioned
above. Notice that if s = 0 then these elements are the same as the suitable
generators from [Zub1, Zub4].
35
We recall some definitions from [Don2]. Let Sg ≤ Sr be a Young subgroup
corresponding to a map g : [1, r] → [1, m]. Any sequence p = j1 . . . js of symbols
from [1, m] is said to be a primitive cycle iff there is no proper subsequence q of
p such that p graphically coincides with qk = q . . . q︸ ︷︷ ︸
k
, kd = s, s > k > 1. For any
τ = (a . . . b) . . . (c . . . d) ∈ Sr we have
g(τ) = (g(a) . . . g(b)) . . . (g(c) . . . g(d)) =
∏
1≤j≤s1
(p
k1j
1 ) . . .
∏
1≤j≤sv
(p
kvj
l ),
where each pi is a primitive cycle uniquely defined up to cyclic permutations of its
symbols, i = 1, . . . , v. Two substitutions µ, π ∈ Sr are called Sg-equivalent iff there
is a sequence µ = τ1, . . . , τk = π such that for any pair τi, τi+1, 1 ≤ i ≤ k − 1, either
there is x ∈ Sg such that τi+1 = τ
x
i or for two cycles of τi (τi+1), say (a . . . b), (c . . . d),
we have (g(a) . . . g(b)) = (pf), (g(c) . . . g(d)) = (pd), where p is a primitive cycle and
τi+1 = (ac)τi (respectively – τi = (ac)τi+1). It can easily be checked that this relation
between elements of Sr is really an equivalence. Donkin calls such equivalence class
by Young superclass.
It is clear that all permutations from the same Young superclass D have the
same sets of primitive cycles. We denote each of these sets by PD.
For any Young superclass D a formal invariant 1
|Sg|
∑
x∈D(−1)
xtr(x, g) can be
regarded as an invariant of m N × N matrices of degree r or as an element of the
corresponding free invariant algebra due our assumption N ≥ r.
Lemma 3.10 ([Don2]) The element 1
|Sg|
∑
x∈D(−1)
xtr(x, g) can be written as a sum
with integer coefficients of products of the elements σj(p), where p ∈ PD.
According to our conventions the element 1
|Sg|
∑
x∈D(−1)
xtr(x, g) can be repre-
sented as a sum 1
|Sg|
∑
x∈D−1(−1)
xg(x), where D−1 = {x−1 | x ∈ D}. Notice that
D−1 is also an Young superclass.
Now, everything is prepared to prove Theorem 1. Without loss of generality one
can work in J(Q) or in J(Qˆ) if it is necessary. Let us consider any suitable generator
z = c(φ) =
1
| Sf |
tr∗(
∑
τ∈Sβ¯
(−1)τστ, f).
Fix a summand tr∗(στ) = u. One can interpret the element u as an ordinary
invariant depending on r matrix variables Z(j1), . . . , Z(jr), j1, . . . , jr ∈ [1, r]
⋃
[1¯, r¯]
or as a permutation from S{j1,...,jr}. It is clear that {j1, . . . , jr} = T1
⊔
T 2, where
T1, T2 are two subsets of [1, r] such that T1
⊔
T2 = [1, r]. Denote by S
′
f the group
Spif , where π =
∏
i∈T2(i¯i). It can be easily checked that S
′
f = Sf ′ , where f
′ =
(f × f ◦ a) |j1,...,jr .
I claim that Young superclass corresponding to S ′f , say D, which contains u, is a
subset of tr∗(σSβ¯). Indeed, for any v
′ ∈ S ′f we have v
′ = vpi, v ∈ Sf and u
v′ = uv×v¯ =
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tr∗(ρ1(v)στρ2(v)
−1) by Lemma 3.7. It remains to notice that σ−1ρ1(Sf )σ ≤ Sβ¯ and
ρ2(Sf) ≤ Sβ¯. Next, any element (ab), where a, b ∈ f
′−1(j) and j is a symbol of some
primitive cycle belonging to u, has form (ij) or (¯ij¯), (ij) ∈ Sf . Using Lemma 3.6 we
see that (ab)u is equal to tr∗((i′j′)στ) or tr∗(στ(i′j′)) and (i′j′)σ
−1
∈ Sβ¯ or (i
′j′) ∈ Sβ¯
respectively. For example, if (ab) = (¯ij¯), i, j ∈ Aˆ2 then (ab)u = tr
∗((i+ s, j + s)στ).
But any layer of Sf
⋂
S[t+1,t+s] has form σ(βkl)
⋂
Aˆ2
⋂
(σ(βhg)
⋂
Aˆ3 − s). Thus (i +
s, j + s)σ
−1
∈ Sβ¯
⋂
S[t+s+1,r]. In particular, all cycles from PD are admissible.
Finally, the generator z can be represented as a sum of elements
±
1
| Sf |
∑
x∈D
(−1)xf ′(x) = ±
1
| Sf ′ |
∑
x∈D−1
(−1)xtr(x, f ′),
where D runs over all superclasses contained in tr∗(σSβ¯). In fact, all we need is to
prove the coincidence of signs. But for any element u′ = tr∗(στ ′) from the Young
superclass of given u = tr∗(στ) we have (−1)τ
′
= (−1)τ (−1)
u
(−1)u′
by Lemma 3.6. This
concludes the proof.
4 Proof of Theorem 2
As we noticed in the introduction one can define more general supermixed represen-
tations of quivers. A similar definition was introduced in [DW3]. Briefly speaking,
they associate with any generalized quiver of O(n) (Sp(n)) orthogonal (symplectic)
representations of so-called symmetric quiver. For example, typical components of
orthogonal representations of a symmetric quiver are
HomK(V1, V2),HomK(V1, V
∗
2 ),HomK(V
∗
1 , V2),Λ
2(V ) ⊆ HomK(V
∗, V ),
Λ2(V ∗) ⊆ HomK(V, V
∗),
HomK(V,W ),HomK(V
∗,W ),HomK(W1,W2),Λ
2(W ) ⊆ HomK(W,W ).
The spaces V, Vi,W,Wj are regarded as standard GL(V ), GL(Vi), O(W ), O(Wj)-
modules respectively, i = 1, 2, j = 1, 2. These spaces are isotypical components of
the space Kn with respect to the action of an abelian reductive subgroup D of O(n).
The centralizer R = ZO(n)(D) is a product of the sameGL(V ), GL(Vi), O(W ), O(Wj).
In the symplectic case one has to replace the components Λ2(V ),Λ2(V ∗),Λ2(W )
by S2(V ), S2(V ∗), S2(W ) up to some identifications like A ←→ AJ mentioned in
the introduction. Moreover, in the last case the groups O(W ), O(W1), O(W2) must
be replaced by Sp(W ), Sp(W1), Sp(W2) correspondingly.
It is clear that our definition is more general than Derksen-Weyman’s one. For
example, their definition does not include any action of some orthogonal (symplectic)
group on symmetric (skew-symmetric) matrix component.
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Proposition 4.1 Let H be an orthogonal or symplectic subgroup of the group GL(n).
The affine variety GL(n)/H is isomorphic to the affine variety L consisting of all
non-degenerate symmetric matrices or skew-symmetric matrices with zero diagonal
entries according to which case is considered: H = O(n) or H = Sp(n). This
isomorphism is induced by the map g 7→ ggt or g 7→ gJng
t respectively.
Proof. We refer to [Zub5] for this statement.
Notice that the left action of GL(n) on GL(n)/H induces the action of GL(n)
on L by the rule xg = gxgt, x ∈ L, g ∈ GL(n).
Now everything is prepared to prove Theorem 2. We describe the construction
of Q′ step by step with respect to all the replacements which were used to get S and
G.
For example, let us consider the case when Gq = Sp(dq) acts on some component
Sa ⊆ HomK(Vi, Vj), a ∈ A, i(a) = i, t(a) = j, Vi = Vj = K
dq and Sa can be identified
with the subspace of symmetric matrices by the rule A 7→ AJ,A ∈ Sa. With respect
to this identification the group Gq = Sp(dq) acts on Sa by A
g = gAgt, g ∈ Gq.
Repeating word by word the proof of Lemma 1.3 [Zub5] we have an epimorphism
RG → K[S]G, where R = K[S ′ ×M(dq)], S
′ is a product of all components of S
except Sa, and Gq acts on M(dq) by the same rule A
g = gAgt.
In fact, S is a closed G-subvariety of S ′ × M(dq). Moreover, it is a complete
intersection defined by the relations xij − xji = 0, 1 ≤ i < j ≤ dq, where X = (xij)
is the general matrix corresponding to the factor M(dq).
The ideal I of S is generated by G-invariant subspace E = ⊕1≤i<j≤dqK · zij ,
where zij = xij − xji, 1 ≤ i, j ≤ dq. The algebra S(E) is a Gq-module with GF
with respect to the induced action Z 7→ g−1Z(gt)−1, Z = (xij − xji). It follows
immediately from [Kur1, Kur2]. Using Proposition 1.3b from [Don7] we obtain that
I is a G-module with GF. In particular, we have the exact sequence
0→ IG → RG → K[S]G → 0.
Using Proposition 4.1 we replace the group Gq = Sp(dq) by GL(dq). In other
words, we have to add to the variety S ′ ×M(dq) the new factor GL(dq)/Sp(dq). It
can be identified with a closed subvariety ofM(dq)
2 consisting of all pairs of matrices
(x, y) such that xy = Idq and both x and y are skew-symmetric. This subvariety is a
complete intersection again so one can use the same Proposition 1.3b from [Don7].
This step was explained in [Zub5] and we omit all details but briefly describe what
we get in this case.
The algebra RG is an epimorphic image of the algebra R′G
′
, where R′ = K[S ′ ×
M(dq)×M(dq)
2], G′ = ×f,f 6=qGf ×GL(dq) and GL(dq) acts on the additional factor
M(dq)
2 by the rule (x, y)g = (gxgt, (gt)−1yg−1), x, y ∈ M(dq), g ∈ GL(dq).
It means that we add to our quiver Q one vertex, say with the number n+1, and
two arrows b, c such that i(b) = t(c) = i, t(b) = i(c) = n + 1. Moreover, the vertex
n + 1 is occupied by the space En+1 = K
dq = V as well as the vertex i is occupied
by V ∗. Our epimorphism is just the specialization X(b) 7→ J,X(c) 7→ −J = J−1.
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As above we have the following exact sequence
0→ I ′G
′
→ R′G
′
→ RG → 0.
The ideal I ′ is generated by the G′-invariant subspace
E ′ = (⊕1≤i<j≤dqK · zij)⊕ (⊕1≤i≤dqK · zi)⊕ (⊕1≤i,j≤dqK · tij),
where zij = xij(b) + xji(b), zi = xii(b), 1 ≤ i 6= j ≤ dq, tij =
∑
1≤k≤dq xik(b)xkj(c) −
δij , 1 ≤ i, j ≤ dq. All other cases can be considered in the same way as above. This
completes the proof.
Remark 4.1 There is some integer M > 0 depending only on d such that whenever
charK > M the kernel of the epimorphism from Theorem 2 can be described exactly.
For example, let us consider the same case Gq = Sp(dq), a ∈ A, i(a) = i, t(a) =
j, Ei = Ej = K
dq and Sa ⊆ HomK(Vi, Vj) is the subspace of symmetric matrices up
to the identification A 7→ AJ,A ∈ Sa. Using the same notations as above we have
the Koszul resolution
0→ (Λr(E)⊗ R)→ . . .→ (Λ2(E)⊗ R) 7→ (E ⊗ R)→ I → 0.
Here r = dimE = dq(dq−1)
2
. Suppose charK > r. Then all Λi(E) are direct
summands of E⊗i. In particular, they are Gq-modules with GF and all members of
this resolution are G-modules with GF. Thus we get the exact sequence
0→ (Λr(E)⊗R)G → . . .→ (Λ2(E)⊗ R)G 7→ (E ⊗ R)G → IG → 0.
The space E⊗R can be considered as a homogeneous component of an invariant
ring of a supermixed representation space of some new quiver Q′′ having the same
set of vertices as Q with the additional arrow a′′ such that i(a′′) = i, t(a′′) = j.
Moreover, in comparison with the previous representation space the new one has
the additional component Sa′′ which is a subspace of M(dq) consisting of all skew-
symmetric matrices with respect to the same action of G.
If we introduce a new general matrix X(a′′) corresponding to a′′ then (E⊗R)G is
the homogeneous component of degree one in X(a′′) of the invariant algebra of this
new representation space. To compute the ideal IG one has to map this component
to R by the rule X(a′′) 7→ Z. The same arguments work in the next step when we
replace Gq = Sp(dq) by GL(dq). Notice that in the general case we have the exact
sequence
0→ (∆)G → (E ⊗ R)G → IG 7→ H1(G,∆)→ 0,
where ∆ is the image of Λ2(E) ⊗ R in E ⊗ R. Indeed, H l(G,∆) = 0 for all l ≥ 2
by Lemma 1.2e (ii) from [Don7]. It remains to use the long exact sequence of coho-
mology groups. It was erroneously supposed in [Zub6] that ∆ has GF and therefore
(E⊗R)G → IG is an epimorphism in all characteristics. This question is still open.
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