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Full Research Paper

Behavior Analysis and Recognition of Hidden Populations in Online
Social Network Based on Big Data Method
Minglei Li1,2*, Guoyin Jiang2, Wenping Liu1, Junli Lei1
1School
2School

of Information Management and Statistics, Hubei University of Economics, China

of Public Administration, University of Electronic Science and Technology of China, China

Abstract: Hidden populations refer to the minority groups that not well-known to the public. Traditional statistical survey
methods are difficult to apply in the study of hidden populations because of that the hidden populations individuals are very
troublesome to be found and they are not willing to share the inner opinion with the others. On the other hand, with the
development of the Web 2.0, the hidden populations gather and share their views in online social networks due to the openness
and anonymity of the Internet. So, this paper analyzes the behavioral characteristics of the hidden populations based on their
data in online social networks. This paper uses the lesbian population as an example and analyzes the behavioral characteristics
of lesbian by analyzing the data of the lesbian population in Douban Group. First, the activity data on lesbian are collected
from Douban Group. Second, behavior characteristics of lesbian are analysed, the regional characteristic, temporal
characteristic and text characteristic are mined out by big data method. Third, a lesbian recognition model is proposed based
on the above analytical characteristics, and the effectiveness of the recognition model is varified by experiment study. The
research of this paper is helpful to understand the behavioral characteristics of hidden populations deeply, and provides
decision-making basis of management and service for hidden populations.
Keywords: Hidden population, Online social network, Lesbian, Behavior analysis, Lesbian recognition

1.

INTRODUCTION
Hidden populations[1-3] refer to the minority groups that not well-known to the public. Generally speaking,

hidden population is the population that hard to be contacted, and the people in these groups are unwilling to
expose themselves for many various reasons, such as: HIV/AIDS, LGBT, patients with depression. Hidden
populations are a small proportion of the overall population. However, there is a large population in China, so the
absolute quantity of hidden population is big. Due to long misunderstanding, the hidden populations are very
sensitive and self-protective, and they are unwilling to communicate with the mainstream society or express their
true ideas in the real society [4]. At the same time, the people involved in hidden population are more complicated,
and it is easy to generate events that affect social security such as extreme thoughts, spread of diseases,and fraud,
which bring great hidden dangers to society[5]. Therefore, it is very meaningful for stable and harmonious
development of society to improve the level of investigation and analysis of hidden populations and manage
hidden populations reasonably and effectively.
The traditional analysis methods of hidden population are mainly based on statistical survey, such as snowball
sampling[6,7] and respondent-driven sampling[8,9]. However, these traditional methods have many limitations. First,
the hidden population

is difficult to find, and sufficient survey samples cannot be obtained easily. Second, the

hidden population is unwilling to participate in the survey. The last but not all, the cost of traditional method is
high. With the development of the Web 2.0 , especially the online social networks, many people share their
comments on the Internet. Due to the anonymity and openness of the Internet, many hidden populations are more
willing to gather and share their ideas in online social networks. And the hidden populations leave a large amount
*
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of data in online social networks. So we can understand the behavioral characteristics of the hidden population
through the analysis of these data [10,12]. The amount of these data materials is very large, and the value density of
them is low, so the traditional statistical analysis methods are difficult to find valuable information. Big data
method

[13,14]

is a technology that specializes in processing large-scale data, and is widely used in online data

mining, social management and other fields. In this paper, we use big data method to analyze the online social
network data of the hidden population, and gain insight into the behavior characteristics of the hidden population.
This paper uses lesbian as an example. We collect the data of lesbian in Douban Group, and analyse the online
behavior characteristics of lesbians based on big data method, then propose a recognition model to identify the
lesbian population based on machine learning model. The paper is organized as follows. Section 2 presents the
overall method of this paper. Section 3 shows the behavior characteristics analysis based on big data method,
specifically, we aim to extract the text feature of lesbian based on text analysis technology. By using the behavior
characteristics features, Section 4 designs lesbian recognition model based on machine learning model. In Section
5, experimental study is used to demonstrate the effectiveness and practicability of the recognition model. Finally,
the conclusions and future works are given in the Section 6.
2.

OVERALL METHOD

2.1 Overall structure of the method

Figure 1. The overall structure of this method

Aiming to analyze the behavior characteristics of hidden populations and recognize the hidden populations
based on their data in online social networks. The overall structure of the method proposed in this paper is shown
as Figure1. There are three steps in the method, including data capturing and cleaning, behavior characteristics
analysis and hidden populations recognition. Specifically, first, the data in online social networks are collected by
Python crawler, data cleanning is used to improve the quality of the data, and irrelevant data, such as spammer
and advertisement, are eliminated in this step. Second, the comparative analysis between hidden population and
general population is used to study the behavior characteristics, we use the big data technology to analyze the
regional characteristics and temporal characteristics, and use text analysis technology to analyze the test
characteristics of hidden populations. And finally, we construct the feature vector based on the above
characteristics, and design a recognition model based on machine learning model to distinguish the hidden
population from general population.
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2.2 Data sources
As one of the world's largest Chinese online social network, Douban Group is provided by Douban, and there
are more than 400 000 douban groups. The Douban Group involves many fields such as film and television, reading,
photography, society, and many hidden populations such as homosexuality and depression. In the Douban group,
like-minded users open their hearts and express their opinions freely, so we can get a lot of real data from it.
In this paper, we use lesbian as an example of hidden population, and collect the hidden population data from
"Les Sky" Group ('https://www.douban.com/group/lala/'). And a general population data from " Readingmania"
Group ('https://www.douban.com/group/readingmania/') is collected as comparative analysis. The collected data
involve user information, post and comment data as shown in Table 1. We collect 50 000 comments from "Les
Sky" Group and 50 000 comments from " Readingmania" Group.
Table 1. Data fields from Douban Group
User_information

Comment_information

Reply_information

User_id

Comment_id

Reply_id

User_name

Comment_title

Comment_id

User_residence

Comment_text

Author_id

User_url

Author_id

Reply_to_whom

User_join_time

Creation_time

Reply_floor

Reply_number

Reply_text
Reply_time

3.

BEHAVIOR CHARACTERISTICS ANALYSIS
In this Section, we will find that the hidden population's behavior patterns in online social networks, by

comparing and analyzing the behavioral characteristics of the hidden population and the general population in
online social networks.
3.1 Temporal characteristic
It can be found that when the different populations are active on the online social network through temporal
characteristic analysis. The result is shown as Figure 2. It can be found that the active period of users in Douban
Group is night, and it reaches the peak at night, especially around midnight, and the low period is 1:00 to 8:00.
In addition, it can be clearly found that between 8:00 to 20:00, the number of comments posted by general
population is higher than that of the hidden population. However, after 21:00, the number of comments posted
by the hidden population is higher than that of the general population. It can be seen that lesbians prefer to be in
online social networks at night.

Figure 2. Comments submission time of different populations
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3.2 Distribution of number of comments
In Figure 3, it shows the number distribution of comments under each post. As we can see from Figure 3,
there are small number of comments under many posts of both the hidden population and general population.
However, the hidden population has an obvious aggregation phenomenon, that is, there is a lot of discussion under
certain posts.

Figure 3. Number distribution of comments under each post of different populations

Figure 4 shows the number of comments posted by each user. It can be found from Figure 4,

the number

of comments posted by many users is small in Douban Group, and the hidden population is more likely to generate
active users, who submit a large number of comments.

Figure 4. Number distribution of comments from each user of different populations

3.3 Textual characteristic

Figure 5. Comments text wordcloud of different populations
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By textual characteristic analysis, we try to discover the topics that population care about and discuss
generally. We generate the wordcloud of the comments text each from the lesbian and the general populations.
The most of comments text in Douban Group are in Chinese, so we segment the comments text by Jieba module
and remove irrelevant words, then the 100 most frequent words are used to generate the wordcloud. The wordcloud
results are shown in Figure 5, the left wordcloud is from the lesbian population and the right is from the general
population. It can be found from Figure 5, the part of high-frequency words from the hidden population and the
general population are same, indicating that the lesbian population is also interested in the topic that the general
population cares about. In addition, many unique words, such as "sister" and "feeling", have appeared in the highfrequency words from lesbian population.
4.

HIDDEN POPULATION RECOGNITION
From the behavior characteristic analysis result in Section 3, it can be found that there are many differences

between the hidden population and the general population. So, we can use these different characteristics to
identify the hidden population.
4.1 Features for hidden population recognition
In this paper, the temporal characteristic, number of comments characteristic and textual characteristic are
used as the feature vector of the hidden population recognition model. For temporal characteristic, based on the
results in Section 3.1, the time is divided three periods: 8:00 to 20:00, 20:00 to 4:00 and the rest of time period.
The model uses in which time period the user submits the most comments as the temporal feature value of this
user. For number of comments characteristic, this model uses the number of comments submits by the user as the
feature value of this author. For textual characteristic, the IF-IDF[15] is used to vectorize the comments text of the
user. Specifically, based on the word segmentation results, we can calculate the TF-IDF value of each word by:
TF − IDF(𝑤, 𝑢) = TF(𝑤, 𝑢) × 𝐼DF(w)

(1)

where, TF(w, u) is the number of word 𝑤 appears in the comments text of the user 𝑢, 𝐼𝐷𝐹(𝑤) = 𝑙𝑜𝑔

𝑀
𝑁

(N is

the number of word w appears in the text, and M is the number of all text). 𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑢) is the feature vector
value of word 𝑤 in comments text of the user 𝑢.
4.2 Recognition model
4.2.1 Model structure
The core of recognition model is XGboost[16]. The XGboost is an extension of the gradient boosting decision
tree algorithm. XGboost belongs to ensemble learning model, and its basic idea is to combine multiple
Classification And Regression Trees (also known as CART).
Given data set

(xi is the feature vector mentioned in Section 4.1 and yi is label of user).

The integrated model is expressed as
(2)
where K is the number of CARTs in the integrated model,

(

is the space of CARTs. T represents the number of leaves in the decision tree. Each
independent tree structure

and leaf weights

)
corresponds to an

.

The objective function of XGboost is expressed as
(3)
The objective function consists of two parts, the first part

is the training error. And the second part

is the regularization item that helps to smooth the final learnt weights to avoid over-fitting.

penalizes
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the complexity of the model as
(4)
where

and

are coefficients.

4.2.2 Training algorithm of the model
The training of XGboost is a boosting algorithm. This algorithm trains a base learner from the training data
set firstly, and improves the model based on the base learner iteratively. That is to say, each iteration the model is
retained, and a new item is added to the model as

(5)
where
is the predicted value of the samples in the round . The choice of adding a new item in each
iteration is to minimize the objective. And, the objective function Equation (3) can be turned as

.
The error function

(6)

is squared error, and the objective function Equation (5) can be written as:
.

(7)

Taylor expansion is used approximately and the objective function Equation (6) can be defined as
,
where
simplified objective at step

and

(8)

. The constant terms are removed and the

is
.

(9)

XGboost generates and updates the decision tree，and being trained by the samples data set，until the objective
function satisfies the condition.
5.

EXPERIMENTAL RESULTS AND ANALYSIS

5.1 Experimental data
We collect 50 000 comments from "Les Sky" Group and 50 000 comments from " Readingmania" Group.
After removing the irrelevant user such as spammer and advertisement, we mark the users who have submitted
comments in "Les Sky" Group as lesbian, and mark the users who have submitted comments in " Readingmania
" Group as general user. And we choose randomly 3000 users in "Les Sky" Group and 3000 users in "
Readingmania " Group. We will use the behavior features to identify whether a user in Douban Group is lesbian.
5.2 Experimental results and analysis
The recognition model in this paper is developed based on XGboost library † , and we implement the
recognition model by Python3 language.
In this paper, the data set is divided into two parts randomly. The one part, which is 80% of the total users, is
the training set and is used to train the recognition model. The other one, which is the remaining 20% of total
users, is the testing data and is used to verify the effectiveness of this recognition model.
†

https://github.com/dmlc/xgboost

The Twenty Wuhan International Conference on E-Business－Artificial intelligence enabled Business Innovation

35

5.2.1 Performance comparison of different features
In this section, we study the impact of using different features on recognition model. We design two features
sets: in the features set one (FS1), the features are all the features mentioned in Section 4.1; and in the features set
two (FS2), the features are only the textual features. Each of FS1 and FS2 is used to train XGboost by the training
data, and verify the performance of the recognition models by the testing data. The hidden population
identification problem is a binary classifying problem, so the performance evaluation indicators for binary
classifying model are used to measure the effectiveness of the recognition models, such as: accuracy, recall, and
precision. The results is shown in Table 2.
Table 2. Performance comparison of different features
Features set

Accuracy

Precision

Recall

FS1

0.8503

0.8357

0.8713

FS2

0.7520

0.7618

0.7333

From the results in Table 2, it can be found that the recognition model using FS1 has better performance than
using FS2. The result indicates that all the behavior characteristics analyzed in this paper are helpful to identify
the hidden population. And it also reflects that more features and more implicit information. So, the features set
FS1 is used in the next experiment.
5.2.2 Performance comparison of different models
In this section, we compare the recognition model XGboost to other familiar machine learning models: linear
regression model (LR), decision tree model (DT), ANN model and SVM regression model. In ANN model, the
number of hidden layer nodes is 120, the learning rate is 0.001, the maximum number of training time is 5000. In
SVM, the kernel is gaussian function, which is vary popular in SVM. All the models are all implemented using
Python’s machine learning library sklearn. The comparison result is shown in Figure 6.

Figure 6. Performance comparison of different models

From the results in Figure 6, we can find that the recognition performance of XGboost is the best among all
the models. The result illustrates the effectiveness of the method proposed in this paper.
6.

CONCLUSIONS
In order to survey the hidden population deeply and widely, this paper analyzes the data in online social

network of the hidden populations based on big data technology. This paper uses lesbian in Douban Group as an
example. The main contributions of this paper are: (1) big data technology is used to analyze the data in online
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social network of the hidden populations, so as to understand the behavior characteristics of these populations, (2)
according to these behavior characteristics in online social network, a recognition model based on machine
learning model is proposed to distinguish the hidden population from general population. Furthermore, the
effectiveness and practicability of the recognition model are demonstrated with the data from Douban Group.
The research in this paper shows the potential and advantages of big data method in hidden population
analysis. However, the methods and conclusions of this paper are still preliminary and limited, Our ongoing work
is to consider the following aspects: (1) the more data and more types of hidden populations in online social
network shoud be collected, and the methods of this paper will be applied for these data to get more information,
(2)

the group behaviors of hidden populations are also very important, we will use the social complex network

analysis and other methods to analyze the group behaviors of the hidden populations, (3) this paper mainly
analyzes the static characteristics of the hidden population, the next work is to study the dynamic characteristics
of the hidden populations and design a model to predict the dynamic characteristics of the hidden populations.
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