ABSTRACT In this paper, we introduce the DEEP-HEAR framework, a multimodal dynamic subtitle positioning system designed to increase the accessibility of deaf and hearing impaired people (HIP) to multimedia documents. The proposed system exploits both computer vision algorithms and deep convolutional neural networks specifically designed and tuned in order to detect and recognize the identity of the active speaker. The main contributions of the paper concern: a novel method dedicated to recognizing various characters existent in the video stream. A video temporal segmentation algorithm that divides the video sequence into semantic units, based on face tracks and visual consistency. Finally, the core of our approach concerns a novel active speaker recognition method relying on the multimodal information fusion from the text, audio, and video streams. The experimental results carried out on a large scale dataset of more than 30 videos, validate the proposed methodology with average accuracy and recognition rates superior to 90%. Moreover, the method shows robustness to important object/camera motion and face pose variation, yielding gains of more than 8% in precision and recall rates when compared with state-of-the-art techniques. The subjective evaluation of the proposed dynamic subtitle positioning system demonstrates the effectiveness of our approach.
I. INTRODUCTION
The recent statistics published by the World Health Organization [1] show that for people aged over 50 years the hearing impairments become progressively common in the world. By the year of 2050, it is expected that more than 900 million people across the world will suffer from hearing loss problems [2] .
In order to facilitate the access to information and fit the needs of people with hearing disabilities, most of the TV broadcasters transmit and distribute, together with the audio and video signals, textual information, which is presented under the form of video subtitles or close captions. A large variety of broadcasted videos including
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documentaries, movies and TV shows propose subscripts, which can be interpreted as a basic assistive technique [3] .
Although the scripts are highly useful for the hearingimpaired users, there are still some limitations that need to be overcome. Thus, when multiple characters are present in the same scene and involved in a conversation, it is difficult to identify the character that is currently speaking (i.e., associate the script with the speaker). Another confusing situation concerns the case where the face of the speaking character is not visible or does not appear in the shot. The existing caption positioning systems are far from satisfactory in assisting the hearing impaired users, as pointed out in [4] and [5] . Today, it would be of most interest to design specific caption positioning strategies that can seamlessly convey additional information, for an enhanced perception/comprehension of the multimedia content.
In this paper, we notably propose a dynamic captioning framework, so-called DEEP-HEAR, designed to increase the accessibility and viewing experience of the deaf and hearing impaired people. DEEP-HEAR allows the viewers to comfortably follow the video content simultaneously with the associated subtitles/close captions. In contrast with existing systems, where the close caption are always positioned in a fixed position at the bottom of the screen, our approach helps the hearing impaired users to match the scripts with the corresponding characters, by positioning the subtitles in a manner that makes it possible to identify the active speaker. The DEEP-HEAR framework (Fig. 1) , jointly exploits computer vision algorithms and deep convolutional neural networks (CNNs) in order to achieve the various stages necessary to this purpose, including face detection, tracking and recognition, video temporal segmentation, active speaker detection and recognition, background text detection and subtitle positioning.
The main contributions of the paper are the following:
(1) A complete end-to-end system for subtitle/close caption positioning dedicated to any genre of multimedia document. To the best of our knowledge, the proposed framework is the most accurate, robust and complete solution designed to facilitate the access of hearing-impaired people to video streams.
(2) A novel algorithm for robust active speaker detection, based on a multimodal fusion of text, audio and visual information. Compared with state of the art techniques [3] , [5] , our approach can efficiently cope with noisy video frames, characters with unfavorable face poses or even speakers that are not visible in the scene. In addition, our method is able to recognize the speaker even if the corresponding speech segments are acquired under unconstrained conditions, with music or background noise.
(3) An efficient subtitle position optimization strategy that makes it possible to appropriately place the subtitle on the screen, by taking into account both the visual content of the video scene and the detected active speaker.
The rest of the paper is organized as follows. Section II reviews the state-of-the-art approaches dedicated to the dynamic positioning of video subtitles. Section III introduces the proposed architecture and describes the main steps involved: face detection, tracking, recognition, active speaker recognition, video temporal segmentation and subtitle positioning. Section IV presents the experimental results obtained on a large set of videos. We show that it is possible to obtain high recognition rates on very challenging videos. Finally, Section V concludes the paper and opens some perspectives of future work.
II. RELATED WORK
In recent years, significant research work has been dedicated to the issue of dynamic/optimized subtitle positioning in multimedia documents.
One of the first methods addressing this issue has been introduced in [3] . The active speaker is determined by analyzing the lips motion features, while the subtitle is positioned in a non-salient region defined around the speaker mouth. The subjective evaluation, performed with the help of hearing impaired people, shows that the proposed approach is globally able to enhance the user experience. However, the framework suffers from several limitations:
(1) The active speaker needs to face the video camera (i.e., the system works solely on frontal or nearly frontal faces). For profile faces or, more generally, for characters with unfavorable poses the system fails.
(2) The subtitle positioning strategy can occlude useful information in the video scene, such as salient objects or textual information incrusted in the visual channel.
(3) The approach may be appropriate for relatively short sentences. In case of phrases covering two lines of text, the novel position of the subtitle may become disturbing.
An extension of the method has been proposed in [5] , where an active speaker detection technique, based on audio and video information is introduced. The subtitle position is here determined with the help of an optimization procedure that takes into consideration the cross-frame coherence and the screen layout. Even though the method is more robust to person and camera motion, the system fails when the active speaker does not appear in the video shot. In addition, the speaker recognition technique employed is sensitive to the presence of background music or noise.
In [4] , authors propose a study aiming to analyze the impact of the subtitle positioning systems over hearing impaired people. Both regular and dynamic subtitles positioning methods are considered for comparative evaluation. The objective criterion retained exploits the gaze data acquired with a dedicate gaze tracking approach. A baseline gaze pattern is determined with the help of normal users that are watching the videos without subtitles. The main observation of the paper is that the dynamic subtitle systems create gaze patterns that are closer to the baseline than those induced by regular subtitles. The work has been extended in [6] , where inferential statistics are applied to the gaze data in order to determine the hearing impaired satisfaction regarding the subtitle placement. The authors conclude that the static subtitle makes it easier to look around, but more difficult to understand the video content. In addition, they underline the necessity of positioning the dynamic subtitles in a manner that makes it possible to reveal the active speaker (e.g., in its vicinity).
In [7] , a multimodal speaker naming is introduced. The system is based on a CNN architecture that fusions both visual and audio cues. The objective evaluation performed on three hours videos of nine episodes from two TV series shows promising results, with an accuracy rate superior to 82%. However, the textual information is not really integrated into the process of speaker naming. In addition, the system functions solely when the active speaker is visible within the camera field of view.
Another family of approaches concerns the so-called gazebased subtitling. As representative of such techniques, let us cite the approach recently introduced in [8] and further VOLUME 7, 2019 extended in [9] . The principle here consists of considering the viewer's region of interest (ROI), determined with the help of eye tracking procedures [8] applied to a panel of users. The ROI defines a region that carries salient information for the users and thus should not be occluded by subtitles.
Both audio and video information are exploited for the purpose of active speaker detection. Finally, the subtitles are placed as close as possible to the active speaker, under the constraint of no overlap with the ROI. However, the authors assume the eyes and mouth of the active speakers are visible in the scene, which is not always true. Furthermore, the gaze information is difficult to obtain, since it requires the set-up of a complex acquisition protocol that involves multiple users.
In [10] , a different gaze-based, interactive and online subtitle positioning system is introduced. Here, the user's gaze is directly exploited to track the active speaker. However, because the subtitle location is estimated by buffering previous gaze locations, the textual information can occlude salient video elements in the case of highly dynamic content. In addition, privacy issues need to be considered, since the approach requires the real-time transmission of the gaze information.
An intelligent captioning system that automatically adjusts, in real time, the lighting of captioning areas is introduced in [11] . The framework is designed to improve the user experience by increasing the frame and caption visibility. The video lightness is adjusted with the help of a neural network trained with visual pleasant video frames. However, once the lighting established, the closed caption is placed on the lower part of the screen. The approach thus suffers from the same limitations as the traditional frameworks, with static subtitles at the bottom of the frame.
In [12] , a framework for displaying synchronized video subtitles around an active speaker is introduced. Face and mouth detection algorithms are here used in order to identify the active speaker. However, the approach is unable to deal with non-frontal faces. Moreover, when multiple moving persons are present in the scene, the system cannot determine the optimal caption position and the subtitle may even overlap the speaker's face.
Dynamic subtitle positioning systems for 360 • videos involved in virtual reality (VR) applications are proposed in [13] and [14] . In [13] , the subtitle dynamic positioning is based on the hypothesis that the speakers names are available in advance, at the beginning of each phrase of the subtitle while the active speaker is located in the camera's field of view. In [14] , the framework is dedicated to improve the quality of conversations between hearing-disabled people through the use of head worn devices. The system performs a speech-to-text analysis and effectively places the transcript in the vicinity of the active speaker. The experimental results return a higher score regarding the user interaction experience when compared to static subtitle and less sickness when navigating into the virtual reality scene. However, such systems can be applied only to specific VR scenarios, which concern a relatively small segment of hearing-impaired users.
In a general manner, the state-of-the-art analysis highlights that the existing subtitle positioning approaches are still far from satisfactory in assisting the deaf and hearingimpaired users for video content consumption. The active speaker detection techniques offer highly useful hints for dynamic subtitle positioning. However, none of the existing methods addresses the issue of identifying the active speakers when their faces are not in frontal position, where their visual appearances are of relatively poor quality (e.g., small or blurred due to camera/object motion) or not at all present in the scene.
The DEEP-HEAR framework proposed in this paper notably aims at overcoming such limitations. The following section describes the proposed approach, and details the various modules involved. Figure 1 illustrates the DEEP-HEAR architecture that involves three different parts, dedicated to each media channel involved a video document: visual content, audio and text.
For the visual part, three different analyzers are considered. A first one concerns the video temporal segmentation, whose goal is to partition the video stream into shots and scenes. The concept of scene generally corresponds to a set of successive shots that are homogeneous with respect to a semantic criterion, such as unity of place, time or action [15] . In our case, we have considered a different criterion, defined as the set of characters that are involved within. This makes it possible to associate to each scene unit, a set of candidate speakers. Notably, in order to identify the characters, a second analyzer is entirely dedicated to (multiple) face detection, tracking and recognition. Finally, the third one detects text elements incrusted within the content. This stage is consequently used for avoiding to position subtitles over existing image text.
The audio channel involves two different analyzers, which concern the voice activity detection and the speaker recognition.
The textual channel concerns the video subtitles, which are supposed to be synchronized with the video content (this condition is actually fulfilled for a majority of broadcasted videos, which include films, documentaries and, more generally, sequences that are not transmitted in live conditions). This stage makes it possible to recover the time stamps that are associated with the text.
The outcomes of these three different modules are finally merged together by the multimodal active speaker detection module, which makes it possible to establish the subtitle position.
Let us now detail each of the modules involved, starting with the visual face detection, tracking and recognition. Figure 2 illustrates the global workflow considered for face detection, tracking and recognition. 
A. FACE DETECTION, TRACKING AND RECOGNITION

1) FACE DETECTION
For the face detection module, we have adopted the Faster R-CNN architecture introduced in [16] , extended with the Region Proposal Networks (RPN) approach [17] .
In the RPN architecture, the pre-trained layers of the network are followed by a 3 × 3 convolutional layer that corresponds to the mapping of the input image of size 228×228 pixels to a lower dimension feature vector of size 16 (i.e., for the VGG16 [18] ).
In order to deal with the various aspect ratios that the characters faces can exhibit, a set of anchors is considered. Each anchor is associated to a specific scale and an aspect ratio. As in [17] , we have used 3 scales and 3 different aspect ratios. The training of the VGG16 [18] CNN architecture has been performed using the stochastic gradient descent (SGD) for both the classification and the regression branches. We initialized the CNN with a model pre-trained on the ImageNet database [19] and trained the CNN on the WIDER database [20] . The system has been run for 100k iterations, at a learning rate of 0.001.
2) FACE TRACKING
The face tracking is performed with the help of the ATLAS algorithm introduced in our previous work [21] and extended to the case of multiple moving instances. The face tracker plays an essential role for ensuring subsequently a reliable face recognition process. Thus a simple, per-frame face detection and matching approach would fail in the case where similar faces are situated in the vicinity, and would be too sensitive to face expression and pose changes, or to abrupt variations in color/lighting conditions. In addition, the face tracker provides multiples instances of the character's visual appearance that are exploited for recognition purposes (cf. Section A.3).
ATLAS is a CNN-based tracker designed to learn offline (in the training stage) generic relations between various face appearances models and their associated motion patterns. In the online stage, the system receives as input the face bounding box (extracted by the face detection module) and returns as output the target novel location (i.e., the coordinates of the face bounding box). The tracker is robust to important face motion, pose variation, and expressions or changes in the light intensity [21] .
Let us underline that the face detection module is applied to each individual frame, in order to identify the eventual presence of a new character in the scene. If a new character is detected, a new instance of the tracker is initialized with the novel face.
3) FACE RECOGNITION
For each detected/tracked face, a low level feature descriptor is derived. It corresponds to the last layer before the classification of the VGG16 CNN architecture [18] . The output of the VGG16 network is a 4096-dimensional face feature representation that is further normalized to a unit vector. The objective is then to determine, with a high confidence score, the probability of a face instance to belong to a certain category.
Let us denote by F = {t 1 , t 2 , . . . , t N } a face that is tracked through N consecutive frames. For each face instance t i , i = 1, . . . , N we extract its corresponding normalized feature representation f i from the CNN module. The objective is to derive a global feature representation, denoted by g(F), for each face track, that aggregates all face instances into a compact representation. In our case, we define the global feature g(F) associated to a face F as described in the following equation:
where
is a set of real-valued, positive and unitarynormalized weights, with w i the coefficient associated to the feature of the i th frame. Let us underline that the global face descriptor has the same size regardless of the track length.
The most important issue in Eq. (1) concerns the definition/ specification of the set of weights w i . A naïve approach [22] , considers all face instances equally important. However, such a strategy shows quickly its limitations especially when the characters are presented mostly from profile views.
In order to overcome such drawbacks, we have designed a learning-based weight optimization scheme that adaptively computes the weights depending on the frame degree of noise and motion, face poses or viewing angles. To this purpose, we have trained a different VGG16 CNN with only two classes denoted by significant (which correspond to relevant-frontal, un-blurred and un-occluded-face instances that should receive a high weight) and trivial (which corresponds to noisy/blurred/profile face instances whose impact on the recognition process needs to be minimized).
The output of the CNN architecture is the probability sign(i) of a face instance i to belong to the significant class. Finally, the sign(i) coefficients are passed through a softmax operator in order to obtain the weights. They are defined as described in the following equation:
In this way, the final set of weights w i (Fig. 2) , are normalized to unity:
The global descriptor associated to a face track is finally applied directly on the last layer, before classification, of the CNN architecture trained for face recognition purposes in order to predict the person's identity. Figure 3 illustrates the main steps involved in the video temporal segmentation process.
B. VIDEO TEMPORAL SEGMENTATION
1) SHOT BOUNDARY DETECTION
The shot boundaries are detected based on the graph partition strategy introduced in [23] . In our case, each frame of the video stream is considered as a vertex (node) in a graph spanning structure connected with each other by edges. To each edge, a weight is associated with, established based on the color similarity between the two nodes, expressed as the chisquare distance between global, per-frame color histograms represented in the HSV color space.
A transition between two shots is determined based on a graph partition algorithm that divides the graph into two subgraphs with respect to a min-max objective function [23] . Finally, in order to further increase the method's robustness, no shot boundary is permitted during a contiguous face track.
2) SCENE SEGMENTATION
The temporal segmentation of the video stream into scenes exploits the detected characters that are recognized in various shots (s i ). Each video shot is represented by a set of tracked faces described by their associated global descriptors (cf. Section III.A.3). Using the video shots, we construct a connected graph, developed at the global level of the video sequence.
The cut-edges of the graph are used in order to form the set of scene boundaries. Let us represent by S = {s i } M i=1 the set of video shots, with:
where g i,j (F) is the global, low level feature descriptor extracted from the j th face track of the video shot s i , K i is the total number of faces tracked in s i and M is the total number of shots in the video stream. Within a temporal sliding window of size T we consider two shots as belonging to the same scene if they contain at least one common character. First, we compute the similarity between two shots s i and s j according to the following similarity measure:
In Eq. 5, δ (., .) is a measure of similarity between global low level face descriptors. In our work, we have considered the cosine distances. The size of the temporal sliding window is set to 30 seconds.
If the visual similarity D s i , s j value between a pair of shots s i and s j is superior to a pre-establish threshold, the shots are considered as similar and included into a same cluster of shots. This additive grouping condition generates clusters that contain shots with at least one common character. When the same shot is assigned to more than one cluster, the two clusters are directly merged.
Let us underline that we have decided to use low level face descriptors between tracked face instances for determining the similarity between two shots instead of using directly the categories returned by the face recognition module. This makes it possible to address the cases when unknown detected face instances are present in the video scene.
Using the clusters and the temporal order of the shots in the video sequence, we construct a graph where the nodes are clusters of shots while edges between them are drawn only if shots from both clusters are temporally interleaved (Fig. 3) . A scene is finally defined as a maximal set of inter-connected clusters.
Singular shots (i.e., not assigned to any scene) are finally grouped to one of its neighboring scenes based on the highest similarity score computed between the shots keyframes color histograms.
In this way, to each scene, a list of characters is associated with.
The detected scenes may contain one or multiple characters. In order to be able to position subtitles, it is essential to detect, among the various persons that are present in a given scene, the active speaker. Figure 4 presents the synoptic scheme of the multi-modal active speaker detection/recognition method proposed.
C. ACTIVE SPEAKER DETECTION
Here, we take as input the scene segmentation as well as the corresponding candidate speaker lists previously determined (cf. Sections III.A and III.B). The analysis is further performed on the textual (subtitle) and audio channels. A first phase, described in the following section, concerns the audio timestamps extraction.
1) AUDIO TIMESTAMPS EXTRACTION
The subtitle file is a text document with a standardized format (e.g., * .ttml, * .srt, * .vtt) that provides an approximate time interval in which the subtitle is displayed on the screen. However, the timestamps extracted directly from a synchronized subtitle cannot be used directly in an active speaker detection process without a further analysis because:
(1) The subtitle is displayed always for longer time intervals than the actual speaking moments, with some extra time added at the beginning and the end.
(2) A subtitle segment may contain one or two lines of text, which can correspond to either one or two active speakers involved in a dialog.
In order to deal with such issues, we first split the synchronized audio stream associated to the entire video document into smaller audio segments, so-called audio chunks, based on the temporal information extracted from the video subtitle. The start and the end time of an audio chunk is given by the timestamps associated to each individual text segment (sentence or phrase) displayed on the user screen.
Then, based on the observation that a subtitle segment with two speaking personages contains two dialog lines separated by a dedicated character (usually ''-''), we divide an audio chunk into two sub-segments.
Using the total number of letters (No LETTERS ) included in the subtitle segment and the timestamps for its associated audio chunk (i.e., the chunk start time ST Chunk and its end time ET Chunk ), we estimate for each of the two sub-chunks the starting time (ST 0 and ST 1 ) and end time (ET 0 and ET 1 ) using the following equations:
where No Sentence 0 is the total number of characters in the first line of the subtitle segment. For these small audio segments we apply traditional speech processing techniques, including silence removal, voice activity detection and removal of unvoiced speech as indicated in [24] .
2) ACTIVE SPEAKER IDENTIFICATION
The speaker identification task can be treated as a multi-category classification problem. Within this context, we consider as audio descriptors spectrograms developed from the filtered audio segments previously extracted (cf. Section III.C.1).
As recommended in [25] , the spectrograms are represented as vectors of size (257 × T × 1), where 257 represents the spectral components of the short-time Fourier transform (STFT), T denotes the temporal length (expressed in seconds) of the audio chunk and 1 is the number of color channels used to represent the audio spectrogram. Then, we perform the mean and variance normalization of each frequency bin of the spectrum.
For the audio-based active speaker recognition, we used a modified version of the residual-network (ResNet-34) architecture [26] . ResNet is similar with other multi-layer CNN systems but with added skip connections in order to add residuals to an identity mapping on the classes outputs.
As recommended in [25] , we have modified the network layers architecture in order to adapt it to spectrograms input and introduced a batch normalization stage before computing ReLUs. In this case, the network is able to ingest arbitrary time-lengths audio signals (i.e., that are further converted into 2D spectrograms) and produce a fixed-length utterance level descriptor. In addition, as indicated in [27] , we have extended the CNN architecture with a NetVLAD layer for feature aggregation in order to obtain a low-dimension and compact output descriptor that requires reduced storage capacities.
Since we treat the active speaker recognition problem as an image classification task, the output from the last layer of the CNN is applied as input to a softmax operator to produce the distribution over all the considered classes of known characters. We retain for a further analysis solely the top-3 candidate predictions.
Finally, the output of the network is validated using the list of recognized faces existent in the current video scene generated cf. Section III.B.2. If a unique match is identified, then the output is considered as correct and the sentence is assigned to the recognized personage. If multiple matches are identified, we consider as correct the prediction with the highest probability. When, no correspondence is detected, no character information is added to the subtitle. 
D. SUBTITLE POSITIONING
So far, we are able to recognize the active speaking character of each piece of the subtitle script. In contrast to regular subtitles that typically position the text on the bottom of the screen, our target is to present the subtitle segment close to the speaking personage, so that the hearing impaired audience can easily understand the video content and identify the active character.
There are several considerations that need to be addressed in order to achieve this goal: (1) In the video scene, the subtitle should be placed close enough to its corresponding speaker so that no confusion could arise in the case where multiple characters are present in the same scene. (2) Over consecutive frames, the displacement of the subtitle should be moderate, in order to reduce the eyestrain. (3) The subtitle should not occlude important visual content, such as other faces existent in the scene or textual information incrusted in the video signal.
Based on the above-mentioned considerations, we have defined 15 potential regions that can receive the subtitle (Fig. 5) . We impose as constraint the fact that the subtitle cannot cover more than 20% of the image height and 60% of its width. The 15 potential subtitle locations are defined by considering 3 levels of subdivision along the horizontal axis and 5 on the vertical one. Regarding the horizontal locations, the subtitle can admit an offset relative to the left edge of a video frame of 0% (left), 20% (center) or 40% (right). For the vertical direction, the subtitle can admit an offset relative to the top part of the frame of 60%, 65%, 70%, 75% and 80%.
Different from other systems as [3] and [5] that propose to place the subtitle next to the subject's head, our approach offers the advantage of minimizing the subtitle position fluctuations when the subject is moving. In our case, we determine only one location for a face track within the entire video shot. We take as reference the face centroid and then we establish the horizontal location based on a majority voting scheme. The vertical location is determined so that the subtitle does not overlap any existing face or textual informational content that may appear within the video frame. We start the analysis with an 80% vertical offset location and continue in ascending order.
The relevant textual elements of the video frames are extracted using EAST [28] algorithm. EAST is a CNN-based detection method that is trained to directly predict the existence of text instances and their geometry from full images. The model is fully convolutional and outputs dense, perpixels predictions of words and text lines. In the context of the DEEP-HEAR framework the EAST algorithm has been extended to work on video streams (instead of static frames as originally designed). In addition, in order to increase the system's robustness, relevant text regions are tracked between successive frames using the ATLAS approach [21] .
Based on this strategy, we are able to determine the subtitle's optimal position such that: it is placed in the near vicinity of the active speaker; no position changes occur during a video shot and prevent any occlusion with other relevant information from the movie.
Finally, let us mention that for the subtitle segments not assigned to any character, the default central position (i.e., as for regular subtitles) is retained.
IV. EXPERIMENTAL EVALUATION
In order to validate the usefulness of the DEEP-HEAR framework for hearing impaired assistance, we have set up an evaluation protocol, detailed in this section. We notably study the impact of the various stages involved in the DEEP-HEAR framework on the overall system performance.
In addition, we compare our system with other state of the art techniques [3] and [5] and show that the proposed methodology allows significant gains (with more than 8%) in precision and recall rates for the active speaker detection process. Finally, subjective tests performed in real-life scenarios, with a panel of 30 users are presented and discussed.
We have considered for evaluation a variety of challenging videos, focusing our attention on movies in which the characters involved speak relatively fast.
A. THE BENCHMARK
The test dataset includes 30 video sequences, with an average duration of 20 minutes, recorded at a resolution of 1024 × 576 pixels, at a frame rate of 25 fps. Twenty videos have been selected from the France Télévisions TV series ''Un si grand VOLUME 7, 2019 soleil'' and ten from the movies ''Friends'' and ''The Big Bang Theory''. We decided to include in our test database the US TV series aforementioned in order to provide a fair comparison with the methods in [3] and [5] , which focus on such videos.
B. CNN TRAINING 1) CNN TRAINING FOR FACE RECOGNITION
For face recognition purposes, we have considered a training dataset of 110 categories of known persons. For each person, a maximum number of 800 face instances have been retained. The faces have been detected (cf. Section III.A.1) and spatially aligned using facial landmarks, as described in [29] . The resolution of the input faces has been set to (224×224) pixels.
After each ReLU activation function, a batch normalization (BN) has been applied, in order to help solving the gradient exploding or vanishing problems while guaranteeing a near optimal learning regime for the succeeding convolutional layers. Next, we have performed the training with 50k iterations, at a learning rate of 0.0001 and a batch size of 64. In addition, based on transfer learning, we initialized the weight of the CNN with the pre-trained VGG16 face model [22] that achieves state of the art accuracy for face recognition tasks on static images. Let us underline that after the training process, the CNN weights remain fixed.
The CNN architecture used to determine the set of weights associated to each face instance adopts the same training parameters as for the face recognition module. Taking into consideration the fact that the face features are relatively compact and the size of the output descriptor is 4096-dimensional, the training process is quite efficient and it takes less than 20 minute for ∼1M face instances on a GPU card (Nvidia 1080Ti) mounted on a desktop computer.
2) CNN TRAINING FOR SPEAKER RECOGNITION
The candidate list of persons included in the active speaker recognition task is taken from the visual face recognition module and includes the movie actors. This list contains 110 identities of which approximate half are male and half are female.
For the ''Un si grand soleil'' series, we have used for training the first 100 episodes while for ''Friends'' and ''The Big Bang Theory'' series we have used all episodes from season I (which correspond to 24 and 17 episodes, respectively).
For this stage, the challenge was to automatically construct, with the help of the visual analysis process previously described, a speaker recognition-dedicated learning database.
To this purpose, we have applied the face tracking and recognition approach, in order to identify the potential active speakers. Then, we have determined the audio-video synchronization between the mouth motion and the speech in the video in order to determine which visible face (if any) corresponds to the speaker. This task is performed with the help of the SyncNet network [30] , a CNN architecture which estimates the correlation between the audio track and the mouth motion in videos. This method allows us to reject movie segments where the active speaker is not visible.
In order to ensure that our system is highly confident about the identity of the speaking person, without any manual intervention, we have imposed conservative thresholds in order to minimize the number of false positives. The database contains approximate 13000 appearances of the 110 characters (actors) involved. The lowest length of the speech segment admitted as input is set to 1.25 seconds. The videos present challenging, multi-speaker acoustic environments. In addition, all movies contain real world noise, consisting of background chatter, laughter, overlapping speech.
For testing, we are able to handle variable length utterances that are extracted using the timestamps indicated in the video subtitle (cf. Section III.C.1).
C. OBJECTIVE EVALUATION
The proposed active speaker recognition system has been tested on the set of 30 video streams considered for evaluation (cf. Section IV.A). Let us underline that more than 3500 unknown individuals are present in the test videos.
For the objective evaluation of our system, we have considered the traditional metrics usually reported in the literature, including accuracy (A), recognition rate (R) and F1 norm, defined as described in equation (9):
where FP denotes the number of false positives (i.e., subtitle sequences incorrectly assigned to one of the known classes), TP represents the number of true positives instances (i.e., subtitle sequences that were correctly assigned to a known category) and FN are false negative elements (i.e., missed classified subtitle sequences that belong to one of the known classes). In order to provide a comprehensive experimental evaluation of the proposed framework we have established a ground truth by manually annotating the test dataset. For each utterance, we have identified the active speaker and included this information in the associated subtitle files. For the test dataset, 15208 sentences have been identified.
From the 15208 sentences, a number of 13547 represent known active speakers existent in the training database.
In order to evaluate the influence of each component of our system over the speaker recognition performances, we have considered for comparison:
(1) An active speaker recognition strategy based solely on the face recognition module. When only one character exists in the scene, the displayed subtitle is automatically assigned to the recognized face. If multiple characters are present in the scene, a decision is taken based on the dominant face (i.e., the face with the largest size).
(2) A speaker identification method based on the face recognition module extended with a mouth motion analysis inspired from [30] . (3) An exclusively audio-based active speaker detection approach.
(4) A joint architecture that combines the visual and audio cues in order to recognize the active speaker. In this case, in order to validate the output of the audio-based speaker identification module, the face of the active speaker needs to be visible in the scene.
(5) The proposed framework that involves a multimodal analysis of the audio and video information together with the temporal video segmentation into scenes (in order to identify the list of existent characters).
The obtained experimental results are summarized in Table 1 . The following conclusions can be highlighted: (1) The lower performance is obtained by the active speaker recognition strategy based solely on the face recognition module (with an F1-score around 49%). This behavior, without surprise, can be explained by the fact that the system fails frequently when multiple speaking characters are present in the scene. (2) Speaker recognition based on a combined strategy with face recognition and mouth motion analysis improves the accuracy and recognition scores but fails when the active speaker is not visible in the camera field of view. (3) Using solely the audio stream to perform the speaker recognition task returns low scores (inferior to 63%) because of the real world noise that degrades the audio signal. (4) By combining the audio and visual information the system performance increases with more than 10% in terms of F1-score. However, the system is not able to handle scenes where the active speaker mouth is occluded or when the speaker is not visible. (5) The best results (92% in terms of F1-score) are obtained by the proposed framework that involves audio and video analysis together with a temporal segmentation that gathers a list of potentially active characters.
In order to allow comparisons with the state of the art techniques introduced in [3] and [5] , we have considered the ten videos selected from the US TV series ''Friends'' and ''The Big Bang Theory''. The experimental results obtained are presented in Table 2 .
As it can be observed, our approach returns gains in precision and recall of more than 8%. This can be explained by an enhanced robustness to face pose variations and relatively important camera/face motion. Some illustrations of the proposed dynamic subtitle positioning system are presented in Fig. 6 .
The subjective evaluation of the approach is presented in the following section.
D. SUBJECTIVE SYSTEM EVALUATION
In order to provide a qualitative system evaluation we have conducted a comprehensive usability study, aiming at comparing the following three paradigms: (1) Static Caption (SC) -in this case, the subtitle is positioned on a fixed location at the bottom of the screen. (2) Speech bubbles (SB) -a dynamic subtitle positioning system where the sentences are located near the active speaker head as in [3] and [5] . (3) The proposed Dynamic Subtitle (DC) -where the subtitle is positioned in the vicinity of the active speaker using the 15 regions of interest described in Section III.D. For the usability study we have considered the whole set of 30 videos in the test dataset (cf. Section IV.A).
Concerning the end users, we have recruited 30 anonymous volunteers (19 male and 11 females) with an average age of 23 years. The youngest participant was 18 years old while the oldest had 34 years. All participants had an academic background. During testing, the audio channel was set to mute when examining the video subtitles.
All participants have been asked to score (on a scale from 1 to 10 -with 10 the highest value) each of the three versions based on the overall viewing experience and the eyestrain requirements necessary to follow the subtitle together with the video action.
We have randomly divided all participants into 3 groups (each group of 10 participants). Each group analyzed all videos randomly, only in one of the three formats (SC, SB and DC). We have adopted this strategy in order to avoid repeatedly playing the same video to the same group of subjects and to prevent the knowledge accumulation errors. Therefore, each group of 10 participants merely evaluates one of the three paradigms on the assigned set of video clips.
The analysis of results highlights the following conclusions:
(1) The users definitely preferred a dynamic positioning strategy over the SC. The users reported that either SB or DC 88160 VOLUME 7, 2019 are natural to follow and express enjoyment when regarding multimedia documents with dynamic subtitles. The results from the SB or DC outperform the static version in all groups.
(2) The SB strategy has been found somehow disturbing, especially when the active speaker is moving within the scene and the subtitle is continuously fluctuating around the subject's head. In this case, the users spent too much attention on the subtitle variation and some of them missed the video action.
(3) Some users observed that some videos concerned by the SB approach, which relies on the lip motion active speaker detection, fail in complex scenes or when the speaker mouth is occluded. For such scripts, the subtitle was displayed as a static caption and inherited of the same problems as the traditional SC approaches.
(4) User expressed the interest in using the proposed system (DC) because our framework is able to handle shots where no active speaker is situated in the camera field of view. In addition, the users said that the information added to the subtitle regarding the identity of the active speaker is very useful and increase the comprehension over the video subject.
(5) In terms of scores obtained after the subjective systems evaluation of the three methods of subtitle positioning we have observed that SC returns and average score of 5, the SB an average score of 6.5, while for the DC the evaluation score is around 8.0.
V. CONCLUSION AND PERSPECTIVES
In this paper we have introduced a novel dynamic subtitle positioning system, so-called DEEP-HEAR, specifically designed to enhance the viewing experience and increase the accessibility of deaf and hearing-impaired people to multimedia documents.
The proposed system jointly exploits computer vision algorithms and deep convolutional neural networks in order to detect and recognize the active speaker. DEEP-HEAR is based on a multimodal fusion of information from textual subtitles, audio and video streams and proves to be robust to important object/camera motion, face pose variation or audio and visual noise.
From the methodological point of view, the core of the approach relies on a face recognition system that is able to create a global, fixed size face representation. A video temporal segmentation method is introduced that divides the image sequence into high semantic units based on face tracks and visual consistency. Finally, a novel speaker recognition method is proposed designed as a multi-category classification strategy that receives as input spectrograms developed from the filtered audio segments.
The experimental evaluation performed on a large dataset of 30 videos taken from the French and US TV series ''Un si grand soleil'', ''Friends'' and ''The Big Bang Theory'' validates the DEEP-HEAR proposed methodology, which is able to return a F1-score superior to 92%. When compared with state of the art systems [3] and [5] , our framework shows an increase in performances of more than 8%.
As future work, we envisage to further extend the DEEP-HEAR architecture to cope with sound-to-text libraries for videos where the subtitle document is not available in advance. In addition, we plan to conduct a more comprehensive user study evaluation on a larger dataset with hearingimpaired users.
