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Abstract. In this paper we address the problem of how decision-theoretic
policies can be repaired. This work is motivated by observations made
in robotic soccer where decision-theoretic policies become invalid due to
small deviations during execution; and repairing might pay o compared
to re-planning from scratch. Our policies are generated with Readylog,
a derivative of Golog based on the situation calculus, which combines
programming and planning for agents in dynamic domains. When an
invalid policy is detected, the world state is transformed into a PDDL
description and a state-of-the-art PDDL planner is deployed to calculate
the repair plan.
1 Introduction
Using decision-theoretic (DT) planning for the behavior specication of a mobile
robot oers some exibility over hard-coded behavior programs. The reason is
that decision-theoretic planning follows a more declarative approach rather than
exactly describing what the robot should do in a particular world situation. The
programmer equips the robot with a specication of the domain, a specication
of the actions and their eects, and the planning algorithm chooses the optimal
actions according to a background optimization theory which assigns a reward to
world states. With this reward, certain world states are preferred over others and
goal-directed behavior emerges. The theory behind DT planning is the theory
of Markov Decision Processes (e.g. [1]). The MDP model allows for stochastic
actions, the solution of such an MDP leads to a behavior policy which optimizes
the expected cumulated reward over the states which were traversed during
planning. An interesting approach is the integration of DT planning techniques
into other existing robot programming languages. One of these approaches is
the language DTGolog proposed in [2], which marries DT planning with the
well-known robot programming framework Golog [3,4]. They follow the idea tocombine decision-theoretic planning with explicit robot programming. The pro-
grammer has the control over the planning algorithm for example by restricting
the state space for the search for a policy.
These techniques have been successfully deployed in dynamic real-time do-
mains as well. In [5] it is shown how the Golog dialect Readylog is used
for formulating the behavior of soccer robots in the RoboCup [6] domain. In
dynamic and uncertain domains like robotic soccer it turns out that policies
become easily invalid at execution due to failing actions. The observation is that
slight deviations in the execution can make the policy fail. Consider for exam-
ple, when a ball should be intercepted and the robot does not have the ball in
its gripper afterwards, or a move action where the robot deviated slightly from
the target position. The result is, however, that the remainder policy cannot be
executed anymore as preconditions for subsequent actions are violated. Never-
theless, often simple action sequences like goto(x;y);turn();intercept-ball are
the solution to the problem. In this paper we sketch our approach, how DT poli-
cies, which were computed with Readylog, can be repaired. The rest of this
paper is organized as follows. In Section 2 we briey introduce the formalisms we
use in our approach, namely the language Readylog and the language PDDL.
Section 3 addresses the execution monitoring for detecting when a policy has
become inapplicable and outline the transformation of the world description be-
tween the situation calculus and PDDL. In Section 4 we show rst results of the
plan repair algorithm in simulated soccer as well as in the well-known Wumpus
world. We conclude with Section 5, also discussing some related work there.
2 Planning Background
2.1 DT Planning in Readylog
Readylog [5], a variant of Golog, is based on Reiter's variant of the situ-
ation calculus [4,7], a second-order language for reasoning about actions and
their eects. Changes in the world are only due to actions so that a situation is
completely described by the history of actions starting in some initial situation.
Properties of the world are described by uents, which are situation-dependent
predicates and functions. For each uent the user denes a successor state ax-
iom specifying precisely which value the uent takes on after performing an
action. These, together with precondition axioms for each action, axioms for the
initial situation, foundational and unique names axioms, form a so-called basic
action theory [4]. Readylog integrates several extensions made to Golog like
loops, conditionals and recursive procedures, but also less standard constructs
like the nondeterministic choice of actions as well as extensions exist for deal-
ing with continuous change and concurrency allowing for exogenous and sensing
actions and probabilistic projections into the future, or decision-theoretic plan-
ning employing Markov Decision Processes (MDPs), into one agent program-
ming framework [5]. In this paper we focus on repairing DT policies. From an
input program, which leaves several choices open, Readylog computes an op-
timal policy (cf. also [2]). The policy is a tree branching over so-called nature's
choices. These choice points represent the dierent outcomes of a stochastic ac-
tion. Agent choice points in the plan skeleton, on the other hand, are optimizedaway when calculating the policy. An optimal policy  is then executed with
Readylog's run-time system. We refer to [8] for further details. Important for
this work is to know that the planning process is done o-line, based on models
of the world, while the execution of the policy naturally is on-line. Discrepancies
between the model and the real execution might occur.
2.2 PDDL and SGPlan
The Planning Domain Denition Language (pddl) is a family of formal standard
languages to dene planning domains, dating back to work by McDermott [9].
It is used as the description language for the bi-annual International Planning
Competitions (IPC) and was since then further developed to meet the require-
ments of the planning competitions. Here, we basically use PDDL2.2. The most
important language features of this PDDL-version are the following: (1) do-
main objects with types (2) basic actions and actions with conditional eects
(3) uents, which as opposed to Readylog may only take numerical values
(4) metrics which are used to measure the quality of a plan. A metric is dened
in the problem denition and is a function over uents. It can either be maxi-
mized or minimized. A PDDL world state is a collection of predicates that are
true at certain time points. Using the closed world assumption all predicates
not listed in a world state are assumed to be false. More details about PDDL
can be found in [10]. For our system, we used the metric PDDL2.2 planner
SGPlan [11], which won the last two IPCs. The basic architecture of SGPlan
follows a hierarchical planning approach and decomposes the overall goal into
several non-interfering sub-goals.
3 Policy Execution Monitoring and Policy Repair
3.1 Marking Possible Failures and Detecting Execution Flaws
As we pointed out, Readylog distinguishes between an o-line mode for plan
generation, and an on-line mode for executing the calculated policies and interact
with the environment. Consequently, we can distinguish two classes of failures.
One class contains failures which can be detected at planning time, failures of
the other class can not. As we said earlier, Readylog makes use of models
during DT planning. These include (stochastic) action models together with
their eects. The eect axiom (or successor state axioms, to be precise) of a
primitive action in the situation calculus and with it in Readylog describes
how the world evolves from world situation to world situation due to actions.
It is in general impossible to design these models in such a way that they are
free of errors. It does happen that unforeseen action eects occur in reality. As
this problem is inevitable, we thus need at least account for detecting these
failures. We extend the previous concept of [8] of inserting special markers into
the policy. Originally, for conditions ' occurring in loops or if-then statements a
marker M(';v) was inserted which stored the truth value of ' at planning time
and allowed to re-evaluate it at execution time to compare the values. It could
thus be detected, when a model assumption in conditions, test actions and loopsbecame invalid. We add markers allowing to detect unforeseen action outcomes
and failing action preconditions.
While the failure marker are a means to mark possible sources for a policy to
become invalid at planning time, during execution we need to monitor if a policy
is still executable by re-evaluating marker conditions and comparing the condi-
tions with their reference values taken during plan generation. As described in [8]
with some special transition in the implementation of Readylog is it relatively
straight-forward to check these conditions. For space reasons we cannot intro-
duce it formally here. As, in general, it is hard to decide automatically in which
cases it might be useful to repair or to cancel the execution of the policy, we lay
it into the hand of the system designer to decide under which condition a policy
shall be repaired or not. To this end, we introduce the construct guardEx(';)
to attach condition ' to a policy  which must hold during its execution. A
violation of the condition given by ' should initiate a re-planning in the current
situation. Concurrent to the policy execution, a monitoring loop checks whether
the condition attached to a policy hold or not. Additionally, after each execution
of an action the monitoring loop simulates the remainder of the current policy in
order to check if it is still executable. Therefore, all outcomes of each action are
projected starting at the current world state. Thereby all precondition axioms
and conditions in the policy are validated and tested in the projected world state
where they are to be applied. If any of these checks fails the policy is corrupt
and is subject to repairing or re-planning. Summarizing, there are two ways how
a policy repair is initiated: (1) a failure marker occurs during policy execution;
and (2) a policy failure in the remainder policy was detected by simulating it.
3.2 Repairing Policies
In the previous section we showed how we could determine whether a policy is
corrupt, i.e. it cannot be executed until its end for some reasons, and shall be
repaired. Now assume a policy  that has become invalid due to a violation of
the condition ' in guardEx(';). To repair the policy we have to conduct the
following steps:
1. Calculate the desired world state: The desired world state is the world state
in which the remainder policy becomes executable again. This state serves
as the goal description in step 2. With the formal specication of the actions
in Readylog it is possible to compute the preconditions for the remainder
policy to become executable again.
2. Translate state and goal description to PDDL. Next, we translate the desired
world state into the goal description of PDDL. Furthermore, in order to be
able to perform goal-directed planning, we need an initial state description;
we therefore translate the current state to a PDDL description and use
it as the initial state. The state description has to be as small as possible
as the run-time of PDDL-planners is, in general, directly related to the
number of ground actions. Therefore, we have to restrict our translation to
the important and salient parts of our situation calculus world description.{ Restrict to salient uents. The goal state should only refer to uents
that occur in the policy. Thus for the PDDL state translation, we can
ignore all uents that are not mentioned by the Readylog policy.
{ Restrict uent domains: The idea is to translate only those values that
are important to the remainder of the policy. A policy repair for a pass
between player p1 and player p2 does not necessarily need anything to
know about the positions of the other players. Therefore, we only trans-
late p1's and p2's positions.
Note that in our current implementation, the translation between the situa-
tion calculus and PDDL has to be done by hand. For each pair of Ready-
log and PDDL domain denitions, the domain axiomatizer has to provide
a valid translation.
3. Plan step. The initial and goal state description are transmitted to an
external planner via the le system, and the planning process is initiated.
In our current implementation we make use of SGPlan. Note that, as we are
using the abstract PDDL description, we can plug any other PDDL planner
to our system easily.
4. Re-translate the repair plan. When a plan has been generated, we have to
re-translate it to a Readylog policy which can be executed then. After
having calculated a PDDL repair plan with the external planner, it has
to be executed before the remainder of the failed policy. Since PDDL is a
deterministic language, no nondeterministic action can occur in the plan.
Thus, each PDDL action can be translated to a sequence of Readylog
actions with specied outcome.
4 First Empirical Results
For proving the concept of the presented plan-repair scheme, we applied it to
the toy domain WumpusWorld, where an agent has to hunt a creature, the
Wumpus, in a maze environment with pits and traps while searching for a pile
of gold. The domain is modeled in a stochastic way, that is, the basic actions like
move or grab gold have stochastic eects, they can succeed or fail with certain
probabilities. Moreover, exogenous events can occur. For example, the agent may
lose the gold or move to a wrong position in the grid due to such events. In these
cases, plan repair is invoked. The plans the agent performs are decision-theoretic
policies with a plan horizon of three, meaning that the agent plans ahead the
next three actions. In this paper we propose to connect Readylog to an external
PDDL planner. The rst important question is whether or not plan repair pays
o in the given application domain, as it was shown that, in general, plan repair
is as complex as planning from scratch [12]. Therefore, we compared the run-
times of planning from scratch (DT) each time a policy became invalid with
an iterative deepening depth-rst brute-force planner (BF) in Readylog itself
(this is very similar to the comparison made in [13]). Next, we compared this
to the PDDL plan repair scheme we propose in this paper to get information
about the extra computational overhead to transfer the world states between
Readylog and the PDDL planner.Table 1. Results of WumpusWorld.
Setup
Run time Plan. time Repair time
# runs av. [s] # plans av. [s] # repairs av. [s]
STANDARD PDDL 91 19:53 740 1:23 722 0:99
STANDARD BF 87 13:95 713 1:25 676 0:12
STANDARD NR 93 17:26 1213 1:27 N/A
SMALL PDDL 87 14:62 713 1:21 759 0:33
SMALL BF 89 13:57 728 1:26 617 0:11
SMALL NR 95 16:58 1251 1:23 N/A
HORIZON PDDL 90 58:71 612 7:51 629 0:97
HORIZON BF 89 53:13 606 8:21 704 0:12
HORIZON NR 91 92:85 921 9:11 N/A
The results are shown in Tab. 1. We dened three evaluation setups STANDARD,
SMALL and HORIZON. The scenarios where we applied the PDDL repair mech-
anism are suxed with PDDL, the ones with brute-force planning are suxed
with BF and the ones without repairing with NR(no repair). The rst column
represents the number of successful runs (out of 100 runs in total) and their
average run-time. A run is successful when the agent arrives at the target cell
with the gold in its hands. The second column contains the number of generated
policies together with their average computation time; the number of calls of
the repairing method as well as their average computation times are presented
in the last column. All run-times are measured in real elapsed seconds. Note
that there is no repairing data available if the plan repair was not performed
(the NR cases). Therefore, the number of generated plans for these scenarios
roughly equals the number of repairs plus plans in the other cases. For the rst
row of the table, this means that each of the 91 successful runs took on average
19.53 seconds. In total, 740 policies have been generated, each of which took
1.23 second on average to be computed. 722 times the repair routine was called
due to failing plans. On average, it took 0.99 seconds to establish the successful
repair plan. Note that the number of repairs can exceed the number of plans.
This is the case when a repaired plan fails again. The scenario STANDARD is the
starting point for our evaluation. The DT planning depth is 3 in that setup.
Thus, the lengths of the DT plans and the repair plans are roughly equal. The
average computation time for PDDL repair (column 3) is slightly lower than
the DT planning time (column 1). The average run-time of STANDARD PDDL is
higher than the one of STANDARD DT. The advantage is taken by the overhead
of the repair mechanism which is mostly determined by the policy execution
simulation. The setup SMALL equals STANDARD except the smaller size of the
WumpusWorld. It contains 54 cells, 8 walls and 2 holes whereas STANDARD
contains 180 cells, 16 walls and 2 holes. This leads to a signicant faster PDDL
repairing w.r.t. STANDARD PDDL. The gap between repairing and DT re-planning
is large enough to be faster than the pure DT planning approach SMALL NR,
which does not change in comparison to STANDARD NR. The times of SMALL BF
are also very similar to the ones of STANDARD BF. With the last setup, HORIZON,
we wanted to check the inuence of an increased plan horizon to the overallrun-times. It has an increased plan horizon of 4 instead of 3 as in STANDARD and
SMALL. This leads to a signicantly higher DT planning time since our method
has an exponential run-time w.r.t. the horizon. Therefore, HORIZON PDDL is much
faster than its pure DT planning companion. Again, the times of the brute-force
approach are not inuenced by this scenario variation. The times for plan repair
for PDDL and BF equal those with horizon 3. As one can see from these results,
the brute-force method is superior to PDDL in all WumpusWorld scenarios.
The reason lies in the simple structure of the scenario. The computation time of
the brute-force method depends on the number of ground actions. There exists
only 9 ground actions (4 move actions, 4 shoot actions and grab gold). Another
issue is the very preliminary interface between Readylog and the PDDL plan-
ner. We make use of the le system to communicate the world states between
PDDL and Readylog, the brute-force planner is integrated into Readylog.
There is a connection between the simplicity of the action description and the
run-time of the brute-force method. To check this, we applied the method to a
more complex and realistic domain, the simulated soccer domain. Two teams of
11 agents play soccer against each other. The available actions are move, pass,
dribble, score and intercept. Each action may take arguments. Thus, the number
of ground actions (where the argument variables are substituted by values) is
exponential in the size of the domain. This complexity enables the PDDL re-
pairing to dominate the brute-force repairing due to SGPlan's superior search
heuristics. Our scenario is as follows: an agent has to intercept the ball and to
dribble to the opponent's goal. Thereby, the dribble path is planned, i.e. the
eld is divided into rectangular cells and the agent has to dribble from one cell
to an adjacent one. We then articially cause the policy execution to fail after
some while in order to force policy repair. For a DT planing horizon of 2, i.e. the
policy consists of one intercept and one dribble action, DT planning takes 0:027
and PDDL repairing 0:138 seconds on average. If the horizon is 3, the DT plan-
ning time increases to 0:302 seconds whereas the PDDL repairing time does not
change. Thus, repairing with PDDL is faster than re-planning in this scenario.
This conrms the evaluation of HORIZON. But in contrast to WumpusWorld,
the BF repairing takes 0:305 seconds on average and is slower than the PDDL
method. This gives more evidence to our observation that the performance of
BF is related to the complexity of the action description. Our results show that
plan repair in principle is useful in dynamic domains. We take these preliminary
results as the starting point for future investigations.
5 Conclusions
In this paper we sketched our plan repair framework, where invalid DT policies
generated by Readylog are repaired using an external PDDL planner. To this
end, it must be detected when a policy becomes invalid, and how the world state
must look like in order to continue the remainder policy. Then, we map our
Readylog world state to a PDDL description and calculate a repair plan with
an external PDDL planner. In our current implementation we use SGPlan. The
repair plan is then translated back into the Readylog framework and executed
before the remainder policy is continued. Although it was shown by Nebel andKoehler [12] that plan repair is at least as hard as planning from scratch, it turns
out that plan repair works in practice under certain circumstances. In our case,
the assumption is that only slight deviations in the execution make our policy
invalid. Thus, only simple repair plans are needed to reach a state where the
remainder policy can be executed again. A similar approach was proposed in
[14], which integrate monitoring into a Golog-like language with a transition
semantics similar to that of Readylog. Their system also performs a monitoring
step after each action execution and performs repair actions before the remainder
of the failed policy in order to restore its executability. A similar idea, to combine
Golog with an external planning system based on a PDDL description, was
proposed in [13]. For the future work, we plan to combine their results with ours.
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