Abstract-Proportional, TCP friendly (minimum potential delay) and max-min fairness are three most commonly used fairness criteria for resource allocation in communication networks. In this paper, we generalize the above fairness criteria in terms of utility and study the resource allocation problem for heterogeneous networks where contending users may have different Quality of Services (QoS) requirements and the utility functions may not necessarily satisfy the strict concavity condition, such as real-time applications. We propose a QoS based flow control algorithm and with different link price feedback mechanisms, utility weighted proportional, TCP friendly and max-min fairness is achieved in this unified approach. In addition, the new algorithm is not only suitable for elastic data traffic, but also capable of handling real-time applications, and therefore it can be treated as an efficient flow control mechanism to provide congestion control and QoS balance for Differentiated Services in the future Internet.
I. INTRODUCTION
Powered by error detection coding, acknowledgment (ACK) feedback and lost/corrupt packet retransmission, nowadays Internet has made a great success in providing fast, longdistance, low-cost and error free data transmissions for various customers all over the world. However, due to the significant delay and a lack of bandwidth reservation policy, currently "Best Effort" Internet is not able to support real-time services such as audio/video streaming efficiently. To meet this challenge, IETF adopted an architecture named "Differentiated Services" (Diff-Serv) [1] to support real-time traffic without disturbing the current IP structure. Most significantly, DiffServ replaces the first 6 bits (for all 8 bits potentially) in the IPv4 ToS (Type of Service) octet or the IPv6 Traffic Class octet with a Differentiated Services Code Point (DSCP). One suggestion on DSCP is for priority assignment, in which applications with strict Quality of Services (QoS) requirements are intuitively assigned with a higher priority in DSCP and hence receive a better and faster service. Another possible suggestion, which this paper fits into, is to treat DSCP as an explicit congestion feedback mechanism in order to provide a better solution for congestion control and resource allocation in the future Internet.
Based on the explicit congestion feedback, many efforts have been devoted to develop a framework for designing Internet flow/congetion control protocols. With more detailed congestion information, users may deploy an accurate control scheme on their transmission rates, not only handling the congestion, but also addressing their own QoS requirements regarding the bandwidth. Meanwhile, advanced control techniques may be further enforced at each link to manage the buffer backlog. Thus, the network not only is able to offer low-loss, low-delay, QoS balanced services, but also have potential advantages to even support real-time applications without complicated admission control, resource reservation or packet scheduling mechanisms.
In general, the aim of flow control is to allocate bandwidth resource optimally and fairly among competing users without incurring network congestion. There are three types of wellknown fairness criteria in the networking literature, i.e., maxmin fairness [2] , proportional fairness [3] and TCP friendly fairness [4] which also has an alternative notion of "potential minimum delay fairness" [5] . However, fairness in bandwidth allocation is not sufficient to provide a good QoS balance for various network applications with different bandwidth requirements. Therefore, we will study the QoS based flow control problem and propose a new algorithm for congestion control and resource allocation in Differentiated Services. With the deployment of different congestion feedback mechanisms, proportional, TCP friendly and max-min fairness can be achieved respectively for QoS balance in a unified approach. This paper is organized as follows. Section II provides the preliminaries of Quality of Services and various bandwidth sharing policies. In section III, we give the motivation of this work and formulate the problem. In Section IV, we investigate the resource allocation policy and propose a unified algorithm to achieve QoS max-min fairness, QoS proportional fairness and TCP friendly fairness, respectively. Finally, we present the numerical result to evaluate the performance of our algorithm in Section V and draw conclusion in Section VI.
II. PRELIMINARIES

A. Quality of Services
For a practical network application, the user may concern about the bandwidth allocation, but a more important and direct metric is actually its QoS performance. Quality of Services (QoS) provide a measure of the application's performance given certain network conditions such as bandwidth, transmission delay and loss ratio. flow control, it emphasizes the relationship between QoS and the allocated bandwidth. Typically, the performance function is also referred as utility function. The applications in communications networks can be broadly categorized into two major classes, in terms of their sensitivity to the transmission bandwidths and delays. The traditional data services like file transferring, email, and web browsing commonly available in the Internet are rather tolerant of throughput and time delays. This class of applications is called elastic traffic [6] , and the QoS behavior can be modeled as a (strictly) concave increasing function as shown in Figure 1(a) . The performance increases as the increasing of bandwidth, but the marginal improvement decreases.
Another class of network services is real-time applications, e.g., live audio/video delivery, TV broadcasting and teleconferencing. It is generally delay sensitive and has a strict QoS requirement. Unlike the elastic data traffic, these real-time applications have an intrinsic bandwidth requirement, since the data generation rate is irrelevant of the network congestion. The degradation of bandwidth may cause serious packet drops and severe performance degradation. A reasonable description of the QoS behavior is a nearly single step function as shown in Figure 1 (b), which is convex but not concave at the lower bandwidth.
Obviously, the elastic traffic and real-time applications have significantly different QoS performance. Even in the same class, different applications may have quite different demands on bandwidth according to their QoS requirements. For instance, gigantic data transfer between laboratories definitively needs more bandwidth than a small application like email. Hence, the network flow control should have the ability to allocate bandwidth in response to different requirements and establish a good QoS balance among competing network users.
B. Bandwidth Sharing Policy
In the literature, there are three well-known bandwidth sharing policies, which also yield max-min fair, proportional fair and TCP friendly fair bandwidth allocation, respectively.
• Max-min Fairness:
where S is the number of users, is max-min fair [2] , if it is feasible and for each user s, its source rate x s cannot be increased while maintaining feasibility, without decreasing the source rate x s for another user s with a rate x s ≤ x s . To achieve the max-min fairness, the traditional algorithm is centralized water-filling algorithm.
• Proportional Fairness: Mathematically, a bandwidth allocation is proportionally fair, if it is feasible and for any other feasible allocation x, the aggregate of proportional changes is non-positive, i.e.,
It is resulted from the network utility maximization (NUM) problem by selecting each user utility U s (x s ) to be logarithmic function log x s [3] .
• TCP Friendly Fairness: Furthermore, if the utility function is defined as U s (x s ) = − 1 xs , which is reciprocal to the transmission rate, the NUM problem can be viewed as to minimize the total potential delays of the system. The unique optimal solution x * of this optimization problem is also called minimum potential delay fair allocation [5] . Alternatively, it is noted as TCP friendly fairness since the current Internet TCP achieves the same fairness for bandwidth allocation in a statistic sense [4] .
III. MOTIVATION AND PROBLEM FORMULATION
In the last decade, substantial research has been devoted to congestion control and resource allocation for computer networks, especially inspired by the proposal of optimal flow control (OFC) [3] , [7] . The essential idea is to formulate the network flow control as a network utility maximization (NUM) problem, and then derive a distributed flow control algorithm by solving NUM via various mechanisms. Following this pioneer work, an extensive study of OFC from NUM model has been carried out by network researchers, e.g., [8] , [9] . It further leads to the framework of layering as optimization decomposition and a mathematical foundation for network control protocol design [10] .
A. OFC from NUM
To motivate our work, we first briefly revisit the OFC problem. Consider a network consisting of a set L = {1, 2, . . . , L} of links of capacity c l , l ∈ L. It is shared by a set S = {1, 2, . . . , S} of sources. Each source s attains a strictly concave increasing utility function of U s (x s ) when it transmits at rate x s that satisfies 0 ≤ m s ≤ x s ≤ M s < ∞, where m s and M s are minimum and maximum rates required by source s. Let L s ⊆ L be a subset of links that connect source s to the destination. For convenience, let S l = {s ∈ S|l ∈ L s } denote the set of sources that use link l. Note that l ∈ L s if and only if s ∈ S l .
The objective of OFC is to choose source rates x = (x s , s ∈ S), so as to maximize the total utilities U s (x s ) subject to the network capacity:
subject to
The constraint (3) says that the aggregate source rate at each link l does not exceed the link capacity c l . From [7] , the following distributed iterative algorithm is proposed to solve the NUM problem for elastic traffic. Link l's algorithm:
Source s's algorithm:
Ms ms (5) where 
Since the elastic utility is strictly concave increasing, the convergence of the basic algorithm is guaranteed, provided that the step size γ > 0 is sufficiently small (refer to [7] for details).
B. Limitations of OFC
Although the optimal flow control approach has made great advances, serious limitations still exist as pointed out in [11] .
• OFC is only suitable for elastic traffic, since the strict concavity condition of the utility function ensures the existence of feasible solution of NUM. Hence, it is not directly applicable for real-time services or applications with linearly increasing utility functions.
• There exists a serious conflict between the utility maximization and QoS balance. For the applications with different QoS requirements, OFC seeks to maximize the total utility, which may cause extreme utility unfairness and QoS unbalance among contending users. In particular, an application with lower bandwidth demand usually receives higher bandwidth, and vice versa. Furthermore, recall that different bandwidth sharing policies lead to bandwidth allocations satisfying different fairness criteria, so it is desirable to achieve the fairness in a unified approach. Mo and Walrand [8] propose the notion of α-fairness, which includes max-min fairness, proportional fairness as special cases. It shows that by constructing α-fair utility functions, i.e., a family of utility functions characterized by α ≥ 0: U α (·) = log(·), if α = 1; and (1 − α) −1 (·) 1−α , otherwise, a feasible α-fair allocation can be achieved. Especially, as α goes to ∞, it results in max-min fairness. However, the corresponding flow control algorithm is impractical for the engineering purpose, this is because when the max-min fairness is approaching with the increase of α, the utility function turns to be ill-conditioned and the associated link prices at congested links either go to 0 or diverge to ∞.
What is more, the utility function, which is a measure of QoS performance over available bandwidth, is uniquely determined by the nature of the application. Definitely it is not a mild assumption that such functions can be selected arbitrarily. In this regard, the model in [8] can be treated as a reverse-engineering approach to shape the fairness of bandwidth allocation.
In this paper, we would rather tackle the problem in a forward-engineering manner, that is, given the application utilities, how to achieve different fairness criteria in a unified approach. Moreover, as we are considering the different QoS requirements among competing users, it is no longer appreciative for the network to simply share the bandwidth equally. Instead, we are interested of how to allocate the bandwidth to reflect their real QoS performance. 
IV. NEW QOS BALANCE STRATEGY
To address the above two problems, we first define the QoS function Q s (x s ) for each source s. It is continuous and strictly increasing in the interval [m
A. Distributed Algorithm
For each QoS function Q s (x s ), we then define a pseudo utility function U s (x s )
It is clear that
and U s (x s ) > 0 is strictly decreasing according to the strictly increasing property of Q s (x s ). Therefore, U s (x s ) in (6) is a strictly concave increasing function and well defined in the interval x s ∈ [m s , M s ]. After this transformation, the newly define utility is suitable for NUM model regardless of whether source s is elastic traffic or real-time application. Notice that though the utility function defined in (6) shares the same mathematical property with the original utility function studied in OFC, their physical meanings are fundamentally different (see more in [11] ). To be consistent with NUM, we still keep using the notion of utility for the function (6) , and use the QoS function to refer to the original utility function in OFC.
The following flow control algorithm is derived from (4) and (5) to solve the NUM problem by substituting the newly defined utility U s (x s ) of (6) and using the relationship of (7).
Ms ms (9) where
is the path price for source s which is the sum of link price p l in its path L s .
B. QoS Proportional Fairness
At the optimum equilibrium (x * , p * ), according to the optimization condition on NUM, we have that, for any feasible
Moreover, at the optimum, the QoS achieved by each source is reciprocal to the path price
Here we define such a solution x * that satisfies (11) is QoS (Q s (x s ), s ∈ S) weighted proportional fair. Original bandwidth proportional fairness is achieved if all the sources attain the same QoS function Q s (x s ) = x s , namely the utility U s (x s ) = log x s , then (11) becomes
which is exactly the proportional fairness condition.
C. QoS Max-min Fairness
The QoS max-min fairness is initially proposed by Cao and Zegura [12] , but in their paper the given algorithm is centralized and each link must know all the utility functions of sources that traverse the link. Some recent progress is to devise distributed algorithms [13] .
Definition 1: A bandwidth allocation x = (x s , s ∈ S) is QoS (Q s (x s ), s ∈ S) weighted max-min fair, if it is feasible (i.e., m s ≤ x s ≤ M s and constraints (3) are satisfied) and for each user s, its QoS Q s (x s ) cannot be increased while maintaining feasibility, without decreasing the QoS Q s (x s ) for some user s with a lower QoS Q s (x s ) ≤ Q s (x s ). Bandwidth max-min fair allocation is recovered with Q s (x s ) = x s , s ∈ S.
Indeed, in the following theorem, we show that by redefining the path price as
which is the maximum of link prices along its path, the same flow control architecture (8) and (9) leads to QoS max-min fairness. Theorem 1: Provided that the step size γ > 0 is sufficiently small, the distributed algorithm (8) and (9) with the new path price defined by (14) will converge to an equilibrium (x * , p * ), and x * is the solution for QoS (Q S (x s ), s ∈ S) weighted maxmin fairness in the network.
Proof: The proof is quite similar to the one in [14] . Due to the space restriction, we omit it in this paper.
D. QoS Balance Between Proportional Fairness and Max-min Fairness
Similar to the difference between bandwidth proportional fairness and bandwidth max-min fairness, there exists a significant gap between QoS proportional fairness and QoS maxmin fairness as well. Long connections may suffer from bandwidth shortage within (QoS) proportional fairness. Whereas within (QoS) max-min fairness, long connections contrarily occupy much more network resources. Now, we will propose a new flow control strategy that not only is able to achieve proportional and/or max-min fairness in a unified way, but also provides a good QoS balance.
For each source s, denote the vector of link price in its path by p s vec = (p l , l ∈ L s ). We use the measurement for the path price p s as
where 1 ≤ n < ∞ is a real number. That is, the path price p s is defined as the l n norm of price vector p
In particular, with the application of l 1 norm on path price (10), QoS balance is achieved in the sense of proportional fairness. On the other hand, if path price is defined as l ∞ norm of path price vector in (14) , QoS balance is achieved in the sense of max-min fairness.
At the equilibrium, from (8), we have
It says that only the bottleneck links have a positive link price, and for the uncongested links, their link prices are zero. In addition, each source s achieves a QoS
according to (9) . With the l n norm definition of path price in (15), we have
The definition and related theorem of QoS weighted l n fairness are given as follows. Definition 2: Associated with each link l a price variable p l ≥ 0, a bandwidth allocation x = (x s , s ∈ S) is called QoS (Q s (x s ), s ∈ S) weighted l n fairness, n ≥ 1, if it is feasible and satisfies the condition of (18), and the associated link price p = (p l , l ∈ L) satisfies the condition of (16). If Q s (x s ) = x s , s ∈ S, such an x is called bandwidth l n fairness.
Theorem 2: The resource allocation x in QoS weighted l n fairness is the optimal solution of the NUM problem, in which U s (x s ) is defined by
for each source s.
Proof: For the property of resource allocation x which is QoS weighted l n fairness, from (18), we have
where q l = p n l . By the Kuhn-Tucker theorem, x satisfying the condition (20) is the optimal solution of the NUM problem with U s (x s ) given by (19), where q l is the associated Lagrangian multiplier for each link l.
Then, other than Definition 2, we can give an alternative definition of QoS weighted l n fairness like proportional fairness by inequality (13) , and it is a direct result of Theorem 2.
Definition 3: A bandwidth allocation
Remark 1: Regarding the implementation in Differentiated Services networks, the l n path price in (15) can be easily collected by each source through the Differentiated Services Code Point (DSCP) in the IP header. When a packet is sent by the source, its DSCP field is initialized to 0. As the packet makes its way through the network, each link reads the DSCP field and sets it to a new value new DSCP = (old DSCP n + current link price n )
n
If l ∞ path price is used, then new DSCP = max(old DSCP, current link price).
In this way, when the packet reaches the destination, it contains the l n norm of path price and it is always bounded. When the source receives the acknowledgment from the destination, it uses the new path price in the DSCP field to update the source rate according to (9) . Since l 1 fairness coincides with proportional fairness and l ∞ fairness coincides with max-min fairness, due to the popularity and the importance of l 2 Euclidean norm in mathematics, we specifically investigate the l 2 fairness and give it the notation called "Euclidean fairness". In particular, if Q s (x s ) = x s , in the case of n = 2,
and the resource allocation for bandwidth l 2 fairness is the solution of the NUM problem whose objective is to minimize the sum of 1 xs for all sources in the network. This coincides with the well known potential minimum delay fairness [5] or TCP friendly fairness [4] . 
V. NUMERICAL EXAMPLE
In this section, we illustrate the behavior of the algorithms through simulation. Consider the network topology in Figure 2 , which consists of 9 links L1 to L9 in tandem, each with a bandwidth capacity of 10 Mbps and shared by 10 connections S1, S2, . . ., S10. The short connections S1 to S9 traverse each link, respectively, and the long connection S10 traverses all the 9 links. All the sources attain the same QoS functions Q i (x i ) = 1/(1 + e −2(xi−5) ), i = 1, . . . , 10 as shown in Figure 3(a) , and the maximum rate requirement is 10 Mbps.
In the simulation, sources and links update their algorithms (9) and (8) iteratively every 50 ms, the step size γ = 0.05. The simulation consists of 3 stages in which different path pricing policies (15) are used.
• Stage 1: t = 0 → 10 s, n = 1 in (15).
• Stage 2: t = 10 → 20 s, n = 2 in (15). connections and the single long connections achieve the same QoS of 0.5 with the bandwidth 5 Mbps. The link price converges to 2. This confirms that long connections may suffer seriously in proportional fairness, but on the other hand, they may occupy too many resources in max-min fairness. It is l 2 Euclidean fairness strategy that provides a good QoS balance between short connections and long connections, as well as a performance superior to proportional fairness and max-min fairness.
VI. CONCLUSIONS AND FUTURE RESEARCH
In this paper, we propose a new distributed flow control algorithm to support Differentiated Services for the future Internet, in which the network bandwidth can be allocated properly to the different users according to the different QoS requirements. Moreover, with the deployment of different link price feedback strategies, our algorithm can easily achieve a smooth QoS balance from proportional fairness to max-min fairness. In particular, between these two well known fairness, the l 2 Euclidean fairness is shown to have the ability to provide a balanced resource allocation between the long connections and the short connections. Future research will be carried out on the quantization problem of link price, which is conveyed by the 8 bits DSCP field in the IP header and the enhancement of the basic link algorithm, such as using the Active Queue Management (AQM) technology, to further control the buffer backlogs and the queuing delays to meet the real-time transmission requirement in the Differentiated Services.
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