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Abstract
In this paper, we present an approximate inversion method for triangular Toeplitz matrices
based on trigonometric polynomial interpolation. To obtain an approximate inverse of high accu-
racy for a triangular Toeplitz matrix of size n, our algorithm requires two fast Fourier transforms
(FFTs) and one fast cosine transform of 2n-vectors. We then revise the approximate method pro-
posed by Bini (SIAM J. Comput. 13 (1984) 268). The complexity of the revised Bini algorithm
is two FFTs of 2n-vectors.
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1. Introduction
In this paper, we introduce a method for fast inversion of a lower triangular Toeplitz
matrix
Tn =


t0
t1 t0
...
. . .
. . .
tn−1 : : : t1 t0

 ;
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where tj, j=0; 1; : : : ; n − 1 are real with t0 =0. Applications of triangular Toeplitz
matrix inversion include Gauss–Seidel iteration for Toeplitz systems, which can also
be used as a smoother in multigrid methods. We remark that Toeplitz systems arise
in a variety of applications in mathematics and engineering, e.g. signal and image
processing [5].
There are two types of inversion methods for triangular Toeplitz matrices: exact in-
version (see for instance [3,7]) and approximate inversion (see for instance [2,9,11]).
A simple method for obtaining the inverse of a triangular Toeplitz is the forward
substitution method which requires about n(n + 1) arithmetic operations. Another ex-
act method is the divide-and-conquer method which requires O(n log n) operations.
More precisely, it requires about 10 fast Fourier transforms (FFTs) of n-vectors
(FFT(n)) [7].
Bini [2] proposed an approximate method for the fast inversion of a triangular
Toeplitz matrices. Let Hn= [hjk ]nj;k=1, where all entries of Hn are zero except that
hj+1;j =1 for j=1; : : : ; n− 1. We see that
Tn =
n−1∑
j=0
tjH jn :
His basic idea is to approximate Hn by
H (
)n = [h
(
)
ij ]
n
i; j=1;
where h(
)ij = hij when (i; j) =(1; n) and h(
)1n = 
n. Here 
 is a small positive number.
Let
D(
)n = diag(1; 
; : : : ; 

n−1):
It is easy to check that D(
)n H
(
)
n (D
(
)
n )−1 can be diagonalized by Fourier matrix, it
follows that the inverse of
T (
)n =
n−1∑
j=0
tj(H (
)n )
j
can be computed eJciently by using the FFTs. We note that since we only require

n to be small enough, the value of 
 can be chosen to be a number that is close to
one. According to our preliminary numerical tests, 
=(0:5 · 10−8)1=n is a good choice
for his method.
The main contribution of this paper is that we propose an approximate inversion
method for triangular Toeplitz matrices based on trigonometric polynomial interpola-
tion. To obtain an approximate inverse of high accuracy for a triangular Toeplitz matrix
of size n-by-n, our algorithm requires two FFTs and one fast Cosine transform (DCT)
of 2n-vectors. We then revise the approximate method proposed by Bini [2] to obtain
the inverse of a triangular Toeplitz matrix with higher accuracy. Our algorithms are
numerical but their applications include polynomial division, which is a fundamental
problem of computer algebra and which happened to be essentially equivalent to the tri-
angular Toeplitz matrix inversion [3]. Both of our algorithms have technical similarity
with the algorithms in [8] (see also [9]) proposed for polynomial division.
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The outline of the paper is as follows. In Section 2, we present our approximate
inversion method based on trigonometric polynomial interpolation. In Section 3, we
revise the approximate method proposed by Bini [2]. We also discuss the relationship
between the Bini and our algorithms and some other known algorithms. In Section
4, we show some numerical examples. Finally, a summary is given in Section 5 to
conclude the paper.
2. Inversion by interpolation
We Krst state some properties of a lower triangular Toeplitz matrix.
Property 1. For a lower triangular Toeplitz matrix Tn, we deKne the polynomial:
n(z) =
n−1∑
k=0
tkzk : (1)
Let the Maclaurin series of −1n (z) be given by
−1n (z) =
∞∑
k=0
bkzk ; (2)
then
T−1n =


b0
b1 b0
...
. . .
. . .
bn−1 : : : : : : b0

 : (3)
Thus in order to obtain T−1n , we only need to compute the coeJcients bk for k =0; 1;
: : : ; n− 1.
Property 2. Replacing z in (1) and (2) by z we get
n;(z) = n(z) =
n−1∑
k=0
(tkk)zk and −1n; (z) = 
−1
n (z) =
∞∑
k=0
(bkk)zk :
Equivalently, we have

t0
t1 t0
...
. . .
. . .
n−1tn−1 : : : t1 t0


−1
=


b0
b1 b0
...
. . .
. . .
n−1bn−1 : : : b1 b0

 :
We note that we can choose  ∈ (0; 1) such that
∞∑
k=0
|bkk |¡∞: (4)
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Property 3. The inverse of the leading principal sub-matrix Tn(1 : p; 1 : p) is equal to
the leading principal sub-matrix T−1n (1 : p; 1 : p) for 16p6n.
2.1. Approximate method
In this subsection, we present our algorithm. By replacing z by e−ix, where i =
√−1
and x is a real variable, we see that n(e−ix) is a trigonometric polynomial. Therefore,
one possible way to obtain bk is to compute the Fourier coeJcients of 1=n(e−ix):
bk =
1
2
∫ 2
0
1
n(e−ix)
eikx dx for k = 0; 1; : : : ; n− 1: (5)
Unfortunately, it is diJcult to obtain bk accurately by using the above formula since
the explicit form of −1n is generally unknown. Therefore, we consider interpolating 
−1
n
deKned as in (2) by trigonometric polynomial. We note that it is diJcult to compute
bk by algebraic polynomial interpolation since the high-order Vandemonde matrices are
very ill-conditioned. We let
() ≡ n;(e−i) =
n−1∑
k=0
(tkk)e−ik = (r) () + i
(i)
 (); (6)
where (r) () and 
(i)
 () are the real and imaginary parts of (), respectively. Simi-
larly, by using (2), we have
h() ≡ −1 () =
∞∑
k=0
(bkk)e−ik:
In particular, the real part of h() is given by
h(r) () =
∞∑
k=0
(bkk) cos(k) =
(r) ()
((r) ())2 + (
(i)
 ())2
: (7)
Obviously, h(r) () is a 2-periodic even function. To obtain approximate values bˆk for
bk (k =0; 1; : : : ; n − 1), we interpolate h(r) by a function in Tn−1, where Tm denotes
the set of all even trigonometric polynomials of degree 6m. We use the following
equidistant points
k =
2k − 1
2n
; k = 1; 2; : : : ; n
as the interpolating knots. The advantages of using these interpolating knots are that
bˆk can be obtained eJciently by using the DCT and the interpolating trigonometric
polynomial can approximate the original function accurately.
Let
Pn−1() =
n−1∑
k=0
ck cos k
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be the corresponding interpolating polynomial for h(r) (). By using the interpolating
conditions Pn−1(k)= h
(r)
 (k), k =1; : : : ; n, we have
C(c0; c1; : : : ; cn−1)t = (h(r) (1); h
(r)
 (2); : : : ; h
(r)
 (n))
t (8)
where
[C]j;k = cos
(
(k − 1)(2j − 1)
2n
)
:
Note that C =(c)′D, where c is the discrete cosine transformation matrix and
D = diag
(√
n;
√
n
2
In−1
)
;
we see that if the values of h(r) (k), k =1; 2; : : : ; n are known, then ck can be obtained
by using one DCT of n-vector (DCT(n)). Finally, bˆk can be obtained in O(n) divisions
by making use of
bˆk = ck−k ; k = 0; 1; : : : ; n− 1:
Regarding the accuracy of the interpolating polynomial Pn−1, we have
‖Pn−1 − h(r) ‖6
(
2 +
2

log(n)
)
En−1(h(r) );
where ‖ · ‖ denotes the supremum norm, and
Em(hr) = min
P∈Tm
‖P − hr‖
is the error of the best approximation in Tm, see for instance [4,10]. By using Jackson’s
Theorem, we have that if f possesses a continuous pth derivative, then
Em−1(f)6

2
(
1
m
)p
‖f(p)‖; (9)
see [6] for instance. For the accuracy of bˆk , k =0; 1; : : : ; n− 1, we have the following
theorem.
Theorem 1. Let the Maclaurin series of −1n (z) be given by
∑∞
k=0 (bk
k)zk and
 ∈ (0; 1) such that ∑∞k=0 |bkk |¡∞. Let
Pn−1() =
n−1∑
j=0
cj cos j
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be the interpolating polynomial for h(r) () with interpolating knots k =(2k−1)=2n,
k =1; 2; : : : ; n and bˆj = cj−j, j=0; 1; : : : ; n− 1. Then we have
bˆ0 = b0 +
∞∑
m=1
(−1)m2mnb2mn;
bˆj = bj +
∞∑
m=1
(−1)m(2mnb2mn+j + 2(mn−j)b2mn−j) ( j = 1; 2; : : : ; n− 1): (10)
Proof. Let us consider the interpolating polynomial of cos j with k (k =1; 2; : : : ; n)
as interpolating knots, where j¿0 is an integer. Let m and j be integers, we have that
for k =1; 2; : : : ; n,
cos((2mn± j)k) = cos
(
(2mn± j)2k − 1
2n

)
= (−1)m cos
(
(2k − 1)j
2n

)
:
In particular, we have cos(2mnk)= (−1)m and cos((2m + 1)nk)= 0. Now we see
that the interpolating polynomials of cos(2mn), cos((2m + 1)n) and cos((2mn ±
j)) (16j6n− 1) are (−1)m, 0, and (−1)m cos( j), respectively. It follows that
c0 = b0 +
∞∑
m=1
(−1)m2mnb2mn;
cj = bjj + j
∞∑
m=1
(−1)m(2mnb2mn+j + 2(mn−j)b2mn−j); j = 1; 2; : : : ; n− 1:
Using cj = bˆjj, (10) follows.
It follows from (10) that the smaller the value of , the more accurate the approxi-
mate inverse (bˆj ; j=0; 1; : : : ; n − 1) will be. Discarding the terms including the factor
2n (we can choose  such that 2n is very close to zero) in (10), we get
bˆ0 ≈ b0;
bˆj ≈ bj − 2(n−j)b2n−j = bj − 2(n−j)bn+(n−j); j = 1; 2; : : : ; n− 1:
Numerically, we cannot set  too small, otherwise the computation of cj=j will bring
in very large rounding error for large j. For  that is close to 1, bˆj can be very accurate
for small j since 2(n−j) is very close to zero. However, bˆj may not be accurate for j
close to n, e.g. bˆn−1−bn−1 ≈ −2bn+1. In addition, rounding errors make the numerical
results less accurate.
To illustrate the results of Theorem 1, we plot in Fig. 1 the errors in Knding the
inverse of a triangular Toeplitz matrix with entries given by
tj = 1=(1 + j)2; j = 0; 1; : : : ; 511;  = 1 and  = 2−36=512:
Here b is the Krst column of the inverse of Tn obtained by the divide-and-conquer
method and bˆ is the Krst column of the approximate inverse obtained by the interpo-
lation method. It is clear that the numerical results are consistent with the theoretical
results.
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Fig. 1. log10(|bˆ− b|) for tj =1=( j + 1)2, j=0; 1; : : : ; 511. The left one is for =1 and the right one is for
=2−36=512.
We observe that by choosing a suitable , the accuracy of the approximate solution
can be improved remarkably, especially for j that is not close to n. Using property 3
of lower triangular Toeplitz matrices, one can improve the accuracy of the numerical
inverse by interpolating h(r) by trigonometric polynomial of degree n + n0, where
n0 ¿ 0. After obtaining the coeJcients cj for j=0; 1; : : : ; n; : : : ; n+n0−1, we compute
bˆ= [cj=j]n−1j= 0. For simplicity, we set n0 = n. The algorithm is given as follows.
Algorithm 1. Inversion based on interpolation
Step 0: Choose  ∈ (0; 1) and compute t˜j = jtj; for j=0; 1; : : : ; n− 1.
Step 1: Compute (k)=
∑n−1
l=0 t˜le
−ilk , where k =(2k − 1)=4n for k =1; : : : ; 2n.
Step 2: Compute hk = h
(r)

 (k)= 
(r)

 (k)=(
(r)

 (k))2 + (
(i)

 (k))2, k =1; : : : ; 2n.
Step 3: Solve
C(c0; c1; : : : ; c2n−1)t = (h1; h2; : : : ; h2n)t ;
where [C]j;k = cos((k−1)(2j−1)=4n); j; k =1; : : : ; 2n. Compute [bˆk ]n−1k=0 = [ck−k ]n−1k=0 .
To end this subsection, we discuss the cost of Algorithm 1. Since
(2k) =
n−1∑
l=0
t˜le−il2k =
n∑
l=1
(t˜le−3i(l−1)=4n)e−2i(l−1)(k−1)=2n;
we see that the values of (2k) for k =1; : : : ; n can be computed by one FFT(2n).
Similarly, (2k−1), k =1; : : : ; n can be obtained by one FFT(2n) too. The main cost
of Step 3 is one DCT(2n). Therefore, the cost of Algorithm 1 is about two FFT(2n)
and one DCT(2n). Finally, we remark that =2−18=n is a good choice.
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3. The revised version of Bini’s algorithm
The idea of Bini’s algorithm is to approximate Tn by
T (
)n =
n−1∑
j=0
tj(H (
)n )
j
(cf. Section 1). The inverse of T (
)n can be computed fast by using the decomposition
(T (
)n )
−1 = (D(
)n )
−1F∗n D
−1
n FnD
(
)
n ; (11)
where D(
)n =diag(1; 
; : : : ; 
n−1), Dn=diag(d) with d=
√
nFnD
(
)
n [tj]n−1j= 0 and Fn is the
n-by-n Fourier matrix. By using (11), we see that Bini’s Algorithm for computing the
Krst column b(
) of (T (
)n )−1 is as follows:
Step 0: Choose 
 ∈ (0; 1). Compute t˜k = tk
k for k =0; 1; : : : ; n− 1.
Step 1: Compute d=(
√
nFn)t˜.
Step 2: Compute c= [cj]n−1j=0 = [1=dj]
n−1
j=0 .
Step 3: Compute f=(F∗n =
√
n)c.
Step 4: Compute [b(
)k ]
n−1
k=0 = [fk=

k ]n−1k=0 .
It is not diJcult to check that for k =0; 1; : : : ; n− 1,
n−1∑
j=0
(b(
)j 

j)e−2ijk=n =
(
n−1∑
j=0
(tj
 j)e−2ijk=n
)−1
=
1

(2k=n)
; (12)
where 
 is deKned as in (6). That is, Bini’s algorithm is equivalent to interpolating 1=

by a trigonometric polynomial of degree less than n with k =2k=n, k =1; : : : ; n as the
interpolating knots. Similarly to Theorem 1, we have the following theorem concerning
the error in b(
). Since the proof is similar to that of Theorem 1, we omit it.
Theorem 2. Let the Maclaurin series of −1n (
z) be given by
∑∞
k=0(bk

k)zk and 
 ∈
(0; 1) such that
∑∞
k=0 |bk
k | ¡ ∞. Let b(
) be the 6rst column of the approximate
inverse obtained by Bini’s algorithm. Then b(
)k − bk =O(
n), k =0; 1; : : : ; n− 1. More
precisely,
b(
)k = bk + 

n
∞∑
j=1

( j−1)nbk+jn; k = 0; 1; : : : ; n− 1: (13)
Theoretically, the smaller 
, the more accurate the approximate inverse. On the other
hand, if 
 is close to zero, D(
)n will be very ill-conditioned for large n. Therefore, we
must choose a suitable 
 to balance these two facts.
Now let us illustrate the eOect of rounding error by a simple example. Let Tn be
the lower triangular Toeplitz matrix with the Krst column given by t0 = 1, t1 = − 1,
tk =0 for k =2; : : : ; n − 1. We have that the Krst column of T−1n given by bk =1 for
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Fig. 2. log10(|b˜
(
) − b|) for t0 = 1, t1 = − 1, tk =0, k =2; 3; : : : ; 511. The left one is for 
= (0:5× 10−8)1=n
and the right one is for 
=10−10=n.
k =0; 1; : : : ; n−1 and the Krst column of (T (
)n )−1 is b(
)k =1=(1−
n), k =0; 1; : : : ; n−1.
That is, b(
)k − bk = 
n=(1 − 
n)≈ 
n for all k. The errors in the numerical results b˜
(
)
of Bini’s algorithm for 
=(0:5× 10−8)1=n and 
=(1:0 · 10−10)1=n are shown in Fig. 2.
From Fig. 2, we see that b˜
(
)
k is less accurate for k close to n.
Based on the above discussions, one can revise Bini’s algorithm such that the revised
algorithm can be applied to obtain accurate approximate inverse. The idea is similar
to what we have done for the interpolation method in Section 2: embed the n-by-n
triangular Toeplitz matrix into an (n + n0)-by-(n + n0) triangular (banded) Toeplitz
matrix, where n0 is a positive integer. For simplicity, we set n0 = n. The algorithm can
be stated as follows.
Algorithm 2. Revised version of Bini’s algorithm
Step 0: Choose 
 ∈ (0; 1). Compute t˜k = tk
k for k =0; 1; : : : ; n− 1 and set t˜k =0 for
k = n; n+ 1; : : : ; 2n− 1.
Step 1: Compute d=(
√
2nF2n)[t˜k ]2n−1k = 0 .
Step 2: Compute c= [cj]2n−1j= 0 = [1=dj]
2n−1
j= 0 .
Step 3: Compute f=(F∗2n=
√
2n)c.
Step 4: Compute [b(
)k ]
n−1
k = 0 = [fk=

k ]n−1k = 0.
It is obvious that the cost of Algorithm 2 is about two FFT(2n). Numerical tests
show that 
=(0:5× 10−8)1=n and 
=10−5=n are good choices for Bini’s and revised
Bini’s algorithm, respectively.
Remarks. (1) Bini’s algorithm is equivalent to the algorithm proposed by SchPonhage
[11], see [3] for detail. In [11], the Krst column [bk ]n−1k = 0 of the matrix T
−1
n is obtained
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by using the formula
bk =
1
2
k
∫ 2
0
1
n;
(e−ix)
eikx dx for k = 0; 1; : : : ; n− 1
and approximating the right-hand side by the rectangular rule with xj =2j=n, j=0; 1;
: : : ; n− 1 as quadrature grid.
(2) Bini’s algorithm can be derived from the polynomial division algorithms pro-
posed by Pan et al. [8], see also [9]. Here, we brieQy describe their ideas. Associated
with the Krst columns of Tn and T−1n , we deKne two polynomials
T (z) =
n−1∑
j=0
tn−1−jz j and B(z) =
n−1∑
j=0
bn−1−jz j:
It can be easily checked that
R(z) = z2n−2 − T (z)B(z)
is a polynomial with degree less than n − 1. That is, B(z) and R(z) are the quotient
and the remainder of the division of two polynomials, z2n−2 by T (z). The Krst key
point of the algorithm proposed in [8] is that R(z)=T (z)→ 0 as |z|→∞. In particular,
for suJciently small 
, we have
B(eix=
) ≈ (e
ix=
)2n−2
T (eix=
)
;
where x is any real number. Setting xk =2k=n, k =0; 1; : : : ; n− 1, we get
n−1∑
j=0
bn−1−j(ei(2k=n)=
) j ≈ 
1−n ei(2k(n−1)=n)
×
(
n−1∑
j=0
(tn−1−j
n−1−j)e−i(2k(n−1−j)=n)
)−1
;
i.e.
n−1∑
j=0
(bn−1−j
n−1−j)e−i(2k(n−1−j)=n) ≈
(
n−1∑
j=0
(tn−1−j
n−1−j)e−i(2k(n−1−j)=n)
)−1
which is equivalent to (12). Thus, we come to Bini’s algorithm. The second key idea
in [8] is that the errors of the approximation of the coeJcients bj are proportional
to 
 j, that is, the errors dramatically decrease if the polynomial T (z) is replaced by
zkT (z) for larger k. This idea is the basis for the improved version of the algorithm
presented in [8, Section 5]. Our embedding of Tn can be viewed as the matrix version
of the translation of the scaling of T (z) by the power zk , although our work was
independent, our derivation was distinct (it came from the study of triangular Toeplitz
matrices versus polynomials in [8,9]), and we even learned about [8,9] only from the
referees of our paper.
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(3) Our revision of Bini’s algorithm exploits the idea of interpolation for increasing
the order of approximation. We trace this idea back to [1]. Using (13), we have that
for the revised Bini’s algorithm with n0 = n, the Krst column of the approximate inverse
(denoted by [b(
)k;2n]
n−1
k=0) satisKes
b(
)k;2n = bk + 

2n
∞∑
j=1

2( j−1)nbk+jn; k = 0; 1; : : : ; n− 1:
On the other hand, using the interpolation technique on approximate inverses of Bini’s
algorithm for diOerent 
’s, we can get approximate inverses of high accuracy. For
example, we can obtain the approximate inverse
1
2 ((T
(
)
n )
−1 + (T (
n√−
n)
n )
−1)
by interpolating the approximate inverses for 
 and n
√−
n. Using (13) again, it is easy
to see that the above two formulae are equivalent.
4. Numerical examples
In this section, we test the accuracy of our algorithm, Bini’s algorithm and the
revised Bini algorithm for six diOerent sequences of lower triangular Toeplitz matrices.
They are
(i) tj =1=( j + 1)3, j=0; 1; : : : ; n− 1,
(ii) tj =1=( j + 1)2, j=0; 1; : : : ; n− 1,
(iii) tj =1=( j + 1), j=0; 1; : : : ; n− 1,
(iv) tj =1= log( j + 2), j=0; 1; : : : ; n− 1,
(v) t0 = 1, t1 = 1 and tj =0 for j=2; : : : ; n− 1,
(vi) t0 = 1, t1 =−2, t2 = 1 and tj =0 for j=3; : : : ; n− 1.
We note that sequences (i)–(iv) are quite well conditioned (for n=4096, the con-
dition numbers of the above sequences are 1:4, 2:3, 16:8 and 799:5, respectively),
sequence (v) has the inverse bj =(−1) j and sequence (vi) has the inverse bj = j + 1
for j=0; 1; : : : ; n − 1. In the following tables, we show the relative accuracy of the
approximate inverse
‖b˜− b‖1
‖b‖1 ;
where b˜ is the Krst column of the approximate inverse and b is the Krst column of the
exact inverse. The second row, third row and fourth row display the accuracy of the
computed inverses of Bini’s algorithm, the revised Bini algorithm and our algorithm,
respectively. For sequences (i)–(iv), the exact inverses are unknown, so we can just
set b to the Krst column of the inverse computed by the divide-and-conquer method.
We observe from Tables 1–6 that all approximate inverses of the three methods
are very accurate. According to these very limited samples, Bini’s algorithm is suitable
for the cases where we do not require very high order of accuracy, for instance in
the Gauss–Seidel iteration for Toeplitz systems. The revised Bini algorithm and our
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Table 1
Accuracy for tj =1=( j + 1)3, j=0; 1; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 1.0e–8 1.9e–8 2.5e–8 3.8e–8 5.0e–8 7.0e–8
Revised Bini 4.5e–12 9.0e–12 1.2e–11 1.9e–11 3.3e–11 4.6e–11
Interpolation 2.7e–11 3.1e–11 4.6e–11 7.5e–11 1.2e–10 1.6e–10
Table 2
Accuracy for tj =1=( j + 1)2, j=0; 1; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 9.5e–9 1.4e–8 2.5e–8 3.3e–8 5.6e–8 7.6e–8
Revised Bini 5.5e–12 8.5e–12 1.3e–11 2.1e–11 3.1e–11 4.2e–11
Interpolation 2.3e–11 2.6e–11 4.4e–11 7.2e–11 8.9e–11 1.5e–10
Table 3
Accuracy for tj =1=( j + 1), j=0; 1; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 5.0e–9 2.0e–8 2.9e–8 4.2e–8 5.6e–8 8.2e–8
Revised Bini 7.3e–12 1.2e–11 1.7e–11 2.3e–11 3.3e–11 4.7e–11
Interpolation 2.0e–11 3.7e–11 4.8e–11 6.6e–11 9.8e–11 1.6e–10
Table 4
Accuracy for tj =1= log( j + 2), j=0; 1; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 1.5e–8 2.1e–8 3.5e–8 6.4e–8 1.1e–7 1.9e–7
Revised Bini 7.2e–12 1.8e–11 3.4e–11 4.8e–11 7.4e–11 1.3e–11
Interpolation 2.2e–11 3.7e–11 7.6e–11 1.1e–10 1.7e–10 3.4e–10
Table 5
Accuracy for t0 = t1 = 1, tj =0, j=2; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 5.2e–9 5.7e–9 5.3e–9 5.7e–9 5.9e–9 9.2e–9
Revised Bini 1.0e–10 1.0e–10 1.0e–10 1.0e–10 1.0e–10 9.7e–11
Interpolation 1.4e–12 7.0e–12 5.8e–12 8.9e–12 1.1e–11 7.4e–11
Table 6
Accuracy for t0 = t2 = 1, t1 = − 2, tj =0, j=3; : : : ; n− 1
n 128 256 512 1024 2048 4096
Bini 1.4e–8 1.5e–8 1.7e–8 2.3e–8 6.0e–8 1.1e–7
Revised Bini 5.0e–10 5.0e–10 5.0e–10 4.7e–10 4.0e–10 9.2e–10
Interpolation 6.8e–12 1.7e–11 2.8e–11 1.0e–10 9.7e–10 4.0e–9
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interpolation method are more accurate than Bini’s algorithm. However, we remark
that the revised Bini algorithm only requires two FFT(2n) (about twice that of Bini’s
algorithm or 45 of that of Algorithm 1).
5. Summary
In summary, we have proposed an approximate inversion method for triangular
Toeplitz matrices based on trigonometric polynomial interpolation, the fast Fourier
transforms and the fast cosine transform. We have also revised Bini’s approximate
method by extending the approach proposed by Bini in 1980. Some numerical exam-
ples are included.
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