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1. INTRODUCTION 
Optimal estimation of signals in a stochastic environment continues to be 
of significant heoretical and practical interest in modern communication 
and control systems. Linear minlmum-error-variance s quential state 
estimation (Kalman-Bucy) algorithms (Kalman, 1960, 1961) and the many 
extensions and variations have been applied in numerous practical situations. 
Of particular interest has been the fixed-lag smoothing algorithms (Meditch, 
1969) in which a fixed time lag is allowed between the measurement and 
estimate. The algorithms in (Meditch, 1969), however, have been shown to 
be unstable (Kelley et al., 1971) and alternate stable algorithms have been 
presented in the literature (Chirarattananon et al., 1971). 
The problem of state estimation for systems containing multiple time 
delays has attracted considerable attention recently. Kwakernaak (1967) 
derived smoothing algorithms for linear continuous-time systems containing 
time delays using the method of orthogonal projection (Meditch, 1969). 
Priemer and Vacroux (1969, 1971) later considered the problem of state 
estimation in linear discrete-time systems containing time delays in the 
message model. It was pointed out by Priemer and Vacroux (1969) that for 
discrete systems with time delays the usual technique of appending the 
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delayed states to the system has the effect of increasing the dimension of the 
system and, thus, lead to a filter requiring extra computer storage and com- 
putation time. Farooq and Mahalanabis (1971), however, used the state 
augmentation technique and obtained the component equations of Priemer 
and Vacroux (1969, 1971) by sukable partitioning of the matrices in the 
augmented filter algorithms. Recently, Biswas and Mahalanabis (1972) have 
reported obtaining smoothing resuks (identical to those by Kwakernaak 
(1967)) for the continuous-time systems with time delays by first discretizing 
the continuous-time problem and then employing a state augmentation 
technique. 
This paper considers the estimation of a discrete-time signal when it is 
assumed that the received signal is the sum of signals with different delays 
and is embedded in additive Gaussian oise. Fixed-lag smoothing al orithms 
are derived here in a straightforward manner through the use of the innova- 
tions process. The resulting algorithms are stable, easy to implement and 
are computationally economical. An application of the algorithms to the 
problem of mukipath propagation is considered. This application is illustrated 
through the use of an example. 
2. PROBLEM FORMULATION 
Let the received signal be modelled as 
L-1 
z(k) = ~ Hi(k)x(k--h,) +v(k), (1) 
i=0 
where x(k) represents an n-vector message signal and Hi(k ) are assumed to 
be known matrices of appropriate dimension. The quantities hi's represent 
the integer time delays which are ordered such that 
0 =h o<h 1 <h2 <""  <hL_ l .  (la) 
The m-vector observation sequence z(k) is assumed to consist of the delayed 
signal corrupted by an m-vector zero mean Gaussian white noise sequence 
v(k) with covariance R(k). It is initially assumed that the integers h,'s are 
also known. This restriction is relaxed in the sequel to include the more 
practical problem of unknown delays provided it can be assumed that the 
unknown delays take on only a finite number of integer values. 
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The signal process x(k) is assumed to evolve from the difference quation 
M--1 
x(k + 1) = ~ Adk ) x(k -- d,) -4- w(k), (2) 
i=0 
where w(k) is a zero mean n-vector Gaussian sequence with covariance Q(k) 
and the integer quantities dg represent time delays ordered such that 
O=d o<d 1 < d~ <""  < dM-1. 
The random variables x(--d~), i ~ 0, I,..., M-  1 are assumed to be 
Gaussian with known means and variances. The sequences v(k) and w(k) 
and the random variables x(--d~), i ~- 0, 1,..., M --  1, are assumed to be 
statistically independent of each other. 
Given the measurement sequence Zk_ 1 ~ {z0, z I ,..., Zk_l} , it is required 
to obtain a sequential minimum variance stimate of x(k -- 0), ~(k -- 0 1 Zk-1), 
for nonnegative integer values of 0. In the sequel, the following notation will 
be used to denote this estimate 
~(k, o) ~ ~(k -- O tZ~_O. (3) 
3. THE SEQUENTIAL MINIMUM VARIANCE ESTIMATOR 
It is well known that the necessary and sufficient condition for k(k, 0) 
to be a minimum variance estimate is (Meditch, 1969), 
where 
E{~(k, O) ~( j ) )  = 0 for j = O, l, 2 , . . ,  (k - -  1), (4) 
~(k, o) = x(k - -  O) - -  ~(k, O) (5) 
is the estimation error. 
I t  is easier to solve the estimation problem by converting the observation 
sequence into a white sequence, called the innovations, by means of a causal 
and causally invertible linear transformation. It can be easily shown that 
the innovations process for this problem is given by 
L-1 
~(k) =z(k ) - -  ~ Hdk)k(k,h~). (6) 
i=0 
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The moments of the sequence ~,(k) are as follows 
e{r(h)} = 0 
E{7(k) 7r(j)} : Rv(k) 3k~ ,
where 
and 
(7a) 
(7b) 
L--1 
Rv(k ) = ~ H,(k) P(k, hi, h~) HS(k ) + R(k), (8) 
id=O 
P(k, h~, hi) = E{~(k, h~) 2r(k, h~)} (9) 
is the n × n covariance matrix of the stochastic process ~(k, h). In terms of 
the innovations process y(i), the necessary and sufficient conditions tated 
previously become (Kailath, 1968), 
E{~(k, 0) C ( i ) )  = 0 for i = 0, 1, 2 . . .  k - -  1. (10) 
The main results of the paper are presented in the following theorem. 
THEOREM. (a) The minimum variance estimate of x(k -- 0), for 0 > O, is 
given by 
~(k,O) =k(k - -  1 ,0- -  1 )+K(k ,O ,k - -  1)7(k--  1), (11) 
with the boundary condition 
M-1 
fc(k, O) = ~ A~(k -- 1) ~(k -- 1, d~) + K(k, O, k -- 1) 7(k -- 1), (12) 
g=O 
where  
L-1 
K(k ,  O, k - -  1) = Z P (h  - -  1, 0 - -  1, h3  HT(k  - -  1) R ,~(k  - -  1) (13a) 
i=O 
is the n × m filter gain matrix such that 
K(k, O, k -- 1) = 
M-1 L--1 
~ Ai(k -- 1) P(k -- 1, di, hj) HT(k -- 1) R-~a(k -- 1) 
i=o j=o (13b) 
and 7(k) is the innovations process defined by Eq. (6). The initial conditions 
required are :~(0, d) = E{x(--d)} for nonnegative integer values of d of interest. 
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(b) The error covariance matrix P(k, 01,02) defined in Eq. (9) satisfies 
the following recursive relation and boundary conditions: 
(i) P(k, 01,02) -~ P (k - -  1, 01 -- 1, 0 z -- 1) 
L--1 
- -  X P(k -- 1, 01 - -  1,  hi) H,T(k -- l) 
i , j~O 
× R- ( l (k -  1)Ha(k -  1 )P (k -  1, h~, 02 -- 1). 
and 
(ii) P(k, Oa , O) -~ 
M-1 
Z P(k - -  1, 0 x -- 1, d~) A,T(k- -  1) 
j~O 
M--1 L--1 
- -  Z Z P(k -- 1, 01 - -  1, hi) H,T(k -- 11 
j=0 i,q=O 
× R;~(k--1) ~(k  - -  1) P(k - -  1, h~, d,) 
× Ar (k -  1) 
P(k, O, 02) = pT(k, 02,0). 
M--1 
(iii) P(k, O, O) = ~ Ai(k -- 1) P(k -- 1, d~ , d~) AT(k  -- 1) 
i , j~O 
M-1  L -1  
+Q(k- -1 ) - -  Z Z Adk- -  1) 
/,j=O m,n=O 
× P(k  - l ,  d , ,  h,.) H .7 (k  - -  1) n j~(k  - 1) 
× H.(k -- 1) P(k -- 1, d~, h.) AT(k  -- 1). 
The initial conditions required are 
P(O, 01 , 02) = E{~(--01) ~T(--02) } 
for all positive integers 01 and 02 of interest. 
Proof. (a) A linear minimum variance stimator is sought such t at 
(14) 
(15) 
(16) 
(17) 
/e--1 
~(k, 0) -- Z K(k, 0, i) 7(0. 
i=0 
(18) 
Using the orthogonal projection lemma, it can be easily verified that 
X(k, O, i) = E{x(k -- O) ),r(i)} R~l(i), (19) 
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so that 
k--1 
~(k, O) = ~ E{x(k --  O) rr(i)} R~-I(i) y(i) 
i=0 
But since 
k--2 
= ~ E{x(k --  O) ~,~(i)} R; l ( i )  ),(i) 
i=0 
+ E{x(k --  O) ~,T(k --  1)} R~X(k --  1) ~,(k -- 1). (20) 
k--2 
k(k -- 1, 0 --  1) = Z E{x(k - -  O) ~,r(i)} R'~l(i) y(i) (21) 
t=O 
using Eq. (19), it follows that 
For 0 = O, 
~(k, O) : k(k -- 1, 0 -- 1) + K(k, O, k --  1) ~,(k --  1). (22) 
k--2 
k(k, O) = ~ E{x(k) ~,r(i)} R-~a(i) y(i) + K(k,  O, k --  1) ~,(k --  1) 
i=0 
k--2 M--1 
= Z Z E{[Aj(k --  1) x(k -- 1 --  dj) + w(k --  1)] ~T(i)}R-~l(i) ~(i) 
i=o j=O 
+ K(k, O, k - -  1) r(k -- 1). (23) 
Since ~,(i), i : 0, 1 ..... k --  2, is independent of w(k -- 1), the foregoing 
equation reduces to 
M--1 
k(k, O) : ~ Aj(k --  1) k(k --  1, d~) + K(k,  O, k --  1) r(k -- 1), (24) 
5=0 
which is the desired boundary condition for Eq. (22). From Eq. (19) note 
that 
K(k, O, k --  1) = E(x(k --  O) ~,T(k --  1)} R~-l(k - -  1) 
= E [{.~(k -- 1 ,0 - -  1 )+ aT(k-- 1, O--  1)} t I~1,=o ~(k  --  1, hi) 
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which upon simplification gives 
L--1 
K(k,  O, k -  1) = ~ P(k -  1, 0 -  1, h i )H f (k -  1)R~l (k -  1). (26a) 
i=0 
For 0 ---- 0, similarly, 
K(k,  O, k - -  1) = E{x(k) 7T(k - -  1)) R-~l(k - -  1), (26b) 
which by the virtue of Eq. (2) may be seen to reduce to Eq. (13b). The 
recursive relation and the boundary condition for the error variance matrix 
are established next. 
(b) Rewriting Eq. (9), 
P(k, 01 , 02) = E{[x(k - -  01) - -  k(k - -  01)][xr(k - -  02) - -  kr(k - -  02)]} , (27) 
which yields 
k-1 
P(k, 01,02)  = E{x(k --  01) xT(k --  02) } - -  Z K(k, 01, i) E{y( i )  x~(k - -  02) }. 
i=o (28) 
(i) From Eq. (28), 
P(k -- I, 01 -- I, 02 -- I) = E Ix(k -- 01)xr(k - -  02) } 
k--2 
- -  X K (k -  1, 0 -  1, i )E{y( / )xT(k -  02)}, 
i=0 (29) 
since 
K(k  - -  1, 01 - -  1, i)  = K(k ,  01, i), (30) 
and it follows that 
P(k, 01,02) =P(k - -  1 ,01-  1 ,02-  1) 
- -  X (k ,  01 ,  k - -  1) E[y(k  - -  1) xr (k  - -  02) ]. 
Evaluating the second term on the right side yields Eq. (14). 
(ii) Proceeding as before and using Eq. (2), 
M--I 
P(k,  01, O) = ~, E[x(k - -  01) xr(k -- 1 -- d~)] Af (k  - -  1) 
/=0 
k--1 M--1 
- y ,  ~ K(k ,  01, i) Eb,(i) xr(k -- 1 -- d~.)] AT(k  - -  1), 
*=o j=o (31) 
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(iii) 
P(k, O, O) ---- 
since 
P(k  --  1, 01 --  1, d 3 = EEx(k --  01) xr(k --  1 --  d3] 
k--2 
--  X K(k,  01, i) E{),(i) xr(k -- 1 -- d~.)}. (32) 
/=1 
Substituting for the expression on the right side of Eq. (32) into Eq. (31) 
gives Eq. (15). 
Indeed, 
P(k, O, 01) = E{~(k) ~T(k -- 01) } 
---- [E{~(k -- 01) ~(k)}] r -- pr(k  ' 01 , 0). 
For the case where 01 = 03 ---- 0, 
M--J. 
E ~4,(k - 1) e [x (k  - 1 - d3  x~(k - -  i - -  d3]  AT(k  - -  1) 
, , j=0 
k--i M--1 
+ Q(k -- I) - -  Z ~, K(k, O, l) E{y(1) xr(k - -  1 --  dj)} 
l= l  j=0 
× AT(k -  1) (33) 
and 
P(k  - 1, a ,  , a3  = E[x (k  - -  1 - -  a i )  x~(k  - -  1 - -  a,)] 
k--2 
--  Z K (k -  1, d, ,  l )E{y( l )xT(k -  1 --d~)}, (34) 
/=1 
from which the desired Eq. (17) follows. 
The initial condition required is P(0, 01,02) for all positive integers 01 
and 02 which may be obtained from the a priori knowledge of the system. 
This completes the proof of the theorem. 
4. FIXED LAG SMOOTHING ALGORITHMS FOR SYSTEMS WITH 
No TIME DELAYS 
A very simple specialization of the results obtained in the previous ection 
is presented in this section to provide an insight into the structure and the 
properties of the developed smoother. By substituting d i = 0 and h 3- = O, 
(i ~- O, 1,..., M -- 1; j  -~ O, 1,...,L -- 1) the relevant smoother equations are 
obtained as follows: 
k(k, 0) =-k (k - -  1, 0 - -1 )  + K(k, 0, k - -  1)7(k- -  1) 04=0,  (35) 
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and for 0 = 0 
~(k, O) =- A (k  - -  1) ~(k -- 1, O) + K(k ,  O, k - -  1) y(k -- 1), (36) 
where 
K(k ,  O, k - -  1) ---- P(k  - -  1, 0 - -  1, O) Hr (k  - -  1) RT-X(k - -  l) 0 V~ 0 (37) 
and 
K(k ,  O, k - -  1) = A(k  - -  1) P(k  - -  1, O, O) Hr (k  - -  1) R-~l(k - -  1). (38) 
The innovations process v(k) is given by 
~,(k) = z(k)  - -  H(k )  re(k, 0), (39) 
which is zero mean and has covariance 
R~(k) = R(k)  + H(k )  P(k ,  0, 0) Hr(k). (40) 
The associated error covariance matrix satisfies the following relations 
(i) P(k ,  O, O) = P (k  - -  I ,  O - -  I ,  O) Ar (k  - -  1) - -P (k - - I ,0 - -1 ,0 )  
× Hr (k -  1)R; l (k -  1 )n (k -  1) 
× P(k  - -  1, O, O) Ar (k  - -  1) 0 @ O, (41) 
(ii) P(k ,  O, O) = Pr (k ,  O, O) 0 @ 0 (41a) 
with the boundary condition 
P(k ,  O, O) = A(k  - -  1) P(k  - -  1, O, O) AT(k  - -  1) + Q(k  - -  1) 
- -  A (k  - -  1) P(k  - -  1, O, O) Hr (k  - -  1) R~l (k  - -  l) 
× H(k  - -  1) P(k  - -  1, O, O) A~'(k - -  I). (42) 
For 0 = 1, the usual filtering equations are obtainable and are as follows 
~(k, 1) = k(k -- 1, 0) + K(k ,  1, k - -  1) ~,(k -- 1), (43) 
where 
K(k ,  1, k - -  1) ---- P(k  - -  1, O, O) HT(k  - -  1) R~l (k  - -  1). (44) 
Therefore, from Eq. (38) 
K(k ,  O, k - -  1) = A(k  - -  1) K(k ,  1, k - -  1). (45) 
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Substituting this in Eq. (36), it follows that 
~(k, O) = A(k  - -  1) ~(k, 1). (46) 
The structure of this filter is shown in Fig. 1. For an arbitrary (positive, 
integer) value of 0, the fixed lag smoother takes the form of Fig. 2. 
z(k) ~[ -  I~K (k+l,l,k) ~+ (k+l , I ) -  x (klz k) 
FIc. 1. Filter structure for systems with no t ime delays. 
- -q  K(.÷, 2..) 1 ÷( 
~(k+l,l) 
~,(k,n 
~(k+l,2) 
~(k,21 ~(k+l,3) 
Fic. 2. 
I~. (k,3) 
i 
~(k,e-I) 
Jl K(k+l,e,k) ] ~ .  ~.(,.~,e) 
~(k,e) 
Fixed-lag smoother structure for systems with no time delays. 
Since the only feedback in the structure is that corresponding to the fikered 
estimate, the overall system is indeed stable. It should be observed that 
fixed-lag smoothed estimates for the values of lag equal to 1, 2, 3 , . ,  0 are 
also available as a by product. 
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For systems with time delays in the message and/or the observation models, 
it becomes difficult to sketch the structure of the filter. There is a good reason 
to believe, however, that the corresponding algorithms will be stable provided 
the original message model is. 
5. AN APPLICATION OF THE RESULTS 
In many practical applications, the observed signal may consist of the sum 
of several delayed signals transmitted over a combination of different paths. 
Such a situation may exist for example with multipath propagation of a radio 
signal due to reflection at different ionospheric heights (Schwartz et al., 1966) 
or in satellite communication problems. In the following, the results of 
Section 3 are used to obtain a minimum variance smoothed estimate of the 
signal in such situations. 
It  is assumed, then, that the observed signal is the sum of signals with 
different delays, arriving over different propagation paths, and is corrupted 
by white Gaussian additive noise. It  is further assumed that the characteristics 
of each path are completely known. Let hi denote the delay associated with 
the ith propagation path; i = 0, 1, 2 ..... L - -  1, and be ordered as in Eq. (la). 
Then the signal process x(k) can be propagated over one of 2 L --  1 possible 
combination of paths or may not be received at all. Let the received signal 
under a given combination of paths, a, be given as 
L--1 
z(k) = ~ Hi~(k ) x(k -- hi) + v(k), (47) 
i=O 
where the description of the various foregoing quantities is the same as in 
Section 2. In this formulation, Hj~(k) = 0 if the jth path is not active under 
the particular combination. The signal process is assumed to evolve according 
to Eq. (2). A sequential minimum variance smoothed estimate of the signal 
is desired based on the measurement sequence Z~_ 1 = {Zo, z 1 ..... Zk_l}. 
The problem may be posed as a combined decision-estimation problem 
by defining the following 2 L mutually exclusive hypotheses: 
Ho: z(k) = ~(k) 
L--1 
Ha: z(k) = ~ Hi~(k) x(k -- h,) + v(k), ~ = 1, 2 ..... 2 L - -  1. (48) 
i=O 
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It is easy to show that the required estimate ~(k, 0) is given by the following 
relation (Hancock, 1966) 
where 
[ N ] 
1 m~(k -- O) + Z k(k, 0 [ H~) h~(k) , (49) ~(k, o) - Xj~o ~j(k) ~=1 
A~(k) : P(H~ I Zk_x) 
P(Ho [ Zk_l) ' 
c~=0,1  .... ,N=2 L -  1, 
which is described by 
where 
and 
A~(k) = a~(k -  1 ) ;~(k -  1), 
/~a(k - -  1) = P(z/~-I I Zk-2 _~ H~) 
P(Zt~-I ] Zre-z, ao)  
m~(k -- O) = E[x(k -- 0)]. 
(50) 
(51) 
A knowledge of the a priori probabilities of H~ is assumed so that A~(0) is 
known for a = 0, 1,..., M. 
The optimal estimate &(k, 0) requires the estimate ~(k, 01H~) , which may 
now be obtained using the algorithms developed in Section 3. It only remains 
to set up an expression for the likelihood ratio F~(k) in Eq. (51). This is 
given as (Schwartz, 1966) 
F~,(k) = [ det R(k) ]1/2 1 r(k) -- E xr( k, hi [H~) 
det R~(k) " exp -- ~ i=0 
• HL(k R,~-l(k) (k) -- y H~(k) ~(k, h, I H~ 
i=O 
--zT(k) R-~(k)z(k)] f. (52) 
The structure of the desired filter is now complete and is depicted in 
Fig. 3. 
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F,,,or, t rock-0, 
vi,er z \, ] 
a(k'O[H2) I 
; l "  , r i ~  "(~¢k,s~ 
q= I 
! 
Fie. 3. Scheme for estimation. 
Comment. The problem with unknown time delays can also be formulated 
in the same way provided that the unknown delays take on a discrete set of 
values. As an example, suppose that the received signal is of the form 
z(k) = H(k) x(k -- h) + v(k), (53) 
with h being unknown. If the range of variation of h is quanfized into distinct 
integer values h~, ~ --~ 1, 2 . . .  N, then the problem can again be treated 
as a joint detection-estimation problem with the hypotheses being 
H0: z(k) = v(k), (54) 
H~,: z(k) -~ H(k) x(k - -  h~) + v(k), ~ -~ 1, 2 , . ,  N .  
However, if the numerical value of N is large (i.e., for very large range of 
variation of h) then it will be desirable to use some form of optimal (or 
suboptimal) identification scheme in conjunction with the algorithm s 
presented here. 
6. EXAMPLE 
Consider a scalar model described by 
x(k+ 1) =O.lx(k)+O.lx(k-- 1)+w(k),  
643]22[5-6 
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where w(k) is zero mean white Gaussian noise with covariance Q(k) = 0.5. 
Let the received signal be one of the following 
Ho: z(k) = v(k), 
Hi: z(k) = 2.0x(k) + 2.0x(k --  1) + v(k), 
H~: z(k) = 2.0x(k - -  1) + v(k), 
where v(k) is zero mean Gaussian white noise which is independent of x(0) 
and w(k) and has a variance R(k) ~ O. 1. 
0.10 
0.05 
1.5 
1.0 
0.5 
-0.5 
-I 0 
~(k,2lH 2} 
Averoge Squore Error {Actuol) 
5 I0 15 20 25 30 
k~ 
,'ix(k-2) 
30 
FIG. 4. State and its estimate and the averaged squared error. 
The filter structure developed in this paper was simulated on a Univac 1108 
computer. It was required to compute ~(k, 2) recursively when it was assumed 
that the true hypothesis during the observation i terval was H~. The assigned 
a priori probabilities were P (Ho)~0.1 ,  P(H1)~-0.8 and P(H~)-~0.1. 
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The following initial conditions were used: 
Hi:  P(0, 0, 0) = P(0, 1, 0) = P(0, 1, 1) = 1.0, 
H2: P(0, 0, 0) = P(0, 1, 0) = P(0, 1, 1) = 1.0, 
x(0) ~ 0.0; x(1) = 1.0; m~,(0) -- 0.0; m,(1) ~ 1.0, 
~(0, 0 [H1) = 0.0; &(0, 1 I H1) = 1.0; W(0) = 0.0, 
k(0, 0 IH , )  = 0.2; ~(0, 1 I H,) = 1.0; v2(0) -= 0.0. 
Actual average squared error was computed over an ensemble of 50 runs 
for each stage k. The state and its estimate for a single run and the average 
square error are depicted in Fig. 4. 
7. CONCLUSIONS 
A sequential scheme for obtaining fixed-lag smoothed estimates for linear 
systems with multiple time-delays has been developed in this paper. The 
results are specialized to obtain stable fixed-lag smoothing and the usual 
filtering results for systems with no time delays. An application of the algo- 
rithms has been discussed for the case where the received signal arrives over 
different propagation path (e.g., in multipath propagation problems). This 
application has been illustrated through an example. 
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