In this paper, we built a localized regression model to estimate the miles per gallon (MPG) characteristic for equipment engines based on a serious physical features of this engine. First, we statistically viewed these parameters to build up a basic understanding of the data we collected. Then, with the belief that engines with similar characteristics will perform similarly, we proposed a novel localized model with a novel optimal function based EM algorithm and a novel self-adjusted optimal clustering algorithm to estimate MPG based on the other fully studied engines with similar physical features.
Introduction
Engine is always one of the most important modules of an equipment since it gives the power for this equipment to move. As society develops, industry and military build all kinds of engines for many different areas. For different applications, the standards of these engines vary dramatically, so as one of the most important feature of an engine: miles per gallon (MPG). [1] MPG, as the indicator of the fuel economy [2] of engine industry, it reflects the relationship of between the distance traveled and the amount of fuel it burns. Therefore, it is a very important parameter for the industry of engines. When a manufacturer builds up an engine, often they are responsible for testing the MPG of this engine. However, this test could consume time and energy. More importantly, if the MPG does not reach a level they expect, this built-up engine could be a waste of materials and time. Therefore, we believe that it could be very convenient that we can infer the MPG even before the engines are built.
In this paper, we are proposing a system that can predict the MPG of one engine even when this engine is in the design process and only a few parameters are known. With the state of art technology of machine learning and statistical methods of understanding data, we found some relationship between the physical parameters and the MPG of this engine.
First, we perform some statistical methods to understand distributions of the data and then, with the understanding of these data, we found that if we infer a relationship from those physical parameters and MPG, it could easily result in overfitting, and it could be a very complex model. As a result, we decided to automatically segment the data into different areas and then build models for each area. Also, our localized method is intuitively built on the assumption that there are differences in behaviors for engines in different applications. For example, the engine of a small car must be different from the engine of an equipment, so the relationship between physical parameters and MPG could also be different. In order to solve this problem, we proposed a distance based novel EM clustering algorithm and a self-adjusted number of clustering selection strategy, as well as regression model based on infinite kernel. This paper is showed as following. In the next section, we will talk about our data and its statistical features. Then we will talk about our methodology. After that, we will show our results compared with a traditional regression model. Then the conclusion of this paper is drawn in the last section, with some interesting aspects that we will consider in the future.
Introduction of Data
In this section, we will introduce the statistical analysis of our data [3, 4] , including the distribution of each feature and the relation of each feature with the MPG label. Our data is sampled from real world equipment engines; there are seven features and one label.
Dataset There are totally 392 instances in our data set, each instance has seven features and one numerical label. Our task is to estimate the numerical label as accurate as possible based on the seven features. The features are 1) the number of cylinders, 2) electric displacement, 3) horsepower, 4) weight, 5) acceleration, 6) model year. Details are listed in Table. 1 Besides some statistical characteristics shown in the table, we also plot the histogram of each feature and the predicting label, as in Figure 1 . We can get a clearer understanding of these features from Figure 1 . We also scatter the points to see how these features are correlated with features. In Figure 2 , we can see the distribution of each features and its relation with the label.
As shown in Figure 2 , some features are distributed like a distribution of two-dimensional Gaussian, like acceleration while the most of the other features show a negative correlation with the labels. The model year shows a positive correlation with our feature, which is consistent with our common understanding that the later an engine is built, the better its performance.
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This distribution of data give us some intuition that the predicted could be done by a simple solution of linear combination of all these features. However, in the later section we will show the advantage of our methods over simple regression model. 
Methodology
In this section, we will talk our self-adjusted segmented regression model. We will first talk about how to segment our data automatically to build localized models and then, we will talk about our regression methods.
Self-adjusted segmenting method
Our solution is based on an intuitive thinking that the efficiency of an engine is only similar with the efficiency of other engines with similar physical characters. We believe that a general model across all the engines and predict MPG with much information from other engines may not behave well since there is a trade off between the information of every engine and the noises every other engine could generate [5] . The main contribution of our self-adjusted segmenting model is that we considered the balance of information and noise and to maximize the efficiency of our segmenting, so that we can build better regression model with our method in the second part of our method.
When we only have the data set, the most straightforward method to cut the data set into different segments is clustering. K-means clustering [6] or hierarchical clustering [7] play important roles in putting data into different boxes. However, the flaws of these clustering methods are also very apparent. K-means clustering requires K as prior knowledge of clustering which we do not know. Enumerating all possible Ks for higher accuracy may easily result in overfit. Hierarchical clustering does not require prior K because it cluster every instance at the very end, however, it requires too much computation power and a similar problem will be raised when we need to consider the methodology to judge if two subsets can be merged to a super set. Therefore, in our method, we didn't consider these two clustering. Another clustering algorithm is EM clustering [8, 9] . EM clustering believe there is a hidden model to govern the distribution (usually Gaussian distribution) of the data sets.
However, the disadvantages of this algorithm are also obvious. The first one is that the features do not show a Gaussian distribution as we showed in Figure 1 . Moreover, we cannot draw a solid conclusion of the distribution of our data based on the observation of histograms. Secondly, the problem of K-means still exist, we do not have the prior knowledge of the number of clusters.
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We first address the first problem. Our solution cannot directly solve this problem because as we showed that determining the distribution cannot be done. However, we bypass this problem by assuming a distribution without maximizing it. More specifically, our target function is not a likelihood function of the data and model given parameters, but a distance function of inter-cluster distance over intra-cluster distance. With the belief that a most promising clustering result will give a result that maximizes the inter-cluster distance, the modified EM algorithm we proposed iteratively searching for the parameters maximize this distance. In order to avoid the extreme situation, we also add the constraint of intra-cluster distance. Our algorithm is showed in detail as following:
E-step:
First, what we want to measure is the expectation of our data given parameters, here, we set total parameters, where n is the number of data. Each parameter gives a prior probability that data point belongs to cluster i, in the t round. The equation is showed as following:
(1) Then, as we want to measure the inter-distance, we believe that this data point with label i will maximize the function with inter-cluster distance over intra-distance, as following: (2) in which, stands for the data point m that is in the cluster i. is an identity function. M-step: Now, with the expectation, we can move to maximization step with the following equation,
Different from traditional EM, we have to update the parameter Kn times. Now, we focus on the second problem, how to select the optimal K based on training data. There are several existing methods regarding the change of inter-cluster distances, also known as residue error of clustering. A common solution is to search for the "elbow" point of the curve of the function of inter-cluster distance and K. However, this method does not work very well for our clustering method since that we intentional maximize this distance.
In our method, we consider three different metrics and aggregate the influence of them. In order to lower the bias of our clustering result, we run our clustering algorithm for each K 100 times and calculate the mode of inter-variance and intra-variance. Thus, we exclusively consider the result that appear the most times in the 100 run. We will evaluate the score of a K with the following equation: (4) where is the intra-variance when K=k and is the intre-variance when K=k. We consider the ratio of inter-cluster distance and intra-cluster distance with ratio K so that we can compare directly with different choices of K with this score. However, if for certain K, each of the clustering result only appears once, which means there are totally 100 different clustering results, so no Mode can be voted, this clustering is not considered as a valid one and will be assigned a negative score.
Regression Model
After the clustering, we can start to build regression models [10] for each clustered data. In order to deal with the fact of lacking features, kernel tricks are implemented. We use infinite kernel [11] for the regression model.
Prediction When a new instance comes, our algorithm first assigns it to a certain category and then predict the label with regression model. KNN classification is used to assign an instance to a category with Euclidean distance function. The equation for predict a new instance x is showed here:
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Mechatronics Engineering, Computing and Information Technology (5) where stands for the i th data point and it is clustered in the c th cluster. c is selected with the KNN clustering.
One thing to clarify is that the K here is totally unrelated with the K we got from clustering.
Eager Learning V.S. Lazy Learning
As a further explanation of our work, it is difficult to categorize our learning algorithm as either eager learning or lazy learning [12] . Eager learning is a group of machine learning algorithms that generalizes training sets during the training process while lazy learning is a group of machine learning algorithms that generalizes training sets only after the a prediction is queried. In our algorithm, we generalize the parameters when we train the regression model but all the training instances are still held since the first step of prediction is based on lazy learning.
Evaluation and Experiment
In this section, we will first talk about the evaluation methods we applied and then we showed our experiment results.
Evaluation
We evaluated with Root Mean Squared Logarithmic Error ("RMSLE") to measure the accuracy of our regression model, the equation is showed as following: (6) Where:
• ϵ is the RMSLE value (score) • n is the total number of reviews in the data set • is the predicted number of useful votes for data instance i • is the actual number of useful votes for review i We use the logarithm of the number of values so that error scales properly with the magnitude of values. An absolute error of one value is much more significant to a MPG of 20 than it is to a MPG of 100.
Experiment
We tested our data with our method, in order to show the comparison, we showed our experiment comparing with traditional regression model. In addition, we showed our result with a number of different clustering methods, including traditional K-means clustering, EM clustering and our proposed self-adjusted EM clustering. The results are showed as following: Figure 3 Experiment result of regression model based on different clustering algorithms, y is RMSLE and x is K Figure 3 shows the result, as we can see that, by comparing with K=1, which is the leftmost line, we can clearly see that the segmented regression model works very well. Then, by comparing the three columns for each K, we can see that our algorithm generally works the best. The star on K=4
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indicates that this is the number of clusters that our algorithm automatically searched out. We can see a quadratic shape of curve for these result while the lowest point is K=4. However, for K=7 and even bigger K, we can see the error drops down again. However, there is only one clustering result for each 100 run of clustering, we believe the result cannot be generalized very well.
Conclusion & Future Work
In this paper, we are aimed to predict the MPG of an engine based on a two-part algorithm. We proposed this algorithm as a solution to predict how an engine will perform before we actually build it. We believe that our methods will help to reduce the spending on design and build engines.
Our algorithm first trains a model with some information about engines with two part of an algorithm. The first part is to split the entire data sets into some separate data sets because we believe that data with too much distance always from a certain point may introduce too much noise for our model. The second part is to build regression model on our data set. Then we tested our algorithm with some real world engine data and we get a promising result for our algorithm.
In future, we will focus on improving the second part of our algorithm; we will focus on build regression model with lower MSE with fewer data instances, so that we can segment our data set into even smaller chunks and improve the general accuracy.
