Abstract-This paper presents a novel approach for videobased person re-identification using multiple convolutional neural networks (CNNs). Unlike the previous work, we intend to extract a compact yet discriminative appearance representation from several frames rather than the whole sequence. Specifically, given a video, the representative frames are selected based on the walking profile of consecutive frames. A multiple CNN architecture incorporated with feature pooling is proposed to learn and compile the features of the selected representative frames into a compact description about the pedestrian for identification. Experiments are conducted on benchmark data sets to demonstrate the superiority of the proposed method over existing person re-identification approaches.
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I. INTRODUCTION
P ERSON re-identification (re-id) has been widespread concerned recently, as this issue underpins various critical applications such as video surveillance, pedestrian tracking and searching. Given a target person appearing in a surveillance camera, a re-id system generally aims to identify it in the other cameras through the whole camera-network, i.e., determining whether instances captured by different cameras belong to the same person. However, due to the influence of cluttered background, occlusions and viewpoint variations across camera views, this task is quite challenging. A re-id system may have an image or a video as input for feature extraction. Since only limited information can be exploited from a single image, it is difficult to overcome the occlusion, camera-view and pose variation problems and to capture the varying appearance of a pedestrian performing different action primitives. Thus it is better to deal with the video-based re-id problem, as videos inherently contain more temporal information of the moving person than an independent image, not to mention in many practical applications the input are videos to begin with. Besides, video is a sequence of images, so spatial and temporal cues are more abundant in a video than in a image, which can facilitate extracting more features. In spite of the rich space-time information provided by a video sequence [43] , more challenges come along. So far, only a few video-based methods have been presented [29] , [36] , [49] , [52] , [56] , [63] , [69] . Most of them focus on investigating the temporal information related to person's motion, such as their gait, and perhaps even the patterns of how their bodies and clothes move. Although such movement is one type of behavioral biometrics, it is unfortunate that a large number of persons share similarity in walking manners and related behavior [58] , [65] . Moreover, since gait is considered a biometric that is not affected by the appearance of a person, most approaches tried to exploit it by working with silhouettes, which are difficult to extract, especially from surveillance data with cluttered background and occlusions [29] . Besides, time-series analysis usually requires extracting information at different timescales [36] . In the person re-id problem, gait information often exists in short time, thus the information provided by movement descriptors is limited. In some cases, it is even harder to distinguish the video representations of different identities than the still-image appearance [58] .
Unlike previous work, in this paper we intend to extract a compact appearance representation from several representative frames rather than the whole frames for video-based re-id. Compared to the temporal-based methods, the proposed appearance model works more similarly to human visual system. Because the visual perception studies on appearance (e.g., color, texture) and motion stimuli have shown that the pattern detection thresholds are much lower than the motion detection thresholds [12] , [27] , [44] . Hence, human performs better at identifying the appearance of human body or belongings than the manners of how a person walks. In most cases, people can be distinguished more easily from appearance such as clothes and bags on their shoulders than from gait and pose which are generally similar among different persons [38] , as shown in Fig. 1 . So, videos are highly redundant and it is unnecessary to incorporate all frames for person re-id. Our study shows that several typical frames with appropriate feature extraction can offer competitive or even better identification performance. More specifically, given a walking sequence, we first split it into a couple of segments corresponding to different action primitives of a walking cycle. The most representative frames are selected from a walking cycle by exploiting the local maxima and minima of the Flow Energy Profile (FEP) signal [52] . For each frame, we propose a CNN to learn feature based on person's joint appearance information. Since different frames may have different discriminative features for recognition, by introducing an appearance-pooling layer, the salient appearance features of multiple frames are preserved to form a discriminative feature descriptor for the whole video sequence. The central point of our algorithm lies in the exploration of the key appearance information of a video, contrary to the conventional methods like [36] and [29] , which highly rely on accurate temporal information.
II. RELATED WORK
Person re-identification has been a hot topic in the computer vision community for years [2] , [4] , [7] , [17] , [19] , [48] , [54] , [57] , [62] , [64] , [68] .
A. Image-Based Re-Id
Most efforts were made to perform re-id by taking images as input. For example, Lu et al. [30] investigated the recognition of human identity and gender from gait sequences with arbitrary walking directions. In [35] , Matsukawa et al. proposed a hierarchical Gaussian feature to describe color and texture cues, which model each region by multiple Gaussian distributions. Cho and Yoon [11] proposed to estimate pedestrian poses and match the frames with the same pose with higher confidence. To detect and remove the visual ambiguities in person re-id, Garcia et al. [14] introduced an unsupervised post-ranking framework to analyze the appearance of the first rank.
Moreover, in [55] , Xiong et al. proposed the regularized PCCA [37] and kernel LFDA [40] to strengthen the performance of distance metric learning during person identification. By addressing the re-id process as a retrieval task [67] , some methods [15] , [34] , [66] relied on re-ranking to improve the retrieval accuracy.
In general, the key of person re-identification is to generate discriminative signatures for pedestrian representation across different cameras. The most frequently used low-level features are color, texture, gradient [60] , and the combination of them [3] , [22] , [28] , [32] , [42] , extracted either from the whole body area or from the regions of interest. Another popular way of synthesizing feature descriptors is through deep learning [5] , [8] , [24] , [39] , [50] , [59] , [61] , which has shown great potential in various tasks of computer vision, such as object detection, image classification, face and pose recognition. In these areas, deep neural networks have largely replaced traditional computer vision pipelines based on handcrafted features [23] , [36] , [41] , [46] , [67] . As for the task of image-based person re-id, different CNNs have been used for learning a joint representation of images and similarity between image pairs or triplets directly from the pixels of the input images [9] , [13] , [25] , [53] . Varior et al. [51] also incorporate LSTM modules into a siamese network. By processing image parts sequentially, the spatial connections can be memorized better to enhance the discriminative ability of the deep features. To learn the features at both low-level and high-level and thus improves the re-ID performance, Shen et al. [45] proposed a deep Siamese architecture based on convolutional neural network (CNN) and multi-level similarity perception.
B. Video-Based Re-Id
Recently, the attention is moving to the video-based reid problem and most efforts were spent on exploiting the temporal cues for the pedestrian modeling. Specifically, Wang et al. [52] employed the HOG3D [20] as descriptor for action and activity recognition. Liu et al. [29] developed a spatiotemporal alignment of video segments by tracking the gait information of pedestrians. Zheng et al. [65] attempted to extract the motion by exploiting the HOD3G [20] feature and the Gait Energy Image (GEI) [16] feature. Some efforts even were spent on using hybrid tools such as RNN + optical flow [36] for temporal information extraction. However, as aforementioned, the temporal cues such as gait and motion are often unreliable from a walking sequence which is often short and of low quality in practical surveillance videos.
As an alternative, the proposed method is more like an image-based re-id algorithm. Following the human visual system, this work intends to solve the video re-id problem by pooling the distinctive features from several representative frames. To select the representative frames automatically, we do need some temporal cues to extract the walking cycle. Compared to the conventional temporal methods like optical flow, it is much simpler and does not need to be very accurate. As shown in Fig. 3 , a rough approximate about the motion profile of consecutive frames is good enough. This could be also regarded as an implicit and more efficient way of using the temporal information, which may relieve the burdens of accurate motion or gait extraction in video re-id.
Besides, compared to the attention-based method like [62] , the proposed frame/feature selection seems simpler. This is mainly based on the consideration of lack of training samples in video-based re-id tasks. The sizes of the current video datasets are very limited compared to those of the other vision tasks. For examples, iLIDS-VID contains 300 sampled persons, while PRID 2011 have 200 persons. Even for MARS, it only has 1261 persons for training and testing. Besides, for the walking sequence of each pedestrian, the length is also very limited. The average length of each sequence is normally below 100 frames. The above issues motivate us to seek a simpler solution for frame selection and feature extraction. A network with less complexity is preferred to help avoid over-fitting. In this work, the frames are selected based on the local maxima and minima of the Flow Energy Profile (FEP) signal, which is a separate process and does not need training. This will also make it easier to train a deep network with limited data. Attention models like [62] may perform better on MARS. However, these models normally have high computational complexity, and need large amounts of data for training. Hence, for the small-sized datasets such as iLIDS-VID, PRID 2011 and SDU-VID, attention model did not express superiority as shown in Table III. III. PROPOSED METHOD As illustrated in the Fig. 2 , our method proceeds in three steps: frame selection, feature pooling and identification. Given a video sequence, some representative frames are selected automatically based on the walking profile. Then each representative frame is processed by a CNN to extract reliable features. To compile all features into a compact yet informative description, a feature pooling layer is incorporated. Finally, we employ distance metric learning [10] for identification, which maximizes the distance between features of different people and minimizes the distance of features of the same people.
A. Representative Frame Extraction
To find the most representative frames, we first extract the Flow Energy Profile (FEP) [52] of each walking person, which is a one dimensional signal denoted by E that approximates the motion energy intensity profile of the consecutive frames in a video sequence. It can be observed that the motion of human legs exhibits regular periodicity during walking, which can be approximately estimated by the FEP signal. Hence, by exploiting the FEP curves, we can identify and select the most discriminative video fragments from each sequence for feature description of pedestrians.
Ideally, the local maximum of E corresponds to the postures when the person's two legs overlap, while at the local minimum the two legs are the farthest away. However, as shown in Fig. 3 , it can only provide a rough approximate about the walking cycle as the estimation of FEP is sensitive to the noisy background and occlusions. Inspired by [29] , the discrete Fourier transform is further employed to transform the FEP signal into the frequency domain, and the walking cycles can be better indicated by the dominant frequencies.
A full cycle of the walking action contains two consecutive sinusoid curves, one step from each leg. Since it is extremely difficult to distinguish between the two, each sinusoid curve of a single step is regarded as a walking cycle. Given a walking cycle, we can obtain the key frames corresponding to the different action primitives. As illustrated in Fig. 3 , the frames with the maximum FEP value and minimum FEP value are the best candidates for the representation of a walking cycle. The other frames can be sampled equally between the maximum and minimum of the cycle. The studies in Table I show that four frames sampled from one cycle give the best identification result. Adding more frames does not help, as most appearance information are already included.
B. CNN-Based Feature Extraction 1) Network Architecture:
The proposed network consists of five convolutional layers (Conv 1 , . . . , 5 ) followed by two fully connected layers (FC 6 , 7 ) and a softmax classification layer which is similar to the VGG-M network [6] . The detailed structures are given in Fig. 4 . The selected frames are first convolved with 96 different filters with the size of 7 × 7 at the first layer, using a stride of 2 in both vertical and horizontal directions. The results are then feed into a Batch Normalization (B N) layer, a rectified linear unit (ReLU ) and a max-pooling layer to yield 96 feature maps with the size of 30 × 14. The Batch Normalization layer is employed to accelerate the convergence and avoid manually tweaking the weights and bias [53] . Similar operations are repeated in the second to fifth convolutional layers. To aggregate the features from the extracted representative frames into a single compact descriptor, a feature pooling layer is introduced to the network, whose details can be found in the next section.
The parameters of network are initialized from the pretrained VGG-M model and then finetuned on the target training pedestrian sequence. At the training phase, the whole selected representative frames of each walking cycle are firstly rescaled to 128 × 64, and then fed into the CNNs along with their corresponding label to train the network. The cross-entropy is utilized as the loss function, and stochastic gradient descent is employed for optimization.
At the testing phase, the proposed network can be considered as a feature extractor using the CNN architectures. Specifically, each of the rescaled frame is first fed into the CNN to obtain its features with the convolutional layers. The learnt descriptors are then aggregated by a feature pooling layer and finally turns to be a 4096 dimensional representation at the fully connected layers. Note that, the features yielded at the FC 6 layer gave the best performance in experiments. So, the FC 7 and So f tmax layers are discarded after training.
2) Feature Pooling: In this section, we focus on aggregating the key information from different views into a single, compact feature descriptor. After feeding the representative frames, the proposed CNN architecture will yield multiple feature maps as shown in Fig. 4 . Simply averaging these features is a straightforward way, but often leads to inferior performance [47] . A feature pooling layer is added to the proposed CNNs. As shown in Table III , max pooling across the feature maps obtained from multiple CNNs produced the best re-id results.
Specifically, as illustrated in Fig. 5 , although CNN is able to capture information from each frame, the discriminative appearance features of a pedestrian may appear in any frame, i.e., the desired discriminative features are scattered among different frames. However, by using the element-wise maximum operation among the feature maps, the strongest features from different views can be integrated to form a informative description about the pedestrian. Theoretically, this pooling layer can be inserted anywhere of the proposed network, yet the experimental results show that it performs best to be placed between the last convolutional layer and the first fully connected layer.
It is noting that even similar local features are pooled in different regions, such features may differ much due to the variation of pose and occlusion, and thus are still valuable to describe the pedestrian (with different viewpoints). Hence, aggregating these features together will help yield a more complete representation about the pedestrian instead of producing feature redundancy. The studies and results in Section IV-B also proved that the strongest features from different views can be aggregated by max-pooling to form a discriminative description for re-id.
C. Distance Metric Learning
After feature extraction and pooling, to compare the final representation, we learn a metric on the training set using distance metric learning approaches. Specifically, for each pedestrian representation x with n x feature vectors (x i ) from the query set and representation y with n y feature vectors (y j ) from the gallery set, the minimum distance of all the feature pairs (x i , y j ) is adopted as the distance d between them as follows:
An alternative is using the average of the minimum distance as the distance measurement between each feature pair as below:
Empirically, it is found that the latter measurement gives better performance. Besides, PCA is first performed to reduce the dimension of the original representation before distance metric learning and we choose the same reduced dimension as 100 in all of our experiments. More analysis and discussion about distance learning and dimension reduction can be found in Section IV-C.
It is worth noting that the video of each pedestrian is split into multiple walking cycles (i.e., tracklets) in this work, and one feature descriptor is produced for each walking cycle. Hence, there are multiple descriptors for each person captured by a single camera. The distance of each two sets of descriptors is regarded as the difference between two persons. To extend metric learning for set-to-set distances, we randomly select pairs from the training samples and assign labels according to the distance of two descriptors. At the testing phase, the minimum or average set-to-set distance is calculated for person identification as shown in Table VI .
IV. EXPERIMENTAL RESULTS
In this section, we conducted our experiments on several benchmark video re-identification datasets and made comparison between the proposed method and state-of-the-art approaches.
A. Datasets and Settings
Experiments were conducted on three person re-id datasets: iLIDS-VID dataset [52] , PRID 2011 dataset [18] and SDU-VID dataset [29] . The iLIDS-VID dataset contains 600 image sequences for 300 randomly sampled persons, with an average length of 73. This dataset was captured by two nonoverlapping cameras in an airport hall under a multi-camera CCTV network. Subject to quite large illumination changes, occlusions, and viewpoints variations across camera views, this dataset is more challenging. The PRID 2011 dataset includes 400 images sequences for 200 persons, captured by two nonoverlapping cameras, and the average length of each sequence is 100. This dataset was captured in uncrowded outdoor scenes with relatively simple and clean background. The SDU-VID dataset [29] contains 600 image sequences for 300 persons captured by two non-overlapping cameras. There are more image frames in each video sequence, and the average length is 130. This is also a challenging dataset due to the cluttered background, occlusions and viewpoint variations.
In our experiments, all datasets are randomly divided into training set and testing set by half, with no overlap between them. During testing, we consider the sequences from the first camera as the query set while the other one as the gallery set. For each walking cycle extracted from the video sequences, four representative frames are selected automatically as the inputs to four independent CNNs, which finally output a 4096-D descriptor for the whole walking cycle. Since different video sequences may contain different numbers of walking cycles, for each sequences we may extract a different number of feature descriptors. We use all of them as query or gallery descriptors and learn a metric to determine the distance between two sets of descriptors extracted from two sequences. The widely used Cumulative Matching Characteristics (CMC) curve is employed for quantitative measurement. All tests will be repeated 10 times and the average rates is reported to ensure statistically reliable evaluation. Fig. 6 . Effect of the number of frames sampled in a walking cycle for re-id.
B. Results of Feature Learning 1) Representative Frames Extraction:
As described in Section III-A, frames are sampled as the representative ones from each walking cycle for feature learning. To study the influence of number of frames to re-id, experiments were carried out respectively with different number of frames (1 to 10 frames) sampled at equal intervals within each walking cycle. Note that the parameters of the CNNs are shared across all frames, which means the descriptions of all frames are generated by the same feature-extraction network.
The results are given in Fig. 6 and Table I . Roughly speaking, the performance of using different number of sampled frames is comparable, which demonstrates that it is unnecessary to use all frames for video re-id for the proposed algorithm which does not rely on temporal information. For all datasets, four-frame sampling is the best choice and produced the best results. This is because the four frames are sampled at the maximum, minimum and middle of them in a cycle, and thus contains all distinctive walking poses as illustrated in Fig. 3 . In most cases, one or two frames gives poor results as it is too short to offer sufficient information. It is interesting to see that adding more frames does not help, because the information for identification is already redundant and more outliers may be incurred in feature learning.
To further validate the effectiveness of representative frames, experiments were conducted to compare the proposed frame sampling method to other baseline sampling methods as shown in Table II . Apparently, sampling the frames randomly or equally is worse than the proposed sampling strategy in terms of re-id accuracy, as our selected frames are more representative and contain more discriminative information for description and identification. It also shows superiority over that of using all frames, which demonstrates the observation again that there is no need to extract features from all frames in video re-id.
2) Feature Pooling Settings: In this work, each sampled frame of the walking cycles is fed into the proposed network for feature extraction separately and aggregated at the feature pooling layer as shown in Fig. 4 . Hence, feature pooling layer has an important impact on the feature aggregation as well as the final identification. As mentioned in Section III-B.2, there are mainly two kinds of pooling strategies, max-pooling and average-pooling.
As shown in the Table III , experiments were carried out to test the performance of max-pooling and average-pooling for the proposed network. The performance of using the features of the first frame (i.e., without pooling) is also provided as baseline for comparison. Apparently, accumulating features from multiple frames via pooling provides gains for re-id. Also, max-pooling shows superiority over average-pooling. This is unsurprising because average-pooling is usually employed in the cases within which all the input frames are considered equally important, while max-pooling cares more about the strongest (distinctive) information of each frame.
Experiments were also conducted to compare the leveraged max-pooling with other feature aggregation methods, such as the attention model proposed in [69] and RNNbased model proposed in [36] . It is worth noting that the experimental results of Table III are all based on the same backbone for fair comparison. Specifically, VGG-M is adopted for all methods to compare the performance of different feature aggregation strategies. As shown in Table III , maxpooling shows superiority over the other methods. The reasons are as follows: 1) the attention model [69] and RNN [36] II   COMPARISON TO DIFFERENT FRAME SELECTION METHODS   TABLE III  PERFORMANCE WITH DIFFERENT FEATURE AGGREGATION STRATEGIES   TABLE IV   PERFORMANCE OF FEATURE DESCRIPTION WITH DIFFERENT LAYERS   TABLE V PERFORMANCE WITH DIFFERENT BACKBONE NETWORKS normally have high computational complexity and are more sensitive to over-fitting when dealing with small-sized datasets; 2) They rely more on the temporal information and are more applicable to the consecutive inputs with long sequence length, while herein only four selected frames (nonconsecutive and with large time interval) were feed into the network.
Moreover, we have also considered different locations to place the feature pooling layer in the proposed network. The performance does not change much when pooling is set at the layer after Conv 5 , however decreases evidently among the first few layers before Conv 5 . Generally, we observed that pooling between Conv 5 and FC 6 works slightly better, and thus was used for all experiments.
The visualization about the pooling process is given the Fig. 7 . For each mask, the pixels selected by the pooling layer are set to 1, otherwise set to 0. When feeding in four frames, we can obtain four masks to show which areas of the person's image the pooled features focus on. Since the size of the masks in Conv 5 is 14x6, while the input frames have the size of 128x64, the results can only offer a rough illustration by upsampling the masks to the same size as the input images. However, it still can be observed that each frame have some distinctive appearance selected by the pooling layer, i.e., face, clothes and bags, which may form a single compact but discriminative description about a pedestrian.
3) Description Layer Evaluation: Table IV shows the re-id results with different layers for feature description after feature pooling. Roughly, the former layers performs better than the latter layers, and FC 6 yields the highest accuracy in most cases. This is probably because the features extracted from the last several layers become more distinctive for pedestrian classification during the CNN training process and are no longer suitable for the re-id task especially when the tested samples do not appear in the training set. Besides, as illustrated before, the ReLU layer is also considered as it serves as the neuron activation function after each FC layer. However, there only exist slight difference between each FC layer and its corresponding ReLU layer. Hence, the FC 6 layer is used for the feature description in this work.
4) Comparation on Backbone Networks:
As shown in Table V , experiments were conducted to compare the performance of different backbone networks, including Caffenet, VGG-19, Resnet-50 and VGG-M. It is observed that VGG-M performs better than the others in the small-sized datasets, while Resnet-50 performs the best on MARS. This is probably because Resnet-50 is deeper and the learning capability is stronger than the other shallower networks. Hence, it is more applicable to large and sophisticated datasets. On the other hand, Resnet-50 is more sensitive to over-fitting, and thus may not express superiority when dealing with most existing datasets such as iLIDS-VID, PRID 2011, and SDU-VID, where training samples are limited. Besides, we also tested the proposed method with ResNet as the backbone network on MARS. Apparently, ResNet-50 performs better than the other backbone networks on MARS, which further demonstrates the effectiveness of the proposed methods based on complicated backbone network when dealing with sophisticated dataset.
5) Feature Map Visualization:
To validate the proposed appearance representation, we intend to visualize the learned intermediate features. Fig. 8 shows two examples, and each of them presents some feature maps produced by Conv 1 and Conv 2 . As expected, most representative features, including silhouettes and distinctive appearance like clothes and bags, can be captured by the proposed learning model. The feature pooling layer is capable of combining all representative features learned at different walking states (frames) into a joint representation for more effective person identification.
Besides, it is observed that the strongest features be preserved by max pooling are obtained mainly from the body of the pedestrian, which means that the background noise herein is constrained by fully training the whole feature extraction network. This could also be validated by [1] , within which Almazan et al. found that well trained representation network is able to capture information from discriminative regions, in a manner akin to an implicit attention mechanism, which could reduce the influence of background issues to some extent.
C. Results of Distance Learning 1) Metric Learning Evaluation:
In this experiment, we combine the proposed network with different supervised distance metric learning methods such as KISSME [21] , Local Fisher Discriminant Analysis (LFDA) [40] and Cross-view Quadratic Discriminant Analysis (XQDA) [26] . As shown in Table VI , among the three methods, KISSME performed the best in most cases and thus was chosen as the default method for distance metric learning.
2) Distance Measure Evaluation: Table VI also gives the testing of classifiers with different distance measures: minimum distance in Eq.(1) and average distance in Eq.(2). It is observed that, the classifier with average distance d avg performs better than the one with minimum distance measure d min , especially on the iLIDS-VID dataset. This is mainly because the average classifier is more resilient to noise caused by occlusion and light changing, which happens more frequently in the first dataset.
3) Dimension Reduction Evaluation: Appropriate dimension reduction not only help preserve discriminative information, but also help filter out the noises in features. The effect of dimension reduction using PCA is studied in Table VII . The optimal performance is obtained with the dimension reduced to 100 using PCA. This is probably because the reduced 50-dimensional features do not have enough information for pedestrian re-id, while the features larger than 100-dimension are redundant and may contain some noise.
D. Comparison to State-of-the-Art
In this section, we compare the performance of the proposed method to existing video-based re-id approaches as shown Table VIII . It can be observed that the proposed algorithm achieved state-of-the-art performance on the benchmark public datasets. For iLIDS-VID, our algorithm outperforms the second best one: RNN+OF [36] by 2.2%. For PRID 2011, our algorithm outperforms the second best one: VGG-M+XQDA [65] by 6%. For SDU-VID, only the results of STA [29] and RNN [36] are provided, and our method produced significant gains of 14.3%. It should be stressed that the above methods takes all the frames as input and the performance mostly rely on the motion features extracted using hybrid tools, e.g., RNN [36] , optical flow [31] , HOG3D [20] and GEI [16] . In contrast, our method yields better results by pooling the image features from only a few frames. This proved the superiority of the proposed compact appearance description which is more discriminative yet with less computational load.
E. Limitations and Discussions
Besides iLIDS-VID [52] , PRID 2011 [18] and SDU-VID [29] , a new dataset: MARS [65] was developed recently. However, the MARS dataset differs much from the other three datasets. First, the tracklet length is much smaller (mostly around 25 frames) than the others (normally 100+ frames). Second, the quality of the cropped pedestrian is poor, which can be seen from Fig. 9 . As pointed by the authors, quite a number of distractor tracklets were produced by false detection or tracking results. These issues pose great difficulty for our method to extract periodic walking cycle.
Since extracting the representative frame by walking cycle is intractable, in the experiments, we just randomly select four frames from MARS tracklets as the representative ones for feature learning. Without walking cycle, the selected frames may be redundant in viewpoint and pose, and not be the desired representative ones. So it is unsurprised that the reid performance may deteriorate, as the features were not derived from the âŁ˜bestâŁ™ views. The importance of frame selection is proved in Table I and Table II , where random selection is worse than the proposed walking cycle based selection.
Even without frame selection, the proposed method still produced the second best results as shown in Table IX. CNN+XQDA [65] outperformed ours, as it takes all frames and does not need to estimate the walking cycle. So it is less sensitive to the aforementioned issues, especially the short tracklet issue. However, in the other regular datasets, our method is better than CNN+XQDA as proved in Table VIII. V. CONCLUSIONS In this paper, we presented a novel video-based person re-id framework based on deep CNNs. Unlike the previous work focusing on extracting the motion cues, the efforts were spent on extracting compact but discriminative appearance feature from typical frames of a video sequence. The proposed appearance model was built with a deep CNN architecture incorporated with feature pooling. Extensive experimental results on benchmark datasets confirmed the superiority of the proposed appearance model for video-based re-id. 
