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Abstract
We prove that the rings of invariants of 2 × 2 matrices over an infinite field are Cohen–
Macaulay. This result generalizes the similar theorem of Mehta and Ramadas in odd char-
acteristics. Our approach is more elementary and it uses only some standard facts from the
theory of modules with good filtrations and the theory of determinantal rings.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction
This notice is to continue the investigation of rings of matrix invariants started in
[9]. Let us remind some definitions and notations. Denote by Mn,m = M(n,K)×
· · · ×M(n,K) the space of m-tuples of n× n matrices over an algebraically closed
field K. The general linear group GL(n,K) acts on Mn,m by simultaneous con-
jugation, i.e. g · (A1, . . . , Am) = (gA1g−1, . . . , gAmg−1), g ∈ GL(n,K),A1, . . . ,
Am ∈ M(n,K). Denote by Kn,m the coordinate ring of the affine variety Mn,m and
by Rn,m the invariant subring consisting of all polynomials f ∈ Kn,m such that
∀g ∈ GL(n,K), ∀X ∈ Mn,m : f (g ·X) = f (X).
If charK = 0 the algebra Rn,m is Cohen–Macaulay (briefly—CM) by the
Hochster–Roberts theorem [2] (or see Theorem 6.5.1 from [1]) but in the modular
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case it is not known in general except trivial cases n = 1 or m = 1. Moreover, since
GL(n,K) is not linear reductive (n  2), by a recent result of Kemper [3] it has
a linear representation such that the corresponding ring of invariants is not CM.
Nevertheless, not long ago Mehta and Ramadas have proved that both R2,m and
R3,m are CM when charK > 2 and charK > 3 respectively [4,5]. These results are
derived from more general theorem about F-regularity of a ring of invariants of a
reductive group provided the associated projective quotient is Frobenius split, the
twisting sheaves are CM, and a mild technical condition is met.
Our aim is to prove that R2,m is CM in all characteristics. Our proof is in need
of only some standard facts from the theory of modules with good filtrations [6] and
determinantal rings [1]. The same result was proved in [9] for the rings R2,m, m  4
in another way. To be precise, in the most interesting case m = 4 a CM presentation
of R2,4 was given in any characteristic. If charK = 0 then this presentation is known
due to [10,11] and it remains the same for charK > 2 but the case charK = 2 is
different from both previous ones.
For the first time this difference was noticed by Domokos and he corrected an
erroneous announcement in the abstract submitted by Kuzmin and Zubkov to the
Fourth International Algebraic Conference, Novosibirsk, 2000 under the title
“Cohen–Macaulay property of rings of matrix invariants”.
It is interesting to mark that not only CM presentations depend of characteris-
tic but minimal upper bound for degrees of generating invariants depends too (see
[9, Corollary 2.2]). On the other hand, some theorems known in characteristic zero
remain the same in modular case. For example, Le Bruyn–Teranishi [13] character-
ization those (n,m) for which Rn,m is a complete intersection. Their proof based
on some results from [14] concerning the étale local structure of the variety whose
coordinate ring is Rn,m. The restriction on the characteristic in these latter results
was removed recently in [15] (see Theorem 4.1 from [9]).
The proof of main result of this notice is organized as follows. We extract some
regular sequence in Kn,m consisting of invariants from R2,m which remains regular
in R2,m. Moreover, the factor of R2,m modulo the ideal generated by the elements
of this regular sequence is a subring of the ring K[Vm]SL(2,K), where V is a two-di-
mensional space regarded as a natural SL(2,K) module. It remains to notice that the
ring K[Vm]SL(2,K) is integral over this subring and there exists a Reynolds operator
for them (for definition see below or [1, p. 270]). In particular, using Theorem 6.4.5
from [1] we see that this subring is CM because of K[Vm]SL(2,K) is and therefore,
R2,m is CM too.
2. Definitions and auxiliary results
Let G be a reductive group. Fix some maximal torus of the group G, say T, and
a Borel subgroup B containing T. The group B has a semidirect decomposition B =
T U , where U  B is a maximal unipotent subgroup of the group B. A G-module V is
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said to be algebraic if any finite subset of V is contained in some finite-dimensional
G-submodule W of V. Besides, the restriction map g → g|W is a morphism of the
algebraic groups G → GL(W). From now on all G-modules are algebraic unless
otherwise stated.
Denote by X(T ) the group of characters of the torus T and by X(T )+ the subset
of X(T ) consisting of all dominant weights. If µ ∈ X(T )+ then denote by ∇(µ) the
induced module indG
B−Kµ, where B
− is the opposite Borel subgroup and Kµ is the
one-dimensionalB−-module with respect to the action (tu) · x = µ(t)x, t ∈ T , u ∈
U−, x ∈ Kµ.
Definition 2.1. A G-module V is called a module with good filtration (briefly—
module with GF) if there is some filtration with atmost countable number of
members
0 ⊆ V1 ⊆ V2 ⊆ · · · ,
∞⋃
i=1
Vi = V
such that Vi/Vi−1 ∼=∇(µi), µi ∈ X(T )+, i  1.
Let us list some standard properties of modules with GF (for detailed proofs see
[7]).
1. If
0 → V → W → S → 0
is a short exact sequence of G-modules with GF then the diagram of invariant
subspaces
0 → VG → WG → SG → 0
is exact too (use a long exact sequence of cohomology groups and refer to Pro-
position 1.2a(i) from [6]).
2. If W is a G-module with GF and V is its submodule with GF then the quotient
W/V is a G-module with GF too [8].
For example, let G = GL(n,K) and T (n) = {diag(t1, . . . , tn)|t1, . . . , tn ∈ K∗}
is the standard torus of G. We fix the Borel subgroup B(n) consisting of all up-
per triangular matrices. Any character λ ∈ X(T (n)) can be represented as a vector
(λ1, . . . , λn) with integer coordinates. By definition, λ(t) = tλ11 , . . . , tλnn , t ∈ T (n).
It is known that λ ∈ X(T (n))+ iff λ1  · · ·  λn. If λn  0 then (λ1, . . . , λn) is
called a partition and ∇(λ) is isomorphic to so-called Shur module Lλ˜(E(n)) [12],
where λ˜ is conjugated to λ and E(n) is a n-dimensional space regarded as a natural
GL(n,K)-module.
Definition 2.2. An algebra A is said to be algebraic G-algebra if there exists a ho-
momorphism G → Aut(A) inducing on A a G-module structure.
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For example, let X be an affine G-variety. Then its coordinate ring K[X] is an
algebraic G-algebra with respect to the induced action (g · f )(x) = f (g−1x), g ∈
G, f ∈ K[X], x ∈ X.
Definition 2.3 [6, p. 721]. The G-variety X is said to be good if G-module K[X]
with GF.
For example, any GL(n,K)-variety Mn,m is good [6]. In other words, the
GL(n,K)-module Kn,m with GF.
Proposition 2.1. Let R be an algebraic G-domain and a G-module with GF si-
multaneously. Let r1, . . . , rm ∈ RG such that all ideals Ik =∑1ik riR are prime
and pairwise distinct, 1  k  m. Then the ideal Ik is a G-module with GF and
IGk =
∑
1ik riR
G
.
Proof. We have a filtration of G-modules
0 = I0 ⊆ I1 ⊆ · · · ⊆ Ik−1 ⊆ Ik
with quotients Ij+1/Ij ∼= (R/Ij )r¯j+1 ∼=R/Ij , j = 0, 1, . . . , k − 1, since all R/Ij
are domains and all r¯j+1 = rj+1 + Ij /= 0 are G-invariants. Induction on k con-
cludes the proof of the first assertion. In particular, (R/Ik)G∼=RG/IGk and (Ik/Is)G∼=
IGk /I
G
s , 0  s  k  m.
Any IGk = Ik ∩ RG is a prime ideal of RG. We have IGk /IGk−1 ∼= (Ik/Ik−1)G =
(R/Ik−1)Gr¯k ∼=RG/IGk−1r¯k since R/Ik−1 is a domain. Again induction on k con-
cludes the proof of the second assertion.
Let R be a Noetherian graded domain and R = ⊕i0Ri its homogeneous de-
composition with R0 = K . Recall that a sequence of homogeneous elements R =
{r1, . . . , rm} is said to be regular if ri is not zero divisor modulo ideal∑1ji−1 Rrj ,
1  i  m. A regular sequence R is said to be a maximal one if there is not any
regular sequence R′ containing R as a proper subsequence. All maximal regular
sequences of R contain the same finite number of members, which is called a depth
of R. We have depthR  dimR, where dimR is the Krull dimension of R, because
of any regular sequence is a part of some system of parameters of R [1, Proposition
2.1.2(d) and Exercise 2.1.27(c)]. 
Definition 2.4 [1]. The algebra R is said to be Cohen–Macaulay if depthR = dimR.
Proposition 2.2. The following conditions are equivalent for R to be CM:
1. Some maximal regular sequence of R is a system of parameters.
2. Any maximal regular sequence of R is a system of parameters.
3. Let R = {r1, . . . , rn} is a system of parameters of R and A is a subalgebra of R
generated by R. Then R is a free A-module.
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Proof. It is obvious that the first two conditions are equivalent to CM property. The
third is due to Theorem 2.2.11 from [1]. 
Remark 2.1. For any regular sequence R = {r1, . . . , rm} ⊆ R+ = ⊕i>0Ri the al-
gebra R is CM iff R/I is CM, where I =∑1im Rri [1, Exercise 2.1.28].
3. Cohen–Macaulay property
Lemma 3.1. Let R = K2,m. Then the elements tr(X1), det(X1), . . . , tr(Xm),
det(Xm) satisfy all conditions of Proposition 2.1. In particular, these elements form
an initial fragment of a maximal regular sequence of the ring R2,m and R2,m is CM
iff (K2,m/I2m)GL2(k) is CM.
Proof. Notice that sl(2,K) and S = {X ∈ sl(2,K)| det(X) = 0} are irreducible sub-
varieties of M(2,K) and their defining ideals are generated by the elements tr(X)
and tr(X), det(X) respectively.
Indeed, this assertion is obvious for sl(2,K). As for S one has to check that it is
an irreducible subvariety of sl(2,K). We leave this easy exercise to the reader.
Let us enumerate our invariants as r1 = tr(X1), r2 = det(X1), . . . , r2m−1 =
tr(Xm), r2m = det(Xm).
If k = 2t + 1, 0  t  m− 1, then Ik is the defining ideal of the variety
S × · · · × S︸ ︷︷ ︸
t
× sl(2,K)×M(2,K)× · · · ×M(2,K)︸ ︷︷ ︸
m−t−1
In the case k = 2t, 1  t  m, Ik is the defining ideal of the variety
S × · · · × S︸ ︷︷ ︸
t
×M(2,K)× · · · ×M(2,K)︸ ︷︷ ︸
m−t
These varieties are irreducible as products of irreducible ones and pairwise dis-
tinct. In particular, the elements r1, . . . , r2m form a regular sequence in R2,m and it
remains to refer Remark 2.1. This concludes the proof. 
Theorem 3.1. R2,m is CM in all characteristics.
Proof. Let us define a surjective morphism of affine varieties φ : V = K2 → S by
v =
(
v1
v2
)
→
(−v1v2 v21−v22 v1v2
)
∈ S
It can easily be checked that this morphism is SL2(K)-equivariant one (see
Remark 3.1 below). In particular, we have an inclusion of SL2(K)-modules
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K[Sm] = K2,m/I2m → K[Vm] defined on the matrix coordinates by the rule x(i) →
y1(i)y2(i), x1(i) → y1(i)2, x2(i) → −y2(i)2, where
Xi =
(−x(i) x1(i)
x2(i) x(i)
)
, Yi =
(
y1(i)
y2(i)
)
, 1  i  m
are matrix and vector coordinates on the varieties Sm and Vm respectively.
Note that the algebra K[Vm] is Nm-graded by giving degree
(0, . . . , 1︸︷︷︸
i
, . . . , 0)
to ith vector coordinate Yi, 1  i  m. For any monomial u =∏
1im y1(i)
α(i)y2(i)β(i) denote by c(u) its Nm-degree, i.e. the vector
(α(1)+ β(1), . . . , α(m)+ β(m)).
It is not hard to prove that the image of K[Sm] in K[Vm] has a base (as a vec-
tor space) consisting of all monomials u =∏1im y1(i)α(i)y2(i)β(i) such that all
coordinates of their Nm-degrees are even numbers. Denote this image by L.
Let us define a linear map ρ : K[Vm] → L which takes any monomial u =∏
1im y1(i)
α(i)y2(i)β(i) to zero iff u ∈ L otherwise leave it as it is.
The map ρ is a Reynolds operator for the pair (K[Vm], L), i.e. it is a L-linear
map and ρ|L = idL [1]. Moreover, ρ is a SL2(K)-equivariant map. Indeed, ρ is a
linear map. Therefore, one has to prove only that ρ(uu′) = uρ(u′), where u, u′ are
two monomials and u ∈ L. But it is clear because of uu′ ∈ L iff u′ ∈ L.
By the same reason one has to check only that ρ(g · u) = g · ρ(u), where g ∈
SL2(K) and u is arbitrary monomial. It is not hard to prove that g · u is a sum
of monomials u′ (with coefficients from K) such that c(u′) = c(u) because of the
SL(2,K)-action preserves Nm-grading. In particular, if u ∈ L then g · u ∈ L and
ρ(g · u) = g · u = g · ρ(u) otherwise ρ(g · u) = 0 = g · ρ(u).
Using the previous remarks we see that ρ induces a Reynolds operator for the
pair (K[Vm]SL2(K), LSL2(K)). The algebra K[Vm] is integral over L because of the
square of any standard generator of K[Vm] lies in L. In particular, K[Vm]SL2(K) is
integral over LSL2(K). It is known that the algebra K[Vm]SL2(K) is CM [1, Theorem
7.3.1(a)]. Using Theorem 6.4.5 from [1] we see thatLSL2(K) is CM. Finally, referring
to Proposition 2.1 and Remark 2.1 we conclude the proof. 
Remark 3.1. Using the Hamilton–Cayley identity for 2 × 2 matrices one can prove
that S coincides with a cone of nilpotent matrices {A ∈ M(2,K)|A2 = 0}. Let us
consider an orbit map SL(2,K) → S defined as
A → ABA−1, A ∈ SL(2,K), B =
(
0 1
0 0
)
This morphis induces SL(2,K)/H → S, where H = StabSL(2,K)(B). The sub-
group H consists of all matrices
A =
(
a x
0 a
)
, a, x ∈ K, a2 = 1
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We have a surjective morphism B−(2) → SL(2,K)/H , i.e. up to scalar ma-
trix multipliers the affine variety B−(2) can be considered as a left transversal for
SL(2,K) modulo H. Identifying B−(2) with Vv1 by
v =
(
v1
v2
)
←→
(
v1 0
v2 v
−1
1
)
∈ S
we see that the composition of the morphisms Vv1 ∼=B−(2) → SL(2,K)/H and
SL(2,K)/H → S coincides with φ. Besides, S is a Zariski closure of the orbit (con-
jugacy class) SL(2,K) · B.
4. Open problems
Problem 1. Is R3,m CM in all characteristics?
Problem 2. Is Rn,m CM for any indexes n,m  1 in all characteristics?
Finally, I do not know any counterexamples to the most optimistic conjecture
which says that for any reductive group G and any good affine G-variety X the in-
variant algebra K[X]G is CM.1
Problem 3. Find the “second” free generators of R2,m over its subring generated by
some system of parameters, say the same system of ones as in [9].
Problem 4. Find a system of parameters (“first” generators) of Rn,m which does not
depend on characteristic for all n  3.
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