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We present a theoretical study for the scanning tunneling microscopy (STM) spectra of surface-
supported magnetic nanostructures, incorporating strong correlation effects. As concrete examples,
we study Co and Mn adatoms on the Cu(111) surface, which are expected to represent the opposite
limits of Kondo physics and local moment behavior, using a combination of density functional
theory and both quantum Monte Carlo and exact diagonalization impurity solvers. We examine in
detail the effects of temperature T , correlation strength U , and impurity d electron occupancy Nd
on the local density of states. We also study the effective coherence energy scale, i.e., the Kondo
temperature TK , which can be extracted from the STM spectra. Theoretical STM spectra are
computed as a function of STM tip position relative to each adatom. Because of the multi-orbital
nature of the adatoms, the STM spectra are shown to consist of a complicated superposition of
orbital contributions, with different orbital symmetries, self-energies and Kondo temperatures. For
a Mn adatom, which is close to half-filling, the STM spectra are featureless near the Fermi level.
On the other hand, the quasiparticle peak for a Co adatom gives rise to strongly position-dependent
Fano line-shapes.
I. INTRODUCTION
Over the last thirty years, scanning tunneling mi-
croscopy (STM) has opened the window into the
nanoscale realm. Its versatility ranges from topographic
characterization to spatially resolved spectrum acquisi-
tion. More recently, it has enabled the mapping of mag-
netic properties down to the single atom level, allowing
to gain more insights into the fundamental problem of
how a single magnetic adatom behaves when placed on a
surface and coupled to itinerant electrons [1].
Besides probing the surface electronic structure around
the Fermi level EF, low-energy excitations can also be
detected if the bias voltage applied to the STM tip is
greater than the corresponding excitation energy. This
has been utilized to characterize phonon modes in ad-
sorbed molecules [2], spin excitations in adatoms and
small clusters [3–6], and many-body effects, especially
Kondo resonances (see, e.g., Refs. [7–17]).
Magnetic adatoms on surfaces can exhibit various phe-
nomena, from quantum spins on insulating surfaces [4,
18, 19] to a more itinerant behavior on metallic sur-
faces [5, 20]. The determining factor is the competition
between the local Coulomb interaction among the d elec-
trons of the adatom and the coupling to the surface elec-
trons, which tends to screen the interaction [21].
The theoretical description of STM begins by comput-
ing the electronic structure of the surface in the pres-
ence of the adatom of interest. Density functional theory
(DFT) is the standard approach, together with a model
for the interaction of the tip with the surface [22, 23].
When the behavior of the adatom is dominated by strong
local correlations, this mean-field description fails. A
combination of DFT with many-body methods is then
the appropriate route, as shown by previous studies [24–
29]. The final step is to evaluate the modification of the
STM spectra caused by the effects of strong correlations
at the adatom. Of particular interest is the issue of how
these multi-orbital correlations influence the STM line
shape as a function of tip position relative to the ad-
sorbed atom. In previous studies, this step was usually
not taken into consideration, with few exceptions [30–
34]. Thus, the goal of the paper is to present a com-
plete description of STM spectra of strongly correlated
adatoms, using state-of-the-art single-particle and many-
body methods.
We choose two 3d transition metal adatoms which
are expected to represent qualitatively different behav-
ior: Co, a prototypical Kondo system [9], and Mn, close
to the local moment limit [28] (half-filled d shell), which
are deposited on the Cu(111) surface. The Korringa-
Kohn-Rostoker (KKR) method [35] is employed for the
description of the electronic structure of the surface in
the presence of the adatom. Combining KKR with a
continuous time quantum Monte Carlo (CT-QMC) im-
purity solver [36, 37] allows us to properly treat strong
correlations in the d shell of the adatoms. In addition,
we have used exact diagonalization (ED) [38, 39] impu-
rity solver in order to explore temperatures below those
that are presently accessible within CT-QMC.
The main result of the approach outlined above is that
the STM spectra comprise complex superpositions of five
orbital contributions, each of which is associated with
different single-particle hybridization functions and self-
energies. Accordingly, depending on the vertical and lat-
eral positions of the tip with respect to the adatom, the
STM spectra exhibit strongly varying Fano profiles that
cannot be simply represented in terms of single-orbital
models. These results suggest the possibility of ex-
tracting from experiment the different orbital-dependent
Kondo temperatures based on the anisotropic environ-
ment of the atom adsorbed on the metallic surface.
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FIG. 1. (Color online) Schematic plot of an adatom (Mn or
Co - light red ball) placed on the (111) surface of copper (dark
balls). The viewpoint is along the surface direction of copper.
Light (yellow online) circles mark possible positions of the
STM tip investigated in this paper, which are at the same
level as the adatom.
The paper is organized as follows. Section II in-
troduces the model and the theoretical approaches to
study the adatom supported on the copper surface. Sec-
tion III presents the electronic structure obtained from
DFT using the KKR method and the orbital-dependent
hybridization functions which form the input in the sub-
sequent many-body calculations. Section IV explores the
correlation effects in the adatom d shell and their de-
pendence on different parameters, such as temperature,
interaction strength, and electron filling. In Sec. V, we
present the calculated STM spectra. In particular, we
show how strong correlations in the d shell impact the
electronic structure of the surface away from the adatom.
Section VI provides the conclusion. Two appendices de-
scribe in more detail several technical aspects: the main
features of the exact diagonalization impurity solver (Ap-
pendix A), and a comparison of orbital occupancy and
self-energy results with those obtained for Lorentzian hy-
bridization functions (Appendix B).
II. THEORY AND METHODS
The investigated system is sketched in Fig. 1. A tran-
sition metal adatom (Mn or Co) is adsorbed on a hollow
site of the Cu(111) surface [8, 40], supported by three Cu
surface atoms in a triangular arrangement. In correspon-
dence with experiment, the STM tip is allowed to move
parallel to surface plane as well as vertically above the
adatom.
The most elementary description of an STM measure-
ment is based on a simplified Tersoff-Hamann model [22,
41]. In this scheme, the differential conductance in the
tunneling regime, dI/dV , is assumed to be proportional
to the local DOS of the substrate, ρs, measured around
the Fermi energy, EF, by varying the bias voltage, V
(with e the electron charge), and spatially integrated over
a certain region around the tip position, ~Rt:
dI
dV
∝ ρs(EF + eV ; ~Rt). (1)
For simplicity, the energy dependence of the tip DOS and
of the tunneling matrix between the tip and the sample
are neglected.
The key quantity, the local density of states (DOS) at
the tip location, reads
ρs(EF + eV ; ~Rt) = − 1
pi
Im
∫
Vt
d~r Gs(~r , ~r ;EF + eV ). (2)
The single-particle Green’s function describing the elec-
tronic structure of the surface in the presence of the
adatom can be obtained via a Dyson equation
Gs(~r , ~r
′;E) = G0s(~r , ~r
′;E)
+
∫
d~r1
∫
d~r2G
0
s(~r , ~r1;E)Σa(~r1, ~r2;E)Gs(~r2, ~r
′;E) . (3)
Here G0s is the Green’s function for the pristine surface,
possessing two-dimensional translational invariance. It
is obtained via DFT. The presence of the adatom acts
as a local perturbation to the surface. Its effects on the
electronic structure are described by a self-energy
Σa(~r , ~r
′;E) = ∆VKS(~r ) δ(~r − ~r ′) + Σc(~r , ~r ′;E) . (4)
From the DFT point of view, the presence of the adatom
results in a change of the surface Kohn-Sham potential,
∆VKS, in a finite region surrounding the adatom. The
effect of correlations within the d shell of the adatom
gives the self-energy correction Σc.
A. DFT Green’s function formalism
The electronic structure of the surface is obtained us-
ing the KKR Green’s function method [35] in the atomic
sphere approximation (ASA) considering the full charge
density. The KKR Green’s function is given by
Gij(~r , ~r
′;E) =
∑
LL′
YL(rˆ)
[
δijδLL′Ri`(r<;E)Hi`(r>;E)
+Ri`(r;E)GiL,jL′(E)Rj`′(r
′;E)
]
YL′(rˆ
′), (5)
where i and j label lattice positions at which atomic
spheres are centered. Here ~r = |~r| ~r|~r| = r rˆ, r< =
min{r, r′}, r> = max{r, r′}, L = (`,m) is a combined
angular momentum index, YL(rˆ) are real spherical har-
monics and Ri`(r; ) and Hi`(r; ) are regular and irreg-
ular scattering solutions to the Kohn-Sham potential in
atomic sphere i for a given energy . The elements of
the structural Green’s function, GiL,jL′(), contain the
multiple scattering contributions.
The calculations use the local density approximation
(LDA) as parametrized by Vosko, Wilk and Nusair [42].
3The Cu(111) surface is represented by a slab of 22 Cu lay-
ers, extended by two vacuum regions equivalent to four
more layers above and below the slab. Instead of a su-
percell approach, the change in the electronic structure
caused by the presence of the adatom is computed di-
rectly in real space, using an embedding procedure. The
adatom is relaxed towards the surface by 10% of the ideal
Cu–Cu interlayer spacing; since it is negligible, no relax-
ation of the Cu surface layers was considered. All cal-
culations are non-spin-polarized; the spin physics will be
described within the correlated model.
In the ASA, space is divided into spheres surrounding
lattice points; in the present case this means all layers are
partitioned in this way, including the vacuum layers. The
adatom replaces one of the vacuum spheres on the layer
above the Cu surface layer. The ASA spheres are taken
as the averaging volume Vt in Eq. (2), allowing a discrete
sampling of the DOS away from the adatom, parallel or
normal to the surface.
We define projector operators for the adatom d orbitals
as follows:
Pm(~r , ~r
′) = Y m2 (rˆ)φ(r)φ(r
′)Y m2 (rˆ
′) , {~r , ~r ′} ∈ Va . (6)
The angular dependence of the orbitals is represented by
real spherical harmonics Y m2 (rˆ), m = {xy, yz, 3z2 − r2,
xz, x2 − y2}, and φ(r) are real radial functions built
by normalizing regular scattering solutions computed at
the Fermi energy to unity inside the atomic sphere sur-
rounding the adatom, Va. These projectors are used to
define the correlated subspace to fully treat the many-
body physics, as explained in the next section.
B. Treatment of strong correlations
The Hilbert space spanned by the d orbitals of the
adatom is taken to be the correlated subspace. Elec-
trons from the rest of the system can hop in and out of
these orbitals, leading to a multi-orbital Anderson impu-
rity model
H =
∑
mσ
m d
†
mσdmσ +
∑
αβγδ
Uαβγδ d
†
αd
†
βdγdδ
+
∑
pσ
p c
†
pσcpσ +
∑
mpσ
Vmp d
†
mσcpσ + h.c. (7)
The Hamiltonian is expressed in terms of creation and
annihilation operators for localized d-electrons, d†mσ and
dmσ, for orbital m and spin σ or combined indices α =
(m,σ), and the conduction electrons of the surface, c†pσ
and cpσ, which are given some generic state label p with
spin index. We drop the spin index σ from this point
onwards, because there is no spin symmetry breaking in
the calculations.
The interaction term Hint =
∑
αβγδ Uαβγδ d
†
αd
†
βdγdδ
is formulated phenomenologically based on Slater’s inte-
grals F0, F2 and F4 [43], which is a rotationally invariant
form. It is parametrized by U = F0 = 4 or 5 eV and
J = (F2 + F4)/14 = 0.9 eV, similar to the values used in
earlier studies [26, 28]. The ratio F4/F2 = 0.63.
The remaining quantities appearing in Eq. (7), the en-
ergy levels m,p and hopping matrix elements Vmp, are
constructed from DFT Green’s function. The interact-
ing Green’s function for the localized orbitals is written
as
Gm(iωn) =
1
iωn + µ− m −∆m(iωn)− Σm(iωn) , (8)
where ωn is a fermionic Matsubara frequency and µ the
chemical potential. The non-interacting Green’s function
G0m(iωn) (Σm(iω) = 0) is obtained directly from the DFT
electronic structure via the projection operators defined
in Eq. (6). The impurity energy level m is derived from
the tail of this Green’s function. The single-particle cou-
pling between the impurity and the rest of the system is
expressed in terms of the hybridization function
∆m(iωn) =
∑
p
|Vmp|2
iωn − p = ∆
′
m(iωn) + i∆
′′
m(iωn) , (9)
where the real and imaginary parts are denoted by single
and double primes, respectively.
As will be discussed later, the DFT calculations show
that all five d orbitals are located near the Fermi level and
are partially filled. Thus, for a dynamical treatment, it is
necessary to consider them simultaneously. To solve the
highly non-trivial five-orbital Anderson impurity model,
we use mainly the hybridization expansion version (CT-
HYB) of the continuous-time quantum Monte Carlo im-
purity solver [36, 37] implemented in the TRIQS pack-
age [44, 45]. In addition, the exact diagonalization (ED)
method [38, 39] is used. Both impurity solvers may
be viewed as tools for evaluating the local adatom self-
energy Σm(iω) = Σ
′
m(iω) + iΣ
′′
m(iω), where QMC has
computational advantages at higher temperatures, while
ED is useful to access somewhat lower temperatures than
those presently available within QMC. Nonetheless, be-
cause of finite-size limitations, ED cannot reach arbitrar-
ily low temperatures either. This problem is discussed
in greater detail in Appendix A. At temperatures where
both schemes overlap, the computed self-energies were
found to be in nearly quantitative agreement.
As is well known, there is a double-counting problem
which occurs also in DFT+U , DFT+DMFT, etc. (see
e.g. Refs. 46–51). The correlation effects on the d or-
bitals of the adatom are treated twice, once via the LDA
exchange-correlation potential, and again via the solu-
tion of the Anderson impurity model. To compensate,
a double counting correction is introduced to subtract
the correlation energy contained in the ab initio calcula-
tion. However, the exact form of this correction is not
well established. In the present systems, this correction
can be conveniently embedded into the chemical poten-
tial which changes monotonically with the occupancy of
the correlated d orbitals Nd [49, 50]. Here we consider a
4wide range of values for Nd, which include the physical
d electron occupancies.
C. Analytical continuation
The Green’s function [Eq. (8)] and the self-energy ob-
tained via the impurity solver are evaluated at Matsub-
ara frequencies. To relate these functions to experimental
STM data, they need to be expressed at real frequencies,
thus requiring an analytical continuation procedure. In
the case of CT-QMC, initially we use the maximum en-
tropy (MaxEnt) method [52], which allows us to access
the spectra in a wide range of energies.
However, to access the narrow energy window around
the Fermi energy (EF ± 0.1 eV) relevant for the STM
spectra, MaxEnt becomes unstable unless the QMC sim-
ulation is carried out with better statistics than presently
available. Therefore, we consider an alternative approach
by fitting the self-energy to a rational function
Σm(iωn) = Σm(i∞) +
∑N−1
p=0 ap(iωn)
p
1 +
∑N
q=1 bq(iωn)
q
, (10)
where Σm(i∞) is the Hartree shift of self-energy, and the
parameters ap and bq can be obtained via linear least-
squares fitting to the QMC data (the first 6N Matsubara
frequencies are used, whereN = 3 is a good compromise).
D. Coherence scale TK
In the impurity model, there exists an important co-
herence scale, the Kondo temperature TK , below which
the local moment in the impurity is strongly screened by
the electrons nearby. Equivalently, it marks the onset
of the Fermi liquid behavior in the impurity [21]. As a
result, TK is proportional to the spectral weight at the
Fermi level, characterized by the quasi-particle renormal-
ization factor Z. Since the self-energy is diagonal in or-
bital space, the components of Z are given by
Z−1m = 1−
∂Σ′m
∂ω
∣∣∣∣
ω=0
= 1− ∂Σ
′′
m
∂ωn
∣∣∣∣
ωn=0
. (11)
Thus, because of the analytic properties of the self-
energy, Zm can be evaluated directly on the Matsubara
axis. We then estimate the derivative ∂Σ′′m/∂ωn|ωn→0
by using fifth-order polynomial fitting of Σm(iωn) for
the first six Matsubara frequencies together with an ex-
tra point (0, 0) (in a Fermi liquid, Σ′′(iωn) → 0 when
ωn → 0, i.e. T → 0). The additional point is important
to stabilize the fitting procedure, giving consistent results
for various cases when going from Mn to Co adatoms.
As from previous works, we use the following formula
to estimate the orbital dependent Kondo temperature
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FIG. 2. (Color online) Local DOS ρ0m() from LDA calcula-
tions for Mn (a) and Co (b) impurities on the (111) surface
of copper. The energy zero corresponds to the Fermi energy
of the Cu(111) substrate.
[21, 26, 53]:
TK,m =
pi
4
ZmΓm, (12)
where Γm = −∆′′m(ω ≈ 0) the imaginary part of hy-
bridization function at Fermi level (see Sec. III).
III. DFT CALCULATIONS
We first discuss the results related to the surface elec-
tronic structure in the presence of adatoms using band
structure calculations and extract the relevant quantities
to construct the multi-orbital Anderson impurity model
[Eq. (7)]. We note that, because the adatom is placed
on the hollow site of the Cu (111) surface, the point
group symmetry is C3v. Thus the d orbitals are split into
three groups of degenerate orbitals: E2 = {x2 − y2, xy},
E1 = {xz, yz} and A1 = {3z2−r2} [26]. These notations
will be employed throughout the paper.
Figure 2 shows the local DOS of the adatoms obtained
from the LDA calculations. The orbital decomposition
of the DOS is achieved through the use of the projectors
defined in Eq. (6). Mn and Co adatoms exhibit rather
similar features: all of the d orbitals are located near the
Fermi energy and are partially filled. The d orbitals of Co
are lower in energy than those of Mn as the d occupation
is larger for Co than for Mn. The small features at  ≈
−3 eV are associated with the hybridization with Cu d
states. The small peak near  ≈ −0.5 eV present only for
the A1 orbital is assigned to the coupling between this
orbital and the Cu(111) surface state, which starts near
this energy [54, 55].
To understand the main peak near the Fermi level, we
start from Eq. (8). The non-interacting DOS for orbital
5m is given by
ρ0m(ω) = −
1
pi
∆′′m(ω)(
ω + µ− m −∆′m(ω)
)2
+
(
∆′′m(ω)
)2 .
(13)
At low frequencies, ∆′m(ω) and ∆
′′
m(ω) are approximately
constant, implying a Lorentzian form of the local DOS:
ρ0m(ω) ≈
1
pi
Γm(
ω + µ− m
)2
+
(
Γm
)2 , (14)
where ∆′m(ω ≈ 0) is absorbed into the chemical potential
µ, while Γm = −∆′′m(ω ≈ 0) defines the Lorentzian line
width.
There is uncertainty in specifying the d occupancy Nd
of the adatom. The orbital-projected DOS is unnormal-
ized, i.e.
∫
d ρ0m() < 1. This stems from the projector
approximation, which assumes the d orbitals are com-
pletely localized on the adatom atomic sphere. By nor-
malizing the integrated DOS to unity, we obtain the oc-
cupancies 5.75 for Mn and 7.86 for Co; these values are
used as DFT Nd values for reference throughout the pa-
per.
A. Hybridization function
The DFT result is used to generate the input for
the quantum impurity solver, the hybridization function
∆m(iωn) [Eq. (9)]. Given the non-interacting Green’s
function G0(z) from DFT calculation (z is a complex
number), ∆m(z) is obtained via Eq. (8) (with Σm(z) = 0)
∆m(z) = z + µ− m −G0m(ω)−1. (15)
For the non-interacting case, the zero of energy is set to
the Fermi energy (or the chemical potential) of the Cu
substrate. The noninteracting impurity Green function is
likewise expressed in terms of the orbital-projected DOS
G0m(z) =
∫
d
ρ0m()
z + µ−  . (16)
TABLE I. The first two rows are orbital energy level m
[Eq. (17)] and scattering rate, Γm = −∆′′m(ω = 0), both in
eV, as derived from the orbital-projected DOS of Mn and Co
adatoms [Fig. 2]. The last two rows are the corresponding
Lorentzian fitting parameters for the DOS (see text).
Mn Co
E2 E1 A1 E2 E1 A1
m -0.083 -0.181 -0.054 -0.260 -0.331 -0.234
Γm 0.117 0.263 0.263 0.087 0.208 0.209
Lm -0.103 -0.010 0.131 -0.264 -0.184 -0.091
ΓLm 0.107 0.258 0.261 0.077 0.198 0.209
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FIG. 3. (Color online) The hybridization functions, ∆m(ω),
(real and imaginary parts) for the d orbitals of Co (a) and
Mn (b) adatoms on the Cu surface obtained from the KKR
local DOS (c.f. Fig. 2).
The condition that ∆m(z → iωn) decays to zero at high
frequency ωn implies that the orbital energy level is cal-
culated via the center of mass formula
m =
∫
d ρ0m() . (17)
The resulting hybridization function at real frequency
is shown in Fig. 3. The energy levels m and the scat-
tering rates, Γm = −∆′′m(ω = 0), which quantify the
hybridization strength at the Fermi energy, are given in
Table I. For comparison, we also provide the Lorentzian
fitting parameters which are obtained by focusing on the
main DOS peak near EF and ignoring the small spectral
features near the Cu d bands.
6The behavior of the hybridization functions [Fig. 3]
follows closely that of the orbital-projected DOS [Fig. 2].
Within the window from ω = −1 eV to +2 eV, ∆m(ω)
is rather smooth and featureless for all orbitals, confirm-
ing the Lorentzian-like shape of the peaks in the DOS.
As mentioned previously for the orbital-projected DOS,
the structures in ∆m(ω) around ω = −3 eV come from
the contribution of the Cu d states on the surface. How-
ever, their contributions are unimportant. The struc-
tures above ω = +3 eV arise from free-electron-like
states. Because of their high energy, they can also be
safely ignored. Therefore, as seen in Appendix B, the
KKR DOS as well as the hybridization function can be
well approximated by the Lorentzian form around the
Fermi level.
From Fig. 3, the hybridization functions of the Co and
Mn adatoms are rather similar. The main differences
can be understood in terms of the parameters given in
Table I which characterize the low-energy features of the
hybridization function (m and Γm). Different m are
related to different d occupancies and correspond to a
nearly constant shift, while the widths Γm are not very
different for Co and Mn. It is therefore meaningful to
explore other Nd values simply by varying the chemical
potential while keeping ∆m(ω) fixed. In other words,
different adatoms can be qualitatively investigated using
the same hybridization functions.
IV. CORRELATION EFFECT
Given the input hybridization function ∆(ω) from the
KKR calculation and the orbital energy m [Table I], we
can solve the impurity model Eq. (7) exactly using the
CT-HYB solver. However even when the input ∆(ω)
and m are fixed, the impurity model still depends on
the following parameters: the temperature T , the filling
or the d occupancy Nd (controlled by the chemical po-
tential µ or equivalently the double counting correction),
the Hubbard value for the onsite interaction U and the
Hund’s coupling J . Understanding the effects associated
with these parameters is the goal of this section. As the
Hund’s coupling is usually unscreened and has the value
of the order of 1 eV, we keep it unchanged at J = 0.9 eV.
Therefore, we solve the impurity model [Eq. (7)] and in-
vestigate the dependence of the results on three param-
eters: the temperature T , the onsite interaction U and
the d orbital filling Nd.
A. Temperature effect
For many strongly correlated metals, the main effect
of decreasing the temperature is to drive the system into
the Fermi liquid regime. As the Kondo temperature scale
TK marks the onset of this regime, lowering the temper-
ature and checking for the signature of Fermi liquid be-
havior are the proper steps to estimate the Kondo scale
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FIG. 4. (Color online) The imaginary part of the self-energy
as a function of Matsubara frequency at T = 1/20, 1/40, 1/60
and 1/80 eV for Co impurity (column a) and Mn impurity
(column b). Each row corresponds to a d orbital (E2, E1 or
A1). The d occupancies are set at Nd = 7.86 for Co and
5.68 for Mn (close to the KKR values of Nd). The onsite
interaction is U = 4 eV. Orbital occupancies corresponding
to E2, E1 and A1 at T = 1/80 = 0.0125 eV are 0.53, 0.60 and
0.56 for Mn, 0.75, 0.93, and 0.57 for Co.
TK . By using the CT-HYB approach, the complexity
of the calculation depends on the temperature as o(β3)
(β = 1/T ) [37]. However, with the state-of-the-art imple-
mentation of the CT-HYB solver in the TRIQS package
[45], calculations become less expensive, allowing us to
reach temperatures as low as T = 0.0125 eV ≈ 145 K.
Figure 4 shows the self-energies for Co and Mn
adatoms for a wide range of temperatures from 0.0125
to 0.05 eV, with Nd fixed at 7.86 and 5.68 for Co and
Mn adatoms, respectively, which are not far from the
KKR occupancies. The self-energies behave differently
for the two adatoms as the temperature decreases. For
Mn, the self-energies for different temperatures are al-
most on top of each other, while for Co, the self-energy
for each orbital gradually converges as the temperature
decreases to the value T = 0.0125 eV. This difference is
understood from the orbital polarization when lowering
the temperature. For Mn, the orbital occupancies (see
the caption of Fig. 4) are almost unchanged for the dif-
ferent temperatures in use. As a result, the self-energies
of the Mn adatom at different temperatures are nearly
unchanged. On the other hand, the Co adatom exhibits
clear changes in orbital polarization. As the tempera-
ture decreases, the E2 and A1 occupancies decrease while
that of E1 increases. The occupancies nearly converge
when T → 0.0125 eV (values are given in the caption of
Fig. 4). This explains the changes in the corresponding
7self-energies of the Co adatom. The overall difference
comes from the fact that Mn is close to half-filling. Thus
the Hund’s coupling effect is strong in keeping the high
spin state and reducing orbital ordering. It is therefore
less likely to observe orbital ordering unless the value of
J decreases.
The difference between the self-energies of the three
orbitals (E2, E1 and A1) also deserves attention. First,
the frequency regime in Fig. 4 can be divided into two
parts separated by the frequency at the self-energy pole
(∼ 1 eV for Co and ∼ 2 eV for Mn adatom). At large
frequencies, the correlation strength is controlled by the
Hubbard U and depends on how close the orbital occu-
pancy is to 0.5 (half-filling) [56]. According to the orbital
occupancy values of Co provided in the caption of Fig. 4,
A1 is the most correlated orbital due to its occupancy
closest to 0.5, followed by E2 and E1; for Mn, E1 is the
least correlated orbital because it has the largest occu-
pancy. The high frequency correlation strengths of E1
and A1 are similar as their occupancies are not very dif-
ferent.
The low frequency part of the self-energy is more im-
portant as it is related to the low-energy physics near the
Fermi level and determines the Kondo temperature scale
TK . At low frequency, the Hund’s coupling J may play
an important role. Thus the orbital which is more local-
ized near the Fermi level is more correlated [57]. Conse-
quently, for Co, the E2 orbital which has the smallest hy-
bridization (see Table I) is the most correlated, followed
by the A1 and E1 orbitals. However, the interpretation
may not be universal, for example, when considering the
Mn case as presented in Fig. 4. We believe that other
factors, such as the proximity to half-filling, the orbital
ordering, or the too high temperature may complicate the
situation. Understanding the low-frequency self-energy is
still an open problem for future investigation.
With a wider range of temperatures under investiga-
tion, we achieve better estimates of the Kondo temper-
ature than previous studies [26]. Using Eq. (12), as in
Ref. 26, we obtain the Kondo temperatures for all or-
bitals. The largest TK is associated with orbital E1,
which has occupancy away from half-filling and a large
scattering rate (see Table. I). For Co, the TK value of the
E1 orbital converges at 0.023 eV, while for Mn, TK de-
creases slowly as the temperature is lowered and reaches
0.009 eV at T = 0.0125 eV. However, the fact that the
experimental value of the Kondo temperature is approx-
imately ∼ 0.005 eV for Co [9, 40] and a well-formed local
moment is observed for Mn [28, 58] suggests that the
total d occupancy around the DFT value is not a good
choice. The adatom d electrons may therefore be more
localized than predicted by the DFT calculations. We
will analyze this issue later in the paper.
To explore temperatures below those accessible within
CT-QMC, we have also used ED as multi-orbital impu-
rity solver, with T in the range 0.0025 → 0.025 eV. As
discussed in Appendix B, we find a characteristic trend,
namely that the initial slope of the self-energy of all
Co adatom
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FIG. 5. (Color online) The orbital-projected DOS ρm(ω)
for Co (top) and Mn (bottom) adatoms for U = 4 (column
a) and 5 eV (column b) at three different total d occupancies
Nd. The temperature is T = 0.025 eV.
orbitals increases when T decreases. Thus, the quasi-
particle weights Zm and Kondo temperatures TK,m de-
crease. These results suggest that, at the temperatures
used in the calculations, the system has not yet reached
the true Fermi-liquid regime. We point out, however,
that although this temperature trend is physically rea-
sonable, the results must be used with caution because
of finite-size limitations inherent in ED. As illustrated
in Appendix B, using only two bath levels per impurity
orbital is no longer adequate to accurately fit the non-
interacting Green’s function at very low T , even if the
DOS components are assumed to have Lorentzian shape.
Thus, the low-energy behavior of the self-energy at these
low values of T does not permit a reliable determination
of the quasiparticle weights Zm and of the corresponding
Kondo temperatures. Using CT-QMC or ED is therefore
presently not possible to reach the actual temperatures
used in the experimental STM studies.
8B. Interaction strength (U and J)
The second parameter, the interaction strength, drives
the electronic correlations; the investigation of its impact
is therefore crucial. Here we consider two values, U = 4
and 5 eV, which are close to those used in the litera-
ture [25, 26, 28]. As mentioned previously, the Hund’s
coupling J is kept fixed. We focus on the question of how
the Kondo temperature and the spectra are affected by
the increase of U within the physical range.
Figure 5 shows the many-body DOS ρm(ω) for U = 4
and 5 eV produced using MaxEnt for the analytic con-
tinuation. The peak at the Fermi level (the Kondo peak)
represents the magnitude of the Kondo temperature TK ;
in other words, it tells us how correlated the impurity
system is. In both panels of Fig. 5, the difference of
spectra at different U is very small when the total occu-
pancy is away from integer filling (Nd = 7.56 for Co or
5.41, 5.67 for Mn). At occupancy values closer to integer
filling (Nd = 7.86, 8.01 for Co or Nd = 6.02 for Mn), the
magnitude of the Kondo peak is seen to decrease as the
onsite interaction U increases. Consequently, the renor-
malization factor Z and the Kondo temperature TK (not
shown) decrease in the same way.
The physics associated with this behavior is under-
stood by comparing the adatoms to strongly correlated
bulk materials, where a metal-insulator transition is ob-
served as a function of doping (filling-control metal-
insulator transition [59]). At integer filling, hopping of
electrons between sites costs an energy related to the on-
site interaction, while in doped systems, electron hop-
ping only costs an energy of the hopping amplitude,
which is typically much smaller. Thus an energy gap
∼ U + (M − 1)J for half-filling or ∼ U − 3J for non-half-
filling (M is the number of electrons per site) is formed
for bulk materials at large U and at integer filling [60].
Similarly, for the impurity model at integer filling, the in-
teraction U forms an energy barrier at the impurity that
forbids the background electrons to move in. At integer
filling, the large U suppresses the charge fluctuation and
allows to map the system into the Kondo model with the
Kondo antiferromagnetic coupling Js ∼
∑ |Vpiσ|2/U . As
TK ∼ exp(−1/Js), increasing U implies that the Kondo
temperature scale decreases. On the other hand, for
non-integer filling, the charge fluctuation is strong and
reduces the correlation effect. TK and Z are then less
affected by the change in U . This explains why there is
almost no change in the spectral functions for non-integer
cases at different U values, while there is a decrease in
the Kondo peak for cases close to integer filling.
We also point out that, for Co (upper panel of Fig. 5),
the lower and upper Hubbard satellites are close to the
Fermi level with centers at ∼ −2 and 1 eV. They are
most clearly observed at occupancies close to integer fill-
ing (Nd ∼ 7.86 or 8). The small energy gap for charge
excitation ∼ U−3J [60] explains why the Hubbard satel-
lites are close to the Fermi level. A small increase of the
Hubbard band separation for Co is found when U in-
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FIG. 6. The evolution of spectral functions ρm(ω) with
increasing filling Nd for Mn (a) and Co (b). The onsite in-
teraction parameters are U = 4 eV, J = 0.9 eV and the
temperature is T = 0.05 eV.
creases from 4 to 5 eV. For Mn (lower panel of Fig. 5),
at Nd ∼ 5.4, the lower Hubbard band is centered farther
below the Fermi level at <∼ −4 eV while the upper Hub-
bard band is the large peak near the Fermi level when
the system is close to half-filling Nd = 5. This accounts
for larger charge energy gap. Increasing the filling to
Nd ∼ 6 transforms the spectral portion of the upper
Hubbard band into the Kondo peak, leaving a smaller
upper Hubbard band centered at ∼ +2 eV.
C. Filling effect
The influence of temperature and interaction effect on
the impurity system depends strongly on whether the d
occupancy Nd is integer or not, and, in particular, on
whether it is close to or far from half-filling. As noted
above, the ill-defined double counting correction makes
the precise value of occupancy Nd not well determined.
Therefore, this subsection is devoted to the detailed anal-
ysis of the role of the occupancy Nd. For this purpose,
we fix other parameters (U = 4 eV, J = 0.9 eV and
T = 0.05 eV) and vary Nd in a wide range to study its
effect.
Figure 6 shows the evolution of the spectra as the d oc-
cupancy increases. For the Mn adatom, Nd is varied from
below half-filling to about 6. The corresponding spectra
are shown in Fig. 6(a). Around half-filling, the spectral
weight at the Fermi level is depleted. As Nd increases to
6, some weight from the upper Hubbard band is trans-
ferred to the DOS near the Fermi level and the Kondo
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peak is seen to develop gradually. The evolution of the
spectra for the Co adatom is presented in Fig. 6(b). In
this case, the changes are less pronounced than those for
Mn. As the filling is far from half-filling, a Kondo peak is
obtained for all occupancies. However, the magnitude of
this peak decreases as Nd becomes integer and increases
again when it is away from integer values.
The evolution of the aforementioned spectra is re-
flected in the TK versus Nd plot in Figure 7. Note that
TK is calculated at temperature T = 0.05 eV, which is
not low enough for a quantitative determination of TK .
However, it provides a qualitative understanding of how
TK depends on the d occupancy. Also, at Nd where the
two cases overlap, Mn has a slightly larger TK than Co,
which is mainly due to the larger hybridization Im∆ at
the Fermi level (Table I). Nevertheless, the tendencies of
TK are similar for the two impurities. This again con-
firms that the same hybridization function can be used
for both adatoms and that the d occupancy of the impu-
rity is an important quantity. Consequently, Fig. 7 can
be considered as a universal plot of the dependence of TK
on Nd in a wide range from Nd = 5 to 8.
The minima of TK near Nd = 5, 6, 7, and 8 are clear
evidence for the fact that integer filling suppresses the
Kondo scale. At integer filling, charge fluctuation largely
decreases due to strong correlation and the contribu-
tion to the Kondo peak is mainly from spin fluctuations.
Hence, minima in TK occur at integer filling. Away from
integer filling, correlation effects become weaker, so that
electrons can hop between the impurity and the host ma-
terial without much cost of energy due to the interaction.
Thus, charge fluctuations contribute more to the forma-
tion of the Kondo peak and, together with the spin and
orbital fluctuations, they enhance TK . We note that,
because of the high temperature used in the CT-QMC
impurity solver, the minima of TK slightly deviate from
integer fillings. Our calculations using the ED impurity
solver (not shown) indicate that at lower temperatures
the minima are in better agreement with integer occu-
pancies.
Furthermore, at integer filling, the system can be well
approximated by the traditional Kondo model [21] where
there is only coupling Js between the impurity spin and
the spin of itinerant electrons. The impurity spin is
screened more easily if its value S is small (see e.g. Ref. 60
and references therein). Thus in Fig. 7, TK reaches the
minimum at half-filling where S = 5/2 is maximal. TK
becomes larger at Nd = 7 and 8 because of the smaller
impurity spin. We notice that Nd = 6 is a special case
with larger TK than at Nd = 7, which may be due to
weaker Hund’s coupling at this Nd. It is an interesting
open problem to fully understand this special case.
By studying a wide range of d occupancy and com-
paring with experimental data, it might be possible to
define a value of Nd that matches the experiment. As
mentioned previously, the DFT value of Nd may not be
a good choice for the impurity system. Consider first the
Mn adatom. Experiments of Mn in bulk alloys [58] and
on Ag(100) surface [28] suggest it have a well-formed lo-
cal moment. Thus the Kondo peak at the Fermi level
is suppressed [28, 58]. According to Fig. 6(a), Nd ∼ 5
appears appropriate. For the Co adatom, to match the
experimental Kondo temperature TK ∼ 0.005 eV [9, 40],
Nd, according to Fig. 7(b), should be closer to 7. From
our calculations at lower temperatures (not shown), Nd is
larger than 7 but should be smaller than the DFT value
7.85. Therefore, as a result of interaction, the d orbitals
of the impurity become less hybridized, so that its total
occupancy is closer to the formal valence. This finding is
similar to DMFT studies of bulk transition metal oxides
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[50, 51], which show that the double counting correction
should be chosen such that the d occupancy of the corre-
lated transition metal atom is close to its formal valence.
However, we note that for the case of the Co adatom,
the main physics does not change qualitatively within
the range of Nd between 7 and 8. We therefore choose
Nd ≈ 7.85 for the calculations discussed in the next sec-
tion, Sec. V.
V. THEORETICAL STM SPECTRA
STM experiments do not probe directly the local DOS
of the adatom but the electronic states in the vacuum
region surrounding it. The results of the previous sec-
tions help us to obtain the modification of this electronic
structure due to correlations within the adatom 3d shell.
The connection to the STM spectra is established within
the Tersoff-Hamann model as indicated in Eq. (2).
The new ingredient in the present work is the d-
electron self-energy. We select two cases to illustrate the
analysis of the STM spectra: Mn with Nd ≈ 5.04 and
Co with Nd ≈ 7.85, where U = 4 eV and T = 0.025 eV.
These Nd values are close to those used in other works
[26, 28, 61]. As can be seen in Figs. 5 and 6, the local
DOS related to these values represent well the local mo-
ment limit for the Mn adatom and the Kondo physics for
the Co adatom.
Figure 8 shows the step-by-step results towards STM
spectra for the two cases. The CT-QMC self-energy and
the fitting function on the Matsubara axis are shown in
Figs. 8(a) and (b), with the analytical continuation to
real frequency shown in panels (c) and (d). Our interest
is in the low-frequency region around the Fermi level. As
the Mn adatom is near half-filling, the self-energy acts to
create a gap in the DOS. Re Σ pushes states away from
the Fermi energy, and Im Σ is very large, implying a very
short lifetime near EF . On the other hand, the qualita-
tive behavior of the Co self-energy is orbital-dependent.
Im Σ for the E1 and A1 orbitals seems to approach zero
for ω = 0, contrary to the E2 case. This means that,
for T = 0.025 eV, the former already display the antici-
pated low-frequency Fermi liquid behavior, while the lat-
ter would require a much lower simulation temperature
for a crossover into that regime. The local DOS peak at
EF is thus generated from the contributions of the E1
and A1 self-energies, where Re Σ ∝ (1 − Z−1)ω leads to
narrowing of spectral features and Im Σ ∝ ω2 to small
broadening. A similar orbital-dependent behavior can
be observed in Ref. 26 and has been recently discussed
in Ref. 61.
Figures 8(e) and 8(f) display the local DOS at the
adatoms, summed over the five orbitals. The MaxEnt
analytical continuation of the QMC data is compared
with the DOS obtained from updating the KKR Green’s
function with the rational fit to the self-energy. The over-
all features are in good agreement, but the MaxEnt data
shows less structure. The Hubbard peaks for Mn are en-
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FIG. 8. (Color online) First line: comparison of the rational
fit function [Eq. (10) with N = 3] (solid lines) to the CT-
QMC data for Im Σ(iωn) (symbols) for Mn (a) and Co (b).
Second line: analytical continuation of the CT-QMC Σ(iωn)
to real frequency ImΣ(ω + i0) using the rational fit function
[Eq. (10)] for Mn (c) and Co (d). Third line: local d DOS
for the adatoms, via MaxEnt and by solving the KKR Dyson
equation with the results from (c) and (d) for Mn (e) and
Co (f). Fourth line: STM spectra in vacuum 4.2 A˚ vertically
above the adatom [Eq. (2)] for Mn (g) and Co (h). The impact
of the self-energy is highlighted by comparing the DOS before
and after the self-energy is taken into account. The following
parameters are used: U = 4 eV, J = 0.9 eV, T = 0.025 eV at
Nd = 5.04 for Mn and Nd = 7.85 for Co.
hanced with the rational fit to the self-energy, so is the
quasiparticle peak at EF for Co. The latter enhance-
ment arises from assuming Im Σ(0) = 0 for E1 and A1
when constructing the rational approximation. The for-
mer may arise from an incorrect high-frequency behavior
of the rational approximation, as it was designed for low
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state near the onset energy for the Shockley surface state.
(b) Fano-like behavior near EF arising from the strong corre-
lations at the adatom. The distance away from the adatom
is increased along the direction of the arrow.
frequency. Figures 8(g) and 8(h) show the DOS 4.2 A˚ ver-
tically above each adatom, as seen via the tip for two
cases: with and without the inclusion of the self-energy.
Within the LDA, both Mn and Co exhibit broad peaks
near EF. When the strong correlation is treated dynam-
ically, the vacuum DOS above Mn becomes featureless
near EF, while for Co the signature of the quasiparticle
peak takes the characteristic form of a Fano line shape.
We also note that there is a stable feature in the surface
DOS near 0.5 eV below EF, visible in Figs. 8(g) and 8(h),
which is present with and without the self-energy. This
feature was explained in Refs. 54 and 55 as a bound state
split off below the bottom of the Cu(111) surface state
band, induced by the presence of the adatom.
To make more specific contact with experimental con-
ditions, we now consider a variety of tip positions. First,
we perform a lateral scan, keeping the same height above
the surface as the adatom (see Fig. 1 for the investigated
positions). The results are shown in Fig. 9. The peak at
ω = −0.5 eV is a useful reference; its intensity decays as a
function of the distance from the adatom in a monotonic
way. In contrast, the Fano line shape near EF has a more
interesting distance dependence, switching progressively
from step-like to peak-like to a reversed step.
Next, we disentangle the contributions of different cor-
related orbitals to the theoretical STM spectra. As differ-
ent orbitals have different symmetries with respect to the
surface, their hybridization functions and self-energies
give rise to different weights in the local DOS at the tip.
We select six tip positions for this analysis: three close
to the adatom, and three further out.
Figure 10 shows the computed STM spectra using the
self energy obtained for the Co adatom with U = 4 eV,
J = 0.9 eV and T = 0.025 eV for several STM tip po-
sitions. In each case, the STM spectrum per orbital is
calculated such that only the self-energy corresponding to
that orbital is kept while those of other orbitals are sup-
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FIG. 10. (Color online) Contributions from different cor-
related orbitals (E2 = {x2 − y2, xy}, E1 = {xz, yz} and
A1 = {3z2 − r2}) to the Fano line shapes in the surface DOS
of Co. The adatom is taken as origin of the tip coordinates
(RCo = (0, 0, 0)); the Cu(111) surface plane corresponds to
z = −1.88 A˚. The different curves show the effect of includ-
ing the self-energy of only one orbital on the surface DOS
around the adatom. The black dashed curve is the spectrum
in the case where the self-energies of all orbitals are kept. The
legend in panel (a) is applied to all other panels.
pressed. The spectrum in which all orbital self-energies
are maintained (black dashed curves in Fig. 10) is also
plotted for reference. The top row [panel (a)] shows the
contribution from each orbital to the local DOS of the
adatom (the tip is at the position of the adatom). Thus
it cannot be probed directly by STM. The spectra show
that the E1 orbital is the most prominent, followed by
A1, while E2 makes a small contribution to the DOS
near EF. This is in line with the previously explained
qualitative behavior of the self-energies. The left column
of Fig. 10 [panels (b), (d) and (f)] shows how the sur-
face DOS evolves in the neighborhood of the adatom.
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Vertically above the adatom [Fig. 10(b)] only the A1 or-
bital contribution is seen, as expected from symmetry
considerations. Moving sideways reveals the contribu-
tion from the E1 orbital [Fig. 10(d)], with a different
Fano profile in comparison to the A1 orbital. Consider-
ing a position at the same height above the surface as the
adatom [Fig. 10(f)] shows that the Fano profiles are not
only distance-dependent but also orientation and orbital-
dependent. As the distance to the adatom increases, the
Fano profile becomes dominated by the A1 contribution,
as can be seen in the right column of Fig. 10 [panels (c),
(e) and (g)]. This is probably due to the strong cou-
pling between the A1 orbital and the Cu(111) Shockley
surface state, leading to long-range RKKY oscillations.
The silent role of the E2 orbital in the Fano profiles away
from the adatom is due to its qualitatively different self-
energy, that does not lead to a strong quasiparticle peak
at EF, and thus fails to couple strongly to the itinerant
surface electrons.
The results discussed above demonstrate that STM
spectra of adatoms indeed exhibit Fano line shapes, as
predicted qualitatively in Ref. 30 for a single orbital
model. However, the multi-orbital character of the 3d
shell of the adatoms must be taken into account, as differ-
ent orbitals possess qualitatively different single-particle
hybridization functions and self-energies [26, 33, 61]. Fur-
thermore, the STM spectrum in the neighborhood of the
adatom cannot be analyzed solely in terms of the sym-
metries of the adatom 3d orbitals, as they couple with
different strengths to the surrounding surface conduc-
tion electrons. It is the combination of all these effects
which ultimately determines the spatial variation of the
local density of states that is detected in tunneling ex-
periments.
VI. CONCLUSIONS
In this work, we have investigated STM spectra of Co
and Mn adatoms on the (111) surface of copper within
the Tersoff-Hamann approach, focusing on the role of
electronic correlations within the d shell of the adsorbed
atoms. We used a combination of first-principles DFT
calculations, based on the KKR approach, with CT-QMC
and ED impurity solvers to evaluate the local density of
states as a function of tip position. The dependence of
the local electronic correlations on several parameters,
such as onsite interaction U , temperature T and filling
Nd, was studied in detail in order to analyze the vari-
ation of the Kondo temperature or the coherence scale
with these system parameters.
Two opposite limits, the Mn adatom in the local mo-
ment regime, and the Co adatom showing Kondo-like be-
havior, were chosen to illustrate different types of STM
spectra. The Fano line shapes obtained in the Co adatom
case were analyzed as a function of distance and the con-
tributions from each correlated orbital. The results pro-
vide clear evidence for the importance of multi-orbital
effects resulting both from the single-particle coupling to
the substrate and the Coulomb correlations within the
adatom. Thus, experimental STM spectra of transition
mental adatoms can not be adequately analyzed in terms
of single-orbital models.
The key ingredient for the connection between the lo-
cal correlated orbitals and the rest of the system is the
hybridization function. Our calculations for Mn and Co
reveal that, for the Cu(111) surface, this quantity is not
very sensitive to the chemical identity of the 3d adatom.
Thus, from a model point of view, the hybridization func-
tion can be kept fixed, with different adatoms represented
by different filling levels Nd.
Within the general multiorbital impurity model
[Eq. (7)], we have investigated further the Kondo physics
including both the spin fluctuation (as in the traditional
Kondo model) and the charge fluctuation, where Nd is
varied in a wide range. The robust tendency is that, due
to the charge fluctuation, the Kondo scale (or the coher-
ence scale) is enhanced when the filling is away from inte-
ger, while at integer filling, the charge fluctuation is sup-
pressed. Also, the Kondo temperature depends strongly
on the magnitude of the local moment. Therefore, at half
filling, when the local moment is largest and thus more
likely to be frozen, the Kondo effect is suppressed, while
at other integer filling, the local moment is smaller, allow-
ing for a higher Kondo scale. For noninteger filling, the
charge fluctuation becomes important and is the main
reason for the increase of TK . It is then not possible to
work with the low-energy Kondo model, and therefore a
general interaction such as Eq. (7) is required to study
this problem.
The effect of correlation strength (represented by U)
also depends on the d occupancy when U is in the range
of interest (4→ 5 eV). Away from integer filling, as long
as Nd is adjusted to be the same, the physics for systems
with different U is similar. The effect of increasing U
is, however, clearly seen for integer filling, especially in
the half-filling case where the correlation effect is largest.
These findings again emphasize the important role of Nd
in controlling the physics of the system. On the other
hand, the temperature variation mainly governs the dis-
tance from the Kondo regime and slightly induces orbital
ordering for systems far from half-filling.
There are certain limitations in our study. Firstly, al-
though the CT-QMC impurity solver [36] can handle gen-
eral interactions, the calculations are restricted to high
temperatures (T ≥ 0.0125 eV). To investigate lower tem-
peratures, we have also used ED as an impurity solver,
which has the advantage that it becomes computationally
less demanding at lower T . ED results for Co adatoms
down to T = 0.0025 eV indicate that at this temperature
the system is still above the Kondo temperature, in par-
ticular, for the more strongly correlated orbitals. Qual-
itatively this result is consistent with experiment. We
note, however, that because of the small bath size for d
electron impurities (at present two bath levels per orbital,
15 levels in total), the projection of the non-interacting
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adatom Green’s function onto a small cluster becomes
progressively less accurate at low T . Thus, using ED
as well as CT-QMC, the orbital-dependent Kondo tem-
peratures TK,m can at present only be estimated via an
extrapolation of the adatom self-energy derived at high
temperatures.
Second, the combination of DFT and impurity solvers
poses the double-counting issue, as electronic correlations
are included in both schemes and cannot easily be sepa-
rated. A closely related problem is the determination of
Nd appropriate for each kind of adatom. As the physics
is controlled mostly by Nd it has to be determined consis-
tently and from first-principles. A self-consistent treat-
ment of the coupling between the correlated adatom or-
bitals and the surface electronic structure would answer
this problem, provided a suitable approach to the double-
counting is available [51, 62].
Lastly, from the STM point of view, a more realis-
tic description of the tunneling could be adopted. How-
ever, this step faces the same unknown as its experimen-
tal counterpart: the structure and composition of the
STM tip. In the present approach, the averaging vol-
ume chosen for computing the surface DOS away from
the adatom corresponds to roughly one atom, and s-like
tunneling. How the picture changes if the tunneling is
dominated by a tip orbital of different symmetry is left
to further work [23].
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Appendix A: Exact diagonalization
According to the results shown in Fig. 7, the orbital
dependent Kondo temperatures evaluated from Eq. (12)
for Co adatoms on Cu(111) lie in the range TK ≈ 0.01→
0.04 eV. Thus, they are of the same order or smaller than
the temperatures which we have used within the present
CT-HYB calculations (T ≥ 0.0125 eV). Calculations at
lower temperatures become increasingly computationally
expensive. During the recent years it was shown that the
correlated impurity problem of five-orbital systems can
also be solved within exact-diagonalization (ED) method
[39]. For instance, it has been demonstrated that com-
pounds such as LaFeAsO and FeSe exhibit a spin-freezing
transition as a function of doping [63, 64].
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FIG. 11. (Color online) Orbital components of imaginary part
of self-energy for Co on Cu(111), evaluated within ED at tem-
peratures T = 0.0025, 0.005, 0.01, 0.04 eV at µ = 26 eV,
U = 4 eV, and J = 0.9 eV.
ED may be viewed as complementary to QMC in the
sense that it becomes computationally less costly at lower
temperatures as exponentially fewer excited states must
be included in the evaluation of the impurity Green’s
function. In fact, it is possible to only consider the
ground state, i.e., to investigate the T → 0 limit. How-
ever, approaching this limit the ED impurity calcula-
tion becomes progressively less accurate since the non-
interacting Green’s function G0m(iωn) [see Eq. (8) for
Σm(iωn) = 0] must first be fitted to a Green’s func-
tion corresponding to an impurity orbital immersed in
a bath with a finite number of energy levels. Thus, ef-
fectively the continuum of conduction states hybridizing
with the impurity is discretized via a finite cluster. In a
single-orbital system, highly accurate fits can readily be
achieved using 8 to 12 cluster levels, so that temperatures
down to T = 0.001 eV or less can be considered [65].
In a multi-orbital system, however, the number of
available bath levels per orbital rapidly decreases. As
the overall cluster size at present is limited to about 15,
for a d shell only two bath levels per orbital are feasible.
As a result, ED calculations at temperatures less than
about 0.01 eV become progressively less accurate.
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FIG. 12. (Color online) Comparison of chemical potential de-
pendent orbital occupancies of Mn (a) and Co (b) adatoms,
obtained from a calculation using input KKR (“full”) DOS
or Lorentzian DOS. Open symbols are for Lorentzian DOS,
closed symbols are for full DOS. Both use the same parame-
ters U = 4 eV, J = 0.9 eV, and T = 0.05 eV.
To illustrate this point, we show in Fig. 11 the self-
energy components for the Co adatom at several temper-
atures. For simplicity, the Lorentzian density of states
profiles are used as input, where the energy levels and
line widths are specified in Table I. For all orbitals, we
find a clear trend, namely, that the initial slope of the
self-energy increases at lower T , indicating that the sys-
tem has not yet reached the Fermi-liquid regime. The
Kondo temperatures derived from Eq. (12) therefore di-
minish with T , according to the decreasing values of Zm.
Although this trend is expected in view of the experimen-
tally observed small values of TK , the kinks appearing in
the self-energy at the lowest Matsubara frequencies in-
dicate that inaccuracies resulting from the small cluster
size become more pronounced, in particular, for the more
correlated orbitals A1 and E1. It therefore is not possible
to extract reliable quasi-particle weights at very low T .
Appendix B: Lorentzian fitting
The shapes of the input DOS obtained from KKR cal-
culations shown in Fig. 2 are very similar to Lorentzian
distributions [Eq. (14)]. Therefore, we investigate how
the results are modified if the true DOS spectra are ap-
proximated by Lorentzian DOS profiles.
The Lorentzian form is obtained by fitting the non-
interacting DOS within a narrow range of energy near
the Fermi level using Eq. (14). The energy window from
−1.45 eV to 4 eV is chosen so that it includes only the
Lorentzian DOS peaks [see Fig. 2] or, equivalently, the
flat area of the hybridization functions [see Fig. 3]. The
fitting parameters are summarized in Table I in compari-
son with m and Γm for the actual DOS distributions. In
the region of the Cu 3d bands around −3 eV [see Figs. 2
and 3], E2 orbitals have the smallest contribution, fol-
lowed by A1, E1 orbitals have the largest weight. It thus
reflects the changes from m to 
L
m for each orbital.
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FIG. 13. (Color online) Comparison of imaginary part of the
Matsubara self-energy for KKR (“full”) DOS (solid curves)
and Lorentzian DOS (dashed curves) as a function of chemical
potential; U = 4eV, J = 0.9 eV and T = 0.05 eV. The chemi-
cal potential is the same for both input KKR and Lorentzian
DOS: µ = 20 eV for Mn, µ = 27 eV for Co.
To understand how these changes affect the final re-
sults with interaction, we carry out the investigation by
running the same CT-QMC simulations but with the
Lorentzian DOS input at U = 4, J = 0.9 eV, T = 0.05 eV
and the chemical potential µ varied in a wide range. The
results are then compared with those using the full non-
interacting DOS as input.
Figure 12 shows the comparison of the orbital occu-
pancies using the two types of input DOS. While the
total Nd and the total spin S are similar for the two
cases (not shown), the orbital occupancies exhibit cer-
tain differences. E1 orbital has the largest DOS portion
at −3 eV, in the Lorentzian form, this DOS part is ne-
glected, E1 occupancy thus decreases. In contrast, E2
orbital is the most localized of the three orbitals, in the
Lorentzian form almost all of its DOS is included, its oc-
cupancy is increased. A1 orbital is in the intermediate.
Moreover there is only one orbital 3z2 − r2 in the A1
group, while there are two orbitals in E2 or E1 groups,
the tendency of A1 occupancy is more likely to change.
Thus its occupancy is increased in the Co case [Fig. 12(b)]
and decreased in the Mn case [Fig. 12(a)].
Interestingly, the self-energy does not exhibit signifi-
cant change, as shown in Fig. 13 for the imaginary part
of the Matsubara self-energy. Normally, the DOS part
far from the Fermi level has the effect of screening the
on-site interaction [50, 51], however, in Fig. 13, only
the E1 orbital becomes slightly more correlated in the
Lorentzian input DOS, other orbitals show nearly the
same self-energy. We have checked with the Kanamori
interaction (not shown), which exhibits larger increase
in the correlation strength for Lorentzian input DOS. It
suggests that the results from rotationally invariant in-
teraction is more stable against small perturbation.
Therefore, by using the Lorentzian DOS obtained from
fitting the KKR DOS as input for the impurity solver,
our main results are not much affected, only the orbital
occupancies are changed due to the disappearance of the
DOS part far from the Fermi level, mostly composed of
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Cu 3d character around −3 eV. The comparison suggests
that Lorentzian fitting is a good approximation for the
study of the impurity problem. It may allow for the
construction of a simple model to study a wide range
of 3d impurity systems.
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