Ellipticity in pseudodifferential algebras of Toeplitz type  by Seiler, Jörg
Available online at www.sciencedirect.comJournal of Functional Analysis 263 (2012) 1408–1434
www.elsevier.com/locate/jfa
Ellipticity in pseudodifferential algebras of Toeplitz type
Jörg Seiler
Dipartimento di Matematica, Università di Torino, Via Carlo Alberto 10, 10123 Torino, Italy
Received 23 November 2011; accepted 3 June 2012
Available online 12 June 2012
Communicated by C. De Lellis
Abstract
Let L be a filtered algebra of abstract pseudodifferential operators equipped with a notion of ellip-
ticity, and T  be a subalgebra of operators of the form P1AP0, where P0,P1 ∈ L are projections, i.e.,
P 2
j
= Pj . The elements of L act as linear continuous operators in a scale of abstract Sobolev spaces,
those of T  in the corresponding subspaces determined by the projections. We study how the ellipticity
in L descends to T , focusing on parametrix construction, equivalence with the Fredholm property, char-
acterisation in terms of invertibility of principal symbols, and spectral invariance. Applications concern
SG-pseudodifferential operators, operators on manifolds with conical singularities, and Boutet de Mon-
vel’s algebra for boundary value problems. In particular, we derive invertibility of the Stokes operator with
Dirichlet boundary conditions in a subalgebra of Boutet de Monvel’s algebra. We indicate how the concept
generalizes to parameter-dependent operators.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
One of the major ideas in the theory of pseudodifferential operators is to study existence
and regularity of solutions to partial differential equations in terms of a parametrix construction
within an algebra of pseudodifferential operators. For example, given a μ-th order differential
operator A on a closed smooth manifold M whose homogeneous principal symbol is pointwise
invertible on the unit co-sphere bundle of M , one can construct a pseudodifferential operator B of
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with a smooth integral kernel. Such an operator B is called a parametrix of A. Concerning the
partial differential equation Au = f this has two important consequences:
(1) Fredholm property: If Hs(M) denotes the standard L2-Sobolev space of regularity s, the op-
erator A : Hs(M) → Hs−μ(M) is a Fredholm operator, i.e., its kernel is finite-dimensional
and its range is finite co-dimensional. Hence for any f satisfying a finite number of orthog-
onality conditions, the (affine) solution space is finite-dimensional.
(2) Elliptic regularity: If f has regularity s − μ then any solution u which has some a priori
regularity t must have regularity s.
The first property holds since smoothing operators are compact operators in any Hs(M), the
second is due to the fact that B : Hs−μ(M) → Hs(M) and due to the smoothing property of the
remainders.
This concept – to embed differential operators in a class of pseudodifferential operators and to
construct parametrices to elliptic elements to obtain the Fredholm property and elliptic regularity
of solutions – has by now been realized for a huge variety of different kinds of differential
operators. Just to name a very few, let us mention Boutet de Monvel’s algebra for boundary
value problems [1], Schulze’s calculi for manifolds with conical singularities, edges or higher
singularities [19,3], and Melrose’s b-calculus [10] for manifolds with corners.
Boutet de Monvel’s algebra for boundary value problems on a compact manifold M with
smooth boundary consists of operators of the form
A=
(
A+ +G K
T Q
)
:
Hs(M,E0)
⊕
Hs(∂M,J0)
→
Hs−μ(M,E1)
⊕
Hs−μ(∂M,J1)
(1)
(of arbitrary order μ ∈ R), where Ej and Jj are vector bundles over M and ∂M , respectively,
which are allowed to be zero-dimensional. Here, A+ is the “restriction” to M of a pseudodif-
ferential operator A defined on the double of M , G is a so-called singular Green operator, K is
a potential operator, T is a trace operator, and Q is a usual pseudodifferential operator on the
boundary. Hs refers to the L2-Sobolev spaces. For further information on this calculus we refer
the reader to the existing literature, for instance [1,6,13,20], or [17] where a nice and short in-
troduction can be found. For example the Dirichlet problem for the Laplacian is included in this
set-up as
(

T
)
: Hs(M) →
Hs−2(M)
⊕
Hs−2(∂M)
, s >
1
2
,
where T u = S(u|∂M) with an invertible pseudodifferential operator S of order 3/2 on the bound-
ary. The parametrix (which in fact is an inverse in this case) is then of the form (A+ +G K ),
where u = (A+ +G)f solves u = f in M and u|∂M = 0, while u = Kϕ is harmonic in M and
u|∂M = S−1ϕ. Ellipticity in Boutet de Monvel’s algebra is determined by the invertibility of both
the homogeneous principal symbol of A and the principal boundary symbol associated with A.
For differential problems this corresponds to Shapiro–Lopatinskij ellipticity of boundary value
problems.
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there are important exceptions. For example, Dirac operators in even dimension cannot be com-
pleted with a boundary condition to be an elliptic element in Boutet de Monvel’s algebra. The
Dirichlet condition u → u|∂M in this case cannot be used directly, but instead the celebrated
Atiyah–Patodi–Singer boundary condition u → P(u|∂M) where P is the positive spectral pro-
jection of the tangential operator associated with the Dirac operator. In [23] it is shown that
in fact any elliptic differential operator can be completed to a Fredholm problem by such kind
of boundary conditions involving projections. Motivated by this fact Schulze in [20] extended
Boutet de Monvel’s calculus in such a way that this type of boundary conditions is included. In
this extended calculus the operators are of the form(
1 0
0 P1
)(
A+ +G K
T Q
)(
1 0
0 P0
)
, (2)
where Pj are zero-order pseudodifferential operators on the boundary which are projections, i.e.,
P 2j = Pj . Defining the closed subspaces
Hs(∂M,Jj ,Pj ) := Pj
(
Hs(∂M,Jj )
)
of Hs(∂M,Jj ), operators of the form (2) are considered as a maps
Hs(M,E0)
⊕
Hs(∂M,J0,P0)
→
Hs−μ(M,E1)
⊕
Hs−μ(∂M,J1,P1)
. (3)
A concept of ellipticity is developed and it is shown that elliptic operators have a parametrix of
analogous structure, i.e., as in (2) but with P0 and P1 interchanged. For elliptic operators the
map (3) is Fredholm, and one has elliptic regularity in the scale of projected subspaces. In the
works [14,15] of Savin and Sternin index formulas for boundary value problems with conditions
in so-called even or odd subspaces over the boundary are derived. In [21] and [22] Schulze and
the author realized a similar calculus for boundary value problems without transmission property
and operators on manifolds with edges, respectively.
In the present paper we study such kind of calculi involving projections from a general point
of view. We consider a filtered algebra L of “abstract” pseudodifferential operators equipped
with a notion of ellipticity that is equivalent to the existence of a parametrix modulo smoothing
operators, cf. Section 2 for details. Let us denote by T  the subalgebra of operators of the form
P1AP0, where A belongs to L and P0,P1 ∈ L are projections, i.e., P 2j = Pj . We call T  a
Toeplitz subalgebra in view of the structure of classical Toeplitz operators, which are of the form
PMP where P is the orthogonal projection of L2(S1) onto the Hardy space of functions that
extend holomorphically to the unit-disc, and M is the operator of multiplication by a bounded
function on the unit-circle. We shall assume that the elements of L act as linear continuous
operators in certain scales of “abstract” Sobolev spaces. Applying the projections to these spaces
yields a natural scale of closed subspaces in which the elements of the Toeplitz subalgebra act.
Recall that the algebra of operators from (2) fits in this general framework. In Section 3 we
show that ellipticity in L naturally induces a concept of ellipticity in the Toeplitz subalgebra T .
Assuming that L is closed under taking adjoints and that ellipticity is equivalent to the Fredholm
mapping property, we show that also the induced ellipticity in T  is equivalent to the Fredholm
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“abstract” principal symbols, we discuss how the corresponding symbolic structure looks like in
the Toeplitz subalgebra. Also we give a sufficient condition ensuring the spectral invariance of
Toeplitz subalgebras. In Section 3.5 we indicate how our approach can be extended to parameter-
dependent operators; however, the parameter-dependent case is not the main focus of this paper
and we plan to investigate it further in a separate publication.
In the last three sections of this article we discuss various concrete examples that are all
covered by our approach. The first concerns classical SG-pseudodifferential operators on Rn, cf.
[12,2,3]; roughly speaking these are pseudodifferential operators whose symbols have asymptotic
expansions into homogeneous components both with respect to the variable and corresponding
co-variable, cf. Section 4 for the details (by passing to the radial compactification of Rn, i.e.,
the closed n-dimensional unit ball, the class of SG-pseudodifferential operators described here
corresponds to the class of Melrose’s scattering operators on the unit ball, cf. [11]). Actually
this calculus can also be adapted to cover more general non-compact manifolds, cf. [16]; for
simplicity of presentation we restrict ourselves to the Euclidean space. In Section 5 we consider
Schulze’s cone algebra [19] of pseudodifferential operators on manifolds with conical singu-
larities (note that this calculus is closely related with Melrose b-calculus [10], cf. [9] for a
comparison). The final Section 6 is dedicated to Boutet de Monvel’s algebra. We show that the
above described extended Boutet de Monvel calculus is obtained as a particular case of our gen-
eral approach; in fact we can allow arbitrary projections from Boutet de Monvel’s algebra and
not only those of the form
( 1 0
0 P
)
with pseudodifferential projections P on the boundary. This
allows us to give an application concerning the Stokes operator, i.e., the Laplacian considered
on divergence free (solenoidal) vector fields which plays an important role in the analysis of the
Navier–Stokes equations. More precisely, if M is a smoothly bounded compact domain in Rn
and P denotes the Helmholtz projection for M then the Stokes operator with Dirichlet boundary
conditions is
P : Hsσ
(
M,Cn
)∩ {u | u|∂M = 0} → Hs−2σ (M,Cn), s > 3/2, (4)
where Hsσ (M,Cn) denotes the image of Hs(M,Cn) under the Helmholtz projection. In [4]
Giga has shown that this operator in case s = 2 (and even in the more general setting of Lp-
Sobolev spaces) is the generator of an analytic semigroup and that its resolvent has a certain
pseudodifferential structure. Grubb and Solonnikov [8,6] studied the resolvent in terms of a
parameter-dependent version of Boutet de Monvel’s algebra. In our context of Toeplitz sub-
algebras, we can view the Stokes operator as an element in a Toeplitz subalgebra of Boutet
de Monvel’s algebra. Taking for granted that (4) is an isomorphism for s = 2 (in fact, it is a
self-adjoint positive operator) we will derive in Section 6.2 that it is an isomorphism for any
s > 3/2 and we shall show that the inverse is of the form P(A+ +G)P , where A+ +G belongs
to Boutet de Monvel’s algebra. Though this result might not be new, it follows without effort as
a straightforward corollary from our general approach.
2. The general set-up
We introduce algebras of “abstract” pseudodifferential operators, incorporating some standard
features frequently met in pseudodifferential analysis: asymptotic summation, parametrix and
Fredholm property. Also we introduce the notion of subalgebra of Toeplitz type. The notations
of this section will be used throughout the paper.
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Let N0 denote the non-negative integers and consider a set of operators
L =
⋃
−μ∈N0
⋃
g∈G
Lμ(g), (5)
where μ represents the “order of operators” while G is a set of “admissible” pairs of data g =
(g0, g1); at this stage G should be considered as data specifying the class of considered operators,
and to which will be assigned a precise meaning depending on the concrete application. For a
first example see Example 2.1 below.
We assume that with any single datum g there is associated a scale of Hilbert spaces
Hs(g), s ∈N0, (6)
and that each element A ∈ Lμ(g), g = (g0, g1), induces continuous linear operators
A : Hs(g0) → Hs−μ(g1)
for any s  0. Furthermore we ask that
Lμ(g) ⊂ Lν(g), μ ν,
and that for two data g = (g0, g1) and g′ = (g1, g2) composition of operators induces mappings
Lμ
(
g′
)×Lν(g) → Lμ+ν(g′ ◦ g), g′ ◦ g := (g0, g2). (7)
Due to this composition property we also speak – by abuse of language – of the “algebras” L or
Lμ(g). The classes of “smoothing” operators are defined as
L−∞(g) :=
⋂
−μ∈N0
Lμ(g).
Example 2.1. Let M be a smooth compact (Riemannian) manifold. A “datum” is any pair g =
(M,E) where E is a smooth (Hermitian) vector bundle over M . We let
Hs(g) = Hs(M,E)
denote the standard L2-Sobolev spaces of sections into E of regularity s. For g = (g0, g1) with
gj = (M,Ej ) let
Lμ(g) = Lμcl(M;E0,E1)
be the space of classical pseudodifferential operators, mapping sections into E0 to sections
into E1 (with “classical” we mean that the local pseudodifferential symbols have complete
asymptotic expansions into homogeneous components; see Section 4 for details).
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We incorporate this by the following definition.
Definition 2.2. We call the algebra L asymptotically complete if for any admissible g and any
sequence of operators Aj ∈ L−j (g) there exists an A ∈ L0(g) such that A−∑N−1j=0 Aj ∈ L−N(g)
for any positive integer N .
Next we come to ellipticity and parametrices.
Definition 2.3. An operator A ∈ L0(g), g = (g0, g1), is called elliptic if there exists an operator
B ∈ L0(g(−1)) with g(−1) := (g1, g0) such that
BA− 1 ∈ L−∞(g0), AB − 1 ∈ L−∞(g1),
where g0 = (g0, g0), g1 = (g1, g1). Any such B is called a parametrix of A.
Obviously parametrices are uniquely determined modulo smoothing operators. As a con-
sequence of a Neumann series argument the existence of a parametrix in case of asymptotic
completeness is equivalent to the existence of left- and right-inverses modulo operators of
order −1: The operator A ∈ Lμ(g) is elliptic if there exist B0,B1 ∈ L−μ(g(−1)) such that
B0A − 1 ∈ L−1(g0) and AB1 − 1 ∈ L−1(g1). For details see the proof of Proposition 3.2, be-
low.
The fact that parametrices are inverses modulo smoothing operators implies elliptic regular-
ity of associated equations: If A ∈ L0(g) is elliptic, f ∈ Hs(g1), and u ∈ H 0(g0) then Au = f
implies u ∈ Hs(g0). In applications one is also interested in the fact that the smoothing remain-
ders yield compact operators in the associated spaces, since this implies that elliptic operators
are Fredholm operators. Even more, one also wants that the Fredholm property of an operator
implies its ellipticity, meaning that the notion of ellipticity is actually optimal.
Definition 2.4. We say that L has the Fredholm property if, for any admissible g, the following
hold:
(a) Any R ∈ L−∞(g) is a compact operator H 0(g0) → H 0(g1).
(b) If A ∈ L0(g) is a Fredholm operator H 0(g0) → H 0(g1) then A is elliptic.
The algebra of classical pseudodifferential operators on a compact manifold, cf. Example 2.1
is asymptotically complete and has the Fredholm property in the sense of the previous definitions.
2.2. Toeplitz subalgebras
In the following let g = (g0, g1) and g0 = (g0, g0), g1 = (g1, g1).
Definition 2.5. Let P0 ∈ L0(g0) and P1 ∈ L0(g1) be two projections (i.e., P 2j = Pj ). Then we
define
T μ(g,P0,P1) :=
{
A ∈ Lμ(g) ∣∣ (1 − P1)A = 0, A(1 − P0) = 0}
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T  =
⋃
−μ∈N0
⋃
g∈G,
Pj∈L0(gj )
T μ(g,P0,P1).
We call T μ(g,P0,P1) a Toeplitz subalgebra of Lμ(g). We define
Hs(gj ,Pj ) = Pj
(
Hs(gj )
)
, s ∈N0.
Note that Hs(gj ,Pj ) is a closed subspace of Hs(gj ) and that any element A ∈ T μ(g,P0,P1)
induces continuous operators
A : Hs(g0,P0) → Hs−μ(g1,P1).
Observe that the canonical map
A˜ → P1A˜P0 : Lμ(g) → T μ(g,P0,P1)
is surjective; in other words, we can write
T μ(g,P0,P1) = P1Lμ(g)P0. (8)
Definition 2.6. An operator A ∈ T 0(g,P0,P1) is called elliptic if there exists a B ∈ T 0(g(−1),
P1,P0) such that
BA− P0 ∈ T −∞(g0,P0,P0), AB − P1 ∈ T −∞(g1,P1,P1).
Any such operator B is called a parametrix of A.
Note that Pj is the identity operator on Hs(gj ,Pj ). Therefore ellipticity in fact asks for
the existence of B ∈ T 0(g(−1),P1,P0) and Rj ∈ T −∞(gj ,Pj ,Pj ) such that R0 = BA − 1 on
Hs(g0,P0) and R1 = AB − 1 on Hs(g1,P1).
Remark 2.7. Referring to the previously used notation we could introduce new weight-data
ĝ = (ĝ0, ĝ1) :=
(
(g0,P0), (g1,P1)
)
, Pj ∈ L0(gj ) projection,
and then write Lμ( ĝ ) := T μ(g,P0,P1). Thus we could use for Toeplitz algebras the same for-
malism as above. However, we find it more intuitive to use the notation T μ(g,P0,P1) in the
sequel.
3. Ellipticity in Toeplitz subalgebras
We shall investigate how the notion of ellipticity in the full algebra L0(g) descends to a
Toeplitz subalgebra T 0(g,P0,P1).
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A first simple observation is that asymptotic completeness passes over to Toeplitz subalgebras:
Lemma 3.1. If L is asymptotically complete then so is T .
Proof. Let Aj ∈ T −j (g,P0,P1) be a given sequence. Then there exists an A˜ ∈ L0(g) with
A˜ − ∑N−1j=0 Aj ∈ L−N(g) for any N . Choosing A = P1A˜P0 we have A − ∑N−1j=0 Aj ∈
T −N(g,P0,P1), since Aj = P1AjP0 for any j . 
Proposition 3.2. Let L be asymptotically complete. Then for A ∈ T 0(g,P0,P1) the following
statements are equivalent:
(1) A is elliptic.
(2) There exist B0,B1 ∈ T 0(g(−1),P1,P0) such that B0A − P0 ∈ T −1(g0,P0,P0) and AB1 −
P1 ∈ T −1(g1,P1,P1).
(3) There exist C0,C1 ∈ L0(g(−1)) such that C0A− P0 ∈ L−1(g0) and AC1 − P1 ∈ L−1(g1).
Proof. The implications (1) ⇒ (2) and (2) ⇒ (3) are obvious.
Let us now show that (3) implies (2). If C0A − P0 = R0 with R0 ∈ L−1(g0) then multiplica-
tion from the left and the right with P0 and the fact that P1A = A = AP0 yield P0C0P1A−P0 =
P0R0P0. Similarly we get AP0C1P1 − P1 = P1R1P1 with R1 ∈ L−1(g1). Thus (2) holds with
Bj = P0CjP1 for j = 0,1.
Finally, assume (2) is true. Hence there is an R0 ∈ T −1(g0,P0,P0) with
B0A = P0 −R0 = (P0 −R0)P0.
Since T  is asymptotically complete by Lemma 3.1, we can choose an element B ′0 ∈
T 0(g0,P0,P0) with B ′0 ∼ P0 +
∑∞
=1 R0. Then BL := B ′0B0 is a left-parametrix of A, i.e.
BLA − P0 ∈ T −∞(g0,P0,P0). Analogously we can construct a right-parametrix BR and then
choose B = BL or B = BR . 
As an immediate consequence of part (3) of the previous proposition we obtain:
Corollary 3.3. Let L be asymptotically complete, A˜ ∈ L0(g) and Qj,Pj ∈ L0(gj ) be pro-
jections with Pj − Qj ∈ L−1(gj ). Then P1A˜P0 ∈ T μ(g,P0,P1) is elliptic if, and only if,
Q1A˜Q0 ∈ T μ(g,Q0,Q1) is elliptic.
3.2. The Fredholm property
Assume that L0(g) has the Fredholm property. Since H 0(gj ,Pj ) is a closed subspace of
H 0(gj ) it is clear that smoothing operators from T −∞(g,P0,P1) induce compact operators
H 0(g0,P0) → H 0(g1,P1). Therefore elliptic elements from T 0(g,P0,P1) induce Fredholm op-
erators H 0(g0,P0) → H 0(g1,P1). For the reverse statement we shall need that the algebras are
stable under taking adjoints.
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A∗ ∈ L0(g(−1)) such that A∗ : H 0(g1) → H 0(g0) coincides with the adjoint of A : H 0(g0) →
H 0(g1).
Since any A ∈ T 0(g,P0,P1) satisfies A = P1AP0, taking the adjoint in the ∗-closed algebra
L0(g) yields a map
T 0(g,P0,P1) → T 0
(
g(−1),P ∗1 ,P ∗0
)
.
This map preserves Fredholm operators:
Lemma 3.5. Let A ∈ T 0(g,P0,P1) induce a Fredholm operator A : H 0(g0,P0) → H 0(g1,P1).
Then A∗ : H 0(g1,P ∗1 ) → H 0(g0,P ∗0 ) is also a Fredholm operator.
Proof. First observe that there is a natural identification of the dual space of H 0(gj ,Pj ) with
H 0(gj ,P ∗j ). In fact, any functional x in the dual space H 0(gj ,Pj )′ can be extended to one in
H 0(gj )′ by setting
x˜(u) = x(Pju), u ∈ H 0(gj ).
If we denote by Ij : H 0(gj ) → H 0(gj )′ the standard Riesz map then
x → P ∗j I−1j x˜ : H 0(gj ,Pj )′ → H 0
(
gj ,P
∗
j
)
is a bijection. Under this identification the dual operator A′ : H 0(g1,P1)′ → H 0(g0,P0)′ corre-
sponds to A∗ : H 0(g1,P ∗1 ) → H 0(g0,P ∗0 ). Now it remains to observe that duals of Fredholm
operators are Fredholm operators. 
Lemma 3.6. Let X and Y be two Hilbert spaces and T : X → Y be an upper semi-Fredholm
operator, i.e., T has closed range and a finite-dimensional kernel. Then T ∗T is a Fredholm
operator.
Proof. T ∗T has finite-dimensional kernel, since kerT ∗T = kerT . Since the range of T is closed,
we have the orthogonal decomposition Y = imT ⊕kerT ∗. Therefore imT ∗T = imT ∗. Since T ∗
is lower semi-Fredholm, its range has finite co-dimension. 
Theorem 3.7. If L has the Fredholm property and is ∗-closed, then T  has the Fredholm prop-
erty.
Proof. Let A ∈ T 0(g,P0,P1) induce a Fredholm operator H 0(g0,P0) → H 0(g1,P1); let us
denote this operator by Â. We have to show that A is elliptic. Due to the ∗-closedness of L
we have
B := A∗A+ (1 − P0)∗(1 − P0) ∈ L0(g0). (9)
J. Seiler / Journal of Functional Analysis 263 (2012) 1408–1434 1417We shall now show that B : H 0(g0) → H 0(g0) is a Fredholm operator. To this end define
T : H 0(g0) → H 0(g1)⊕H 0(g0), T u =
(
Au, (1 − P0)u
)
.
Now kerT = ker Â, and imT = im Â ⊕ im(1 − P0) is closed in H 0(g1) ⊕ H 0(g0), i.e., T is
upper semi-Fredholm. Due to Lemma 3.6, B = T ∗T is Fredholm.
Since L has the Fredholm property, B has a parametrix C ∈ L0(g0), i.e., R := CB − 1 ∈
L−∞(g0). Therefore
P0RP0 = P0C
(
A∗A+ (1 − P0)∗(1 − P0)
)
P0 − P0 = P0CA∗P1A− P0,
since P1A = AP0 = A. Therefore BL := P0CA∗P1 ∈ T 0(g(−1),P1,P0) is a left-parametrix
of A.
In view of Lemma 3.5 we can construct in the same way a left-parametrix to A∗ ∈
T 0(g(−1),P ∗1 ,P ∗0 ). The adjoint of this left-parametrix yields a right-parametrix for A. Hence
A is elliptic. 
Remark 3.8. For later purpose let us state here that the operator B defined in (9) is a self-adjoint
Fredholm operator with
ker
(
B : H 0(g0) → H 0(g0)
)= ker(A : H 0(g0,P0) → H 0(g1,P1)).
In fact, the kernel on the right-hand side is clearly contained in the kernel on the left-hand side.
Moreover, Bu = 0 implies
0 = (Bu,u) = (A∗Au,u)+ ((1 − P0)∗(1 − P0)u,u)= ‖Au‖2 + ∥∥(1 − P0)u∥∥2,
where inner-product and norm are those of H 0(g0). Thus Au = 0 and (1 −P0)u = 0. In particu-
lar, B : H 0(g0) → H 0(g0) is an isomorphism if A : H 0(g0,P0) → H 0(g1,P1) is injective.
Another interesting property of many pseudodifferential calculi is their “spectral invariance”,
i.e., whenever an element of the algebra is invertible as a continuous operator between Sobolev
spaces, then the inverse belongs to the calculus.
Theorem 3.9. Let L have the Fredholm property and be ∗-closed. Furthermore assume that
R1T R0 ∈ L−∞(g) whenever g is admissible, Rj ∈ L−∞(gj ) are smoothing operators, and
T : H 0(g0) → H 0(g1) continuously. Then T 0(g,P0,P1) is spectrally invariant for any admis-
sible g, i.e., if A ∈ T 0(g,P0,P1) induces an isomorphism H 0(g0,P0) → H 0(g1,P1) then there
exists a B ∈ T 0(g(−1),P1,P0) such that BA = P0 and AB = P1.
Proof. Let A be as stated. In particular, A : H 0(g0,P0) → H 0(g1,P1) is a Fredholm operator.
By Theorem 3.7 there exists a parametrix B ∈ T 0(g(−1),P1,P0). In particular, BA = 1 − R0
on H 0(g0,P0) and AB = 1 − R1 on H 0(g1,P1) with smoothing operators Rj ∈ T −∞(gj ,Pj ).
These identities yield A−1 = B +R0A−1 and A−1 = B +A−1R1. Thus we get
A−1 = B +R0B +R0P0A−1P1R1.
1418 J. Seiler / Journal of Functional Analysis 263 (2012) 1408–1434The right-hand side belongs to T 0(g(−1),P1,P0). In fact, we can consider T := P0A−1P1 as a
continuous map H 0(g1) → H 0(g0), hence S := R0T R1 ∈ L−∞(g(−1)) by assumption. More-
over P1S = SP0 = 0, showing that S belongs to T −∞(g(−1),P1,P0). 
By abuse of notation we shall also write A−1 := B for B from the previous theorem. This
notation is reasonable, since B : H 0(g1,P1) → H 0(g0,P0) is the inverse of A : H 0(g0,P0) →
H 0(g1,P1).
3.3. Reductions of orders
In applications typically the fitration in (5) uses a parameter μ ∈ Z or μ ∈ R and the scale of
Sobolev spaces (6) admits regularities s ∈ Z or s ∈ R. Of course, one is also interested in oper-
ators of order different from zero. A typical feature in pseudodifferential calculi is the existence
of “reductions of orders”, which allows to restrict ones attention to the zero order case. In the
present general setting this means (to ask for) the existence of operators Sμ ∈ Lμ(g) having an
inverse S−1μ = S−μ ∈ L−μ(g), for any μ and any admissible g = (g, g).
In case of existence of such reductions of orders, Sjμ ∈ Lμ(gj ), the study of A ∈ T μ(g,P0,P1)
considered as an operator
A : Hs(g0,P0) → Hs−μ(g1,P1)
is equivalent to the study of
A˜ : H 0(g0, P˜0) → H 0(g1, P˜1)
where
A˜ = S1s−μAS0−s ∈ L0(g, P˜0, P˜1)
with the two projections
P˜0 = S0s P0S0−s ∈ L0(g0), P˜1 = S1s−μP1S1μ−s ∈ L0(g1).
In fact, the following diagram is commutative:
Hs(g0,P0)
A
Hs−μ(g1,P1)
S1s−μ
H 0(g0, P˜0)
A˜
S0−s
H 0(g1, P˜1).
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Above, ellipticity has been defined as the existence of a parametrix, i.e., an inverse modulo
smoothing remainders. In applications it is of course desirable to characterize ellipticity in other
terms that are easier to verify. Typically, with a given operator A one associates one or more
“(homogeneous) principal symbols”, which can be thought of bundle morphisms between finite-
or infinite-dimensional vector bundles (we shall identify operator-valued functions σ : M →
L (X,Y ) with morphism acting between the trivial vector-bundles M×X and M×Y ). Ellipticity
is then aimed to be equivalent to the invertibility/bijectivity of the principal symbols.
Example 3.10. With a classical pseudodifferential operator A ∈ Lμcl(M;E0,E1), cf. Exam-
ple 2.1, we associate its homogeneous principal symbol, which is a vector bundle morphism
σμ(A) : π∗E0 → π∗E1,
where π : S∗M → M is the canonical projection of the unit co-sphere bundle S∗M of the (Rie-
mannian) manifold M onto M itself, and π∗Ej denotes the pull-back of the vector bundle Ej .
A is elliptic if, and only if, σμ(A) is an isomorphism.
In this section we assume that in L we have such a characterisation of ellipticity in terms
of principal symbols and investigate how this structure descends to Toeplitz subalgebras. To this
end let us call L a σ -algebra if there exists a map
A → σ(A) = (σ1(A), . . . , σn(A))
assigning to each A ∈ L0(g) an n-tuple of bundle morphisms
σ(A) : E(g0) → E(g1)
between (finite- or infinite-dimensional) Hilbert space bundles E(gj ), such that the following
are true:
(1) The map respects the composition of operators, i.e.,
σ(AB) = σ(A)σ(B) := (σ1(A)σ1(B), . . . , σn(A)σn(B))
whenever A ∈ L0(g) and B ∈ L0(g′) as in (7).
(2) σ(R) = 0 for any smoothing operator R.
(3) A is elliptic if, and only if, σ(A) is invertible, i.e., all σ(A) are bundle isomorphisms.
If additionally L is ∗-closed we also ask that
(4) σ(A∗) = σ(A)∗, i.e., for any ,
σ
(
A∗
)= σ(A)∗ : E1(g1) → E0(g0),
where σ(A)∗ denotes the adjoint morphism (obtained by taking fibrewise the adjoint).
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the associated bundle morphisms σ(Pj ) are projections in E(gj ). Therefore its range
E(gj ,Pj ) := σ(Pj )
(
E(gj )
)
is a subbundle of E(gj ). We now define
σ(A,P0,P1) : E(g0,P0) → E(g1,P1)
by restriction of σ(A) and then
σ(A,P0,P1) =
(
σ1(A,P0,P1), . . . , σn(A,P0,P1)
)
.
It is clear that if A ∈ T 0(g,P0,P1) is elliptic, then σ(A,P0,P1) is invertible. In fact, if B ∈
T 0(g(−1),P1,P0) is a parametrix to A then σ(B,P1,P0) is the inverse of σ(A,P0,P1).
Theorem 3.12. Let L be a ∗-closed σ -algebra. Then T  is a σ -algebra. In particular, for A ∈
T 0(g,P0,P1) the following statements are equivalent:
(a) A is elliptic.
(b) σ(A,P0,P1) : E(g0,P0) → E(g1,P1) is an isomorphism for  = 1, . . . , n.
Proof. Let us show that (b) implies (a) (the remaining statements are simple to see). Let us define
the operator
B := A∗A+ (1 − P0)∗(1 − P0) ∈ L0(g0).
Applying the principal symbol map yields
σ(B) = σ(A)∗σ(A)+ σ(1 − P0)∗σ(1 − P0).
Remark 3.8 (applied fibrewise) shows that any σ(B) is an isomorphism, hence B is elliptic
by assumption. Arguing as in the proof of Theorem 3.7 we find a left-parametrix to A and, by
passing to adjoints, also a right-parametrix. Thus A is elliptic. 
The previous proof also shows that, under the assumptions of Theorem 3.12, a left-parametrix
[right-parametrix] for A exists, provided σ(A,P0,P1) : E(g0,P0) → E(g1,P1) are (fibre-
wise) Fredholm monomorphisms [epimorphisms] for all  = 1, . . . , n.
Example 3.13. Let Pj ∈ L0cl(M;Ej ,Ej ) be two projections. Let us write
T 0cl
(
M; (E0,P0), (E1,P1)
)= P1L0cl(M;E0,E1)P0
for the associated Toeplitz algebra and
Hs(M,Ej ,Pj ) = Pj
(
Hs(M,Ej )
)
.
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π∗Ej which we denote by Ej(Pj ).
Then for A ∈ T 0cl(M, (E0,P0), (E1,P1)) the following statements are equivalent:
(a) A is elliptic, i.e., has a parametrix B ∈ T 0cl(M; (E1,P1), (E0,P0)).
(b) A : H 0(M,E0,P0) → H 0(M,E1,P1) is a Fredholm operator.
(c) σ(A) : E0(P0) → E1(P1) is an isomorphism.
Example 3.14. Let E0,E1 be smooth vector bundles over M . By Swan’s theorem Ej is a sub-
bundle of a trivial bundle; let us denote it by CNj . Then the projections pj : CNj → Ej can
be considered as zero-order pseudodifferential projections Pj ∈ L0cl(M;CNj ,CNj ) and we can
identify Lμcl(M;E0,E1) with Lμcl(M; (CN0,P0), (CN1 ,P1)).
Similarly as discussed in Section 3.3, the existence of reductions of orders allows a straight-
forward extension of the above result from zero order operators to operators of general order.
This fact we shall use below in our examples without further commenting on it.
3.5. Parameter-dependent operators
For the analysis of resolvents of differential operators, calculi of parameter-dependent pseu-
dodifferential operators can be used very effectively. With suitable modifications, the above
abstract approach can also capture features of parameter-dependent calculi. We shall give some
details in this subsection.
In the following let Λ coincide with R or be a sectorial domain in the complex plane. We
now assume that the elements of L are not single operators, but families/functions of operators
λ → A(λ). To make clear that we deal with families of operators we shall use notations like
L(Λ), Lμ(g;Λ) and denote elements by A(λ), B(λ), etc.
With the notation from Section 2 we shall assume that A(λ) ∈ Lμ(g;Λ) induces continuous
operators
A(λ) : Hs(g0) → Hs−μ(g1)
for all λ and all s. Smoothing operators R(λ) ∈ L−∞(g;Λ) are required to satisfy
∥∥R(λ)∥∥
Hs(g0),H t (g1)
|λ|→∞−−−−→ 0
for any s, t , where ‖ · ‖X,Y denotes the operator norm for operators X → Y .
Definition 3.15. A(λ) ∈ L0(g;Λ) is called elliptic (or parameter-elliptic) if there exists a B(λ) ∈
L0(g(−1);Λ) such that
R0(λ) := B(λ)A(λ) − 1 ∈ L−∞(g0;Λ),
R1(λ) := A(λ)B(λ) − 1 ∈ L−∞(g1;Λ).
Any such operator B(λ) is called a parametrix of A(λ).
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1 +Rj(λ) is invertible due to the decay property of smoothing remainders. If we assume that
there exist smoothing Sj (λ) such that (1 +Rj(λ))−1 = 1 +Sj (λ) for sufficiently large λ, we can
conclude that there exists a parametrix B(λ) that equals A(λ)−1 for large enough λ.
Definition 3.16. We call L(Λ) inverse-closed, if for any R(λ) ∈ L−∞(g;Λ) with admissible
weight g = (g, g) there exists an S(λ) ∈ L−∞(g;Λ) such that(
1 +R(λ))(1 + S(λ))= (1 + S(λ))(1 +R(λ))= 1
for sufficiently large λ.
Using the notation of the previous definition, we have(
1 +R(λ))−1 = 1 −R(λ)+R(λ)(1 +R(λ))−1R(λ)
whenever the inverse exists. Hence we see that L(Λ) is inverse closed if, and only if, for any
such R(λ) there exists an R′(λ) ∈ L−∞(g;Λ) such that
R′(λ) = R(λ)(1 +R(λ))−1R(λ)
for sufficiently large λ.
Example 3.17. With the notation introduced in Example 2.1, let
Lμ(g;Λ) = Lμcl(M;E0,E1;Λ)
be the space of classical parameter-dependent pseudodifferential operators of order μ, i.e., the
local symbols of the operator-families satisfy uniform estimates of the form∣∣Dαξ Dβx Dγλ a(x, ξ, λ)∣∣ C(1 + |ξ | + |λ|)μ−|α|−|γ |,
and have expansions into components homogeneous in (ξ, λ). The smoothing operators are
rapidly decreasing in λ with values in the smoothing operators on M , i.e.,
L−∞(M;E0,E1;Λ) = S (Λ,X),
where
X = L−∞(M;E0,E1) ∼= C∞(M,E0 E1).
Now it is straightforward to verify the inverse closedness, using the fact that for a rapidly de-
creasing function r(λ) also
r ′(λ) := χ(λ)r(λ)(1 + r(λ))−1r(λ)
is rapidly decreasing, where χ is a zero excision function that vanishes where the inverse does
not exist.
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T μ(g,P0,P1;Λ) = P1(λ)Lμ(g;Λ)P0(λ)
with projections Pj (λ) ∈ L0(gj ;Λ). An element A(λ) ∈ T 0(g,P0,P1;Λ) is called elliptic if
there exists a B(λ) ∈ T 0(g,P1,P0;Λ) such that
B(λ)A(λ)− P0(λ) ∈ T −∞(g0,P0,P0;Λ),
A(λ)B(λ)− P1(λ) ∈ T −∞(g1,P1,P1;Λ).
Inverse-closedness of the Toeplitz algebras now means that to any projection P(λ) ∈ L0(g;Λ),
g = (g, g), and any R(λ) ∈ T −∞(g,P ,P ;Λ) there exists an S(λ) ∈ T −∞(g,P ,P ;Λ) such that(
P(λ)+R(λ))(P(λ)+ S(λ))= (P(λ)+ S(λ))(P(λ)+R(λ))= P(λ)
for sufficiently large λ. In this case, to any elliptic A(λ) there always exists a parametrix B(λ)
such that
B(λ)A(λ) = P0(λ), A(λ)B(λ) = P1(λ)
for large λ. It is not difficult to see that inverse-closedness of L(Λ) implies that of T (Λ).
Assuming that ellipticity in L(Λ) is characterized by the invertibility of certain principal
symbols, i.e., L(Λ) is a σ -algebra, we can now show as in Section 3.4:
Theorem 3.18. If L(Λ) is an inverse-closed, ∗-closed σ -algebra, then T (Λ) is an inverse-
closed σ -algebra.
4. SG-pseudodifferential operators
If X is a Fréchet space let us denote by Sμ(Rm,X) the Fréchet space of all smooth functions
a :Rm → X satisfying estimates∥∥Dγz a(z)∥∥ Cγ (1 + |z|)μ−|γ |
uniformly in z ∈ Rm for any multi-index γ and any semi-norm ‖ · ‖ of X (the constant Cγ
depends also on the semi-norm). With S(μ)(Rm,X) we denote the space of all smooth functions
a :Rm \ {0} → X of the form
a(z) = |z|μa˜(z/|z|), a˜ : Sm−1 → X,
where Sm−1 denotes the unit-sphere in Rm. Moreover, Sμcl(Rm,X) denotes the subspace of sym-
bols a ∈ Sμ(Rm,X) that have asymptotic expansions into homogeneous components: There exist
a(μ−j) ∈ S(μ−j)(Rm,X) such that
a −
N−1∑
χa(μ−j) ∈ Sμ−N (Rm,X)
j=0
1424 J. Seiler / Journal of Functional Analysis 263 (2012) 1408–1434for any positive integer N and with χ(z) being a smooth zero-excision function. The function
a(μ) is called the principal component of a.
The class of pseudodifferential symbols we now consider are, roughly speaking, classical
both in the x-variable and the corresponding co-variable ξ (for precise details we refer the reader
to [3]).
Definition 4.1. For μ,m ∈R and N0,N1 ∈N let us define
S
μ,m
cl
(
R
n ×Rn,N0,N1
) := Smcl (Rnx, Sμcl(Rnξ ,L (CN0,CN1))).
The space of associated pseudodifferential operators,
(Au)(x) = [op(a)u](x) = ∫ eixξ a(x, ξ )̂u(ξ) dξ,
we shall denote by Lμ,mcl (R
n,N0,N1).
The class of regularizing operators,
L−∞,−∞
(
R
n,N0,N1
) := ⋂
μ,m∈R
L
μ,m
cl
(
R
n,N0,N1
)
,
consists of all integral operators (with respect to the standard Lebesgue measure on Rn) having
an integral kernel
k(x, y) ∈ S (R2n(x,y),L (CN0,CN1)),
the space of rapidly decreasing functions with values in the linear operators CN0 →CN1 .
The natural scale of Sobolev spaces such operators act in is given by
Hs,δ
(
R
n,N
) := (1 + |x|2)−δ/2Hs(Rn,CN ), s, δ ∈R,
i.e., the standard CN -valued Sobolev spaces on Rn multiplied by a weight function. Then A ∈
L
μ,m
cl (R
n,N0,N1) induces continuous operators
A : Hs,δ(Rn,N0)→ Hs−μ,δ−m(Rn,N1)
for any choice of s and δ.
By passing to the principal component with respect to x, or with respect to ξ , or simultane-
ously with respect to both x and ξ , we associate with A = op(a) three principal symbols, which
are bundle morphisms
σμ(A) : (Rnx × Sn−1ξ )×CN0 → (Rnx × Sn−1ξ )×CN1,
σm(A) :
(
S
n−1
x ×Rnξ
)×CN0 → (Sn−1x ×Rnξ )×CN1,
σμ(A) : (Sn−1 × Sn−1)×CN0 → (Sn−1 × Sn−1)×CN1 .m x ξ x ξ
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σ(A) = (σμ(A),σm(A),σμm(A)), A ∈ Lμ,mcl (Rn,N0,N1).
Ellipticity of A is defined as the invertibility of (all three components of) σ(A). It is well known
that ellipticity is equivalent to the existence of a parametrix B ∈ L−μ,−mcl (Rn,N1,N0) modulo
remainders in L−∞,−∞, and it is equivalent to A : Hs,δ(Rn,N0) → Hs−μ,δ−m(Rn,N1) being
a Fredholm operator for some (and then for all) s, δ ∈ R; the latter result was probably first
obtained by Hirschmann in the 1990s.
With two projections Pj ∈ L0,0cl (Rn,Nj ,Nj ), j = 0,1, let us write
T
μ,m
cl
(
R
n, (N0,P0), (N1,P1)
)= P1Lμ,mcl (Rn,N0,N1)P0
for the associated Toeplitz subalgebra and
Hs,δ
(
R
n,Nj ,Pj
)= Pj (Hs,δ(Rn,Nj ))
for the associated scale of projected Sobolev spaces. The principal symbols σ 0(Pj ), σ0(Pj ) and
σ 00 (Pj ) of Pj are itself projections, thus their ranges define subbundles
E0(Nj ,Pj ) ⊂
(
R
n
x × Sn−1ξ
)×CNj ,
E0(Nj ,Pj ) ⊂
(
S
n−1
x ×Rnξ
)×CNj ,
E00(Nj ,Pj ) ⊂
(
S
n−1
x × Sn−1ξ
)×CNj .
The principal symbol σ(A,P0,P1) consists of the three components
σμ(A,P0,P1) : E0(N0,P0) → E0(N1,P1),
σm(A,P0,P1) : E0(N0,P0) → E0(N1,P1),
σμm(A,P0,P1) : E00(N0,P0) → E00(N1,P1),
obtained by the restriction of the corresponding symbols of A.
Theorem 4.2. For A ∈ T μ,mcl (Rn, (N0,P0), (N1,P1)) the following statements are equivalent:
(a) A has a parametrix B ∈ T −μ,−mcl (M, (N1,P1), (N0,P0)).
(b) A : Hs,δ(Rn,N0,P0) → Hs−μ,δ−m(Rn,N1,P1) is a Fredholm operator for some s, δ ∈R.
(c) The morphisms σμ(A,P0,P1), σm(A,P0,P1), and σμm(A,P0,P1) are isomorphisms.
In this case, (b) is true for arbitrary s, δ ∈R.
In case μ = m = 0 and s = δ = 0 this theorem is just a particular case of Theorems 3.7
and 3.12, with
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(
R
n,N0,N1
)
, g = ((Rn,N0), (Rn,N1)),
H s(g) = Hs,s(Rn,N), g = (Rn,N).
The general case is obtained by the use of order reductions, analogously as described in Sec-
tion 3.3 (with the minor modification that we have here two parameters μ and m). In fact,
the operators having symbol [x]m[ξ ]μIN , where IN is the N × N -unit matrix and [·] : Rn →
(0,∞) is a smooth function that coincides with | · | outside the unit-ball, induce isomorphisms
Hs,δ(Rn,N) → Hs−μ,δ−m(Rn,N) for arbitrary s and δ.
Theorem 4.3. If A ∈ T μ,mcl (Rn, (N0,P0), (N1,P1)) induces an isomorphism
Hs,δ
(
R
n,N0,P0
)→ Hs−μ,δ−m(Rn,N1,P1)
for some s, δ ∈ R, then this is true for any s, δ ∈ R and the inverse A−1 belongs to
T
−μ,−m
cl (M, (N1,P1), (N0,P0)).
Proof. Again we can restrict ourselves to the case μ = m = 0. Then the theorem is a direct
consequence of Theorem 3.9, provided we can show that R1T R0 ∈ L−∞,∞(Rn,N0,N1) for any
choice of Rj ∈ L−∞,∞(Rn,Nj ,Nj ) and T : L2(Rn,N0) → L2(Rn,N1). However, this is true
since the Rj have integral kernel kj (x, y) ∈ S (R2n(x,y),L (CNj ,CNj )), and thus R1T R0 has the
integral kernel
k(x, y) =
∫
Rn
k1(x, z)
[
Tzk0(z, y)
]
dz
(where Tz indicates application of T to functions of the z-variable) which is rapidly decreas-
ing, since k1(x, z) and Tzk0(z, y) are square integrable in z and rapidly decreasing in x and y,
respectively. 
5. Operators on manifolds with conic singularities
We are now going to discuss the cone algebra of Schulze. We shall not enter too much in
details here but refer the reader to [3] and [24] for detailed presentations of the cone algebra.
We shall focus on a version of the cone algebra which is sufficient for the characterization of the
Fredholm property in certain weighted Sobolev spaces.
Let B be a smooth compact (n+ 1)-dimensional manifold with boundary X := ∂B. We iden-
tify a collar neighborhood of X with [0,1) × X and fix corresponding variables (t, x) near the
boundary. The typical differential operators we consider on (the interior) of B are away from the
boundary usual differential operators with smooth coefficients, while near the boundary they can
be written in the form
A = t−μ
μ∑
aj (t)(−t∂t )j , aj ∈ C∞
([0,1),Diffμ−j (X)),j=0
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respect to a Riemannian metric which near the boundary has the form dt2 + t2 dx2 is of that
form, with μ = 2. Such “cone differential operators” act in a scale of weighted Sobolev spaces
H s,γ (B) = kγH s,0(B), s, γ ∈R,
where k is a smooth positive function on the interior of B that coincides with k(t, x) = t near the
boundary, while u ∈ H s,0(B) for s ∈N0 if, and only if, u ∈ Hsloc(intB) and
(t∂t )
jDαx u(t, x) ∈ L2
(
(0,1)×X, tn dt dx)
for all j + |α| s; this definition can be extended to real s by interpolation and duality. A differ-
ential operator as above induces then maps
A : H s,γ (B) → H s−μ,γ−μ(B).
Roughly speaking, the cone algebra consists of pseudodifferential operators where the polyno-
mial h(t, z) =∑μj=0 aj (t)zj for the differential case described above is replaced by more general
L
μ
cl(X)-valued functions h(t, z) that are smooth up to t = 0 and holomorphic in a vertical strip
of arbitrarily small width centered around the line Re z = (n + 1)/2 − γ . The residual oper-
ators in the calculus are integral operators with respect to the measure tn dt dx having kernel
in H ∞,γ−μ+ε(B) ⊗̂π H ∞,−γ+ε(B). One also can extend this concept to operators acting on
sections in vector bundles over B, finally yielding the operator spaces
Cμ−j
(
B, (γ,E0), (γ −μ,E1)
)
, j ∈N0, γ ∈R. (10)
With any element A of (10) with j = 0 we associate two principal symbols. The first is
σμc (A) : π∗c E0 → π∗c E1,
where πc : T ∗c B \ 0 → B denotes the canonical projection of the “compressed” co-tangent bun-
dle of B onto B; for a precise definition see [5]. Roughly speaking, over the interior of B this
symbol recovers the usual principal symbol, while for t → 0 the product tτ (arising from the
totally characteristic derivative t∂t ) is replaced by a single variable τ˜ . The second is the so-called
conormal symbol
σ
μ
M(A)(τ) = h
(
0, n+12 − γ + iτ
)
: Hs(X,E′0)→ Hs−μ(X,E′1), τ ∈R,
where E′j denotes the restriction of Ej to X = ∂B and the choice of s does not play a role.
Note that this definition differs slightly from the definition usually used in the literature; it is
convenient for us because in this way the conormal symbol becomes multiplicative, i.e.,
σ
μ1+μ0(A1A0)(τ ) = σμ1(A1)(τ )σμ0(A0)(τ ), τ ∈R,M M M
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and, similarly, it is compatible with taking adjoints. Identifying operator-valued functions with
morphisms in trivial bundles, for an A from (10) with j = 0 we get
σ
μ
M(A) :R×Hs
(
X,E′0
)→R×Hs−μ(X,E′1).
For convenience of notation let us now set γ0 = γ and γ1 = γ − μ. Given two projections
Pj ∈ C0(B, (γj ,Ej ), (γj ,Ej )), the associated Toeplitz subalgebras are
T μ−j
(
B, (γ0,E0,P0), (γ1,E1,P1)
)= P1Cμ−j (B, (γ0,E0), (γ1,E1))P0.
The scales of projected Sobolev spaces are
H s,γj (B,Ej ,Pj ) = Pj
(
H s,γj (B,Ej )
)
.
Since both σ 0c (Pj ) and σ 0M(Pj ) are projections we obtain subbundles
Ecj (Pj ) := σ 0c (Pj )
(
π∗c Ej
)⊂ π∗c Ej ,
E
M,s
j (Pj ) := σ 0M(Pj )
(
R×Hs(X,E′j ))⊂R×Hs(X,E′j ).
The principal symbol σ(A,P0,P1) consists of the two components
σμc (A,P0,P1) : Ec0(P0) → Ec1(P1),
σ
μ
M(A,P0,P1) : EM,s0 (P0) → EM,s−μ1 (P1),
induced by the restriction of σμc (A) and σμM(A), respectively.
Theorem 5.1. For A ∈ T μ(B, (γ,E0,P0), (γ − μ,E1,P1)) the following statements are equiv-
alent:
(a) A has a parametrix B ∈ T −μ(B, (γ −μ,E1,P1), (γ,E0,P0)).
(b) A : H s,γ (B,E0,P0) → H s−μ,γ−μ(B,E1,P1) is a Fredholm operator for some s ∈R.
(c) Both morphisms σμc (A,P0,P1) and σμM(A,P0,P1) are isomorphisms.
In this case, (b) is true for arbitrary s ∈R.
In fact, by the existence of suitable reductions of orders, we can reduce the proof of the
previous theorem to the case μ = s = γ = 0. This is then a particular case of Theorems 3.7
and 3.12, with
Lμ(g) = Cμ(B, (0,E0), (0,E1)), g = ((B,E0), (B,E1)),
H s(g) = H s,0(B,E), g = (B,E).
The Toeplitz algebras are spectrally invariant, as a consequence of Theorem 3.9 (with a proof
very similar to that of Theorem 4.3).
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H s,γ (B,E0,P0) to H s−μ,γ−μ(B,E1,P1) for some s, then for all s and
A−1 ∈ T −μ(B, (γ −μ,E1,P1), (γ,E0,P0)).
6. Boundary value problems
Let us denote by Bμ,d(M; (E0, J0), (E1, J1)) the space of all operators A =
(A++G K
T Q
)
of
order μ ∈ Z and type d ∈ N0 as shortly described in the introduction. Note that the type d only
enters in the structure of the singular Green operators G and the trace operators T and counts,
roughly speaking, the number of derivatives in direction normal to the boundary contained in
the action of G and T , respectively. Recall that any such A induces continuous mappings (1)
whenever s > d − 1/2. The homogeneous principal symbol
σ
μ
ψ (A) : π∗E0 → π∗E1,
coincides with the usual homogeneous principal symbol of the pseudodifferential operator A in
the upper left corner of A, acting between the pull-backs of Ej to the unit co-sphere bundle
of M . One associates with A a so-called principal boundary symbol
σ
μ
∂ (A) : π∗∂
(
E′0 ⊗Hs(R+)⊕
J0
)
→ π∗∂
(
E′1 ⊗Hs−μ(R+)⊕
J1
)
,
where π∂ denotes the canonical projection of the unit co-sphere bundle of ∂M to ∂M and E′j
denotes the restriction of Ej to the boundary; the choice of s > d − 1/2 does not play a role. The
composition of operators induces a map
Bμ1,d1(M; (E1, J1), (E2, J2))×Bμ0,d0(M; (E0, J0), (E1, J1))
→ Bμ0+μ1,d(M; (E0, J0), (E2, J2)), d = max(d0, d1 +μ0). (11)
Both principal symbols are multiplicative under composition. The equivalence of ellipticity and
Fredholm property in Boutet de Monvel’s algebra has been shown in [13], the spectral invariance
in [18].
6.1. Toeplitz subalgebras
Let Pj ∈ B0,0(M; (Ej , Jj ), (Ej , Jj )), j = 0,1, be two projections and set
T μ,d(M; (E0, J0,P0), (E1, J1,P1))=P1Bμ,d(M; (Ej , Jj ), (Ej , Jj ))P0.
Note that, according to (11),
T μ,d(M; (E0, J0,P0), (E1, J1,P1))⊂ Bμ,max(μ,d)(M; (E0, J0), (E1, J1)).
We shall thus focus on the case μ d . Since both σ 0ψ(Pj ) and σ 0∂ (Pj ) are projections we obtain
subbundles
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ψ
j (Pj ) := σ 0ψ(Pj )
(
π∗Ej
)⊂ π∗Ej ,
E
∂,s
j (Pj ) := σ 0∂ (Pj )
(
π∗∂
(
E′j ⊗Hs(R+)⊕
Jj
))
⊂ π∗∂
(
E′j ⊗Hs(R+)⊕
Jj
)
.
The principal symbol σ(A,P0,P1) consists of the two components
σ
μ
ψ (A,P0,P1) : Eψ0 (P0) → Eψ1 (P1),
σ
μ
∂ (A,P0,P1) : E∂,s0 (P0) → E∂,s−μ1 (P1),
induced by the restriction of σμψ (A) and σμ∂ (A), respectively. In the following let us write t+ =
max(0, t).
Theorem 6.1. For A ∈ T μ,μ+(M; (E0, J0,P0), (E1, J1,P1)) the following statements are equiv-
alent:
(a) A has a parametrix B ∈ T −μ,(−μ)+(M; (E1, J1,P1), (E0, J0,P0)), i.e.,
BA−P0 ∈ T −∞,μ+
(
M; (E0, J0,P0), (E0, J0,P0)
)
,
AB−P1 ∈ T −∞,(−μ)+
(
M; (E1, J1,P1), (E1, J1,P1)
)
.
(b) For some s > μ+ − 1/2
A :P0
(
Hs(M,E0)
⊕
Hs(∂M,J0)
)
→ P1
(
Hs−μ(M,E1)
⊕
Hs−μ(∂M,J1)
)
is a Fredholm operator.
(c) Both morphisms σμψ (A,P0,P1) and σμ∂ (A,P0,P1) are isomorphisms.
In this case, (b) is true for arbitrary s > μ+ − 1/2.
Note that this result is both a generalization and strengthening of Theorem 2.2 of [20] in the
case d = μ+. Also here the crucial point is to reduce to the case of μ = s = 0. This is then a
particular case of Theorems 3.7 and 3.12, with
Lμ(g) = Bμ,0(M; (E0, J0), (E1, J1)), g = ((M,E0, J0), (M,E1, J1)),
H s(g) =
Hs(M,E)
⊕
Hs(∂M,J )
, g = (M,E,J ).
In fact, this reduction is possible, since one can show that for any bundles E and J there
exist elements Rμ ∈ Bμ,0(M; (E,J ), (E,J )), μ ∈ Z, that induce isomorphisms Hs(M,E) ⊕
Hs(∂M,J ) → Hs−μ(M,E) ⊕ Hs−μ(∂M,J ) and such that (Rμ)−1 =R−μ; see [1,13,6]. This
also allows to obtain the spectral invariance, using Theorem 3.9 (with a proof very similar to
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kernel).
Theorem 6.2. If A ∈ T μ,μ+(M; (E0, J0,P0), (E1, J1,P1)) induces an isomorphism
A : P0
(
Hs(M,E0)
⊕
Hs(∂M,J0)
)
→P1
(
Hs−μ(M,E1)
⊕
Hs−μ(∂M,J1)
)
for some s > μ+ − 1/2, then for all s > μ+ − 1/2 and
A−1 ∈ T −μ,(−μ)+(M; (E1, J1,P1), (E0, J0,P0)).
6.2. The Stokes operator
We shall need the following result on the existence of reductions of orders in Toeplitz subal-
gebras.
Lemma 6.3. Let Y be a closed Riemannian manifold and E a Hermitian vector bundle over Y .
Moreover, let P ∈ L0cl(Y ;E,E) be an orthogonal projection and μ ∈R. Then there exist Rt ∈
T t (Y ; (E,P ), (E,P )) for t = μ and t = −μ such that RμR−μ = R−μRμ = P .
Proof. We can assume μ > 0. Choose an S ∈ Lμcl(Y ;E,E) which is invertible, symmetric, and
satisfies
(Su,u) > 0, for all 0 = u ∈ C∞(Y,E),
where (·,·) is a scalar-product of L2(Y,E). Then R := PSP +(1−P)S(1−P) is also symmetric
and
(Ru,u) = (SPu,Pu) + (S(1 − P)u, (1 − P)u)> 0, 0 = u ∈ C∞(Y,E).
Since the spectrum of elliptic and positive operators consists of isolated positive eigenvalues, we
conclude that R is invertible with inverse in L−μcl (Y ;E,E). Then Rμ := PSP induces isomor-
phisms Hs(Y,E,P ) → Hs−μ(Y,E,P ). Due to spectral invariance, cf. Theorem 3.9, the claim
follows. 
Now let n 2 be the dimension of M and let
L2σ
(
M,Cn
)= {u ∈ L2(M,Cn) ∣∣ divu = 0, γνu = 0}
denote the space of square integrable solenoidal vector fields; here we use the notation
γ u = u|∂M, γνu = ν · γ u,
where ν denotes the outer normal of M . Also let us set
Hs
(
M,Cn
)= Hs(M,Cn)∩L2 (M,Cn).σ σ
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projection, of course) such that
Hsσ
(
M,Cn
)= P (Hs(M,Cn)).
Let us define the projection Q ∈ L0cl(∂M;Cn,Cn) by
Qv = v − (v · ν)ν. (12)
This induces a projection of Hs(∂M,Cn) onto
Hsν
(
∂M,Cn
) := {v ∈ Hs(∂M,Cn) ∣∣ v · ν = 0}.
The latter space arises by restricting solenoidal vector fields to the boundary, i.e.,
γ : Hsσ
(
M,Cn
)→ Hsν (∂M,Cn) (13)
surjectively, cf. Proposition 2.1 in [4]. The Stokes operator (with Dirichlet boundary conditions)
is now
(
P
γ
)
: Hsσ
(
M,Cn
)→ Hs−2σ (M,Cn)⊕
H
s−1/2
ν (∂M,C
n)
. (14)
Due to Lemma 6.3 we can choose an R ∈ T 3/2(∂M;Cn,Cn) inducing isomorphisms
Hsν (∂M,C
n) → Hs−3/2ν (∂M,Cn) for all s, and then consider
(
P
T
)
:=
(
1 0
0 R
)(
P
γ
)
: Hsσ
(
M,Cn
)→ Hs−2σ (M,Cn)⊕
Hs−2ν (∂M,Cn)
. (15)
Now we can rewrite (15) in the form
A :=
(
P 0
0 Q
)(

T
)
P.
Setting
P0 = P ∈ B0,0
(
M; (Cn,0),Cn,0),
P1 =
(
P 0
0 Q
)
∈ B0,0(M; (Cn,Cn), (Cn,Cn)),
we obtain that A belongs to a Toeplitz subalgebra,
A ∈ T 2,2(M; (Cn,0,P0), (Cn,Cn,P1)).
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,Now (14) is an isomorphism for s = 2, hence so is (15). In fact, (13) is surjective and the Dirichlet
realization (4) is known to be self-adjoint and positive, hence is an isomorphism. Then we can
use the elementary fact that a linear map
(
A
T
)
: H →
E
⊕
F
is an isomorphism if, and only if, T : H → F is surjective and A : kerT → E is an isomor-
phism.
From Theorem 6.2 we can conclude that the invertibility of A holds for any s > 3/2 and that
the inverse is realized by an element belonging to T −2,0(M; (Cn,Cn,P1), (Cn,0,P0)). Refor-
mulating this result for the original Stokes operator (14) yields the following:
Theorem 6.4. The Stokes operator with Dirichlet boundary conditions,
(
P
γ
)
: Hsσ
(
M,Cn
)→ Hs−2σ (M,Cn)⊕
H
s−1/2
ν (∂M,C
n)
,
is invertible for any s > 3/2 and(
P
γ
)−1
= P (A+ +G KS )
(
P 0
0 Q
)
= (P (A+ +G)P PKSQ) ,
where P is the Helmholtz projection, Q the projection introduced in (12), S ∈ L−3/2cl (∂M;Cn,Cn)
and
(A+ +G K ) ∈ B−2,0
(
M; (Cn,Cn), (Cn,0)).
Since operators from Boutet de Monvel’s algebra are known to act continuously in Lp-
Sobolev and Besov spaces, cf. [7], the previous theorem remains valid in a corresponding
Lp-version with 1 <p < ∞.
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