Pattern reproduction in tessellation automata of arbitrary dimension  by Ostrand, Thomas J.
JOURNAL OF COMPUTER AND SYSTEM SCIENCES 5, 623--628 (1971) 
Pattern Reproduction in Tessellation Automata 
of Arbitrary Dimension 
THOMAS J. OSTRAND* 
Moore School of Electrical Engineering, University of Pennsylvania, Philadelphia, Pa. 
Received December 9, 1970; Revised February 4, 1971 
Amoroso and Cooper have shown that for an arbitrary state alphabet A, one- and 
two-dimensional tessellation automata re definable which have the ability to reproduce 
any finite pattern contained in the tessellation space. This note shows that the same 
construction may be applied to tessellation spaces of any finite dimension. 
I. INTRODUCTION 
Amoroso and Cooper [1] have proved the following: 
THEOREM 1. For any alphabet A with 2 or more elements, there exist tessellation 
automata of dimension 1 and 2 which will reproduce any finite pattern c ~ CF. The 
reproduction will take place in a number of steps which is a function of c. I f  A has a prime 
number of elements, then the reproduced copies will be contained in a quiescent environment. 
A generalization of the construction used to prove Theorem 1 leads to the same 
theorem without the restriction on dimension of the tessellation space. 
II. NOTATION AND DEFINITIONS 
(See [1] and [3] for a complete description of notation and terminology.) 
i = (i I , i2 ,..., ia) and t = ( i t ,  t 2 . . . . .  ta) are points in Z a. 
t' : (ta , ta_ 1 --  t a ,..., t,~ -- t3 , t 1 -- t2). 
For n a nonnegative integer, and t ~ Z a, 
( B(n, t) 
\ t I ]\t2/ \ t a ] 
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We let e 1 = (1, 0,..., 0), e 2 = (0, 1, 0,..., 0) ..... ea = (0,..., 0, 1) be the standard 
basis in dspace. E 1 = el, and for k = 2 ..... d, E~ = e 1 + e 2 + ... + ek. 
Let M = (A, Z a, X ,  .r) be an autonomous tessellation automaton, with 
A ={0,1  ..... p - - l} ,  X = ((0, 0,..., 0), (--1, 0 ..... O) ..... (0 ..... O, --1)), 
i.e., X has d + 1 elements, and r is defined by the following local transformation: 
a(Jo , Jl ,..., ja) = Jo + .h + "'" q- ja (mod p). 
In other words, the individual states in the neighborhood are added modulo the 
cardinality of the state alphabet. In the remainder of this note all sums are understood 
to be taken modulo p. 
I f  c : Z a -+ A is some configuration of M, then c n = rnc is the configuration which 
results from n applications of the global transformation r to the configuration c.
I I I .  RESULTS 
LEMMA 1. Let c be some configuration of the tessellation automaton M defined above. 
Then 
n t I ta_  1 
c'~(i) = ~ ~ .'. ~ B(n, t )c ( i -  t'). (1) 
t1=O t~=0 tarO 
Proof. By induction on n, the number of times the mapping r is applied. 
For n = 0, (1) becomes 
0 tl ta-x 
c~ i )=  2 Z "'" E B(O, t )c ( i - - t ' )  
tx=0 t2=0 ~d=0 
-- (~ 
= c(i). 
Assume (1) holds for n. Using the definition of the transformation r, 
cn+l(i) -~- cn( i )+ cn(i - el) -~- ... _~_ cn(i - Ca). (2) 
We now apply (1) to each term on the right side of (2). 
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c,,~-(i) = 
n t 1 Q-1  
E E "'" E B(n, t )c( i - -  t') 
tl=0 is=0 ~d=0 
n ~I td -1  
4- E E "'" E B(n, t)c(i - -  e 1 --  t') 
tl=O t2=O td=0 
- ~ 
4- 
n t 1 ta_  1 
E Z "'" Z B(n, t )c( i - -  e a - -  t'). 
tl=0 t~=O ta~0 
Call the d + 1 terms of this sum So, S 1 . . . .  , Sa,  respectively. In order to combine all 
of these into a single summation in the form of (1) we must convert he c(i --  e k --  t') 
of Sk into c(i --  t') for k - 1,..., d. 
Now 
c(i - -  ek - -  t ' )  = c ( i  1 - -  ta , i 2 - -  ta -1  + ta ,..., ik - -  (1 4- ta_k+l  ) + ta-k+2 , 
ik+l - -  ta_~ + ta-k+l ,..., ia - -  tl 4- t2). 
To eliminate the --1 from the k-th component we introduce the new index ta_k+ ~ = 
t ' a-e+~ 4- 1. Since this change also affects the (k 4- 1)-st component we introduce 
ta_k = ta_~ 4- 1. We continue in this manner introducing ta-k-1, ta-k-~ ,..., tl to 
replace ta-k-1 4- 1, ta-k-2 + 1,..., t 1 4- 1. 
In each Sk,  k 1,..., d, we replace the first d - -  k 4- 1 indices. The result is 
9~ 
c~+l(i) = E "'" 
tl=O 
n+l  
+E 
t l=l 
n+l 
+E 
f,1=1 
n+l 
+ 
~d--I 
B(., O~(i -- t') 
td=O 
tl td 1 
Z ' Z i~(n, t - -  ~d)c(i - -  C) 
~2=1 ta=l 
t l  t d ~ td--l--1 
E ' E E  
~2 =1 ~a--I =1 ta=O 
B(n, t - Ed_l)c(i - -  C) 
tl--1 ta x 
E E "'" E B(n, t - -  el)c( i  - -  C). 
1,1=1 t2=O ~4=0 
I f  we now set the lower limits of 
n 4- 1, t 1 , t 2 ,..., ta_ 1 , none of the 
contain a factor of zero. 
each sum to 0 and the upper limits in each line to 
sums change in value, since all terms introduced 
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We now have 
cn+l(i) = 
But 
n+l td_ 1 
... ~ (B(n, t) § B(n, t -- Ea) §  § B(n, t -- E1))c(i -- t'). 
tl=O ta=O 
Therefore, 
B(n, t) § B(n,  t - -  Ea) §  § B(n,  t - -  El)  
n! 
(n - -  q ) l  (q  - -  t2)! ... (ta-1 - -  td)! tal 
nl  -+ 
(n - -  t 1 § 1)! (t 1 - -  t2)! ... (ta_ x -- ta)l (ta -- 1)! 
n! + ... § 
(n  - -  t 1 § 1)! ( t  I - -  1 - -  tz)! ( t  2 - -  t3)! ... (ta_ 1 - -  ta)! ta! 
(n  + 1)! = B(n § 1, t). 
(n  - -  t 1 + 1)! ( t  I - -  t2)! "'" (ta)! 
n+l ~d--1 
c n~l(i) = • ... ~ B(n + 1, t)c( i--  t'). 
tt=O t a=o 
The next lemma follows from Exercise 10(f), p. 68, in [4]. 1 
LEMMA 2. I f  p is prime and r is any positive integer, then fo r all i such that 0 < i < p', 
(~r) ~ 0 (modp).  
THEOREM 2. Let M be the tessellation automaton defined above, and let the number 
of states of M be prime. Let c be a configuration in CF whose nonquiescent portion is 
contained entirely in a cube K of side k. Choose r large enough so that pr > k. Then for 
n = U, c"(K) = en(K + nej) ---- c(K), for j = 1, 2 , . ,  d, i.e., d copies of the original 
configuration are produced, each at a distance nfrom the cube K along one of the coordinate 
directions, and the original configuration is restored. In addition, all cells of the tessellation 
space outside of K and K + nej , j = 1, 2,. . ,  d, are quiescent at time n. 
Proof. Let i be any cell in Z a. Then by Lemma 1 we have 
n td_ i 
c"(i) = Z "'" E B(n, t)c( i--  t'). 
t1=O ta=o 
a The  author is grateful to Dr. Peter G. Anderson of RCA Systems Programming for point ing 
out this proof. 
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By Lemma 2, (~)=( t~) -~0 (modp) for 0 <t  1 <p* .  tl =0  gives the term 
n 0 (o)(0) "" (0 ~ c(i). When t I - n, then (tt*) -- (*~2) --- 0 (modp) for 0 < t 2 < p~. t~ = 0 
~Z n 0 gives the term (~)(o)(o) "'" (o) c(i - -  nee). Repeated application of Lemma 2 shows that 
the only nonzero terms in cn(i) are those where t 1 , t 2 ,..., t~ = n and tj+ 1 ..... ta -= O, 
fo r j -0 ,  1,...,d. 
Hence c"(i) = c(i) q- c(i - -  nee) + c(i - -  nea_x) + "'" + c(i - -  ne~). I f  i is a cell 
inside K then i - -  nej,  j -= 1, 2,..., d, is outside of K, since n > k. Since all cells 
outside of K are quiescent at time 0, c"(i) = c(i) + 0 + "'" + 0 = c(i). The cube 
K + nej contains all cells i q- ne~, where i is in K. For such cells, 
c"(i - I  nej) = c(i + nej) + c(i + nej - nee) + "'" + c(i + ne~ - ne~) 
4- "'" + c(i + ne~ - nel) 
= c( i ) .  
For all cells i neither in K nor K + nej ,  
c"(i) == c(i) + c(i - -  nea) + "" + c(i - -  nel) 
~ O, 
If the cardinality of the state alphabet is not prime, reproduction is still possible, but 
the cells of the tessellation space between the original nonquiescent configuration and 
its copies may contain nonquiescent s ates. The next theorem describes uch repro- 
duction. 
THEOREM 3. Let M be the tessellation automaton of Theorem 2, without the restriction 
on cardinality of its state alphabet, and let c be a configuration in C r whose nonquiescent 
portion is contained entirely within a cube K of side k. 
Then/or  n = p(dk)!, c"(K) = c"(K + nej) = c (K) , j  = 1 ..... d. 
Proof. The proof is very similar to that of Theorem 2. Instead of Lemma 2, the 
following fact is used: 
[p(dk)!~ {l(modp) if t =0or t - -p (dh) !  
t t  ] :-~ ~0(modp) if 1 ~ t <~ dh or p(dk)! dk ~ t ~" - -  ..~ p(dk)! - -  1. 
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