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Trial wavefunctions that can be represented by summing over locally-coupled degrees of freedom
are called tensor network states (TNSs); they have seemed difficult to construct for two-dimensional
topological phases that possess protected gapless edge excitations. We show it can be done for
chiral states of free fermions, using a Gaussian Grassmann integral, yielding px ± ipy and Chern
insulator states, in the sense that the fermionic excitations live in a topologically non-trivial bundle
of the required type. We prove that any strictly short-range quadratic parent Hamiltonian for these
states is gapless; the proof holds for a class of systems in any dimension of space. The proof also
shows, quite generally, that sets of compactly-supported Wannier-type functions do not exist for
band structures in this class. We construct further examples of TNSs that are analogs of fractional
(including non-Abelian) quantum Hall phases; it is not known whether parent Hamiltonians for
these are also gapless.
PACS numbers: pacs
I. INTRODUCTION
Our theoretical understanding of quantum phases of
matter frequently relies on the use of trial ground state
wavefunctions whose properties serve as the paradigm for
an entire phase, such as the Bardeen-Cooper-Schrieffer
(BCS) wavefunction in the theory of superconductivity
[1], and the Laughlin wavefunction in the fractional quan-
tum Hall effect [2]; both examples have generalizations
that describe distinct phases. In recent work, there has
been progress in understanding the structure of ground
states of generic short-range lattice Hamiltonians, espe-
cially for “topological” phases. A Hamiltonian can be
defined as being in a topological phase if it possesses a
gap in the bulk energy spectrum above the ground state
energy. For many ground states, a representation as a
tensor network state (TNS), in which the amplitude of
a basis configuration of the local degrees of freedom is
expressed as a product of tensors that involve auxiliary
degrees of freedom which are then summed over, can
be found. In our definition of a TNS, we further im-
pose that the auxiliary degrees of freedom live in finite-
dimensional local Hilbert spaces, with only short-range
couplings; when they live on the links of a lattice in d
space dimensions and couple only to the physical degrees
of freedom on the end of that link, the state is known
as a projected entangled pair state (PEPS) [3], or in the
one-dimensional case as a matrix product state (MPS) [4].
TNSs are also sometimes referred to as “tensor product
states”, but we avoid this term because it both risks con-
fusion with product states that have no entanglement,
and conflicts with mathematical terminology for tensor
product spaces.
In one dimension it is known that MPSs provide
enough variational freedom to approximate the ground
state in any topological phase [5]. In more than one di-
mension, it is known that many trial states and exact
ground states of special lattice Hamiltonians that lie in
a topological phase that does not exhibit topologically-
protected (e.g. chiral) gapless edge excitations can be
viewed as TNSs, and it seems natural to expect the ap-
proximation results from one dimension to generalize.
But for chiral topological phases in two dimensions, such
as quantum Hall states and p± ip BCS paired states, it
has seemed difficult to obtain a TNS in the phase, even
as a trial state. Most attempts did not impose locality
[6], while Be´ri and Cooper [7], by truncating a flat-band
Hamiltonian, obtained some local tensor networks that
approximate expectation values in certain trial states.
In this paper we exhibit some fairly simple trial TNSs
that belong to chiral topological phases in two dimen-
sions, in the sense that the states exhibit the desired
topological structure. We begin by constructing explicit
examples of translationally-invariant Gaussian (i.e. free-)
fermionic TNSs, in each of which the TNS is defined lo-
cally by a few tensors. The basic examples are TNS ver-
sions of a topologically-nontrivial p±ip BCS paired state
of fermions [8], and of a filled band with Chern number
equal to one [9]. In each of these, there is a Hamiltonian
with the TNS as ground state and a gapped but dis-
persionless (“flat-band”) fermion excitation-energy spec-
trum; these Hamiltonians have power-law-decaying ma-
trix elements in position space [10]. Moreover, a conse-
quence of the ground state being a free-fermion TNS is
that there are single-fermion destruction operators that
annihilate the TNS, and are strictly short-range, in the
sense that their support is compact (i.e. a bounded re-
gion). Using these, there are many ways to construct a
“parent” Hamiltonian that has uniformly bounded sup-
port for its terms, each of which annihilates the TNS. The
constructions used in these examples generalize to other
free-fermion phases, including other symmetry classes,
and to higher dimensions. [For a one-dimensional lattice,
they yield the matrix-product ground state of the Kitaev
chain [11].] We also calculate the entanglement spectrum
of some of our two-dimensional examples, which exhibits
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2some unusual features.
However, for the states in free-fermion topological
phases with chiral edge excitations in two dimensions
that we construct, we find that the parent Hamiltonian
is always gapless in the bulk. (In addition, these TNSs
always have power-law, rather than the desired exponen-
tial, correlations for some local operators, as noted in
some examples in Ref. [10].) We prove a general No-Go
Theorem, which states that for any free-fermion TNS in a
class of topological phases (those in which the vector bun-
dle formed by the filled bands is topologically non-trivial
as a complex vector bundle, ignoring additional symme-
tries; these include the chiral examples above) in any
space dimension d, any short-range single-particle par-
ent Hamiltonian always has a gapless bulk energy spec-
trum. (Such a TNS also has power-law correlations in the
bulk.) A gap can be produced for the given TNS only
by using a Hamiltonian with long-range matrix elements.
A slight variation of the same argument also proves, for
the same class of free-fermion band structures, that a set
of compactly-supported single-particle states that, when
Fourier transformed, span the states in the filled band
at every point k in the Brillouin zone (“Wannier-type”
states), cannot exist unless the filled-band bundle is topo-
logically trivial when viewed as a complex vector bundle,
ignoring symmetries.
Back in two dimensions, we go further by utilizing the
free-fermion TNSs and (similarly to earlier authors [6, 7])
imposing local constraints on a system of several copies
of a TNS, producing further TNSs. We argue that such
constructions produce the chiral topological phases asso-
ciated with a variety of Chern-Simons theories [12] or
fractional quantum Hall states, including non-Abelian
topological phases [13]. We do not at present have parent
Hamiltonians for these TNSs, though these should exist
based on general principles of TNSs; we expect that they
would be gapless.
The paper is organized as follows: in Sec. II we de-
scribe our construction of free-fermion TNSs and their
properties. In Sec. III we state and prove the No-Go The-
orem. In Sec. IV, we briefly describe the constructions
for non-free chiral topological phases in two dimensions.
Some Appendices explain some additional points or give
examples.
II. GAUSSIAN TENSOR NETWORK STATES
FOR TOPOLOGICAL PHASES
In this Section we describe the basic constructions in
the two-dimensional case. We begin with generalities
on Gaussian fermionic TNSs, and continue with exam-
ples of topologically non-trivial phases. Then we discuss
the annihilation operators that (in real space) have com-
pact support, and the parent Hamiltonians (which are
quadratic in fermion operators) for which the TNS is the
exact ground state. There is one set of Hamiltonians that
each has “flat-band” energy spectrum, but is not short
range, while there is another set each of which is short-
range but gapless. We also show that the entanglement
spectrum of these TNSs has a peculiar form.
A. Gaussian fermionic TNS
The square lattice Z2 ⊂ R2 is generated by the two
vectors i = (1, 0) and j = (0, 1). Our physical de-
grees of freedom are fermions, with n orbitals per site;
the creation/annihilation modes obey the canonical anti-
commutation relations {c†x,α, cx′,α′} = δα,α′ δx,x′ . The
fermion vacuum |0〉 is annihilated by all the cx,α. A class
of translation-invariant Gaussian TNSs is constructed as
follows: to every site x, we associate a set of (real) Grass-
mann variables ξpx, p ∈ {1, . . . , P}. To every edge 〈x′x〉
(x′ ∈ {x + i,x + j}), we associate the expression
e
∑
p,q ξ
p
x+i A
h
pq ξ
q
x or e
∑
p,q ξ
p
x+j A
v
pq ξ
q
x (1)
with Ahpq, A
v
pq ∈ C. The superscripts h, v stand for “hor-
izontal” and “vertical”; in what follows, we will leave
these superscripts implicit. To every site x, we associate
a weight and a generating function of physical particles
onsite:
e
∑
p,q ξ
p
x Bpq ξ
q
x × e
∑
q,α ξ
q
xκ
α
q c
†
x,α , (2)
with Bpq = −Bqp ∈ C and καq ∈ C. Grassmann variables
anticommute with the physical creation/annihilation op-
erators; thus, the two exponentials in (1) and those in
(2) all commute, both onsite and at different sites. Af-
ter taking the product, we integrate out the Grassmann
variables to obtain a translation-invariant Gaussian TNS:
|ψ〉 ∝
∫
[dξ]
∏
edges 〈xy〉
eξ
t
x·A·ξy
∏
sites z
eξ
t
z·B·ξzeξ
t
z·κ·c†z |0〉 .
(3)
Here we have used the compact notation ξx =
(ξ1x, . . . , ξ
P
x ), c
†
x = (c
†
x,1, . . . , c
†
x,n), and matrices A, B, κ.
In (3), some ordering of the Grassmann variables must
be chosen to define the “measure”
∫
[dξ]. By construc-
tion, the state |ψ〉 is always a free-fermion BCS paired
state. It is possible to write the state (3) in a form that is
closer to the usual form of TNS [3], with the Grassmann
variables living on the edges rather than on the sites; see
Appendix A.
B. Example in px − ipy phase
Our first example has n = 1 orbital per site; we use
P = 2 Grassmann variables on each site. The A, B,
3κ-matrices are:
ξtx+i ·Ah · ξx =
(
ξ1x+i ξ
2
x+i
)( −i λ
−λ −i
)(
ξ1x
ξ2x
)
, (4a)
ξtx+j ·Av · ξx =
(
ξ1x+j ξ
2
x+j
)( 1 λ
−λ −1
)(
ξ1x
ξ2x
)
, (4b)
ξtx ·B · ξx =
(
ξ1x ξ
2
x
)( 0 −2λ
2λ 0
)(
ξ1x
ξ2x
)
, (4c)
ξtx · κ · c†x =
(
ξ1x ξ
2
x
)( κ1
0
)(
c†x
)
. (4d)
λ ∈ R and κ1 ∈ C are two variational parameters.
With these matrices, (3) gives a state |ψD〉; its behav-
ior is easily analyzed in momentum space. The Fourier
modes of the particle creation operator are defined by
c†x =
∫
d2k
(2pi)2 e
−ik·x c†k, where the integral is over the first
Brillouin zone [−pi, pi]2. Similarly, for the Grassmann
variables ξx =
∫
d2k
(2pi)2 e
−ik·xξk. The terms
∏
z e
ξtz·κ·c†z
and eS ≡ ∏〈xy〉 eξtx·A·ξy∏z eξtz·B·ξz in (3) become re-
spectively:
exp
(∫
d2k
(2pi)2
ξt−k · κ · c†k
)
, (5a)
exp
[∫
d2k
(2pi)2
(
ξ1−k ξ
2
−k
)
Sk
(
ξ1k
ξ2k
)]
, (5b)
where Sk is the 2× 2 matrix(
sin kx + i sin ky −λ (2− cos kx − cos ky)
λ (2− cos kx − cos ky) sin kx − i sin ky
)
.
(6)
The integral over all the Fourier modes of the Grassmann
variables is easily performed. It yields the familiar BCS
form (see e.g. Ref. [8])
|ψD〉 ∝ exp
(
1
2
∫
d2k
(2pi)2
gk c
†
kc
†
−k
)
|0〉 , (7)
with a pairing function gk which is the (1, 1) matrix ele-
ment of the inverse matrix of Sk, and so is a component
of the propagator of the Grassmann variables:
gk
κ21
=
∫
[dξ] eS ξ1kξ
1
−k∫
[dξ] eS
=
[
S−1k
]
11
. (8)
Explicitly,
gk
κ21
=
sin kx − i sin ky
(sin kx)
2
+ (sin ky)
2
+ λ2 [2− cos kx − cos ky]2
,
(9)
and g−k = −gk for all k. As k→ 0, gk diverges as gk ∼
κ21/(kx + iky), and is non-diverging at other k. Hence,
in position space, g(x) ∼ κ21/(x+ iy) as |x| → ∞, where
x ≡ xi−xj represents the separation of the members i, j
of a pair. These properties are sufficient to show the state
is in the non-trivial p− ip phase [8] in symmetry class D;
they can also be related to a Chern number in k-space
(see below). One can show that the average density of
particles scales as ∼ |κ1|4 ln(1/|κ1|) as κ1 → 0.
C. Annihilation operators and parent Hamiltonians
A state of the Gaussian (or BCS) form in eq. (7) is
annihilated by (unnormalized) “destruction” mode oper-
ators ck− gkc†−k for all k. In our example, gk = vk/uk is
clearly a ratio of two “trigonometric polynomials” (TPs;
i.e. polynomials in sin kx, cos kx, sin ky, and cos ky) uk
and vk, which we assume have no common TP factor
other than a constant times an integer power of eikx ,
times another of eiky . Then we define
dk = ukck − vkc†−k. (10)
If we normalize the destruction operators (10) as
d̂k = ûkck − v̂kc†−k, (11)
where ûk = uk/
√|uk|2 + |vk|2, v̂k = vk/√|uk|2 + |vk|2,
then d̂k, d̂
†
k obey canonical anticommutation relations,
{d̂k, d̂†k′} = (2pi)2δ(k−k′). For the “flat-band” Hamilto-
nian
ĤD =
∫
d2k
(2pi)2
d̂†kd̂k, (12)
the fermion excitations d̂†k|ψD〉 have nonzero and k-
independent energy for all k. Expanded in ck, c
†
k, the
coefficients in ĤD are ratios of TPs, and are not real
analytic in kx, ky at k = 0, but are elsewhere in the Bril-
louin zone. Hence in position space, ĤD contains terms
that decay as powers of distance [10].
On the other hand, the operators dk contain coeffi-
cients that are TPs, and so the inverse Fourier transform
gives operators dx that annihilate the TNS and are truly
local—they have compact support that surrounds x. The
existence of such operators is not an accident. Any TNS
has by construction the property that if the sites of the
system are bipartitioned into two sets, A and B, and A
is finite, then the rank of the Schmidt decomposition of
the TNS can be bounded by some constant to the power
of the surface area or perimeter of the region A. For free
fermions, the reduced density matrix again has the form
of the exponential of a free-fermion Hamiltonian, and so
for a free-fermion TNS the number of fermion modes that
can appear in the entanglement Hamiltonian is some con-
stant times the surface area, and so much smaller than
the volume of region A in general. It follows that for such
regions A, there must be linear combinations of fermion
operators, supported in region A, that annihilate the re-
duced density matrix, when acting on it from the left.
The operators dx with support in region A are a basis
set for these operators in our case. We note that these
operators anticommute with one another, but do not in
general anticommute with the operators d†x′ at x
′ 6= x,
except when their supports are disjoint. By contrast, the
d̂x operators obey canonical anticommutation relations
and are true Wannier functions, but are not supported
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FIG. 1. Single-particle entanglement spectrum of the p − i p state |ψD〉 on an infinite cylinder of circumference L = 200. We
take anti-periodic boundary conditions for the fermions around the cylinder, such that ky ∈ 2piL (Z+ 12 ). Here |κ1| = 1, and we
vary the parameter λ ≥ 0.
locally near x, instead they have long power-law tails due
to non-analytic behavior in k-space at k = 0 [14].
Using the operators dx, we can form other Hamiltoni-
ans that annihilate the TNS, for example:
HD =
∫
d2k
(2pi)2
d†kdk =
∑
x
d†xdx. (13)
This Hamiltonian is a sum of terms that have compact
support, and each annihilates |ψD〉, so it is a parent
Hamiltonian, however from its k-space form we can see
that it is gapless at k = 0: by expressing it in terms of
d̂k, d̂
†
k, we find that the energy of a fermion excitation is|uk|2 + |vk|2, which is ∝ k2 near k = 0.
D. Chern band example
The preceding construction can be generalized to in-
clude more orbitals, more singularities in gk, more di-
mensions, or more symmetry (e.g. time reversal); we de-
scribe one more example. We take two copies of the pre-
vious example, by using n = 2 orbitals per site; we view
particles occupying either type of orbital as two distinct
types of particles, that have opposite charges under a
U(1) symmetry. In the TNS construction we use P = 4
Grassmann variables, or P = 2 complex Grassmann vari-
ables, with the matrices constructed to respect the U(1)
charge mentioned. Then we can obtain (see Appendix B
for more details) a TNS that is a BCS state with pairing
only between opposite particle types,
|ψA〉 ∝ exp
(∫
d2k
(2pi)2
g21k c
†
k,2c
†
−k,1
)
|0〉 , (14)
which conserves the U(1) symmetry; here g21k is the same
as gk above. If we now perform a particle-hole transfor-
mation on the type-1 fermions, and so that c†k,1 → c−k,1,
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FIG. 2. Same as in Fig. 1, with λ fixed (λ = 0.8). We vary |κ1|.
and write |0〉 as |1, 0〉, which is annihilated by all c†x,1 and
cx,2, we arrive at a particle-number conserving state |ψ˜A〉
that represents a filled band (symmetry class A). There
are now two types of operator dk,1˜, dk,2˜ that annihilate∣∣∣ψ˜A〉; one of these is
d−k,1˜ = ukc
†
k,1 + vkc
†
k,2, (15)
which is a creation operator associated with states in
the filled band. The state |1, 0〉 (i.e. for gk = 0 for all
k) describes topologically-trivial bands. For general gk
(which here does not have to be an odd function of k),
the filled band is non-trivial when its Chern number is
nonzero; the other band has opposite Chern number [9].
The Chern number can be obtained (up to a choice of
sign convention) from the (generically isolated) points at
which gk diverges, as the sum of the winding numbers of
each; the winding number can be defined as the winding
of gk/|gk| as k traverses a small circle about the point of
divergence in the counterclockwise direction. Thus in our
case, the Chern number is 1. There are Hamiltonians HA
(ĤA) with similar properties as HD (ĤD) above: HA is
short-range but gapless, while ĤA has flat-band form and
is gapped, but has power-law decaying matrix elements.
E. Entanglement spectrum
For chiral phases of matter, one expects the entangle-
ment spectrum to exhibit gapless chiral modes [15]. We
have checked this for some of the Gaussian TNSs con-
structed earlier. Here we illustrate this with our p − i p
example, which is a translation-invariant BCS state |ψD〉
defined by its pairing function
gk =
(κ1)
2(sin kx − i sin ky)
(sin kx)2 + (sin ky)2 + λ2[2− cos kx − cos ky]2 .
(16)
We put this Gaussian TNS on an infinite cylinder
(x, y) ∈ Z × [0, L], and chose the bipartition A ∪ B,
B = {(x, y) |x < 0} and A = {(x, y) |x ≥ 0}. No-
tice that the bipartition is translation-invariant in the
y-direction. Since we are dealing with a Gaussian state
|ψD〉, its reduced density matrix ρA = TrB |ψD〉 〈ψD| is
the exponential of a sum of fermion bilinears. In other
words, − ln ρA is a quadratic operator. The entanglement
spectrum (i.e. the spectrum of − ln ρA) is a free fermion
spectrum, generated by a set of single-particle pseudo-
energies εj . Finally, ρA (and thus − ln ρA) commutes
with Ty, the generator of translations (x, y) 7→ (x, y+ 1).
Thus, every single-particle pseudo-energy is associated to
a fixed momentum sector ky. We plot the single-particle
entanglement spectrum εp(ky), which in general has more
than one branch (hence the subscript p).
By construction, the number of branches in the single-
particle entanglement spectrum must be bounded by the
number of Grassmann variables per site that we use to
define our TNS. Here there are two Grassmann variables
per site, so there are at most two branches in the single-
particle spectrum (see Figs. 1 and 2). Since |ψD〉 only
depends on λ2, we can focus on λ ≥ 0. For generic values
of λ, there are two branches in the single-particle spec-
trum, but when λ = 0 or λ = 1, one of the two branches
disappears (it goes to infinity, meaning that the rank of
ρA is smaller for these values of λ), and one is left with
a single branch. The reduction of the rank can also be
6traced back to the properties of the pairing function gk
[16]. Indeed, gk may be viewed as a rational function of
the variable eikx , and has generically four simple poles,
but has only two when λ = 0 or λ = 1. This modifies the
form of the Fourier transform gky (x) =
∫
dkx
2pi e
ikxxgk,
which determines the single-particle entanglement spec-
trum [16].
We clearly observe that, as long as λ 6= 0, there is one
chiral gapless edge mode starting at ky = 0, as expected.
At λ = 0, this branch disappears; this is also expected,
since at λ = 0 the degree of the mapping k 7→ gk suddenly
changes, and the state |ψD〉 does not belong to a chiral
topological phase anymore.
III. NO-GO THEOREM
In this Section, we explain and prove the general No-
Go Theorem for translation-invariant free-fermion TNSs.
First, we explain various generalities about bands, bun-
dles, and their parametrization using a Grassmannian
manifold, then introduce relevant notions of analytic and
polynomial bundles. Then we state and prove the No-Go
Theorem, starting with special cases before giving the
proof in the general case. We also state a converse, that a
gapped parent Hamiltonian exists in topologically-trivial
cases, and end with some remarks. Finally, we explain
a variation of the proof that shows that complete sets
of compactly-supported Wannier functions cannot exist
unless the filled-band bundle is topologically trivial.
A. Generalities on bands and bundles
We begin by generalizing the construction in the
Chern-band example. In general, we consider a TNS for
a system with n orbitals per site on a d-dimensional lat-
tice, with m ≤ n filled bands (as in class A; those for
class D map onto these on taking two copies). In fact,
we will begin with more general statements (occasion-
ally indicating how to specialize them for TNSs), before
turning to the No-Go Theorem. The general free-fermion
ground state in this symmetry class has the form
exp
∫ ddk
(2pi)d
∑
α,α
gk,αα c
†
k,αck,α
 |11 · · · , 00 · · · 0〉 .
(17)
Here α = 1, . . . , m, α = m+ 1, . . . , n, and the reference
state |11 · · · , 00 · · · 0〉 is annihilated by c†k,α and ck,α for
all k, or equivalently by c†x,α and cx,α for all x. We
write gk,αα as gk, which is an m × (n − m) matrix of
functions of k in the Brillouin zone, say [−pi, pi]d for the
hypercubic lattice; thus k is always real, except where
explicitly stated otherwise. (In the case of a TNS, the
entries of gk are ratios of TPs; conversely, in Appendix
C we show that such a form of gk can always be obtained
from a TNS, possibly one of more general form).
It will be useful later if we point out here some ar-
bitrariness in the specification of the state, in that the
choice of which orbitals are filled and which are empty
on every site in the reference state was arbitrary. We
could have chosen a different reference state, in particu-
lar by replacing |11 · · · , 00 · · · 0〉 with a state annihilated
by a different set of m creation operators and by the
annihilation operators for the remaining n −m orbitals
orthogonal to these, for every site (the same set for each
site x); these sets of creation operators could be any lin-
ear combination of those used above. To preserve the
canonical anticommutation relations, the transformation
on the set of all n orbitals at each x should be unitary;
further, as it acts locally, it is independent of k in k-
space. In order that the TNS be unchanged, the effect of
such a transformation on gk has to be a fractional linear
transformation of the form
gk → g′k = (A+ gkB)−1(C + gkD) (18)
for matrices A, B, C, D of appropriate sizes, such that
U =
(
A C
B D
)
(19)
is the k-independent n × n unitary matrix. [The rea-
son why the transformation of gk takes this form may
become clearer when we discuss the Grassmannian man-
ifold G(m,n) below.] We know that at some points in
k space, say at k = k0, gk may diverge; we can make
gk finite at any given k0, using such a transformation if
necessary. (Whether the resulting gk actually exists as a
continuous function at k = k0 depends on the properties
of the function gk with which we started; we discuss this
issue below.)
Generally (not only for TNSs), any one-fermion opera-
tor that annihilates the general free-fermion ground state
must take the form
d−k =
∑
α
uk,αc
†
k,α +
∑
α
vk,αc
†
k,α, (20)
for the filled bands, or a similar form for the empty bands.
At present, these operators can be considered for any
given k, without regard to how they depend on k. Here
uk and vk are a solution to the equation
vk = ukgk (21)
where uk is an 1×m matrix (or m-component row vec-
tor) and vk is an 1×(n−m) matrix (or n−m-component
row vector), for the given k, wherever it makes sense, that
is wherever gk is finite. Where gk is not finite, we can
make a transformation as above to render it finite; this
acts as a unitary change of basis on the n-dimensional
vectors (u, v). The set of all solutions (viewed basis-
independently) to this equation for all k forms a space
consisting of a vector space of dimension at least m for
each k. (These vectors correspond to the complex con-
jugates of the single-particle states in the filled band at
that k.)
7When gk is not too singular (we will explain the precise
statement of this), this space has the structure of a vector
bundle [17]; the base space of the bundle is the Brillouin
zone, and the fiber at each k is the space of solutions to
the equation at that k. To qualify as a bundle, it must
be possible to find, for any k0, a neighborhood of k0 in
which there is a set of m solutions which are linearly in-
dependent for each k in the neighborhood, and each of
which vary continuously with k. (The dimension of the
fiber as a complex vector space is also called the rank of
the bundle.) We refer to this bundle as the filled-band
bundle. Our key assumption (other than specializing to
TNSs) is that gk is such that the corresponding single-
particle states in the filled bands define an m-dimensional
vector bundle over the Brillouin zone [17]; otherwise the
ground state does not lie in a topological phase. This
means precisely that in the neighborhood of any k0, it is
possible to transform so that gk is finite and continuous
(as a function of k) in that neighborhood. (As an exam-
ple of the opposite situation, in the situation when the
ground state is associated with an energy spectrum that
has a Dirac point, the space of solutions does not form
a bundle—gk itself, while finite, is not continuous at the
Dirac point, and so cannot even be uniquely defined there
by continuity; see for example Ref. [8]. This behavior is
associated with the filled band “touching”, or becoming
degenerate with, an “unfilled” band at the Dirac point.)
Under these conditions, the states in the unfilled bands
form an empty-band bundle, which is complementary to
the filled-band bundle, in the sense that the orthogo-
nal direct sum of the two, which consists of the full n-
dimensional space of states at each k, is a bundle of rank
n. This rank-n bundle is topologically trivial because
it arises from the tight-binding model. (We can also
describe this by saying that both the filled and empty-
band bundles are embedded as sub-bundles in the trivial
rank-n bundle.) The (single-particle) Hilbert space of the
tight-binding model is a product of local single-particle
Hilbert spaces in real space, and so in k-space the states
can be spanned by a set of k-independent vectors. We
recall that a bundle of rank m is topologically trivial (as
a complex vector bundle, with no reference to additional
symmetries) if and only if there is a set of m sections that
are linearly independent at each and every k value (it fol-
lows that these sections are non-vanishing everywhere);
here and elsewhere a section is a choice of a vector in the
bundle at each k, and so is defined for every k in the base
space (here, the Brillouin zone), and is further required to
vary continuously with k for all k. For the case of d = 2
dimensions, a non-zero Chern class (or number) implies
that the bundle is non-trivial [17]. When the filled-band
bundle is non-trivial, so is that of the empty bands, so
that their direct sum is trivial [17].
More explicitly, the condition that we have a well-
defined filled-band bundle can be expressed by saying
that, in some neighborhood of any k0, and possibly after
a transformation, gk is finite, and can be written in terms
of a set of m solutions (uk, vk) which we assemble into
matrices, so that
gk = U
−1
k Vk, (22)
in the neighborhood, where Uk is m × m and Vk is
m × (n − m) (the rows are the vectors uk, vk). This
is a consequence of the existence of linearly-independent
sections over the neighborhood of any point in the base
space; by the choice of transformation, Uk is invertible
throughout the neighborhood. It should go without say-
ing that there may be no one choice of transformation
that makes these statements hold for all k.
The function gk, and the use of different coordinates
related by a fractional linear transformation, can be un-
derstood in terms of a Grassmannian manifold. The
choice of an m-dimensional subspace in the (fixed) n-
dimensional space at each k can be parametrized as cor-
responding to a point in the complex Grassmannian
G(m,n) =
U(n)
U(m)×U(n−m) . (23)
For m = 1, G(m,n) reduces to complex projective space
CPn−1, and if also n = 2, this becomes CP1 ∼= S2,
the 2-sphere. For the latter it is well known that if
the vector is (u, v) (u and v complex numbers), then
g = v/u represents any point on the sphere as a point
in the plane by stereographic projection, except for one
pole which is mapped to infinity. By unitary rotation in
U(2) of the sphere, the pole omitted can be mapped to
any finite point (the transformation is fractional linear
as above, with A, . . . , D replaced by complex numbers).
The use of the matrices U , V , with g = U−1V , and
the fractional linear transformations of g, generalize this
to any G(m,n). Thus a bundle of rank m that is con-
tinuously embedded as a sub-bundle of a trivial rank-n
bundle can be viewed as a continuous function from the
base space (the Brillouin zone) into the Grassmannian
G(m,n). Note that as we have described it, our bundle
is more than just a bundle as defined topologically [17]:
it has a given embedding into the trivial n-dimensional
bundle, and these are what are classified by the maps to
the Grassmannian.
B. Analytic bundles
We introduce a further notion that does not hold for
general bundles (or even for general sub-bundles), and
may be unconventional, but will be crucial for our dis-
cussion. A bundle of rank m which is embedded into
a trivial bundle will be said to be analytic at a point
k0 in the base space if, in a neighborhood of k0 in the
base space, there is a set of m sections (defined over the
neighborhood) that are linearly independent and all of
their components (relative to the given trivialization of
the rank n bundle) are analytic functions of k, both prop-
erties holding in the neighborhood. (Here analytic means
as functions of the d real variables kµ.) We define in a
8similar way the notion of analytic in an open set in the
base space. The term analytic, when used without qual-
ification as to the neighborhood or open set in which it
holds, means the bundle is analytic at all points in the
base space (for us, the Brillouin zone). We note that ana-
lyticity extends to complex k in a complex neighborhood
of k0 whenever it holds at a real k0; this will be impor-
tant later (for the theory of analytic functions in several
variables see e.g. Ref. [18]). We also note that the filled-
band bundle is analytic if and only if the complementary
empty-band bundle is.
The significance of analyticity is that if the embedded
bundle (for example, the filled-band bundle) is analytic,
then a projection operator onto the vectors in the fiber
varies analytically with k also. Thus for an analytic bun-
dle, taking the inverse Fourier transform of the projec-
tion operators onto the two bundles, the resulting flat-
band single-particle Hamiltonian will also be short range,
at least in the exponentially-decaying sense. Conversely,
when the bands and associated bundles are obtained from
a short-range single-particle Hamiltonian that has an en-
ergy gap between filled and empty bands at all k, the
projection operators onto the filled and empty bands are
analytic (from basic results in matrix analysis on pertur-
bations of eigenvalue problems); this follows by taking
the Fourier transform of a Hamiltonian whose “hopping”
matrix elements decay exponentially or faster with dis-
tance, so that in k-space the Hamiltonian is analytic in
k. Given an n× n projection operator Pk onto the filled
band, which is of rank m and analytic at all k, it is al-
ways possible to construct (e.g. by diagonalizing Pk) an
m × n matrix function φk in a neighborhood of any k0,
such that φk is analytic and Pk = φ
†
kφk in the neighbor-
hood. The rows of φk provide the local analytic sections,
so the filled-band bundle is analytic.
Like the definition of a bundle, the definition of an
analytic bundle can be expressed in terms of gk [after a
suitable transformation of the form in (18)]. By definition
of an embedded bundle, in some neighborhood of any k,
say of k0, the matrix Wk = (Uk, Vk) formed from the m
solutions in the neighborhood has non-vanishing minors
of rank m. Without loss of generality (that is, by permut-
ing the columns, which is a special case of a fractional
linear transformation), we can assume that detU 6= 0
at k0. If the bundle is analytic in a neighborhood of
k = k0, then we can assume Wk is in fact analytic in the
neighborhood, so detU 6= 0 also in a (possibly smaller)
neighborhood of k0. Then it follows that gk is analytic
in that neighborhood also. Conversely, if (with a choice
of a transformation) gk is analytic in a neighborhood of
k0 (and so does not diverge in the neighborhood), then
there are solutions Wk that are analytic in that neigh-
borhood (for example, take Uk = I, Vk = gk). Then if
for all k there is a transformation such that gk is analytic
at that k, then the bundle is analytic.
C. TNSs give rise to polynomial bundles
We now turn to the specific aspects that arise when we
consider a TNS; in this Section, we return to bundles that
are not necessarily analytic. For a TNS, each entry of gk
is a ratio of TPs (i.e. trigonometric polynomials: see Sec.
II). Then it is natural to seek solutions of eq. (21) such
that uk, vk also have TP entries. Each such solution is a
section of the filled-band bundle, and we call such a sec-
tion a TP section. The TP sections then give rise to the
local (compact-support) operators in position space that
annihilate the ground state, via inverse Fourier transform
of eq. (20). Of course, these do not give all the sections
in k-space of the filled-band bundle, either globally or
over smaller regions. More general sections can be ob-
tained by taking linear combinations of the TP sections
with arbitrary continuous complex functions of k as co-
efficients. Nonetheless, we will find that consideration of
TP sections, and of the simpler polynomial sections to
be described next, will be very useful.
When considering solutions, or TP sections, say for
the hypercubic lattice, it is possible to work in terms of
polynomials in Xµ = e
ikµ (µ = 1, . . . , d) only, and not
their reciprocals (which would be allowed when work-
ing in TPs), because given a solution uk, vk in TPs, we
can multiply all components by positive powers of each
eikµ so that negative powers are eliminated. (This trivial
change in the solutions has the effect of translation in
real space, which is something we make use of anyway in
obtaining operators with compact support.) Likewise gk
itself can be expressed in terms of ratios of such polyno-
mials. Thus henceforth we will be interested in solutions
of eq. (21) with entries in the polynomial ring
R = C[X1, . . . , Xd] (24)
of such polynomials (and not in the TPs); we refer to
these solutions simply as polynomial sections. Solutions
(with entries in R) to the eq. (21) are plentiful. We em-
phasize that polynomial sections map to polynomial sec-
tions under basis changes that use constant unitary ma-
trices U as in a fractional linear transformation of gk, eq.
(18) (a corresponding statement holds for TP sections).
gk itself can be written in terms of some sets of m solu-
tions as in eq. (22), where now the entries of Uk and Vk
are in the ring R and, excluding a trivial case in which
gk is constant, Uk is invertible except possibly on a set
of measure zero in the Brillouin zone. Thus for example,
if the lowest common denominator (in R) of the entries
of gk is Dk, we can write Uk = DkIm, Vk = Ukgk. (Note
that R is a unique factorization domain [19, 20], so that
factorization can be used here. The lowest common de-
nominator is unique up to multiplication by an invertible
element of R; the invertible elements are just the non-
zero constants in C.) For lattices other than hypercu-
bic, we can similarly work in the ring of polynomials in
some combinations of exponentials of components of k.
For example, for the triangular lattice in d = 2 dimen-
sions with lattice spacing 1, we can work with polynomi-
9als in X1 = e
ikx and X2 = e
ikx/2+
√
3iky/2. This works
for any lattice, because the monomials in exponentials
of wavevectors that appear correspond to translations on
the lattice, which form an abelian group, with d genera-
tors. The indeterminates in the polynomials constituting
the ring correspond to these generators. Thus as a ring,
R always has the same structure for each d.
Similarly to eq. (21), the operators that annihilate the
TNS by destroying states in the empty band contain co-
efficients that are solutions of
v˜k = gku˜k, (25)
where u˜k and v˜k are column vectors of size n − m and
m respectively, and are now to be viewed as solutions in
R. A set of n−m of these that are linearly independent
at almost all values of k can be assembled into matrices
U˜k, V˜k of sizes (n − m) × (n − m) and m × (n − m),
respectively, so gk = V˜kU˜
−1
k . Finally, using the m × n
matrix W = (U, V ), and forming the n× (n−m) matrix
Z with the blocks (
V˜
−U˜
)
, (26)
(we will sometimes leave the k-dependence implicit, as
here), the equations take the form
WZ = 0, (27)
(linear equations with entries in R) which may either be
solved to find solutions for wk = (uk, vk) as rows of W ,
given any Z of the form here for the given gk, or likewise
for columns (
v˜k
−u˜k
)
, (28)
when W is given. [These equations essentially assert that
the states (n-component vectors) in the filled band are
orthogonal to those in the empty band at the same k.] In
this form the equations are manifestly invariant under a
unitary transformation given by W → WU , Z → U−1Z
for a constant unitary n × n matrix U , the same one as
in the transformation (18) and following.
Finally, bundles that can be defined as a sub-bundle of
a trivial bundle determined by solutions to eqs. (21) or
(27)—i.e. linear equations with polynomial coefficients—
will be called polynomial bundles. Note that according
to our definitions, if there are points k0 in the base space
at which there are more than m linearly-independent so-
lutions for wk (over C), then the bundle is defined by
continuity at those points; it was assumed that that is
possible. It is also possible that solutions in R span a
space of dimension smaller than m at some k0; again,
since we obtain general sections by taking linear combi-
nations of those solutions using functions of k, we may be
able to obtain continuous sections that are linearly inde-
pendent throughout a neighborhood of k0, and it is our
assumption that we can, so the bundle is well-defined.
(We will soon see, however, that in the context we wish
to discuss, these issues do not actually arise.)
D. Statement and proof of No-Go Theorem
In this Section we state and prove the No-Go Theorem
for translation-invariant TNSs for free-fermion systems.
We define the general TNS in d dimensions to be of the
general free-fermion form as in the present Section III,
with the additional condition that each entry of gk as a
function of k in the Brillouin zone is a ratio of polynomi-
als taken from R. We are interested in parent Hamiltoni-
ans as defined earlier; these are translation-invariant one-
body Hamiltonians that annihilate the TNS, in which the
single-particle matrix elements are strictly short-range,
that is they vanish unless the two sites involved are sep-
arated by less than some constant. (We note that in
class A, in which there is a conserved particle number,
a chemical potential times particle number term can be
added to the Hamiltonian. In our definition, the chem-
ical potential has already been fixed to lie between the
filled and empty states. If there is an energy gap between
them, then the chemical potential can be changed with-
out affecting the value of the gap, or the ground state, as
long as the chemical potential remains in the gap. Mov-
ing the chemical potential out of this range would change
the ground state and violate our assumptions.)
The No-Go Theorem arises from the confrontation be-
tween the properties of being analytic and being polyno-
mial. We have seen that if the Hamiltonian has a gap
throughout the Brillouin zone, then the filled-band bun-
dle is analytic. At the same time, we have seen that for a
TNS, the filled-band bundle is a polynomial bundle (and
that is the only consequence of having a TNS that we will
use). We will ask if the bundle is topologically non-trivial
as a complex vector bundle. All of these properties have
been discussed in the immediately preceding sections. In
view of the earlier discussion, the relevant Theorem can
now be stated as follows:
No-Go Theorem: if a complex vector bundle is both
polynomial and analytic, then it is topologically trivial.
By contraposition, the No-Go Theorem implies that for
a TNS in which the filled-band bundle is nontrivial as a
complex bundle, there can be no parent Hamiltonian with
a gap in its spectrum at the Fermi energy. Indeed, there
can be no gapped Hamiltonian even if its matrix elements
are allowed to decay exponentially. We will also show
that conversely, when the filled-band bundle is analytic,
there is a gapped parent Hamiltonian for any TNS. We
remark here that the mathematical statement and proof
of the No-Go Theorem hold not only for bundles over the
Brillouin zone, which can be defined as the set {|Xµ| = 1 :
µ = 1, . . . , d} in Cd, but also hold without modification
for bundles with any domain in Cd as the base space,
in particular, with analyticity required throughout the
domain. However, in the arguments, we treat the case
of the Brillouin zone, parametrized by k, which is real
except when otherwise stated.
We will begin with a result that will be used repeatedly
in the later proofs, and then give proofs of the Theorem
in a couple of special cases, as these are more easily un-
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derstood, and they build towards the general case. After
stating some additional results that will be used, we will
proceed to the proof in the general case.
Proposition: if gk has entries that are ratios of poly-
nomials in R and there is a k0 such that gk is analytic in
a neighborhood of k0, then the lowest common denomi-
nator Dk of gk is non-vanishing at k0, and there is a set
of m solutions wk (with entries in R) to eq. (21) that are
linearly independent in the neighborhood of k0.
We remark that the conclusion is similar to that in the
discussion of analytic bundles above; the point here is
that m polynomial sections wk can be used to span the
bundle locally, in the neighborhood of k0.
Proof: Analyticity at k0 implies analyticity in some
complex neighborhood of k0, that is at nearby complex
values of kµ. If the denominator, D
′
k say, in an entry in
gk vanishes at k0, then it does so on a variety, the solu-
tion set of the polynomial equation D′k = 0. To ensure
analyticity, the zero on the variety must be canceled not
only at k0 but everywhere in the complex neighborhood;
otherwise this entry of gk diverges at some complex k
points arbitrarily close to k0 and so is not analytic at
k0 [18]. For ratios of polynomials, this means that the
numerator must contain a polynomial factor that cancels
those factors in the denominator that vanish in a neigh-
borhood of k0. Hence the lowest common denominator
Dk cannot vanish at k0. We can obtain a matrix of the
form Wk (with entries in R) using Uk = DkIm, and the
rows of Uk are linearly independent in a neighborhood
of k0, because detUk = D
m
k 6= 0 there. QED. We re-
mark that with this result, issues (mentioned above) of
whether solutions to eq. (21) really define a bundle do
not arise once we assume that in some neighborhood of
any k0, gk is analytic after it has been transformed to
make it finite at k0.
Corollary: if a complex vector bundle of rank m is
both analytic and polynomial, then for any k, there is a
set of m polynomial sections that are linearly indepen-
dent in some neighborhood of k. (This follows immedi-
ately from the Proposition.)
Proof of the No-Go Theorem in the case m = 1 (so
the filled-band bundle has rank one): It is easy to see
that all solutions with entries in R to eq. (21) (i.e. poly-
nomial sections) are multiples of that obtained by taking
uk = Dk to be the lowest common denominator of the
entries of gk (in R). Call this basic solution wk. By the
Corollary, as the bundle is analytic, for any k = k0 there
is a polynomial section that is non-vanishing in a neigh-
borhood of k0. Since all polynomial sections are multi-
ples of wk, wk cannot vanish anywhere, which shows that
the bundle is trivial. QED. As a second proof, note that
the definition of wk implies that there can be no poly-
nomial factor common to all its entries, while analyticity
implies that if wk vanished (as a vector) at some k0, then
there would have to be such a common factor, yielding a
contradiction.
Proof of the No-Go Theorem for m ≥ 1 under an ad-
ditional hypothesis: namely, we assume that all solutions
to eq. (21) can be expressed as linear combinations (with
coefficients in R) of a set of m basic solutions (or “gener-
ators”) with entries in R; we can write these polynomial
sections as the matrix W . Then the argument is similar
to the m = 1 case. By the Corollary, as the bundle is
analytic, for any k0, there is a set of m polynomial sec-
tions that are linearly independent in a neighborhood of
k0. As the generators (rows of W ) are assumed to span
all solutions, they too must be linearly independent at
k0. As this holds for all k, the set of generators gives the
trivialization, and the bundle is trivial. QED.
Before turning to the proof in the general case, we
first discuss the issues involved and the background that
it uses. The solutions to matrix equations like wZ = 0
(where w is an unknown row vector and Z is a known n×p
matrix, for some p) in the polynomial ring R may not all
be expressible as linear combinations (over R) of a sin-
gle set of m solutions that are linearly independent over
R. (This basic fact about equations over a polynomial
ring R can be found in any text on commutative algebra,
such as Refs. [19, 20].) Thus the additional hypothesis
used in the preceding special case may not hold. Then,
even though a particular set of m solutions may be lin-
early independent at some k0 (as implied by the Propo-
sition), that particular set might be linearly dependent
elsewhere, and there may not be one set of m solutions
that generates all such locally-linearly-independent solu-
tion sets as linear combinations over R, so the argument
breaks down. Likewise, it is not clear either that there
is a set of n − m column vectors z that suffice to fully
determine all the solutions w; it is possible that more
have to be used. The existence of such a set of size n−m
would again lead to a simple proof as above (applied to
the empty-band bundle). (The possible non-existence of
such a set is the reason we do not assume that the form
WZ = 0 can be used, with Z a known n×(n−m) matrix,
but instead we continue to work with g, which determines
all the solutions. Note that when we stated above that
there are matrices with entries in R such that g = U−1V
or g = V˜ U˜−1, we never said in the general case that those
matrices are unique, not even up to multiplication by in-
vertible matrices.) This is the most challenging aspect of
the problem. To make further progress, we are forced to
use more machinery.
The space of solutions to eq. (21) with entries in R—
that is, the space of polynomial sections—forms what is
called a module over the ring R (analogous to a vector
space over a field): that is, the space forms an Abelian
group under addition, with the zero solution as the iden-
tity element, and any element of the space times an el-
ement of R yields another element of the space. Our
module M of solutions to eq. (21) is a submodule of
a “free” module of rank n over R (the space of all n-
component row vectors with entries in R), and so because
R is Noetherian (the Hilbert Basis Theorem), M has fi-
nite sets of generators, linear combinations (over R) of
which span the space [19, 20]. Given such a finite set of
generators, we can form a matrix φ1, the rows of which
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are the generators. However, unlike the case in which the
ring is a field (and the module is then a vector space),
M may not be free, that is (as already stated above) it
may not be possible to find a set of generators that are
linearly independent (over R) [19, 20]. This implies that
in this case φ1 must have more than m rows. Given a
choice of a set of generators, the linear relations (or syzy-
gies) among them also form a module over the same ring
R, because the space of linear combinations of generators
that equal zero obeys all the conditions in the definition
of a module. The module of relations in turn must be
finitely generated but may not be free, so a set of gen-
erators for it also obeys some relations, and so on. The
Hilbert Syzygy Theorem [20, 21], to be explained next,
says that for the polynomial ring R this so-called chain
of syzygies can be constructed so that it terminates in a
bounded number of steps.
The Syzygy Theorem can be described in the following
way [21] (the application to our problem is immediate):
First, we note that a free module of any rank n say, is
isomorphic (over the polynomial ring R) to the module
consisting of all n-component row vectors with entries
in R. Then giving a set of generators for a module M is
equivalent to specifying a map (a homomorphism of mod-
ules over R) of a free module onto M . As our modules
consist of spaces of row vectors with entries in R, this
map φ1 can be described as in the previous paragraph by
a matrix that we also denote by φ1, whose rows are the
generators. Due to the generators not being linearly in-
dependent, the map of modules has a kernel (null space),
a subspace of the free module that is annihilated by φ1,
and the kernel is a module which can itself be described
in a similar way, and so on. The Hilbert Syzygy The-
orem says that this construction can be carried out so
that there exists a so-called free resolution of the module
(an exact sequence of modules) of the form
0 −→ Fd φd−→ Fd−1 φd−1−→ · · · φ2−→ F1 φ1−→ F0 (29)
in which Fµ (µ = 1, . . . , d) is free and has rank nµ over R,
the rank of the free module F0 is n0 = n, and 0 at the left
end is the trivial module. Each map φµ can be viewed as
an nµ × nµ−1 matrix with entries in R, and φµ+1φµ = 0
for µ = 1, . . . , d, with φd+1 = 0. (The case in which
the sequence is shorter can be thought of as Fµ = 0
for µ larger than some µ0 < d.) The exactness of the
sequence means that the kernel of one map is precisely
the image of its predecessor (as modules over R). The
module M is the image of φ1, and also is by definition
the kernel of an additional map, corresponding to the
equation wZ = 0 for w ∈M , so that the exact sequence
can in fact be extended one more step at the right. (It is
in that form that the Syzygy Theorem is usually stated.)
The structure of such a free resolution of M is described
further by the Buchsbaum-Eisenbud Theorem [21], which
says that the rank (over R) of each map φµ, which we
write as rankR φµ, obeys the usual rank-nullity theorem
of linear algebra, which here reads
rankR φµ+1 + rankR φµ = nµ, (30)
and also describes how the ranks of maps evaluated at
any particular complex k behave: the rank over C of the
matrix of φµ at some k, which we write as rankC φµ(k),
can be less than rankR φµ: rankC φµ(k) ≤ rankR φµ in
general.
Even though in general the module of polynomial sec-
tions of the filled-band bundle is not free (as assumed in
the proof under that additional hypothesis), the Syzygy
Theorem shows that the general case is not much worse,
because the sequence in eq. (29) terminates at the left.
With that additional information, we can now present a
proof in the general case.
Proof of the No-Go Theorem in the general case: We
first describe the filled-band vector bundle E. At each k,
vectors in E are solutions wk to eq. (21) (transformed to
make gk finite, if necessary). As the bundle is analytic, it
follows from the Corollary that for any k0 there is a set
of solutions (with entries in R) that are linearly indepen-
dent in a neighborhood of k0. Hence φ1 has “full rank”
(namely m) over C, that is rankC φ1(k) = rankR φ1 = m
at all k, and the bundle E can be identified with the im-
age of φ1, viewed as evaluated at each k in the Brillouin
zone.
Then we consider the sequence of vector bundles over
the Brillouin zone
0 −→ Ed φd−→ Ed−1 φd−1−→ · · · φ2−→ E1 φ1−→ E0. (31)
The bundles Eµ and E0 are trivial bundles of the same
ranks as the corresponding Fµ and F0. Maps of vector
bundles are maps of the vector space (fiber) over each k
in one bundle into that at the same k in the other bundle,
and the maps must vary continuously with k [17]. In our
case, the maps φµ are those that come from the Syzygy
Theorem, viewed as evaluated at the value k in question,
so we use the same notation. (What we have done here
can be described in the following way: A vector bundle
can be understood as a “locally-free” module over the
ring of continuous complex functions on the base space,
which here is the Brillouin zone. Given the exact se-
quence of modules over R given by the Syzygy Theorem,
we have made a change of rings to obtain the sequence of
vector bundles with the same maps φµ.) However, while
the composite maps of φµ+1 followed by φµ do vanish
(that is, φµ+1φµ = 0 for all µ), we have not yet shown
that the sequence is exact. For a sequence of maps of
vector bundles to be exact, it must be exact when evalu-
ated at any given k. It follows that for a sequence of the
form shown, for each map the rank [rankC φµ(k)] must
be the same everywhere in the base space. That is, all
the maps should have full rank at all k, while we have
seen that for the maps coming from the Syzygy Theorem
this might fail.
To prove that the sequence of vector bundles is ex-
act, we use the analyticity of the bundle E. As φ1 has
12
full rank m at any k0, we can assume (by permuting
rows) that the first m rows of φ1 are linearly independent
(over C) at k0. Further, we can assume (by permuting
columns) that the first m columns of this set of rows are
linearly independent. We view this top-left m×m block
of φ1 as the m ×m matrix U (which is invertible in the
neighborhood of k0). Rows of φ1 (vectors w) are deter-
mined by their first m entries (the vectors u), so we can
reduce φ1 to an n1×m matrix [φ1] consisting of the first
m columns of φ1. Then we can define an (n1 −m) ×m
matrix Gk by the block matrix equation(
Im
G
)
= [φ1]U
−1. (32)
Hence G is analytic at k0, and we have
φ2
(
Im
G
)
= φ2[φ1]U
−1 = 0. (33)
The idea is that Gk is analogous to gk; it characterizes
the image of φ2 as a bundle [for each k, Gk is a point in
G(n1 − m,n1)]. At this point we essentially repeat for
Gk the arguments used earlier for gk to conclude that
φ2 has full rank at k0, and hence at all real k. Working
back up the chain with this argument, we establish that
all the evaluated maps φµ(k) have full rank at all real k.
Given that the sequence of vector bundles is exact, the
triviality of the image E (the bundle of interest) of φ1
in E0 follows by a standard argument: Because of exact-
ness, the image of Ed is faithful, and hence is a trivial
bundle of rank nd embedded in Ed−1, and Ed−1 is also
trivial. It follows that the quotient bundle Ed−1/Ed (i.e.
the quotient in the fiber at each k) is also trivial. By ex-
actness, this quotient bundle is isomorphic to the image
of φd−1, and the argument can be repeated. Hence all
the image bundles are trivial, ending with E, the image
of φ1. That is the conclusion of the Theorem. QED. The
standard fact used in this step is that any short exact
sequence of vector bundles splits—each bundle is equiv-
alent to a direct sum of the image and the quotient [17].
We combined this with triviality to obtain the result.
This argument can be seen as the natural extension
of those for the special cases with additional hypotheses
above, for which the proofs were simply specializations
of the general one. Note that we do not in the end claim
to show in the more general cases that there is a set of
m generators for the module M (that is, m polynomial
sections) that are linearly independent at all real k; the
trivialization whose existence is proved by the Theorem
may contain vectors with non-polynomial entries. The
Hilbert Syzygy Theorem was essential to the argument,
as it established that the exact sequence of vector bundles
terminates at the left. If we had been working only with
analytic functions, as would be the case for states that are
not TNSs, then no such finite exact sequence need exist
globally over the Brillouin zone, though they would exist
over smaller open neighborhoods [18]. It is only in the
case of polynomial sections and an analytic bundle that
we obtain such a general result. The Syzygy Theorem
was the key statement that enabled us to argue from the
hypothesis involving a local property (analyticity) to a
result involving a global property (topological triviality).
E. Parent Hamiltonian for analytic bundles
In order to show that the obstruction to finding a
gapped parent Hamiltonian is due to the non-triviality of
the filled and empty-band bundles, and does not extend
to other examples with trivial bundles, we should show
that when the bundle associated with a TNS is analytic a
gapped parent Hamiltonian does exist. When both bun-
dles are analytic (trivial or not), a projection operator
Hamiltonian (projector onto states in the empty band,
minus the projector onto the states in the filled band) has
a spectral gap of 2 between the filled and empty states,
and its matrix elements (when rows and columns are la-
beled by positions x as well as by orbital labels) decay
exponentially with the distance. For a TNS, we want
to obtain a strictly short-range parent Hamiltonian, so
in general a projection operator will not work. We can
state our general result as a Corollary to the proof of the
Theorem:
Corollary: Under the conditions of the No-Go Theorem,
that is when the filled-band bundle is both polynomial
and analytic, a gapped single-particle parent Hamilto-
nian exists.
Proof: We use the matrix φ1 from the proof of the The-
orem, whose rows are a set of generators for all solutions
to eq. (21) over the ring R. When the filled-band bundle
is analytic, the Proposition implies that at any k these
generators span the m-dimensional fiber of the bundle.
Then, at all k, φ†1φ1 is positive semidefinite, its null-
space consists of the empty-band states, and it has rank
m (compare with the examples of parent Hamiltonians
in the previous Section). It is noteworthy that, because
the number of generators n1 is finite, the entries of this
matrix are finite. Taking a matrix-valued function of
k constructed similarly for the empty-band bundle (say
φ˜1φ˜
†
1), and subtracting φ
†
1φ1, we obtain a single-particle
Hamiltonian as a matrix with entries that are TPs. The
many-body version of this Hamiltonian has the TNS as
ground state, and has an energy gap between the filled
and empty bands at every k in the Brillouin zone. As
the matrix elements are TPs, it is strictly short range in
position space, as required. QED.
F. Remarks
We emphasize that there are topological phases of
free fermions in which the bundles are topologically non-
trivial because of symmetry requirements, but are trivial
when viewed as complex vector bundles ignoring symme-
tries. Our No-Go Theorem does not exclude the possi-
bility of a TNS for one of these to have a gapped parent
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Hamiltonian; an example is the one-dimensional Kitaev
chain [11] (there are no non-trivial complex vector bun-
dles in one dimension). However, we do not know if this
is possible in general. In cases in which the bundle is
non-trivial as a complex vector bundle (that is, ignor-
ing symmetry), our result prevents a gapped short-range
parent Hamiltonian from existing. This is the situation
in the p± ip examples in Section II.
G. Compactly-supported Wannier-type functions
In this subsection, we wish to explain how the No-Go
Theorem can be recast to give a result about what may
be called compactly-supported Wannier-type functions.
Usually, Wannier functions are single-particle states con-
structed from states in a single band (by inverse Fourier
transform from k-space) that are in some sense well local-
ized in position space. Often, what is used is a section of
a band bundle (say, a line bundle for a single band, such
as one of the filled bands) that is normalized at each k.
This together, with its translates in real space, spans all
single-particle states in the band. More generally, one
can consider a set of m such sections (say, orthonormal
ones) for m bands, or for a bundle of rank m. It has been
recognized [14] that for a topologically non-trivial band,
such a normalized section cannot be constructed such
that it is continuous in k (sometimes this is described as
the absence of a suitable choice of gauge over the Bril-
louin zone, because at each k the choice reduces to the
choice of a phase for the state). The reason is that such
a choice amounts to a non-vanishing section of the bun-
dle, which by definition does not exist for a non-trivial
line bundle. (Similar remarks apply for m bands form-
ing a higher-rank non-trivial bundle.) For a “section”
that is not a true section because it fails to be continu-
ous at some points in the Brillouin zone (say, on a set of
measure zero), the states at those points are not in the
Fourier decomposition of the Wannier functions, and the
functions will have power-law tails in real space, and not
be well localized.
In some applications it is of interest to consider
compactly-supported Wannier-type functions, that is
functions constructed from a single band or set of bands,
that have compact support in real space, and span all
single-particle functions in the band (see for example Ref.
[22]). In k space, such compactly-supported functions
correspond to polynomial sections of the bundle associ-
ated with a single band or sets of bands (such as our filled-
band bundle; we will continue to use that terminology
here). (Once again, because of the use of translations in
real space, it is sufficient to consider only polynomials in
the ring R.) Notice that here we are no longer demanding
(ortho-)normalization at each k, but we retain a weaker
version of that property: in order not to overlook any
single-particle states, in either finite or infinite systems,
we should require that in k space the polynomial sections
span the m-dimensional space of single-particle states at
every k in the Brillouin zone. To increase the likelihood
that that is possible, we allow the set to contain more
than m polynomial sections. Thus we use the following
Definition: a set of compactly-supported Wannier-type
functions for the filled bands is a set of polynomial sec-
tions that span the single particle states in the filled-band
bundle at every k in the Brillouin zone (notice the defi-
nition includes the “completeness” property in k space.)
One might expect that, while the notion of compact sup-
port (or polynomials sections) is more restrictive than
usual, allowing for more than m sections allows each of
them to vanish at some k, and then the set might get
around the discontinuities associated with non-vanishing
(or with orthornormal sets of) sections of non-trivial bun-
dles. Nonetheless, we have the following version of the
No-Go Theorem:
Theorem: if a set of compactly-supported Wannier-
type functions exists for a filled-band bundle, then the
bundle is trivial when viewed as a complex vector bundle.
Proof: In this case, we take the given set of sections as
generators for a module M over R, without using a sys-
tem of linear equations to define them. By the Syzygy
Theorem, there is a free resolution over R ending in M .
The generators over R form the rows of a matrix of poly-
nomials φ1, as before. (In the present case, the resolution
may have one more term at the left than previously [21],
but this makes no difference.) By hypothesis, the bundle
over the Brillouin zone has full rank at each k. Then the
same argument as in the proof of the No-Go Theorem
shows that the generators of the kernel (over R) of φ1
form a matrix φ2 which has full rank over C at each k.
Repeating the argument as before shows that each map
in the resolution has full rank over C at all k in the Bril-
louin zone, and hence the filled-band bundle spanned by
the generators (at all k) is trivial as a complex vector
bundle. QED.
The Corollary in Sec. III D above, together with the
use of the Hilbert basis theorem as above before the dis-
cussion of the Syzygy Theorem, shows that for any an-
alytic polynomial bundle, sets of compactly-supported
Wannier-type functions exist. Conversely, we also point
out that if a set of compactly-supported Wannier-type
functions exists, then the bundle is analytic. To show
this, one only has to take, for any k0, a subset of m of
the sections that are linearly independent at k0; this can
always be done. Those m polynomial sections are ana-
lytic at k0, and so (e.g. by considering determinants) are
then linearly independent throughout a neighborhood of
k0; this means the bundle is analytic.
IV. NON–FREE-FERMION PHASES
In the wavefunction in the free Chern-band example,
without the particle-hole transformation, the component
that has N+ particles of U(1) charge +1 (say, those in the
1 orbital), and N− of charge −1 (say, those in the 2 or-
bital) has N+ = N−, and is a determinant that when
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all particles are well-separated has the form (ignoring
boundary conditions, for simplicity)
det
(
1
zi − wj
)
=
∏
i<j(zi − zj)
∏
k<l(wk − wl)∏
m,n(zm − wn)
, (34)
where we use complex coordinates [e.g. z = x + iy in
place of x = (x, y)] zi, i = 1, . . . , N+ for charge +1,
wk, k = 1, . . . , N− for charge −1 particles, and the
equality of the two sides is just the Cauchy determinant
identity. The norm-square of the state |ψA〉 can then be
identified as the partition function of a Coulomb plasma
(see e.g. Ref. [23]), with fugacity |κ1|2 for either type of
particle. We will assume |κ1| is small so that particles
are well separated. Then it is known that this plasma
is in a screening phase, which confirms the topological
identification of the state.
Next we will take Q copies of this TNS, and impose the
constraint that the number of particles in each orbital
must be either 0 or Q (one from each copy) [6, 7]. Then
the composite of Q fermions (with U(1) charge either +1
or −1) will be regarded as the physical particle of the
state, and is a boson for Q even, fermion for Q odd. The
resulting wavefunction for these particles is then the Qth
power of that for the one-copy case. The important point
is that such a “product” construction yields a state that
is again a TNS (because the constraints are local), but
not Gaussian/free-fermion for Q > 1.
The norm-square of the product wavefunction is (at
long distances) again a plasma, but with exponent Q
times larger. A renormalization-group (RG) analysis ap-
plies to these plasmas [23], and shows that for asymptot-
ically small positive fugacity, screening occurs for Q ≤ 2.
For Q = 2, the screening length is exponentially large
in 1/|κ1| as |κ1| → 0. In this case, the TNS is in the
same topological phase as the Laughlin ν = 1/2 state
for bosons, or SU(2) level 1, phase. The state pos-
sesses fractional-statistics vortex excitations (semions)
that carry fractional U(1) charge, and there are two (or
more, possibly depending on the parent Hamiltonian)
ground states for the system on a finite torus with peri-
odic boundary conditions. For Q > 2, the plasma does
not screen at small |κ1|, but does at sufficiently large |κ1|,
and then corresponds to the 1/Q Laughlin state. This
construction can be extended to obtain, for example, the
non-Abelian SU(2) level k > 1 Chern-Simons theory [12],
or the Read-Rezayi states for bosons [24, 25]. For these
TNSs, we do not at present have parent Hamiltonians.
V. CONCLUSION
It is possible to construct wavefunctions that are TNSs
for phases of matter that possess chiral gapless edge
modes. This may have important implications for nu-
merical simulation or theoretical analysis of such phases.
However, the parent Hamiltonians for the free-fermion
TNSs are gapless, as we proved in our No-Go Theorem;
it is not clear if the same will be true for the non-free-
fermion chiral TNSs.
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Appendix A: Transforming a TNS with auxiliary
variables on sites to a TNS with auxiliary variables
on edges
x
x′
c†x,α
c†x′,α′
x
x′
c†x,α
c†x′,α′
FIG. 3. Particles on the square lattice Z2 (in green) are cre-
ated by operators c†x,α acting on the vacuum |0〉, generating a
Hilbert (Fock) space of physical states for each site, Hx. One
associates one tensor Tx ∈ Hx⊗V h⊗ (V h)∗⊗V v⊗ (V v)∗ per
site x. The spaces V h,v are finite-dimensional vector spaces,
there is one copy of the space V h,v and its dual (V h,v)∗ per
(horizontal or vertical) edge of the lattice, represented by solid
dots (left figure). Tracing over all the spaces V h,v, namely us-
ing the canonical evaluation map V ⊗ V ∗ 7→ C on each edge,
we get a state in the many-body Hilbert space
⊗
x∈Z2 Hx.
In the main text, we used a different version of a TNS, with
auxiliary variables living on the sites, as in the right figure; it
can however be reformulated as a usual TNS.
The Gaussian TNS we construct in Section II, with
auxiliary variables attached to the physical sites (illus-
trated in Fig. 3-right) can be recast in the form of usual
(and in the present case, still Gaussian) TNS (Fig. 3-left).
First, let us define what a “usual TNS” is. In the case
of bosonic degrees of freedom, a TNS is obtained from a
15
function x 7→ Tx which, to every site of the square lattice
x ∈ Λ, associates a tensor
Tx ∈ Hx ⊗ V h ⊗ (V h)∗ ⊗ V v ⊗ (V v)∗, (A1)
whereHx is the physical space on the site, and V h, (V h)∗
(V v, (V v)∗) is the horizontal (vertical) auxiliary space
and its dual. Such a tensor is conveniently represented
as follows:
V v
(V v)∗
(V h)∗ V hx
Hx
For fermionic degrees of freedom, the construction par-
allels the one for bosons, but Hx, V h and V v must be
Z2-graded vector spaces, while (V h)∗ and (V v)∗ are their
Z2-graded duals, and the tensor product ⊗ is Z2-graded
(see appendix A in [26] for definitions). It is customary
to represent Z2-graded vector spaces as spaces of polyno-
mials of Grassmann variables. Indeed, one can view V h
as (isomorphic to) the Z2-graded vector space generated
by a set of P Grassmann variables living on the edge at
position x + i/2:
span{(η1x+i/2)n1 . . . (ηPx+i/2)nP |n1, . . . , nP = 0, 1}.
(A2)
The Z2-grading is then the number (mod 2) of Grass-
mann variables in each Grassmann monomial. Similarly,
one can think of V v as being (isomorphic to) the Z2-
graded vector space generated by P Grassmann variables
on the edge at position x+j/2. The (left) dual V ∗ is then
generated by another set of P Grassmann variables:
span{(η1∗x+j/2)n1 . . . (ηP∗x+j/2)nP |n1, . . . , nP = 0, 1}.
(A3)
With these notations, the canonical evaluation map is
nothing but the Berezin integral:
v∗⊗u ∈ V ∗⊗V 7→
∫
[dη1dη1∗ . . . dηP dηP∗]e
∑
p η
p∗ηp v∗u.
(A4)
The tensor Tx must have degree 0, namely it must be
a sum of terms with an even total number of Grass-
mann variables and physical fermions. Finally, the phys-
ical state, which is a state in
⊗
x∈Z2 Hx, is defined as
Tr [
⊗
x Tx], where one traces over all the auxiliary spaces
V h,v using the canonical evaluation map (see also Fig. 3-
left).
The Gaussian TNS that we exhibit in Section II have
not been expressed in the form of local tensors attached
to the sites x ∈ Z2. Instead, they are translation-
invariant Gaussian states of the form∫
[dξ]
∏
edges 〈xy〉
eξ
t
x·A·ξy
∏
sites z
eξ
t
z·B·ξzeξ
t
z·κ·c†x |0〉 (A5)
where ξx = (ξ
1
x, . . . , ξ
P
x ), A
h,v and B are P × P ma-
trices, while κ is P × n. To recast this expression in
the form of a Z2-graded TNS, we introduce new Grass-
mann variables ηx+i/2 = (η
1
x+i/2, . . . , η
P
x+i/2), ηx+j/2 =
(η1x+j/2, . . . , η
P
x+j/2), η
∗
x+i/2 = (η
1∗
x+i/2, . . . , η
P∗
x+i/2),
η∗x+j/2 = (η
1∗
x+j/2, . . . , η
P∗
x+j/2), and
Wx = ξ
t
x ·Ah · ηx+i/2 + ξtx ·Av · ηx+j/2 + ξtx ·B · ξx
− ξtx · η∗x−i/2 − ξtx · η∗x−j/2, (A6)
such that the integration over the η-variables on each
edge gives back the exponential weights in (A5). But,
instead of tracing out the η-variables, we now integrate
out the onsite variables ξx. This gives a Z2-graded tensor
for each site, as we want:
Tx =
∫
[dξx]e
Wxeξ
t
x·κ·c†x ∈ Hx⊗V h⊗(V h)∗⊗V v⊗(V v)∗.
(A7)
Appendix B: Chern-band example: explicit form
In Section II, we sketch the construction of a Gaussian
TNS which corresponds to a filled band with Chern num-
ber 1. Here we give a few more details about this state.
We start with a BCS state of the form (A5), with P = 4
Grassmann variables (equivalently, one could write this
state with P = 2 complex Grassmann variables). The
matrices A, B and κ are chosen such that:
ξtx+i ·Ah · ξx = (B1a)
(
ξ1x+i ξ
2
x+i ξ
3
x+i ξ
4
x+i
) −i λ 0 0−λ −i 0 00 0 −i λ
0 0 −λ −i

 ξ
1
x
ξ2x
ξ3x
ξ4x

ξtx+j ·Av · ξx = (B1b)
(
ξ1x+j ξ
2
x+j ξ
3
x+j ξ
4
x+j
) 1 λ 0 0−λ −1 0 00 0 1 λ
0 0 −λ −1

 ξ
1
x
ξ2x
ξ3x
ξ4x

ξtx ·B · ξx = (B1c)
(
ξ1x ξ
2
x ξ
3
x ξ
4
x
) 0 −2λ 0 02λ 0 0 00 0 0 −2λ
0 0 2λ 0

 ξ
1
x
ξ2x
ξ3x
ξ4x

ξtx · κ · c†x = κ1
ξ1x − iξ3x√
2
c†x,1 + κ2
ξ1x + iξ
3
x√
2
c†x,2 . (B1d)
Here, λ ∈ R, and κ1, κ2 ∈ C are free parameters. In
momentum space, this state takes the form
exp
(∫
d2k
(2pi)2
gk c
†
k,2c
†
−k,1
)
|1〉 , (B2)
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where the function gk is the following propagator in the
auxiliary theory of the Grassmann variables:
gk
κ1κ2
=
∫
[
∏
dξp] eS
ξ1k−iξ3k√
2
ξ1−k+iξ
3
−k√
2∫
[
∏
dξp]eS
(B3)
=
∫
[
∏
dξp] eS ξ1kξ
1
−k∫
[
∏
dξp]eS
=
sin kx − i sin ky
(sin kx)
2
+ (sin ky)
2
+ λ2 [2− cos kx − cos ky]2
.
We see that our BCS state depends only on the product
κ1κ2, so we can take κ2 = κ1 without loss of general-
ity. Finally, performing the particle-hole transformation
mentioned in the main text, namely |0〉 → |1, 0〉 and
c†x,1 → cx,1, we obtain the state
exp
(∫
d2k
(2pi)2
gk c
†
k,2ck,1
)
|1, 0〉 , (B4)
which corresponds to a filled band; one can check that it
has Chern number 1 as soon as λ 6= 0.
Appendix C: Alternative way to express a paired
state with any gk = vk/uk as a Gaussian TNS
For any gk = vk/uk, where uk and vk are trigonometric
polynomials, we can obtain the state from a Gaussian
TNS that is slightly more general in form. For simplicity,
we consider only the n = 1 examples, as in Sec. II B. First
write gk as gk = vkv−k/(v−kuk). We will use a single
Grassmann variable ξx on each site. For the κ terms, we
write in k space vkξ−kc
†
k for each k, and for the A and
B terms in k space ξ−kv−kukξk. Note that in real space,
both kinds of terms are strictly short range. Then clearly
integrating out the ξ variables produces the desired form.
Notice that if gk is odd under k→ −k, then so is v−kuk,
as required in the Grassmann bilinear form.
This form differs from our original TNS expression
in that the coupling of cx to ξx is no longer just on
site. Moreover, there is now only one variable ξ per site
(P = 1). The first change compensates the second, so
that when both forms exist, the results, including the en-
tanglement spectrum, must be the same. Then the rank
of the entanglement spectrum cannot be read off simply
from the number of ξ variables in the present form. How-
ever, due to the TPs (alternatively, polynomials in R) in
the coefficients A, B, κ, the range of these terms in real
space is bounded, and this should limit the rank of the
entanglement spectrum in a similar way. Notice also that
many results in the main text use only the fact that gk is
a ratio of TPs, and so hold for the class discussed here.
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