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On Infinite Order Simple Current Extensions
of Vertex Operator Algebras
Jean Auger, Matt Rupert
Abstract
We construct a direct sum completion C⊕ of a given braided monoidal category C which allows
for the rigorous treatment of infinite order simple current extensions of vertex operator algebras
as seen in [CKL]. As an example, we construct the vertex operator algebra VL associated to an
even lattice L as an infinite order simple current extension of the Heisenberg VOA and recover
the structure of its module category through categorical considerations.
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1 Introduction
Many interesting vertex operator algebras (VOAs) such as the Bp-algebras (see [C, CRW, ACKR])
motivated by a study of Lk(sl2) [A], the logarithmic parafermion algebras of [ACR], and L−1
(
sl(m|n))
of [CKLR, KW], among others, can be realised as infinite order simple current extensions. The
triplet VOA W(p) may also be realized as an infinite order simple current extension of the singlet
VOAM(p) and a parallel construction may also be applied to Hopf algebras, as seen in [CGR]. Sim-
ple current extensions have also appeared in the study of conformal embeddings [AKMPP, KMPX].
A simple current (see Definition 2.5) J in the module category C of a VOA V satisfying certain
conditions (see [CKL, Theorem 3.12]) can be used to construct a VOA extension:
1
Ve =
⊕
n∈G
J⊗n (1.1)
where G = Z/nZ when n = ord(J) is finite and G = Z when ord(J) =∞, and J0 = V = 1C . The
extended VOA Ve is an algebra object in C called a simple current extension of V . The theory
of algebra objects was developed in [KO] with its applications to VOAs indicated therein. These
applications were made rigorous in [HKL]. It was shown in [HKL] that if C is a vertex tensor
category (see [HLZ1]-[HLZ8]), then the existence of the extension Ve is equivalent to the existence
of a haploid algebra object in C. It was also shown in [HKL] that when C is a vertex tensor cat-
egory, the category of generalised modules ModGVe of the extension VOA Ve is equivalent as an
abelian category to a category of modules Rep0Ve where Ve is seen as an algebra object in C. This
was generalised to superalgebra objects in [CKL], and the equivalence was shown to be a braided
monoidal equivalence in [CKM]. It is possible to determine much of the categorical structure of
Rep0Ve from C through the techniques provided in [CKM]. Other notable results on simple current
extensions can be found in [DLM, FRS, La, LaLaY, Y].
When J is an infinite order simple current (#G =∞), the object Ve is an infinite direct sum and
therefore is not in general an object of C. This poses a problem because the theorems of [CKL]
assume that Ve is an algebra object of C. One solution to this problem is to introduce a second
grading on the modules as in [HLZ1]-[HLZ8]. Here, however, we appeal to a certain completion
of C which allows for infinite direct sums. A well known candidate for such a completion is the
Ind-category Ind(C) constructed in [AGV]. The category Ind(C) is a natural completion of C under
general inductive limits and is both larger and more sophisticated than we require for the study of
infinite order extensions. Since the machinery of the Ind-category is quite abstract, we prefer to
focus on a direct sum completion C⊕ of C rather than the full Ind(C).
The purpose of this paper is two-fold. Firstly, we construct a direct sum completion C⊕ of C that
complements [CKL] for the rigorous study of infinite order simple current extensions. Secondly, we
illustrate the power of [CKM] in the simplest possible example, realising the VOA VL associated to
a rank 1 even lattice L as a simple current extension of the Heisenberg VOA H. The techniques of
[CKM] allow us to determine the structure of Rep0VL and show that it coincides with the structure
of ModVL found in [D, DL, LL]. Recent work on Drinfeld categories found in [DF] can be applied to
describe ModVL through algebra objects, however our approach is more applicable to infinite order
simple current extensions in general. The present work also paves the way for the study of richer
examples of infinite order simple current VOA extensions such as the aforementioned Bp-algebras,
logarithmic parafermion algebras, and L−1
(
sl(m|n)).
After a brief review of pertinent categorical notions in Section 2, we detail the completion category
C⊕ in Section 3. We finish by analysing the infinite order simple current extension H ⊂ VL in
Section 4 using the methods of [CKM] within the framework of Section 3.
2 Background
In this section we will recall some of the fundamental concepts to which we will refer in subsequent
sections including categories, algebra objects within categories, and simple currents.
2
2.1 Category theory
Recall that a category C is a class of objects Ob(C) and a class of morphisms HomC(U, V ) for each
pair U, V ∈ Ob(C) together with an associative binary operation called composition
◦ : HomC(V,W )×HomC(U, V )→ HomC(U,W ) ,
for which each object V ∈ Ob(C) has an identity morphism IdV ∈ HomC(V, V ) that preserve any
morphisms they are composed with.
Definition 2.1. A category C is additive if
• HomC(U, V ) is an abelian group for every pair of objects U, V ∈ Ob(C) and composition of
morphisms is bi-additive,
• C has a a zero object 0 such that HomC(0, 0) = 0 is the trivial abelian group,
• C contains finite direct sums (finite coproducts). That is, for every pair of objects V1, V2 ∈
Ob(C), there exists W = V1 ⊕ V2 ∈ Ob(C) and morphisms p1 : W → V1, p2 : W → V2,
i1 : V1 →W , i2 : V2 →W such that p1 ◦ i1 = IdV1 , p2 ◦ i2 = IdV2 , and i1 ◦ p1 + i2 ◦ p2 = IdW .
Given a field F, an abelian category C is called F-linear if for each U, V ∈ Ob(C), HomC(U, V ) is a
vector space over F and the composition is F-bilinear.
A tensor product on a category is a bifunctor ⊗ : C ×C → C that commutes with finite direct sums.
An associativity constraint a on C is a family {aU,V,W : (U ⊗ V )⊗W → U ⊗ (V ⊗W )}U,V,W∈Ob(C)
of natural isomorphisms. An associativity constraint satisfies the pentagon axiom if the diagram
((U ⊗ V )⊗W )⊗X ((U ⊗ V )⊗W )⊗X
(U ⊗ V )⊗ (W ⊗X)
U ⊗ ((V ⊗W )⊗X) U ⊗ (V ⊗ (W ⊗X))
aU,V⊗W,X
aU,V,W⊗IdX
aU⊗V,W,X
aU,V,W⊗X
IdU ⊗aV,W,X
commutes for every choice of objects U, V,W,X ∈ Ob(C). A left unit constraint l in C with respect
to an object 1 ∈ Ob(C) is a family {lV : 1 ⊗ V → V }V ∈Ob(C) of natural isomorphisms. Right
unit constraints
{
rV : V ⊗ 1 → V
}
V ∈Ob(C) are defined similarly. The associativity, left, and right
constraints satisfy the triangle axiom if the diagram
(U ⊗ 1)⊗ V U ⊗ (1⊗ V )
U ⊗ V
aU,I,V
rU⊗IdV IdU ⊗lV
commutes for every pair of objects U, V ∈ Ob(C). A triple (1, l, r) is called a unit in C if l and r
are left and right unit constraints with respect to 1, respectively, that satisfy the triangle axiom.
Definition 2.2. Amonoidal category (C,⊗, a,1, r, l) is a category C equipped with a tensor product
⊗, associativity constraint a satisfying the pentagon axiom, and a unit object 1 with left and right
unit constraints l, r satisfying the triangle axiom.
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A commutativity constraint c on C is a family {cU,V : U ⊗ V → V ⊗ U}U,V ∈Ob(C) of natural
isomorphisms. A braiding is a commutativity constraint which also satisfies the hexagon axiom,
which is the commutativity of the diagram
U ⊗ (V ⊗W ) (V ⊗W )⊗ U
(U ⊗ V )⊗W V ⊗ (W ⊗ U)
(V ⊗ U)⊗W V ⊗ (U ⊗W )
cU,V⊗W
aV,W,U
aU,V,W
cU,V⊗IdW
aV,U,W
IdV ⊗cU,W
and of the analagous diagram for a−1.
Definition 2.3. A braided monoidal category is a monoidal category with a braiding c.
A twist θ in a braided monoidal category C is a family {θV : V → V }V ∈Ob(C) of natural isomorphisms
such that the balancing axiom
θU⊗V = cV,U ◦ cU,V ◦ (θU ⊗ θV ) ,
holds. Let V ∈ Ob(C) and suppose there is an associated object V ∗ with duality morphisms
−−→coevV : 1→ V ⊗ V ∗, −→evV : V ∗ ⊗ V → 1 .
which satisfy the relations
rV ◦ (IdV ⊗−→evV ) ◦ aV,V ∗,V ◦ (−−→coevV ⊗ IdV ) ◦ l−1V = IdV ,
lV ∗ ◦ (−→evV ⊗ IdV ∗) ◦ a−1V ∗,V,V ∗ ◦ (IdV ∗ ⊗−−→coevV ) ◦ r−1V ∗ = IdV ∗ .
Then, V ∗ is said to be left dual to V . If a left dual exists for every V ∈ Ob(C) then C is called left
rigid. The duality morphisms are said to be compatible with the braiding and twist if they satisfy
the relation
(θV ⊗ IdV ∗) ◦ −−→coevV = (IdV ⊗θV ∗) ◦ −−→coevV .
Definition 2.4. A ribbon category is a left rigid braided monoidal category with twist and com-
patible duality.
2.2 Simple currents and algebra objects
Let F be a field and C be a F-linear braided monoidal category with twist θ.
Definition 2.5. A simple current in C is a simple object J which is invertible with respect to the
tensor product. That is, there exists an object J−1 ∈ C satisfying J ⊗ J−1 ∼= 1.
Remark 2.1. When C is a module category for a simple vertex operator algebra V , the above
definition for simple currents is equivalent to the duality morphisms being isomorphisms, which is
Definition 2.11.1 for invertibility given in [EGNO].
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As noted in the introduction, it is natural to expect that a simple current extension V ⊂ Ve as of
(1.1) and its representation theory can be related to V by categorical means. In fact, it can be
shown (see [CKM]) that the category of generalised modules of the VOA Ve is braided equivalent
to a category Rep0Ve defined below, where Ve is seen as an algebra object in the category C rather
than a VOA. These ideas also appeared in [CKL, KO].
For the rest of the subsection, we recall the key notions of algebra objects and of modules for
algebra objects.
Definition 2.6. An associative unital and commutative algebra in the category C is a triple
(A,µ, ιA) where A ∈ Ob(C), µ ∈ HomC(A⊗A,A) and ιA ∈ HomC(1, A) are subject to the following
assumptions:
• Associativity: µ ◦ (IdA⊗µ) = µ ◦ (µ⊗ IdA) ◦ a−1A,A,A : A⊗ (A⊗A)→ A ;
• Unit: µ ◦ (ιA ⊗ IdA) ◦ l−1A = IdA : A→ A ;
• Commutativity: µ ◦ cA,A = µ : A⊗A→ A .
Definition 2.7. Let (A,µ, ιA) be an associative unital and commutative algebra object in C.
Define RepA to be the category whose objects are given by pairs (V, µV ) where V ∈ Ob(C) and
µV ∈ HomC(A⊗ V, V ) are subject to the following assumptions:
• Associativity: µV ◦ (IdA⊗µV ) = µV ◦ (µ⊗ IdA) ◦ a−1A,A,V : A⊗ (A⊗ V )→ V ;
• Unit: µV ◦ (ιA ◦ 1) ◦ l−1V = IdV : V → V .
The morphisms of RepA are defined as follows:
HomRepA
(
(V, µV ), (W,µW )
)
=
{
f ∈ HomC (V,W )
∣∣ f ◦ µV = µW ◦ (IdA⊗f)} .
Thus, a morphism in RepA is just a morphism in C that intertwines the A-actions maps. An object
of RepA is also called an A-module.
Given that the base category C is monoidal, one can define a new tensor product, ⊗A, that makes
RepA a monoidal category as well. For more details, see [EGNO, KO, P]. This new tensor product
is defined as follows:
Definition 2.8. Let (V, µV ), (W,µW ) ∈ Ob(RepA). Define their tensor product to be the pair
(V ⊗A W,µV⊗AW ) where
V ⊗A W = V ⊗W
im(mleft −mright) , (2.1)
and
mleft = (µV ⊗ IdW ) ◦ (cV,A ⊗ IdW ) ◦ a−1V,A,W : V ⊗ (A⊗W ) −→ V ⊗W ,
mright = IdV ⊗µW : V ⊗ (A⊗W ) −→ V ⊗W .
Note that in the quotient (2.1), the action of A on V ⊗W via µV is identified with its action via
µW . Hence, one can simply define
µV⊗AW = µV ⊗ IdW ◦ a−1A,V,W : A⊗ (V ⊗A W )→ V ⊗A W ,
so that (V, µV )⊗A (W,µW ) = (V ⊗A W,µV ⊗AW ) ∈ Ob(RepA).
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In general, RepA may not be braided, however, it was proven in [P] that the braiding of C induced
a braiding on a full subcategory of Rep0A of RepA defined as follows:
Definition 2.9. Let (A,µ, ιA) be an associative unital and commutative algebra object in C. Define
Rep0A to be the full subcategory of RepA whose objects (V, µV ) satisfy
µV ◦ (cV,A ◦ cA,V ) = µV .
The category Rep0A is often referred to as the category of local or untwisted A-modules.
A valuable tool for the study of both RepA and Rep0A is the following induction functor:
Definition 2.10. Let (A,µ, ιA) be an associative unital and commutative algebra object in C.
Define a functor F : C −→ RepA by
V 7−→ (A⊗ V , (µ⊗ IdV ) ◦ a−1A,A,V ) ,
[V
f→W ] 7−→ IdA⊗f .
A crucial property of this induction functor F is that it is a monoidal functor (a functor that
respects tensor products up to fixed natural isomorphisms). In Section 2 of [CKM], the authors
study further properties of F and obtain the following result:
Proposition 2.11. [CKM, Theorem 2.67] Let C0 denote the full subcategory of C consisting
of objects that induce to Rep0A. Then F : C0 → Rep0A is a braided tensor functor.
3 Sum Completion of a Category C
In this section, we construct a direct sum completion C⊕ of an additive F-linear category C and
show how to transfer additional categorical structure from C to C⊕.
3.1 The category C⊕
In this subsection, let C be an additive F-linear category. The category C⊕ can be thought of as
the subcategory of Ind(C) [AGV] whose objects are the inductive systems that produce arbitrary
coproducts, see [PP] for instance.
Definition 3.1. Define C⊕ by setting:
Ob(C⊕) =
{⊕
s∈S
Xs
∣∣∣∣ S is a setXs ∈ Ob(C) for every s ∈ S
}
HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
=
{(
α, {fs,t}t∈α(s)s∈S
)}/
∼
where
• α : {Finite subsets of S} → {Finite subsets of T} is a function that commutes with unions.
For any singleton {s} ⊆ S, we let α(s) = α({s});
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• fs,t ∈ HomC(Xs, Yt) for any t ∈ α(s);
• ∼ is an equivalence relation defined by:
(
α, {fs,t}t∈α(s)s∈S
)
∼
(
β, {gs,t}t∈A(s)s∈S
)
⇔
 (1) fs,t = 0s,t if t ∈ α(s)\β(s)(2) fs,t = gs,t if t ∈ α(s) ∩ β(s)
(3) gs,t = 0s,t if t ∈ β(s)\α(s)
;
• the composition of a pair of morphisms
(
β, {gt,r}r∈β(t)t∈T
)
∈ HomC⊕(
⊕
t∈T Yt,
⊕
r∈R Zr) and(
α, {fs,t}t∈α(s)s∈S
)
∈ HomC⊕(
⊕
s∈S Xs,
⊕
t∈T Yt) is defined to be the equivalence class ofβ ◦ α,
{ ∑
t∈α(s)
s.t. r∈β(t)
gt,r ◦ fs,t
}r∈(β ◦α)(s)
s∈S
 ;
• the identity morphism of ⊕s∈S Xs is the equivalence class of (Idf.s.(S), {IdXs}s∈S) where
f.s.(S) denotes the collection of finite subsets of S.
Proposition 3.2. The elements of Definition 3.1 define a category structure C⊕. In particular:
• ∼ is an equivalence relation;
• the composition is compatible with ∼ in both arguments;
• the composition is associative;
• the identity morphism of an object preserves any morphism under composition on both sides.
Proof. First, let’s show that ∼ is an equivalence relation. For reflexivity, just note that given a
morphism
(
α, {fs,t}t∈α(s)s∈S
)
and a singleton s ∈ S, one has α(s)\α(s) = ∅. Symmetry of the relation
∼ is clear from the definition. For transitivity, let(
α, {fs,t}t∈α(s)s∈S
)
∼
(
β, {gs,t}t∈β(s)s∈S
)
and
(
β, {gs,t}t∈β(s)s∈S
)
∼
(
γ, {hs,t}t∈β(s)s∈S
)
, (3.1)
be three morphisms between the same two objects of C⊕. Fix s ∈ S and let t ∈ α(s) ∩ γ(s). Then
t is either in β(s) or not. If it is, then fs,t = gs,t by the first relation of (3.1) and gs,t = hs,t by the
second relation so that fs,t = hs,t for such s and t. Next, let t ∈ α(s)\γ(s). If t is also in β(s), we get
fs,t = gs,t from the first relation, however such a t has to be in β(s)\γ(s) so gs,t = 0s,t by the second
relation of (3.1). It follows that fs,t = 0s,t as desired. Else, t is not in β(s) so the first relation
of (3.1) directly gives fs,t = 0s,t. Finally, reversing the roles of α and γ in the previous argument
gives hs,t = 0s,t for t ∈ γ(s)\α(s) and we conclude that ∼ is transitive, hence an equivalence relation.
Let’s now show that the composition of morphisms is compatible with ∼ in both arguments. Let(
α, {fs,t}t∈α(s)s∈S
)
∼
(
α˜, {f˜s,t}t∈α˜(s)s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
, (3.2)
(
β, {gt,r}r∈β(t)t∈T
)
∼
(
β˜, {g˜t,r}r∈β˜(t)t∈T
)
∈ HomC⊕
(⊕
t∈T
Yt,
⊕
r∈R
Zr
)
. (3.3)
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Then one must show thatβ ◦ α,

∑
t∈α(s)
s.t. r∈β(t)
gt,r ◦ fs,t

r∈β
(
α(s)
)
s∈S
 ∼
β˜ ◦ α˜,

∑
t∈α˜(s)
s.t. r∈β˜(t)
g˜t,r ◦ f˜s,t

r∈β˜
(
α˜(s)
)
s∈S
 .
To do so, fix s ∈ S and consider three cases for r:
(1) r ∈ β(α(s))∩β˜(α˜(s)). In this case, the equivalence (3.2) implies that for any t ∈ (α(s)\α˜(s)),
fs,t = 0s,t and for any t ∈
(
α˜(s)\α(s)), f˜s,t = 0s,t. Additionally, t ∈ α(s) ∩ α˜(s) implies that
fs,t = f˜s,t. ∑
t∈α(s)
s.t. r∈β(t)
gt,r ◦ fs,t =
∑
t∈α˜(s)
s.t. r∈β˜(t)
g˜t,r ◦ f˜s,t
⇐⇒
∑
t∈α(s)∩α˜(s)
s.t. r∈β(t)
gt,r ◦ fs,t =
∑
t∈α(s)∩α˜(s)
s.t. r∈β˜(t)
g˜t,r ◦ fs,t . (3.4)
By the equivalence (3.3), the two sums of line (3.4) must coincide.
(2) r ∈ β(α(s))\ β˜(α˜(s)). As in the previous case, both sums will only display non-zero terms
with an index t ∈ α(s) ∩ α˜(s). The choice of r makes it impossible for such a t to be in β˜(t)
for we have {t} ⊆ α˜(s) ⇒ β˜(t) ⊆ β˜(α˜(s)). It follows that the right-hand sum of (3.4) is
empty and corresponds to 0s,r ∈ HomC(Xs, Zr). Finally, as any t ∈ α(s) ∩ α˜(s) such that
r ∈ β(t) are also such that r ∈ β(t)\β˜(t), all the terms of the left-hand sum of (3.4) are zero
by the equivalence (3.3). Hence, the two sums of (3.4) match.
(3) r ∈ β(α(s))\ β˜(α˜(s)). This case is treated exactly as the case (2) above.
In conclusion, the composition of morphisms is compatible with ∼ in both arguments. In particular,
we can assume, without loss of generality, that an arbitrary non-zero morphism
(
α, {fs,t}t∈α(s)s∈S
)
satisfies fs,t 6= 0s,t whenever defined. Moreover, such a reduced form has to be unique by the
definition of ∼. Systematically reducing morphisms in such a way allows to view arbitrary compo-
sitions in a simpler way. Consider the component morphism of the composition
(
β, {gt,r}r∈β(t)t∈T
)
◦(
α, {fs,t}t∈α(s)s∈S
)
corresponding to Xs → Zr for fixed s ∈ S and r ∈ R. We have the following
natural bijection: Terms of the component map∑ t∈α(s)
s.t. r∈β(t)
gt,r ◦ fs,t
 1:1←→
{
Piecewise non-zero maps
Xs → Yt → Zr
}
(3.5)
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Next, we will show that the composition is associative. Let
(
α, {fs,t}t∈α(s)s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
,
(
β, {gt,r}r∈β(t)t∈T
)
∈ HomC⊕
(⊕
t∈T
Yt,
⊕
r∈R
Zr
)
,
(
γ, {hr,d}d∈γ(t)r∈R
)
∈ HomC⊕
(⊕
r∈R
Zr,
⊕
d∈D
Ad
)
,
be three morphisms where any defined component morphism is non-zero. Associativity of the
composition holds if and only if for any fixed s ∈ S and d ∈ D,
∑
r∈β
(
α(s)
)
s.t. d∈γ(r)
hr,d ◦
 ∑
t∈α(s)
s.t. r∈β(t)
gt,r ◦ fs,t
 = ∑
t∈α(t)
s.t. d∈γ
(
β(t)
)
 ∑
r∈β(t)
s.t. d∈γ(r)
hr,d ◦ gt,r
 ◦ fs,t . (3.6)
Using (3.5) and the additive F-linear structure of C, we see that the sets of terms on either side of the
equality (3.6) are both in bijection with the set of all piecewise non-zero maps Xs → Yt → Zr → Ad.
It follows that the set of terms on either side of (3.6) must coincide and as a result, the composition is
associative. It is also easy to see that the identity (Idf.s.(S), {IdXs}t∈α(s)s∈S ) preserves morphisms.
The next definitions and proposition focus on transferring the additive and F-linear structure of C
to C⊕. This structure will be fundamental to all our further uses of C⊕.
Definition 3.3. Define an addition on HomC⊕
(⊕
s∈S Xs,
⊕
t∈T Yt
)
as follows:
(
α1, {f1s,t}t∈α1(s)s∈S
)
+
(
α2, {f2s,t}t∈α2(s)s∈S
)
=
(
α1 ∪ α2, {σs,t}t∈
(
α1∪α2
)
(s)
s∈S
)
, (3.7)
where
• for any finite subset A ⊆ S, define (α1 ∪ α2)(A) = α1(A) ∪ α2(A) ;
• for any s ∈ S and t ∈ (α1 ∪ α2)(s), define σs,t =

f1s,t if t ∈ α1(s)\α2(s)
f1s,t + f
2
s,t if t ∈ α1(s) ∩ α2(s)
f2s,t if t ∈ α2(s)\α1(s)
.
Given any λ ∈ F, define a scalar multiplication by λ on HomC⊕
(⊕
s∈S Xs,
⊕
t∈T Yt
)
as follows:
λ ·
(
α, {fs,t}t∈α(s)s∈S
)
=
(
α, {λfs,t}t∈α(s)s∈S
)
(3.8)
Definition 3.4. Define a zero object 0C⊕ =
⊕
0∈{0} 00 where 00 = 0 ∈ Ob(C). Also, define the zero
morphism in HomC⊕
(⊕
s∈S Xs,
⊕
t∈T Yt
)
as
(
Ω, ∅) where Ω(A) = ∅ ⊆ T for every finite subset
A ⊆ S. In particular, this gives
HomC⊕(0C⊕ , 0C⊕) =
{
The equivalence
class of
(
Ω, ∅).
}
. (3.9)
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Definition 3.5. Define finite direct sums in C⊕ as follows. Given a pair of objects
⊕
s∈SXs and⊕
t∈T Yt of C⊕, we have an object
⊕
a∈S⊔T Aa where
Aa =
{
Xa if a ∈ S
Yt if a ∈ T .
with projection and inclusion morphisms pS , pT , iS , iT satisfying
pS ◦ iS = Id⊕
s∈S Xs
, pT ◦ iT = Id⊕
t∈T Yt
, iS ◦ pS + iT ◦ pT = Id⊕
a∈S⊔T Aa
. (3.10)
Concretely, define pS, pT , iS , iT as follows:
pS =
(
πS, {IdXa}a∈S⊔T
)
∈ HomC⊕
( ⊕
a∈S⊔T
Aa,
⊕
s∈S
Xs
)
,
pT =
(
πT , {IdYa}a∈S⊔T
)
∈ HomC⊕
( ⊕
a∈S⊔T
Aa,
⊕
t∈T
Yt
)
,
iS =
(
ιS , {IdXs}s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
a∈S⊔T
Aa
)
,
iT =
(
ιT , {IdYt}t∈T
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
a∈S⊔T
Aa
)
where
• πS(A) = {a ∈ A | a ∈ S} ⊆ S for any finite subset A ∈ S ⊔ T ;
• πT (A) = {a ∈ A | a ∈ T} ⊆ T for any finite subset A ∈ S ⊔ T ;
• ιS(B) = B ⊆ S ⊔ T for any finite subset B ⊆ S;
• ιT (C) = C ⊆ S ⊔ T for any finite subset C ⊆ T .
Proposition 3.6. The elements of Definitions 3.3, 3.4, and 3.5 make C⊕ an additive F-linear
category. In particular:
• the addition (3.7) and scalar multiplication (3.8) are compatible with the equivalence relation
∼ in both arguments;
• the scalar multiplication is distributive with respect to the addition;
• the Hom-spaces of C⊕ form F-vector spaces with the zero morphisms (Ω, ∅) and where the
inverse of a morphism (α, {fs,t}) is just (α, {−fs,t});
• the composition of morphisms in C⊕ is F-bilinear;
• the equalities (3.9) and (3.10) indeed hold.
Proof. First, let’s prove that the addition and scalar multiplication are compatible with the equiv-
alence relation ∼ that defines morphisms. Let λ ∈ F and let(
α, {fs,t}t∈α(s)s∈S
)
∼
(
α˜, {f˜s,t}t∈α˜(s)s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
, (3.11)(
β, {gs,t}t∈β(s)s∈S
)
∼
(
β˜, {g˜s,t}t∈β˜(s)s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
. (3.12)
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We have to show that(
α, {fs,t}t∈α(s)s∈S
)
+ λ ·
(
β, {gs,t}t∈β(s)s∈S
)
∼
(
α˜, {f˜s,t}t∈α˜(s)s∈S
)
+
(
β˜, {λg˜s,t}t∈β˜(s)s∈S
)
. (3.13)
Fix s ∈ S. Then there are three different cases of t to distinguish in order to prove (3.13):
(1) t ∈ (α(s) ∪ β(s)) ∩ (α˜(s) ∪ β˜(s)). There are nine subcases here. To begin with, let t ∈(
α(s) ∩ β(s)) ∩ (α˜(s) ∩ β˜(s)). Then by the equivalences above and the definition of the
addition, the equality fs,t+λ ·gs,t = f˜s,t+λg˜s,t ∈ HomC(Xs, Yt) holds (the functions are equal
to their˜equivalent for such t). Next, let t ∈ (α(s)∩β(s))∩ (α˜(s)\β˜(s)). For such t, (3.13) is
satisfied if and only if fs,t + λ · gs,t = f˜s,t, but it holds since the equivalences imply fs,t = f˜s,t
and gs,t = 0s,t. The seven other cases are treated similarly.
(2) t ∈ (α(s) ∪ β(s))\(α˜(s) ∪ β˜(s)). There are three subcases here. For all such t, both f˜s,t
and g˜s,t are not defined. Therefore, the equivalences (3.11) and (3.12) imply that any fs,t
and gs,t that are defined must be 0s,t. Checking the requirements of (3.13) in all cases
comes down to checking that fs,t + λ · gs,t = 0s,t ∈ HomC(Xs, Yt). For instance, if t ∈(
α(s)∩β(s))\(α˜(s)∪β˜(s)), then only fs,t and gs,t are defined and are zero by (3.11) and (3.12).
The requirement of (3.13) for this choice of t is that fs,t + λ · gs,t = 0s,t, but this is obvious
by the explanation of the previous sentence.
(3) t ∈ (α˜(s) ∩ β˜(s))\(α(s) ∪ β(s)) is analogous to (2).
Setting λ = 1 in (3.13) shows that addition is compatible with ∼. To show that scalar multipli-
cation is compatible with ∼, we first show that (Ω, ∅) (see Definition 3.4) is a neutral element for
addition in HomC⊕
(⊕
s∈S Xs,
⊕
t∈T Yt
)
. Given a morphism
(
α, {fs,t}t∈α(s)s∈S
)
, one has the equiva-
lence (Ω, ∅) ∼ (α, {0s,t}t∈α(t)s∈S ) from which neutrality follows. Compatibility of scalar multiplication
with ∼ follows from (3.13).
Next, we have to show that an arbitrary HomC⊕
(⊕
s∈S Xs,
⊕
t∈T Yt
)
are F-vector spaces. We
already have a neutral element (Ω, ∅). To explain associativity of addition (3.3), consider three
morphisms
(
α, {fs,t}t∈α(s)s∈S
)
,
(
β, {gs,t}t∈α(s)s∈S
)
,
(
γ, {hs,t}t∈α(s)s∈S
)
to add up. Firstly, note that for
any s ∈ S, we have (α(s)∪ β(s))∪ γ(s) = α(s)∪ (β(s)∪ γ(s)). Secondly, as addition is compatible
with ∼, we can assume that for any choice of s ∈ S and t ∈ α(s)∪ β(s)∪ γ(s), fs,t, gs,t and hs,t are
all defined by letting them be 0s,t if they were not already defined. The associativity requirement
of (3.3) then becomes (fs,t+gs,t)+hs,t = fs,t+(gs,t+hs,t) for all s ∈ S and t ∈ α(s)∪β(s)∪γ(s). The
HomC(Xs, Yt) are already F-vector spaces so the addition (3.3) is indeed associative. Explaining
commutativity of addition and distributivity of scalar multiplication can be done analogously by
following these steps:
1. Using the compatibility of addition and scalar multiplication with ∼, assume that all the
involved morphisms of C⊕ (a finite number in each case) have the same set map by defining
zero component morphisms where needed;
2. Recognise the target property component-wise in the Hom-spaces of the additive F-linear
category C and conclude that the property holds in C⊕ as well.
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The additive inverse of a morphism in C⊕ is obtained by multiplying it by the scalar −1 ∈ F and
so the Hom-spaces of C⊕ are indeed F-vector spaces.
Next, we must show that composition in C⊕ is F-bilinear. Fix λ ∈ F as well as morphisms(
α1, {f1s,t}t∈α1(s)s∈S
)
,
(
α2, {f2s,t}t∈α2(s)s∈S
)
∈ HomC⊕
(⊕
s∈S
Xs,
⊕
t∈T
Yt
)
, (3.14)
(
β1, {g1t,r}r∈β1(t)t∈T
)
,
(
β2, {g2t,r}r∈β2(t)t∈T
)
∈ HomC⊕
(⊕
t∈T
Yt,
⊕
r∈R
Zr
)
. (3.15)
Let’s show it for the second argument. What has to be shown is that(
β1, {g1t,r}r∈β1(t)t∈T
)
◦
((
α1, {f1s,t}t∈α1(s)s∈S
)
+ λ ·
(
α2, {f2s,t}t∈α2(s)s∈S
))
∼
((
β1, {g1t,r}r∈β(t)t∈T
)
◦
(
α1, {f1s,t}t∈α1(s)s∈S
))
+ λ ·
((
β1, {g1t,r}r∈β1(t)t∈T
)
◦
(
α2, {f2s,t}t∈α2(s)s∈S
))
Since composition, addition and scalar multiplication are all compatible with ∼, assume that α1 =
α2 = α and β1 = β2 = β by defining zero component morphisms where needed. Then, we have to
show that
∑
t∈α(s)
s.t. r∈β(t)
g1t,r ◦ (f1s,t + λf2s,t) =
 ∑
t∈α(s)
s.t. r∈β(t)
g1t,r ◦ f1s,t
+ λ ·
 ∑
t∈α(s)
s.t. r∈β(t)
g1t,r ◦ f2s,t
 .
This is true since compositions in C are F-bilinear. Linearity in the first argument can be proven
in the same way.
Next, the category C⊕ must have a zero object. We take it to be 0C⊕ =
⊕
0∈{0} 00 as of Definition
3.4. Since 00 = 0 ∈ Ob(C), the only possible component endomorphism of 0C⊕ is 00,0 ∈ HomC(0, 0)
and we directly get equation (3.9).
Finally, we must show that Definition 3.5 indeed define direct sums in C⊕. The only things to show
here are the equalities of line (3.10). Let’s treat each of them separately:
(1) pS ◦iS = Id⊕
s∈S Xs . The set map of this composition is πS ◦ιS . As the map ιS embeds a finite
subset of S into the disjoint union S ⊔T and πS sends a finite subset of this disjoint union to
the collection of its elements belonging to S, we get πS ◦ ιS = Idf.s.(S). For any fixed s ∈ S, as
ιS(s) = {s} =
(
πS ◦ ιS
)
(s), there can be only one component morphism with component Xs
in the composition pS ◦ iS and it has to have codomain Xs as well. Moreover, this component
morphism is given by IdXs ◦ IdXs = IdXs according to the composition rule in C⊕;
(2) pT ◦ iT = Id⊕
t∈T Yt can be proven exactly as in (1) but with T playing the role of S;
(3) iS◦pS + iT ◦pT = Id⊕
a∈S⊔T Aa . By definition, the set map of the left side is (ιS◦pS)∪(ιT ∪pT ).
Let E ⊆ S ⊔ T be a finite set. Then (ιS ◦ pS)(E) ⊆ S ⊔ T is the collection of elements of E
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that belong to S and similarly for T so that
(
(ιS ◦pS)∪(ιT ∪pT )
)
(E) = E. For the component
morphisms, fix x ∈ S ⊔ T and observe that:
(
ιS ◦ pS
)
(x) =
{ {x} if x ∈ S
∅ if x ∈ T ,
(
ιT ◦ pT
)
(x) =
{ ∅ if x ∈ S
{x} if x ∈ T .
It follows that for s ∈ S ⊆ S⊔T , the only possible component morphism with domain Xs has
to have codomain Xs and similarly for t ∈ T ⊆ S ⊔ T . For an arbitrary x ∈ S, the definition
of the addition of morphisms make the component morphisms of iS ◦pS + iT ◦pT correspond
to those of iS ◦ pS if x ∈ S and to those of iT ◦ pT if x ∈ T . In both cases, we obtain the
identity of the corresponding object of C. The equality iS ◦ pS + iT ◦ pT = Id⊕
a∈S⊔T Aa is
then assured.
This proves the equalities of line (3.10) showing that C⊕ has finite direct sums. In conclusion, C⊕
is an additive F-linear category, just like C.
Definition 3.7. Let
(⊕
s∈Si X
i
s
)
i∈I
be a family of objects in C⊕. Define their coproduct to be the
object
⊕
a∈⊔i∈I Si Aa where Aa = X
i0
a for a ∈ Si0 ⊆
⊔
i∈I Si. The structural injections are given by
injSi0
=
(
ιSi0 , {IdXi0s }s∈Si0
)
∈ HomC⊕
 ⊕
s∈Si0
Xi0s ,
⊕
a∈⊔i∈I Si
Aa

where ιSi0 (B) = B ⊆
⊔
i∈I Si for any finite subset B ⊆ Si0 .
Proposition 3.8. The elements of Definition 3.7 indeed define arbitrary coproducts in C⊕.
Proof. We have to show that the map
M : HomC⊕
 ⊕
a∈⊔i∈I Si
Aa,
⊕
r∈R
Zr
 −→ ∏
i∈I
HomC⊕
⊕
s∈Si
Xis,
⊕
r∈R
, Zr
 , (3.16)
F 7−→ (F ◦ injSi )i∈I
is bijective and functorial in
⊕
r∈R, Zr. Let
(
α, {fa,r}r∈α(a)a∈⊔i∈ISi
)
be a morphism in the domain of M
and fix i0 ∈ I. Then it is straightforward to see that(
α, {fa,r}r∈α(a)a∈⊔i∈ISi
)
◦ injSi0 =
(
α|f.s.(Si0 ), {fa,r}
r∈α(a)
a∈Si0
)
. (3.17)
Since the union ⊔i∈ISi is disjoint, the collection of maps (α|f.s.(Si))i∈I uniquely determines α. Also,
one has {fa,r}r∈α(a)a∈⊔i∈ISi =
∏
i∈I{fs,r}r∈α(s)s∈Si . Without loss of generality, all component morphisms
fa,r that are defined are non-zero. For any fixed i0, the right hand side morphism of line (3.17)
is reduced in the same sense. We conclude that the morphism
(
α, {fa,r}r∈α(a)a∈⊔i∈ISi
)
uniquely de-
termines the collection of morphisms
(
α|f.s.(Si), {fa,r}r∈α(a)a∈Si
)
i∈I
, hence M is one to one. Con-
versely, any collection of morphisms in the codomain of M can be combined into a morphism of
HomC⊕
( ⊕
a∈⊔i∈I Si Aa,
⊕
r∈R Zr
)
because the union
⊔
i∈I Si is disjoint. This shows thatM is also
surjective.
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For functoriality ofM , let
(
γ, {gr,u}u∈γ(r)r∈R
)
∈ HomC⊕
( ⊕
r∈R Zr,
⊕
u∈U Cu
)
. Thanks to line (3.17),
we can write that M
(
α, {fa,r}r∈α(a)a∈⊔i∈ISi
)
composed with
(
γ, {gr,u}u∈γ(r)r∈R
)
givesγ ◦ (α|f.s.(Si0 )),

∑
r∈
(
α|f.s.(Si0 )
)
(si0 )
s.t. u∈γ(r)
hr,u ◦ fs,r

u∈γ◦(α|f.s.(Si0 ))(si0 )
si0∈Si0
 . (3.18)
However, γ ◦ (α|f.s.(Si0 )) = (γ ◦ α)|f.s.(Si0 ) and
(
α|f.s.(Si0 )
)
(si0) = α(si0) for any si0 ∈ Si0 . Thus,
the morphism of line (3.18) is equal to the result of the application of M to the composition(
γ, {gr,u}u∈γ(r)r∈R
)
◦
(
α, {fa,r}r∈α(a)a∈⊔i∈ISi
)
. In conclusion, the mapM of line (3.16) is both bijective and
functorial in
⊕
r∈R Zr as required. This in turn proves that C⊕ is closed under taking arbitrary
coproducts.
Definition 3.9. Define an inclusion functor I : C → C⊕ as follows:
X 7−→
⊕
0∈{0}
X0 where X0 = X
[X
f→ Y ] 7−→
(
Id{0}, {f0,0 = f}0∈{0}0∈{0}
)
Proposition 3.10. The inclusion functor I is fully faithful and F-linear. In other words, there
are natural F-linear bijections
HomC⊕
(I(X),I(Y )) = HomC(X,Y ),
Moreover, every
⊕
s∈S Xs ∈ Ob(C⊕) is a direct sum (in C⊕) of its terms I(Xs) ∈ Ob(C⊕).
Proof. Let X and Y be objects of C. By Definition 3.9, the sets associated to both objects I(X)
and I(Y ) is {0} which has only one element. Without loss of generality, the set map of an arbitrary
morphism Hom C⊕
(I(X),I(Y )) can be taken to send {0} to {0}. Thus, an arbitrary morphism of
this set is equivalent to one of the form
(
Id{0}, {f0,0 = f}0∈{0}0∈{0}
)
where f : X = X0 → Y0 = Y is a
morphism in C. It follows that the mapping
[X
f→ Y ] 7−→
(
Id{0}, {f0,0 = f}0∈{0}0∈{0}
)
,
is bijective and F-linear. It is obvious that it also preserves compositions, so I is a fully faithful
F-linear functor. Finally, an arbitrary object
⊕
s∈S Xs ∈ Ob(C⊕) is a direct sum of the objects
{I(Xs)}s∈S by Proposition 3.8.
3.2 Monoidal structure on C⊕
In this subsection, let C denote a F-linear monoidal category with tensor product ⊗, associativity
isomorphisms {aX,Y,Z}X,Y,Z∈Ob(C) and unit (1, l, r). The goal of this subsection is to define a
natural monoidal structure on C⊕.
Definition 3.11. Define a tensor product on ⊗C⊕ : C⊕ × C⊕ → C⊕ as follows:
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• it sends a pair of objects (⊕s∈SXs⊕t∈T Yt) to the object ⊕(s,t)∈S×T (Xs ⊗C Yt);
• it sends a pair of morphisms
(
α, {fs,s˜}s˜∈α(s)s∈S
)
,
(
β, {gt,t˜}t˜∈β(t)t∈T
)
to the morphism
α⊗ β : {(si, ti)}ni=1 7−→ n⋃
i=1
(
α(si)× β(ti)
)
(3.19)
{
fs,s˜ ⊗ gt,t˜
}(s˜,t˜)∈α(s)×β(t)=(α⊗β)(s,t)
(s,t)∈S×T
(3.20)
Note that the rule ∅ ×A = ∅ for any set A is assumed in the above.
Definition 3.12. Let
⊕
s∈S Xs,
⊕
t∈T Yt,
⊕
r∈R Zr ∈ Ob(C⊕). Define associativity morphisms for
the tensor product ⊗C⊕ as follows:
a
C⊕
(⊕SXs,⊕T Yt,⊕RZr) =
(
α :
{(
(si, ti), ri)
)}n
i=1
7→
{(
si, (ti, ri)
)}n
i=1
,
{
aXs,Yt,Zr
}(
(s,t),r)
)
∈(S×T )×R
)
Definition 3.13. Define a unit object 1C⊕ = I(1) =
⊕
0∈{0} 10 where 10 = 1 ∈ Ob(C) and a left
unit l
C⊕
− by
l
C⊕⊕
s∈S Xs
=
(
α : {(0, si)}ni=1 7→ {si}ni=1,
{
lXs
}s∈α(0,s)
(0,s)∈{0}×S
)
∈ HomC⊕
(
1C⊕ ⊗
⊕
s∈S
Xs,
⊕
s∈S
Xs
)
.
Right units are defined similarly.
Proposition 3.14. The elements of Definitions 3.11, 3.12, 3.13 define a monoidal structure on
C⊕. In particular:
• ⊗C⊕ is a bifunctor C⊕ × C⊕ → C⊕;
• (1C⊕ , lC⊕− , rC⊕− ) is a unit for this tensor product;
• The isomorphisms aC⊕−,−,− are well defined and trinatural;
• The pentagon and triangle axioms are satisfied.
Proof. Let’s first show that ⊗C⊕ is a bifunctor. Note that the set map (3.19) commutes with unions
since both α and β do. A less obvious fact is that the effect of ⊗C⊕ on morphisms is compatible
with ∼. Fix ⊕ℓ∈LDℓ ∈ Ob(C⊕) and consider the operation(⊕
ℓ∈L
Dℓ
)
⊗C⊕ − . (3.21)
Let
(
β, {gs,t}t∈β(s)s∈S
)
∼
(
β˜, {g˜s,t}t∈β˜(s)s∈S
)
∈ HomC⊕
(⊕
s∈SXs,
⊕
t∈T Yt
)
and consider their respective
images under (3.21):(
Idf.s.(L)⊗β :
{
(ℓi, si)
}n
i=1
7→
n⋃
i=1
({ℓi} × β(si)),{ IdXℓ ⊗gs,t}(ℓ,t)∈{ℓ}×β(s)
(ℓ,s)∈L×S
)
, (3.22)
(
Idf.s.(L)⊗β˜ :
{
(ℓi, si)
}n
i=1
7→
n⋃
i=1
({ℓi} × β˜(si)),{ IdXℓ ⊗g˜s,t}(ℓ,t)∈{ℓ}×β˜(s)
(ℓ,s)∈L×S
)
. (3.23)
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Let (ℓ, s) ∈ L× S. Then
(x, y) ∈ ( Idf.s.(L)⊗β)((ℓ, s))\( Idf.s.(L)⊗β˜)((ℓ, s)) ⇔ x = ℓ and y ∈ β(s)\ β˜(s) ;
(x, y) ∈ ( Idf.s.(L)⊗β)((ℓ, s)) ∩ ( Idf.s.(L)⊗β˜)((ℓ, s)) ⇔ x = ℓ and y ∈ β(s) ∩ β˜(s) ;
(x, y) ∈ ( Idf.s.(L)⊗β˜)((ℓ, s))\( Idf.s.(L)⊗β)((ℓ, s)) ⇔ x = ℓ and y ∈ β˜(s)\ β(s) .
It follows immediately that (3.22) ∼ (3.23). Additionally, we see that (3.21) sends identity mor-
phisms to identity morphisms and zero morphisms to zero morphisms. The last thing to check in
order to prove that (3.21) is a functor is that it preserves compositions in C⊕. Let(
β, {gt,r}r∈β(t)t∈T
)
:
⊕
t∈T
Yt →
⊕
r∈R
Zr and
(
α, {fs,t}t∈α(s)s∈S
)
:
⊕
s∈S
Xs →
⊕
t∈T
Yt .
Since α and β commute with unions, the equality Idf.s.(L)⊗(β ◦ α) = (Idf.s.(L)⊗β) ◦ (Idf.s.(L)⊗α)
holds. Let (ℓ, s) ∈ L × S and (ℓ, r) ∈ {ℓ} × (β ◦ α)(s). The component morphism (ℓ, s) 7→ (ℓ, r)
resulting from the application of (3.21) to the composition
(
β, {gt,r}r∈β(t)t∈T
)
◦
(
α, {fs,t}t∈α(s)s∈S
)
is
∑
(ℓ,t)∈{ℓ}×α(s)
s.t. (ℓ,r)∈{ℓ}×β(t)
(IdDℓ ⊗gt,r) ◦ (IdDℓ ⊗fs,t) ,
which is precisely the (ℓ, s) 7→ (ℓ, r) component morphism of the composition(
(Id⊕Dℓ)⊗C⊕
(
β, {gt,r}r∈β(t)t∈T
))
◦
(
(Id⊕Dℓ)⊗C⊕
(
α, {fs,t}t∈α(s)s∈S
))
.
We conclude that (3.21) is indeed a functor and similarly, so is − ⊗C⊕
(⊕
ℓ∈LDℓ
)
and ultimately,
that ⊗C⊕ is a bifunctor. The triple (1C⊕ , lC⊕ , rC⊕) is a unit for this tensor product since the natural
bijective map {0} × A ∼= A for any set A make the triangle axiom requirement in C⊕ reduces to
triangle axiom requirements in C.
To prove that a
C⊕
−,−,− is an associativity constraint for C⊕, note the obvious map A × (B × C) ∼=
(A×B)×C is bijective and natural in every argument, so the pentagon axiom requirement in C⊕
reduces to pentagon axiom requirements in C.
The proof of the following proposition is straightforward.
Proposition 3.15. The inclusion functor I : C → C⊕ from Definition 3.9 is monoidal.
3.3 Braiding and twist on C⊕
In this subsection, let C denote a braided, F-linear and monoidal category with braidings {cX,Y }X,Y ∈Ob(C)
and possibly with twists {θX}X∈Ob(C) satisfying the balancing axiom.
Definition 3.16. Let
⊕
s∈S Xs,
⊕
t∈T Yt ∈ Ob(C⊕). Define braiding isomorphisms in C⊕ as follows:
c
C⊕
(⊕SXs,⊕T Yt) =
(
α :
{
(si, ti)
}n
i=1
7→
{
(ti, si)
}n
i=1
,
{
cXs,Yt
}
(s,t)∈S×T
)
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Definition 3.17. If C has twists, let ⊕s∈S Xs ∈ Ob(C⊕) and define twist isomorphisms in C⊕ as
follows:
θ
C⊕
( s∈S Xs)
=
(
Idf.s.(S),
{
θXs
}
s∈S
)
Proposition 3.18. The braiding and twist of Definitions 3.16 and 3.17 makes C⊕ a braided F-linear
monoidal category (with twists if C has twists). In particular:
• the braiding cC⊕−,− and twist θC⊕− are natural isomorphisms in C⊕ (in every argument);
• the hexagon and balancing axioms are satisfied.
Proof. Naturality of braiding and twist isomorphisms follow from naturality of the associated set
maps and of the component maps they are composed of. The hexagon and balancing axioms
requirements in C⊕ reduce to the analogues in C for every component.
The following Proposition is also straightforward:
Proposition 3.19. The inclusion functor I : C → C⊕ from Definition 3.9 is braided monoidal and
preserves twist.
With this setup, a braided F-linear category C with twists can be replaced by C⊕ where infinite
direct sums are needed. We will make use of the framework C⊕ in the following section.
4 Constructing Lattice VOAs
In this section we construct even lattice VOAs as simple current extensions in a category of modules
for the Heisenberg VOA. As the simple current from which we build the lattice VOA has infinite
order, we must work in the completion category C⊕ in order to make use of the existing theory for
simple current extensions of VOAs.
4.1 The Heisenberg and even lattice VOAs
Let hˆ denote the Heisenberg Lie algebra over C with vector space basis {κ, bn | n ∈ Z} and Lie
bracket
[bn, bm] = nδn+m,0 κ and [κ, bn] = 0.
Fix the triangular decomposition hˆ = SpanC{bn | n < 0} ⊕ (C.b0 ⊕ C.κ)⊕ SpanC{bn | n > 0} with
Cartan subalgebra (C.b0 ⊕C.κ).
Definition 4.1. Let λ ∈ C. Define the Fock space Fλ to be the free hˆ-module generated by a
highest weight vector |λ〉 of highest weight given by b0.|λ〉 = λ|λ〉 and κ.|λ〉 = |λ〉.
Under the natural identification Fλ = C[bn]n<0.|λ〉 as vector spaces, an element b ∈ Fλ is just a
polynomial in the variables {bn | n < 0}. The Lie algebra hˆ acts on b as follows:
b0.b = λb, bn.b = bnb if n < 0,
κ.b = b, bn.b = n ∂b−n(b) if n > 0.
Recall that F0 can be given a vertex operator algebra structure [FB, Chapter 2]:
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Definition 4.2. The Heisenberg vertex operator algebra H = (F0, |0〉, Y, T, ω) is the VOA defined
by the following data:
• a Z+-gradation deg(bj1 · · · bjk) = −
∑k
i=1 ji ;
• a vacuum vector |0〉 ∈ F0 ;
• vertex operators Y (−, z) defined inductively by
Y (b−1, z) = b(z) =
∑
n∈Z
bnz
−n−1 and Y (bj1 · · · bjk , z) =
: ∂−j1−1z b(z) · · · ∂−jk−1z b(z) :
(−j1 − 1)! · · · (−jk − 1)!
where : X(z)Y (z) : denotes the normally ordered product of the fields X(z) and Y (z);
• a translation operator T defined inductively by T (|0〉) = 0 and [T, bi] = −i bi−1 ;
• a conformal vector ω = b2−1 ∈ F0 of central charge 1.
The category of modules for H on which b0 acts semisimply is semisimple and its simple modules
are the Fock spaces Fλ. Recall that the skeleton of a category is the full subcategory containing
precisely one representative of each isomorphism class of objects.
Definition 4.3. Let C be the skeleton of the full subcategory generated by the Fock spaces with
index λ ∈ R.
By [CKLR, Theorem 2.3], the category C is a vertex tensor category in the sense of Huang-Lepowsky
[HL]. It is also a rigid braided monoidal category with twist as follows:
• the tensor product on C is given by Fλ1 ⊗Fλ2 = Fλ1+λ2 ;
• the associativity constraint aFλ1 ,Fλ2 ,Fλ3 : Fλ1+λ2+λ3 → Fλ1+λ2+λ3 is given by the identity;
• the braiding is given by cFλ1 ,Fλ2 = eπiλ1λ2IdFλ1+λ2 ;
• the twist is given by θFλ = eπiλ
2
IdFλ .
Remark 4.1. Notice that any Fλ ∈ Ob(C) is a simple current since Fλ ⊗ F−λ = F0 = H. The
tensor product of Fock spaces in C also indicates that the left and right duals of Fλ have to be F−λ.
The corresponding evaluation and coevaluation morphisms can then be fixed in terms of scalars by
Schur’s Lemma.
Let N ∈ Z>0 and form the even lattice L =
√
2NZ. By the Reconstruction Theorem, the vector
space
VL :=
⊕
λ∈L
Fλ .
can be given the structure of a VOA as outlined in [FB, Proposition 5.2.5]. By [D], the simple
modules of VL are of the form
FL+x :=
⊕
λ∈L
Fλ+x ,
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where x ∈ L∗ := 1√
2N
Z. In fact, the isomorphism class of FL+x only depends on the coset of
x ∈ L∗/L. Consider the following complete set of representatives of isomorphism classes of simple
modules for VL: {
FL+ a√
2N
}a=2N−1
a=0
(4.1)
The choice of representatives (4.1) amounts to choosing the section s of the short exact sequence
0 → L → L∗ → L∗/L → 0 given by s(x¯) = ax√
2N
where ax ∈ {0, . . . , 2N − 1} is such that
x ≡ ax√
2N
mod L. The 2-cocycle associated with this choice of section is:
k : L∗/L× L∗/L −→ L (4.2)
(x¯, y¯) 7→
{ √
2N if s(x¯) + s(y¯) ≥ √2N
0 else
Proposition 4.4. The skeleton of the category of modules of VL is semisimple with simple objects
(4.1). It is a monoidal braided category with twist as follows:
• the tensor product is given by FL+x ⊗FL+y = FL+x+y−k(x,y);
• the associativity constraint is given by aFL+x,FL+y,FL+z = (−1)x·k(y,z) IdFL+x+y+z−k(x,y)−k(x+y,z);
• the braiding is given by cFL+x,FL+y = eπixy IdFL+x+y−k(x,y);
• the twist is given by θFL+x = e2πix
2
IdFL+x.
See [D, DL, LL] for details.
4.2 Constructing VL from simple currents
The Fock spaces Fλ ∈ Ob(C) are simple currents in both C and C⊕ since Fλ ⊗ F−λ = F0 = H.
Now, for any k ∈ Z, one has Fkλ = Fkλ, so θFkλ = e
πi(kλ)2 IdFk
λ
. Hence, if λ =
√
2Nm ∈ √2NZ for
some N ∈ Z>0, we have
θFk
λ
= eπik
2λ2 IdFk
λ
= eπik
22Nm2 IdFk
λ
= IdFk
λ
.
Fix N ∈ Z>0 and set L =
√
2NZ as in the previous subsection. By [CKL, Theorem 3.12], the
vector space
VL =
⊕
n∈Z
Fnλ ∼=
⊕
n∈Z
F√2Nn
is a Vertex Operator Algebra. Because λ is real, C has vertex tensor category structure in the
sense of Huang-Lepowsky by [CKLR, Theorem 2.3], and clearly H = F0 is a subalgebra of VL. By
[CKL, Theorem 3.13] VL is also a simple commutative C⊕-algebra object. For the remainder of this
document, we will interpret VL as such.
Let µ and u denote the multiplication and unit maps of the algebra object VL. By Schur’s Lemma
and the fact that C⊕ is skeletal (because C is skeletal), both maps µ and u can be efficiently described
in terms of collections of scalars as follows:
µ ∼
({
(λ1, λ2)
} 7→ {λ1 + λ2}, {µλ1,λ2}(λ1,λ2)∈L2) ∈ HomC⊕(VL ⊗C⊕ VL, VL) (4.3)
u ∼
(
{0} 7→ {0}, {u0}0∈{0}
)
∈ HomC⊕(F0, VL)
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where the scalars µλ1,λ2 and u0 correspond to the component maps µ|Fλ1⊗Fλ2 ∈ HomC(Fλ1 ⊗Fλ2 ,Fλ1+λ2) and u|F0 ∈ HomC(F0,F0), respectively. Because, VL is a simple algebra object, the
complex numbers µλ1,λ2 have to be non-zero for all λ1, λ2 ∈ L. The basic properties of µ given by
Definition 2.6 make the map
kµ : L× L −→ C× ,
(λ1, λ2) 7→ µλ1,λ2
a normalized 2-cocyle in the group cohomology set H2(L;C×)1 that also satisfies
kµ(λ1, λ2) = µλ1,λ2 = e
πiλ1λ2µλ2,λ1 = e
πiλ1λ2 · kµ(λ2, λ1) . (4.4)
By [DF, Theorem 4.5], the relation (4.4) between kµ and the braiding fixes the cohomology class
of kµ. In particular, kµ is in the same cohomology class as the trivial 2-cocycle (λ1, λ2) 7→ 1. As
constructing algebra objects with cohomologous normalised 2-cocycles satisfying (4.4) is equivalent,
we will henceforth assume that kµ is the trivial cocycle so that µλ1,λ2 = 1 for all λ1, λ2 ∈ L.
Following [CKL, Theorem 3.14] and [CKM, Theorem 3.65], we expect that the category of gener-
alised modules for VL is braided equivalent to the category Rep
0VL. However, since C⊕ is semisim-
ple, Rep0VL is semisimple and is therefore equivalent to the category of ordinary (non-generalized)
modules. That is,
ModVL ∼= Rep0VL ,
as braided monoidal categories. We will now construct the category Rep0VL and compare its
structure to the known module category of the VOA VL.
Proposition 4.5. The distinct isomorphism classes of simple objects in Rep0VL are given by{
F (F x√
2N
)
∣∣ x ∈ {0, ..., 2N − 1}}
where F : C⊕ → RepVL is the induction functor from Definition 2.10.
Proof. By [CKM, Theorem 4.5], every simple object is induced by a simple object. Therefore, it is
enough to determine which Fλ induce to Rep0VL. By semisimplicity of C⊕, we can consider only
its simple objects which coincide with the simple objects in C. By [CKL, Theorem 3.15], for any
simple Fλ ∈ C⊕, F (Fλ) ∈ Rep0VL if and only if MJ,Fλ = IdJ⊗Fλ where MA,B = cB,A ◦ cA,B is the
monodromy and J = F√2N is the simple current from which VL is built. Recall that the twist on
C⊕ coincides with the twist on C for the Fλ and is given by θFλ = eπiλ
2
IdFλ . By the balancing
axioms we see that
θF√
2N
⊗Fλ =MF√2N ,Fλ ◦ (θF√2N ⊗ θFλ)
=MF√
2N
,Fλ ◦ e2πiNeπiλ
2
IdF√
2N
⊗Fλ
= eπiλ
2
MF√2N ,Fλ .
Since F√2N ⊗Fλ = Fλ+√2N , we see that
θF√2N⊗Fλ = e
πi(
√
2N+λ)2 IdF√2N⊗Fλ
= eπi(2λ
√
2N+λ2) IdF√2N⊗Fλ .
1Here, C× should be seen as a trivial L-module.
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Hence, MF√
2N
,Fλ = e
πiλ
√
2N IdF√
2N
⊗Fλ , so MF√2N ,Fλ = IdF√2N⊗Fλ ⇔ λ
√
2N ∈ Z, that is, if and
only if λ is in the dual lattice L∗ = 1√
2N
Z of L =
√
2NZ. Fix x ∈ L∗ and ℓ ∈ L. It remains to be
shown that
F (Fx) =
⊕
λ1∈L
Fλ1 ⊗Fx and F (Fx+ℓ) =
⊕
λ2∈L
Fλ2 ⊗Fx+ℓ
are isomorphic as objects of Rep0VL. Define a morphism
Shiftℓ =
({
(λ1
} 7→ {λ1 − ℓ}, {1}λ1∈L) ∈ HomC⊕ (F (Fx),F (Fx+ℓ)) . (4.5)
To show that Shiftℓ intertwines the VL-actions on these two induced modules (see Definition 2.10),
recall that C⊕ has trivial associativity (because C has trivial associativity). Therefore, the actions
are simply given by (4.3) where µλ1,λ2 = 1 for all λ1, λ2 ∈ L. It follows that
Shiftℓ ◦ µ =
({
(ℓA, λ1)
} 7→ {ℓA + λ1 − ℓ}, {1 · 1}(ℓA ,λ1)∈L2) = µ ◦ Shiftℓ ,
in HomC⊕
(
VL ⊗C⊕ F (Fx),F (Fx+ℓ)
)
. Obviously, Shiftℓ is invertible with inverse Shift−ℓ and we
conclude that F (Fx) ∼= F (Fx+ℓ) in Rep0VL.
To recover the associativity, braiding and twist scalars for the VL within the framework of algebra
objects, one has to explicit the tensor product ⊗VL (see Definition 2.8) of between tuples of simple
objects as of Proposition 4.5. Let x, y ∈ L∗ and consider the tensor product
F (Fx)⊗C⊕ F (Fy) =
⊕
(λ1,λ2)∈L2
Fλ1 ⊗Fx ⊗Fλ2 ⊗Fy . (4.6)
The left and right multiplication maps F (Fx) ⊗C⊕ VL ⊗C⊕ F (Fy) → F (Fx) ⊗C⊕ F (Fy) defining
the tensor product ⊗VL (see Definition 2.8) are:
mleft =
({
(λ1, ℓA, λ2)
} 7→ {(λ1 + ℓA, λ2)},{eπi((λ1+x)·ℓA)}
(λ1,ℓA,λ2)∈L3
)
, (4.7)
mright =
({
(λ1, ℓA, λ2)
} 7→ {(λ1, λ2 + ℓA)}, {1}(λ1,ℓA,λ2)∈L3) . (4.8)
Let λ1, λ2, λ˜1, λ˜2 ∈ L be such that λ1 + λ2 = λ˜1 + λ˜2 and set ℓA = λ1 − λ˜1 = λ˜2 − λ2. The
formulas (4.7) and (4.8) mean that in the quotient space F (Fx)⊗VLF (Fy), the following operations
on the components of F (Fx)⊗C⊕ F (Fy) given in (4.6) are the same:
• multiplying Fλ1 ⊗Fx ⊗Fλ2 ⊗Fy by eπi
(
(λ˜1+x)·(λ1−λ˜1)
)
;
• multiplying Fλ˜1 ⊗Fx ⊗Fλ˜2 ⊗Fy by 1.
(4.9)
It follows that the components Fλ1 ⊗ Fx ⊗ Fλ2 ⊗ Fy and Fλ˜1 ⊗ Fx ⊗ Fλ˜2 ⊗ Fy are redundant in
F (Fx)⊗VL F (Fy). Consequently, we expect:
F (Fx)⊗VL F (Fy) =
⊕
(λ1,λ2)∈ L2ker(+)
(Fλ1 ⊗Fx ⊗Fλ2 ⊗Fy)
∼=
⊕
t∈L
(Ft ⊗Fx ⊗Fy) (4.10)
=
⊕
t∈L
(Ft ⊗Fx+y)
= F (Fx+y) ,
where an isomorphism of Rep0VL is needed at line (4.10). The next lemma addresses this matter:
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Lemma 4.6. The map of (4.10) can be defined as follows:
fx,y =
({
(λ1, λ2)
} 7→ {λ1 + λ2}, {eπi xλ2}(λ1,λ2)∈ L2ker(+)=L
)
In particular, it is a well defined isomorphism in Rep0VL between F (Fx)⊗VL F (Fy) and F (Fx+y).
Note that it corresponds to the map F ◦⊠→ ⊠VL ◦ (F ×F ) given in [CKM, Theorem 2.59 (2)].
Proof. Following [DF, Proposition 5.7], this is rather direct. However, the discussion leading to
line (4.10) gives a more conceptual approach. On a component Fλ1 ⊗Fx⊗Fλ2 ⊗Fy of F (Fx)⊗VL
F (Fy), f just braids Fx with Fλ2 and multiplies Fλ1 ⊗Fλ2 . To show that f is a well-defined map,
we must compare its effect on two components:
Fλ1 ⊗Fx ⊗Fλ2 ⊗Fy and Fλ˜1 ⊗Fx ⊗Fλ˜2 ⊗Fx
where λ1+λ2 = λ˜1+ λ˜2. As the above components are subject to the equivalence of line (4.9), the
map fx,y is well defined if and only if
fx,y(λ1,λ2) · e
πi
(
(λ˜1+x)·(λ1−λ˜1)
)
= fx,y
(λ˜1,λ˜2)
· 1
⇐⇒ eπi(x·λ2) = eπi(x·λ˜2) eπi
(
(λ˜1+x)·(λ1−λ˜1)
)
⇐⇒ 1 = eπi
(
λ˜1·(λ1−λ˜)
)
,
which holds since λ1, λ˜1 ∈ L =
√
2NZ. It remains to be shown that fx,y is a morphism in Rep0VL
and that it is both injective and surjective. The morphism fx,y is in Rep0VL since
fx,y ◦ µ =
({(
ℓA, (λ1, λ2)
)} 7→ {ℓA + λ1 + λ2}, {eπi xλ2}(
ℓA,(λ1,λ2)
)
∈L× L2
ker(+)
)
= µ ◦ fx,y
Finally, the injectivity and surjectivity of fx,y follow from the facts that the component maps of
fx,y are isomorphisms at the level of Fock spaces (non-zero scalars) and that
+ : L2/ ker(+)
1:1←→ L
is a natural bijection between the index sets of the domain & codomain of f .
We conclude by the following:
Theorem 4.7. The skeleton of Rep0VL with simple objects given in (4.5) is a rigid monoidal
category with tensor product
F (Fx)⊗VL F (Fy) = F (Fx+y−k(x,y)).
where k : L∗/L×L∗/L→ L is defined in (4.2). This category has associativity constraint, braiding,
and twist given by
aVL
F (Fx),F (Fy),F (Fz) = (−1)
x·k(y,z) IdF (Fx+y+z−k(x,y)−k(x+y,z))
cVL
F (Fx),F (Fy) = e
πixy IdF (Fx+y−k(x,y))
θVL
F (Fx) = e
πix2 IdF (Fx)
Notice that the above associativity, braiding and twist scalars match their respective analogues for
VL seen as a VOA (see subsection 4.1).
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Proof. The associativity and braiding scalars are also computed in [DF, Proposition A.2] where
H = L∗, K = L, α = kµ = 1 and θ = k. However we include the analogous computations in this
proof in order to complete our alternate approach. Let C0⊕ be the full subcategory of objects of
C⊕ which induces to Rep0VL. By Proposition 2.11, the induction functor F : C0⊕ → Rep0VL is a
braided tensor functor and by Proposition 4.5, every simple object in Rep0VL is induced by F .
The tensor product on simple modules is given by
f˜ : F (Fx)⊗VL F (Fy)
(4.10)∼= F (Fx ⊗Fy) (4.5)= F (Fx+y−k(x,y)) (4.11)
for any F (Fx),F (Fy) in the set of Proposition 4.5. Notice that the map f˜ is the map f from
Lemma 4.6 accompanied by a shift in the index. The category is rigid by Proposition 2.77 and
Lemma 2.78 in [CKM]. By Proposition 2.67 of the same reference, the braiding cVL−,− satisfies
IdVL ⊗cFx,Fy = F (cFx,Fy) = f˜−1Fx,Fy ◦ c
VL
F (Fx),F (Fy) ◦ f˜Fx,Fy .
The braiding cFx,Fy on C is given by cFx,Fy = eπixy IdFx⊗Fy , so we see that
cVL
F (Fx),F (Fy) = e
πixy IdF (Fx+y ).
Recall that θFk
λ
= eπik
2λ2 IdFk
λ
= eπik
22Nm2 IdFk
λ
= IdFk
λ
, so by [CKM, Corollary 2.89]
θF (Fx) = F (θFx) = e
πix2 IdF (Fx) .
To compute the associativity, consider three objects F (Fx),F (Fy),F (Fz) and for each pair among
them, the corresponding tensor product isomorphisms 4.11. By [CKM, Theorem 2.59], the asso-
ciativity map aVL
F (Fx),F (Fy),F (Fz) satisfies:
aVL
F (Fx),F (Fy),F (Fz ) ◦ (IdF (Fx)⊗VL f˜F (Fy),F (Fz )) ◦ f˜F (Fx),F (Fy+z−k(y,z))
= (f˜F (Fx),F (Fy) ⊗VL IdF (Fz)) ◦ f˜F (Fx+y−k(x,y)),F (Fz) ◦F (aFx,Fy ,Fz)
Let mx,y = e
πixy be the scalar associated to the f map of Lemma 4.6. Then, the associativity
aVL
F (Fx),F (Fy),F (Fz) maps an arbitrary component as follows:
(Fλ1 ⊗Fx ⊗Fλ2 ⊗Fy)⊗Fλ3 ⊗Fz ∼= (Fλ1+λ2 ⊗Fx+y−k(x,y))⊗Fλ3 ⊗Fz mx,λ2
∼= Fλ1+λ2+λ3 ⊗Fx+y+z−k(y,z)−k(x,y+z) mx+y−k(x,y),λ3
= Fλ1+λ2+λ3 ⊗Fx+y+z−k(x,y)−k(x+y,z)
∼= Fλ1 ⊗Fx ⊗Fλ2+λ3 ⊗Fy+z−k(x,y) m−1x,λ2+λ3
∼= Fλ1 ⊗Fx ⊗ (Fλ2 ⊗Fy ⊗Fλ3 ⊗Fz) m−1y,λ3
The corresponding scalar is equal to
eπi
(
xλ2+
(
x+y−k(x,y)
)
λ3−x
(
λ2+λ3−k(y,z)
)
−yλ3
)
= eπi
(
−k(x,y)λ3+x·k(y,z)
)
= eπi x·k(y,z) since k(x, y), λ3 ∈ L =
√
2NZ
= (−1)x·k(y,z) since x ∈ L∗ & k(y, z) ∈ L
As the scalar (−1)x·k(y,z) is independent of λ1, λ2, λ3 ∈ L, we conclude that
aVL
F (Fx),F (Fy),F (Fz) = (−1)
x·k(y,z) IdF (Fx+y+z−k(x,y)−k(x+y,z))
as desired.
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