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ABSTRACT
In this paper, we develop RCC, the first unified and compre-
hensive RDMA-enabled distributed transaction processing
framework supporting six serializable concurrency control
protocols—not only the classical protocols NOWAIT, WAIT-
DIE and OCC, but also more advanced MVCC and SUNDIAL,
and even CALVIN—the deterministic concurrency control pro-
tocol. Our goal is to unbiasedly compare the protocols in a
common execution environment with the concurrency con-
trol protocol being the only changeable component. We fo-
cus on the correct and efficient implementation using key
techniques, i.e., co-routines, outstanding requests, and door-
bell batching, with two-sided and one-sided communication
primitives. Based on RCC, we get the deep insights that
cannot be obtained by any existing systems. Most impor-
tantly, we obtain the execution stage latency breakdowns
with one-sided and two-sided primitive for each protocol,
which are analyzed to develop more efficient hybrid imple-
mentations. Our results show that three hybrid designs are
indeed better than both one-sided and two-sided implemen-
tations by up to 17.8%. We believe that RCC is a significant
advance over the state-of-the-art; it can both provide per-
formance insights and be used as the common infrastructure
for fast prototyping new implementations.
1. INTRODUCTION
On-line transaction processing (OLTP) has ubiquitous ap-
plications in many important domains, including banking,
stock marketing, e-commerce, etc. As the data volume grows
exponentially, single-server systems experience major diffi-
culties in handling a large number of queries from clients due
to limited system resources. Thus, partitioning data sets
across distributed machines is necessary and becoming in-
creasingly important. However, partitioning data such that
all queries access only one partition is challenging [10, 26]. In
practice, transactions inevitably access multiple networked
machines.
Distributed transactions should guarantee two key prop-
erties: (a) atomicity: either all or none of the machines
agree to apply the updates; and (2) serializability: all trans-
actions must commit in some serializable order. To ensure
these properties, concurrency control protocols have been
investigated for decades [1, 3, 4, 20, 23, 33]. The well-
known challenge of multi-partition serializable concurrency
control protocols is the significant performance penalty due
to the communication and coordination among distributed
machines [21, 29, 31]. When a transaction accesses multiple
records over the network, it needs to be serialized with all
conflicting transactions [2]. Therefore, a high-performance
network is crucial.
Remote Direct Memory Access (RDMA) is a new tech-
nology that enables the network interface card (NIC) to ac-
cess the memory of a remote servers in a distributed clus-
ter. Due to its high bandwidth and low latency, RDMA
has been recently used to support distributed transaction
systems [17, 35, 19, 5, 12] and enhanced the performance
by orders of magnitude compared to traditional systems us-
ing TCP. RDMA network supports both TCP-like two-sided
communication using primitives SEND/RECV, and one-sided
communication using primitives READ/WRITE/ATOMIC, which
are capable of accessing remote memory while bypassing
traditional network stack, the kernel, and even the remote
CPUs.
Extensive studies have been conducted in understanding
the performance implication of each primitive using micro-
benchmarks [17, 11, 12, 34, 32]. Moreover, RDMA has been
used to implement the Optimal Concurrency Control (OCC)
protocol [19, 11, 34]. Two takeaways from DrTM+H [34]
are: (1) the best performance of OCC cannot be simply
achieved by solely using two-sided or one-sided communi-
cation; and (2) different communication primitives are best
suited for each execution stage. They suggest that achieving
the optimal performance of a concurrency control protocol
using RDMA is far from trivial and calls for a systematic in-
vestigation. Second, building the standalone framework for
each individual protocol does not allow fair and unbiased
cross-protocol comparison
We claim that the state-of-the-art RDMA-based system
DrTM+H [34] is not sufficient for two important reasons.
First, in real-world applications, various concurrency con-
trol protocols [25, 23, 27, 13, 9, 7, 14] are used, the under-
standing of RDMA implications on OCC does not transfer to
other protocols. Second, building the standalone framework
for each individual protocol does not allow the fair and unbi-
ased cross-protocol performance comparison. In a complete
system for execution distributed transactions, concurrency
control protocol is only one component, the system organi-
zation, optimizations, and transaction execution model can
vary a lot. Having a common execution environment for all
various protocols is critical to draw any meaningful conclu-
sions [36, 37]. Unfortunately, DrTM+H does not provide
such capability. Compared to DrTM+H, Deneva [15] stud-
ied six concurrency control protocols based on TCP, affirm-
ing the importance of cross-protocol comparison. However,
Deneva is not based on RDMA.
In this paper, we take the important step to close the
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gap. We develop RCC, the first unified and comprehensive
RDMA-enabled distributed transaction processing frame-
work supporting multiple concurrency control protocols with
different properties. Currently, it includes protocols in a
wide spectrum: (1) classical protocols such as two-phase-
locking (2PL), i.e., NOWAIT [3] and WAITDIE [3], and OCC [20],
of which RDMA-based implementations have been studies
thoroughly; (2) more advanced protocols such as MVCC [4],
which has been adopted by modern high-performance data-
base systems, and the recent SUNDIAL [38], that allows dy-
namically adjustment of commit order with logical lease to
reduce abort; and (3) the deterministic protocol CALVIN [31],
a shared-nothing protocol that ensures deterministic trans-
action execution.
RCC enables us to perform unbiased and fair comparison
of the protocols in a common execution environment with
the concurrency control protocol being the only changeable
component. We develop the correct and efficient RDMA-
based implementation using known techniques, i.e., co-rou-
tines, outstanding requests, and doorbell batching, with two-
sided and one-sided communication primitives. To validate
the benefits of RDMA, RCC also provides reference imple-
mentations based on TCP. As a common infrastructure for
RDMA-enabled distributed transaction execution, RCC al-
lows the fast prototyping of other existing protocols or new
implementations.
We believe RCC is a significant advance of the state-of-
the-art for three reasons. First, while the protocol specifica-
tions are known, we answer the question of how to leverage
RDMA to construct different protocols with concrete, exe-
cutable, and efficient implementations. Second, we can per-
form both apple-to-apple cross-protocol comparisons and the
stage-level same-protocol study on performance and various
execution characteristics in the context of the same system
organization. The observations of which primitives being
best suited for which execution stage can be used to fur-
ther optimize the performance. Third, for CALVIN, which
is a shared-nothing protocol and has never been studied in
the context of RDMA, we answer the question of whether
the one-sided primitives would bring the similar benefits as
other shared-everything protocols. In summary, with RCC
we can get the deep insights that cannot be obtained by any
existing systems.
The implementation of the current RCC with the six pro-
tocols has around 25,000 lines of codes written in C++. We
intend to open-source the framework in the near future. We
try our best to fairly optimize the performance of each with-
out bias using known techniques such as co-routines [19],
outstanding requests [34], doorbell batching [18]. We evalu-
ate all protocol implementations on a cluster with ConnectX-
4 EDR InfiniBand RDMA support using three typical work-
loads: SmallBank [30], TPC-C [8], and YCSB [6]
We perform the first cross-protocol performance compar-
ison with RDMA and observe that OCC does not always
achieve the best performance. In fact, the simple 2PL pro-
tocols such as NOWAIT and WAITDIE perform well with high
performance RDMA. Most importantly, we obtain the ex-
ecution stage latency breakdowns with one-sided and two-
sided primitive for each protocol for all three workloads.
They can be analyzed to develop hybrid implementations,
which may achieve better performance under the given a
workload characteristic. Our experiment shows that by cherry-
picking the communication type that incurs lower latency for
each protocol stage, we can find new protocol implementa-
tions that reaches at most 17.8% speedup, compared to the
better implementation using RPC or one-sided primitives.
With a simple interface, RCC allows both common and
advanced users to quickly evaluate any hybrid implementa-
tion for an existing or new protocol given a workload char-
acteristic. In addition, for a given protocol, RCC can ex-
haustively enumerate all combinations of hybrid protocols
and provide substantial evidence that a certain hybrid de-
sign is the best among all possibilities when varying stage
communication styles. We believe that RCC is a significant
advance over state-of-the-art, it can both provide perfor-
mance insights and be used as the common infrastructure
for fast prototyping new implementations.
2. BACKGROUND
Remote Direct Memory Access (RDMA) is a network tech-
nology featuring high bandwidth and low latency data trans-
fer with low CPU overhead. It is widely considered suitable
for large data centers. RDMA operations, i.e., verbs, can be
classified into two types: (1) two-sided primitives SEND/RECV;
and (2) one-sided primitives READ/WRITE/ATOMIC. The latter
provides the unique capability to directly access the memory
of remote machines without involving remote CPUs. This
feature makes one-sided operations suitable for distributed
applications with high CPU utilization. Although having
similar semantics with TCP’s send/receive over bound sock-
ets, RDMA two-sided operations bypass the traditional net-
work stack and the OS kernel, making the performance of
RPC implementation over RDMA much higher than that
over TCP.
To perform RDMA communication, queue pairs (QPs)
must be set up. A QP consists of a send queue and a receive
queue. When a sender posts a one-sided RDMA request to
the send queue, the local QP will transfer data to some
remote QP, and the sender can poll for completion informa-
tion from the completion queue associated with the QP. The
receiver’s CPU is not aware of the one-sided operations per-
formed by the receiver’s RNIC without checking the changes
in memory. For a sender to post a two-sided operation, the
receiver QP has to post RECV for the corresponding SEND
in advance. It polls the receive queue to obtain the data.
To set up a reliable connection, a node has to maintain at
least a cluster-size number of QPs in its RDMA-enabled NIC
(RNIC), each connected with one remote node.
Prior works studied employing RDMA for distributed trans-
actions. [5] uses only one-sided operations to transfer and
update records. [19] uses UD to implement RPC in its
transaction framework. [34] proposes a hybrid implemen-
tation that uses one-sided and two-sided operations for dif-
ferent stages of transactions. All these frameworks focus on
OCC [20, 16].
3. RCC SYSTEM ORGANIZATION
3.1 Overall Architecture
Figure 1 shows the overview of RCC, which runs on mul-
tiple symmetric distributed nodes, each containing a con-
figurable number of server threads to process transactions.
A client thread sends transaction requests to a random lo-
cal or remote transaction processing thread in the cluster.
The stats thread is used to collect the statistics (e.g., the
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Figure 1: RCC Framework Overview
number of committed transactions) generated by each pro-
cessing thread. The QP thread is used to bootstrap RDMA
connections by establishing the pairing of RDMA QPs using
TCP connections.
RCC uses co-routines as an essential optimization tech-
nique [19] to hide network latency. Specifically, each thread
starts an event handling co-routine and some transaction
coordination co-routines. An event handling co-routine con-
tinuously checks and handles network-triggered events such
as polled completions or memory-triggered events such as
the release of a lock. A transaction coordination co-routine
is where a transaction logically executes.
In RCC, the distributed in-memory database is imple-
mented as a distributed key-value store that can be accessed
either locally or remotely via a key and table ID. we lever-
aged DrTM+H’s[34] key-value store as RCC’s back-end. In
addition to the in-memory database, each protocol has its
protocol-specific metadata or RDMA buffer to ensure the
correct execution when leveraging RDMA primitives.
3.2 Transaction Execution Model
RCC employs a symmetric model to execute transactions:
each node serves as both a client and a transaction process-
ing server. As shown in Figure 1, each transaction coordi-
nation co-routine is responsible for executing a transaction
at any time. We use coordinator to refer to the co-routine
that receives transaction requests from some local or remote
client thread and orchestrates transactional activities in the
cluster. We use participant to refer to a machine where
there is a record to be accessed by some transaction. When
a participant receives an RPC request, its event handling co-
routine will be invoked to process the request locally. When
a participant receives an RDMA one-sided operation, its
RNIC is responsible for accessing the memory without in-
terrupting the CPU.
In RCC, A record refers to the actual data; and a tuple
refers to a record associated with the relevant metadata.
All tuples are located in RDMA-registered memory. A dis-
tributed in-memory key-value store keeps all tuples parti-
tioned among all machines. Since one-sided operations can
only access remote memory by leveraging the pre-computed
remote offsets, to reduce the number of one-sided operations
involved in retrieving metadata, the metadata are placed
physically together with the record as shown in Figure 3.
Currently, RCC only supports fixed record size and variable-
sized record can be supported by placing an extra pointer
in the record field pointing to an RDMA-registered region,
similar to[39]. With one-sided READ, the remote offset of a
tuple is fetched before the actual tuple is fetched and the
offset is then cached locally to avoid unnecessary one-sided
operations.
A transaction has a read set (RS) and a write set (WS)
that are known before the execution. The records in RS are
read-only. The execution of a transaction is conceptually di-
vided into three primary stages: 1) fetching: get the tuples
of records in RS and WS, the metadata is used for protocol
operations; 2) execution: a transaction performs the actual
computation locally using the fetched record; and 3) com-
mit: a transaction checks if it is serializable, if so, logs all
writes to remote backup machines for high availability and
recovery, and updates remote records. Our implementations
can be applied to transactions with one or more fetching and
execution stages.
3.3 RDMA Optimizations
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RDMA 
READ/WRITE/ATOMIC
Coodinator Participant
CPURNIC
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RPC  reply RDMA Completion RPC Handling
CPU RNIC RNICCPU
MMIO Poll Completion DMA
Figure 2: Two-sided versus one-sided
We use two-sided RDMA primitives over UD QPs to im-
plement RPC. From [19], two-sided primitives over UD QPs
outperform one-sided primitives in symmetric transaction
systems, and UD mode is much more reliable than expected
with RDMA network’s lossless link layer. [34] further con-
firms the unsuitability of one-sided primitives to implement
fast RPC.
Figure 2 illustrates the two types of communications in
RCC employed by each concurrency control protocol. In
two-sided RPC, a coordinator first sends a memory-mapped
IO (MMIO) to the RNIC, which in turn SENDs an RPC re-
quest to the receiver’s RNIC. After the corresponding par-
ticipant RECVs the request, its CPU polls a completion event,
which later triggers a pre-registered handler function to pro-
cess the request and send back a reply using similar verbs.
In one-sided communication, after the participant receives
a one-sided request, i.e., READ, WRITE, ATOMIC, its RNIC will
access local memory using a Direct Memory Access (DMA).
The completion is signaled when the coordinator polls if it
is interested in the completion event.
MMIO is an expensive operation to notify RNIC of a re-
quest fetching event. Using one MMIO for a batch of RDMA
requests can effectively save PCIe bandwidth and improve
the performance of transaction systems [34], which is called
doorbell batching. Meanwhile, having multiple outstanding
requests on the fly can save the waiting time of request
completion, thus reducing the latency of remote transac-
tions [34]. RCC uses similar techniques as important opti-
mizations.
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4. RDMA-BASEDCONCURRENCYCONTROL
In RCC, we implement six concurrency control protocols
with two-sided and one-sided RDMA primitives. Among
these protocols, NOWAIT [3] and WAITDIE [3] are examples
of 2-phase locking (2PL) [3] concurrency control algorithms.
They differ in conflict resolution,i.e., how conflicts are re-
solved to ensure serialization. Compared to 2PL, Opti-
mistic Concurrency Control (OCC) [20] reads records specu-
latively without locking and validates data upon transaction
commits—the only time to use locks. MVCC [4] optimizes the
performance of read-heavy transactions by allowing the read
of the correct recently committed records instead of abort-
ing. SUNDIAL [38] leverages the dynamically adjustable log-
ical leases to order transaction commits and reduce aborts.
CALVIN [31] introduces determinism with a shared-nothing
protocol, which demonstrates very different communication
behavior.
While the protocols themselves are known, we rethink
their correct and efficient implementations in the context
of RDMA. Each protocol requires techniques to implement
specific protocol requirements, particularly atomic tuple read
(for MVCC) and update (for SUNDIAL). In this section de-
scribe two implementations of each protocol: 1) RPC ver-
sion, which mostly uses remote function call enabled by
RDMA’s two-sided communication primitives; and 2) one-
sided version, which mainly uses RDMA’s unique one-sided
communication primitives. We will propose a hybrid design
based on the stage latency results of each protocol generated
by RCC.
4.1 Transaction Operations
We consider the following common operations used in one
or multiple concurrency control protocols. They can be im-
plemented with either RPC or one-sided primitives.
Fetching. Tuples are fetched during transaction execu-
tion. The read-only records are fetched into RS, other ac-
cessed records are fetched into WS.
Locking. All RCC protocols need locking to enforce cer-
tain logical serialization order. For remote locking, the bet-
ter implementation choice is affected by the load of remote
threads which execute transaction co-routines. The higher
load may affect the capability of handling RPC, thus one-
sided primitives can be better.
Validation. This operation is needed in OCC, MVCC,
and SUNDIAL in different stages. The RPC implementation
typically requires only one network operation, while the one-
sided version may lead to one or more requests. Similar
to locking, the best primitive choice is determined by the
workload of remote co-routines.
Logging To support high availability and recovery, each
protocol logs its updates to some backup servers. Similar
to DrTM+H and FaSST, RCC employs coordinator log[28]
for two-phase-commit. Only after the successful logging and
reception of acknowledgments from all replica, can the trans-
action writes the updates back to the remote machine. Logs
are lazily reclaimed in the background of backup machines
when they are notified by the coordinator using two-sided
RPC. Logging strongly prefers one-sided WRITE to log to
backup servers for OCC according to [34]. Our stage-wise
latency results support this claim for other protocols.
Update It writes back the updated data and metadata.
Two-sided RPCs can finish this update in one round trip;
one-sided primitives need two without doorbell batching.
The index of the write set entries can be cached in advance
to reduce the overhead of this operation when using one-
sided primitives.
Next, we describe the implementation of each protocol
in RCC except for OCC, which is implemented based on
DrTM+H [34]. We choose to base our OCC implementation
on DrTM+H because it outperforms other RDMA-based
OCC implementations by [11] and [19].
4.2 NOWAIT
NOWAIT [3] is a basic concurrency control algorithm based
on 2PL that prevents deadlocks. A transaction in NOWAIT
tries to lock all the records accessed; if it fails to lock a
record that is already locked by another transaction, the
transaction aborts immediately.
With RPC, a coordinator locks records by sending RPC
locking request to the corresponding participant, the RPC
handler locks the record using a local CAS. If the CAS fails,
a failure message is sent back to the coordinator which will
release all read and write locks by posting RPC release re-
quests before aborting the transaction. Otherwise, the par-
ticipant’s handler has already locked the tuple locally, and it
returns a success message with the record in response. On
transaction commit, with all locks acquired, a write-back
request associated with the updated records is sent to each
participants, where an RPC handler performs write-back of
the record and releases the lock.
With one-sided primitive, we use the doorbell batching
mechanism as an efficient way to issue multiple outstanding
requests from the sender. With this optimization, only one
yield is needed after the last request is posted, thus reducing
latency and context switching overhead. On locking, the co-
ordinator needs to perform two operations—RDMA CAS and
READ—to lock and read the remote record. Logically, they
should be performed one after another, but in fact, the coor-
dinator can issue READ immediately after CAS to overlap the
communication. It is because the two will be performed in
the issue order remotely, and if the lock acquire fails, the co-
ordinator can simply ignore the returned data of READ. Note
that the read offsets are collected and cached by the coor-
dinator before transaction execution starts and do not in-
cur much overhead. With high contention, the optimization
tends to add wasted network traffic. However, for network-
intensive applications with low contention, i.e., SmallBank,
the throughput increases by 25.1% while average latency de-
creases by 22.7%. Similarly, two RDMA WRITEs are posted
to update & unlock the record at the commit stage. Only
the second RDMA write is signaled to avoid sending multiple
MMIOs and wasting PCIe bandwidth. Unlike lock & read,
the doorbell batched update & unlock is always beneficial.
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4.3 WAITDIE
Different from NOWAIT, which unconditionally aborts any
transaction accessing conflicting records, WAITDIE resolves
conflicts with a global consensus priority. On start, each
transaction obtains a globally unique timestamp, which can
be stored in the lock records it accessed. Upon detecting a
conflict, the timestamp logged in the lock is compared with
the current transaction’s timestamp to determine whether
to immediately abort the transaction or let it wait. In RCC,
we construct the unique timestamp of a transaction by ap-
pending the machine ID, thread ID, and coroutine ID to the
low-order bits of the local clock time [4]. This avoids the
high overhead of global clock synchronization such as such
as NTP [24] and PTP [22]. The timestamp can be stored in
the 64-bit lock record.
Compared to NOWAIT, the new operation in WAITDIE is
transaction wait. With RPC, it can be implemented easily:
when an accessed record is locked, the lock request handler
can decide based on the request transaction’s timestamp
whether to let it wait until it is unlocked, or send back a
failure reply immediately. Note that the handler does not
busy wait for the lock on behalf of the transaction, and
block other incoming requests. Instead, the transaction is
added to the lock’s waiting list, which is checked in the event
loop periodically by the handler thread. On lock release, the
handler thread removes the transaction from the waiting list
and replies to the coordinator with a success message and
the locked record.
With one-sided primitive, the implementation is less str-
aightforward. The key difference is that the current trans-
action needs to obtain the record’s timestamp—even if it
is locked—and decides to abort or wait by itself. Similar
to NOWAIT, we use an RDMA CAS followed by an RDMA
READ to retrieve the remote lock together with its timestamp
and record. If the record is not locked, the CAS succeeds
and atomically writes the transaction’s timestamp on the
remote lock, and returns 0. If the CAS fails,i.e.,the record is
locked, rather than abort immediately, the current transac-
tion compares its timestamp with the returned timestamp,
which indicates the lock-holding transaction, to determine
whether to abort itself or wait. If the decision is to wait,
the co-routine keeps posting RDMA CAS with READ requests
and yields after every unsuccessful trial until it succeeds.
4.4 MVCC
MVCC (Multi-Version Concurrent Control) [4] reduces read-
write conflicts by keeping multiple versions of the record
and providing a recently committed version when possi-
ble. Shown in Figure 3, the metadata of each tuple in
MVCC consists of three parts: 1) write lock, which contains
the timestamp of the current transaction holding the lock
that has not committed yet (tuple.tts); 2) read timestamp
(tuple.rts), which is the latest (largest) transaction times-
tamp that has successfully read the record; and 3) write
timestamps (tuple.wts), which are the timestamps of re-
cently committed transactions that have performed writes
on the record. These versions are kept in the participants.
We also denote the timestamp of the current transaction
trying to fetch records as ctts.
To access a record in RS, we check Cond R1: there is a
proper record version based on the tuple.wts of recently
committed transactions and it should choose the largest
tuple.wts smaller than ctts; and Cond R2: tuple.tts
is 0 or larger than ctts. Cond R2 means there is no un-
committed transaction writing the record, or the write hap-
pens after the read, in which the read transaction can still
correctly gets one of the committed versions of the record.
If both Cond R1 and R2 are satisfied, the version from Cond
R2 can be returned.
To access a record in WS, we check Cond W1: trans-
action’s timestamp is larger than the maximum tuple.wts
and the current tuple.rts; and Cond W2: the record is not
locked. If either is failed, the transaction is aborted; other-
wise, the record is locked with tuple.tts updated to ctts,
a new record is created and sent back to the transaction.
Conceptually, MVCC maintains the following properties.
A write of transaction ctts cannot be “inserted” among the
committed transactions indicated by tuple.wts; and the
write should be ordered after any performed read. A read
should always return the most recent committed version of
a record. The key requirement for correctness is that the
condition check for RS and WS record should be atomic.
The original MVCC requires using a linked list to maintain
a set of record versions. However, the nature of one-sided
primitive makes it costly to traverse a remote linked list—in
the worst case, the number of one-sided operations for a sin-
gle remote read is proportional to the number of versions in
the list. Thus, we use a static number of memory slots (i.e.,
four) allocated for each record to store the stale versions.
A transaction will simply abort when it cannot find a suit-
able version among the slots available for a read operation.
The number of slots determines the trade-off between the
extra read aborts and reduced memory/traversal overhead.
We choose four slots because our experiments show that at
most 4.2% of read aborts are due to slot overflow.
In MVCC, we use the same timestamp organization as
WAITDIE. The local clock reduces bandwidth overhead of
a global clock but may introduce significant bias. While not
affecting correctness, the large time gap between different
machines may lead to a long waiting time. To mitigate the
issue, each transaction co-routine maintains a local time and
adjusts the local time whenever it finds a larger tuple.wts
or tuple.rts in any tuple received. The encapsulated re-
mote time on the tuple.wts or tuple.rts is extracted and
local time is adjusted accordingly if the extracted remote
time is larger. This mechanism limits the gap of local timer
between machines, and reduces the chance of abort due to
the lack of suitable version among the fixed version slots.
While it is not hard to conceptually understand MVCC,
the implementation with RDMA needs to ensure atomicity.
Let us first consider accessing records in WS. One way is
to first check Cond W2 and lock the record, at this point,
the metadata cannot be accessed by other writes, we can
reliably check Cond W1. If it is not satisfied, the lock is
released and the write transaction aborts. However, in this
way we need to perform a lock for every write, even if the
write transaction cannot be properly serialized. It is partic-
ularly a problem for one-sided primitives, because the lock
is implemented with an RDMA ATOMIC CAS. The better ap-
proach is to first check Cond W2 and then acquire the lock.
However, a subtle issue raises because Cond W1 and Cond
W2 are not done atomically. Between the point that Cond
W1 is satisfied and the point the lock is acquired, another
transaction that writes the record can lock the record and
commit (unlock). According to the protocol property, the
current transaction should be aborted, but it will find both
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Cond W1 and Cond W2 satisfied. To ensure atomicity while
avoiding the overhead of locking. We propose the double-
read mechanism. After the lock is acquired, Cond W1 should
be checked again, if it is still satisfied, the write can proceed,
otherwise, it is aborted.
With RPC, the write protocol can be implemented by the
handler on the participant. With one-sided primitive, the
coordinator posts an RDMA READ to read the metadata of
the record—tuple.rts and tuple.wts—on the participant,
then checks Cond W1 locally. If it is satisfied, the coordi-
nator posts an RDMA ATOMIC CAS to lock the record, and
a second RDMA READ to fetch the tuple. Cond W1 can
be checked again based on the just returned tuple.rts and
tuple.wts, if it still holds, the returned record tuple.record
is kept locally in the coordinator. Otherwise, the transaction
aborts and the lock on the record is released.
When accessing records in RS, the tuples need to be fetched
atomically. The separate double-read mechanism discussed
before can be generalized to two consecutive reads of the
same tuple. If the contents of each returned data are the
same, then we are sure that atomicity is not violated. Based
on the atomically read tuple, Cone R1 and Cond R2 can
be checked to generate the appropriate committed version
for the record in RS. If the second tuple returned is differ-
ent from the first, then the transaction is simply aborted.
We apply a small optimization to reduce unnecessary abort:
among the two versions of metadata, we only need to ensure
the match of tuple.wts. The tuple.tts can be different
since a transaction corresponds to the first tuple.tts can
be aborted between the two reads. But as long as Cond R2
is satisfied, the read can still get a version among tuple.wts.
With RPC, the read procedure can be implemented in
a straightforward manner with the handler on participant.
With one-sided primitives, the two reads are implemented
by two doorbell batched RDMA READs. The only additional
operation is to use an RDMA ATOMIC CAS to update rts of
the record in the participant. If it fails, we can simply retry
until succeed. Note that it does not imply conflict, but just
multiple concurrent reads.
On commit, with one-sided primitive, the coordinator lo-
cally overwrites the oldest wts with its own ctts, and up-
dates the corresponding record to the locally created one
for write. Then it posts two RDMA WRITEs. The first write
puts the locally prepared new record+metadata to the par-
ticipant; the second write releases the lock. With RPC, the
procedure can be implemented similarly.
4.5 SUNDIAL
SUNDIAL [38] is an elegant protocol based on logical leases
to avoid unnecessary aborts while still maintaining serializa-
tion by dynamically adjusting the timestamp of transactions
or commit order. Based on the tuple format in Figure 3,
the lease of a tuple is specified by tuple.[wts,rts]. Each
transaction has a commit tts, which indicates the required
timestamp of the transaction to satisfy the current lease of
accessed records. When accessing a record in RS, the trans-
action atomically reads the tuple and update commit tts to
Max(commit tts,tuple.wts). It is because to correctly read
the record, the transaction has to be logically ordered after
the most recent writer transaction. When accessing a record
in WS, the transaction tries to lock the tuple, and if it is
also in RS, checks whether tuple.wts is the same as the
RS[key].wts. The second condition ensures that there is
no transaction writing the record committed since the read.
If both conditions pass, the transaction’s commit tts is up-
dated to Max(commit tts,tuple.rts+1). It ensures that the
transaction is logically ordered after the current lease of the
record. Since other transactions may have read the record
during the lease, without such update, the transaction would
have to be aborted.
Although the update of commit tts during execution will
try to satisfy the current lease based on individual record,
at the commit time, the transaction needs to be validated to
ensure its current commit tts falls into all leases of records
in RS. If it is not satisfied, SUNDIAL allows the transaction
attempt to renew the lease by adjusting the tuple.rts in
the data store at participant 1. The renew is failed if (1) the
current wts is not the same as current tuple.wts, mean-
ing that there is a later committed transaction writing the
record, which invalidate the previous read record; or (2) the
record is locked, meaning that there is a transaction try-
ing to write the record, which prevents the lease extension.
Otherwise, the transaction can adjust the lease by updat-
ing tuple.rts to commit tts. The key requirement is that
the lease renewal operation should be performed atomically.
If all RS records are validated, and all necessary lease re-
newals are successful, the transaction is committed, which
update tuple.wts and tuple.rts of all records in WS to be
commit tts.
To implement SUNDIAL in RCC, we need to solve two
problems. First, for records in RS, the tuple needs to be ac-
cessed atomically. This can be done using the double door-
bell batched reads with one-sided primitives or simply dou-
ble read with RPC introduced in MVCC. Second, we need to
ensure the atomic lease renewal, which is more challenging
than atomic read. To implement this, we first atomically
read the tuple from participant, then use an atomic oper-
ation to update tuple.rts. With these two ideas, we can
implement RPC and one-sided version of SUNDIAL.
In RPC version, the atomic tuple read and lease renewal
are all performed by the handler in the participant. The
coordinator just poses the read and renewal requests and
processes the responses according to the protocol. In one-
sided version, the fetch of tuples in RS and WS is similar
to MVCC with double doorbell batched reads. Based on the
fetched tuples, the coordinator locally performs the SUN-
DIAL protocol operations. For lease renewal, the coordinator
first atomically reads the tuple, then checks the lease exten-
sion condition, if it is allowed, it poses an RDMA ATOMIC
CAS with the previous tuple.rts is the old value and its
commit tts as the new value. In this way, the lease renewal
is performed atomically. It is worth noting that we can im-
plement in this manner because the SUNDIAL protocol only
requires updating one variable tuple.rts to renew the lease.
If multiple variables need to be updated, then more sophis-
ticated mechanisms are needed and it is beyond the scope
of the paper.
4.6 CALVIN
Different than all other protocols, CALVIN [31] enforces a
deterministic order among transaction in an epoch, e.g., all
transactions received by the system during a certain time
period. The readers can reference the original paper for the
complete motivation and advantages of this approach, we
1The condition commit tts must be greater than wts of the
record in RS based on how it is updated
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are interested in how the communication happen and can
be implemented in RDMA for such a protocol.
In RCC, CALVIN works as follows. For each epoch, each
machine node receives a set of transactions. The sequencing
layer in each machine determines the order of the locally
received transactions and broadcasts them to all other ma-
chines. After the transaction dispatch, each machine has
the whole set of transactions in the epoch with a consensus
and deterministic order. The transaction dispatch incurs
CALVIN’s first source of communication: the transaction in-
puts, its RS and WS, will be delivered to all other machines.
With RPC, such information can be sent in batch and the
receiver nodes will store the data locally. With one-sided
primitives, the implementation is more challenging, since
the sender node needs to be aware of the location to write
to remote nodes. We design a specific buffer structure in
each node that is known among all machines, so that the
sender can directly use RDMA WRITEs to deliver the trans-
action information to all other nodes.
CALVIN has the unique execution model that each trans-
action is executed by multiple machines. Specifically, the
machines that have records in WS according to data parti-
tion will execute the operations of the transaction that will
write these records. These machines are called active par-
ticipants. The machines that have records in RS are called
passive participants, since they do not contain records in
WS, they do not execute the transaction but only provide
data to active participants. To start the execution in active
participants, they need to get the complete set of records in
RS and WS. This leads to the second source of communica-
tion in CALVIN.
First, the passive participants need to send the local records
in RS to all active participants. Second, the active partic-
ipants need to send the local records in WS to the other
active participants. Actively participants will wait and col-
lect all the needed records forwarded from other machines.
Two-sided implementations is easier since we can simply use
a data structure for holding the mappings from tuple key to
their values in the epoch. The one-sided version needs two
doorbell-batched RDMA WRITEs to forward value and notify
the receiver. After the communication, the transactions can
execute in active participants.
We only described the key operations in CALVIN that is
relevant to communications and omit many details, which
can be found in [31]. The main challenge of implement-
ing CALVIN is to design the sophisticated data structures
to facilitate the correct communication between machines,
especially for one-sided primitives. We choose not to dis-
cuss them in detail since it is mainly engineering efforts.
Compared to other five protocols, we do not need to con-
sider many subtle issues to ensure correctness, because after
transaction dispatch and RS/WS preparation, the execution
is mostly local. We believe including CALVIN in RCC is im-
portant because we can understand the communication im-
plementation and cost for the shared-nothing protocol. As
far as we know, it is also the first implementation of CALVIN
with RDMA.
5. HYBRID PROTOCOLS
With the ability to evaluate all protocol stages in RCC,
a natural question is: what would be the best implementa-
tion if we can use different primitives for different stages?
DrTM+H [34] only provides the answer for OCC, but what
about others?
5.1 Methodology
RCC allows using two methods for exploiting the po-
tential of hybrid protocols. The first method is based on
the stage-wise latency breakdown produced by RCC. Ac-
cordingly, the hybrid designs for protocols can be straight-
forward by cherry-picking the better communication type
among the two-sided and one-sided world for each operation.
Figure 4 shows the latency-breakdown of all five protocols in
RCC using one co-routine under various workloads. As one
example, we can see that for SmallBank: 1) a hybrid design
of MVCC which includes RPC Read & Lock and one-sided
Log & Release & Commit can be a good candidate of hybrid
MVCC; 2) a hybrid design of SUNDIAL which includes RPC
Read & Renew and one-sided Lock & Log & Commit will
incur shorter latency and thus may improve its throughput
on SmallBank. With the analysis of latency results, we see
that: 1) Log, Commit and Release operations prefer one-
sided operations; 2) SUNDIAL’s renew operation prefers two-
sided RPC; 3) For complex read/lock operation as in MVCC
and SUNDIAL, two-sided RPC may be rewarding; and 4) The
best hybrid designs of any protocol are workload-dependent.
Alternatively, RCC has implemented all protocols in a
way that makes it possible to conduct the exhaustive search
of all combinations of hybrid protocols. RCC provides a
configurable framework that could comprehensively evalu-
ate any two-sided, one-sided, and any combination of hybrid
implementations of any protocols included. To implement
this goal, we provide coding for each hybrid implementation,
each binary digit in the code specifying the primitive to use
for each stage. This interface allows RCC to be friendly
to both common and expert users: common users can find
the best hybrid implementation given the protocol and the
workload specification. Expert users can specify their own
hybrid code to indicate the primitive used in each stage and
verify their intuitions quickly. By leveraging RCC, we aim
to find solid evidence of the best hybrid design instead of
allowing users to guess and try based on suggestive guide-
lines.
5.2 Implementation Challenges
The design of a universal hybrid implementation gener-
ator has some challenges to ensure correctness. First, the
remote tuple address must be recorded for RPC Read or
Lock. This is needed because future one-sided stages may
need the offset to access the tuple. Second, any two-sided or
one-sided stage must work correctly, assuming that it may
work with another stage using a different primitive. We
rely on a shared RDMA-enabled memory region for every
tuple in the read/write set to maintain the correct commu-
nication between heterogeneous stages. Third, the hetero-
geneous stages must reach a consensus to indicate if one has
finished its work correctly. This may cause tricky issues if
not handled carefully. One example is that a lock RPC han-
dler must notify lock requesters of the completion of the lock
by not only sending back a success reply, but also writing a
success bit in the agreed region in the RDMA-enable mem-
ory of the locked tuple so that one-sided Release stage can
successfully release the lock.
In general, hybrid implementations may bring performance
benefits in some cases. The design choice is still limited.
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Figure 4: Latency breakdown: RPC (Left), one-sided (Right)
Upon locking, one design choice for RPC-based Lock/Re-
lease is that the lock handler can CAS the requester’s times-
tamp locally on the lock field so that the Release can just
send its timestamp; a Release handler would try to actu-
ally release by CASing a zero into the lock bit if the re-
ceived timestamp equals to the one record in the metadata.
Failure to CAS means that the record was not locked by
this requestor and was not released, which happens to be
correct behavior. However, with RPC-based Lock and one-
sided Release, this design choice is impossible because the
Release stage must know exactly the tuples locked before
issuing a one-sided WRITE for each of them.
6. EVALUATION
6.1 Workloads and Setups
We use three popular OLTP benchmarks, SmallBank [30],
YCSB [6], and TPC-C [8], to evaluate protocols using two-
sided RPC, one-sided primitives, and hybrid protocol devel-
oped in Section 5. Depending on the benchmarks, the best
hybrid design choices are different. We leverage the method-
ology described in section 5 to cherry-pick the best hybrid
design choice. In some benchmark and protocol, the best
hybrid design choice happens to be purely one-sided across
all stages. We include the traditional TCP-based protocols
in the evaluation section. For all benchmarks, records are
partitioned across nodes.
SmallBank [30] is a banking application. Each transac-
tion performs reads and writes on the account data. Small-
Bank features a small number of writes and reads in one
transaction (< 3) with simple arithmetic operations, mak-
ing SmallBank a network-intensive application.
YCSB [6] (The Yahoo! Cloud Serving Benchmark) is
designed to evaluate large-scale Internet applications. There
is just one table in the database. YCSB parameters such
as record size, the number of writes or reads involved in a
transaction, the ratio of read/write, the contention level, and
time spent at the computation phase are all configurable. In
all our experiments, the record length is set to 64 bytes. The
number of records in the YCSB table is proportional to the
cluster size and the number of transaction threads used. By
default, each transaction contains 10 operations: 20% write,
and 80% read, and it spends 5 microseconds in its execution
phase. The hot area accounts for 0.1% of total records. The
contention in YCSB is controlled by allowing a configurable
percentage of read/write to access the hot area, which we
call the Hot Access Probability, which is 10% probability
by default. In Section 6.4, we study the effects of different
contention levels.
TPC-C [8] simulates the processing of warehouse orders
and is representative of CPU-intensive workloads. In our
evaluation, we run the new-order transaction since other
transactions primarily focus on local operations. The new-
order accounts for 45% in TPC-C and consists of longer
(up to 15) distributed writes and complex transaction exe-
cutions.
We evaluate RCC on four nodes of an RDMA-capable
EDR cluster, each node equipped with two 12-core Intel
Xeon E5-2670 v3 processor, 128GB RAM, and one ConnectX-
4 EDR 100Gb/s InfiniBand MT27700. As there is only one
RNIC on each node, we only run evaluations on the CPU
on the same NUMA node with the RNIC to prevent NUMA
from affecting our results. By default, we use ten trans-
action execution threads per node and use 1 co-routine in
section 6.2 and 10 co-routines in section 6.4, 6.5, and 6.6.
We enable 3-way replication for RCC. The implementations
in RCC are evaluated on three metrics: throughput, latency
and abort rate.
6.2 Overall Results
Figure 5 shows the results of all three implementations of
the six protocols. The results show the effects of different
implementations and cross-protocol comparisons.
For the same protocol, the performance of one-side is gen-
erally better than RPC, except MVCC under TPC-C. MVCC
does not benefit from one-sided primitives on TPC-C, both
latency-wise and throughput-wise. As TPC-C contains long
100% write operations, all protocols incur over 50% abort
rate. Therefore latency is determined by how quickly an
abort decision can be made. one-sided MVCC does not out-
perform RPC in this scenario since a one-sided MVCC trans-
action may need two round trips to decide to abort.
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Figure 5: Overall throughput, latency, abort rate and # of network round trips
Across all one-sided implementations, OCC is one best
choice for YCSB, yet it becomes the second-to-the-worst for
SmallBank. In fact, one-sided 2PL has better performance
on SmallBank over one-sided OCC, MVCC and SUNDIAL. Be-
sides, the best protocol choice not only depends on workload
characteristics but also depends on communication types.
For YCSB, the performance of RPC implementations are
similar across protocols while one-sided ones peaks at OCC.
As for the chosen hybrid implementations, we found three
occurrences where a hybrid implementation indeed does much
better than both. On SmallBank, the hybrid MVCC performs
17.8% and 21.7% better than the RPC and one-sided imple-
mentations; the hybrid SUNDIAL performs 14.8% and 8.6%
better than its RPC nad one-sided counterparts. On YCSB,
the hybrid SUNDIAL performs 51.6% and 4.5% better than
the RPC and one-sided implementations.
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Figure 6: Throughput (M txns/s) and Latency (ms)
for SmallBank (Up) and YCSB (Down) with increas-
ing co-routines.
Figure 6 shows the latency and throughput change when
increasing the number of co-routines from 1 to 11 with a step
of 2 for both SmallBank and YCSB. We see that the latency
is always increased with more co-routines due to the over-
head of context switches. Also, the throughput increases
since more co-routines can hide the latency of network op-
erations. However, we also observe that throughput starts
to plateau after a certain number of co-routines. This is due
to the higher contention with longer latency. The perfor-
mance of hybrid implementations lies in the middle between
RPC and one-sided ones for SmallBank and similar to the
one-sided implementations for YCSB as more co-routines
are used.
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Figure 7 shows the re-
sults for CALVIN. Due to
its shared-nothing architec-
ture, it is not directly com-
parable to others. In
both RPC and one-sided,
we see that increasing #co-
routines may or may not
improve throughput. This
is because CALVIN requires
RDMA-based epoch syn-
chronization among all se-
quencer co-routines on all
machines; therefore network
latency due to staggered co-
routines cannot be hidden with the use of increasing #co-
routines. Note that RDMA-based CALVIN does not reach
as higher throughput as other protocols compared to their
TCP-based versions due to high synchronization cost.
6.4 Effect of Contention Level
Figure 8 shows the throughput of RPC and one-sided im-
plementation of different protocols with different contention
levels using YCSB. We control the contention levels by lim-
iting the number of hot records to 0.1% of total records
and varying the possibility of one read or write visiting hot
records.
We have several key observations. With low contention,
the throughput differences are small, and the worst one-
sided is better than the best RPC. As the contention in-
creases, the thoughput of all protocols decrease, but OCC
always drops most significantly because of a larger possi-
bility to abort and high abort cost due to its optimistic as-
sumption under a high contention level. The performance of
NOWAIT and WAITDIE also decrease considerably due to the
intensive conflict read and write locks. MVCC and SUNDIAL
are less affected when the conflict rate increases. As a re-
sult, with high contention, the throughput of different proto-
cols become quite different, but the gaps between RPC and
one-sided are much smaller. We also notice that one-sided
SUNDIAL and MVCC, although featuring advanced read-write
conflict management, are worse than one-sided OCC at low
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contention. It is because these two have more complicated
operations to maintain more information to reduce the abort
rate, which is more costly. After all, every access to remote
data will trigger network operation in their one-sided ver-
sions. A key conclusion is that OCC is not the best—in fact
always the worst with high contention, it justifies our study
of different protocols with a common framework.
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6.5 Effect of Computation
1 2 4 8 16 32 64 128256
Txn computation (μs)
0.0
0.1
0.2
0.3
0.4
0.5
Th
ro
ug
hp
ut
 (M
 tx
ns
/s) RPC
1 2 4 8 16 32 64 128256
Txn computation (μs)
0.0
0.1
0.2
0.3
0.4
0.5
one-sided
nowait
waitdie
occ
mvcc
sundial
Figure 9: Effect of computation on throughput for
YCSB
To study the effect of different computation time in the
whole life of transaction execution, we add dummy compu-
tation in the execution stage of YCSB, ranging from 1 to 256
µs. We show results in Figure 9. We observe that (1) RPC
and one-sided share a similar decreasing trend as computa-
tion increases; and (2) the advantage of one-sided over RPC
is diminishing as the computation workloads increase. For
RPC, more computation will increase the latency to handle
RPC request; for one-sided, more computation will narrow
its advantage over RPC due to the non-involvement of CPU
in communication.
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Figure 10: Throughput on emulated large EDR clus-
ters.
6.6 Scalability of QPs
To understand how protocols perform with a much larger
cluster, we run all protocols against the YCSB benchmark
(90% hot access probability and 0.1% hot area) on sev-
eral emulated larger EDR clusters. as shown in Figure 10.
Each RDMA op selects the sending QP from multiple same-
destination QPs in a round-robin manner to emulate the
network traffic on large clusters. We observe that on em-
ulated larger clusters, one-sided implementations maintain
their superiority over RPC ones up to a 160-node cluster,
yet the advantage gap closes as cluster size increases. We
attribute this behavior to the fact that an increasing num-
ber of QPs needed for larger clusters will cause performance
loss due to limited NIC capabilities.
7. CONCLUSION
We develop RCC, the first unified and comprehensive RDMA-
enabled distributed transaction processing framework sup-
porting six serializable concurrency control protocols—not
only the classical protocols NOWAIT, WAITDIE and OCC, but
also more advanced MVCC and SUNDIAL, and even CALVIN—
the deterministic concurrency control protocol. Our goal is
to unbiasedly compare the protocols in a common execution
environment with the concurrency control protocol being the
only changeable component. Based on RCC, we get the deep
insights that cannot be obtained by any existing systems.
Most importantly, we obtain the execution stage latency
breakdowns with one-sided and two-sided primitive for each
protocol, which are analyzed to develop the efficient hybrid
implementations. Moreover, RCC can enumerate all hybrid
implementations for protocols included under given work-
load characteristic. RCC is a significant advance over the
state-of-the-art; it can both provide performance insights
and be used as the common infrastructure for fast prototyp-
ing new two-sided, one-sided, and hybrid implementations.
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