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Abstract-The theory of relaxation of optimal control problems involving time delays in the 
control functions has received an increasing attention over the last few years. Different models of 
relaxation have been proposed and, for a wide range of problems, properness of some procedures has 
been established. However, not until recently, a constructive methodology for approximating relaxed 
minimizers with ordinary commensurate delayed controls had not been achieved. In this paper, we 
analyze a recently proposed methodology which explicitly derives the construction of approximate 
original solutions. We compare it with previous techniques and explain why it turns out to be the 
only one which, for the general case, is useful from an algorithmic point of view. We also include a 
program, based on this technique, for the construction of minimizing approximate original solutions 
for constant controls involving one delay. 
1. INTRODUCTION 
The theory of relaxation of optimal control problems is fully explained in Warga’s book [l] and 
we assume the reader is familiar with the standard relaxation technique for delay free systems. 
For notational purposes, we briefly summarize the main features of this technique. 
Given T c IFt and R c R" compact sets, denote by U(T, a) the set of measurable functions 
u: T + IR” satisfying u(t) E R a.e. in T. Elements of U(T, a) are called ordinary controls. A 
relaxed control is a measurable function p mapping T to the space of Radon probability measures 
on 0, where “measurable” is understood in the sense that t H Jc(r)p(t)(dr) is measurable for 
all c E C(0). We denote by M(T, 0) the set of relaxed controls. It can be regarded as a subspace 
of the topological dual space of L’(T, C(0)) ac m on elements cp in the primal space according t’ g 
to cp ++ Jcp(t,p(t))dt = Jdt Jcp(t,r)p(t)(dr). We equip the set M(T,R) with the relative weak 
star topology of L1 (T, C(a))* and regard U(T, 0) as a subspace of M(T, 0) by identifying each 
u E U(T,R) with the function t H 6(u(t)) where s(a), the Dirac measure at a, denotes the unit 
measure concentrated at the point a. With this topology, it is known that the set M(T,R) is 
compact and coincides with the closure of U(T, R). 
For an optimal control problem with U(T, a) as the set of ordinary controls, under the usual 
assumptions imposed on the data of the problem, the dynamics are well defined on M(T,Q), 
extending those on U(T, G). The topological properties of these sets of controls imply the exis- 
tence of a relaxed minimizer and the fact that it can be approximated with ordinary controls. We 
summarize these two properties by the statement “the set of relaxed controls provides a proper 
extension to the set of original controls.” 
For the class of optimal control problems involving delays in the control functions, which we 
studied in [2-51, one is given real numbers 0 < 01 < . . . < 0, < 1, s1 c IP compact and 
T = [0, 11. An ordinaq control for these problems is given by a function (uo,2~1,. . . ,up) in 
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U(T, np+‘) satisfying the compatibility conditions ui(t) = ui_i(t - ai) a.e. in Ti, where Be = 0, 
CX~ = Bi - Bi_i and Ti = [cY~, l] for all i = 1, . . . , p. We denote by U(Bi , . . . , 0,) the set of ordinary 
controls. The object we have been searching is a compact subset of M(T, W+l) which coincides 
with the weak star closure of U(Bi, , . . , e,), i.e., a set of relaxed controls which provides a proper 
extension to the set of original controls. 
Throughout this paper, we shall be concerned only with the case of commensurate delays, that 
is, when Bi = i/3 (i = 1,. . . ,p) for some B E (0,1/p). This case is treated in [1,6,7] by reducing 
the control system to one without delays and imposing certain mixed boundary conditions on the 
state variables. This reduced problem technique turns out to be unsatisfactory in several respects 
(for a full discussion we refer to [2,5]), mainly due to the fact that no extension is exhibited 
for the original problem and one deals instead with the standard relaxation model of the delay 
free problem in a higher dimensional space. This fact led to the introduction of a new model, 
the strong relamtion procedure (see [2]). Properness of this procedure was established in [2] by 
making use of a well-known result on “disintegration of measures” and applying abstract results 
concerning existence of measures with specified marginal distributions. The proof, however, 
failed to be constructive in the sense that one may not be able to exhibit a sequence of ordinary 
delayed controls converging to a given strongly relaxed control. This problem was solved in [5] 
by giving a new (constructive) proof of the fact that the space of strongly relaxed controls 
coincides with the weak star closure of the space of ordinary delayed controls. Also in [2], a new 
abstract relaxation scheme, which we refer to as the D-model and it is applicable to problems 
with possibly noncommensurate delays, was introduced and, in [8], it was shown to be proper. 
The main disadvantage of this procedure is that the conditions defining membership of the space 
of ZXrelaxed controls are not of a simple verifiable nature, contrary to the case of strongly relaxed 
controls. 
Examples provided in this paper illustrate the application of the different techniques, and 
we explain why the “reduced problem,” the “disintegration of measures,” and the “D-model” 
techniques may fail to exhibit a minimizing original solution approximating a given strongly 
relaxed control. We also illustrate the use of the new methodology introduced in [5] and include 
a program for the construction of minimizing approximate original solutions for constant controls 
with one delay. 
2. THE FOUR TECHNIQUES 
The two fundamental questions we have been dealing with in [2-5,8,9] concerning a proper re- 
laxation of delayed controls can be posed as follows. First, which elements of M(T, W+l) can be 
approximated (under the weak star topology of L1(T, C(Wfl))*) with elements of U(&, . . . , 0,). 
Second, how can this approximation be achieved. Let us briefly review the four different tech- 
niques mentioned above. 
1. THE REDUCED PROBLEM TECHNIQUE. In [l], Warga’s approach for the commensurate case 
is based on the “method of steps” technique to reduce a control system of this nature to a delay 
free problem. The main idea is to section ordinary controls and the corresponding trajectories 
into segments of length 0 and to stack these segments to form higher dimensional vector valued 
functions on the interval [0, 01. The resulting functions satisfy a delay free differential equation 
together with certain mixed boundary conditions. Applying the standard relaxation procedure to 
the reduced problem, existence of minimizers is assured, they can be approximated with ordinary 
(reduced) controls, and the associated ordinary delayed controls will come close to achieving the 
infimum cost. Neither of the two questions posed above is solved, since no subset of M(T, W’+‘) 
is even defined through this technique. 
2. THE DISINTEGRATION OF MEASURES TECHNIQUE. In [2], the notion of strong relaxation 
was introduced as follows: an element ,u of M(T, W+‘) 1s a strongly relaxed control if, for all cp 
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dt cp(t, rl, m, . . . , rpMt)(dr) = 
0 J J dt ~(4 TO, ~1,. , rp-l)p(t - Wdr) 9 
or, in other words, if PI,2 ,..., pp(t) = %,l,.._, p-lp(t - 0) 8.e. in [e, 11, where %,I ,..., p--l and 73,~ ,.,., p 
are functions mapping C(Rp+l)* onto C(V)* and, applied to p(t), denote the projections onto 
the p coordinates (TO, ~1, . . ,rp-l) and (ri,ra, . . , rP) of p(t), respectively. Properness of this 
procedure was established by making use both of results on disintegration of measures and of the 
reduced problem technique: given a strongly relaxed control /-1, one constructs a relaxed control fi 
for the reduced problem together with an ordinary (reduced) control fi (both defined on [O,e]) 
whose cost is arbitrarily close to that of fi and, by applying a one-to-one mapping from ordinary 
delayed controls to ordinary controls for the reduced problem, one obtains an ordinary delayed 
control whose cost is arbitrarily close to that of p. The relaxed control fi associated to p may 
not be explicitly exhibited (only its existence is assured) and thus, though this technique solves the 
first question, it leaves open the second one for the general case. 
3. THE D-MODEL. In [2], the model of V-relaxation was introduced as follows: an element ~1 
in M(T, CW’) is a V-relaxed control if Ji dtJcp(t,ro, rl,. . . , rr)p(t)(dr) 5 0 for all cp E 
L’(T,C(flP+‘)) such that, for everyu E U([-8,,1],R), Jtcp(t,u(t),u(t-OI), . . ,u(t-0,))dt < 0. 
In [2], we were able to show that the set of D-relaxed controls coincides with the closure of the 
convex hull of L/(81,. . , 0,). Properness was established in [8] where Warga and Zhu prove that 
the closure of U(Bi, . . , ~9,) is convex. Verification of membership of the set of D-relaxed controls 
is achieved for a very restricted set of functions. The first question is solved but, from a practi- 
cal point of view, the technique may fail to establish if a given relaxed control can or cannot be 
approximated with ordinary controls. The second question is left unsolved. 
4. THE CONSTRUCTIVE APPROACH. The methodology introduced in [5] exhibits, given a 
strongly relaxed control p, a sequence of ordinary delayed controls which converges to ~1, and this 
construction is independent of the reduced problem technique. This methodology solves the two 
questions. 
3. TWO EXAMPLES 
In this section, we give two examples of strongly relaxed controls and explain how the different 
techniques described above are applied in order to obtain sequences of ordinary delayed controls 
converging to the given relaxed controls. For these examples, we shall deal with a single delay 
0 = l/2, and T = 0 = [0, l]. 
The reduced problem technique is not applicable to these examples simply because, as we 
explained before, it is not related to strongly relaxed controls: it associates relaxed controls only 
to original delayed controls. The disintegration of measures technique solves precisely this last 
question: one associates to a given strongly relaxed control p E M(T, C12) a relaxed (reduced) 
control fi E M( [0,1/2], f13) satisfying, a.e. in [0, l/2], PI,&(t) = p(t) and Pz,ljl(t) = p(t + l/2). 
One then constructs, based on the standard relaxation technique for delay free problems, a 
sequence {Gi} c U( [0,1/2], Q3) of ordinary (reduced) controls which converges to fi. The desired 
sequence {(ui,vi)} c L/(1/2) f d’ o or mary delayed controls converging to p is then obtained by 
defining 
(u’@)’ vi(t)) ‘= { 
(W,, GIG)) 1 if t E [0, $) , 
(ui (t _ $.) 1 ui (t _ .L)) , if t E [$, 11 . 
For the D-model technique, one has to verify if the candidate is a D-relaxed control. If so, the 
results given in [2] and [8] imply that it can be approximated with ordinary delayed controls, but 
no methodology for constructing such a sequence is provided. For the constructive approach, we 
8 A. CALDER~N AND J. F. ROSENBLUETH 
partition fl into sets R; of diameter at most l/i, say 
R; = b;&], R;= (s&l, for all k = 2,. . ,i + 1. 
We also partition T = [0, l] by setting 
Tf = (j - lP 9 
3 
[ 
-, 
i 
T) = [g, ;>, forallj=1,...,2i 
and calculate, for all i E N, j E (1,. . . ,2i} and k,l E (1,. . . ,i + l}, Q;,~,~ := s,“, p(t)(Rk x Ri)dt. 
We then partition each Tj into measurable sets Tj,k,l such that m(Tj,,,,) = CI~,;,~ and choose, for 
each k E (1,. , . ,i + l}, a point ri E Ri. Letting (ui(t),vi(t)) := (rk,rf) for all t E @,T;,, > 1 
(k, 1 = 1,. . . , it l), it follows that limi(ui, v,) = p. As we show in [5], the fact that p is a strongly 
relaxed control allows us to reorder the sets Tj,k,l so that vi(t) = uZ(t - l/2) a.e. in [l/2,1]. 
EXAMPLE 3.1. Consider the function p(t) = (l/2)6(0,0) + (l/2)6(1,1) (t E [O,l]). One readily 
verifies that this is a D-relaxed control, but no way of approximating it with elements of U(1/2) 
is obtained through this technique. To apply the disintegration of measures technique, define 
P(t) = (l/2)6(0,0,0) + (l/2)6(1,1,1) (t E [0,1/2]). This function is an element of M([O, l/2], a’) 
and, clearly, it satisfies P,&(t) = p(t) and Pz,l,h(t) = p(t + l/2) a.e. in [0,1/2]. By an appli- 
cation of the standard relaxation technique for delay free problems, we obtain a sequence {tii} 
of measurable functions mapping [0,1/2] to 0’ which converges to fi. This sequence takes on 
alternately the values (0, 0,O) and (1, 1,1) on successive intervals of length l/(4$. The associated 
sequence {(ui, vi)} C U(1/2) converging to p then takes on alternately the values (0,O) and (1,1) 
also on successive intervals of length 1/(4i). To apply the constructive approach, observe that, 
for all i E W and j E (1,. . . ,2i}, ai,+ = 1/(4i) if k = 1 E (1, i + l} and 0 otherwise. We then 
proceed directly to construct the sequence {(ui, wi)} in U(1/2) by letting 
2i 
(O,O), for all t E U Tj,l,l, 
(w(t), vi(t)) := 
j=l 
2i 
(I, I), for all t E U Tj,i+l,i+il 
j=l 
where {Ti,,,,, Tj,,+,,i+,} for j = 1,. . . , 2i are successive intervals of length 1/(4i). 
EXAMPLE 3.2. Consider the function p(t) = (l/2)6(1,0) + (l/2)6(0,1) (t E [O,l]). Contrary 
to the previous example, there is no simple way to verify if ~1 belongs to the set of D-relaxed 
controls. Now, let /Ii(t) = (l/2)6(1,0,1) + (l/2)6(0,1,0) (t E [0,1/2]). As before, we obtain a 
sequence {tii} in U( [0, I/2], n3) w ic converges to fi, taking on alternately the values (1, 0,l) h h 
and (0, 1,0) on successive intervals of length 1/(4i). The sequence {(ui, wi)} c U(1/2) converging 
to p then takes on alternately the values (0,l) and (1,0) on [0,1/2) and the values (1,0) and 
(0, I) on [l/2,11 on successive intervals of length 1/(4i). For the constructive approach, observe 
that, for all i E N and j E (1,. . . ,2i}, r~j,~,~ = 1/(4i) if k # 1 E {l,i + 1) and 0 otherwise. 
If {Tj,,l,i+l,Tj,i+l,l} for j = 1,. . . , i correspond to successive intervals of length 1/(4i), we set 
q,i+i,i := Tj_i,l,i+l + l/2 and Tj,l,,+l := Tj_z,i+l,l + l/2 for all j = i + 1, . . . ,2i. The resulting 
sequence 
( 
2i 
(0, 11, for all t E U T$,,+l, 
c%(t), vi(t)) := 
j=l 
2i 
(l,O), for all t E l_J Tj,,i+l,l, 
j=l 
converges to p and satisfies vi(t) = ui(t - l/2) a.e. in [l/2,1]. 
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The previous examples are of a very simple nature. An application of the different techniques 
becomes much more complicated for a function such as, for example, 
p(t) = cxl(t)s (‘ill(t), q(t)) + . . . + h(t)6 (%(t),%(t)) t E T, 
where IJ~, vi E U(T, Cl), 0 5 a%(t) I 1 and Cy ai( t) = 1. Clearly, one may not be able to verify if 
such a function belongs to the set of V-relaxed controls. Now, if p is a strongly relaxed control, 
an explicit methodology for constructing a function fi E M([O, l/2], Q3) satisfying, a.e. in [0,1/2], 
Pi,oF(t) = p(t) and P&(t) = ~(t + i/2), is not given in the techniques used in [2]. In fact, the 
construction for an arbitrary strongly relaxed control is based on abstract results which provide 
an answer in the affirmative only to the existence of the associated extended function. However, 
even if one is successful in finding such a function, one faces the disadvantage of transforming the 
problem twice (both in the construction and in using the inverse mapping between reduced and 
original controls) on spaces whose dimension increases rapidly with the length of the underlying 
time interval and with the number of delays. In contrast, the constructive approach requires only 
the calculation of CY~ k l > I together with the correct order of the sets Ti k l. , 7 
4. THE CONSTANT CASE WITH R = (0) u (1) 
In this section, we provide a program which, based on the constructive approach given in [5], 
shows how to approximate constant strongly relaxed controls. We shall consider the case of one 
single delay and assume that R is given by two points, say 0 and 1. Though this case simplifies in 
several important aspects the technique used, it illustrates what in [5] we referred to as “switching 
over” the sets of the form Tjk l. 
Suppose then that T = [0, i]: R = (0, l}, 0 E (0, 11, p(t) = CI~(CLI,~~)+. . .cm6(am, b,) (t E T), 
where CT ci = 1, 0 5 ci < 1, and ai, bi E R (i = 1, . . . , m), and p is a strongly relaxed control, 
i.e., PIP(t) = Pop(t - 8) a.e. in [CC’, 11. Observe first that, since ai,& E Sz (i = 1,. . . , m), p can 
be expressed in such a way that p(t) = qS(O,O) + c26(0,1) + csb(l,O) + c46(1,1). Since p is a 
strongly relaxed control, cg = cs. Now, let j(i) = min{k E N 1 k6’ 2 i} and set Ri = (0) and 
Ri = (1). To calculate the value of (Y;,~,~ for j E { 1,. . . , j(i)} and k, 1 E { 1,2}, we can proceed 
as the following program shows. 
for i:=i until n do 
begin 
x[i] :=theta/i; 
alpha [i , I, 11 :=x Cil *c Cl1 ;
alpha [i , 1,21 : =alpha [i ,2, I] :=x [il *c [2] ; 
alpha Ci, 2,2l : =x Gil *c C41 ; 
end ; 
Observe that alpha Ci , k, 11 does not depend on j since p is constant and the value of m(Tj) 
is always e/i. Now, to define the sets Tjk l , , which determine the values of the sequence (ui, vi), 
consider the following program. 
for i:=l until n do 
begin 
tCi.,0,2,21 :=O; 
for j :=l until j (i> do 
begin 
t[i,j,l,il:=t[i,j-1,2,21 + alphaCi,l,il; 
t[i,j,2,2l:=j*x[il; 
if (j mod 2) = 1 then 
begin 
t[i,j,i,21:=t[i,j,i,il + alphaCi,l,21; 
t[i,j,2,11:=tCi,j,l,21 + alpha[i,2,11; 
end else 
begin 
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t[i,j,2,1]:=t[i,j,l,Il + alphaCi,2,11; 
t[i,j,i,2] :=t[i,j,2,11 + alphaCi,i,21; 
end ; 
end ; 
end ; 
For j = l,.. . ,j(i), if (j mod 2) = 1, the sequence (ui(t),vi(t)) will take on the values (O,O), 
(0, I), (LO) and (1,l) on the intervals I$--~.z,z,~~J,I)~ [~~,I,I~~~,~,~)~ &~,~~,~,I)~ I~~,~J~~~,~J) 
and, if (j mod 2) = 0, on the intervals [tj-I,2,z,t~,I,I), [t5,2,1,$,1,2), [~~,l,l,~~,z,l), [t5,1,2,tj,2,2), 
respectively. 
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