The empirical best linear unbiased predictor (EBLUP) in the linear mixed model (LMM) is useful for the small area estimation, and the estimation of the mean squared error (MSE) of EBLUP is important as a measure of uncertainty of EBLUP. To obtain a second-order unbiased estimator of the MSE, the second-order bias correction has been derived mainly based on Taylor series expansions. However, this approach is harder to implement in complicated models with more unknown parameters like variance components, since we need to compute asymptotic bias, variance and covariance for estimators of unknown parameters as well as partial derivatives of some quantities. The same difficulty occurs in construction of confidence intervals based on EBLUP with second-order correction and in derivation of second-order bias correction terms in the Akaike Information Criterion (AIC) and the conditional AIC. To avoid such difficulty in derivation of second-order bias correction in these problems, the parametric bootstrap methods are suggested in this paper, and their second-order justifications are established. Finally, performances of the suggested procedures are numerically investigated in comparison with some existing procedures given in the literature.
Introduction
The linear mixed models (LMM) and the model-based estimates including empirical best linear unbiased predictor (EBLUP) or the empirical Bayes estimator (EB) have been recognized useful in small area estimation. The typical models used for the small area estimation are the Fay-Herriot model and the nested error regression model (NERM), and the usefulness of EBLUP is illustrated by Fay and Herriot (1979) and Battese, Harter and Fuller (1988) . For a good review and account on this topic, see Ghosh and Rao (1994) , Rao (2003) and Pfeffermann (2002) .
When EBLUP is used to estimate a small area mean based on real data, it is important to assess how much EBLUP is reliable. One method for the purpose is to estimate the mean squared error (MSE) of EBLUP, and asymptotically unbiased estimators of the MSE with the second-order bias correction have been derived based on the Taylor series expansion by Prasad and Rao (1990) , Datta and Lahiri (2000) , Datta, Rao and Smith (2005) , Das, Jiang and Rao (2004) , Kubokawa (2010b) and others. A drawback of this method is that it is harder to compute the second-order bias, variance and covariance of estimators of more unknown parameters including variance components, and that it is troublesome to derive partial derivatives of some matrices with respect to unknown parameters. To avoid this difficulty, Butar and Lahiri (2003) proposed the parametric bootstrap method, which is easy to implement, since we do not need to compute the second-order bias, variance and partial derivatives. For some recent results including nonparametric methods, see Lahiri and Rao (1995) , Hall and Maiti (2006a) and Chen and Lahiri (2008) .
We have other problems to be faced with the same difficulty as in the MSE estimation. One is the problem of constructing a confidence interval based on EBLUP such that it satisfies the nominal confidence level with the second-order accuracy. Datta, Ghosh, Smith and Lahiri (2002), Basu, Ghosh and Mukerjee (2003) and Kubokawa (2010a) derived such confidence intervals using the Taylor series expansion. To avoid the difficulty in derivation of second-order moments, Hall and Maiti (2006b) and Chatterjee, Lahiri and Li (2008) proposed the confidence intervals using the parametric bootstrap method.
A similar difficulty occurs in evaluating the bias terms of AIC and conditional AIC. The Akaike Information Criterion (AIC) originated from Akaike (1973, 74 ) is recognized very useful for selecting models in general situations, and it is also useful for selecting variables in LMM. When unknown parameters in the model are estimated by the maximum likelihood estimator, the penalty term, which is a kind of bias, is known to be 2 × p for dimension p of unknown parameters. When the unknown parameters in LMM are estimated by other estimators, however, Kubokawa (2011) showed that the penalty term includes partial derivatives of the estimator and the covariance matrix. Concerning the conditional AIC, on the other hand, Vaida and Blanchard (2005) and Liang, Wu and Zou (2008) proposed the conditional AIC in LMM, but their derivations were limited to the cases that the parameters in LMM are partly known. Recently, Kubokawa (2011) derived the second-order bias correction term for the conditional AIC, but it is harder to compute in more complicated models since the penalty term consists of the second-order bias, variance and covariance of estimators and partial derivatives of the covariance matrix.
In this paper, we treat the problems mentioned above, and provide useful procedures based on the parametric bootstrap method to avoid the computational difficulties. In Section 2, we suggest the MSE estimator, the confidence interval, AIC and the conditional AIC using the parametric bootstrap. Concerning the MSE estimation, Butar and Lahiri (2003) estimated the third term of the MSE, denoted by g 3 , based on the parametric bootstrap, while in this paper, we consider to estimate the second-order approximation of g 3 using the parametric bootstrap method. A similar approach applies to the confidence interval, and we estimate the second-order correction term based on the parametric bootstrap method. This is different from the parametric bootstrap procedure suggested by Chatterjee, et al . (2008) who obtained two end-points of a confidence interval based on a distribution generated by the parametric bootstrap sampling. In Section 3, we give the proofs for the second-order justifications of the procedures given in the paper under several conditions.
In Section 4, we carry out simulation experiments in the Fay-Herriot model to compare the proposed procedures with ones given in the literature. In Section 5, the nested error regression models (NERM) are treated to analyze the posted land price data, and the suggested information criteria are used for selecting regressors. For estimating the averages of land prices in small areas, we give values of EBLUPs, proposed estimates of their MSE and proposed confidence intervals based on the NERM with the selected regressors. These numerical investigations demonstrate that the proposed procedures based on the parametric bootstrap methods work well and are useful.
MSE Estimation, Confidence Interval and AIC Based on the Parametric Bootstrap Method

Linear mixed model and parametric bootstrap method
Consider the following two linear mixed models: One is a model which original data follow, and the other is a model which generates simulated data through the parametric bootstrap method.
[1] Model 1. An N × 1 observation vector y of the response variable has the general linear mixed model
where X and Z are N × p and N × M matrices, respectively, of the explanatory variables, β is a p×1 unknown vector of the regression coefficients, v is an M ×1 vector of the random effects, and ϵ is an N × 1 vector of the random errors. Here, v and ϵ are mutually inde-
The parameter θ consists of variance components and others, and it is estimated by consistent estimator θ based on y through various methods including maximum likelihood and restricted maximum likelihood methods. Then, β is estimated by β = β( θ).
[2] Model 2. An N × 1 random vector y * given y has the linear mixed model
where X and Z are the same matrices as given in (2.1), and given y, v * and ϵ * are conditionally mutually independently distributed as v * |y ∼ N M (0, G( θ)) and ϵ * |y ∼ N N (0, R( θ)).
Before stating the main results, it may be instructive to explain the intuitive idea of using the parametric bootstrap method based on Model 2. Let g(θ) be a differentiable function with g(θ) = O (1) . Although g( θ) is an asymptotically unbiased estimator of g(θ), in general, there exists a second-order bias. Then, we need to approximate the expectation
. It is supposed that the approximation is given by
is a continuously differentiable function with O(N −1 ). Thus, we can get the second-order unbiased estimator g( θ)−b g ( θ), namely,
Since, in general, the function b g (θ) can be derived using the Taylor series expansion, it is based on partial derivatives with respect to θ i , i = 1, . . . , q, and moments of estimator θ, and we need to derive partial derivatives and moments for each model and each estimator θ. This means that different calculations are requested for different models and different estimators, so that those calculations must be harder for more complicated models. Instead of this method, Butar and Lahiri (2003) and Chatterjee et al . (2008) proposed an alternative approach through the parametric bootstrap method. The function
, where E * [·|y] is the expectation with respect to Model 2 given y, and the calculation of θ * is the same as that of θ except that θ * is calculated based on y * instead of y. Since given y, the expectation E * [g( θ *
)|y] can be approximated as
Thus, we obtain the second-order unbiased estimator 2g
)|y] which is free from differentiations or moments of θ. This idea can be used in this paper to provide an estimator of MSE of EBLUP, a corrected confidence interval based on EBLUP and conditional and unconditional Akaike Information Criteria.
Estimation of MSE of EBLUP
Based on the parametric bootstrap method, we first derive an estimator of MSE of EBLUP for the general scalar quantity
where a and b be p × 1 and M × 1 vectors of fixed constants. It is noted that the marginal and the conditional distributions of y given v are, respectively, 
which is the best linear unbiased predictor (BLUP) of µ. When an estimator θ is available for θ, we can estimate µ by the empirical (or estimated) best linear unbiased predictor (EBLUP) µ EB ( θ), which is also called an empirical Bayes estimator in the Bayesian context.
The MSE function of EBLUP
as shown in Prasad and Rao (1990) and Datta and Lahiri (2000) , where
. The terms g 1 (θ) and g 2 (θ) can be rewritten as
Using the argument as in (2.4), we can estimate g 1 (θ) + g 2 (θ) by
For g 3 (θ), in this paper we use the estimator given by
Thus, we get the estimator
In Section 3.2, we shall show that E[mse
Confidence interval based on EBLUP
We next construct a confidence interval of µ = a ′ β + b ′ v based on EBLUP which satisfies the nominal confidence level with the second-order accuracy. Since mse * ( θ, µ EB ( θ)) is an asymptotically unbiased estimator of the MSE of EBLUP, it is reasonable to consider the confidence interval of the form
where z α/2 is the 100×α/2% upper quantile of the standard normal distribution. However, the coverage probability P [µ ∈ I EB ( θ)] cannot be guaranteed to be greater than or equal to the nominal confidence coefficient 1 − α. To address the problem, we consider the correction function given by 11) which is an asymptotically unbiased estimator of h 1 (θ) given in (3.14). Then, the corrected confidence interval is provided by
( θ) is that it cannot give an interval when mse * ( θ, µ EB ( θ)) takes a negative value. A simulation experiment given in Section 4.2 shows that such a shortcoming occurs in an extreme case. Thus, we suggest the alternative corrected confidence interval I CEB * 2
where
In Section 3.2, it can be shown that P [µ ∈ I CEB * i
AIC and conditional AIC
In this section, we derive the Akaike Information Criterion (AIC) and conditional AIC using the parametric bootstrap method. where β(y) = β( θ) and θ(y) are estimators based on y, and f m (y|β, θ) is a marginal density function of y given by
Akaike's AIC can be derived as an asymptotically unbiased estimator of AI(θ), namely,
When AIC is an exact unbiased estimator of AI(θ), it is called the exact AIC, which was suggested by Sugiura (1978) , but in general, it is difficult to get in LMM.
Define ∆ * 1 (y) and ∆ * 2 (y) by
) and
Then, we suggest two kinds of AIC given by
[2] cAIC * . AIC is derived from the marginal (or unconditional) distribution of y, and it measures the prediction error of the predictor based on the marginal distribution. This means that AIC is not appropriate for the focus on the prediction of specific areas or specific random effects. For example, EBLUP is used for predicting the random effects associated with a specific area in the context of the small area estimation. Taking this point into account, Vaida and Blanchard (2005) proposed the conditional AIC which measures the prediction error of the predictor incorporating EBLUP based on the conditional distribution given the random effects.
The conditional AIC is derived as an (asymptotically) unbiased estimator of the conditional Akaike information (cAI) defined by
where β(y) = β( θ) and v(y) = v(θ) = G(θ)Z ′ Σ(θ) −1 {y − X β(θ)} are estimators based on y and f (v|θ), respectively, are a conditional density function of y given v and a marginal density function of v. Note that 19) for R = R( θ) and R * = R( θ * ). Then, we propose the conditional AIC given by
In Section 3.3, it can be shown that
Proofs of Second-order Approximations
Notations and common assumptions
In this section, we verify that the procedures proposed in the previous section have secondorder approximations. We begin by introducing the notations used here. Let C [k] θ denote a set of k times continuously differentiable functions with respect to θ. For partial derivatives with respect to θ, we utilize the notations
and
where A(θ) is a scalar, vector or matrix. For the first and second differential operators with respect to y, we use the notations
namely, the i-th element of ∇ y and the (i, j)-th element of ∇ y ∇ ′ y are ∂/∂y i and ∂ 2 /∂y i ∂y j , respectively.
For
be the eigenvalues of Σ and let those of
Throughout the paper, assume the following conditions for large N and 0 ≤ i, j, k ≤ q:
(A1) The elements of X, Z, G(θ), R(θ), p, q and M are bounded, and X ′ X is positive definite and X ′ X/N converges to a positive definite matrix;
is an estimator of θ which satisfies that θ(−y) = θ(y) and θ(y+Xα) = θ(y) for any p-dimensional vector α.
(A4) It is assumed that θ − θ is expanded as
where , respectively, are given as solutions of the following equations:
2)
For the details, see Searle, Casella and McCulloch (1992) . It is noted that both estimators are location invariant, namely, θ(y + Xα) = θ(y) for any p-dimensional vector α. Thus, the condition (A3) is satisfied. Other Estimators are also used in some specific models, and Kubokawa (2010b) showed that the Prasad-Rao estimator and the Fay-Herriot estimator satisfy the conditions (A1)-(A4) in the Fay-Herriot model and the nested error regression model.
MSE estimation and interval estimation
[1] Second-order unbiasedness of the MSE estimator. We first treat the estimation of MSE of the EBLUP µ EB ( θ), where µ
−1 ZG(θ)b, and show that the MSE estimator mse * ( θ, µ EB ( θ)) given in (2.9) has the second-order unbiasedness.
Let g 3 (θ) and g 4 (θ) be functions defined by
, and the (i, j)-th element of B(θ) is given by
It is noted that B(θ) = 0 when G and R are matrices of linear functions of θ.
To establish the second-order approximation, we assume the following conditions:
(B1) The elements of a and b are uniformly bounded, and s(θ) satisfies that s(θ) ∈ C [2] 
Theorem 3.1 Assume the conditions (A1)-(A4) and (B1)-(B2). Then, mse
Proof. Kubokawa (2010b) proved in his theorems 2.1 and 2.2 that
which can be established under the conditions (A1)-(A4), (B1) and (B2)(i). Then from (3.8), it follows that
Hence from (3.9) and (3.10), it is seen that under condition (B2),
Thus, we get
Combining (3.11) and (3.13) gives
Finally, it follows from Kubokawa (2010b) that
which proves (3.6).
[2] Second-order corrected confidence interval. We next treat the interval estimation of µ with the corrected confidence intervals I CEB * 1 ( θ) and I CEB * 2 ( θ) given in (2.12) and (2.13), and show that the coverage probability can be approximated to the confidence coefficient in the second-order accuracy.
For the purpose, let us define function h 1 (θ) by
Assume the following condition:
Theorem 3.2 Assume the conditions (A1)-(A4) and (B1)-(B3). Then,
Proof. Let us define U and V * by
Using the same arguments as in the proof of theorem 2.3 of Kubokawa (2010b), we can verify that
It is noted that mse
, where mse( θ) is given in (3.5). Then, it can be seen that
. Hence, from (3.17), it follows that
. This approximation is used to rewrite (3.16) as
Kubokawa (2010b) showed in the proof of his theorem 2.3 that
, which proves the theorem.
Theorem 3.3 Under the same conditions as in Theorem 3.2,
Proof. In the proof of Theorem 3.2, we need to replace mse * ( θ), V * and h * 1 ( θ) with
It follows from the proof of theorem 2.3 of Kubokawa (2010b) 
3) and (3.7). Also it can be shown that
It is here noted that
which can be verified from (3.8) and (3.9). Also note that h *
, and the proof is complete. 
Derivation of AIC
Assume the following conditions:
Theorem 3.4 Assume the conditions (A1)-(A4) and (C1)-(C2).
Then,
Proof. Define ∆ 1 (θ) and ∆ 2 (θ) by
Kubokawa (2011) proved in the proof of his theorem 2.1 that
and that
, and we get the theorem.
Concerning the cAIC * given in (2.20), let us define c 1 (θ) and c 2 (θ) by
] .
(C3) R(θ) is continuously differentiable three times in θ, and lim 
Theorem 3.5 Assume the conditions (A1)-(A4) and (C3)-(C4).
Proof. Define ∆ c1 (θ) and ∆ c2 (θ) by
Using the arguments as in the proof of the theorem 2.2 in Kubokawa (2011), we can show that
and that Kubokawa (2010b) showed in the proof of his theorem 2.3 that
19). Since c 2 (θ) = O(1), it is observed that
Combining (3.20) and (3.21) proves the theorem.
Simulation Studies in the Fay-Herriot Model
In this section, we investigate how the proposed procedures perform in comparison with ones given in the literature in the Fay-Herriot model.
Fay-Herriot model and procedures used for comparison
The basic area level model proposed by Fay and Herriot (1979) is described by
where k is the number of small areas, x a is a p × 1 vector of explanatory variables, β is a p × 1 unknown common vector of regression coefficients, and v a 's and ε a 's are mutually independently distributed random errors such that For estimating θ, the following procedures are known and their biases and variances up to second order are summarized in Kubokawa (2010b).
[ML] The MLEθ
M is given as the solution of the equation
[REML] The REML estimatorθ R is given as the solution of the equation
[Fay-Herriot estimator] The Fay-Herriot estimatorθ F H is the solution of the equation
[Modified Fay-Herriot estimator] The modified Fay-Herriot estimatorθ m is the solution of the equation
Althoughθ F H has a second-order bias, the second-order bias of the modified Fay-Herriot estimatorθ m vanishes by adding the correction term m(θ).
[Prasad-Rao estimator]
The unbiased estimator suggested by Prasad and Rao (1990) 
takes negative values with a positive probability, they proposed to use the truncated estimatorθ T R = max{θ U , 0}.
For estimatorθ given above, Model 2 in (2.2) is described as ′ , namely, the s-th element is one, and the other elements are zero. EBLUP of µ s is written as
, and the functions s(θ), g 1 (θ) and g 2 (θ) are expressed as
Concerning the estimation of the MSE of EBLUP µ EB s (y s ; β(θ),θ), we here handle the following four estimators: One is the MSE estimator based on the parametric bootstrap method given by
which is from (2.9), where g 3
. Butar and Lahiri (2003) suggested another MSE estimator based on the parametric bootstrap method given by
Prasad and Rao (1990) and Datta and Lahiri (2000) suggested the MSE estimator based on the Taylor series expansion given by
. This can be also derived from (3.5). In this model, an exact unbiased estimator of the MSE can be derived by using the Stein identity and Datta, Kubokawa, Molina and Rao (2011) provided the unbiased estimator given by
[2] Corrected confidence interval. We here treat the following four confidence intervals based on EBLUP: The confidence intervals (2.12) and (2.13) with the correction terms using the parametric bootstrap method written by
where mse * (θ, µ EB ) is given in (4.3) and
As a confidence interval based on the Taylor series expansion, we treat the confidence interval with the correction term, given by
where mse(θ, µ EB ) is given in (4.5) and
The confidence interval proposed by Chatterjee, et al . (2008) is different from ours. As seen from (2.5), the conditional distribution of µ s given y is
. Although this suggests to construct a confidence interval from the distribution of σ s (θ)
where µ *
can be approximated by L * (z) with the second-order accuracy, and proposed the confidence interval of µ s given by
where q 1 and q 2 satisfies that
[3] AIC. Two kinds of Akaike Information Criteria based on the parametric bootstrap method are given by (4.11) where for Σ = Σ( θ) and
for u * = y * − X β(θ). On the other hand, AIC based on the Taylor expansion is described as AIC = −2 log f m (y| β(θ),θ) − ∆(θ), (4.12) where
. This was derived by Kubokawa (2011) .
[4] Conditional AIC. The conditional AIC based on the parametric bootstrap method is given by
Kubokawa (2011) derived the conditional AIC based on the Taylor series expansion given
Simulation results
We now investigate the performances of the proposed procedures by simulation and compare them with some existing procedures given in the literature. For the purpose, we adopt part of the simulation framework of Datta, et al . 
[Simulation experiment I] Let us consider the case that x ′ a β = 0 for simplicity as handled in Chatterjee, et al . (2008) 
We prepare the true values of M SE(θ, µ s (θ)) in advance, which can be computed based on 100,000 simulated data. The relative bias and the risk functions of MSE estimator mse s are given by
For confidence interval CI s of µ s = v s , the coverage probability and the length of CI s are given by
These values are computed as average values based on 10,000 simulation runs where the size of the bootstrap sample is 1,000. Further, those values are averaged over areas within groups
Concerning the MSE estimation, we handle the four estimators mse, mse * , mse
BL
and mse E given in (4.5), (4.3), (4.4) and (4.6), which are referred as TLap, PBap, PBbl and ExactU, respectively, since TLap is based on the Taylor approximation, PBap uses the parametric bootstrap procedure based on the approximation, PBbl is the parametric bootstrap method of Butar and Lahiri (2003) and ExactU is an exact unbiased estimator. The values of their relative biases 10 2 × B s (θ, mse s ) and risks 10 2 × R s (θ, mse s ) by simulation are reported in Table 1 , where the Prasad-Rao estimator is treated in columns (A) and (B) and the Fay-Herriot estimator is treated in column (C).
Since the ExactU is an unbiased estimator, it is clear that the values of the bias of ExactU are quite small, but it has very large risks. This means that estimating the MSE unbiasedly does not necessarily lead to improvement of the risk, but rather yields large variability in general. Investigating the relative biases and risks of TLap, PBap and PBbl in details, we can see that TLap is a positive bias, but PBap and PBbl have negative biases in the column (A) for appropriately balanced d i 's, and TLap has a slightly smaller risk than others. Although the relative biases and the risks of TLap, PBap and PBbl are small in (A), their values are large in the extreme case (B) with quite large d i in group G 1 . Especially, TLap have larger relative biases and risks except group G 1 . This may be caused by the estimator of θ. We thus investigate the case (C) where the Fay-Herriot estimator is used for θ. As indicated in (C), the biases and risks of TLap, PBap and PBbl are reasonably small for the Fay-Herriot estimator. In comparison of PBap and PBbl, it is seen that PBbl has a slightly smaller bias, while PBap has a slightly smaller risk, but their difference is little.
Thus, we suggest from Table 1 Table 2 .
In (A) for pattern (a) in Table 2 , three confidence intervals PB 1 , PB 2 and PBcll have slightly smaller coverage probabilities than 95% nominal coefficient, but their differences are not significant. TLap satisfies the nominal confidence level, but it has a tendency to take slightly larger coverage probability than 95%. In the case (B) for pattern (b), however, the parametric bootstrap procedures PB 1 , PB 2 and PBcll are not good since their coverage probabilities are much smaller than the nominal confidence coefficient. As defined in (4.2), the conditional distribution of y * a given y is N (x ′ a β(θ),θ + d a ), and the variability of y * strongly depends on the estimateθ. This implies that we need to use an estimator of θ with higher precision. Thus, we employ the Fay-Herriot estimator instead of the Prasad-Rao estimator. The resulting CP and EL are given in the column (C). As indicated, coverage probabilities of all the confidence intervals are improved in the sense that they are close to 95%. Especially, PB 2 and PBcll have superior behaviors. The difference between PB 1 and PB 2 appears in the coverage probability at G 1 in the case (C). In fact, mse * sometimes takes negative values in this case, and the resulting confidence interval PB 1 cannot construct an interval, which yields 94.6% coverage probability at G 1 , slightly smaller than the nominal confidence coefficient. PB 2 and PBcll are free from such a drawback. Comparing PB 2 and PBcll in case (C), we see that PB 2 has slightly smaller EL than PBcll, but the difference is quite small. Thus, we suggest from Table 2 that the confidence intervals TLap, PBap and PBcll with the Prasad-Rao estimator are not bad in pattern (a), but for pattern (b), the confidence intervals PB 2 and PBcll with the Fay-Herriot estimator are good.
[Simulation experiment II]
We next investigate the performances of AIC and conditional AIC derived in the previous sections through simulation and compare them in terms of the frequencies of selecting the true model.
′ , a p-vector of ones. Suppose that the true model is given by (p We compare the five selection criteria in the sense of frequency of selecting the true model (3). The criteria we examine are the existing procedures AIC and cAIC based on the Taylor series expansion, and the proposed ones AIC * 1 , AIC * 2 and cAIC * based on the parametric bootstrap method. In the simulation experiments, we use the Prasad-Rao estimator for θ. For each criterion and each candidate model (m), the number of selecting the model (m) is counted for 10,000 data set. We thus obtain the frequencies of the model (m) selected by the criteria by dividing the number by 10,000. These frequencies are reported in Table 3 , where the last column denotes the sum of two frequencies of (3) and (4). Although the model (4) is not true, it includes the true model (3), so that it may be not bad to look at the sum of the two frequencies. From Table 3 , it is seen that the parametric bootstrap procedures AIC * 1 , AIC * 2 and cAIC * are slightly worse than the existing criteria AIC and cAIC for patterns (a) and (b). For pattern (a), conditional information criteria cAIC and cAIC * have higher frequencies than the unconditional ones AIC and AIC * i , i = 1, 2. It is also seen that the differences in AIC, AIC * 1 and AIC * 2 are not significant. The frequencies of all the criteria are smaller in pattern (b) than in pattern (a).
The pattern (b) is the extreme case, and it may be better to use the Fay-Herriot estimator instead of the Prasad-Rao estimator. Table 4 reports the frequencies of the five criteria when the Fay-Herriot estimator is used for θ. From this table, we can see that the parametric bootstrap procedures AIC * 1 , AIC * 2 and cAIC * are much improved in light of frequency, and they are slightly better than AIC and cAIC.
Through these experiments, cAIC and cAIC * with the Prasad-Rao estimator are good for pattern (a) and that the use of the Fay-Herriot estimator for θ is recommendable for pattern (b). However, it seems that there are not significant differences among the frequencies of the five information criteria, and we need to examine more abour their behaviors in other situations and models as a future study. 
Nested error regression model
The nested error regression model (NERM) is described as
where k is the number of small areas, N = ∑ k a=1 n a , x ab is a p × 1 vector of explanatory variables, β is a p × 1 unknown common vector of regression coefficients, and v a 's and ε ab 's are mutually independently distributed as v a ∼ N (0, σ 
Also, AIC and conditional AIC are given in (2.17) and (2.20).
Posted land price data
We now apply the proposed procedures to the posted land price data along the Keikyu train line which connects the suburbs in Kanagawa prefecture to the Tokyo metropolitan area. Since those who live in the suburbs take this line to work or study in Tokyo on weekdays, it may be expected that the land price depends on the distance from Tokyo.
A data set of the posted land price data in 2001 and their covariates are available for 48 stations on the Keikyu train line, and we consider each station as a small area, namely, k = 48. For the a-th station, there are data of n a land spots, where the average of n a 's is 3.73. For b = 1, . . . , n a , we use five kinds of observations y ab , T RN a , DST ab , F OOT ab and F AR ab , where y ab denotes the value of the posted land price (Yen in the hundred of thousands) per m 2 of the b-th spot, T RN a is the time to take by train from the station a to the Tokyo station around 8:30 in the morning, DST ab is the geographical distance from the spot b to the nearby station a, F OOT ab is the time to take on foot from the spot b to the nearby station a and F AR ab denotes the floor-area ratio of the spot b. 4 , x 5 , x 6 , x 7 , x 8 and x 9 . Also, the constant term is denoted by x 0 . Then we can treat nested error regression model (5.1) with the regressor variables x 0 -x 9 as a full model. 
