Herein, we generate pseudo-features based on the multivariate probability distributions obtained from the feature maps in layers of trained deep neural networks. Further, we augment the minor-class data based on these generated pseudo-features to overcome the imbalanced data problems. The proposed method, i.e., cavity filling, improves the deep learning capabilities in several problems because all the real-world data are observed to be imbalanced.
Introduction: Imbalanced Data Problems
If some classes in a dataset contain few samples, the accuracy and other characteristics of these classes considerably decrease, which can cause problems during the application of machine leaning. When 90% of the data are negative and the remaining 10% are positive, an accuracy of 90% can be obtained if all the data are assumed to be negative. Therefore, positive samples are not detected. The machine learning algorithms tend to learn in a similar manner in case of imbalanced data because learning is driven by major classes containing large volumes of data. Further, a minor class contains a comparatively small volume of data.
Examples of real imbalanced data problems observed in reality include bioinfomatics [1] , security [2] [3] [4] [5] , finance [6] , satellite imaging [7] , medicine [8, 9] , software development [10, 11] , fault diagnosis [12] , risk management [13] , brain computer interface [14] , medical diagnosis [15, 16] , tool condition monitoring [17] , activity recognition [18] , video mining [19] , sentiment analysis [20] , behavior analysis [21] , text mining [20] , industrial system monitoring [22] , target detection [23] , software defect prediction [24] , hyperspectral data analysis [25] , and disease detection [26] .
Existing Solutions and Background
The imbalanced data problems were reviewed in previously conducted studies [27] [28] [29] ; in this subsection, typical methods for solving the imbalanced data problems will be reviewed. In the following examples, let us assume that the data contain major and minor classes with 5,000 and 500 samples each, respectively. The concept of these methods is to balance the data among various classes. Oversampling resamples minor-class data to balance them. In this example, minor classes are resampled 10 times. However, random oversampling may result in data overfitting. In contrast, undersampling reduces the major-class data for balancing the dataset. In this case, only 500 samples would be used in each major class. However, random undersampling may eliminate important data. Random elimination of the major-class data is not the only undersampling method. For instance, informed sampling, where the sampling weight is calculated, can leave important data. In this example, 4,500 of the 5,000 samples in each major class are disposed, which denotes a wastage, especially because the deep learning algorithms require large volumes of data. Thus, undersampling does not occasionally work well in deep learning. As we can observe from our experiments, undersampling improves the minor class performance; however, the total amount of data decreases, reducing the accuracy, precision, recall, and f1 scores, which may cause other problems.
The synthetic minor class oversampling technique (SMOTE) [30] is a pseudo-data generation method. In SMOTE, the minor-class data k-neighbors are selected, and pseudo-data are generated at the interpolations of k-neighbors, as illustrated on the left side of Fig. 1 . Theoretically, pseudo-data cannot cross the original determination borders in SMOTE, whereas our proposed method, i.e., cavity filling, can cross the border and push it forward, as illustrated on the right side of Fig. 1 .
In deep learning feature spaces, SMOTE is used to augment data, though not for imbalanced data problems, and has been previously studied [31] . Further, we compare SMOTE in feature spaces with cavity filling and denote that our proposed method always outperforms SMOTE in the experiments.
Minority Class Data
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Proposed Method Generated M True Boarder Figure 1 : Left: In SMOTE, the minor-class data are randomly selected (denoted as M in the figure) . Further, k-neighbors (3-neighbors in this study) are selected, and pseudo-data are generated at the interpolating points. Right: Even though the pseudo-data generated by SMOTE cannot go beyond the determination border, our proposed method can go beyond the border and push it forward near to the true determination border.
The weight-adjusted loss function exists in addition to the sampling methods. A weight-adjusted loss function aims to reduce the weights of the major classes and increase those of the minor classes in the loss function. In our example, the minor-class losses increase by 10 times when compared with the major-class losses.
Bagging and boosting: Many methods are available to reduce the major-class data from 5,000 to 500 in undersampling. Further, the corresponding classifiers can be constructed, and ensemble learning can be achieved using these classifiers. Ensemble learning with undersampling is a good methodology [32] ; however, ensemble learning can be computationally expensive in case of deep learning.
Combination of methods:
In real applications, we solve imbalanced data using various combinations of methods and do not use only a single method. Therefore, we add one method that is worth testing to other methods.
Background: Recent Progress and Success in Deep Learning
As will be clarified by the remainder of this study, the success of our proposed method can be attributed to the achievements in deep learning. Deep neural networks accurately capture the feature distributions; thus, multidimensional probability distributions that accurately fit the features can be obtained. It was not until recent progress and success in deep learning that our proposed method would have been possible. Thus, our proposed method belongs to the deep learning age.
Contributions
The contributions of our study can be given as follows.
1. We propose a method named "cavity filling" to synthesize pseudo-features based on the multivariate probability distributions obtained from feature maps in a layer of trained deep neural networks.
2. We virtually increase the data volume in minor classes using the generated pseudo-feature and make progress in multi-class imbalanced data problems in deep learning.
In cavity filling, we use the existing networks, such as ResNet [33] , in the experiments, and we do not have to modify the successful network structures, which is an advantage of our proposed method. Changing the structures of the existing successful networks may cause decreased performance.
Recent Works
Recent works on imbalanced data can be summarized as follows. The methods for imbalanced data in convolutional neural networks were compared [34] , and instance selections and geometric mean accuracy were studied [35] . Further, the cost-sensitive deep belief networks were studied [36] , and a cost function approach, i.e., class rectification loss, was studied [37] . The neighbors progressive competitive algorithm, inspired by the k-nearest neighbor, has also been proposed [38] . A boosting method known as locality informed under-boosting was proposed in a previous study [39] . Furthermore, an imbalanced cardiovascular medical dataset was previously studied [40] .Supplemental data selection for data rebalancing was also studied [41] . An approach to train the generative adversarial networks using imbalanced data and to generate the minor-class images was studied in [42] , and an example reweighing algorithm for deep learning was investigated [43] . A sampling method with a loss function, i.e., quintuplet sampling with triple-header loss, was also previously investigated [44] . Our proposed method can be explained as follows. We require two-stage training. Fig. 2 and Fig. 3 depict the diagrams of the procedure and its main idea, respectively.
Step 1: Train deep neural networks.
Step 2: Extract feature maps from a layer.
Step 3: Obtain multivariate probability distributions of these feature maps.
Step 4: Generate pseudo-features from the multivariate probability distributions to obtain pseudofeatures of the minor classes. Step 5: Train the layers following the layer from which features were extracted based on the real features and pseudo-features. Only the classifier layers are updated.
Step 6: Return the trained classifier layers to the original network and use the newly combined network for performing the estimation.
In the experiments, deep neural networks are trained using the original imbalanced data. Further, features are extracted from the layer immediately before the classifier layer and a multivariate Gaussian method is used to parameterize the features. We observed that the multivariate Gaussian method works better than an independent Gaussian method comprising independent random variables assigned to each feature-map dimension in the experiments. The final classifier is retrained based on the real features and pseudo-features, and the retrained classifier is returned to the network.
Experiments on Multi-Class Imbalanced Data Problem
We synthesized an imbalanced dataset using Cifar10 [45] and Imagenet [46] datasets. Subsequently, we conducted two experiments using the imbalanced dataset.
We assume that we need some amount of data, even for minor classes, because cavity filling considerably relies on the deep-learning captured features. However, in the deep learning age, private companies possess large datasets with large volumes of data, even for minor classes. In this situation, cavity filling works appropriately.
Synthesizing the Multi-Class Imbalanced Data (Cifar10)
We synthesized imbalanced data from cifar10 [45] because it is a standard benchmark dataset. In cifar10, 10 classes are present with 5, 000 samples in each class. Thus, the total number of samples in the training data and test data is 50, 000 and 10, 000, respectively. Subsequently, we determine the number of classes that can be considered minor classes and randomly select these classes; the remaining classes become major classes. We then reduce the data volume in minor classes by a factor of 10. Thus, minor classes contain 500 samples, whereas major classes contain 5, 000 samples in our experiments 2 .
Comparison of Methods (Cifar10)
The baseline denotes training using the original imbalanced data. In the experiments, undersampling indicates that the major-class data are randomly reduced from 5, 000 to 500 to balance the classes. Thus, oversampling denotes that the 500 minor-class data are resampled 5, 000 times. SMOTE 3 contains training of the classifier based on the real features and added pseudo-features made by 
Experimental Flow (Cifar10)
We changed the number of minor classes from 1 to 9 and performed experiments as follows.
1. Select the number of minor classes, varying from 1 to 9 throughout the experiment. 2. Use 500 from among 5, 000 samples in minor classes, producing imbalanced data from cifar10. The imbalance ratio is 1 to 10. 3. By keeping the minor classes fixed, the baseline, undersampling, oversampling, SMOTE, perturbed, and cavity filling methods are compared.
Keras [48] and ResNet56 [33] are used, with a batch size of 128, an optimizer of Adam, and epochs of 100. The test data are original cifar10 test data.
Experimental Results (Cifar10)
The experimental results are the averages obtained over 144 episodes. One episode indicates a sequence of experiments in which the number of minor classes changes from 1 to 9. #Minor denotes the number of minor classes and does not represent a class identification number. If #Minor is 4, 4 out of 10 classes contain only 500 samples, whereas the remaining classes contain 5, 000 samples. Once the minor classes were determined, we performed baseline, undersampling, oversampling, SMOTE, perturbed, and cavity filling methods while keeping the minor classes fixed.
The results are illustrated in Fig. 4 and Fig. 5 . In Fig. 4 , the accuracy is for the whole data, whereas the precision, recall, and F1 are macro averages for each class. The proposed method is much better in terms of accuracy, recall, and F1 and is as good as other methods with respect to the precision.
We also verified the mean accuracy, precision, recall, and F1 of the minor classes alone ,and they are the macro averages over minor classes because the scores in minor classes are important at times. They are illustrated in Fig. 5 . Undersampling, SMOTE, perturbation, and cavity filling exhibit identical mean precision, recall, and F1 scores of minor classes and cannot be distinguished in the figures. The scores are summarized in Tab. 2-Tab. 5 in the appendix. Although undersampling exhibits improved mean minor recall, cavity filling is better than or as good as undersampling and oversampling with respect to the mean minor accuracy, precision, and F1. Further, cavity filling and undersampling can be combined. We can use undersampling and cavity filling for other cases when the recall of minor classes is important.
Experiment on Multi-Class Imbalanced Data Obtained from ImageNet
We synthesized imbalanced data from ImageNet, comprising 1, 000 image classes and approximately 13M images. Further, we produced imbalanced data from ImageNet as follows. First, we chose 500 minor classes among 1, 000 classes. Then, we reduced the number of images in minor classes by a factor of 10, yielding an imbalance ratio of 10 to 1.
We used the Resnet34 neural network, an optimizer of Adam, no data augmentation, a batch size of 256, and an epoch of 100. The baseline values in the table are for the as-is imbalanced data and accuracy for the original test data. The precision, recall, F1 are macro averages over each class; therefore, they are low. However, they are improved by cavity filling. The results are summarized in Table 1 . The undersampling scores were considerably worse than others, and cavity filling improves the accuracy by 4.3%, making it better than SMOTE.
Conclusion
We propose a method named cavity filling, which generates pseudo-features to fill the gaps between the minor and major classes in feature spaces. Further, we extract features from a layer of trained deep neural network, obtain multivariate probability distributions from the features of each minor class, and sample the minor-class pseudo-features from multivariate probability to virtually increase the minorclass training data. We do not generate pseudo-data but generate pseudo-features. Subsequently, we train the layers following the layer from which features were extracted based on the pseudo-features and real features. The cavity filling method functions in an appropriate manner for multi-class imbalanced data.
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