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RIGHT EXACT LOCALIZATIONS OF GROUPS
DANIL AKHTIAMOV, SERGEI O. IVANOV, AND FEDOR PAVUTNITSKIY
Abstract. We introduce several classes of localizations (idempotent monads) on the category of
groups and study their properties and relations. The most interesting class for us is the class of
localizations which coincide with their zero derived functors. We call them right exact (in the sense
of Keune). We prove that a right exact localization L preserves the class of nilpotent groups and that
for a finite p-group G the map G → LG is an epimorphism. We also prove that some examples of
localizations (Baumslag’s P -localization with respect to a set of primes P, Bousfield’sHR-localization,
Levine’s localization, Levine-Cha’s Z-localization) are right exact. At the end of the paper we discuss
a conjecture of Farjoun about Nikolov-Segal maps and prove a very special case of this conjecture.
Introduction
A localization is an endofunctor L ∶ C → C together with a natural transformation η ∶ Id → L such
that ηL = Lη ∶ L
≅
→ L2 is an isomorphism. Localizations are also known as idempotent monads or
idempotent coaugmented functors. Equivalently one can think about localizations as reflections to
reflective subcategories. Localizations are interesting from the point of view of category theory and
from the point of view of algebraic topology [12], [1], [6].
We are interested in localizations on the category of groups. There are several works which are
focused on properties that are preserved by localizations (see [5] for discussion). For example it is
known that the following classes of groups are preserved by localizations: abelian groups; nilpotent
groups of class two or less; bounded abelian groups; finite abelian groups; divisible abelian groups;
rings; commutative rings; fields; modules over rings [22], [5]. On the other hand there are counterex-
amples: the class of perfect groups [28], finite groups [22]; solvable groups, metabelian groups [26]
in general are not preserved by localizations. However, it is not known whether a localization of a
nilpotent group is nilpotent. We find this question the most intriguing question in this theory.
When we work with concrete examples of localizations, such as Bousfield’s HR-localization, or
Baumslag’s P -localization with respect to a set of primes P , we see that they satisfy some nice cat-
egorical properties which do not hold for arbitrary localizations. This motivates us to consider some
classes of ‘nice’ localizations and ask which properties of groups are preserved by ‘nice’ localizations,
and which known examples of localizations are ‘nice’.
In this note we introduce several classes of localizations on the category of groups, study relations
between them, their properties. We also prove that some concrete examples are in these classes.
The most interesting class among them is the class of localizations which are equal to their zero
derived functor. More precisely, for any functor Φ ∶ Gr → Gr there is a natural map from its zero
derived functor L0Φ → Φ (see Section 1 for details). We say that a functor is right exact (in the
sense of Keune), if this map is an isomorphism L0Φ ≅ Φ. We prove that this definition is equivalent
to the definition of right exact functor given by Keune [18]. It is also equivalent to the definition
of cosheave given by Inassaridze [16, Prop. 2.26]. We give six equivalent descriptions of right exact
functors (Theorem 1.5).
This work is supported by the Russian Science Foundation under grant 16-11-10073.
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Some authors define right exact functors as functors commuting with finite colimits. We do not
use this definition. By a right exact functor we always mean a right exact functor in the sense of
Keune [18].
We prove the following theorem.
Theorem. Let L be a right exact localization on the category of groups and G be a nilpotent group
of class n. Then LG is a nilpotent group of class at most n. Moreover, if G is a finite p-group, then
G→ LG is an epimorphism.
(see Theorem 3.3). We also prove that some interesting examples of localizations are right exact.
Theorem. Baumslag’s P -localization with respect to a set of primes P, Bousfield’s HR-localization,
Levine’s localization and Levine-Cha’s Z-localization are right exact.
(see Section 4 for details).
Let us introduce some terminology for a more detailed discussion. If L is a localization on the
category of groups, we say that a group A is local (or L-local if we want to emphasize L) if ηA ∶ A→ LA
is an isomorphism. Note that a localization is uniquely defined by the class of local groups because
the map ηG ∶ G → LG is the universal map to a local group. We say that a map f ∶ G → H is an
equivalence (or L-equivalence) if Lf is an isomorphism. Let W be a class of maps. A group A is said
to be W -local if w∗ ∶ Hom(H,A) → Hom(G,A) is a bijection for any (w ∶ G→ H) ∈W. A localization
L is called localization with respect to W if the class of L-local groups is the class of W -local groups.
Note that a localization is always the localization with respect to the class of its equivalences. If
W is a set, the localization with respect to W exists [6, Cor. 1.7]. Almost all localizations can
be presented as localization with respect to one map W = {f ∶ G → H} (see [7]). The localization
with respect to a map f ∶ G → H is denoted by Lf . For example, Baumslag’s P -localization is the
localization with respect to the map Z → Z[P −1].
We have a nice equivalent description of right exact localizations which is more convenient than the
original definition. Assume that L is a localization and G is a group. Then we define a functor from
the category of G-groups (groups with action of G by automorphisms) to the category of LG-groups
LG ∶ G-Gr Ð→ LG-Gr
by the formula LGU = Ker(L(G ⋉U)→ LG). Then we have an isomorphism
L(G ⋉U) = LG ⋉LGU.
If A is a local group, we identify A = LA and obtain a functor
LA ∶ A-Gr Ð→ A-Gr.
There is an obvious map U → LAU and LA is a localization on the category of A-groups. We say
that an A-group U is equivariantly local if it is local with respect to LA. Then we prove the following
theorem.
Theorem. Let L be a localization on the category of groups. Then the following statements are
equivalent.
(1) L is right exact.
(2) For a local group A and any of its equivariantly local normal subgroup U the quotient A/U is
local.
(3) For any short exact sequence U ↣ G↠H the sequence
LGU Ð→ LGÐ→ LH Ð→ 1
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is exact, where the map LGU → LG is induced by the map G ⋉U → G, (g, u)↦ gu.
(see Theorem 2.4 and Theorem 1.5 for more details). This theorem is the main tool for working with
right exact localizations.
Further, we consider the following five classes of localizations L on the category of groups.
● Lright exact. Right exact localizations.
● Lfreely defined. Freely defined localizations are localizations L which are localizations with re-
spect to the class of morphisms W = {F → LF ∣ F is free}. Roughly speaking, these are
localizations, which are determined by their values on free groups.
● Lequational. Equational localizations are localizations with respect to a class of homomorphisms
{Fα → Gα ∣ α ∈ A}, where Fα is a free group. We also give an equivalent description of this
class in the language of systems of equations which explains the term (Proposition 6.1).
● Lepi. A localization L is called epi-preserving if for any epimorphism of groups G ↠ H the
map LG → LH is also an epimorphism. We prove that a localization is epi-preserving if and
only if the image of a homomorphism between local groups is local (Proposition 7.1).
● Lall. All localizations.
We prove that this is a strictly increasing sequence of classes
Lright exact ⫋ Lfreely defined ⫋ Lequational ⫋ Lepi ⫋ Lall.
In particular, we give concrete examples from the differences of these classes.
At the end of the paper we discuss one more conjecture of Emmanuel Dror Farjoun. If H1,H2
are (not necessarily normal) subgroups of G, we define [H1,H2] as a subgroup generated by com-
mutators [h1, h2], where hi ∈ Hi. Generally the subgroup [H1,H2] does not need to be normal. A
homomorphism f ∶H → G is called NS-map (Nikolov–Segal map) if it satisfies
[G,G] = [G, Imf].
Note that the cokernel (quotient by the normal closure of the image) of an NS-map is abelian. Nikolov
and Segal proved a theorem [25, Theorem 1.6] that implies that for a finitely generated group G the
map to its pro-finite completion G→ Gˆfin is an NS-map.
Conjecture (Farjoun). For any localization L on the category of groups and any group G the map
η ∶ G→ LG
is an NS-map. In particular, the cokernel of η is abelian.
We prove that for a nilpotent group N and any set of primes P the map N → LPN is an NS-map,
where LP is the Baumslag’s P -localization .
The theorem of Nikolov–Segal has a stronger corollary. It implies that for any finitely generated
group G and any closed normal subgroup of its profinite completion U ◁ Gˆfin the following holds
[U, Gˆfin] = [U, Im(G → Gˆfin)].
We prove an analogue of this statement for Baumslag’s P -localization and nilpotent groups. Namely,
we prove (Proposition 8.1) that for a nilpotent groupN and any P -divisible normal subgroup U◁LPN
the following holds
[U,LPN] = [U, Im(N → LPN)].
Acknowledgements. We are grateful to Emmanuel Dror Farjoun for helpful discussions. We also
want to thank Andrei Lavrenov for the information about right exact functors in the sense of Keune.
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1. Right exact functors in the sense of Keune
The aim of this section is to remind the notion of a right exact functor in the sense of Keune [18],
prove that a functor is right exact if and only if it coincides with its zero derived functor and give
some other equivalent descriptions of right exact functors. In particular, we prove that right exact
functors are precisely cosheaves in the sense of Inassaridze [16].
1.1. Right exact functors (in the sense of Keune). Let G,H be groups. Following Keune
[18] we denote by double arrow f ∶ G ⇒ H a triple of homomorphisms α = (α0, α1, α0), where
α0, α1 ∶ G → H and α0 ∶ H → G such that α0α0 = idH = α1α0. We call such triple a splitted couple of
epimorphisms.
G
α
Ô⇒ H, G H
α0
α1
α0
, α0α
0 = idH = α1α
0.
Splitted couples of epimorphisms arise in the beginning of the diagram of a simplicial group. For a
splitted couple of epimorphisms α ∶ G⇒ H we set
I(α) ∶= { (α0g,α1g) ∈H ×H ∣ g ∈ G }.
Note that I(α) = Im((α0, α1) ∶ G → H ×H). On the other hand, for a homomorphism ϕ ∶ G → H
Keune defines the following set
K(ϕ) ∶= { (g0, g1) ∈ G ×G ∣ ϕg0 = ϕg1 }.
Note that K(ϕ) = G ×H G.
Lemma 1.1. Consider a diagram
(1.1) G′
α
Ô⇒ G
ϕ
Ð→ G′′,
where α is a splitted couple of epimorphisms and ϕ is an epimorphism. Then the following statements
are equivalent.
(1) I(α) =K(ϕ) (in particular ϕα0 = ϕα1).
(2) If we set N = Ker(α1), then the sequence
N
α˜0
Ð→ GÐ→ G′′ Ð→ 1
is exact, where α˜0 is the restriction of α0.
(3) ϕ is the coequaliser of the couple (α0, α1).
(4) ϕα0 = ϕα1 and the map (α0, α1) ∶ G′ → G ×G′′ G is an epimorphism.
Proof. (1)⇒(2). For any n ∈ N we have (α0n,1) ∈ I(α) = K(ϕ). Then ϕ(α0n) = 1. Hence Im(α˜0) ⊆
Ker(ϕ). If g ∈ Ker(ϕ), then (g,1) ∈ K(ϕ) = I(α). Then there exists g′ ∈ G′ such that (α0g′, α1g′) =
(g,1). Then g′ ∈ N, and g ∈ Im(α˜0). Therefore Im(α˜0) = Ker(ϕ).
(2)⇒(1). First we prove that ϕα0 = ϕα1. Indeed, for any g′ ∈ G′ we have g′ ⋅ (α0α1g′)−1 ∈ N. Set
n ∶= g′ ⋅ (α0α1g′)−1. Then 1 = ϕα0n = ϕα0(g′ ⋅ (α0α1g′)−1) = (ϕα0g′) ⋅ (ϕα1g′)−1. Hence ϕα0g′ = ϕα1g′.
Since ϕα0 = ϕα1, we have I(α) ⊆ K(ϕ). Let (g0, g1) ∈ K(ϕ). Then there exists n ∈ N such that
α0n = g0 ⋅ g−11 . Take g
′ ∶= n ⋅ α0g1. Then α0g′ = g0 and α1g′ = g1. Hence (g0, g1) ∈ I(α). Therefore
I(α) =K(ϕ).
(3)⇔(2). We claim that H ∶= Im(α˜0 ∶ N → G) is normal in G. Indeed (α0n)g = α0(nα
0g) and
nα
0g ∈ N. Then we need to prove that the projection ϕ ∶ G → G/H is the coequalizer of the couple of
maps (α0, α1). Since (1)⇔ (2), we obtain that ϕα0 = ϕα1. On the other hand, for any homomorphism
ψ ∶ G→ G′′ satisfying ψα0 = ψα1 we have H ⊆ Ker(ψ). The assertion follows.
(1)⇔(4). It follows from the equations K(ϕ) = G×G′′ G and I(α) = Im((α0, α1) ∶ G′ → G×G). 
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Definition 1.2 (Right exact functor). Such a diagram (1.1) satisfying the equivalent statements
(1),(2),(3),(4) of Lemma 1.1 is called a right exact diagram. Following Keune [18], we say that a
functor Φ ∶ Gr → Gr is right exact (in the sense of Keune) if it preserves right exact diagrams. Lemma
1.1 implies that a functor is right exact if and only if it commutes with coequalisers of splitted couples
of epimorphisms.
Remark 1.3. Some authors define right exact functors as functors commuting with finite colimits.
We do not use this definition. By a right exact functor we always mean a right exact functor in the
sense of Keune.
Remark 1.4. Right exact functors do not need to commute with coequalizers of arbitrary couples of
homomorphisms. They need to commute only with coequalizers of splitted couples of epimorphisms.
1.2. Derived functors of functors on the category of groups. Let Φ ∶ Gr → Gr be a functor.
There are several approaches to the definition of its derived functors (for example, see [16], [29]). We
prefer to use the language of simplicial groups. Let us remind it.
We use the standard structure of model category on the category of simplicial groups [14]. Following
Kan [17], [11], we say that a simplicial group F● is free, if all groups Fn are free and their bases
are stable under degeneracy maps. Free simplicial groups are cofibrant objects in the category of
simplicial groups [11], [27]. Moreover, simplicial group is cofibrant if and only if it is a retract of
a free simplicial group. For any simplicial group G● there is a cofibrant replacement F●
∼
↠ G●,
where F● is a free simplicial group. For example, one can start with the counit of the adjunction
G ∶ sSets ⇄ sGr ∶ W¯ (see [11, Th. 3.3], [14, Ch V. Prop. 6.3]).
A free resolution of a group G is a trivial fibration F●
∼
↠ G from a free simplicial group F● to the
group G considered as a constant simplicial group. We define derived functors as follows
LnΦ(G) ∶= πn(ΦF●).
A free simplicial resolution is unique up to a strong homotopy equivalence (loop homotopy equiva-
lence) [17, Prop. 6.5]. The functor Φ sends a strong homotopy equivalence to a strong homotopy
equivalence. Hence the definition does not depend on the choice of resolution.
In this paper we are only interested in the zero derived functor L0Φ. It is easy to see that there is a
natural map L0Φ→ Φ.We prove that a functor is right exact if and only if the map is an isomorphism
L0Φ ≅ Φ.
1.3. Right exact functors and G-groups. Let G be a group. We say that U is a G-group, if U is
a group together with a right action of G on U by automorphisms. In this case we can consider the
semidirect product G ⋉ U. Morphisms of G-groups are homomorphisms preserving the action of G.
The category of G-groups is denoted by G-Gr. A normal subgroup U of G will be always considered
as a G-group with the action by conjugation.
Let Φ ∶ Gr → Gr be a functor. For a group G we consider a functor from the category of G-groups
to the category of ΦG-groups
ΦG ∶ G-Gr Ð→ ΦG-Gr
given by
ΦGU ∶= Ker(Φ(G ⋉U)→ ΦG).
The action of ΦG on ΦGU goes via the map ΦG → Φ(G ⋉U). Note that there is an isomorphism
Φ(G ⋉U) = ΦG ⋉ΦGU.
Recall that a precrossed module ∂ is a G-group morphism ∂ ∶ U → G, where U is a G-group. The
image of a precrossed module is a normal subgroup of G and the quotient by the image is denoted by
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π1(∂) = G/Im∂. The category of precrossed modules is denoted by PCr. A precrossed module gives
a homomorphism
µ∂ ∶ G ⋉U Ð→ G, µ∂(g, u) = g∂(u).
This induces a map
µΦ∂ ∶ ΦGU Ð→ ΦG,
which is the composition of Φ(µ∂) and the embedding ΦGU ↪ Φ(G ⋉U). It is easy to check that µΦ∂
is a precrossed module again, where the action of ΦG on ΦGU goes via the map ΦG → Φ(G ⋉ U).
This gives a functor
Φ
PCr ∶ PCr Ð→ PCr, ΦPCr(∂) = µΦ∂ .
If U is a normal subgroup of G, we can consider the embedding ∂ ∶ U ↪ G as a precrossed module.
In this case we set µU ∶= µ∂ and µΦU ∶= µ
Φ
∂ .
Theorem 1.5 (cf. [18, Th.8], [16, Prop. 2.26]). Let Φ ∶ Gr → Gr be a functor. Then the following
statements are equivalent.
(1) Φ is right exact.
(2) The natural map L0Φ
≅
→ Φ is an isomorphism.
(3) For a short exact sequence U ↣ G↠H the sequence
ΦGU
µΦU
Ð→ ΦGÐ→ ΦH Ð→ 1
is exact.
(4) For a precrossed module ∂ the natural morphism π1(ΦPCr(∂))
≅
→ Φ(π1(∂)) is an isomorphism.
(5) For a simplicial group G● the natural morphism π0(ΦG●)
≅
→ Φ(π0G●) is an isomorphism.
(6) For any epimorphism of groups G↠H the following diagram is a coequalizer diagram
Φ(G ×H G)⇉ Φ(G)→ Φ(H).
Proof. First we prove that (2),(3),(4),(5) are equivalent.
(2)⇒(3). Since G ↠ H is an epimorphism we can choose free resolutions F● ↠ G and F ′● ↠ H
and the lifting F● → F ′● of the epimorphism such that Fn → F
′
n is an epimorphism for any n. For
example, we can choose the bar resolutions. An epimorphism between free groups splits. It follows
that Φ(F0)→ Φ(F ′0) is a split epimorphism. Therefore L0ΦG → L0ΦH is an epimorphism, and hence,
ΦG↠ ΦH is an epimorphism. So, Φ is epi-preserving.
The embedding U ↪ G can be considered as a crossed module. It is well known that the category of
crossed modules is equivalent to the category of simplicial groups whose Moore complex is of length
one ([23, Lemma 2.2], see also [9] and [24, Theorem 1.132]). Moreover, this equivalence of categories
preserves homotopy groups. The corresponding simplicial group E● = E●(U ↪ G) is called the nerve
of the crossed module U ↪ G. It has the following components
E0 = G, En+1 = En ⋉U = (. . . (G ⋉U) ⋉ . . . ) ⋉U.
Its face and degeneracy homomorphisms are defined as
d0(g, u1, . . . , un) = (gu1, u2, . . . , un),
di(g, u1, . . . , un) = (g, u1, . . . , uiui+1, . . . , un), 0 < i < n,
dn(g, u1, . . . , un) = (g, u1, . . . , un−1),
si(g, u1, . . . , un) = (g, u1, . . . , ui−1,1, ui, . . . , un), 0 ≤ i ≤ n.
(1.2)
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Then π0(E●) = H and πi(E●) = 0 for i ≠ 0. Take a cofibrant replacement by a free simplicial group
F●
∼
↠ E●. Then F● is a free resolution of H. We obtain a diagram
ΦF1 ΦF0
Φ(G ⋉U) ΦG
If we set N = Ker(d1 ∶ F1 → F0), the map s0 ∶ F0 → F1 induces an isomorphism F1 ≅ F0 ⋉N. Note that
d1 ∶ G ⋉ U → G is just the projection but d0 = µU ∶ G ⋉U → G. After switching to Moore complexes,
we obtain the following diagram
ΦF0N ΦF0 L0ΦH
ΦGU ΦG ΦH,
≅
µΦU
where the upper row is exact, vertical maps are epimorphisms and the right-hand vertical map is an
isomorphism. Simple diagram chasing shows that the lower row is also exact.
(3)⇒(4). Take a precrossed module ∂ ∶ U → G. Set I ∶= Im∂ and H = π1∂. Note that (3) implies
that Φ is epi-preserving. It follows that ΦGU → ΦGI is surjective. Then we obtain the diagram
ΦGU ΦG π1(ΦPCr(∂))
ΦGI ΦG ΦH.
µΦ
∂
µΦI
The upper row is exact by definition. The lower row is exact by assumption. Then 5-lemma implies
that the right hand map is an isomorphism.
(4)⇒(5). For any simplicilal group G● one can construct a precrossed module N≤1(G●) = (∂ ∶N1 →
G0), where N1 = Ker(d1 ∶ G1 → G0) and ∂ = d0∣N1. This gives a functor N≤1 ∶ sGr → PCr such that
π1(N≤1(G●)) = π0(G●). It is easy to check that the diagram
sGr PCr
sGr PCr
N≤1
Φ Φ
PCr
N≤1
is commutative. The assertion follows.
(5)⇒(2). Obvious.
So we proved that (2),(3),(4),(5) are equivalent.
(1)⇔(4). The languages of splitted couples of epimorphisms and precrossed modules are equivalent.
Lets give translations. For a splitted couple of epimorphisms α ∶ G ⇒ H we denote by N(α) the
precrossed module α˜0 ∶ N → H, where α˜0 is the restriction of α0 and H acts on N by the formula
nh = nα
0h. It is easy to see that the group G can be reconstructed from the precrossed module because
there is an isomorphism H ⋉N ≅ G, (h,n) ↦ α0h ⋅ n. On the other hand, if we have a precrossed
module ∂ ∶ N → H we denote by C(∂) the splitted couple of epimorphisms α ∶ H ⋉N ⇒H , where
α0(h,n) = h ⋅ n, α1(h,n) = h, α0(h) = (h,1).
It is easy to check that these two functors N ∶ SplCoupEpi → PCr and C ∶ PCr → SplCoupEpi induce
equivalences of categories of splitted couples of epimorphisms and precrossed modules
SplCoupEpi ≃ PCr.
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There is a commutative diagram of functors
SplCoupEpi PCr
SplCoupEpi PCr
Φ
N
Φ
PCr
N
.
Coequalizer of a splitted couple of epimorphisms α is isomorphic to π1(N(α)) by Lemma 1.1. The
assertion follows.
Thus we proved that (1),(2),(3),(4),(5) are equivalent.
(1)⇒(6). The triple α = (pr
0
,pr
1
,∆), where pr
0
,pr
1
∶ G×HG→ G are projections and∆ ∶ G→ G×HG
is a diagonal map, forms a splitted couple of epimorphisms α ∶ G ×H G⇒ G. The assertion follows.
(6)⇒(1). (6) implies that Φ sends epimorphisms to epimorphisms. Let G′ ⇒ G → G′′ be a right
exact diagram. Lemma 1.1 implies that G′ → G×G′′G is an epimorphism. Hence Φ(G′)→ Φ(G×G′′G)
is an epimorphism. It follows that the coequalizer of Φ(G′) ⇉ Φ(G) equals to the coequalizer of
Φ(G ×G′′ G)⇉ Φ(G). The assertion follows. 
2. Right exact localizations and equivariantly local groups
Let L = (L,η) be a localization on the category of groups and A be a local group with respect to
L. If we identify A = LA, we obtain that the functor LA acts from the category of A-groups to itself
LA ∶ A-Gr Ð→ A-Gr
such that
L(A ⋉U) = A ⋉LAU.
Moreover, there is a natural map U → LAU and LA is a localization on the category of A-groups. We
say that A-group U is equivariantly local, if it is local with respect to LA. Note that U is equivariantly
local if and only if A ⋉U is local.
Lemma 2.1. If A and B are local groups and f ∶ A→ B is a homomorphism, then Kerf is equivari-
antly local.
Proof. The class of local groups is closed under small limits. Thus A ×B A is also local. The map
A ×B A → A ⋉ Kerf given by (a1, a2) ↦ (a1, a−11 a2) is an isomorphism. Hence, A ⋉ Kerf is local.
Therefore, Kerf is equivariantly local. 
Corollary 2.2. If A is a local group, then A is equivariantly local as A-group.
Corollary 2.3. If A is a local group and U ◁A such that A/U is local, then U is equivariantly local.
Theorem 2.4. Let L be a localization on the category of groups. Then the following statements are
equivalent.
(1) L is right exact.
(2) For a local group A and any its equivariantly local normal subgroup U the quotient A/U is
local.
Proof. (1)⇒ (2). Follow from (2)⇒(3) of Theorem 1.5.
(2)⇒ (1). For any group G we have LLG ○LG = LG because there are isomorphisms
LG ⋉LGU = L(G ⋉U) = LL(G ⋉U) = L(LG ⋉LGU) = LG ⋉LLGLGU,
which are compatible with maps to LG. It follows that LGU is LG-local for any G-group U.
Lemma 2.1 together with the assumption implies that the image of a homomorphism A → B
between two local groups is local. It follows that if U and V are two equivariantly local A-groups
and U → V is an A-group morphism, then its image is also equivariantly local.
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Consider a short exact sequence U ↣ G ↠ H. Then the groups LG and LGU are LG-local, and
hence, the image I = Im(LGU → LG) is a LG-local normal subgroup. Therefore LG/I is local by
assumption. Hence LG/I is the cokernel of the map LGU → LG in the category of local groups. On
the other hand the functor L considered as a functor to the category of local groups L′ ∶ Gr → Loc
commutes with cokernels because it is left adjoint to the embedding. Then LG/I ≅ LH. The assertion
follows from (3)⇒(2) of Theorem 1.5. 
Corollary 2.5. If L is a right exact localization and A and B are local groups, then the image of a
homomorphism A→ B is local.
Proof. It follows from Lemma 2.1 and Theorem 2.4. 
3. Right exact localizations of nilpotent groups
We denote by Z(G) the center of a group G. We say that an epimorphism f ∶ G↠H is a central
extension if Ker(f) ⊆ Z(G).
Lemma 3.1. Let L be a localization on the category of groups and f ∶ G → H be a homomorphism.
Then Im(f) ⊆ Z(H) implies Im(Lf) ⊆ Z(LH).
Proof. We claim that that η(Z(H)) ⊆ Z(LH), where η = ηH ∶ H → LH is the coaugmentation. Indeed
for any z ∈ Z(H) we obtain that the inner automorphism ϕηz ∶ LH → LH satisfies ϕηzη = η, and hence,
ϕηz = id and ηz ∈ Z(LH). It follows that Im(ηHf) = Im((Lf)ηG) ⊆ Z(LH). Take an element b ∈ LH
and denote by ϕb ∶ LH → LH the corresponding inner automorphism. Since Im(ηHf) ⊆ Z(LH), we
obtain ϕb(Lf)ηG = (Lf)ηG. Since LH is local, we have that η∗G ∶ Hom(LG,LH) ≅ Hom(G,LH), and
hence ϕb(Lf) = Lf for any b ∈ LH. The assertion follows. 
Lemma 3.2 (c.f. [10]). Let L be a right exact localization on the category of groups and G↠ H be
a central extension. Then LG↠ LH is also a central extension and, if we set K = Ker(G↠H), the
sequence LK → LG→ LH → 1 is exact.
Proof. We have an isomorphism LGK = LK because G⋉K = G×K and L commutes with products.
Hence the sequence LK → LG → LH → 1 is exact by (1)⇒(2) of Theorem 1.5. Lemma 3.1 implies
that the image of LK → LG is in the center. 
Theorem 3.3. Let L be a right exact localization on the category of groups and G be a nilpotent
group of class n. Then LG is a nilpotent group of class at most n. Moreover, if G is a finite p-group,
then G→ LG is an epimorphism.
Proof. It is known that for an abelian group G its localization LG is also abelian [22] (it also follows
from Lemma 3.1). Then the result about nilpotent groups follows by induction from Lemma 3.2.
For any localization L we have L(Z/p) ≅ Z/p or L(Z/p) = 0 (see [22, Th.2.3]). Here we use the fact
that a localization on the category of groups induces a localization on the category of abelian groups.
This gives the basis of induction. For the step of induction it is enough to prove that for a central
extension G↠ H such that Ker(G↠ H) ≅ Z/p, if H → LH is an epimorphism, then G → LG is an
epimorphism. Denote by I the image of L(Z/p)→ LG. Then Lemma 3.2 implies that I ↣ LG↠ LH
is a short exact sequence. Therefore we obtain a morphism of short exact sequences
Z/p G H
I LG LH.
The snake lemma implies that the map G→ LG is an epimorphism. 
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4. Examples of right exact localizations
4.1. Baumslag’s P -localization. Let P be a set of prime numbers. We denote by Z[P −1] the
subring of Q, consisting of numbers, whose denomenator’s prime factors are in P. We denote by LP
the localization functor with respect to the map Z → Z[P −1]. A group A is local with respect to LP
if and only if it is uniquely P -divisible i.e. the p-power map A→ A,a ↦ ap is a bijection for any p ∈ P
(such groups are called D-groups in Baumslag’s papers [2], [3]).
Theorem 4.1. Baumslag’s localization at a set of primes P is right exact.
Proof. We are going to prove this statement using our characterising property of right exact local-
izations given in Theorem 2.4. Let us consider a local group A and its equivariantly local normal
subgroup U . Then A and A ⋉ U are uniquely P -divisible. It is easy to check by induction that
(a,u)n = (an, a−n(au)n) for any (a,u) ∈ A ⋉U. Therefore, A ⋉U is uniquely P -divisible if and only if
for any p ∈ P and any (a,u) ∈ A⋉U there exists a unique (b, v) ∈ A⋉U such that (bp, b−p(bv)p) = (a,u).
Since A is uniquely P -divisible, it is equivalent to the following statement:
(∗) for any p ∈ P, a ∈ A and u ∈ U there exists a unique v ∈ U such that u = a−p(av)p.
Thus we need to prove that A/U is uniquely P -divisible. It is easy to see that it is P -divisible. We
need to prove the uniqueness. Then we need to prove that for any a1, a2 ∈ A such that a
p
1
a
−p
2
∈ U
we have a1a−12 ∈ U. Take u = a
p
1
a
−p
2
and a = a−1
1
. Thus (∗) implies that there exists v ∈ U , such
that ap
1
a
−p
2
= a
p
1
(a−1
1
v)p. Dividing both of the sides by ap
1
and extracting the p-th root, we obtain:
a−1
2
= a−1
1
v, and hence, a1a−12 = v ∈ U . It follows that A/U is uniquely P -divisible. 
4.2. Bousfield’s HR-localization. We denote by R a subring of Q or the ring Z/n for some n. Then
functor of HR-localization is the functor of localization with respect to the class of R-2-connected
homomorphisms i.e. homomorphisms f ∶ G→H which induce an isomorphism H1(G,R) ≅H1(H,R)
and an epimorphism H2(G,R)↠H2(H,R) (for details see [4]).
Following Bousfield [4] we say that a subgroup B of a group A is HR-closed, if for any bigger
subgroup B ⊊ B′ ⊆ A the map H1(B,R)→H1(B′,R) is not an epimorphism.
Bousfield has proved the following statements.
Proposition 4.2 (Bousfield [4]).
(1) A subgroup of an HR-local group is HR-local if and only if it is HR-closed [4, Cor. 2.11].
(2) The image of a homomorphism between HR-local groups is HR-local [4, Cor. 2.12].
(3) A homomorphism between HR-local groups A→ B is an epimorphism if and only if H1(A,R)→
H1(B,R) is an epimorphism [4, Cor.2.13].
(4) In particular, the functor of HR-localization is epi-preserving.
Definition 4.3. Let A be a group and let U be an A-group. We say that an A-subgroup V ≤ U
is HR-A-closed, if A ⋉ V is HR-closed in A ⋉ U. Note that H1(A ⋉ V,R) = H1(A,R) ⊕H1(V,R)A.
Hence, V is HR-A-closed in U if and only if for any bigger A-subgroup V ⊊ V ′ ⊆ U the map between
coinvariants H1(V,R)A →H1(V ′,R)A is not an epimorphism.
Lemma 4.4. Let A be an HR-local group and let U be its normal subgroup. Then the following
statements are equivalent.
(1) A/U is HR-local;
(2) A/U is transfinitely R-nilpotent;
(3) U is HR-A-closed in A.
(4) U is LA-local, where L is the functor of HR-localization.
Proof. (1)⇒(2). Any HR-local group is transfinitely R-nilpotent [4, Prop. 1.2].
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(2)⇒(3). Assume that U ⊆ V ◁ A and H1(U,R)A → H1(V,R)A is an epimorphism. It follows
that U/[U,A] ⊗R → V /[V,A] ⊗R is an epimorphism. If we set V ′ = V /U and A′ = A/U, we obtain
V ′/[V ′,A′]⊗R = 0. Since A/U is transifinitely R-nilpotent, this implies V ′ = 1, and hence V = U.
(3)⇒(1). We denote the functor of HR-localization by L and H∗(−) ∶= H∗(−,R). Since L sends
epimorphisms to epimorphisms, we obtain that A → L(A/U) is an epimorphism. Denote the kernel
of this epimorphism by U ′ and consider the diagram:
1 U A A/U 1
1 U ′ A L(A/U) 1.
id ηA/U
Since ηA/U is R-2-connected, we obtain the isomorphism H1(A/U) ≅ H1(L(A/U)) and the epimor-
phism H2(A/U)↠H2(L(A/U)). Then 5-lemma applied to the diagram
H2(A) H2(A/U) H1(U)A H1(A) H1(A/U)
H2(A) H2(A/U ′) H1(U ′)A H1(A) H1(L(A/U)).
≅ ≅ ≅
implies that H1(U)A → H1(U ′)A is an epimorphism. Using that U is HR-A-closed, we obtain that
U = U ′, and hence A/U = L(A/U) is HR-local.
(3)⇔ (4). Proposition 4.2 states that a subgroup of an L-local group is L-local if and only if
it is HR-closed. Therefore an A-subgroup of an LA-local A-group is LA-local if and only if it is
HR-A-closed. 
Theorem 4.5. The functor of HR-localization is right exact.
Proof. This follows from Theorem 2.4 and Lemma 4.4. 
4.3. Levine’s localization and Levine-Cha’s Z-localization. In this subsection we will use some
facts about Levine’s localization [19] which is called the “algebraic closure” in this paper (see also
[20], [21]). We will also use some facts about so called “R-algebraic closure” of groups introduced by
Cha in [8], which we call Levine-Cha R-localization.
For a subgroup H of a group G we denote by HG the normal subgroup of G generated by H.
Let G be a group, X be a set and F (X) be a free group generated by X. Elements of G ∗ F (X)
are called monomials (with coefficients in G). A monomial is called contractible if it lies in the kernel
of the projection G ∗F (X)→ F (X). The set of contractible monomials forms the normal closure of
G in G ∗F (X).
A monomial is called acyclic if it is in the kernel of the projection to the abelianization G∗F (X)→
F (X)ab. The set of acyclic monomials forms the group GG∗F (X)[G ∗ F (X),G ∗F (X)].
Lemma 4.6. Let G be a group, H be its subgroup and ϕ ∶ X → G be a map such that G = ⟨H∪ϕ(X)⟩.
Then the following statements about an element g ∈ G are equivalent.
(1) g ∈HG.
(2) There exists a contractible monomial w ∈H ∗F (X), whose image in G is g.
Moreover, the following statements about an element g ∈ G are also equivalent.
(1) g ∈HG[G,G].
(2) There exists an acyclic monomial w ∈ H ∗F (X), whose image in G is g.
Proof. Obvious. 
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Let G be a group and X = {x1, . . . , xn} be a finite set. Levine’s system of equations is a set of the
form E = {x1w−11 , . . . , xnw
−1
n } ⊆ G ∗ F (X), where wi are contractible monomials. One thinks about
this set as about a set of equations {xi = wi}. Following Cha [8], we define a Z-nullhomologous system
of equations as a set of the form E = {x1w−11 , . . . , xnw
−1
n } ⊆ G∗F (X), where wi are acyclic monomials.
A solution of a Levine’s (or Z-nullhomologous) system of equations is a map ϕ ∶ X → G such that E
lies in the kernel of corresponding homomorphism G ∗F (X)→ G.
A group G is called Levine local if any Levine’s system of equations has a unique solution. Levine’s
localization of a group G is the universal map from G to a Levine local group. It exists for any group
and gives a functor LLev ∶ Gr → Gr. Levine localization is called the “algebraic closure” and Levine
local groups are called “E-local” in [19]. It is known that Levine’s localization is the localization
with respect to the class of 2-connected normally surjective homomorphisms f ∶ G→ H such that G
is finitely generated and H is finitely presented [19].
A group G is called Levine-Cha Z-local if any Z-nullhomologous system of equations has a unique
solution. Levine-Cha’s Z-localization of a group G is the universal map from G to a Levine-Cha
Z-local group. It exists for any group and gives a functor LLev-Cha ∶ Gr → Gr (see [8]). The Levine-Cha
Z-localization is the localization with respect to the class of 2-connected homomorphisms f ∶ G→H
such that G is finitely generated and H is finitely presented [8, Th. 5.2.].
A normal subgroup H of a group G is called invisible if it is the normal closure of finite number of
elements H = ⟨h1, . . . , hn⟩G and H = [H,G]. A Levine local group does not contain nontrivial invisible
subgroups [19].
Proposition 4.7 (c.f. Lemma 4.9. [8]). The following statements about a group G are equivalent.
(1) G has no nontrivial invisible subgroups.
(2) A Z-nullhomologous system over G has at most one solution.
(3) A Levine’s system over G has at most one solution.
Proof. (1)⇒(2). Assume that {x1w−11 , . . . , xnw
−1
n } is a Z-nullhomologous system of equations and
ϕ,ψ ∶ X → G are two its solutions. Set ϕi = ϕ(xi), ψi = ψ(xi) and hi = ϕiψ−1i . Prove that H ∶=
⟨h1, . . . , hn⟩G is an invisible subgroup. In the following computation the symbol ≡ means equation
modulo [H,G]. Note that hig ≡ ghi for any g ∈ G. We need to prove that hi ≡ 1. Fix i. Let
wi = g1x
ǫ1
k1
g2 . . . gmx
ǫm
km
gm+1,
where gj ∈ G and ǫi ∈ {−1,1}. Then
ϕi = g1ϕ
ǫ1
k1
g2 . . . gmϕ
ǫm
km
gm+1
and
ψi = g1ψ
ǫ1
k1
g2 . . . gmψ
ǫm
km
gm+1.
Set ϕ
(l)
i = g1ϕ
ǫ1
k1
g2 . . . gl−1ϕ
ǫl
kl−1
gl and ψ
(l)
i = g1ψ
ǫ1
k1
g2 . . . gl−1ψ
ǫl−1
kl−1
gl. Hence
hi = ϕiψ
−1
i = ϕ
(m)
i ϕ
ǫm
km
gm+1g
−1
m+1ψ
−ǫm
km
(ψ
(m)
i )
−1 ≡ ϕ
(m)
i (ψ
(m)
i )
−1hǫmkm ≡ . . .
⋅ ⋅ ⋅ ≡ ϕ(m−1)i (ψ
(m−1)
i )
−1hǫm−1km−1h
ǫm
km
≡ ⋅ ⋅ ⋅ ≡ hǫ1k1 . . . h
ǫm
km
.
Since xǫ1k1 . . . x
ǫm
km
∈ [F (X), F (X)], we obtain hǫ1k1 . . . h
ǫm
km
≡ 1. Therefore hi ≡ 1.
(2)⇒(3). Obvious.
(3)⇒(1). Let H = ⟨h1, . . . , hn⟩G be an invisible subgroup. Then H = [H,G], and hence, hi can
be presented as a product of commutators hi = [ai,1, gi,1]ǫi,1 . . .[ai,N , gi,N]ǫi,N , where ai,j ∈H and ǫi,j ∈
{−1,1}. Set X = {x1, . . . , xn}. Since ai,j ∈ ⟨h1, . . . , hn⟩G there exist monomials ui,j ∈ G ∗F (x1, . . . , xn)
which lie in the normal closure ⟨x1, . . . , xn⟩G∗F (X) such that ai,j is the image of ui,j with respect to
the map {x1, . . . , xn}→ G sending xi to hi. Consider the monomials wi = [ui,1, gi,1]ǫi,1. . .[ui,N , gi,N ]ǫi,N
in G ∗ F (x1, . . . , xn). Note that wi ∈ ⟨x1, . . . , xn⟩G∗F (X) because ui,j is in this subgroup. The map
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X → G sending xi to hi is a solution of the Levine’s system of equations {x1w−11 , . . . , xnw
−1
n }. The
map X → G sending xi to 1 is also a solution of this system. Hence hi = 1 for any i and H = 1. 
Proposition 4.8. Let A be a Levine local group and B be it’s subgroup. Then the following statements
are equivalent.
(1) B is Levine local.
(2) If C = ⟨B ∪ {c1, . . . , cn}⟩ for some c1, . . . , cn ∈ A such that C = BC , then B = C.
Proof. (1)⇒(2). Since C is the normal closure of B in C, ci can be presented as wi(c1, . . . , cn), where
wi is a contractible monomial of B ∗F (x1, . . . , xn). Then ci is the solution of the Levine’s system of
equations {x1w−11 , . . . , xnw
−1
n } over A, which is unique. Since B is local, ci ∈ B.
(2)⇒(1). Assume that {x1w−11 , . . . , xnw
−1
n } is a Levine’s system of equations and c1, . . . , cn is its
solution in A. Thus C = ⟨B ∪ {c1, . . . , cn}⟩ satisfies the assumption C = BC , and hence C = B. It
follows that the elements of the solution c1, . . . , cn lie in B. Then B is local. 
Lemma 4.9. Let U ⊆ V be two normal subgroups of a group G. Then
(G ⋉U)G⋉V = G ⋉U[V,G].
Proof. Obvious. 
Proposition 4.10. Let A be a Levine local group and U be its normal subgroup. Then the following
statements are equivalent.
(1) A/U is Levine local.
(2) A/U has no nontrivial invisible subgroups.
(3) U is equivariantly Levine local.
(4) If V = ⟨U ∪ {v1, . . . , vn}⟩A for some v1, . . . , vn ∈ A such that V = U[V,A], then V = U.
Proof. (3)⇔(4). Any subgroup of A ⋉A containing A ⋉ U is a group of the form A ⋉ V, where V is
normal. A ⋉ V is normal closure of A ⋉ U in A ⋉ V if and only if V = U[V,A]. Then it follows from
Proposition 4.8.
(2) ⇔ (4). The equality V = U[V,A] is equivalent to the equality V ′ = [V ′,A′], where V ′ = V /U
and A′ = A/U. Then a normal subgroup V ⊇ U satisfies the assumption of (4) if and only if V /U is
invisible.
(1) ⇔ (2). It is easy to see that any Levine’s system has a (non necessarily unique) solution in
A/U because A is Levine local. Then this follows from Proposition 4.7. 
Theorem 4.11. Levine’s localization is right exact.
Proof. This follows from (1)⇔ (3) of Proposition 4.10 and Theorem 2.4. 
Similarly one can prove the following results.
Proposition 4.12. Let A be a Levine-Cha Z-local group and B be it’s subgroup. Then the following
statements are equivalent.
(1) B is Levine-Cha Z-local.
(2) If C = ⟨B ∪ {c1, . . . , cn}⟩ for some c1, . . . , cn ∈ A such that C = BC[C,C], then B = C.
Proposition 4.13. Let A be a Levine-Cha Z-local group and U be its normal subgroup. Then the
following statements are equivalent.
(1) A/U is Levine-Cha Z-local.
(2) A/U has no nontrivial invisible subgroups.
(3) U is equivariant Levine-Cha Z-local.
(4) If V = ⟨U ∪ {v1, . . . , vn}⟩A for some v1, . . . , vn ∈ A such that V = U[V,A], then V = U.
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Theorem 4.14. Levine-Cha’s Z-localization is right exact.
We believe that similar results can be proved for Levine-Cha’s R-localization for arbitrary R.
5. Freely defined localizations
5.1. Freely defined localizations. A localization L is called freely defined if it is a localization
with respect to the class of maps {ηF ∶ F → LF}, where F runs over all free groups. In other words,
a group A is local if and only if Hom(LF,A) → Hom(F,A) is a bijection for any free group F .
Proposition 5.1. Any right exact localization is freely defined
Lrightexact ⊆ Lfreely defined.
Proof. Assume that L is right exact and a group A satisfies the property that Hom(LF,A) →
Hom(F,A) is a bijection for any free group F . Prove that A is local. It is enough to prove that
Hom(LG,A) → Hom(G,A) is a bijection for any group G. Consider a free simplicial resolution
F●
∼
↠ G. Since L is right exact, LG is the coequaliser of LF1 ⇉ LF0. Then we have a commutative
diagram
Hom(LG,A) Hom(LF0,A) Hom(LF1,A)
Hom(G,A) Hom(F0,A) Hom(F1,A),
≅ ≅
where rows are equalizers. Then the left vertical map is also a bijection. 
5.2. The localization of the abelianization with respect to the map Z → Zp. This subsection
is devoted to an example of a freely-defined localization, which is not right exact. We denote by p a
prime number and by Zp the abelian group of p-adic integers. Note that
End(Zp) ≅ Zp
and any endomomorphism of Zp is given by multiplication by an element of Zp. Indeed End(Zp) =
Hom(Zp, lim←Ð
Z/pi) = lim
←Ð
Hom(Zp,Z/pi) = lim←Ð
Z/pi = Zp. Hence the map Z→ Zp is local (i.e. Hom(Zp,Zp) ≅
Hom(Z,Zp)).
Consider the localization on the category of abelian groups with respect to the map Z→ Zp
ℓp ∶ Ab Ð→ Ab, ℓp ∶= ℓZ→Zp .
Any localization on the category of abelian groups is additive, so ℓp is also additive and we can
consider its derived functors in the sense of classical homological algebra.
Lemma 5.2. For any free abelian group A we have ℓpA = A⊗Zp. Moreover, the zero derived functor
is given by tensoring by Zp
L0ℓp = − ⊗Zp,
which is not a localization functor. In paticular, ℓp is not equal to its zero derived functor.
Proof. Let α be any cardinal number. Prove that Z⊕αp is local with respect to the homomorphism
Z → Zp. First we note that the product Z
∏α
p is obviously local
Hom(Zp,Z∏
α
p ) ≅ Hom(Zp,Zp)
∏α ≅ Hom(Z,Zp)∏
α ≅ Hom(Z,Z∏αp ).
Then we have a commutative diagram
Hom(Zp,Z⊕αp ) Hom(Z,Z
⊕α
p )
Hom(Zp,Z
∏α
p ) Hom(Z,Z
∏α
p ).
≅
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This implies that the upper horisontal map is a monomorphism. On the other hand it is an epimor-
phism because for any map f ∶ Z → Z⊕αp we can lift it using the Zp-module structure f ′ ∶ Zp → Z⊕αp
f ′(a) = a ⋅ f(1). Thus Z⊕αp is local.
Assume that B is a local group. Then we have
Hom(Z⊕α,B) ≅ Hom(Z,B)∏α ≅ Hom(Zp,B)∏
α ≅ Hom(Z⊕αp ,B).
This follows that the map Z⊕α → Z⊕αp is a universal map to local groups and ℓp(Z
⊕α) ≅ Z⊕αp . In other
words, for any free abelian group A we have ℓpA ≅ A⊗Zp. By the universal property of the morphism
A → A⊗ Zp we see that the isomorphism ℓpA ≅ A ⊗ Zp is natural. If two additive functors coincide
on free abelian groups, then their derived functors coincide. Hence L0ℓp = −⊗Zp. The functor −⊗Zp
is not a localization because Z⊗Zp ⊗Zp = Zp ⊗Zp /≅ Zp = Z⊗Zp. 
Proposition 5.3. Let L ∶ Gr → Gr denote the localization given by
LG ∶= ℓp(Gab).
Then the following holds.
(1) L is the localization with respect to the map f ∶ F2 → LF2 = Z2p, where F2 is the 2-generated
free group
L = Lf .
(2) Zero derived functor of L can be described as follows L0L(G) = Gab ⊗ Zp, which is not a
localization.
(3) L is freely defined but it is not right exact
Lrightexact ≠ Lfreely defined.
Proof. It is easy to see that L is a localization. Note that L-local groups are abelian groups which
are local with respect to the map Z → Zp. We claim that a group is local if and only if it is local with
respect to the map f ∶ F2 → Z2p. Indeed, any f -local group A is abelian because for any two elements
a, b ∈ A we can consider a map F2 → A sending generators to a, b and lift it to a map from an abelian
group Z2p → A. On the other hand the map Z → Zp is a retract of the map f, and hence, all f -local
groups are Z → Zp-local. Hence L = Lf .
Consider the set W = {F → LF ∣ F is free}. Since f ∈ W and L = Lf , we obtain that L is freely
defined.
Now we prove that L0L(G) = Gab ⊗ Zp. Let us consider a free resolution F●
∼
↠ G of a group G.
The functor of abelianization is right exact π0((F●)ab) = Gab. Hence d0 − d1 ∶ (F1)ab → (F0)ab is the
beginning of a free resolution of Gab in the category of free groups. Then Lemma 5.2 implies that
the cokernel of ℓp((F1)ab) → ℓp((F0)ab) is Gab ⊗ Zp. It follows that L0L(G) = Gab ⊗ Zp. The functor
G↦ Gab ⊗Zp is not a localization because Zp /≅ Zp ⊗Zp. 
6. Equational localizations
A localization L on the category of groups is called equational if there exists a class of homomor-
phisms W = {Fα → Gα ∣ α ∈ A} such that Fα is a free group for any α and L is the localization with
respect to this class. It follows from the definition that a freely defined localization is equational
Lfreely defined ⊆ Lequational.
Let A,X be two sets. Denote by FA and FX the free groups generated by them and by FA∗FX
their free product. We say that A is the set of parameters and X is the set of variables. A system
of equations is a triple of sets (A,X,E), where E ⊆ FA ∗ FX. We say that a group G satisfies the
system of equations (A,X,E) if for any function A → G there exists a unique function X → G such
that E is contained in the kernel of the induced map FA ∗ FX → G.
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For example, consider A = {a}, X = {x} and E = {x2a}. Then G is uniquely 2-divisible if and only
if G satisfies the system of equations (A,X,E).
Assume E = {(Aα,Xα,Eα) ∣ α ∈ A} is a class of systems of equations. A group G satisfies E if it
satisfies each of the systems. We say that a localization L is defined by the class of equations E if the
class of L-local groups is the class of groups satisfying E .
For example, Bousfield’s HZ-localization can be defined by the class of so-called Γ-systems of
equations [13]. Levine’s localization is by definition a localization defined by a class of systems of
equations [20], [21]. The Baumslag’s P -localization is also defined by a class of systems of equations
E = {({a},{x},{xpa}) ∣ p ∈ P}.
Proposition 6.1. A localization is equational if and only if it is defined by some class of systems of
equations.
Proof. Let E = {(Aα,Xα,Eα) ∣ α ∈ A} be a system of equations. Set
Fα = FAα, Gα = (FAα ∗ FXα)/⟨⟨Eα⟩⟩,
where ⟨⟨Eα⟩⟩ denotes the normal subgroup generated by Eα. It is easy to see that a group satisfies
(Aα,Xα,Eα) if and only if it is local with respect to the map Fα → Gα. So, if a localization is defined
by a system of equations, then it is equational. On the other hand any map F → G can be presented
in form FA→ (FA ∗ FX)/E. Hence any equational localization is defined by some class of systems
of equations. 
Proposition 6.2. The localization with respect to the map 1 → Z/2 is equational but it is not freely
defined.
Lfreely defined ≠ Lequational.
Proof. The localization is equational by definition because the trivial group is free. Moreover, the
same localization can be defined as a localization with respect to the homomorphism F → F × Z/2,
where F is any free group. Indeed, the class of local groups in both cases is the class of 2-torsion-
free groups. Free groups are local with respect to this localization i.e. LF = F. Hence the class
of morphisms {F → LF} consists of identity morphisms. Therefore the localization is not freely
defined. 
7. Epi-preserving localizations
A localization L is called epi-preserving if for any epimorphism G↠H the map LG → LH is also
an epimorphism.
Proposition 7.1. A localization is epi-preserving if and only if the image of a homomorphism
between a pair of local groups is local.
Proof. Assume that L is epi-preserving A and B are local group and A → B is a homomorpism.
Denote by I the image of this homomorphism. Applying the localization to the epimorphism A↠ I
we obtain an epimorphism A ↠ LI. This follows that ηI ∶ I ↠ LI is also an epimorphism. On the
other hand, the composition I → LI → B is the embedding I ↪ B. Thus ηI is an isomorphism and I
is local.
Assume now that L satisfies the property that an image between local groups is local. Take an
epimorphism G↠H and prove that the map LG→ LH is an epimorphism. Denote by I the image
of LG → LH . It is local by the assumption. Note that the image of Im(H → LH) ⊆ I. Indeed
Im(H → LH) = Im(G ↠ H → LH) = Im(G → LG → LH) ⊆ Im(LG → LH). Then [22, Lemma 1.7]
implies that I = LH. 
Proposition 7.2. An equational localization is epi-preserving
Lequational ⊆ Lepi.
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Proof. Assume that L is defined by a class of maps {Fα → Gα}. Let A and B be local groups and let
A→ B be a homomorphism. By Proposition 7.1 it is enough to prove that its image I = Im(A → B)
is local. Take a homomorphism f ∶ Fα → I. Since Fα is free, we can lift is to a homomorphism
f˜ ∶ Fα → A. Since A is local, there exists a lifting f˜ ′ ∶ Gα → A of f˜ . Its composition with the
projection A↠ I is a lifting f ′ ∶ Gα → I of f ∶ Fα → I. It is unique because B is local. 
Proposition 7.3. The localization LZ/4↠Z/2 is epi-preseving but it is not equational
Lequational ≠ Lepi.
Proof. A group is local with respect to LZ/4↠Z/2 if and only if there is no 4-torsion in the group (which
is not 2-torsion). Thus a subgroup of a local group is local. Hence by Proposition 7.1 LZ/4↠Z/2 is
epi-preserving.
Prove that the localization is not equational. Assume the contrary, that LZ/4↠Z/2 is the localization
with respect to a class of maps {Fα → Gα}, where Fα is free for any α. Let us concentrate our
attention on abelian groups. An abelian group is local with respect to the class {Fα → Gα} if and
only if it is local with respect to the class of their abelianisations {Aα → Bα}, where Aα = (Fα)ab
and Bα = (Gα)ab. Since Aα is a free abelian group, it has no 4-torsion, and hence it is local. Hence
Aα is local with respect to the map Aα → Bα. Therefore Aα → Bα is a split monomorphism and
Bα = Aα ⊕Cα. It follows that an abelian group D is local if and only if Hom(Cα,D) = 0 for any α.
On the other hand we have an exact sequence
0Ð→ Hom(Cα,Z/2)Ð→ Hom(Cα,Z/4)Ð→ Hom(Cα,Z/2),
so if Z/2 is local, then Z/4 is also local. It is a contradiction because Z/2 is local but Z/4 is not
local. 
Let An denote the alternating group. Libman proved that for n ≥ 7 the embedding An ↪ An+1 is
a local map i.e. LAn↪An+1(An) ≅ An+1 [22, Example 3.4].
Proposition 7.4. The localization LAn↪An+1 for n ≥ 7 is not epi-preserving
Lepi ≠ Lall.
Proof. Consider an epimorphism F ↠ An from a free group and set L = LAn↪An+1 . Note that F is
local. Then we obtain a commutative diagram
F An
LF LAn = An+1.
≅
Hence the image of LF → LAn = An+1 is An, so it is not an epimorphism. 
8. Nikolov–Segal maps and P -localization
We denote by P a set of primes and by LP the Baumslag’s P -localization i.e. the localization with
respect to the map Z → Z[P −1]. Since LP is right exact (Theorem 4.1), for any natural c it takes
nilpotent groups of class at most c to nilpotent groups of class at most c (Theorem 3.3). Then, if we
denote by Nilc the category of nilpotent groups of class at most c, the restriction
L
(c)
P ∶ Nilc → Nilc
is the left adjoint functor to the embedding of P -local nilpotent groups of class at most c. It follows
that LPN coincides with P ′-localization NP ′ considered by Hilton [15, Def. in §4], where P ′ is the
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completion of P. If P is the set of all primes, this localization is known as Malcev’s completion. In
this section for the sake simplisity we assume that P is fixed and set
L ∶= LP .
If H,K are (not necessarily normal) subgroups of G, we define [H,K] as a subgroup generated by
commutators [h, k], where h ∈H and k ∈K. Moreover, we denote by [H,nK] the n-fold commutator
subgroup by recursion: [H,0K] = H and [H,n+1K] ∶= [[H,nK],K]
[H,nK] = [H,K, . . . ,K
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n
].
Note that the lower central series of a group G can be defined as γnG = [G,n−1G]. Moreover, if U is
a nornal subgroup of G the following holds
γn(G ⋉U) = γnG ⋉ [U,n−1G].
A homomorphism f ∶H → G is called NS-map (Nikolov–Segal map) if it satisfies
[G,G] = [G, Imf].
Proposition 8.1. Let N be a nilpotent group. Then η ∶ N → LN is an NS-map. Moreover, if U is
a normal P -local subgroup of LN , then
[U,nLN] = [U,n Im η]
for any n ≥ 1.
Proof. A classical construction of W. Magnus associates to a group G a graded Lie ring gr(G) of the
lower central quotients
gr(G) ∶=
∞
⊕
n=1
γnG/γn+1G,
whose bracket is induced by the commutator in G. In order to distinguish the bracket in gr(G) from
the commutator in G we will denote it by [x, y]gr.
Set A = LN and I = Imη. Then we need to prove that [U,nA] = [U,n I] for n ≥ 1. Consider a graded
Lie ring of the semirirect product
gr(A ⋉U) =⊕
n≥1
γnA
γn+1A
⊕
[U,n−1A]
[U,nA]
.
The summands [U,n−1A][U,nA] form an ideal in this Lie ring. Hence, there is a well defined map
U
[U,A]
⊗A⊗nab Ð→
[U,nA]
[U,n+1A]
, y ⊗ x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn ↦ [y, x1, . . . , xn]gr.
Consider some elements X1, . . . ,Xn ∈ A and Y ∈ U. Denote their images in Aab and in U/[U,A] by
x1, . . . , xn ∈ Aab and y ∈ U/[U,A] respectively. Since the map I → A is a P ′-isomorphism (see [15,
§4]), there exists a natural ki whose prime factors are in P such that X
ki
i ∈ I. Set X¯i ∶= X
ki
i ∈ I and
denote their images in Aab by x¯1, . . . , x¯n. Since U is P -local, there exists Z ∈ U such that Zk1...kn = Y.
We denote its image in U/[U,A] by z. Then x¯i = kixi and (k1 . . . kn)z = y. Hence
y ⊗ x1 ⊗ ⋅ ⋅ ⋅ ⊗ xn = z ⊗ x¯1 ⊗ ⋅ ⋅ ⋅ ⊗ x¯n.
Therefore, their images in [U,nA][U,n+1A] are equal:
[y, x1, . . . , xn]gr = [z, x¯1, . . . , x¯n]gr.
It follows that any element of [U,nA] can be presented as an element of [U,n I] modulo [U,n+1A].
Then
(8.1) [U,nA] = [U,n I][U,n+1A]
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for n ≥ 1. Assume that N is nilpotent of class c. Hence A is nilpotent of class at most c. It follows
that [U,cA] = 1 and
[U,c−1A] = [U,c−1 I].
Then by induction, using (8.1), we obtain [U,nA] = [U,n I] for n = c − 1, c − 2, . . . ,1. 
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