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Abstract
In this paper we generalize recent results of Kreer and Penrose by showing that
solutions to the discrete Smoluchowski equations
c˙j =
j−1∑
k=1
cj−kck − 2cj
∞∑
k=1
ck, j = 1, 2, . . .
with general exponentially decreasing initial data, with density ρ, have the following
asymptotic behaviour
lim
j, t→∞
ξ=j/t fixed
j∈J
t2cj(t) =
q
ρ
e−ξ/ρ,
where J = {j : cj(t) > 0, t > 0} and q = gcd{j : cj(0) > 0}.
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1 Introduction
The discrete Smoluchowski equations are a model for the kinetics of irreversible cluster
growth, in which j-clusters (clusters with j particles) can coagulate with k-clusters to give
(j + k)-clusters, but the reverse process of cluster fragmentation does not occur.
Denoting by cj = cj(t) ≥ 0 the concentration of a j-cluster at time t ≥ 0, the equations are
c˙j =
j−1∑
k=1
aj−k,kcj−kck − 2cj
∞∑
k=1
aj,kck, j = 1, 2, . . . (1)
where aj,k = ak,j ≥ 0 are the rate coefficients for the coagulation reactions, and the first sum
is defined to be zero if j = 1. Physically, the quantity ρ(t) :=
∑∞
j=1 jcj(t) is the total density
of the system at time t, and should be finite. This is reflected, mathematically, in the choice
of the Banach space of finite density sequences, X =
{
c = (cj) : ‖c‖ := ∑∞j=1 j|cj| <∞} , as
the natural space for the study of (1). The mathematical theory of these equations, as well as
that of more general equations describing the kinetics of reversible cluster growth, has been
the subject of several papers in recent years, and questions about existence and uniqueness
of solutions [1, 2, 15], and their asymptotic behaviour [2, 4, 5, 13, 14] have been studied.
There are still a number of important open problems concerning the asymptotic behaviour of
solutions to (1). It is easy to prove that, under rather general conditions on the coefficients
aj,k, all global solutions to (1) converge, in the weak∗ topology of X, to the zero solution
as t → ∞, [5, Theorem 4.3]. In the other hand, the asymptotic behaviour of solutions in
the strong (norm) topology of X is not yet completely understood, particularly when the
coagulation coefficients aj,k grow rapidly with j and k, (see [4, 13] and references therein).
For slowly growing coefficients, namely for aj,k ∼ (jk)α, α ≤ 1/2, it has been proved, [1],
that the solution of (1) with initial condition c(0) satisfies ‖c(t)‖ = ρ := ‖c(0)‖ for all t ≥ 0.
This different asymptotic behaviour of solutions in the strong and in the weak∗ topologies
of X is analogous to what happens in the Becker-Do¨ring and Generalized Becker-Do¨ring
equations for supercritical initial data, i.e., initial data with density ρ > ρs where ρs is
a constant depending only on the coefficients of the equation [2, 5, 14]. A problem that
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naturally arises in this context is to elucidate how is the total density ρ distributed among
the various clusters and how does this distribution evolve with time. As pointed out by Ball
et. al. [3] this problem is, in a certain sense, related to the question of how the energy of
a dissipative infinite dimensional dynamical system is distributed among the various modes
as t→∞.
A particular case of this type of problems occurs in the physics literature under the names of
similarity solutions, [7, Section 6.4], self-preserving size distribution, [10], or dynamic scaling
behaviour, [8, 9]. The conjecture is that for sufficiently large times and cluster sizes the
shape of the distribution of the total density among the j-clusters approaches a self-similar
profile independent of that of the initial data; more precisely, for sufficiently large t and j
the solution cj(t) approches t
−αc˜(jt−β) for some positive constants α and β, and for some
function c˜ : IR+ −→ IR+.
Recently Kreer and Penrose obtained a mathematically rigorous proof of this conjecture, in
the case where aj,k = 1 for all j and k, and the initial data are exponentially decreasing and
satisfy c1(0) > 0, [12].
They use the generating function
Φ(z, t) :=
∞∑
j=1
cj(t)z
j, (2)
defined for all t ≥ 0 and z ∈ B1 := {z ∈ IC : |z| ≤ 1}, in order to obtain an integral expression
for cj(t) : one can easily prove that Φ(z, t) satisfies a differential equation (see Proposition 4
below) that can be integrated to give
Φ(z, t) = t−2
1
N0 + t−1
ϕ(z)
N0 + t−1 − ϕ(z) (3)
where N0 :=
∞∑
j=1
cj(0) and ϕ(z) := Φ(z, 0) =
∞∑
j=1
cj(0)z
j. Since, for each t ≥ 0, Φ(z, t) is
analytic in B1 one can use the Cauchy integral formula in (3) to obtain
t2cj(t) =
1
2pii
1
N0 + t−1
∮
γ0
1
zj+1
ϕ(z)
N0 + t−1 − ϕ(z)dz (4)
where γ0 = {z ∈ IC : |z| = r0} for some r0 ∈ (0, 1).
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The fundamental observation of [12], that makes possible the asymptotic evaluation of (4),
is the following: if the initial data (cj(0)) satisfies
0 ≤ cj(0) ≤ A(1 + ∆)−j (5)
for some positive constants A and ∆, independent of j, then ϕ(z) is analytic in the ball
|z| < 1+∆ and, for each t ≥ 0, so is Φ(z, t), except for poles at the zeros of the denominator
of the expression in the right-hand side of (3). Assuming c1(0) > 0 and denoting t
−1 by τ,
Kreer and Penrose proved that N0+ τ −ϕ(z) has only one zero , z1(τ), that converge to the
unit circle ∂B1 as τ → 0, all the other zeros being bounded away form B1 as τ → 0. This
allows (4) to be asymptotically evaluated by considering the integral on a larger circle γ2
such that z1(τ) is the only pole in its interior, minus the integral on a small circle γ1 that
contains z1(τ) in its interior for all sufficiently small values of τ. The integral over γ2 can be
shown to converge to zero uniformly as j, t → ∞ with j/t bounded, and the integral over
γ1 can be evaluated using the residue theorem, and the limit as t → ∞ with ξ = j/t fixed
can be computed from the knowledge of the behaviour of z1(τ) as τ → 0.
Using the above method, Kreer and Penrose concluded that
lim
j, t→∞
ξ=j/t fixed
t2cj(t) =
1
ρ
e−ξ/ρ, (6)
uniformly for ξ in compact subsets of IR+, [12, Theorem III].
It is argued in [12] that one should not expect this type of behaviour if the condition c1(0) > 0
is not fulfilled. In support of this claim the problem with initial data cj(0) = δj,m, for some
integerm > 1, is considered. For this initial condition the solution can be explicitly computed
and is
t2cj(t) =
 (1 + t
−1)−1−j/m if j/m ∈ IN
0 otherwise
and from this one concludes that
lim
j, t→∞
ξ=j/t fixed
t2cj(t) =
 e
−ξ/m if j →∞ through a sequence of multiples of m
0 if j →∞ through a sequence of integers not multiples of m.
(7)
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Now, what this example actually shows is that the non-zero components of the solution
do, in fact, exhibit a dynamic scaling behaviour in the sense that if the limit is computed
using only those js for which cj(t) > 0 then a limit function analogous to the cases with
c1(0) > 0 is obtained. Another objection to the exclusion of initial data with c1(0) = 0 is
the following: suppose the initial condition (cj(0)) is such that c1(0) = 0 but there exists
two coprime numbers p1 and p2 such that cp1(0), cp2(0) > 0. Then, the positivity result in [6]
(see Proposition 3 below) and results in elementary number theory (see, eg, [11, page 277])
imply that there exists a positive integer m0 such that cj(t) > 0 for all j > m0 and all t > 0.
Thus, in this case, it is natural to ask if the limit
lim
j, t→∞
ξ=j/t fixed
t2cj(t)
exists, without having to impose any restrictions on the set of js to be used in its computa-
tion.
In this paper we extend the results of [12] to general exponentially decreasing initial data,
proving that an expression similar to (6) holds even for initial data with c1(0) = 0. We use
the Kreer-Penrose method and, as is possibly clear from the discussion above, the key to get
the result without assuming c1(0) > 0 is a more detailed analysis of the zeros of
F (z, τ) := N0 + τ − ϕ(z). (8)
The final result (Theorem 1) is the following:
If the initial data (cj(0)) satisfies (5) then
lim
j, t→∞
ξ=j/t fixed
j∈J
t2cj(t) =
q
ρ
e−ξ/ρ, (9)
where J is the set of subscripts j for which cj(t) > 0 (which is an infinite set independent
of t for t > 0, see below), and q = gcd{j : cj(0) > 0}. It is clear that this expression reduces
to (6) when c1(0) > 0 (for which q = 1), and to (7) if cj(0) = δj,m (for which q = ρ = m).
The paper is organized as follows:
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In Section 2 we present some preliminaries: basic results on existence, uniqueness, regularity,
asymptotic behaviour, and positivity properties of solutions are quoted from previous work
on these equations. Moreover, we prove an auxiliary result on the greatest common divisor
of a countable set of positive integers that will be needed afterwards.
In Section 3 we study the zeros of F (z, τ) = N0 + τ − ϕ(z) for τ in a neighbourhood of the
origin.
Finally, in Section 4 we prove that the dynamic scaling behaviour (9) holds.
2 Preliminaries
Throughout the paper we assume aj,k = 1 for all j and k. System (1) becomes
c˙j =
j−1∑
k=1
cj−kck − 2cj
∞∑
k=1
ck, j = 1, 2, . . . (10)
The following two Propositions are imediate consequences of results in [1, 5]:
Proposition 1 [1, 5]
For every c0 = (c0 j) ∈ X+ := X ∩ {(cj) : cj ≥ 0}, system (10) has a unique solution
c ∈ C0(0,∞;X+) such that c(0) = c0. The solution c satisfies: ‖c(t)‖ = ρ := ‖c0‖ for every
t ≥ 0; the series ∑j jcj(t) is uniformly convergent on compact sets of [0,∞); each component
cj is continuously differentiable on IR
+; and for all t ≥ 0 and all p ≥ 1, the series ∑j jpcj(t)
is convergent iff
∑
j j
pc0 j converges.
Proposition 2 [5]
The zero solution of (10) is globally asymptotically weak∗ stable in X+, i.e., for all initial
data c0 ∈ X+ the unique solution of (10) with c(0) = c0 satisfies
sup
t∈[0,∞)
‖c(t)‖ <∞ and cj(t) −→ 0 as t→∞, for every j.
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For the precise characterization of the positivity properties of solutions we need to introduce
some notation: being c(t) = (cj(t)) any solution of (10), let
J (t) = {j ∈ IN : cj(t) > 0} (11)
P = J (0) (12)
spanIN0(P ) =
{
j =
∑
i
ni,jpi : pi ∈ P, ni,j ∈ IN0, and max
i
ni,j > 0
}
. (13)
Then we have the following
Proposition 3 [6]
Let c0 ∈ X+ and let c be the solution of (10) with initial condition c(0) = c0. Then, for all
t > 0, J (t) = J is independent of t and is given by J = spanIN0(P ).
Define the 0th moment of a solution as N(t) =
∞∑
j=1
cj(t) and the generating function Φ(z, t)
by (2), then
Proposition 4 [12, Proposition I]
Let c be the solution of (10) with initial condition c0 ∈ X+. Then N(t) and Φ(z, t) satisfy
the differential equations
dN
dt
= −N2 (14)
∂Φ
∂t
= Φ2 − 2NΦ (15)
with initial data N(0) = N0 :=
∞∑
j=1
c0 j and Φ(z, 0) = ϕ(z) :=
∞∑
j=1
c0 jz
j, respectively.
For the study of the zeros of F (z, τ) we need the following result:
Proposition 5
Let M = {m1,m2, . . .} be a countable subset of IN and let q = gcd (m1,m2, . . .) . Then, there
exists a positive integer n0 such that gcd (m1,m2, . . . ,mn0) = q.
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Proof: Let µj be the number of divisors of mj and let d
(j)
k , k = 1, . . . , µj, denote the divisors
of mj. Then
q = max
∞⋂
j=1
µj⋃
k=1
{
d
(j)
k
}
.
Since
n⋂
j=1
µj⋃
k=1
{
d
(j)
k
}
⊇
n+1⋂
j=1
µj⋃
k=1
{
d
(j)
k
}
we have
qn := max
n⋂
j=1
µj⋃
k=1
{
d
(j)
k
}
≥ max
n+1⋂
j=1
µj⋃
k=1
{
d
(j)
k
}
=: qn+1 ≥ q.
Thus, the sequence (qn) is monotonic nonincreasing and bounded below. Hence, it converges
and so it must be constant and equal to q for sufficiently large n.
3 The Zeros of F (z, τ )
With P defined by (12) denote the elements of P by p1, p2, . . . . Assume c0 = (c0 j) satis-
fies (5). Then ϕ(z) :=
∞∑
j=1
c0 jz
j =
∑
pj∈P
c0 pjz
pj is defined and analytic in the ball B1+∆ =
{z ∈ IC : |z| < 1 + ∆} . Consider the function F : B1+∆ × [0,∞) −→ IC defined by (8). We
start the study of the zeros of F with the case τ = 0.
Proposition 6
With the above assumption and definitions we have:
1. All zeros of F (z, 0) lie in B1+∆ \B1.
2. Let q = gcd(p1, p2, . . .). Then F (z, 0) has exactly q zeros on the unit circle ∂B1, which are
the qth roots of unity, and all of them are simple.
Proof:
1. Let f be the restriction of F (·, 0) to [0,∞). Let τ1 := −f(1+∆) ∈ IR+∪{∞}. Since f(0) =
N0 > 0, f(x) −→ −τ1 < 0 as x ↑ 1 + ∆, and f ′(x) = −ϕ′(x) = −x−1
∑
pj∈P
pjc0 pjx
pj < 0
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for all x ∈ (0, 1+∆), we conclude that f has only one zero in (0, 1+∆), which, by the
definition of f, is clearly x = 1. Now suppose z ∈ IC is a zero of F (z, 0). Then, since
N0 = |ϕ(z)| ≤ ϕ(|z|), we have f(|z|) = F (|z|, 0) ≤ 0, and thus |z| ≥ 1.
2. Let ζ := zq andmj := pj/q. Clearly gcd(m1,m2, . . .) = 1. Define ψ(ζ) := N0−
∑
pj∈P
c0 pjζ
mj .
We have ψ(ζ(z)) = F (z, 0). Being interested in the case |ζ| = |z| = 1, let ζ = eiθ. A
complex number ζ is a zero of ψ iff N0 −∑j c0 pjζmj = 0, i.e.,
∑
j
c0 pj(1− cos(mjθ)) = 0
and since c0 pj > 0 for all j, we must have
mjθ = 0 mod 2pi. (16)
Clearly θ = 0 mod 2pi is a solution of (16). We prove it is the only solution. Observe
that (16) is an infinite system of equations if P is infinite. We need only to show
that for some finite subsystem the only solution is θ = 0 mod 2pi. By Proposition 5
we know that, for some integer n0, gcd(m1,m2, . . . ,mn0) = 1. Consider the following
finite subsystem of (16):
mjθ = 0 mod 2pi, j ∈ {1, . . . , n0}. (17)
Suppose there exist k and ` such that mk and m` are coprimes, i.e., gcd(mk,m`) = 1.
Then
mkθ = 2αpi (18)
m`θ = 2βpi (19)
for some integers α and β. Thus β = m`α/mk and sincemk does not dividem` it follows
that there exists an integer r such that α = rmk, which means that (18) can be written
as θ = 2rpi, proving the result. If there are no pairwise coprimes in {m1,m2, . . . ,mn0}
we can argue as follows: take two equations from (17), for instance, m1θ = 0 mod 2pi
and m2θ = 0 mod 2pi and let g1 = gcd(m1,m2). Write m1 = g1r1, m2 = g1r2. As
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gcd(r1, r2) = 1 we can repeat the argument above to conclude that g1θ = 0 mod 2pi.
Proceeding in the same way for pairs of equations with j = 3 and j = 4, etc, we obtain
another system of equations for θ. The crucial fact here is that this new system has
fewer equations than (17). To be more precise, let h(x) = [(x+1)/2], where [y] denotes
the integer part of y, and define
g
(1)
i = gcd(m2i−1,m2i) for i = 1, 2, . . . , h(n0)− 1
g
(1)
h(n0)
=
 gcd(mn0−1,mn0) if n0 is evenmn0 if n0 is odd,
We have gcd
(
g
(1)
1 , g
(1)
2 , . . . , g
(1)
h(n0)
)
= gcd (m1,m2, . . . ,mn0) = 1, and if θ = 0 mod 2pi is
the only solution of the equations
g
(1)
j θ = 0 mod 2pi, j ∈ {1, . . . , h(n0)},
then it is also the only solution of (17). If at least two of the g
(1)
j s are pairwise coprimes
we argue as previously. Otherwise, we can recursively define
g
(`)
i = gcd
(
g
(`−1)
2i−1 , g
(`−1)
2i
)
for i = 1, 2, . . . , h(`)(n0)− 1
g
(`)
h(`)(n0)
=
 gcd
(
g
(`−1)
h(`−1)(n0)−1, g
(`−1)
h(`−1)(n0)
)
if h(`−1)(n0) is even
g
(`−1)
h(`−1)(n0)
if h(`−1)(n0) is odd,
where h(`)(n0) = h
(
h(`−1)(n0)
)
for ` ≥ 2, and consider the equations
g
(`)
j θ = 0 mod 2pi, j ∈
{
1, . . . , h(`)(n0)
}
. (20)
Let η be the nonnegative integer such that n0 ∈ (2η, 2η+1] . We need only to apply this
procedure at most η times in order to obtain a pair of coprimes. In the worst possible
case we end up with the coprimes g
(η)
1 and g
(η)
2 and we can now solve the corresponding
system (20) and obtain θ = 0 mod 2pi as its unique solution.
Hence, ζ = 1 is the only zero of ψ in the unit circle and, consequently, the only zeros
of F (z, 0) in the unit circle are the qth roots of unity, ωkq = exp(2piik/q), k = 1, . . . , q.
Furthermore, for z 6= 0,
F ′(z, 0) = −z−1 ∑
pj∈P
pjc0 pjz
pj
9
and thus, for all k = 1, . . . , q,
F ′(ωkq , 0) = −ω−kq
∑
pj∈P
pjc0 pjω
pjk
q = −ω−kq
∑
mjq∈P
mjqc0mjq
(
ωqq
)mjk
= −ω−kq ρ 6= 0. (21)
This concludes the proof.
We now turn to the study of F (z, τ) with τ > 0. The following result generalizes Lemma II
of [12]:
Proposition 7
With the assumptions of Proposition 6 the following holds true:
1. For all sufficiently small τ ∈ (0, τ1) there exists q simple zeros of F (z, τ), denoted zk(τ)
with k = 1, . . . , q, satisfying |zk(τ)| > 1 and
zk(τ) = ω
k
q
(
1 +
1
ρ
τ +R(2)(τ)
)
(22)
where R(2)(τ) ∼ O(τ 2) as τ → 0.
2. All other zeros of F (z, τ), zk(τ), k = q + 1, q + 2, . . . , lie outside B1 and are uniformly
bounded away from it as τ → 0.
Proof: We start by studying the general location of the zeros. Let z ∈ IC be a zero of F (·, τ).
Then N0 + τ = |ϕ(z)|, and, since τ > 0 and |ϕ(z)| ≤ ϕ(|z|), we conclude that
f(|z|) = F (|z|, 0) = N0 − ϕ(|z|) < N0 + τ − |ϕ(z)| = 0,
where f was defined in the proof of Proposition 6. This inequality implies |z| > 1.
We now prove statements 1. and 2. separately:
1. From the last part of the proof of Proposition 6 we can apply an implicit function theorem
to F (z, τ) = 0 at (ωkq , 0) to conclude that for all sufficiently small τ there exist functions
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zk(τ) such that F (zk(τ), τ) ≡ 0 and zk(τ)→ ωkq ∈ ∂B1 as τ → 0. By (21) there exists
a τ2 ∈ (0, τ1) such that, for all τ ∈ [0, τ2), (∂F/∂z)(zk(τ), τ) 6= 0. Furthermore, we can
differentiate F (zk(τ), τ) ≡ 0 with respect to τ at τ = 0 obtaining (22).
2. For the other zeros of F (z, τ) we argue as in [12]: Being F (z, 0) analytic in B1+∆ it has
only a finite number of zeros inside every ball B1+∆′ with ∆
′ < ∆. Choose a ∆′ such
that m > q is the number of zeros of F (z, 0) in B1+∆′ . Of these, q zeros lie in ∂B1 and
the remaining m − q in the anulus B1+∆′ \ B1. Let 1 + 3δ be the minimum of their
moduli. As the zeros depend continuously of τ there exists τ3 ∈ (0, τ1) such that, for
all τ ∈ [0, τ3), all of their moduli are larger than 1 + 2δ, and the same is valid for the
zeros that lie in the exterior of B1+∆′ when τ = 0.
4 Dynamic Scaling Behaviour
We can now prove our main result, that generalizes Theorem III of [12].
Theorem 1
Let c0 ∈ X+ satisfy (5) and denote by c the solution to (10) with initial condition c(0) = c0.
Then, the following holds true for the asymptotic behaviour of the components of c,
lim
j, t→∞
ξ=j/t fixed
j∈J
t2cj(t) =
q
ρ
e−ξ/ρ, (23)
where J is the infinite subset of IN given in Proposition 3 and q = gcd(P ), with P given by
(12). The convergence is uniform for ξ in compact intervals of IR+.
Proof: Solving the initial value problems for N(·) and Φ(z, ·) given in Proposition 4 we
obtain
Φ(z, t) = t−2
1
N0 + t−1
ϕ(z)
N0 + t−1 − ϕ(z)
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for t > 0 and z ∈ B1. Since Φ(·, t) is analytic in B1 we can apply Cauchy’s integral formula
and write
t2cj(t) =
1
2pii
1
N0 + τ
∮
γ0
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz
where τ = t−1 and γ0 = {z : |z| = r0} for some r0 ∈ (0, 1). By (5), ϕ(z) is analytic in B1+∆
and so Φ(·, t) can be extended to B1+∆ as an analytic function, except for poles at the zeros
of F (z, τ). By Proposition 7 there exists τ4 ∈ (0,min{τ2, τ3}) such that, for all τ ∈ [0, τ4],∣∣∣zk(τ)− ωkq ∣∣∣ < δ,for k = 1, . . . , q, and |zk(τ)| > 1 + 2δ, for k = q + 1, q + 2, . . . . Thus, if
1 ≤ k ≤ q we have |zk(τ)| < 1 + δ for all τ ∈ [0, τ4] and we can write∮
γ0
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz =
∮
γq+1
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz −
−
q∑
k=1
∮
γk
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz
where γk = {z : |z−ωkq | = δ} for k = 1, . . . , q, and γq+1 = {z : |z| = 1 + 2δ} . For sufficiently
small δ the curves γk, for k = 1, . . . , q, are pairwise disjoint and zk(τ) is the only zero of
F (·, τ) in the interior of γk. (If δ is such that γk, k = 1, . . . , q, are not pairwise disjoint we
can choose a conveniently smaller δ and redefine τ4 accordingly.)
The integral over γq+1 can be estimated as in [12]: the function F (z, τ) is continuous and
different from zero for (z, τ) ∈ γq+1 × [0, τ4]. Thus
Fmin := min
τ∈[0,τ4]
|z|=1+2δ
|F (z, τ)| > 0,
and using (5) we have, for τ ∈ [0, τ4],∣∣∣∣∣
∮
γq+1
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz
∣∣∣∣∣ ≤ 2piA(1 + 2δ)j 1Fmin
∑
pj∈P
(
1 + 2δ
1 + ∆
)pj
≤
≤ 2piA
(1 + 2δ)j
1
Fmin
∞∑
j=1
(
1 + 2δ
1 + ∆
)j
=
=
2piA
(1 + 2δ)j
1
Fmin
1 + 2δ
∆− 2δ . (24)
Let ξ = jτ. If ξ is in a compact set [ξ1, ξ2] ⊂ IR+ we have that (24) is valid for all j ≥ ξ1/τ4
and so the integral over γq+1 approaches 0 as j, t→∞, uniformly for ξ in [ξ1, ξ2].
12
The asymptotic behaviour of the other integrals can be computed using the residue theorem,
l’Hoˆpital’s rule, and (22):
− 1
2pii
q∑
k=1
∮
γk
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)dz = −
q∑
k=1
Resz=zk(τ)
[
1
zj+1
ϕ(z)
N0 + τ − ϕ(z)
]
= −
q∑
k=1
lim
z→zk(τ)
[
ϕ(z)
zj+1
z − zk(τ)
N0 + τ − ϕ(z)
]
=
q∑
k=1
1
(zk(τ))
j+1
ϕ(zk(τ))
ϕ′(zk(τ))
. (25)
To compute the limit of (25) as τ → 0 observe that
lim
τ→0ϕ (zk(τ)) = limτ→0 (N0 + τ − F (zk(τ), τ)) = limτ→0 (N0 + τ) = N0 (26)
lim
τ→0ϕ
′ (zk(τ)) = lim
τ→0 (zk(τ))
−1 ∑
pj∈P
pjc0 pj (zk(τ))
pj
= ω−kq
∑
pj∈P
pjc0 pjω
pjk
q
= ω−kq ρ (27)
and
lim
τ→0 (zk(τ))
j+1 = ωkq limτ→0
[
ωkq
(
1 +
1
ρ
τ +R(2)(τ)
)]j
(28)
If j ∈ J then
j =
∑
i
ni,jpi =
∑
i
ni,jmiq = νjq
with νj =
∑
i ni,jmi. This implies that
(
ωkq
)j
=
(
ωqq
)νjk
= 1. If, additionally, ξ = jτ is fixed,
the limit in the right-hand side of (28) can be written as
lim
j→∞
(
1 +
ξ/ρ
j
+R(2)(1/j)
)j
, (29)
which is equal to eξ/ρ.
Using this result, together with (26) and (27), we can compute the limit of (25) as j → ∞
and τ → 0, with ξ = jτ fixed and j ∈ J , obtaining (23).
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