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Resumen. Cuantificar los patrones de supervivencia de los nidos es un primer paso para entender por qué las 
aves deciden cuándo y dónde reproducirse. La mayoría de los estudios sobre la supervivencia de nidos se han basado 
en modelos lineales generales (MLG) para explorar esos patrones. Sin embargo, los MLG presentan supuestos sobre 
la estructura de los modelos que podrían impedir encontrar patrones no lineales en los datos de supervivencia. Los 
modelos aditivos generales (MAG) brindan una alternativa flexible distinta a los MLG para estimar patrones lineales 
y no lineales en los datos. En este estudio presentamos una comparación entre los MLG y los MAG para explicar la 
variación en los datos de supervivencia de nidos. Utilizamos dos criterios diferentes de selección de modelos, los 
criterios de información de Bayes (BIC) y de Akaike (AIC), para escoger entre modelos simples y complejos. Nuestro 
estudio se enfocó en el análisis de nidos de Agelaius phoeniceus encontrados en humedales de la cuenca del Rain-
water, sur-centro de Nebraska. De acuerdo al BIC, nuestro modelo lineal cuadrático de la edad de los nidos tuvo el 
máximo respaldo y el modelo predijo un patrón cóncavo en la supervivencia diaria de los nidos. Encontramos que 
hubo mayor incertidumbre en la selección de modelos de acuerdo al AIC y encontramos respaldo para modelos adi-
tivos con efectos ordinales tanto del día como de la edad. Estos modelos predijeron mucha más variación temporal 
que los modelos lineales. Siguiendo nuestro análisis, discutimos algunas de las ventajas y desventajas de los MAG. 
A pesar de las posibles limitaciones de los MAG, nuestros resultados sugieren que éstos representan una manera 
eficiente y flexible para demostrar la existencia de patrones no lineales en los datos de supervivencia de nidos.
FINDING THE SMOOTHEST PATH TO SUCCESS: MODEL COMPLEXITY AND
THE CONSIDERATION OF NONLINEAR PATTERNS IN NEST-SURVIVAL DATA
Encontrando el Camino Más Fácil Hacia el Éxito: Complejidad de los Modelos y Consideración de 
Patrones No Lineales en Datos de Supervivencia de Nidos
Abstract. Quantifying patterns of nest survival is a first step toward understanding why birds decide when 
and where to breed. Most studies of nest survival have relied on generalized linear models (GLM) to explore these 
patterns. However, GLMs require assumptions about the models’ structure that might preclude finding nonlinear 
patterns in survival data. Generalized additive models (GAM) provide a flexible alternative to GLMs for esti-
mating linear and nonlinear patterns in data. Here we present a comparison of GLMs and GAMs for explaining 
variation in nest-survival data. We used two different model-selection criteria, the Bayes (BIC) and Akaike (AIC) 
information criteria, to select among simple and complex models. Our study was focused on the analysis of Red-
winged Blackbird (Agelaius phoeniceus) nests in the Rainwater Basin wetlands of south-central Nebraska. Under 
BIC, our quadratic model of nest age had the most support, and the model predicted a concave pattern of daily nest 
survival. We found more model-selection uncertainty under AIC and found support for additive models with 
ordinal effects of both day and age. These models predicted much more temporal variation than did the linear 
models. Following our analysis, we discuss some of the advantages and disadvantages of GAMs. Despite the 
possible limitations of GAMs, our results suggest that they provide an efficient and flexible way to demonstrate 
nonlinear patterns in nest-survival data.
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INTRODUCTION
Quantifying patterns in nest survival is a common analytical 
approach used in studies of avian population ecology (e.g., 
Brown and Collopy 2008, Bulluck and Buehler 2008). How-
ever, quantifying these patterns is only a first step toward 
understanding the mechanisms of nest survival or the conse-
quences of individuals’ decisions about breeding on fitness. 
We expect individual birds to make choices that minimize 
the likelihood of brood parasitism and nest predation, hence 
maximizing reproductive potential. Given the complex-
ity of most ecosystems, there is no reason to expect brood 
parasitism or nest survival to respond to these choices in a 
linear fashion. If there are times or conditions that are par-
ticularly good, nest survival may even have an intermediate 
optimum.
Factors that influence nest survival range from the abi-
otic (e.g., microclimate) to the biotic (e.g., predator behavior). 
Abiotic factors associated with climate are likely to have non-
linear influences on nest survival not only because of the in-
trinsic variability of weather phenomena but also because of 
the behavioral responses of nesting birds and their predators 
to climate (Roberts and Porter 1998, Dinsmore et al. 2002). 
For example, increased temperature and precipitation may 
lead to an increase in olfactory cues from nesting adults (i.e., 
bacterial growth in plumage; Roberts and Porter 1998). Like-
wise, the selective force of nest predation is likely to interact 
with other factors, leading to effects that suggest the apparent 
optimal placement of the nest (Kruger 2004). The timing of 
nest initiation and nest development is also likely to influence 
nest survival non-linearly if the energetic value of a nest as a 
prey item increases as the nest ages or if predators’ efficiency 
of searching increases during particular nest stages or with 
nest abundance (Schmidt 1999, Grant et al. 2005). The most 
popular methods for estimating nest survival with abiotic and 
biotic covariates, thus far, are based on linear models (Dins-
more et al. 2002, Hazler 2004, Shaffer 2004). While these 
analytical approaches are extremely useful, we have no reason 
to assume a priori that nest survival is best represented with 
a particular parametric form such as quadratic or cubic terms 
in a generalized linear model (GLM) (e.g., Grant et al. 2005). 
In fact, linear models may miss multimodal or intermediate 
optima in patterns of nest success. Generalized additive mod-
els (GAM) are a flexible extension of GLMs that can com-
bine parametric forms along with nonparametric smoothers 
that are more sensitive to nonlinear patterns (Wood 2006). To 
be clear, both GLMs and GAMs smooth patterns in data. But 
the way that each approach to modeling accomplishes this is 
quite different. GLMs smooth by assuming the process can be 
approximated by linear terms, thus averaging over variation 
in the data. GAMs also smooth data, but they accomplish this 
by allowing the smoothing function to be broken into pieces. 
This procedure provides an approximated function of the 
process, but variation in the data is allowed to affect this func-
tion more than in the linear case. The result is a model that is 
much more flexible in terms of capturing nonlinear variation 
in certain processes. For example, Post van der Burg et al. (2009) 
detected nonlinear temporal trends in the daily parasitism rate 
of nests of the Red-winged Blackbird (Agelaius phoeniceus)
by using GAMs.
Here we compare generalized linear modeling and general-
ized additive modeling for nest-survival analysis. We analyzed 
daily survival of Red-winged Blackbird nests with regard to 
covariates of time, metrics of colonial nesting, and weather. 
Our goal was to fit both GLMs and GAMs to our data in an 
effort to show the differences between them and provide some 
guidance on when these different models may be appropriate. 
We assessed the ability of each of these model types to ex-
plain variation in our data by using an information-theoretic 
approach, and we further show how the choice of information 
criterion can influence whether simpler linear models or more 
complex additive models are chosen.
METHODS
STUDY SPECIES
The Red-winged Blackbird is abundant and found through-
out North America (Yasukawa and Searcy 1995). It is a hab-
itat generalist and nests in old fields as well as in wetlands 
(Yasukawa and Searcy 1995). Aspects of nest placement, such 
as nest height, are thought to be a response to terrestrial pred-
ators (Beletsky 1996, Beletsky and Orians 1996). Red-winged 
Blackbirds may nest colonially and engage in defensive behav-
ior following hatching of their clutches (Knight and Temple 
1988). There is conflicting evidence as to whether colonial 
nesting provides any benefit in terms of nesting success (e.g., 
Westneat 1992, Clotfelter and Yasukawa 1999). The role of 
mammals in nest predation in our study area was established 
with cameras trained on nests, which documented that least 
weasels (Mustela nivalis), deer mice (Peromyscus manicula-
tus), and striped skunks (Mephitis mephitis) depredate Red-
winged Blackbird nests (L. Powell, unpublished data). We also 
made two isolated observations of Northern Harriers (Circus 
cyaneus) feeding Red-winged Blackbird nestlings to their 
young. Red-winged Blackbirds may nest up to two times per 
season (Yasukawa and Searcy 1995). For blackbirds nesting in 
wetlands, weather such as precipitation may affect their repro-
ductive success (Fletcher and Koford 2004).
STUDY AREA AND FIELD METHODS
Within the Rainwater Basin wetlands in Clay Center, Nebraska, 
we sampled 10 wetlands that varied in size (range: 0.5–92 ha) 
and ownership (private, state, and federal). We chose our sam-
ple of wetlands on the basis of whether we could gain access 
to the wetland in repeated years. The plants dominating these 
wetlands were cattail (Typha spp.), river bulrush (Scirpus 
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fluvailtalis), reed canary grass (Phalaris arundinacea) and 
smartweed (Polygonum spp.). We began searching for nests 
in the second or third week of May and terminated searches 
at the end of July each year. At the beginning of the 2002 sea-
son we established random transects in wetlands exceeding 1 
ha and covered both wetland and upland habitat. In 2003 we 
adjusted these transects to cover only the wetland; we used 
these same transects in 2004. We searched the entire wetland 
if it was smaller than 1 ha. Otherwise, we searched for nests 
within 100 m on either side of the transects. We identified each 
nest with a number by writing on vegetation near the nest with 
a felt-tip marker. We tied plastic flagging to vegetation ?10 m 
from the nest and wrote the distance and direction to the nest 
on the flag. We also recorded the UTM coordinates for each 
nest with a GPS unit. We revisited nests every 3–5 days until 
the young fledged or the nest failed.
We measured nest height (from the ground to the top edge 
of the nest) to the nearest 0.5 dm. We also overlaid the nest’s 
coordinates on a modified National Wetlands Inventory cov-
erage (U.S. Fish and Wildlife Service 2005) and used the ruler 
tool in ESRI’s ArcGIS (version 8.x) to measure the shortest 
distance from each nest to the wetland’s edge in meters. We 
considered the edge of each wetland to be in the zone of transi-
tion between upland and wetland vegetation, and we verified 
the location of these transition zones in the field. Using the 
Hawth’s Tools (Beyer 2004) extension for ArcGIS, we also 
used the nest coordinates to calculate the distance between 
simultaneously active nests. We obtained daily weather data 
(daily high temperature and daily precipitation) for Clay 
Center from the High Plains Climate Research Center data-
base (University of Nebraska-Lincoln, Lincoln, Nebraska). 
All study sites were within 19 km of the weather station.
STATISTICAL ANALYSIS
We used the statistical program R (R Development Core Team 
2006) to estimate daily nest survival with the logistic-exposure 
method outlined by Shaffer (2004). We fit both GLMs and 
GAMs to our binomial survival data (0 ? failure, 1 ? success). 
We used a modified logit-link function developed by Shaffer 
(2004): g(?) ? ln [?1/t(1 − ?1/t)], where ? is the survival estimate 
for the interval monitored and t is the interval length in days.
Generalized linear models. Most ornithologists are fa-
miliar with the structure of a GLM, g(y) ? ?0 ? ?ixi, where 
the function g is a link function, ?0 is an intercept, and ?ixi is a 
collection of parameters plus covariate data. We fit GLMs by 
using the R package glm, which uses an iterative least-squares 
approach to fit each model to the data. This method uses a so-
lution common in linear algebra to find maximum-likelihood 
estimates of the model’s parameters. The iterative portion of 
the algorithm typically involves calculating weights, which 
are functions of the residuals. After each iteration, the weights 
are updated and the linear equation is solved again. As a result 
of this weighting, the estimates are more robust to outliers in 
the data. Because these models are fairly simple we can present 
both parameter values and the models’ predictions easily.
Generalized additive models. Now consider the structure 
of a GAM: g(y) ? ?0 ? s(xi), where s is known as a smooth 
function (Hastie and Tibrishani 1990, Wood 2006, Crawley 
2009, Zuur et al. 2009). We used the package mgcv to fit 
GAMs to our data. This package also uses an iterative least-
squares approach to fit each model and treats the number of 
smoothing terms as something to be estimated in the con-
text of fitting the model (Wood and Augustin 2002). In mgcv,
these smooth functions are represented as spline functions. 
A spline function is a piecewise polynomial function that 
is often used to represent smoothed and nonlinear relation-
ships. The problem with modeling GAMs with spline func-
tions is in the choice of the order of polynomial. If you choose 
too high an order the model may be overfitted. If you choose 
too small an order the model will not approximate the pat-
terns in the data. The penalized-regression spline algorithm 
used by mgcv estimates the order of the smoothing function 
for each covariate on the basis of how it balances the model’s 
fit with overall smoothness (Wood and Augustin 2002). The 
result is a model that has more “wiggliness” than a GLM but 
is not overfitted. If a model parameter fits better as a smooth 
term, then the degrees of freedom will increase. The number 
of parameters in each model is approximated by the effective 
degrees of freedom (edf); each linear term contributes only 
one degree of freedom. In the mgcv package, the estimation 
of smoothing parameters is accomplished by minimizing ei-
ther the generalized cross validation criterion or the unbiased 
risk estimator. In our exercise we are using binomial data, so 
mgcv relies on the unbiased risk estimator, D/n ? 2?(edf)/
n − ?, where D is the model’s deviance, n is the number of data 
points, and ? is a scale parameter. In the case of the the unbi-
ased risk estimator, the scale parameter, assumed to be the 
variance of the process, must be known. If the data were nor-
mally distributed, we could use generalized cross validation 
and estimate the scale term. For discrete Poisson and binomial 
data the score of the unbiased risk estimator is more appro-
priate (Crawley 2007). Notice that this score is really just a 
rescaled score of the Akaike information criterion (AIC). To 
get that score, we assume that the scale parameter is equal to 
one, which is the default for binomial and Poisson data in this 
package. The smooth portion of a GAM is represented as a 
matrix of basis functions (Wood and Augustin 2002), so it is 
often not practical to present those in lieu of parameter esti-
mates. Therefore, we will focus on presenting the predictions 
of our models. However, the package does provide approxi-
mate P-values for assessing the significance of smooth terms. 
These values are calculated by comparing a statistic derived 
from the parameter vector and its covariance matrix against a 
chi-squared distribution with the degrees of freedom equal to 
the effective degrees of freedom (see mgcv help files for more 
information).
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Candidate models. We compared multiple working hy-
potheses that were expressed as both generalized linear and 
additive models. We considered linear models composed of 
covariates related to the nest site, interval-specific weather 
conditions, colonial nesting, and time. To determine which 
of these possible models to include in our analysis, we con-
ducted a simple exploratory analysis. We used Microsoft Excel 
to summarize the nests’ fates and number of exposure days 
for various levels of our covariates. We then calculated simple 
Mayfield estimators (sensu Mayfield 1961) for the data in each 
level of our covariates, and we plotted these results against the 
covariates’ values. On the basis of these results, we built models 
using parameters that looked as if they had an affect on nest 
survival. Likewise, if they looked as if they had a nonlinear 
effect on nest survival we included those parameters in our 
analysis of the additive models. On the basis of our exploratory 
analysis, neither of our nest-site variables, nest height (HT) and 
distance from wetland edge (EDGE), had an effect on daily 
nest survival, so we excluded them from further analysis.
We built a weather model that included average daily 
precipitation (PRECIP) and average daily high temperature 
(TEMP). Our exploratory plots suggested that increasing 
temperature and precipitation could have a nonlinear effect 
on daily nest survival. Daily nest survival was higher at the 
low end of the range of temperatures, lower at the seasonal 
average temperature, and then it seemed to increase again at 
higher temperatures. It also seemed to increase as precipita-
tion increased, but the rate of increase seemed much faster for 
smaller amounts of precipitation. Precipitation and tempera-
ture could lead to lower nest survival by influencing olfactory 
cues used by predators to locate nests or by influencing activ-
ity of other predators like snakes (Roberts and Porter 1998, 
Dinsmore et al. 2002). For both covariates, we averaged daily 
measurements over each interval of monitoring. Our model 
for colonial nesting accounted for the effects of the number of 
simultaneously active nests (SIM) and the shortest distance 
between those nests (DIST). Our plots suggested that the 
number of simultaneous nests influenced nest survival nonlin-
early. But in general this pattern suggested that nest survival 
was higher for lower and intermediate numbers of nests than 
for higher numbers of nests. On the basis of our analysis, as 
the distance between these nests increased, nest success also 
apparently increased, but the rate of increase was much faster 
when the distance between nests was small. Because the Red-
winged Blackbird is colonial, it could reduce predation risk 
by choosing sites with greater numbers of individuals, though 
Clotfelter and Yasukawa (1999) failed to find this effect. There 
may be a trade-off between nesting in a colony with too many 
closely packed individuals (increased prey density) in com-
parison to more intermediate nest densities and distances be-
tween nests. We also found evidence that as nests aged, their 
survival rates declined, but survival increased again beyond a 
threshold age. The success of nests earlier in the season also 
appeared higher than the success of those later in the season. 
We found that plots of both parameters had quite a lot of scatter 
in the Mayfield estimates, so we cannot rule out nonlinear dy-
namics in these parameters. Our time-specific model included 
an age effect (AGE) and an effect of day of the nesting season 
(ordinal day; DAY). For both age and ordinal day we assigned 
the average value of each interval (i.e., the midpoint of the in-
terval) as the covariate’s value. Previous work suggests that 
blackbird nests are less likely to survive as they age (Young 
1963, Robertson 1972, Caccamise 1976). These estimates, 
however, were not based on an analysis of daily nest survival. 
We expected that temporal patterns of daily nest survival to 
be nonlinear because the blackbirds’ behavior might influence 
the risk of nest survival at different stages of development 
(Eichholz and Koenig 1992, Davis 2005, Grant et al. 2005). 
Likewise, we do not have any reason to expect nest survival 
to be linear throughout the season because predators may re-
spond to temporal fluctuations in nesting densities or alterna-
tive prey (Jones et al. 2002).
Up to this point we have described our three “base” mod-
els, which were our weather model, colonial-nesting model, 
and temporal model. Because we found evidence in our ex-
ploratory analysis that the models’ parameters may vary 
nonlinearly, we included an additional three models with qua-
dratic effects on the parameters. We then composed pairwise 
combinations of the models, included a null model (intercept 
only), main-effect models, and two “global” models for a total 
of 27 GLMs (Table 1). We then composed the GAM equiv-
alent of these models, which added an additional 13 models 
(see Table 1 for complete list).
Model-selection criteria. We fit a total of 40 models. We 
used information-theoretic methods to rank candidate mod-
els and to account for the models’ uncertainty. We used two 
criteria to choose models, one known to select simple mod-
els and one known to select more complex models. We used 
the Bayes information criterion (BIC) to select simpler mod-
els. Link and Barker (2006) have shown that BIC scores can 
be used to approximate Bayes factors for comparing models i
and j: exp[(BICi − BICj)/2]. These approximate Bayes factors 
(BF) can then be used to calculate the posterior probabilities 
of models in a set in much the same way that AIC weights are 
calculated: pr(modeli) ? BFi,1?i/?BFj,1?j, where the numerator 
is the Bayes factor of model i compared with model 1 in the set 
times the prior probability of that model (?). The denominator 
is the sum of all the j models in the set compared to model 1 
times their respective priors. The advantage of this method 
for calculating posterior probabilities rests in the fact that 
the researcher can explicitly state prior belief in a particular 
model or set of models. Thus one is not confined to a model-
selection criterion that has implicit prior assumptions. In our 
case, we chose to state our prior belief as a uniform distribu-
tion [i.e., pr(model) ? 1/40], which means that we did not favor 
any one model or set of models. We considered our best models 
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TABLE 1. Comparison of generalized linear models (GLM) and generalized additive models (GAM) of Red-winged Blackbird (Agelaius 
phoeniceus) daily nest survival in the Rainwater Basin region of Nebraska (2002–2004). Model parameters are average high temperature 
(TEMP), average precipitation (PRECIP), number of simultaneously active nests (SIM), the minimum distance between those nests (DIST), 
average nest age (AGE), average ordinal day in the nesting season (DAY), and a null, or intercept only, model (NULL). GLMs were fit with a 
maximum-likelihood approach. We present log likelihoods and the number of model parameters (K) for GLMs only. Smooth terms for GAMs, 
denoted by s(PARAMETER), were estimated for all of the parameters with a penalized spline regression algorithm. The number of smooth 
terms for each parameter was estimated by minimizing the unbiased risk estimator (UBRE). Models that include smooth terms have higher 
estimated degrees of freedom (edf) because nonsmooth terms only contribute one degree of freedom. All models were compared by Bayes 
(BIC) and Akaike (AIC) information criteria. BIC scores were used to approximate Bayes factors to estimate posterior model probabilities. 
Using differences in AIC scores, we also estimated the models’ posterior probabilities. All models with posterior probabilities greater than 
zero are presented in bold. For comparison, we also include a measure of the amount of deviance explained by a particular model.
GLM
Deviance
explained (%) K BIC
Model
probability 
(BIC) AIC
Model 
probability 
(AIC)
Single-effect models
Nulla 5.81 1 1396.42 0.00 1390.79 0.00
AGE 5.94 2 1402.05 0.00 1390.79 0.00
AGE2a 8.10 3 1377.87 0.99 1360.98 0.00
DAY 5.86 2 1403.26 0.00 1392.00 0.00
DAY2a 6.30 3 1404.39 0.00 1387.50 0.00
TEMP 5.90 2 1402.63 0.00 1391.37 0.00
TEMP2 5.98 3 1409.09 0.00 1392.20 0.00
PRECIP 5.81 2 1403.98 0.00 1392.72 0.00
PRECIP2 5.84 3 1411.24 0.00 1394.35 0.00
SIM 5.81 2 1404.05 0.00 1392.79 0.00
SIM2 5.92 3 1410.05 0.00 1393.16 0.00
DIST 5.93 2 1402.29 0.00 1391.03 0.00
DIST2 6.08 3 1407.65 0.00 1390.76 0.00
Temporal models
AGE ? DAY 5.95 3 1409.53 0.00 1392.64 0.00
AGE2a ? DAY2a 8.35 5 1389.52 0.00 1361.37 0.00
Weather models
TEMP ? PRECIP 5.93 3 1409.92 0.00 1393.03 0.00
TEMP2 ? PRECIP2 6.04 5 1423.45 0.00 1395.30 0.00
Colonial-nesting models
SIM ? DIST 5.94 3 1409.78 0.00 1392.89 0.00
SIM2 ? DIST2 6.17 5 1421.61 0.00 1393.46 0.00
Temporal and weather models
AGE ? DAY ? TEMP ? PRECIP 6.03 5 1423.75 0.00 1395.60 0.00
AGE2a ? DAY2a ? TEMP2 ?
  PRECIP2
8.38 9 1419.48 0.00 1368.81 0.00
Temporal and colonial-nesting 
models
AGE ? DAY ? SIM ? DIST 6.07 5 1423.11 0.00 1394.96 0.00
AGE2a ? DAY2a ? SIM2 ? DIST2 8.72 9 1414.57 0.00 1363.90 0.00
Weather and colonial-nesting models
TEMP ? PRECIP ? SIM ? DIST 6.06 5 1423.29 0.00 1395.14 0.00
TEMP2 ? PRECIP2 ? SIM2 ?
DIST2
6.34 9 1442.05 0.00 1397.01 0.00
Global models
AGE ? DAY ? TEMP ? PRECIP ?
  SIM ? DIST
6.14 7 1437.29 0.00 1397.88 0.00
AGE2a ? DAY2a TEMP2 ? PRECIP2 ?
SIM2 ? DIST2
8.76 13 1444.52 0.00 1371.33 0.00
(continued )
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to be the ones with the highest posterior probabilities (Link 
and Barker 2006).
We used AIC to select more complicated models. Link 
and Barker (2006) also showed that the calculation of AIC 
weights includes an implicit prior (implicit in the AIC score) 
that favors complex models. They also showed that AIC 
weights are, in fact, posterior probabilities. Therefore, we re-
fer only to posterior probabilities when assessing the support 
for models under each criterion.
After ranking the models in our set on the basis of poste-
rior probabilities, we then made model-averaged predictions, 
which we present as means with associated 95% confidence 
intervals. Parameters for GLMs are presented as means ?1
SE, and means calculated directly from observed data are pre-
sented as means ?1 SD. We further estimated nest success by 
bootstrapping the predictions made from our set of models, 
which entailed taking the predicted means and standard errors 
on the logit scale and randomly drawing values from a normal 
distribution. These values were then back transformed and 
multiplied together. We performed this routine 1000 times and 
calculated the mean and confidence intervals from the distri-
bution of nest-success values.
GAM UBRE
Deviance 
explained (%) edf BIC
Model 
probability 
(BIC) AIC
Model 
probability 
(AIC)
Single-effect models
s(AGE)a −0.35 9.76 7.36 1386.74 0.01 1345.31 0.00
s(DAY)a −0.33 8.24 8.69 1419.25 0.00 1370.34 0.00
s(TEMP) −0.32 5.91 2.00 1402.64 0.00 1391.37 0.00
s(PRECIP) −0.32 5.81 2.00 1403.98 0.00 1392.72 0.00
s(SIM) −0.32 6.17 3.78 1412.34 0.00 1391.05 0.00
s(DIST) −0.32 6.01 2.48 1404.80 0.00 1390.82 0.00
Temporal model
s(AGE)a ? s(DAY)a −0.35 11.8 15.19 1416.89 0.00 1331.36 0.61
Weather model
s(TEMP) ? s(PRECIP) −0.32 5.93 3.00 1409.92 0.00 1393.03 0.00
Colonial-nesting model
s(SIM) ? s(DIST) −0.32 6.31 4.99 1419.44 0.00 1391.37 0.00
Temporal and weather model
s(AGE)a ? s(DAY)a ? s(TEMP) ?
s(PRECIP)
−0.35 11.8 17.09 1431.11 0.00 1334.86 0.11
Temporal and colonial-nesting 
model
s(AGE)a ? s(DAY)a ? s(SIM) ?
s(DIST)
−0.35 12.2 19.23 1441.52 0.00 1333.22 0.24
Weather and colonial-nesting model:
s(TEMP) ? s(PRECIP) ? s(SIM) ?
s(DIST)
−0.32 6.46 7.13 1433.58 0.00 1393.44 0.00
Global model
s(AGE)a ? s(DAY)a ? s(TEMP) ?
s(PRECIP) ? s(SIM) ?
s(DIST)
−0.35 12.2 21.08 1455.54 0.00 1336.86 0.04
aSignificant at ? ? 0.05.
RESULTS
Over the 3 years of our study we monitored 592 active Red-
winged Blackbird nests. We found that clutch size varied from 
zero (for some parasitized nests) to five eggs and averaged 
2.9 ? 1.2 eggs. Over all three years, the number of active nests 
generally increased from mid-May to early June, then slowly 
declined until the first week of August. For the analysis, our 
sample was reduced to 418 nests because we were unable to 
age all of our nests or because field workers did not record 
certain covariates. This did not seem to have an appreciable 
qualitative impact on our parameter estimates. Covariate data 
are summarized in Table 2.
As expected, the logistic-exposure model that best ex-
plained variation in daily nest survival depended on the type 
of information criterion we used. Assuming simple models 
should receive more emphasis (BIC), we found that the lin-
ear model with a quadratic effect of nest age best explained 
our data (Table 1). Because the probability for this model was 
so high, we did not model-average our predictions under this 
criterion (Burnham and Anderson 2002). The parameters of 
our estimated linear model were 3.58 ? 0.12 for the intercept, 
TABLE 1. (Continued)
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TABLE 2. Data recorded from Red-winged Blackbird (Agelaius phoeniceus) nests in the Rainwater Basin 
region of Nebraska, 2002–2004. The number of nests refers to the size of the total sample of nests analyzed 
in this study. The number of intervals refers to the total number of observations of nest fate, with Mayfield 
estimates of daily nest survival in parentheses. All ordinal data (nest age, ordinal day, simultaneously active 
nests) are presented as means with the range of the observed data in parentheses. Continuous data are pre-
sented as means ? 1 SD. Data are summarized for each of the three years of the study as well as for all three 
years aggregated.
2002 2003 2007 Overall
Number of nests 79 133 206 418
Number of observed intervals 361 (0.96) 677 (0.97) 1021 (0.96) 2059 (0.96)
Nest age 10.55 (1–28) 12.58 (1–28) 12.20 (1–28) 12.05 (1–28)
Ordinal day 24.00 (3–79) 40.64 (6–72) 35.41 (1–73) 33.80 (1–79)
Average high temperature (?C) 28.62 ? 5.01 29.92 ? 3.48 26.94 (3.29) 28.22 (3.93)
Average precipitation (cm) 0.15 ? 0.31 0.20 ? 0.33 0.40 (0.96) 0.29 (0.73)
Simultaneously active nests 14.12 (1–41) 13.28 (1–37) 15.45 (1–46) 14.51 (1–46)
Distance to nearest simultaneously 
active nest
28.37 ? 39.54 43.87 ? 66.44 41.85 (60.01) 40.28 (59.66)
FIGURE 1. Model-predicted daily survival (DNS) of Red-winged 
Blackbird (Agelaius phoeniceus) nests in central Nebraska (2002–
2004) as a function of nest age (day 1 ? first day of nest building). 
These predictions were based on a generalized linear model (GLM) 
with a quadratic age term (age2). The vertical dotted lines represent 
the average transition periods between different nest stages (laying, 
incubation, nestling, and fledging). The thin horizontal line repre-
sents the average survival prediction, and the thicker lines represent 
95% confidence intervals. Interval data used to estimate survival are 
plotted as circles; those at the top of the figure represent intervals 
that the nests survived, those at the bottom represent intervals in 
which the nests failed. The size of each circle is scaled to the number 
of nests observed for each value of nest age (large ? many observa-
tions, small ? few observations).
−0.29 ? 0.05 for the main age parameter, and 0.01 ? 0.001 for 
the quadratic effect of age. All were significantly different 
from zero (P ? 0.05). We plotted the effect of age on the pre-
diction scale in Fig. 1, which shows a clearly concave relation-
ship between daily nest survival and nest age.
The approach emphasizing more complicated models 
(AIC) implied more selection uncertainty than did BIC. The 
model with the highest probability was the additive temporal 
model with the effects of nest age and ordinal day (Table 1). 
In general, all the additive models that had a temporal compo-
nent had some support under AIC posteriors, suggesting that 
both nest age and ordinal day had a good deal of support. We 
model-averaged our predictions across the five GAMs with 
nonzero probabilities. Only the age of the nest and ordinal day 
had a clear pattern, and the effects of other parameters were 
largely flat or were so uncertain as to be uninterpretable. Be-
cause the smoothed part of the model is nonparametric, we 
did not have parameter estimates for our smooth terms. Our 
models predicted that daily nest survival had a bimodal pat-
tern with a decline following clutch completion and just af-
ter hatching (Fig. 2A). Much as in our exploratory analysis, 
daily nest survival generally appears to be lower during the 
middle of the breeding season than at the beginning and end 
of the season (Fig. 2B). However, the uncertainty at the end of 
the season makes it difficult to interpret the general pattern of 
DNS late in the breeding season.
Using the best-supported GLM and best-supported GAM, 
we estimated nest success. The average seasonal estimate based 
on the GLM was 0.37 (0.35–0.38), that based on the GAM was 
0.36 (0.27–0.46). Assuming that nest success varied through-
out the breeding season, we also estimated nest success by our 
bootstrapping method, but as a function of initiation date for the 
model-averaged GAM. These results suggested a nonlinear pat-
tern of nest success through the season, with nest success being 
quite a bit higher earlier in the season than later (Fig. 3).
DISCUSSION
Our results show that modeling nest survival is a bit more 
complicated than simply developing biologically realistic hy-
potheses and using an objective criterion to sort among the 
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models. In fact, choosing the criterion and the models’ form 
(i.e., linear or nonlinear) seems as important in modeling nest 
survival as making defensible biological inferences. Our re-
sults suggest that the choice of model-selection criterion plays 
a large role in distinguishing between simple models or more 
complex models in terms of their ability to explain variation 
in the data. Our results might appear to some readers as minor 
technical issues in terms of selection and development of mod-
els. However, the end goal of modeling nest survival should be 
to provide information for predicting avian fecundity. It ap-
pears that the choice of pattern used to represent nest survival 
and, ultimately, nest success in productivity models is likely to 
have an effect on the types of inferences that one draws. The 
effect of these models is evident in the patterns we discerned 
in the Red-winged Blackbird’s nest success in our study area. 
Nest success estimated on the basis of our linear model would 
likely give an answer different from a productivity estimate 
based on our seasonal GAM-based success estimates.
BIOLOGY OF BLACKBIRD NESTING
Both sets of nest-survival models suggest that temporal fac-
tors (i.e., age and day effects) account for more of the variation 
in daily nest survival than do other factors, such as nest-site 
characteristics. Similar results have been found for other pas-
serines (e.g., Grant et al. 2005, Bonnot et al. 2008), but the 
FIGURE 2. Daily survival (DNS) of Red-winged Blackbird (Agelaius phoeniceus) nests in central Nebraska (2002–2004) as a function of nest age (A; 
day 1 ? first day of nest building) and ordinal day in the breeding season (B; day 1 ? average date of 18 May), based on model-averaged predictions from a 
set of generalized additive models (GAMs). In (A), the vertical dotted lines represent the average transition periods between different nest stages (laying, 
incubation, nestling, and fledging). In both (A) and (B), the thin horizontal line represents the average predicted survival, the thicker lines represent 95% 
confidence intervals. Interval data used to estimate survival are plotted as circles; those at the top of each panel represent intervals that the nests survived, 
those at the bottom represent intervals in which the nests failed. The size of each circle is scaled to the number of nests observed for each value of nest age 
(large ? many observations, small ? few observations).
FIGURE 3. Bootstrapped predictions of success of Red-winged 
Blackbird (Agelaius phoeniceus) nests in central Nebraska (2002–
2004), model-averaged from a set of generalized additive models. 
These predictions were made by conditioning each nest on a dif-
ferent initiation day within the season and taking the product of 
age-specific predictions. The thin line represents the mean of 1000 
iterations, and the thick lines represent the 2.5% and 97.5% quantiles 
of those 1000 iterations.
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effect of time is difficult to generalize across species as it ap-
pears to be species specific. The general finding that time of-
ten explains variation in nest survival better could result from 
temporal variables often being recorded at a resolution that 
more closely matches the scale at which interval data are re-
corded. Habitat variables are typically not recorded at the 
same resolution as data on survival through an interval. As a 
result, perhaps temporal variables are better at explaining the 
finer-scale variation in this data.
The predictions of the more complex additive model are 
not all that different qualitatively from those of the equiva-
lent linear model. But these more complex results do suggest 
that there are likely two periods of rapid decline in survival: 
one for the incubation period and one for the nestling period. 
Numerous studies have found that nest survival tends to vary 
temporally depending on the development of the nest (e.g., 
Sockman 1997, Peak et al. 2004, Burhans et al. 2002). Our 
results indicate that nest survival is high during the period 
when eggs are being laid, which could suggest that predators 
do not forage preferentially on newly initiated nests. Interest-
ingly, our predictions suggested that the daily survival rate de-
clined following clutch completion, followed by an increase in 
survival toward the end of the incubation period. One potential 
explanation for this pattern could be related to predators’ for-
aging behavior (Schmidt 1999): predators could gain more en-
ergy by feeding on nests with completed, and possibly larger, 
clutches. However, predators must search for these nests; as 
nests that are easy to find are lost to predation, the value of re-
maining (more difficult to find) nests decreases, so predators 
should forage elsewhere. Thus the survival rate of the difficult-
to-find nests increases during that period.
Just prior to the eggs’ hatching, daily nest survival drops 
off and hits its lowest point after hatching. At this stage, pred-
ators may increase their foraging as nests become easier to 
find because of behavioral cues at the nest (increased move-
ment and sound of both adult female and nestlings; Martin 
et al. 2000). Following this decrease, daily nest survival then 
increases. After the young hatch, Red-winged Blackbirds de-
fend their nests, which might explain the increase in survival 
we observed at the nestling stage (Knight and Temple 1988).
GENERALIZED LINEAR VS. ADDITIVE MODELS
Regardless of what effects one is able correlate with nest sur-
vival, the ultimate goal of estimating such patterns should be 
to help predict avian productivity. The choice of model form, 
however, could affect the nature of the pattern of nest sur-
vival and ultimately nest success used in productivity models. 
In turn, this choice is affected by whether one uses a model-
selection criterion that has explicit (or implicit) preferences for 
simple or complex models. Our comparison was not meant to 
demonstrate the superiority of one approach over another but 
rather to suggest that there might be advantages to consider-
ing types of model forms other than GLMs (i.e., GAMs). We 
suggest that the choice of one approach over another should be 
motivated by the types of questions that one would like to ask. 
These questions could be of a general sort. For example, theo-
retical predictions could lead a researcher to expect that nest 
survival should be highest at intermediate levels of certain 
nest-site characteristics (Kruger 2004). Likewise, and perhaps 
more practically, research questions can be honed by explor-
atory analyses. From our dataset we made predictions based 
on theory, previous observations, and initial exploratory plots 
of our data. These plots can be constructed in readily available 
spreadsheet software prior to a formal multi-model inference 
analysis. Then one could make a choice about model type (lin-
ear or additive) on the basis of consideration of the data.
We argue that the choice should also be based on whether 
the type of question has more to do with variation specific to 
a dataset or with making predictions that can be generalized. 
For example, GLMs have the characteristic of being built very 
simply and so are easily generalized both spatially and tem-
porally. This approach might be of use in a comparison of the 
patterns of nest survival by habitats or by species. Likewise, 
if one is interested in making inferences about nest success in 
general, as in a comparison of regions, our results suggest that 
one could examine the patterns of nest survival with linear 
models and still make accurate assessments of nest success 
overall. Additionally, the output of a GLM is easy to interpret, 
and the parameter estimates are easily transferrable to other 
exercises in modeling.
GAMs, on the other hand, provide an efficient method for 
fitting nonlinear models to specific nest-survival datasets. If 
one’s goal is to examine fine-scale nonlinearities particular 
to a given dataset, GAMs might be more useful than GLMs. 
GAMs could be especially important in analysis of temporal 
patterns in daily nest survival, which appear to be specific to 
a species (Grant et al. 2005) and perhaps even to a region. The 
complex results of an additive model may appear to be more 
difficult to apply to models of avian productivity (e.g., Powell 
and Knutson 2006, Pease and Grzybowski 1995). While some 
productivity models may require further development in or-
der to accommodate an increase in temporal complexity, oth-
ers that can incorporate the predictions of linear models can 
just as easily use the predictions from GAMs. Our focus on 
the specificity of GAMs is not to say that they preclude find-
ing a general pattern in, say, estimates of nest success. In fact, 
our study shows that GLMs and GAMs give very similar esti-
mates of average nest success. Using the additive set of mod-
els, however, we found a different temporal pattern of nest 
success, suggesting that ignoring the resulting differences in 
nest-success estimates affect our ability to estimate productiv-
ity because the mean success estimated from the linear model 
may underpredict the number of offspring produced.
We found two additional advantages of GAMs over GLMs. 
First, with a GLM, including quadratic and cubic effects entails 
an increase the set of possible models. Tenets of the multimodel 
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inference approach suggest that the set of potential models 
should be kept as small as possible (Burnham and Anderson 
2002). Second, the mgcv package allowed us to estimate the 
number of smoothing terms as part of the procedure of fitting 
the model. Therefore, we did not have to make a priori state-
ments about the structure of this variation and we were able 
to capture more variability without increasing the number of 
additive models in our set over that of linear models.
That said, trade-offs between GLMs and GAMs remain, 
stemming from differences in model complexity. In any 
model, there is an inverse relationship between interpretability 
and complexity. GAMs are very flexible and can be influenced 
by idiosyncrasies in the data. Fortunately, advancements such 
as mgcv (Wood and Augustin 2002) should minimize the risk 
of such influences. Still, the flexibility, and thus complexity, 
of GAMs may make their results difficult to interpret, par-
ticularly when one would like parameter estimates. Like-
wise, our finding nonlinearities in our dataset doesn’t mean 
that these same patterns are likely to be found in others. Small 
data sets, for instance, may not provide enough information 
for the smoothing process to show as much variation in daily 
nest survival. In such a case, the GAM will collapse into a lin-
ear model (edf ? 1). In this case, little would be lost in terms 
of considering these processes as linear models because the 
mgcv algorithm smooths this covariate as a linear parameter. 
The next step in this situation, to get the estimated linear pa-
rameter, would be to rerun the analysis with the smoothing 
term removed from the model statement.
The tendency of the mgcv algorithm to smooth when pos-
sible is useful because it suggests that the approach does not ar-
bitrarily impose a nonlinear model on processes that are in fact 
linear. Put another way, it does seem to distinguish between 
linear and nonlinear dynamics in data. This is important be-
cause some ecological phenomena are, indeed, nonlinear, and 
imposing linear models on those processes does not increase 
our understanding, partially because linear models, even with 
polynomial terms, have limited flexibility when fit to complex 
nonlinear data (Austin et al. 2006). Therefore, simply making 
assumptions with a model for the purpose of tractability does 
little to help us understand the underlying biology of a system 
(Wood 2001).
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