I. Introduction. The solutions of the quadratic equation ax2 + bx+c = 0, where a, b, and c are real numbers, are given in exact form by the quadratic formula. Moreover, if the roots are real and irrational, Newton's method or continued fractions may be used to approximate the solutions.
A generalized form of this problem, the quadratic equation in Banach space, is not at present so easily handled; many questions remain to be answered concerning the nature and number of roots and the best methods for finding them. The generalization of familiar methods has probably contributed the most satisfactory answers to these questions.
Newton's method has been generalized to Banach space by Kantorovich [3] , and in a particular case, this method has been used for the numerical solution of a "quadratic" integral equation of Chandrasekhar [5] . 3; 6; 7] . Most of such knowledge is assumed here; only the especially pertinent facts will be noted.
Let X hereafter denote a Banach space, that is, a complete normed linear space, and 6 its null element of addition.
If xEX, we shall denote the norm of x by ||x||. A linear operator L in X is a single- where B is a bilinear operator in X, A is a linear operator in X, and y is a given element of X. We seek solutions xEX satisfying (3.1). Rail has shown that since Bxx + Ax = B*xx + Ax = Bxx + Ax, there is no loss of generality in the assumption that B is symmetric [6, pp. 7-8]. This assumption will be made throughout the remainder of this paper.
We shall investigate the iterative procedure given by 
Induction on (3.11) gives (3.12) ||F"+i-f"|| S/J»-||F, -Fo||.
Using (3.12), it follows that ii n^O, p = l, 2, ■ ■ ■ , n+p-1 n+p-1 \\Fn+P-Fn\\ ^ E ||F*+i-F,|| g £ /3*-||Fi-F0||, and since 0</3<l, (3.13) ||Fn+p-F"|| g EiS^-llFi-Foll = -^-H^ -F0||.
Hence {Fn} is a Cauchy sequence, and there exists an x£A" such that F"->x as n->°o. Letting £-><x> in (3.13) we obtain ||x-Fn|| £ JL-.\\Fi -F0\\.
In the application of (3.2) to many particular problems, the exact values of \\A\\ and ||b|| are not known, but upper bounds for them can be calculated.
In this case the validation of the left-hand inequalities of (3.7) and (3.8) might be considered a rather troublesome task. In the case of (3.7), a clarification resolves this difficulty. If The existence and convergence proofs are similar to Theorems 2 and 3, using in this case the fact that ||.4_1.BFn|| ^ 1/2 for all n? Although z = w is certainly a convenient choice, it may not be the best choice.
If it is possible to choose z so that (3.8) is satisfied and z is reasonably close to the actual solution of (3.1), much quicker convergence is obtained as indicated by (3.9).
Mention has been made in the introduction that (3.2) is a continued fraction approach to the solution of (3.1). To make this fact more apparent, let X be the space of real numbers with ||x|| = |x|, and consider the quadratic equation Thus, according to Theorem 3, if b^0, a^0, ct^O, and b2 -l\ac\ >0, a root x of (3.14) as given by (3.2) is the continued fraction
IV. A method for extending the process. Suppose (3.1) fails to satisfy the conditions of Theorem 3. One might still hope to find (3.2) applicable. For some iterative processes, such a hope is realized with a more judicious "guess" with which to start the iteration. However, according to (3.6) and (3.7) we cannot assure ourselves of such food fortune with (3.2). An extension is possible, nevertheless.
Consider first the quadratic equation 2) may be applied to (4.2) to find a solution u. The solution of (4.1) is then given by x = u+v. A known approximation to a root of (4.1) would be the logical choice for v.
The same approach may be used for (3.1). In this case the transformed equation becomes (4.3) Buu + (2Bv + A)u = y -Av -Bvv.
