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Abstract
We compare three different model order reduction techniques with Galerkin pro-
jection: the proper orthogonal decomposition (POD), POD-DEIM (discrete em-
pirical interpolation) and POD-DMD (dynamic mode decomposition) for solving
optimal control problems governed by the convective FitzHugh-Nagumo (FHN)
equation. The convective FHN equation consists of the semilinear activator and
the linear inhibitor equation, modelling blood coagulation in moving excitable
media. The POD and POD-DEIM reduced optimal control problems are non-
convex due to the nonlinear activator equation. DMD is an equation-free, data-
driven method which extracts dynamically relevant information content without
explicitly knowing the dynamical operator. We use DMD as an alternative method
to DEIM in order to approximate the nonlinear term in the convective FHN equa-
tion. Applying the POD-DMD Galerkin projection gives rise to a linear system of
equations for the activator, and the optimal control problem becomes convex. We
compare the accuracy and CPU times of three reduced order methods(ROM) with
respect to the full order discontinuous Galerkin finite element solutions for con-
vection dominated wave type solutions with terminal controls. Numerical results
show that POD is the most accurate whereas POD-DMD is the fastest.
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1. Introduction
Optimal control of nonlinear partial differential equations (PDEs) with wave
type solutions became an active research field in the recent years. We can men-
tion the control of Schlo¨gl or Nagumo equation with spiral waves [1], of classical
FitzHugh-Nagumo equation with spiral and travelling waves [2, 3, 4], of lambda–
omega systems with spiral waves [5]. In this paper we investigate reduced order
optimal control of the convective FitzHugh-Nagumo (FHN) equation modelling
blood coagulation and bioreactors [6, 7]. The FHN equation is the simplest and
most widely used model for describing the complex spatio-temporal behavior of
travelling waves in excited media. In contrast to the classical FHN equation [8, 9]
with a semi-linear PDE and with a linear ordinary differential equation (ODE),
the convective FHN equation consists of a semi-linear PDE with monotone cu-
bic nonlinear term for the activator and a linear PDE for the inhibitor, modelling
excitable systems in moving media.
The discretization of the optimal control problems (OCPs) with PDE con-
straints in space and time results high dimensional systems. Here, we use sym-
metric interior penalty Galerkin (SIPG) method for space discretization [10]. The
discontinuous Galerkin (dG) methods are more stable for convection dominated
problems than the continuous finite element methods and they do not require the
stabilization terms like the streamline upwind/Petrov-Galerkin method (SUPG).
The dG methods have several advantages compared to other numerical techniques
such as finite volume and finite element methods; the trial and test spaces can be
easily constructed, inhomogeneous boundary conditions and curved boundaries
can be handled easily. The dG methods were successfully applied to linear steady
state, time dependent and semi-linear optimal control problems with convection-
diffusion-reaction equations [11, 12, 13]; to the semi-linear steady state OCPs
[14]. There are two approaches for solving OCPs with PDE constraints. The
first one is the discretize-then-optimize approach, where the objective function is
discretized and the discrete Lagrangian is built, and then the optimality conditions
are imposed in the discrete setting. The second one is the optimize-then-discretize
approach, where the Lagrangian is built for the infinite dimensional problem and
then the first order optimality conditions are discretized. There is no preferred ap-
proach [15, 16], here we follow the optimize-then-discretize approach using the
SIPG discretization in space and the backward Euler method in time. We em-
ploy the projected nonlinear conjugate gradient (CG) method [17] for solving the
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nonlinear discrete optimization problem.
Due to the computational cost of large scale PDE constrained OCPs, we con-
sider reduced order optimal control of the convective FHN equation. For a recent
overview about the reduced order methods for OCPs we refer to [15, 16]. The
reduced order OCPs are solved usually applying the Galerkin projection based on
the proper orthogonal decomposition (POD) using the snapshots of the discretized
state equation. Despite its heuristic nature, the POD is currently the most popu-
lar and and successful model reduction technique for solving linear and nonlinear
OCPs. The POD basis functions contain information from the solutions of the dy-
namical system at pre-specified time-instances, so-called snapshots, which inhibit
the main and relevant physical properties of the state system. Increasing the num-
ber of the POD basis functions leads to more accurate reduced order or suboptimal
controls, which can be considered as a compensate for the lack of a priori analysis
of the POD. Reduced order methods (ROMs) using the POD-Galerkin projection
for OCPs with linear PDE constraints are investigated in [18, 19, 20] and with
semi-linear PDE constraints in [21, 22, 23], where a priori and a posteriori error
estimates are derived. Although the POD method is used frequently for nonlin-
ear PDEs, the evaluation of the nonlinear term still depends on the dimension
of the full order model (FOM), i.e., high dimensional finite element discretized
model. The empirical interpolation method (EIM) [24] and the discrete empirical
interpolation (DEIM) method [25] are used to reduce the computational cost for
evaluation of the nonlinear terms. More recently, as an alternative to the DEIM,
the dynamic mode decomposition (DMD) [26] is used to approximate the nonlin-
ear terms of the PDEs. DMD was first introduced by Schmid [27], Rowley [28]
and it is based on the approximation of the linear infinite dimensional Koopman
operator [29]. For an overview of the DMD and various applications we refer the
reader to the recent monograph [30].
In this paper, we compare three different reduced order approaches the proper
orthogonal decomposition (POD), POD with the discrete empirical interpolation
(DMD) and POD with dynamic mode decomposition (DMD) by comparing the
accuracy and computational time of the reduced order suboptimal solutions. To
our best knowledge, reduced order OCPs using POD-DMD are not yet investi-
gated in the literature. When dealing with model order reduction, it is important
to have a trade-off between the computational cost and accuracy of the reduced
solutions. Among these three methods, POD-DMD is the fastest, because after
collecting snapshots, the nonlinearity disappear and the reduced model becomes
a coupled system linear system ODEs. Also the reduced nonconvex optimiza-
tion problem for POD and POD-DEIM, becomes convex for POD-DMD. The
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POD is the most accurate but, the slowest. The POD-DMD is less accurate than
the POD, but fastest. The success of POD depends on the type of the problem.
The reduced or suboptimal control of semilinear PDEs [21] and convection dom-
inated problems with travelling wave solutions require greater number of POD
basis functions [31], which is also confirmed by numerical results in Section 5.
The outline of this paper is as follows. In Section 2 the OCP with pointwise
box constraints governed by convective FHN equation is described. The first or-
der optimality conditions are derived is Section 3 with the fully discrete optimal
control system in space and time are recalled. In Section 4, reduced order mod-
els POD, POD-DEIM and POD-DMD are derived for the OCP govermed by the
convective FHN equation. In Section 5 we compare the three reduced order tech-
niques with respected to accuracy and computational time for a test problem with
terminal controls. The paper ends with some conclusions.
2. Optimal control problem
We consider the following OCP
min
u∈Uad
J(y,u) =
1
2
∫
Ω
(
y(x,T )− yT (x)
)2 dx+ 1
2
∫
Ω
(
z(x,T )− zT (x)
)2 dx
+
λ
2
T∫
0
∫
Ω
u(x, t)2 dx dt,
(1)
subject to the convective FHN equation
yt(x, t)−D1∆y(x, t)+V ·∇y(x, t)+g(y(x, t))+ z(x, t) = u(x, t) in Q, (2a)
zt(x, t)−D2∆z(x, t)+V ·∇z(x, t)+ ε(z(x, t)− c3y(x, t)) = 0 in Q, (2b)
with the Neumann and Dirichlet boundary conditions
∂ny(x, t) = 0, ∂nz(x, t) = 0 on ΣN ,
y(x, t) = yD(x, t), z(x, t) = zD(x, t) on ΣD,
and with the initial conditions
y(x,0) = y0(x), z(x,0) = z0(x) in Ω,
and subject to the pointwise box constraints
u ∈Uad := {u ∈ L∞(Q) : ul ≤ u(x, t)≤ ur for a.e (x, t) ∈ Q} (4)
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with the real numbers ul ≤ ur.
Here T > 0 denotes the final time and Q denotes the time space cylinder
Q := Ω× (0,T ], where Ω = (0,L)× (0,H) is a bounded, Lipschitz domain in
R2. The lateral surface is denoted by Σ = ∂Ω× (0,T ]. We use the notation
ΣD := ΓD× (0,T ] and ΣN := ΓN × (0,T ], where ΓD = {x1 = 0,L, 0 < x2 < H}
and ΓN = {0 < x1 < L, x2 = 0,H} are Dirichlet and Neumann boundaries, re-
spectively. We denote the outward unit normal vector and the associated outward
normal derivative on ∂Ω by n and ∂n, respectively. The diffusion coefficients are
denoted by D1 and D2. The parameters c3 and ε are real constants. Further, the
function g(y) denotes the cubic polynomial nonlinearity
g(y) = c1y(y− c2)(y−1) (5)
with the non-negative real numbers ci, i = 1,2, which is monostable for 0 < c1 <
20 and c2 = 0.02 [6] in contrast to the bistable cubic nonlinearity for the Schlo¨gl
equation [1], the classical FHN equation [2], and the diffusive FHN equation [32].
The velocity field denoted by V = (Vx1 ,Vx2) which is given along the x1-direction
with a parabolic profile
Vx1(x2) = ax2(H− x2), Vmax =
1
4
aH2, a > 0, Vx2 = 0, (6)
where Vmax denotes the maximum wave speed of the velocity field. Moreover, the
velocity field is divergence free, i.e., div V = 0.
The aim of the optimal control problem (2) is to minimize the cost functional
J(y,u) to ensure that the state variables, activator y and the inhibitor z are as close
as possible in the L2 norm to the desired states yT (x),zT (x) at the final time T . The
activator y is to be controlled by u, while the inhibitor z has only some auxiliary
character with respect to the control as for the classical FHN equation[2, 3, 4],
because only controlling the activator seems to be experimentally feasible [33].
In (2), λ > 0 denotes the penalization or the Tikhonov regularization parameter.
Mathematical modeling of an excitable medium requires at least two equa-
tions, one of them is the activator and the other is the inhibitor equation. In blood
coagulation process, the activator variable y describes the concentrations of throm-
bin the excitation itself, and another describes the inhibition of this excitation and
recovery of the medium variables, z activated factor XI [7]. The complex pro-
cess of coagulation consists of cascadic enzymatic reactions and feedback loops,
differentiated into three stages, initiation (localized at the vascular damage site);
propagation, or spatial expansion of coagulation wave into the vessel; termina-
tion of the biochemical reactions and clot enlargement stoppage [34]. These ul-
timately catalyze fibrinogen conversion into fibrin, which polymerizes to form a
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clot. These reactions allows autocatalytic thrombin generation far from the dam-
age site. The most important property of blood coagulation process is the forma-
tion of autowaves with the velocity independent of the initial conditions [6, 7, 34].
The flow propagates within the impermeable channel walls (Neumann boundary
conditions). Different type of standing and triggering waves occur depending on
the constants of the convective FHN equation [6]. The waves became more curved
when the flow velocity Vmax increases. For a detailed discussion of the complex
spatio-temporal wave phenomena occurring in the uncontrolled convective FHN
equation we refer the reader to [6, 35].
The waves are initiated at t = 0 inside a narrow rectangle {xa ≤ x ≤ xb, 0 ≤
x2 ≤ H} as:
y0(x, t) =
{
0.1, if 0≤ x1 ≤ 0.1,
0, otherwise, z0(x,0) = 0. (7)
This rectangle is also called the initial excitation region, where the interval from xa
to xb imitates the damaged region of the vessel wall, and setting a fixed thrombin
concentration in in mimics the activation process of blood coagulation [6, 7, 34].
3. Optimality system and discretization
We use optimize-then-discretize approach to derive the optimality conditions
in the variational form and discretize the full order OCP problem. The weak form
of the state equations (2) are given as
(yt ,v)Ω+D1a(y,v)+b(y,v)+(g(y),v)Ω+(z,v)Ω = (u,v)Ω, (8a)
(y(·,0),v)Ω = (y0,v)Ω, (8b)
(zt ,v)Ω+D2a(z,v)+b(z,v)+ ε(z,v)Ω− εc3(y,v)Ω = 0, (8c)
(z(·,0),v)Ω = (z0,v)Ω, (8d)
where (·, ·)Ω denotes the L2 inner product in Ω, and from now, we set (·, ·) :=
(·, ·)Ω for easy notation. The symmetric bi-linear forms for the diffusive terms
are given as a(y,v) = (∇y,∇v), a(z,v) = (∇z,∇v), whereas b(y,v) = (V ·∇y,v),
b(z,v) = (V ·∇z,v) denote the non-symmetric bi-linear forms for the convective
terms, and v ∈ H01 (Ω) is a test function.
Here we consider only the first order optimality conditions. We refer to [2, 36]
for a discussion of the second order necessary and sufficiency optimality con-
ditions for semilinear parabolic equations. The first-order necessary optimality
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conditions for the system (8) are derived using the Lagrangian framework see,
e.g., [36, Chapter 1]
−(pt ,v)+D1a(p,v)−b(p,v)+(gy p,v)− εc3(q,v) = 0, (9a)
(p(·,T ),v) = (y− yT ,v), (9b)
−(qt ,v)+D2a(q,v)−b(q,v)+ ε(q,v)+(p,v) = 0, (9c)
(q(·,T ),v) = (z− zT ,v), (9d)
with the mixed boundary, with the Dirichlet boundary and the terminal time con-
ditions
D1∂n p¯(x, t)+(V ·n)p(x, t) = 0, D2∂nq(x, t)+(V ·n)q(x, t) = 0, on ΣN ,
p(x, t) = 0, q(x, t) = 0, on ΣD,
p(x,T ) = y(x,T )− yT (x), q(x,T ) = z(x,T )− zT (x), in Ω.
We also have, for the optimal solution (y¯, p¯, u¯), the following variational inequality
T∫
0
∫
Ω
(
p¯(x, t)+λ u¯(x, t)
)(
u(x, t)− u¯(x, t)) dx dt ≥ 0 ∀u ∈Uad. (11)
The bi-linear forms for the convection terms b(p,v), b(q,v) in (9) have negative
directions, i.e. the adjoints flow in the opposite direction of the states.
3.1. Space discretization of the optimal control problem
In this section we give the space-time discretization of the PCP (2). We first
give symmetric interior penalty Galerkin (SIPG) discretization in space for state
and adjoint equations. Then, the full discrete form is derived using backward
Euler method in time.
We denote the mesh by Th which consists of non-overlapping triangular el-
ements K. hK and hE denote the diameter of an element K and the length of an
edge E, respectively. We use the space of discontinuous piecewise finite element
functions to define the discrete test, state and control spaces
Vh =
{
v ∈ L2(Ω) : v |K∈ Pp(K) ∀K ∈Th
}
.
where Pp(K) denotes the set of all polynomials on K ∈ {Th} of degree at most p.
For our numerical examples p is chosen as 1.
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We split all the edges Eh into the sets of interior, Dirichlet boundary and
Neumann boundary edges, denoted respectively by E0h , E
D
h , E
N
h , such that Eh =
E0h ∪EDh ∪ENh . Let n denotes the unit outward normal to ∂Ω. We define the inflow
boundary Γ−= {x ∈ ∂Ω : V ·n(x)< 0} and the outflow boundary Γ+= ∂Ω\Γ−.
The inflow and outflow boundaries of an element K ∈Th are defined by
∂K− = {x ∈ ∂K : V ·nK(x)< 0} , ∂K+ = ∂K \∂K−,
where nK is the unit normal vector on the boundary ∂K of an element K.
Let the edge E be a common edge for two elements K and Ke. For a scalar
function v ∈Vh, there are two traces of v along E, denoted by v|E from interior of
K and ve|E from interior of Ke. Then, the jump and average of v across the edge
E are defined by:
[[v]] = v|EnK + ve|EnKe , {{v}}= 12
(
v|E + ve|E
)
.
Similarly, for a vector field ∇v, the jump and average across an edge E are given
by
[[∇v]] = ∇v|E ·nK +∇ve|E ·nKe , {{∇v}}= 12
(
∇v|E +∇ve|E
)
.
For a boundary edge E ∈K∩∂Ω, we set [[v]] = v|En and {{∇v}}= v|E . Then, SIPG
discretized forms of the state equation (2) and of the adjoint read as: ∀vh ∈Vh and
a.e. t ∈ (0,T ](
dyh
dt
,v
)
+D1ah(yh,w)+bh(yh,w)+g(yh,w)+(zh,w) = `h,y(w)+(uh,w),
(12a)
(yh(·,0),w) = (y0,w),(
dzh
dt
,v
)
+D2ah(zh,w)+bh(zh,w)+ ε(zh,w)− εc3(yh,w) = `h,z(w), (12b)
(zh(·,0),w) = (z0,w),
(
−d ph
dt
,w
)
+D1ah,p(ph,w)−bh(ph,w)+gy(ph,w)− εc3(qh,w) =0, (13a)
(ph(·,T ),w) =
((
yh(·,T )− yT (x)
)
,w
)
,(
−dqh
dt
,w
)
+D2ah,q(qh,w)−bh(qh,w)+ ε(qh,w)+(ph,w) =0, (13b)
(qh(·,T ),w) =
((
zh(·,T )− zT (x)
)
,w
)
,
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where the bi-linear terms are defined for η = y,z, i = 1,2 and ∀v,w ∈Vh
ah(v,w) = ∑
K∈Th
∫
K
∇v ·∇w dx
− ∑
E∈E 0h ∪E Dh
∫
E
(
{{∇v}} · [[w]]+{{∇w}} · [[v]]
)
ds
+ ∑
E∈E 0h ∪E Dh
γ
hE
∫
E
[[v]] · [[w]] ds, (14a)
bh(v,w) = ∑
K∈Th
∫
K
V ·∇vw dx
+ ∑
K∈Th
∫
∂K−\∂Ω
V ·n(ve− v)w ds− ∑
K∈Th
∫
∂K−∩Γ−
V ·nvw ds, (14b)
`h,i(w) = ∑
E∈E Dh
∫
E
ηD
(γDi
hE
n · [[w]]−{{Di∇w}}
)
ds
− ∑
K∈Th
∫
∂K−∩Γ−
V ·n ηDv ds (14c)
g(v,w) = ∑
K∈Th
∫
K
g(v)w dx, gy(v,w) = ∑
K∈Th
∫
K
gy(y)vw dx, (14d)
where the parameter γ is called the penalty parameter and it should be sufficiently
large to ensure the stability of the DG discretization [10] with a lower bound
depending only on the polynomial degree. The bi-linear forms ah,p and ah,q for
the adjoint are similar to the ones for states, ah, but contain the contribution of
the mixed boundary conditions, i.e., they includes additionally, respectively, the
terms
∑
E∈E Nh
∫
E
(
V ·n)phw ds and ∑
E∈E Nh
∫
E
(
V ·n)qhw ds.
The solutions of (12) are given by
yh(t) =
ne
∑
i=1
np
∑
j=1
y ijφ
i
j , zh(t) =
ne
∑
i=1
np
∑
j=1
z ijφ
i
j , and uh(t) =
ne
∑
i=1
np
∑
j=1
u ijφ
i
j , (15)
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where ne denotes the number of (triangular) elements, np is the local dimension
of each element, and φ ij is the j-th finite element basis function defined on the
i-th triangle. Setting the dG degrees of freedom N := ne×np, the corresponding
unknown coefficients
~y = (y11 , · · · ,y1np, · · · ,yne1 , · · · ,ynenp) ∈ RN ,
~z = (z11 , · · · ,z1np, · · · ,zne1 , · · · ,znenp) ∈ RN ,
~u = (u11 , · · · ,u1np , · · · ,une1 , · · · ,unenp) ∈ RN .
Then, the SIPG semi-discretized system of state equations (12) lead to the
ODEs of the form
M
d~y
dt
+D1S~y+B~y+g(~y)+M~z = `y+M~u, (16a)
M
d~z
dt
+D2S~z+B~z+ εM~z− εc3M~y = `z, (16b)
where M is the mass matrix, S and B are symmetric and non-symmetric parts of
the stiffness matrices corresponding to the diffusive and convective terms, g(~y)
is the nonlinear vector, and `y and `z are the vectors corresponding to the linear
forms `h,y and `h,z, respectively. By a similar setting, the SIPG semi-discretized
system of the adjoint equations (13) are given as
−M d~p
dt
+D1S~p−B~p+Rg~p− εc3M~q = 0, (17a)
−M d~q
dt
+D2S~q−B~q+ εM~q+M~p = 0, (17b)
where the matrix Rg is related to the form gy(ph,w) which is defined in (14).
3.2. Full discrete optimality system
We consider the uniform partition of time interval [0,T ] as 0 = t0 < t1 < .. . <
tNT = T , with the time step-size ∆t = T/N. As the time integrator, we use the
backward Euler method. The application of the backward Euler method to (16)
and (17) leads to the full discrete system
1
∆t
M
(
~yn−~yn−1
)
+D1S~yn+B~yn+g(~yn)+M~zn = `ny +M~un, (18a)
1
∆t
M
(
~zn−~zn−1
)
+D2S~zn+B~zn+ εM~zn− εc3M~yn = `nz , (18b)
(M~y0)i = (y0,φi), M(~z0)i = (z0,φi), i = 1,2, . . . ,N, (18c)
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for n = 1,2, . . . ,NT , and
1
∆t
M
(
~pn−1−~pn
)
+D1S~pn−1−B~pn−1+gy(~yn)~pn−1− εc3M~qn−1 = 0, (19a)
1
∆t
M
(
~qn−1−~qn
)
+D2S~qn−1−B~qn−1+ εM~qn−1+M~pn−1 = 0, (19b)
(M~pNT )i = (M~yNT )i− (yT ,φi), (M~qNT )i = (M~zNT )i− (zt ,φi) i = 1,2, . . . ,N,
(19c)
for n = NT , . . . ,2,1. Although the full discrete state equation (18) is solved for-
ward in time, the full discrete adjoint equation (19) is solved backward in time.
There exists several optimization algorithms for solving the OCPs governed
by semi-linear equations. We have used in this paper the projected nonlinear
conjugate gradient (CG) method [17], which was applied to the Schlo¨gl and FHN
equations [1, 2, 3, 4] and to the convective FHN equation [32]. The details of the
implementation of projected nonlinear CG algorithm can be found in these papers.
4. Reduced order optimal control
In this section we give the POD, POD-DEIM and POD-DMD Galerkin dis-
cretization of the full discrete optimality system (18)-(19). The adjoint states are
approximated by their own POD basis. We have used the same POD basis gen-
erated by the snapshots of states y and z for construction of the reduced adjoint
equations motivated by the error analysis in [16]. Using the same POD basis
functions for the states and adjoints might be not the best option. But, the con-
struction different reduced stiffness, convection and mass matrices using the POD
basis from the snapshots of the adjoints does not improve the suboptimal solu-
tions much [21] and requires more computational work. The POD was applied for
distributed and boundary optimal control of the classical FHN equation without
using the DEIM in [21, 37]. We want to mention the snapshots for the POD and
DMD are corresponding to the coefficient vectors of the dG solutions in contrast
to the continuous finite elements where the snapshots are the FEM solutions.
4.1. The POD Galerkin discretization
The reduced-order system for the state equations (18) of lower dimension k is
formed by the Galerkin projections of the equations onto k-dimensional subspaces
V ry,h = span{ψy,1, . . . ,ψy,k} ⊂Vh, V rz,h = span{ψz,1, . . . ,ψz,k} ⊂Vh,
11
resulting in lower dimensional reduced solutions of the coefficient vectors of the
state equations
~y(t)≈~yr(t) =
k
∑
i=1
(~yr)i(t)ψy,i, ~z(t)≈~zr(t) =
k
∑
i=1
(~zr)i(t)ψz,i, (20)
where~yr(t) = ((~yr)1(t), . . . ,(~yr)k(t))
T and~zr(t) = ((~zr)1(t), . . . ,(~zr)k(t))
T are the
solutions of the reduced state system, and {ψy,i}ki=1 and {ψz,i}ki=1 are the orthogo-
nal (in L2-sense) reduced basis functions. Belonging to the space Vh, the reduced
basis functions are linear combination of the dG functions {φ j}Nj=1, given by
ψy,i =
N
∑
j=1
Ψy, j,iφ j(x), ψz,i =
m
∑
j=1
Ψz, j,iφ j(x), i = 1, . . . ,k. (21)
Then, using the column vectors
~Ψy,i =
(
Ψy,1,i, . . . ,Ψy,m,i
)T
, ~Ψz,i = (Ψz,1,i, . . . ,Ψz,m,i)T , i = 1, . . . ,k,
we construct the following matrices
Ψy := [~Ψy,1, . . . ,~Ψy,k], and Ψz := [~Ψz,1, . . . ,~Ψz,k]. (22)
Using the POD, the M-orthogonal reduced modes {Ψy,i} and {Ψz,i}, i= 1,2, . . . ,k,
are computed [32, 38]. The snapshot matrices are given as Y = [y1, . . . ,yJ] and
Z = [z1, . . . ,zJ] in RN×J , where the columns of the snapshot matrices are the vec-
tors of the discrete solutions {~yi}Ji=1 and {~zi}Ji=1, respectively, of the full order
model (FOM) (18) at the time instances ti, i = 0,1, . . . ,J. Then, for w ∈ {y,z},
the L2-orthogonal reduced basis functions {ψw,i}, i = 1,2, . . . ,k, are given by the
solution of the following minimization problem
min
ψw,1,...,ψw,k
1
J
J
∑
j=1
∥∥∥∥∥w j− k∑i=1(w j,ψw,i)L2(Ω)ψw,i
∥∥∥∥∥
2
L2(Ω)
subject to (ψw,i,ψw, j)L2(Ω) =Ψ
T
w,·,iMΨw,·, j = δi j , 1≤ i, j ≤ k,
where δi j is the Kronecker delta. The above minimization problem is equivalent
to the eigenvalue problems
Y Y T MΨy,·,i = σ2y,iΨy,·,i , ZZ
T MΨz,·,i = σ2z,iΨz,·,i , i = 1,2, . . . ,k (23)
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for the coefficient vectors Ψy,·,i and Ψz,·,i of the reduced basis functions ψy,i and
ψz,i, respectively. Setting Ŷ = RY and Ẑ = RZ (RT with the Cholesky fac-
torization of the mass matrix M), we obtain the equivalent formulation of (23)
as
Ŷ Ŷ T Ψ̂y,·,i = σ2y,iΨ̂y,·,i , Ẑ Ẑ
T Ψ̂z,·,i = σ2z,iΨ̂z,·,i , i = 1,2, . . . ,k (24)
where Ψ̂·,·,i = RΨ·,·,i. Because the singular value decomposition (SVD) is more
stable than the eigenvalue decomposition, we reformulate the eigenvalue prob-
lem as SVD. The solutions Ψ̂·,·,i of (24) are obtained as the first k left singular
vectors Ψ̂u,·,i = ζu,i and Ψ̂v,·,i = ζv,i of SVD of the snapshot matrices Ŷ and Ẑ ,
respectively, as
Ŷ = ζyΣyβTy , Ẑ = ζzΣzβ
T
z ,
where the diagonal matrices Σy and Σz contain the singular values σy,i and σz,i,
respectively. Using Ψ̂·,·,i = RΨ·,·,i, the coefficient vectors Ψ·,·,i of the reduced
basis functions are computed as
Ψy,·,i = R−1Ψ̂y,·,i , Ψz,·,i = R−1Ψ̂z,·,i , i = 1,2, . . .k.
In addition, between the state coefficient vectors ~y and~z of FOM, and the state
coefficient vectors~yr and~zr of ROM, we have the relation
~y≈Ψy~yr, ~z≈Ψz~zr,
~yr ≈ΨTy M~y, ~zr ≈ΨTz M~z,
from where we can find the initial reduced vector ~wr(0).
We finally obtain the following reduced optimality system for the states
d
dt
~yr +D1Sry~yr +B
r
y~yr +Ψ
T
y g(Ψy~yr)+M
r
y,z~zr = Ψ
T
y `y+Ψ
T
y Mu, (25a)
d
dt
~zr +D2Srz~zr +B
r
z~zr + εM
r
z~zr− εc3Mrz,y~yr = ΨTz `z, (25b)
~yr,0 =ΨTy M~y0, ~zr,0 =Ψ
T
z M~z0. (25c)
In a similar way, we obtain the reduced adjoint system
− d
dt
~pr +S ry~pr−B ry~pr +M rygy(~yn)~pr− εc3My,z~qr = 0, (26a)
− d
dt
~qr +S rz~qr−B rz~qr + εM rz~qr +M rz,y~pr = 0, (26b)
~pr,NT =Ψ
T
y M~pNT , ~qr,NT =Ψ
T
z M~qNT , (26c)
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with the reduced matrices are computed using only the FEM stiffness S, convec-
tion B and mass M
Sry =Ψ
T
y SΨy, B
r
y =Ψ
T
y BΨy, S
r
z =Ψ
T
z SΨz, B
r
z =Ψ
T
z BΨz
M rz =Ψ
T
z MΨz, M
r
z,y =Ψ
T
z MΨy, M
r
y,z =Ψ
T
y MΨz, M
r
y =Ψ
T
y MΨy.
The suboptimality systems (25) and (25) are also solved in time by the backward
Euler method.
4.2. Discrete empirical interpolation (DEIM)
In this part, we give the reduced form of state equation (25) resulting from
application of the discrete empirical interpolation (DEIM) method [25] to the
nonlinear term gy(Ψy~yr). The DEIM aims to approximate the nonlinear function
gy(Ψy~yr) by projecting it onto a subspace of the space generated by the non-linear
functions and spanned by a basis of dimension m N:
gy(Ψy~yr)≈Ws(t) (27)
with the corresponding coefficient vector s(t). Since it is overdetermined, we find
a projection P s.t. P = [ep1, . . . ,epm] ∈ RN×m with epi is the i-th column of the
identity matrix I ∈ RN×N . After similar calculations with the POD, the reduced
model for the state equations reads as:
d
dt
~yr +D1Sry~yr +B
r
y~yr +Qg
r(~yr)+Mry,z~zr = Ψ
T
y `y+Ψ
T
y Mu, (28a)
d
dt
~zr +D2Srz~zr +B
r
z~zr + εM
r
z~zr− εc3Mrz,y~yr = ΨTz `z, (28b)
where the matrix Q :=ΨTy W (PTW )−1 is computed once in the off-line stage (fi-
nite element discretization), and the reduced nonlinear vector gr(~yr) :=PT gr(Ψy~yr)
requires only mN integral evaluations. When DEIM approximation is not used,
it requires N integral evaluations. The computation of the o requires N×np inte-
gral evaluations without DEIM, but it is only m×np with DEIM approximation.
4.3. Dynamic mode decomposition (DMD)
The dynamic mode decomposition (DMD) extracts dynamically relevant spatio-
temporal information content from a numerical or experimental data sets. It is a
powerful equation-free, data-driven method to analyze complex systems. With-
out explicit knowledge of the dynamical system, the DMD algorithm determines
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eigenvalues, eigenmodes, and spatial structures for each mode. After building the
POD basis functions of rank k, we approximate the nonlinear term g(~y) in the
activator equation (16) following the approach in [26].
We define two snapshot matrices G,G′ formed by the snapshots of the nonlin-
earity g(~y) in (16) at NT +1 equally spaced time instances
G = [g(~y0), · · · ,g(~yNT−1)], G′ = [g(~y1), · · · ,g(~yNT )].
According to the Koopman operator theory, there exist a matrix AG, such the
snapshots matrices satisfy
G′ = AGG.
The unknown matrix AG is given as the solution of the minimization problem
min
∥∥G′−GAG∥∥2F . (29)
AG = G′G†, where † denotes the Moore-Penrose pseudoinverse. The exact DMD
algorithm is given in [39].
Algorithm 1 Exact DMD Algorithm
Given the snapshot matrices G and G′
Compute SVD of G, G =UΣV ∗.
Define A˜G =U∗G′VΣ−1.
Find eigenvalues and eigenvectors of A˜GW =WΛ.
Set DMD modes ΨDMD := G′VΣ−1W .
After applying the DMD Algorithm 1 to the nonlinear vector g(~y) in (16), we
obtain time dependent DMD approximation as
gDMD(t) =
k
∑
j=1
α jψDMDj (z)exp(ω jt) =Ψ
DMDdiag(eω
DMDt)α (30)
where ΨDMD = [ψ1, . . . ,ψk] are DMD basis functions of rank k of the nonlinear
vector g, α = [α1, . . . ,αk] is the initial vector α = (ΨDMD)†g(~y(t1)) and ω j =
log(λ j)/∆t, j = 1, . . .k.
After plugging this term into (25), we obtain the following linear reduced
model for the activator state equation:
d
dt
~yr +D1Sry~yr +B
r
y~yr +Ψ
T
y g
DMD(t)+Mry,z~zr =Ψ
T
y `y+Ψ
T
y M~u. (31)
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Although the dimension of the system (31) is the same with (28), the main
advantage of the system (31) is that it is linear and the OPC problem becomes
a convex one. Because the reduced activator equation linear, we do not need to
use Newton method. Therefote the POD-DMD is significantly mauch faster than
POD and POD-DEIM.
5. Numerical results
We consider the optimal control problem with desired state functions defined
at the final time T = 1. The following parameters and initial condition are used:
c1 = 9, c2 = 0.02, c3 = 5, ε = 0.1, D1 = D2 = 1, λ = 10−3,
y0(x, t) =
{
1, if 2≤ x1 ≤ 2.2, 0≤ x2 ≤ H
0, otherwise, z0(x,0) = 0.
The desired states are chosen as
yT (x,T ) = ynat(x,T/2) and zT (x,T ) = znat(x,T/2),
where ynat and znat stand for the uncontrolled solutions of the convective FHN
equation. The admissible set of controls is chosen as
Uad := {u ∈ L∞(Q) : −0.01≤ u(x, t)≤ 0.01 for a.e (x, t) ∈ Q}.
We use uniform step size in space ∆x1 = ∆x2 = 0.5 and in time ∆t = 0.05. Stop-
ping criteria for FOM solutions is |Jold− J|/|Jold|<= 1e−3.
The POD basis functions are determined according to the relative information
content (RIC)
ε(k) = ∑
k
i=1σ2i
∑si=1σ2i
,
which represents the energy captured by the first k POD modes over all s POD
modes, s is the rank of snapshot matrix, and σi is the corresponding singular value
of i-th mode. In the following results, k is chosen as mink ε(k)≥ 99.99%.
We consider the convective FHN equations with a fast wave speed Vmax = 128
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Figure 1: Decay of the singular values for y, z and the nonlinearity g.
Figure 2: FOM solutions for optimal control u (left) and optimal states y (middle) and z (right) at
the final time T = 1.
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Figure 3: FOM-ROM errors of POD, POD-DEIM and POD-DMD solutions with 8 basis functions
(from top to bottom): optimal control u errors (left), associated states y (middle) and z (right) errors
at the final time T = 1.
J # CG # line #Newton CPU Speedup
iterations searches iterations time factor
FOM 1.728e-04 54 205 11.91 6994.80 -
POD 2.140e-04 13 44 9.38 275.80 25.36
POD-DEIM 1.991e-04 14 48 9.64 171.69 40.74
POD-DMD 1.988e-04 14 48 - 50.44 138.69
Table 1: Optimal values of the cost functional J, average number of nonlinear CG iterations, line
searches, Newton iterations per time step, and speed-up factors.
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Figure 4: Relative FOM-ROM Frobenious errors: control u (left), states y (middle) and z (right) in
the whole domain with increasing number of POD modes.
Number of modes
0 2 4 6 8 10 12 14 16 18
J
10-4
10-3
10-2
POD
POD-DEIM
POD-DMD
Full
Number of modes
0 2 4 6 8 10 12 14 16 18
CP
U-
tim
e
100
101
102
103
104
POD
POD-DEIM
POD-DMD
Full
Figure 5: Objective function values (left) and CPU times (right) with increasing number of POD
modes.
From Figure 1, it can be seen that the singular values of the snapshot matrices
for the states y, z and for the nonlinearity g(~y) decay almost at the same rate.
The energy is captured by RIC = 99.99 % by k = 8 POD modes. The full order
solutions in Figure 2 have the same wave type characteristics as in [40]. The ROM
errors of the reduced order full order solutions in Figure 3 for the states y, z, and
for the control u are at the same order for POD, POD-DEIM and POD-DMD for
fixed number of POD basis functions k= 8. Because the Galerkin projected POD-
DMD system is linear, the resulting OCP problem is convex. Therefore, there is
no more Newton iterations in Table 1; instead of nonlinear CG, we use linear
CG method. Comparing the speed-up factors (the ratio of the CPU times of the
ROM solutions to the CPU times of FOM solutions) in Table 1), the efficiency of
POD-DMD solutions clearly visible. The POD reduced sub-optimal solutions are
the most accurate, the POD-DEIM and POD-DMD solutions are less accurate,
whereas the POD solutions oscillates at lower modes (Figure 4). The objective
function J for FOM and ROMS are almost the same with increasing number of
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modes in Figure 5, left. The POD requires significantly less CPU time compared
to the dG solution. In terms of computational cost the POD-DMD ROM solutions
are the fastest (Figure 5, right). At small number of POD modes the CPU times
oscillate until k = 8 and with increasing number of POD modes they don’t change
(after k = 10). Therefore it is not necessary to use greater number of POD modes
considering the CPU times, the accuracy of the ROM solutions and the decrease
of the objective function.
6. Conclusions
Among the three ROM techniques the POD is the most accurate as expected.
The POD-DEIM and POD-DMD ROM errors are close, but the DMD is the
fastest. The POD-DMD is the most efficient due to the fact that we do not have to
evaluate the nonlinearity after collecting snapshots. In a further study we plan to
compare these ROM techniques for model predictive control and feedback control
problems using compressive POD and DMD.
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