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Abstract
Unspanned stochastic volatility (USV) models have gained popularity in the liter-
ature. USV models contain at least one source of volatility-related risk that cannot
be hedged with bonds, referred to as the unspanned volatility factor(s). Bivari-
ate USV models are the simplest case, comprising of one state variable controlling
the term structure and the other controlling unspanned volatility. This disserta-
tion focuses on pricing with two particular bivariate USV models: the Log-Affine
Double Quadratic (1,1) – or LADQ(1,1) – model of Backwell (2017) and the Linear-
Rational Square Root (1,1) – or LRSQ(1,1) – model of Filipovic´ et al. (2017). For
the LADQ(1,1) model, we fully outline how an Alternating Directional Implicit fi-
nite difference scheme can be used to price options and implement the scheme
to price caplets. For the LRSQ(1,1) model, we illustrate a semi-analytical Fourier-
based method originally designed by Filipovic´ et al. (2017) for pricing swaptions,
but adjust it to price caplets. Using the above numerical methods, we calibrate each
(1,1) model to both the British-pound yield curve and caps market. Although we
cannot achieve a close fit to the implied volatility surface, we find that the parame-
ters in the LADQ(1,1) model have direct control over the qualitative features of the
volatility skew, unlike the parameters within the LRSQ(1,1) model.
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Chapter 1
Introduction
An interest rate model describes the evolution of interest rates and their depen-
dence on maturity. The dependence of interest rates on maturity is referred to as
the term structure of interest rates. There are various different types of interest
rates which are interconnected and representing the uncertainty around these fu-
ture interest rates with a mathematical model can be extremely helpful in managing
financial risk. Often there is only one underlying process modelled, from which the
other quantities of interest can be determined (Buckova et al., 2016). In this disser-
tation, we consider two approaches of modelling the term structure: specifying the
short rate, originally introduced by Vasicek (1977), and directly specifying the state
price density, which follows Constantinides (1992).
We introduce bivariate unspanned stochastic volatility models using the short
rate process. The reason for this is that the short rate offers a natural characterisa-
tion of these models, as shown by Backwell (2017).
The short rate is the instantaneous spot rate. It is a continuous rate that drives
the cash account (Brigo and Mercurio, 2007). A basic and fundamental class within
general term structure models are one-factor short rate models. These are models
where the short rate satisfies a stochastic differential equation (SDE) of general form
drt = µ(t, rt)dt+ σ(t, rt)dWt,
where {Wt} is a (standard, one-dimensional) Brownian motion, and where µ(t, rt)
and σ(t, rt) are the drift and volatility terms of the short rate, respectively, with
some initial short rate r0.
One-factor short rate models are useful to introduce and build intuitions about
multi-factor models and often allow for useful comparisons; for instance, to high-
light the contribution of additional factors. However, one-factor models do not take
into account a fundamental stylised fact that interest rate volatility is stochastic in
nature. One-factor short rate models can be given stochastic volatility by introduc-
ing an additional Brownian motion and a state variable that affects the volatility of
Chapter 1. Introduction 2
the short rate process. An example of such a model that exhibits stochastic volatil-
ity is the Fong and Vasicek (1991) model, where the short rate {rt} satisfies the
following coupled dynamics:
drt = κr(θr − rt)dt+√νtdW 1t , and
dνt = κν(θν − νt)dt+ σν√νtdW 2t ,
where {W 1t } and {W 2t } are possibly correlated one-dimensional Brownian motions,
and where κr, θr, κν , θν and σν are constant parameters. This model exhibits
stochastic volatility, due to the autonomous stochasticity feeding into the volatil-
ity process {νt} through the additional Brownian motion {W 2t }.
The Fong and Vasicek (1991) model forms part of the affine model class, and
like most affine models with stochastic volatility, this model predicts that it is able
to extract spot rate volatility from bond prices alone (Collin-Dufresne et al., 2009).
This is because the volatility process will feature within the model’s bond prices.
A zero-coupon bond (ZCB) is defined as an asset which pays one unit at a future
maturity time. In the Fong and Vasicek (1991) model, the time-t price of a ZCB
maturing at time T , denoted by PtT , is given by a function of the form
PtT = P (t, T, rt, νt). (1.1)
As we can see in Equation (1.1), one can gain exposure to the volatility pro-
cess {νt} by buying a ZCB. As a result, sensitivity to the stochastic volatility state
variable can be hedged with a bond portfolio. Using the terminology of Collin-
Dufresne and Goldstein (2002), {νt} is said to be spanned.
However, Collin-Dufresne and Goldstein (2002) show evidence of unspanned
sources of risk, i.e., there are sources of risk within fixed income derivatives that
cannot be hedged with bonds. Through regression analysis Collin-Dufresne and
Goldstein (2002) show that returns for cap straddles, which are particularly sen-
sitive to volatility, are only slightly correlated with changes in bond prices. This
intimates that an exposure to solely bonds will not enable one to hedge the return
for cap straddles, and in turn volatility. Collin-Dufresne and Goldstein (2002) term
this as unspanned stochastic volatility (USV). USV models comprise of at least one
volatility-related state variable that is unspanned in nature, i.e., those state vari-
ables cannot be hedged with bonds and swaps (Backwell, 2017).
The literature contains several models that exhibit USV, though there are only
two models involving one spanned and one unspanned volatility-related state vari-
able. These models are named bivariate USV models and can also be referred to as
(1,1) models. The two (1,1) models are: The Log-Affine Double Quadratic (1,1) –
or LADQ(1,1) – model of Backwell (2017) and the LRSQ(1,1) model – the specific
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linear-rational term structure model with a (1,1) structure outlined by Filipovic´ et al.
(2017). Note, we do not consider the Trolle and Schwartz (2008) model because,
although the model can be specified with two Brownian motions (one driving in-
terest rates and one driving unspanned volatility), it involves more than two state
variables.
The focus of this dissertation is pricing with these (1,1) models. (1,1) models
are the simplest, non-trivial USV models and are important for the same reasons
that one factor short rate models are – we can compare (1,1) models to higher factor
USV models in the same way one factor short rate models are compared to general
term structure models (Backwell, 2017).
The dissertation begins, in Chapter 2, by firstly establishing the definition and
the fundamental theorem of bivariate USV models from Backwell (2017). We then
introduce the LADQ(1,1) model and LRSQ(1,1) model specification. The LRSQ(1,1)
model follows a state price density approach but we show that we can transform it
such that it is in terms of the short rate process. This enables us to better compare
the (1,1) models.
In Chapter 3, we show how we can price derivatives in each of the (1,1) models.
For the LADQ(1,1) model, we fully outline how a finite-difference scheme can be
used to price options and implement the scheme to price caplets. For the LRSQ(1,1)
model, we illustrate a semi-analytical Fourier-based method outlined by Filipovic´
et al. (2017) and implement the method to price a caplet. This involves adjusting
their method, which is designed for swaptions. Both numerical methods are vali-
dated by comparison to prices from Monte Carlo methods.
In Chapter 4, we use the above numerical methods to calibrate the model to cap
prices written on British-pound LIBOR. Before each calibration, we pre-calibrate
the model to the relevant yield curve. Finally, we consider the effect of the models’
various parameters on the cap volatility surface.
Chapter 2
Bivariate USV models
Bivariate USV models – or (1,1) models – contain one spanned and one unspanned
volatility-related state variables.
The (1,1) models1 we discuss in this chapter are defined on a standard filtered
probability space (Ω,F , {Ft},P), where P is the real-world measure and the filra-
tion {Ft} is generated by a two-dimensional, independent Brownian motion {W Pt }.
We also assume a risk-neutral measure Q, equivalent to P. The processes of the
spanned and unspanned volatility-related state variables are defined for t ∈ [0, S],
where S > 0 is some finite time horizon. We assume the short rate {rt} and {ut}
satisfy a pair of decoupled stochastic differential equations under Q:
drt = µ
r(t, rt, ut)dt + σr(t, rt, ut)dW
Q,1
t ,
dut = µ
u(t, rt, ut)dt + σu(t, rt, ut)dW
Q,2
t ,
where r0 and u0 are constants.
Following Backwell (2017), we define (1,1) models as any model where: i) σ(t, r, u)
is a non-trivial function of u, and ii) ZCB prices are given by the pricing function
PtT = P (t, T, rt).
A ZCB price is thus given by a pricing function which does not directly depend
on the unspanned volatility-related state variable. Although {ut} drives the short-
rate, and hence ZCB, volatility, it cannot be hedged with ZCBs, since its changes
have no instantaneous effect on the yield curve.
Backwell (2017) provides a fundamental theorem of (1,1) models, which states
that the following conditions are equivalent for a (1,1) model:
(A) The model has a (1,1) structure as defined by the above definition;
(B) The ZCB price is an affine function of the short rate:
PtT = g(t, T )− f(t, T )rt; (2.1)
1 We shall use the mathematical framework for (1,1) models proposed by Backwell (2017).
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(C) The risk-neutral drift of the short rate is quadratic in the short rate:
µr(t, r, u) = r2 + rα1(t) + α2(t)
for deterministic functions α1(·) and α2(·).
Note that the affine ZCB pricing function shown in condition (B) must not be
confused with the standard exponential-affine functions found in affine term struc-
ture models. Condition (C) is helpful in enabling one to construct any (1,1) model.
Following Backwell (2017), the affine coefficient functions f(·, ·) and g(·, ·) in
condition (B) can be further characterised as follows, provided the risk-neutral drift
of the short rate admits two distinct real roots λ1 and λ2 (with λ1 < λ2),
f(t, T ) =
1
λ2 − λ1 (e
−λ1(T−t) − e−λ2(T−t)), (2.2)
g(t, T ) =
1
λ2 − λ1 (λ2e
−λ1(T−t) − λ1e−λ2(T−t)), (2.3)
for all 0 ≤ t ≤ T .
2.1 The LADQ(1,1) model
In this section, we introduce the Log-Affine Double Quadratic – or LADQ(1,1) –
model under the risk-neutral measure, Q. This model is termed the Log-Affine
Double Quadratic(1,1) model, because the model exhibits an affine bond price, and
therefore log-affine yields, and due to the quadratic nature of both the short rate’s
drift and volatility terms.
The LADQ(1,1) model dynamics are specified as follows, under the risk-neutral
measure Q,
drt = (rt − λ1)(rt − λ2)dt+ rt(r¯ − rt)utdWQ,1t , (2.4)
dut = κ(θ − ut)dt+ σ√utdWQ,2t , (2.5)
where {rt} is the short rate process which drives a cash account process {Bt}, with
Bt = exp(
∫ t
0 rsds); {ut} is the unspanned volatility process, {WQ,1t } and {WQ,2t } are
the two independent scalar components of Brownian motion {WQt }, and λ1, λ2, r¯,
κ, θ and σ are constant parameters.
The following parameter constraints ensure that Equation (2.4) admits a unique
solution (Backwell, 2017):
0 < λ1 < r¯ < λ2, (2.6)
0 < r0 < r¯. (2.7)
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These restrictions ensure that the volatility specification of the short rate, de-
noted by σr(t, r, u) = r(r¯ − r)u bounds the short rate in the region [0, r¯]. This is
because if we ever have r = 0, the short rate process becomes locally deterministic
(as σr(t, 0, u) = 0) and has a positive drift of magnitude λ1λ2, hence the short rate
is bounded from below by zero. And, if for some t, we have rt = r¯, the short-rate
process has zero volatility (as σr(t, r¯, u) = 0), but negative drift, hence the short rate
has an upper bound r¯. These arguments assume that the short rate process {rt} is
continuous.
The short-rate volatility function also has the effect of giving the short rate a
local-volatility structure, to accompany the unspanned volatility {ut}. A volatility
term which is expressed as a deterministic function of time and the state process
is defined as exhibiting a local volatility structure. In our case, the state process
is the short rate and the local volatility function, denoted σr,LV (t, r, u), satisfies
σr(t, r, u) = σr,LV (t, r, u)u, where σr,LV (t, r, u) = r(r¯ − r).
If we ignore the unspanned volatility component by setting ut to a constant,
we see in the left-hand panel of Figure 2.1, the short rate’s volatility is a negative
quadratic in r. The local volatility is increasing in the region [0, r¯2 ] and it would be
an important model validation step to ensure r¯ is set large enough, such that the
short rate tends to remain in that region (Backwell, 2017). This is because the model
would then satisfy the stylised fact that interest-rate volatility is positively level
dependent, i.e., interest-rate volatility increases with rate levels (Piazzesi, 2010).
The degree of the level dependence is also controlled by the value of r¯: for a given
short rate within the region [0, r¯2 ], the larger the value of r¯, the larger the level
dependence2 (see the right-hand panel of Figure 2.1).
The short rate process drift function µ(t, r, u) = µ(r) = (r − λ1)(r − λ2) is a
positive quadratic in r over the domain [0, r¯]. The drift function is negative when
r > λ1, and positive when r < λ1 (see the left hand panel of Figure 2.2). There-
fore the drift function, in conjunction with the restriction in Equation (2.6) and the
domain of the short rate, result in the short rate mean reverting to λ1. The rate of
mean reversion is controlled by λ2; for a larger value of λ2, the drift toward the
mean λ1 is larger in absolute value, as observed in the right-hand panel of Figure
2.2.
The unspanned volatility process has the simple effect of scaling the volatility
of the short rate. The dynamics of {ut} in Equation (2.5) offer a standard mean-
reverting interpretation, with θ controlling the level and κ controlling the rate of
2 Note that the Brownian motions are uncorrelated. Although Backwell (2017) considers correla-
tion, the level dependence from the local volatility function ensures that the model has an interaction
between rates and volatility, without a need for a separate volatility parameter.
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Fig. 2.1: In the left-hand panel, the local volatility term is plotted over the domain of
the short rate. In the right-hand panel, the slope value of the local volatility
term is plotted, with a larger value for r¯ resulting in a larger slope value.
mean reversion. The values of these parameters will interact with the local volatil-
ity function, described above; for instance, a larger value of the long term mean
θ, results in a local volatility term, which has smaller magnitude and is less level-
dependent. Thus, the value of θ determines how the local volatility will manifest.
Recalling the price at time t of a T -dated ZCB given by Equation (2.1), the time-t
continuously compounded yield of a T -dated ZCB is given by
ytT = − logPtT
T − t = −
1
T − t log(g(t, T )− f(t, T )rt),
where f(t, T ) and g(t, T ) are specified by Equations (2.2) and (2.3).
Backwell (2017) show that the long-term yields in the model are given as
lim
T→∞
ytT = λ1.
That is, long-term yields are given by the short rate’s risk neutral long term mean
(mean-reversion-level).
2.2 The LRSQ(1,1) model
In this section, we lay out the framework of linear-rational term structure models
and introduce the Linear-Rational Square Root(1,1) – or LRSQ(1,1) – model. We
also show the LRSQ(1,1) model specification in terms of the short rate, thereby
allowing us to better understand the qualitative features of the parameters within
the LRSQ(1,1) model.
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Fig. 2.2: In both panels, the risk-neutral short-rate drift term is plotted over the
domain of the short rate. In the right-hand panel, the value for λ2 is varied.
Linear-rational term structure models involve specifying a state price density,
denoted {ζt}; that is to specify a positive adapted process ζt such that the time-t
price of any T -dated cash flow CT is given by
1
ζt
EP[ζTCT |Ft], (2.8)
where EP[·|Ft] denotes Ft-conditional expectation under the real-world measure P.
Specifically, a linear-rational term structure model consists of a multivariate fac-
tor process Zt, which has linear drift, and a state price density ζt, which is a linear
function of Zt. The dynamics of Zt are specified as
dZt = κ(θZ − Zt)dt+ dMt, (2.9)
where κ ∈ Rmxm, θZ ∈ Rm, and Mt is some m-dimensional martingale.
The state price density3 is given by
ζt = e−αt(1 + 1>Zt), (2.10)
where 1 is a m-dimensional column vector of ones. Filipovic´ et al. (2017) show that
α is interpreted as the infinite-maturity ZCB yield, which makes it the analogue to
λ1 in the LADQ(1,1) model.
3 Originally, Filipovic´ et al. (2017) define the state price density of the form ζt = e−αt(φ + ψ>Zt);
however, without loss of generality, later specify φ = 1 and ψ = 1. We rather work this parsimonious
version of the state price density.
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The linear drift of Zt in Equation (2.9) implies that conditional expectations are
of the following linear form:
EP[ZT |Ft] = θZ + e−κ(T−t)(Zt − θZ), (2.11)
for t ≤ T . Given this result and the specification of the state price density in Equa-
tion (2.10), ZCB prices and the short rate are linear-rational functions of Zt; that is,
they are ratios with the numerator and denominator each being linear in terms of
Zt. This is why these term structure models are referred to as linear-rational. By
setting CT = 1 in Equation (2.8), we obtain the price of a (default-free) ZCB as
PtT = e−α(T−t)
1 + 1>θZ + 1>e−κ(T−t)(Zt − θZ)
1 + 1>Zt
. (2.12)
The short rate is obtained using the formula rt = − ∂∂T logPtT
∣∣
T=t
and is shown
by Filipovic´ et al. (2017) to be given by
rt = α− 1
>κ(θZ − Zt)
1 + 1>Zt
. (2.13)
We shall now turn our attention to a specific example of a linear-rational term
structure model: the Linear-Rational Square Root(1,1) – or LRSQ(1,1) – model.
The LRSQ(1,1) model is based on a two-dimensional square-root diffusion process
{Xt}, which takes values in R2+, of the form
dXt = (b− βXt)dt+ Diag
(
σ1
√
X
(1)
t , σ2
√
X
(2)
t
)
dW Pt , (2.14)
for some two-dimensional independent Brownian motion {W Pt }, and where b ∈ R2,
β ∈ R2x2, and volatility parameters, σ1, σ2 > 0.
The mean-reversion matrix β in Equation (2.14) is of the form
β =
(
κ 0
0 κ
)
.
The constant drift term b in Equation (2.14) is of the form
b =
(
κ(θZ − θU )
κθU
)
,
where θZ ∈ R and θU ∈ R.
Filipovic´ et al. (2017) find it preferable to initially specify the state variables in
the general square root form of Equation (2.14), and then apply a transform to iso-
late the unspanned component. The LRSQ(1,1) model consists of two factors in a
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(1,1) structure. Though, it can be given in a general (m,n) specification (see Filipovic´
et al. (2017) for the (m,n) specification including a general form of the transform).
We define (Zt, Ut) = SXt as a linear transform of Xt, where Zt ∈ R+ is defined
as before but specified with a particular martingale, and is referred to as the term
structure factor process; Ut ∈ R+ is the USV factor process, and S is a 2x2-matrix of
the form
S =
(
1 1
0 1
)
Thus, the term structure factor and USV factor become Zt = X
(1)
t + X
(2)
t and Ut =
X
(2)
t , respectively.
The implied dynamics of the joint factor process (Zt, Ut) are
dZt = κ(θZ − Zt)dt+ σ(Zt, Ut)dW Pt , (2.15)
dUt = κ(θU − Ut)dt+ σ2
√
UtdW
P,2
t , (2.16)
with dispersion function σ(z, u) = (σ1
√
z − u, σ2
√
u) and where κ, θZ , θU , σ1, and
σ2 are constant parameters.
The restrictions on the LRSQ(1,1) model are:
κ(θZ − θU ) > 0,
κθU > 0,
σ1, σ2 > 0.
In order to better compare the LRSQ(1,1) model with the LADQ(1,1) model, we
can transform the LRSQ(1,1) model in terms of the short rate under the risk-neutral
measure.
Filipovic´ et al. (2017) show the market price of risk is given by λt = −σ(Zt,Ut)
>
1+Zt
.
Using the Girsanov transformation, we change from the real-world measure P
to the risk-neutral measure Q, and get the following dynamics for the LRSQ(1,1)
model:
dZt =
(
κ(θZ − Zt) + σ(Zt, Ut)σ(Zt, Ut)
>
1 + Zt
)
dt+ σ(Zt, Ut)dW
Q
t , (2.17)
dUt =
(
κ(θU − Ut) + σ
2
2Ut
1 + Zt
)
dt+ σ2
√
UtdW
Q,2
t ,
where {WQt } is a two-dimensional, independent Brownian motion under Q.
Following Backwell (2017), we may now specify the LRSQ(1,1) model in terms
of the short rate. The short rate is a function of Zt given in Equation (2.13) and
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thereby using Itoˆ’s lemma, we get the following dynamics for the short rate:
drt =
κ(1 + θZ)
(1 + Zt)2
dZt − κ(1 + θZ)
(1 + Zt)3
(dZt)
2
=
κ(1 + θZ)
(1 + Zt)2
((
κ(θZ − Zt) + σ(Zt, Ut)σ(Zt, Ut)
>
1 + Zt
)
dt+ σ(Zt, Ut)dW
Q
t
)
(2.18)
− κ(1 + θZ)
(1 + Zt)2
σ(Zt, Ut)σ(Zt, Ut)
>dt
=
κ2(θZ − Zt)(1 + θZ)
(1 + Zt)2
dt+
κ(1 + θZ)
(1 + Zt)2
σ(Zt, Ut)dW
Q
t
=
κ2(θZ − Zt)(1 + θZ)
(1 + Zt)2
dt+
κ(1 + θZ)
(1 + Zt)2
[
σ1
√
Zt − Ut, σ2
√
Ut
]
dWQt . (2.19)
In Equation (2.18), the second-order Itoˆ term cancels out exactly with the non-linear
drift part in Equation (2.17), which is the Girsanov kernel multiplied by the volatil-
ity term of the term strucuture factor.
The USV factor {Ut}, which feeds into the volatility of {Zt}, has risk-neutral
dynamics of the form:
dUt = κ(θU − Ut)dt+ σ2
√
Ut
(
dWQ,2t +
σ2
√
Ut
1 + Zt
dt
)
=
(
κ(θU − Ut) + σ
2
2Ut
1 + Zt
)
dt+ σ2
√
UtdW
Q,2
t . (2.20)
Equations (2.19) and (2.20) for the short rate and USV factor, respectively, can
be simplified, using Equation (2.13), to
drt = (rt − α)(rt − α− κ)dt
+
(rt − α− κ)2
κ(1 + θZ)
[
σ1
√
α− κθZ − rt
rt − α− κ − Ut, σ2
√
Ut
]
dWQt , (2.21)
and
dUt =
(
κ(θU − Ut)− σ
2
2Ut(rt − α− κ)
κ(1 + θZ)
)
dt+ σ2
√
UtdW
Q,2
t .
Equation (2.21) is driven by two uncorrelated Brownian motions. We can rather
rewrite the above spanned and unspanned components in a decoupled fashion
such that each factor is driven by only one Brownian motion. Following Backwell
(2017), the dynamics of the LRSQ(1,1) model in terms of the short rate is specified
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in the following form
drt = (rt − α)(rt − α− κ)dt
+
(rt − α− κ)2
κ(1 + θZ)
√
σ21(α− κθZ − rt)
rt − α− κ + (σ
2
2 − σ21)UtdWQ,1t , (2.22)
and
dUt =
(
κ(θU − Ut)− σ
2
2Ut(rt − α− κ)
κ(1 + θZ)
)
dt+ σ2
√
UtdWˆ
Q,2
t ,
with correlation, ρt, between the Brownian motions Wˆ
Q,1
t and Wˆ
Q,2
t given as
ρt =
σ2
√
Ut√
σ21(α−κθZ−rt)
rt−α−κ + (σ
2
2 − σ21)Ut
. (2.23)
The LRSQ(1,1) short rate is endogenously bounded. Its lower bound follows
from the process {Zt} being non-negative. As a result, if we let (Zt = 0) in Equation
(2.13), we see that the short rate is bounded below by α−κθZ . The upper bound of
the short rate is given by taking the supremum of the short rate given in Equation
(2.13) over the widest possible range (−1,∞) such that the state price density is
positive. That is,
sup
z∈(−1,∞)
α− κ(θZ − z)
1 + z
= lim
z→∞α−
κ(θZ − z)
1 + z
= α+ κ.
Note α + κ is analogous to λ2 in the LADQ(1,1) model. Unlike the LADQ(1,1)
model, the LRSQ(1,1) model endogenously has an upper bound for the short rate,
without specifying an ad-hoc restriction.
As expected from Condition (C) of the fundamental theorem of (1,1) models,
the risk-neutral short-rate drift term in Equation (2.22) is a quadratic in the short
rate. From the drift function we can see that α and α+κ are analogous to λ1 and λ2
in the LADQ(1,1) model, respectively. Comparing to the LADQ(1,1) case in Section
2.1, the short rate mean reverts to α and the rate of mean reversion is controlled by
α+ κ.
Chapter 3
Option Pricing
In this chapter, we consider the pricing of interest-rate derivatives, such as caplets,
with the (1,1) models introduced in Chapter 2. For the LRSQ(1,1) model, we con-
sider the Fourier pricing method of Filipovic´ et al. (2017). The Fourier method can-
not be applied to the LADQ(1,1) model, as the dynamics do not admit a characteris-
tic function, and so a two-dimensional finite difference scheme, following Backwell
(2017), will be developed. Monte-Carlo pricing would be too inefficient in general,
but is also implemented to validate the Fourier and finite-difference methods.
3.1 Implementing the ADI scheme for the LADQ(1,1)
model
Finite difference methods enable one to simply and accurately find the numeri-
cal solution for partial differential equations (PDEs) by approximating the partial
derivatives with finite differences and discretising the problem space. Finite dif-
ference methods thereby firstly require a PDE, paired with initial and boundary
conditions.
A term structure PDE governs the dynamics of option values depending on
interest rates. We initially consider a European put option on a ZCB (which will
enable the handling of the interest rate caps we consider in Chapter 4).
The payoff at maturity of a ZCB put option is given by Φ(r), and the no arbitrage
time-t price of such a claim is a function of time and the state variables and denoted
by F (t, rt, ut). The value of this option must offer an expected rate of return equal
to the short rate, under the risk-neutral measure. Equating the two and reversing
time shall produce the desired PDE (Backwell, 2017).
The expected rate of return can be computed using Itoˆ’s lemma and the LADQ(1,1)
model dynamics given by Equations (2.4) and (2.5). A simple application of Itoˆ’s
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lemma produces the following dynamics of the ZCB put option
dF (t, rt, ut) = [Ft + (rt − λ1)(rt − λ2)Fr + κ(θ − ut)Fu + 1
2
(rt(r¯ − rt)ut)2Frr
+
1
2
σ2utFuu]dt+ rt(r¯ − rt)utFrdWQ,1t + σ
√
utdW
Q,2
t ,
where partial derivatives are denoted in shorthand (for example, Fr = ∂F∂r ).
From standard option pricing theory, the risk neutral drift of the option price
process must equal the short rate multiplied by the option price, and by reversing
time by setting τ = T − t, the following PDE is produced:
Fτ − (r−λ1)(r−λ2)Fr−κ(θ−u)Fu− 1
2
(r(r¯− r)u)2Frr− 1
2
σ2uFuu + rF = 0. (3.1)
Since the PDE is time reversed, the terminal payoff of the ZCB put at maturity is
equivalent to the initial condition of the PDE. The closed form bond price apparent
in (1,1) models enables us to explicitly represent a ZCB put as a T-dated claim that
depends only on the short rate. Consider, for example, a put option written on a
S-year ZCB, with expiry in T -year’s time (where T < S), which pays out (K −
PTS)
+ = (K − g(T, S) + f(T, S)rT )+ = Φ(rT ) at time T . As a result the initial
condition, denoted by Φ(r0), is in terms of the initial short rate.
The above initial boundary value problem (3.1) has two spatial domains and can
be solved using the Alternating Directional Implicit (ADI) scheme, which was orig-
inally outlined by Peaceman and Rachford (1955). The ADI scheme has a number
of advantages over alternative finite difference schemes. First, explicit difference
methods, which explicitly compute the values at time step m + 1 using the values
at time step m, have poor stability problems. While implicit difference methods,
which implicitly compute the values at time step m given the values at time step
m + 1 (i.e., give the values as a solution to a set of simultaneous equations), have
superior stability properties, they are difficult to implement in two or more dimen-
sions. The ADI scheme is a better alternative as it improves the stability of the
explicit scheme while remaining computationally tractable, through introducing
an intermediary half time-step. An added benefit is that the ADI scheme typically
simplifies the discretised PDE, for each half-time step, to a tridiagonal system of
equations (Duffy, 2013). This can be computed efficiently with the Thomas algo-
rithm (Higham, 2002).
In the first half time-step of the scheme, the PDE is solved implicitly in the first
spatial direction and explicitly in the second spatial direction, and vice-versa for the
next half time-step. Duffy (2013) proves that if there are no mixed derivative terms
in the PDE with two spatial domains, the ADI scheme is unconditionally stable,
which is the case for the above PDE.
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To employ the ADI scheme to the above initial boundary value problem, the
time and state-variable domains must first be discretised. We divide the short rate
axis into equally spaced nodes a distance δr apart, and do the same for both the
unspanned volatility axis and time axis, using a spacing of δu and δτ , respectively.
We must work within a finite state space, hence it is necessary to truncate the
unspanned volatility domain with an upper bound u¯. We are only concerned with
the values of F (τ, r, u) at the mesh points (mδτ , iδr, jδu) for 0 ≤ m ≤ Tδτ , 0 ≤
i ≤ r¯δr , and 0 ≤ j ≤ u¯δu . As a convenience we use the shorthand notation F
i,j
m =
F (mδτ , iδr, jδu).
Finally, the boundary conditions need to be specified. The boundary conditions
here describe the behavior of the problem along the edges of the domain [0, r¯] x
[0, u¯].
In the r-direction, we can use Neumann boundary conditions, instead of the
typical Dirichlet boundary conditions which specify the value at the boundary.
Neumann boundary conditions, on the other hand, specify the value of the deriva-
tive along the boundary. In the r-direction, the slope of the pricing surface of the
option tends to the slope of the terminal payoff surface, as r → 0 and r →∞. When
r = 0, the put option is far out-the-money (as low interest rates imply high bond
prices), and so we expect ∂Φ∂r = 0. When r = r¯, the ZCB put option will be deep
in-the-money and we can ignore the ’positive part’ of the terminal payoff function.
By expanding the payoff function and taking the partial derivative with respect to
r, we get the following
∂Φ
∂r
=
∂
∂r
(K − g(T, S) + f(T, S)r)
= f(T, S).
Therefore, the Neumann boundary conditions in the r-direction are given by
∂
∂r
F (τ, 0, u) = 0 and
∂
∂r
F (τ, r¯, u) = f(T, S).
These boundary conditions can be numerically approximated using a forward
difference and backward difference approximation, respectively. A forward / back-
ward difference approximation uses the nearest point(s) after / before the given
point at which the derivative is to be found.
We define a column vector for the option price as
F i,·m =

F i,1m
...
F
i, u¯
δu
−1
m
 ,
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for all 0 ≤ i ≤ r¯δr and, similarly, we define a row vector for the option price as
F ·,jm =
[
F 1,jm , · · · , F
r¯
δr
−1,j
m
]
,
for all 0 ≤ j ≤ u¯δu .
The above r-boundary conditions are specified in column vector form as
F 0,·
m+ 1
2
= F 1,·
m+ 1
2
,
F
r¯
δr
,·
m+ 1
2
= F
r¯
δr
−1,·
m+ 1
2
+ δrf(T, S).
In the u-direction, we cannot use the same reasoning as for the r-direction, since
the unspanned volatility is independent of the terminal payoff surface. A Neu-
mann boundary condition can still be approximated by the use of extrapolation.
The value of the derivative along the u = 0 and u = u¯ boundaries can be approx-
imated by the slope of the pricing surface between the two nearest interior points
which precede the boundary point, i.e., we assume a ’continued slope’.
The u-boundary row vectors are specified as
F ·,0m = 2F
·,1
m − F ·,2m ,
F
·, u¯
δu
m = 2F
·, u¯
δu
−1
m − F ·,
u¯
δu
−2
m .
We may now numerically approximate the PDE (3.1). Between time m and
m + 12 , we solve the system implicitly in the r-direction and explicitly in the u-
direction. Using a forward-difference approximation for the time derivative and
central-difference approximation1 for the spatial derivatives, we obtain the follow-
ing expression:
F i,j
m+ 1
2
− F i,jm
δτ/2
− (iδr − λ1)(iδr − λ2)
F i+1,j
m+ 1
2
− F i−1,j
m+ 1
2
2δr
− κ(θ − jδu)F
i,j+1
m − F i,j−1m
2δu
− 1
2
(iδr(r¯ − iδr)jδu)2
F i+1,j
m+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
δ2r
− 1
2
σ2(jδu)
F i,j+1m − 2F i,jm + F i,j−1m
δ2u
+ iδrF
i,j
m = 0,
1 A central difference approximation uses the nearest point(s) before and after the given point at
which the derivative is to be found. Note, some central difference approximations, for example, the
second order one, include the value at the given point for the approximation.
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which can be rewritten as
F i,j
m+ 1
2
− δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
− δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
) =
κ
δτ
4δu
(θ − jδu)(F i,j+1m − F i,j−1m ) + σ2
δτ
4δ2u
(jδu)(F
i,j+1
m − 2F i,jm + F i,j−1m )
+ (1− (iδr)δτ
2
)F i,jm .
(3.2)
The above system (3.2) may be rewritten in vector/matrix form2 as
F ·,j
m+ 1
2
= (Gjm,1)
−1[γ3κ(θ − jδu)(F ·,j+1m − F ·,jm )
+ σ2γ4(jδu)(F
·,j+1
m − 2F ·,jm + F ·,j−1m )
+ (1−H1 δrδτ
2
) · F ·,jm + bjm],
for 0 < j < u¯δu , where
Gjm,1 = I− γ1D1D2S1 − γ2D23D24T1(jδu)2. (3.3)
In the above Equation (3.3), we have that I, D1, D2, D3, D4, S1and T1 are all matrices
of size (r¯/δr − 1) x (r¯/δr − 1). I is the identity matrix,
D2 =

δr 0 · · · 0
0 2δr
. . .
...
...
. . . . . . 0
0 · · · 0 r¯ − δr
 ,
D1 = D2 − λ1I,
D3 = D2 − λ2I,
D4 = r¯I−D2,
S1 =

−1 1 0 · · · 0
−1 0 1 . . . ...
0 −1 . . . . . . 0
...
. . . . . . 0 1
0 · · · 0 −1 1

, and T1 =

−1 1 0 · · · 0
1 −2 1 . . . ...
0 1
. . . . . . 0
...
. . . . . . −2 1
0 · · · 0 1 −1

.
2 The proof of this derivation for the system in the first half time step is given in Appendix A.1.
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1, H1 and bjm are all vectors of size (r¯/δr − 1) x 1, where 1 is a vector of ones,
H1 =

1
2
...
r¯
δr
− 1
 , bjm =

0
...
0
b1 + b2(jδu)
2
 ,
with b1 and b2 defined as follows:
b1 = γ1(r¯ − δr − λ1)(r¯ − δr − λ2)δrf(T, S),
b2 = γ2(r¯ − δr)2δ3rf(T, S),
and where γ1 = δτ4δr , γ2 =
δτ
4δ2r
, γ3 = δτ4δu and γ4 =
δτ
4δ2u
.
Gjm,1 is a tridiagonal matrix, which allows its inverse to be efficiently computed
using the Thomas algorithm (Higham, 2002).
Then, between time m+ 12 and m+ 1, we solve the system (3.1) explicitly in the
r-direction and implicitly in the u-direction. Using a forward-difference approxi-
mation for the time derivative and central-difference approximations for the spatial
derivatives, we obtain the following expression:
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(F
i,j+1
m+1 − 2F i,jm+1 + F i,j−1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
,
for 1 < j < u¯δu − 1. For j = 1 and j = u¯δu − 1, we cannot use a central-difference
approximation for the second derivative with respect to the unspanned volatility
factor. The central-difference approximation for the second derivative contradicts
the assumption of the continued slope, and as such results in an approximation of
0 for the second derivative which is clearly incorrect. Instead, we use a forward-
difference approximation around F i,j−1m when j = 1 and a backward-difference
approximation around F i,j+1m when j = u¯δu − 1. We then obtain the following ex-
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pression when j = 1:
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(−F i,j+2m+1 + 4F i,j+1m+1 − 5F i,jm+1 + 2F i,j−1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
,
and when j = u¯δu − 1:
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(−F i,j−2m+1 + 4F i,j−1m+1 − 5F i,jm+1 + 2F i,j+1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
.
The above second system can be rewritten in vector/matrix form3 as
F i,·m+1 = [γ1(iδr − λ1)(iδr − λ2)(F i+1,·m+ 1
2
− F i−1,·
m+ 1
2
)
+ γ2(iδr(r¯ − iδr)δu)2||H2||2 · (F i+1,·m+ 1
2
− 2F i,·
m+ 1
2
+ F i−1,·
m+ 1
2
)
+ (1− iδr δτ
2
)F i,·
m+ 1
2
]G−12 ,
where ||·|| is defined as the norm of a vector, and
G2 = I− γ3κS′2D5 − γ4σ2T
′
2D6,
where I, D5, D6, S2 and T2 are all of size (u¯/δu−1) x (u¯/δu−1). I is again an identity
matrix,
D6 =

δu 0 · · · 0
0 2δu
. . .
...
...
. . . . . . 0
0 · · · 0 u¯− δu
 ,
3 We provide the proof for this derivation of the second system in the Appendix A.2.
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D5 = θI−D6,
S2 =

−2 2 0 0 · · · 0
−1 0 1 . . . . . . ...
0 −1 . . . . . . . . . 0
0
. . . . . . . . . 1 0
...
. . . . . . −1 0 1
0 · · · 0 0 −2 2

, T2 =

−1 2 −1 0 · · · 0
1 −2 1 0 . . . ...
0 1
. . . . . . . . . 0
0
. . . . . . . . . . . . 0
...
. . . 0 1 −2 1
0 · · · 0 −1 2 −1

, and
H2 is a vector of size (u¯/δu − 1) x 1, and is defined as
H2 =

1
2
...
u¯
δu
− 1
 .
Note that G2 is not a tridiagonal matrix4, hence as such we cannot use the
Thomas algorithm. There is still a computational efficiency as we can compute
the inverse of G2 only once as it does not depend on i.
We now implement the above initial boundary problem for a specific example.
Let us consider a European put option written on a two-year ZCB, with maturity in
one year’s time. The payoff at time T = 1 is (K−P12)+ = (K−g(1, 2)+f(1, 2)r1)+.
The left-hand panel of Figure 3.1 plots the pricing surface of the ZCB put option
obtained from the ADI scheme, for an at-the-money (ATM) strike. The ATM strike
is calculated assuming an initial short rate, r0 = 0.03. While, in the right-hand
panel, we verify the ADI scheme by comparing its estimates to the 99% Monte-
Carlo confidence interval, over a range of strikes whilst fixing the initial unspanned
volatility value.
The 99% Monte-Carlo (MC) confidence interval is defined as the MC estimate of
the realised discounted payoffs, shifted up and down by three times the estimated
standard deviation. The MC estimates are calculated using an Euler-Maruyama
discretisation of the LADQ(1,1) dynamics, with 200 time steps for the one-year.
The Euler-Maruyama discretisation of the LADQ(1,1) model dynamics, given by
Equations (2.4) and (2.5), is given by
rˆi =
r0 i = 0,rˆi−1 + (rˆi−1 − λ1)(rˆi−1 − λ2)∆t+ rˆi−1(r¯ − rˆi−1)uˆi−1∆WQ,1t otherwise.
4 If we separately represented the system for j = 1 and j = u¯
δu
− 1 and were left with the interme-
diate points, then we would have a tridiagonal matrix and be able to use the Thomas algorithm.
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Fig. 3.1: Finite-difference (FD) prices of European put options written on a two-
year ZCB, with expiry of one year, are plotted in both panels. The left-hand
panel illustrates the whole FD pricing surface for one put struck ATM.
The right-hand panel plots prices of puts for various strikes, whilst fixing
u0 = 1.5, and also plots 99% Monte-Carlo (MC) confidence bounds.
and
uˆi =
u0 i = 0,max(uˆi−1 + κ(θ − uˆi−1)∆t+ σ√uˆi−1∆WQ,2t , 0) otherwise.
Note, the max function has to be included to ensure that the unspanned volatility
component is positive for all time steps. For each strike value, we implement 5000
such paths and estimate the discount factor using the trapezoidal rule.
We can now easily extend this to pricing caps (or caplets). Firstly the payoff of
a caplet on the simple interest rate L(T, S) over the period [T, S], expiring at time
T and struck at rate K, is
τ(L(T, S)−K)+ at time S,
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where τ = S − T . This is equivalent to a payoff at expiration of
PTS(L(T, S)−K)+τ
= PTS(
PTT
PTS
− 1−Kτ)+
= (1− (1 +Kτ)PTS)+
= (1 +Kτ)
(
1
1 +Kτ
− PTS
)+
= (1 +Kτ)
(
1
1 +Kτ
− g(T, S) + f(T, S)rT
)+
. (3.4)
Thus, a caplet struck at rate K is equivalent to (1 + Kτ)-many put options on the
ZCB PTS , with strike 11+Kτ and expiry at time T .
The adjustments required to price a caplet are to first change the initial condi-
tion to the above Equation (3.4) whilst also reversing time. As a result, the bound-
ary condition for r = r¯ is also adjusted. The Neumann boundary condition be-
comes
∂
∂r
F (τ, r¯, u) = (1 +Kτ)f(T, S).
The value for b1 and b2 also need to be adjusted by a factor of (1 +Kτ).
Using the above adjustments we can price a cap which is a portfolio of caplets
with increasing expiries. Though finite difference methods are relatively slow,
there is an applicable efficiency when pricing a cap. We can just price the longest-
dated caplet and the intermediary solutions provide the prices for the shorter dated
caplets (Backwell, 2017). This is because the payoff of a caplet depends on the time
until maturity, τ (not the specific period [T, S]), and this is the same for each caplet
within a cap.
3.2 Implementing the Fourier method for the LRSQ(1,1)
model
In this section, we show how we can directly price a caplet (and thus a cap) using
the Fourier method within the LRSQ(1,1) model. We apply the pricing method of a
swaption outlined by Filipovic´ et al. (2017) to the LRSQ(1,1) model, by noting that
a caplet represents a one-period swaption. The payoff of a caplet on the simple
interest rate L(T0, T1) expiring at time T0, struck at rate K, is
τ(L(T0, T1)−K)+ at time T1,
3.2 Implementing the Fourier method for the LRSQ(1,1) model 23
where τ = T1 − T0. This is equivalent to a payoff at expiration, denoted by CT0 , of
CT0 = (1− (1 +Kτ)PT0,T1)+
=
(
1∑
i=0
ciPT0,Ti
)+
, (3.5)
with c0 = 1 and c1 = −(1 +Kτ). Note that thus far, we have not implemented fea-
tures of the LRSQ(1,1) model. Throughout this pricing method we use the state
price density approach given by Filipovic´ et al. (2017), as it is simpler and en-
ables us to use the exponential affine transform method. Within the class of linear-
rational term structure models, by applying the fundamental pricing formula (2.8),
the time-T0 price of a Ti-dated ZCB is
PT0,Ti =
1
ζT0
EP [ζTi |FT0 ] .
Using the above result, Equations (2.10) and (2.11), we can express Equation
(3.5) as
CT0 = pcaplet(ZT0)
+/ζT0 ,
where pcaplet(z) is the explicit linear function of z given by
pcaplet(z) =
1∑
i=0
cie−αTi(1 + θ + e−κ(Ti−T )(z − θ)). (3.6)
Let CplK0,T0,T1 denote the time-0 price of a caplet written on a forward rate
f(T0, T1) struck at rate K. The time-0 price of the caplet is then obtained by once
again applying the fundamental pricing formula (2.8), which yields
CplK0,T0,T1 =
1
ζ0
EP[ζT0CT0 ] =
1
ζ0
EP[pcaplet(ZT0)+]. (3.7)
To compute the price of a caplet, one needs to evaluate the expectation on the
right-hand side of (3.7). The distribution of ZT0 is unknown; however, there is an
efficient numerical approach based on Fourier transform methods. Following the
theorem5 of Filipovic´ et al. (2017), we define
qˆ(x) = E[exp(xpcaplet(ZT0))], (3.8)
for x ∈ C. Let µ be any positive constant such that qˆ(µ) <∞. Then the caplet price
is given by
5 Proof of the theorem is given by Filipovic´ et al. (2017) and is easily applied to a caplet since a
caplet is a one-period payer swaption. In Appendix B.1, we show the proof applied for a caplet.
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CplK0,T0,T1 =
1
ζ0pi
∫ ∞
0
Re
[
qˆ(µ+ iλ)
(µ+ iλ)2
]
dλ. (3.9)
Computing qˆ(µ+ iλ) initially looks difficult; however, given the specification of
the LRSQ(1,1) model, it amounts to solving a system of ordinary differential equa-
tions. This is because the transformation (Zt, Ut) is a linear transform of a square-
root diffusion process, meaning the function in Equation (3.9) can be expressed
using the exponential-affine transform formula (which can be found originally in
Duffie et al. (2000)). We apply here the exponential affine transform formula ap-
plied for the dynamics of Xt in the LRSQ(1,1) model. We have reproduced the
exponential affine transform formula in Appendix B.2.
Note that qˆ(µ+iλ) can be expressed as an expectation under the real-world mea-
sure P of the form EP[eu+vTXT0 ], where u ∈ C and v ∈ C2, so that the exponential
affine transform formula can be applied.
Given Equation (3.6), the exponent in the right hand side of Equation (3.8) is
(µ+ iλ)pcaplet(ZT0) = (µ+ iλ)[e
−αT0(1 + ZT0)− e−αT1(1 +Kτ)(1 + (1− e−ατ )θ
+ e−κTτZT0)]
= u+ vTXT0 ,
where
u = (µ+ iλ)e−αT0 [1− e−ατ (1 +Kτ)(1 + (1− e−ατ )θ)], and
v = (µ+ iλ)e−αT0 [1− e−(α+κ)τ (1 +Kτ)]1,
with 1 = (1, 1)>.
We now apply the exponential-affine transform formula and get the following
result
qˆ(µ+ iλ) = EP[eu+v
TXT0 ] = eΦ(T0)+Ψ(T0)
TX0 ,
where Φ : R+ → C,Ψ : R+ → C2 solve the system
Φ
′
(τ) = [κ(θ − θU ), κθU ]Ψ(τ),
Ψ
′
i(τ) = −[κ, 0]Ψ(τ) +
1
2
σ2i Ψi(τ)
2, i = 1, 2,
with initial conditions Φ(0) = u and Ψ(0) = v.
We may now implement the above Fourier-based method to price a particular
caplet. Let us consider a caplet written on the simple interest rate L(1, 2) with
maturity in one year’s time. In Figure 3.2, we verify the Fourier-based method by
comparing its estimates to the 99% Monte-Carlo confidence interval, over a range
of strikes whilst fixing the initial term structure value, Z0, and initial USV factor U0.
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Fig. 3.2: Fourier-based method prices a caplet written on a forward rate f(1, 2),
with expiry of one year, is plotted for varying strikes, whilst fixing Z0 =
0.12 and U0 = 0.04. We verify the Fourier-based method by plotting 99%
Monte-Carlo (MC) confidence bounds.
The MC estimates are calculated using an Euler-Maruyama discretisation of the
LRSQ(1,1) dynamics, with 100 time steps per year. The Euler-Maruyama discreti-
sation of the LRSQ(1,1) model dynamics, given by Equations (2.15) and (2.16), is of
the following form:
Zˆi =

Z0 i = 0,
Zˆi−1 + κ(θZ − Zˆi−1)∆t+ σ1
√
max(Zˆi−1 − Uˆi−1, 0)∆t∆W P,1t
+σ2
√
Uˆi−1∆t∆W
P,2
t otherwise.
and
Uˆi =
U0 i = 0,max(Uˆi−1 + κ(θU − Uˆi−1)∆t+ σ2√Uˆi−1∆t∆W P,2t , 0) otherwise.
Note, the max function needs to be included in the Euler-Maruyama discreti-
sation of the term structure process Zt to ensure we don’t have a complex value
for the value of the term structure factor at any time during its path. We also in-
clude a max function for the USV factor to ensure the USV factor remains positive
throughout its path, since Ut ∈ R+.
Chapter 4
Calibration
In this chapter, we initially pre-calibrate each (1,1) model to the British-pound yield
curve. We then vary the remaining parameters within each (1,1) model specification
given in Chapter 2, such that the model-implied difference cap prices match the
difference cap prices written on British-pound LIBOR as closely as possible. This is
done by minimising the sum of squared errors. Following calibration, we consider
the effect of the parameters within each model on the cap volatility surface.
4.1 Data
The dataset we work with is based on caps written on British-pound LIBOR on the
trading day 1 December 2014. On this day, we have a bootstrapped yield curve up
to a maturity of ten years and a term structure of implied volatilities for the one-
year, two-year, three-year, four-year and five-year caps, each struck at 1%, 1.5% and
2%. A cap-implied volatility is the volatility that equates the Black formula to the
market price of the cap. It is another way to quote the cap price.
The implied volatilities are converted into cap prices, using the relevant yield
curve and the Black formula. The one-year cap, for each strike, consists of four
quarterly caplets with payout dates in three, six, nine and twelve months’ time.
The two-year cap comprises of eight such adjacent, quarterly caplets and so on,
with the five-year comprising of twenty quarterly caplets. We separate the caps
into difference caps to ensure that each cap does not overlap each other and we
may then weight each instrument equally when we calibrate. A difference cap is
constructed by taking the difference between each consecutive cap and comprises
of four quarterly caplets. For instance, the three-year difference cap is calculated
by taking the difference between the three-year cap price and two-year cap price,
such that the first quarterly payout begins in two and a quarter years.
We calibrate to the three-year, four-year and five-year difference caps volatil-
ity skew for each (1,1) model. We attempted to include the earlier caplets, but
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had difficulty in matching the short-term prices (with the one model significantly
overpricing and the other underpricing). Matching short-term interest rate option
prices, consistently with longer-term prices, is known to be a potentially difficult
problem (see, for instance, Moraleda and Vorst (1997)), but we do not attempt to
address here.
4.2 Calibrating to both the yield curve and caps market
In this section, we use the numerical methods outlined in Chapter 3 to calibrate
each (1,1) model to the above caps dataset. Before calibration, we pre-calibrate
the model to the relevant yield curve, since interest-rate derivatives are typically
hedged with yield-curve instruments, such as swaps. When we then calibrate, we
need to price caps consistently with the yield curve.
Following Backwell (2017), we use the technique originally described by Brigo
and Mercurio (2001), where we shift the time-homogeneous short rate by the ad-
dition of a deterministic function, denoted by ϕ(t). The original LADQ(1,1) model
specification, given by Equations (2.4) and (2.5), now describes the unshifted pro-
cess, denoted by {r∗t }. The actual, shifted short rate is defined as
rt = r
∗
t + ϕ(t)
for all t ∈ [0, S]. The deterministic function ϕ(·) is set such that the initial term
structure of the model fits with the market prevailing term structure.
Let{P λ0T } denote the time-0 market-observed term structure of ZCB prices. The
market ZCB prices can be related to the unshifted models’ ZCB prices with the
deterministic function according to the following:
P λ0T = e
− ∫ T0 ϕ(s)ds(g(0, T )− f(0, T )r∗0), (4.1)
where T > 0.
Under the shifted model, Brigo and Mercurio (2001) show that ZCB put options,
denoted by ZCPKtTS , can be computed in terms of the unshifted model’s prices with
ZCPKtTS = e
− ∫ St ϕ(s)dsZ˜CPKexp(∫ ST ϕ(s)ds)tTS , (4.2)
where Z˜CP tTS is the put option price under the unshifted model with an adjusted
strike. We shall refer to the scaling of the unshifted model price given by e−
∫ S
t ϕ(s)ds
as the scaling adjustment; and the strike adjustment is given by e
∫ S
T ϕ(s)ds.
The above Equation (4.2) can be computed without explicitly knowing the de-
terministic function, ϕ(t) (Backwell, 2017). This is because using Equation (4.1),
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both the scaling adjustment and the strike adjustment can be expressed as
e−
∫ S
t ϕ(s)ds =
P λ0SP˜0t
P˜0SP λ0t
and e
∫ S
T ϕ(s)ds =
P˜0SP
λ
0T
P λ0SP˜0T
, (4.3)
respectively, if the market prices {P0t}, {P0t} and {P0S} are known. {P˜0T } denotes
the ZCB prices under the unshifted model, i.e., are given by the closed-form ZCB
affine pricing formula.
Before applying the deterministic / time-dependent shift, we pre-calibrate by
setting r0 and λ1 (in the affine coefficient functions) to the prevailing short-end and
long-end of the yield curve, respectively. This ensures that we shift the model as
little as possible, which seems desirable.
The remaining parameters within the model are calibrated to the difference caps
volatility skew. In order to price the caps consistently with the yield curve, we
use the numerical methods outlined in Chapter 2 to price caps whilst taking into
account the adjustments in Equation (4.2) and (4.3).
Recall, the payoff of a caplet written on a forward rate L(T, S) with expiry at
time T , struck at rate K is
(1 +Kτ)
(
1
1 +Kτ
− PTS
)+
at time T,
where τ = S − T . Adjustments now need to be made. The scaling adjustment
scales the number of portfolios of puts and the strike adjustment is multiplied to
the strike (when observing the cap in the form of a ZCB put). Thus, the payoff of
the adjusted caplet, with the same features as above, is
(1 +Kτ)e−
∫ S
0 ϕ(s)ds
((
1
1 +Kτ
)
e
∫ S
T ϕ(s)ds − PTS
)+
at time T. (4.4)
4.2.1 LADQ(1,1) model calibration
In this section, we calibrate the LADQ(1,1) model to both the yield curve and the
difference caps volatility skew.
We firstly set r0 and λ1 to the short-end and long-end of the yield curve, respec-
tively. The shortest-term ZCB in our dataset is the three-month ZCB, as such we
set
r0 = − 1
0.25
logP0,0.25,
and the longest-term ZCB is the 10-year ZCB, hence we set
λ1 = − 1
10
logP0,10.
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We also pre-calibrate λ2. Recall, in Figure 2.2, λ2 controls the rate of mean reversion,
hence it should also dictate the speed of convergence between the short-end and
long-end of the yield curve. This means that λ2 controls the curvature of the yield
curve, and thus we set λ2 to match the shape of the intermediate yields in our
dataset.
In order to avoid an overparameterisation to the term structure of the implied
volatilities, we set the initial unspanned volatility, u0 = θ, to the level of its mean
reversion.
The remaining four parameters (r¯, κ, θ and σ) are calibrated to the three-year,
four-year and five-year difference caps. We use the finite difference scheme out-
lined in Section 2.1 to price caplets, which we group into difference caps. However,
as revealed above we need to adjust the caplet prices by both the scaling adjustment
and the strike adjustment. Using Equations (4.3) and (4.4), the terminal payoff of a
caplet, in terms of the short rate, is
(1 +Kτ)
(
P λ0S
P˜0S
)((
1
1 +Kτ
)(
P˜0SP
λ
0T
P λ0SP˜0T
)
− g(T, S) + f(T, S)rT
)+
. (4.5)
The adjustments to be made to the finite difference scheme (assuming the adjust-
ments from a ZCB put to a caplet have been completed) are:
(i) Change the initial condition to the above Equation (4.5).
(ii) Adjust the Neumann boundary condition for r = r¯ to:
∂
∂r
F (τ, r¯, u) = (1 +Kτ)
(
P λ0S
P˜0S
)
f(T, S).
(iii) The values for b1 and b2 need to be adjusted by a factor of
(
Pλ0S
P˜0S
)
.
Note that the efficient method for pricing a cap is no longer viable anymore.
This is because the payoffs of the various caplets differ due to their different strike
adjustments.
In Figure 4.1, the resultant fit is plotted in terms of implied volatilities, and the
resultant parameters are given in the caption. For each difference cap, their is an as-
sociated volatility skew. A volatility skew is a plot of the implied volatility relative
to varying strikes. The fit to the market implied volatility skew is reasonably close
for the four- and five-year difference caps, although the model cannot quite accom-
modate the degree of skew for the four-year difference cap. The model struggles to
match the three-year difference cap volatility skew.
4.2.2 LRSQ(1,1) model calibration
In this subsection, we calibrate the LRSQ(1,1) model to both the yield curve and the
difference cap volatility skew.
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Fig. 4.1: The various panels show the model-implied difference cap-implied volatil-
ity as a function of strike price, using the parameters established by
the calibration procedure outlined above. The resultant parameters are:
λ1 = 0.0185, λ2 = 0.7133, r¯ = 0.5546, κ = 0.1449, θ = 2.2198, σ = 2.1001,
r0 = 0.0055 and u0 = 2.2198. Sum of squared differences = 1.2003× 10−6.
We pre-calibrate the LRSQ(1,1) model by setting r0 to the short-end of the yield
curve and α, the analogue to λ1 in the LADQ(1,1) model, is set to the long-end of the
yield curve. Unlike, the LADQ(1,1) model, we do not though pre-calibrate κ which
as we recall controls the curvature of the yield curve. This is because contrary to
its analogue λ2 in the LADQ(1,1) model, it also forms part of the risk-neutral drift
term of the unspanned volatility as well as the volatility term of the short rate.
We once again avoid overparameterisation to the term structure of implied
volatilities, by setting U0 = θU .
The remaining five parameters (κ, θZ , θU , σ1 and σ2), are calibrated to the three-
year, four-year and five-year difference caps volatility skew. We use the Fourier-
based method to price caplets, but need to include the adjustments. Equation (4.4)
based on a simple interest rate L(T0, T1) is equivalent to
e−
∫ T1
0 ϕ(s)ds
(
e
∫ T1
T0
ϕ(s)ds − (1 +Kτ)PTS
)+
= e−
∫ T1
0 ϕ(s)ds
(
1∑
i=0
ciPT0,Ti
)+
, (4.6)
with c0 = e
− ∫ T1T0 ϕ(s)ds and c1 = (1 +Kτ).
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Fig. 4.2: The various panels show the model-implied difference cap-implied volatil-
ity as a function of strike price, using the parameters established by the
calibration procedure outlined above. The resultant parameters are: α =
0.0185, κ = 0.0951, θZ = 5.0107, θU = 2.9850, σ1 = 0.0556, σ2 = 0.3048,
r0 = 0.0055 and U0 = 2.2198. Sum of squared differences = 2.7753× 10−6.
By comparing the above Equation (4.6) to Equation (3.5), we recognise that the
caplet payoff is scaled by e−
∫ T1
0 ϕ(s)ds and the value for c0 has changed. Thus, the
adjustments to the pricing method outlined in Section 3.2 are:
(i) Multiply Equation (3.9) by e−
∫ T1
0 ϕ(s)ds =
(
Pλ0,T1
P˜0,T1
)
.
(ii) Adjust initial conditions u and v to the exponential-affine transform formula,
such that:
u = (µ+ iλ)e−αT0
[(
P˜0SP
λ
0T
P λ0SP˜0T
)
− e−ατ (1 +Kτ)(1 + (1− e−ατ )θ)
]
v = (µ+ iλ)e−αT0
[(
P˜0SP
λ
0T
P λ0SP˜0T
)
− e−(α+κ)τ (1 +Kτ)
]
1.
In Figure 4.2, the resultant fit is plotted in terms of implied volatilities, and the
resultant parameters are given in the caption. Unlike the LADQ(1,1) model where
the skews were too curved, the shape of the model-fitted implied volatilities is
similar to the market. However, the model produces a strongly downward sloping
skew which slopes more than the market.
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4.3 Parameter effects of (1,1) models
In this section, we examine the parameter effects of each (1,1) model on the im-
plied volatility skew. Volatilities do not move independently and depend on three
degrees of freedom: i) level, ii) slope and iii) curvature. Within each model, we
analyse which parameter(s) control each of these degrees of freedom of the implied
volatility skew. Finally, we examine the parameters controlling the term structure
of implied volatilities.
4.3.1 LADQ(1,1) model: Parameter effects
In this section, we analyse the parameter effects within the LADQ(1,1) model. The
difference cap volatility skews that are implied by the LADQ(1,1) model are dis-
played in Figure 4.3, where we vary each calibrated parameter separately. This
enables us to inspect the effect each parameter has on the shape of the volatility
skew.
Recall from Section 2.1, θ determines how the local volatility will manifest, with
a higher value of θ increasing the value of the total volatility. One would therefore
expect that θ controls the level of the volatility skew. This is confirmed in panel(c) of
Figure 4.3. It does appear that for lower values of θ, the volatility skew is perfectly
linearly decreasing, whereas for higher values, the volatility skew becomes more
curved in nature. Hence, θ has some minor influence over the curvature of the
volatility skew.
The volatility parameter, σ, of the volatility process, controls the curvature of
the volatility skew (Hagan et al., 2002). This is confirmed by panel (d) of Figure 4.3.
The curvature is limited, with values of σ higher than approximately 2.5 resulting
in not much of a change to the shape of the volatility skew.
In panel (a) of Figure 4.3, as r¯ increases, the level increases and slope becomes
steeper of the volatility skew. This feature is indeed consistent with the interpreta-
tion that followed from the model specification, since recall, r¯ increases the slope
of the local volatility term whilst also scaling the level of the local volatility term,
assuming a constant unspanned volatility term.
The rate of mean reversion parameter, κ, also controls the slope of the volatility
skew, where the lower the value for κ, the larger the slope of the volatility skew (in
absolute terms), and is confirmed in panel (b) of Figure 4.3.
Thus, it appears that r¯ and κ control the slope of the volatility skew. The higher
the value for r¯ and the lower the value for κ, the steeper the slope of the volatility
skew (see Figure 4.4 for confirmation). However, this also results in the level of the
volatility skew increasing, which could be offset by decreasing the value for θ.
4.3 Parameter effects of (1,1) models 33
0.01 0.012 0.014 0.016 0.018 0.02 0.022
Strike rate
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
5-
ye
ar
 d
iff
er
en
ce
 c
ap
 im
pl
ie
d 
vo
la
tili
ty
   0.155
   0.255
   0.355
   0.455
   0.555
   0.655
(a) r¯ ranging from 0.1546 to 0.6546.
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Fig. 4.3: 5-year difference cap volatility skews implied by the LADQ(1,1) model,
where in each panel a single parameter is varied.
Regarding the term structure of implied volatility, Figure 4.5 plots difference
cap volatility curves implied by the LADQ(1,1) model, depending on the maturity
of the difference cap, struck at the 1.5% strike rate. These graphs suggest u0 and θ
control the short-end and long-end of the volatility, respectively, and κ determines
how fast the short volatilities converge to the long volatilities.
4.3.2 LRSQ(1,1) model: Parameter effects
Examples of the 5-year difference cap volatility skews that are implied by the LRSQ(1,1)
model are displayed in Figure 4.6, where we vary each calibrated parameter sepa-
rately. The volatility skews are also decreasing as strikes increase.
The graphs in Figure 4.6 suggest that the parameters have similar effects on
the volatility skew. As a result, it is difficult to map specific parameters to specific
features of the volatility skew. According to the interpretation of the parameters,
θU and σ2 control the level and curvature of the volatility skew, respectively. This
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Fig. 4.4: 5-year difference cap volatility skew implied from the LADQ(1,1) model.
The values for r¯ and κ are varied resulting in differing slopes for the
volatility skew.
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Fig. 4.5: Difference cap volatility curves implied by the LADQ(1,1) model, where
in each panel a single parameter is varied.
indeed appears the case in panel (c) and (e) of Figure 4.6. However, the graphs
indicate that these parameters do not solely control one degree of freedom of the
volatility skew. The larger the value for θU , the higher the level as well as the
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(c) θU ranging from 0.4850 to 3.9850.
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(e) σ2 ranging from 0.1048 to 0.5048.
Fig. 4.6: 5-year difference cap volatility skews implied by the LRSQ(1,1) model,
where in each panel a single parameter is varied.
steeper the slope of the volatility skew. σ2 has control over all three degrees of
freedom, with a higher value for σ2 resulting in higher level, steeper slope and
larger convexity of the volatility skew.
It appears that the remaining parameters, κ, θZ and σ1, predominately control
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Fig. 4.7: Difference cap volatility curves implied by the LADQ(1,1) model, where
in each panel a single parameter is varied.
the level of the volatility skew, with minor control over the other two degrees of
freedom.
Regarding the term structure of implied volatility, Figure 4.7 plots difference
cap volatility curves implied by the LRSQ(1,1) model, depending on the maturity
of the difference cap. Consistent with the interpretation of the parameters, these
graphs suggest U0 and θU control the short-end and long-end of the volatility, re-
spectively. κ should dictate how fast the short volatilities converge to the long
volatilities, though this does not seem to be the case in panel (b) of Figure 4.7.
Chapter 5
Conclusion
This dissertation introduced the concept of USV, and outlined the pricing of in-
terest rate derivatives with the two bivariate USV models in the literature. For
the LRSQ(1,1) model, an efficient semi-analytical Fourier-based method was used.
Since the LADQ(1,1) dynamics do not admit a characteristic function, an ADI finite
difference scheme was implemented. Using these numerical pricing methods, we
calibrated each (1,1) model to the British-pound yield curve and caps market.
Both (1,1) models struggled to fit to the market implied volatility surface, even
when we excluded the short-term caps. The parameters in the LADQ(1,1) model
had direct control over: i) level, ii) slope and iii) curvature of the implied volatility
skew (but not in a way that matched how the skew changes over expiries), whereas
the parameters in the LRSQ(1,1) model had limited direct control. We propose that
future research examines reparameterising the LRSQ(1,1) model such that there is
more direct control over the shape of the volatility skew.
A more thorough empirical investigation could also follow from Section 4.2,
whereby each (1,1) model is calibrated to a series of volatility skews to examine the
stability of the resultant parameters.
Bibliography
Backwell, A. (2017). Bivariate unspanned stochastic volatility models, SSRN Work-
ing Paper .
Brigo, D. and Mercurio, F. (2001). A deterministic-shift extension of analyti-
cally tractable and time-homogeneous short rate models, Finance and Stochastics
5(3): 369–387.
Brigo, D. and Mercurio, F. (2007). Interest rate models-theory and practice: with smile,
inflation and credit, Springer Science & Business Media.
Buckova, Z., Stehlikova, B. and Sevcovic, D. (2016). Numerical and analytical meth-
ods for bond pricing in short rate convergence models of interest rates, arXiv
preprint arXiv:1607.04968 .
Collin-Dufresne, P. and Goldstein, R. (2002). Do bonds span the fixed income mar-
kets? theory and evidence for unspanned stochastic volatility, The Journal of Fi-
nance 57(4): 1685–1730.
Collin-Dufresne, P., Goldstein, R. and Jones, C. (2009). Can interest rate volatility
be extracted from the cross section of bond yields?, Journal of Financial Economics
94(1): 47–66.
Constantinides, G. (1992). A theory of the nominal term structure of interest rates,
The Review of Financial Studies 5(4): 531–552.
Duffie, D., Pan, J. and Singleton, K. (2000). Transform analysis and asset pricing for
affine jump-diffusions, Econometrica 68(6): 1343–1376.
Duffy, D. (2013). Finite difference methods in financial engineering : a partial differential
equation approach, John Wiley & Sons Ltd.
Filipovic´, D., Larsson, M. and Trolle, A. (2017). Linear-rational term structure mod-
els, The Journal of Finance 72(2): 655–704.
Fong, H. G. and Vasicek, O. A. (1991). Fixed-income volatility management, The
Journal of Portfolio Management 17(4): 41–46.
Hagan, P., Kumar, D., Lesniewski, A. and Woodward, D. (2002). Managing smile
risk, The Best of Wilmott pp. 249–296.
Higham, N. (2002). Accuracy and stability of numerical algorithms, 80.
BIBLIOGRAPHY 39
Moraleda, J. and Vorst, T. (1997). Pricing american interest rate claims with humped
volatility models, Journal of Banking & Finance 21(8): 1131–1157.
Peaceman, D. W. and Rachford, H. H. (1955). The numerical solution of parabolic
and elliptic differential equations, Journal of the Society for Industrial and Applied
Mathematics 3(1): 28–41.
Piazzesi, M. (2010). Affine term structure models, Handbook of Financial Econometrics
1: 691–766.
Trolle, A. and Schwartz, E. (2008). A general stochastic volatility model for the
pricing of interest rate derivatives, The Review of Financial Studies 22(5): 2007–
2057.
Vasicek, O. (1977). An equilibrium characterization of the term structure, Journal of
Financial Economics 5(2): 177–188.
Appendix A
ADI scheme in vector / matrix form
A.1 ADI scheme for first half-time step
In the first-half time step of the ADI scheme, the PDE (3.1) is solved implicitly in the
r-spatial direction and explictly in the u-spatial direction. We have the following
form of the term structure PDE, where we have organised the implicit terms on the
left-hand side (LHS) of the equation and the explicit terms on the right-hand side
(RHS) of the equation,
F i,j
m+ 1
2
− δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
− δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
) =
κ
δτ
4δu
(θ − jδu)(F i,j+1m − F i,j−1m ) + σ2
δτ
4δ2u
(jδu)(F
i,j+1
m − 2F i,jm + F i,j−1m )
+ (1− (iδr)δτ
2
)F i,jm
(A.1)
We now show how the above system may be rewritten in column vector / ma-
trix form. The LHS terms require some careful reasoning to rewrite in column
vector / matrix form.
We first examine the term
F i+1,j
m+ 1
2
− F i−1,j
m+ 1
2
. (A.2)
For i = 1, Term (A.2) equals
F 2,j
m+ 1
2
− F 0,j
m+ 1
2
= F 2,j
m+ 1
2
− F 1,j
m+ 1
2
by using the Neumann boundary condition at r = 0.
For i = r¯δr − 1, Term (A.2) equals
F
r¯
δr
,j
m+ 1
2
− F
r¯
δr
−2,j
m+ 1
2
= F
r¯
δr
−1,j
m+ 1
2
− F
r¯
δr
−2,j
m+ 1
2
+ δrf(T, S)
by using the Neumann boundary condition at r = r¯δr − 1. Hence, Term (A.2) in
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column vector form is
S1F
·,j
m+ 1
2
+

0
...
0
δrf(T, S)
 ,
where
S1 =

−1 1 0 · · · 0
−1 0 1 . . . ...
0 −1 . . . . . . 0
...
. . . . . . 0 1
0 · · · 0 −1 1

.
We now examine the term
F i+1,j
m+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
. (A.3)
For i = 1, Term (A.3) equals
F 2,j
m+ 1
2
− 2F 1,j
m+ 1
2
+ F 0,j
m+ 1
2
= F 2,j
m+ 1
2
− F 1,j
m+ 1
2
For i = r¯δr − 1, Term (A.3) equals
F
r¯
δr
,j
m+ 1
2
− 2F
r¯
δr
−1,j
m+ 1
2
+ F
r¯
δr
−2,j
m+ 1
2
= −F
r¯
δr
−1,j
m+ 1
2
+ F
r¯
δr
−2,j
m+ 1
2
+ δrf(T, S)
Hence, Term (A.3) in column vector form is
T1F
·,j
m+ 1
2
+

0
...
0
δrf(T, S)
 ,
where
T1 =

−1 1 0 · · · 0
1 −2 1 . . . ...
0 1
. . . . . . 0
...
. . . . . . −2 1
0 · · · 0 1 −1

.
The LHS of system (A.1) can now be expressed in column vector / matrix form
as (
I− γ1D1D2S1 − γ2D23D24T1(jδu)2
)
F ·,j
m+ 1
2
− bjm (A.4)
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where I, D1, D2, D3, D4, S1and T1 are all matrices of size (r¯/δr − 1) x (r¯/δr − 1).
I is the identity matrix, γ1 = δτ4δr , γ2 =
δτ
4δ2r
,
D2 =

δr 0 · · · 0
0 2δr
. . .
...
...
. . . . . . 0
0 · · · 0 r¯ − δr
 ,
D1 = D2 − λ1I,
D3 = D2 − λ2I,
D4 = r¯I−D2, and
bjm =
(
γ1(r¯ − δr − λ1)(r¯ − δr − λ2) + γ2(r¯ − δr)2δ2r (jδu)2
)

0
...
0
δrf(T, S)
 . (A.5)
Let us define:
b1 = γ1(r¯ − δr − λ1)(r¯ − δr − λ2)δrf(T, S), and
b2 = γ2(r¯ − δr)2δ3rf(T, S),
then we may simplify (A.5) to
bjm =

0
...
0
b1 + b2(jδu)
2
 .
We define γ3 = δτ4δu , γ4 =
δτ
4δ2u
and
H1 =

1
2
...
r¯
δr
− 1
 ,
such that the RHS of system (A.1) can be expressed in column vector / matrix form
as
γ3κ(θ − jδu)(F ·,j+1m − F ·,jm ) + σ2γ4(jδu)(F ·,j+1m − 2F ·,jm + F ·,j−1m )
+ (1−H1 δrδτ
2
) · F ·,jm (A.6)
where 1 is a vector of size
(
r¯
δr
− 1
)
x 1. By defining
Gjm,1 = I− γ1D1D2S1 − γ2D23D24T1(jδu)2,
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and setting the LHS (A.4) equal to the RHS (A.6), the first-half time step of the
system (A.1) in column vector / matrix form is given as
F ·,j
m+ 1
2
= (Gjm,1)
−1[γ3κ(θ − jδu)(F ·,j+1m − F ·,jm )
+ σ2γ4(jδu)(F
·,j+1
m − 2F ·,jm + F ·,j−1m )
+ (1−H1 δrδτ
2
) · F ·,jm + bjm],
for 0 < j < u¯δu .
A.2 ADI scheme for second half-time step
In the second-half time step of the ADI scheme, the PDE (3.1) is solved implicitly in
the u-spatial direction and explictly in the r-spatial direction. We have the follow-
ing form of the term structure PDE, where we have organised the implicit terms on
the left-hand side (LHS) of the equation and the explicit terms on the right-hand
side (RHS) of the equation,
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(F
i,j+1
m+1 − 2F i,jm+1 + F i,j−1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
,
(A.7)
for 1 < j < u¯δu − 1.
At the boundaries the central difference approximation for the second order
derivative with respect to the unspanned volatility component cannot be used. We
instead use a second-order forward difference approximation when j = 1, and get
the following expression for the discretised PDE:
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(−F i,j+2m+1 + 4F i,j+1m+1 − 5F i,jm+1 + 2F i,j−1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
,
(A.8)
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and we use a second-order backward difference approximation when j = u¯δu − 1,
and get the following expression for the discretised PDE:
F i,jm+1 − κ
δτ
4δu
(θ − jδu)(F i,j+1m+1 − F i,j−1m+1 )
− σ2 δτ
4δ2u
(jδu)(−F i,j−2m+1 + 4F i,j−1m+1 − 5F i,jm+1 + 2F i,j+1m+1 ) =
δτ
4δr
(iδr − λ1)(iδr − λ2)(F i+1,jm+ 1
2
− F i−1,j
m+ 1
2
)
+
δτ
4δ2r
(iδr(r¯ − iδr)jδu)2(F i+1,jm+ 1
2
− 2F i,j
m+ 1
2
+ F i−1,j
m+ 1
2
)
+ (1− (iδr)δτ
2
)F i,j
m+ 1
2
.
(A.9)
We now show how the above system given by Equations (A.7), (A.8) and (A.9),
can be expressed in row vector / matrix form.
We first examine the term
F i,j+1m+1 − F i,j−1m+1 . (A.10)
For j = 1, Term (A.10) equals
F i,2m+1 − F i,0m+1 = 2F i,2m+1 − 2F i,1m+1
by using the Neumann boundary condition at u = 0.
For j = u¯δu − 1, Term (A.10) equals
F
i, u¯
δu
m+1 − F
i, u¯
δu
−2
m+1 = 2F
i, u¯
δu
−1
m+1 − 2F
i, u¯
δu
−2
m+1
by using the Neumann boundary condition at u = u¯δu . Hence, Term (A.10) in row
vector form is
S2F
i,·
m+1,
where
S2 =

−2 2 0 0 · · · 0
−1 0 1 . . . . . . ...
0 −1 . . . . . . . . . 0
0
. . . . . . . . . 1 0
...
. . . . . . −1 0 1
0 · · · 0 0 −2 2

.
We now examine the second-order forward / backward difference approxima-
tion at j = 1 and j = u¯δu − 1, respectively.
A.2 ADI scheme for second half-time step 45
For j = 1, we have
− F i,3m+1 + 4F i,2m+1 − 5F i,1m+1 + 2F i,0m+1
= −F i,3m+1 + 2F i,2m+1 − F i,1m+1.
For j = u¯δu − 1, we have
− F i,
u¯
δu
−3
m+1 + 4F
i, u¯
δu
−2
m+1 − 5F
i, u¯
δu
−1
m+1 + 2F
i, u¯
δu
m+1
= −F i,
u¯
δu
−3
m+1 + 2F
i, u¯
δu
−2
m+1 − F
i, u¯
δu
−1
m+1 .
The approximation for the second-order derivative with respect to the unspanned
volatility component in row vector form is
T2F
i,·
m+1,
where
T2 =

−1 2 −1 0 · · · 0
1 −2 1 0 . . . ...
0 1
. . . . . . . . . 0
0
. . . . . . . . . . . . 0
...
. . . 0 1 −2 1
0 · · · 0 −1 2 −1

.
The LHS of the system can now be expressed in row vector / matrix form as
F i,·m+1
(
I− γ3κS′2D5 − γ4σ2T
′
2D6
)
(A.11)
where I, D5, D6, S2 and T2 are all of size (u¯/δu−1) x (u¯/δu−1). I is again an identity
matrix,
D6 =

δu 0 · · · 0
0 2δu
. . .
...
...
. . . . . . 0
0 · · · 0 u¯− δu
 , and
D5 = θI−D6.
We now define
H2 =

1
2
...
u¯
δu
− 1
 ,
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such that the RHS of the system can be expressed in row vector / matrix form as
γ1(iδr − λ1)(iδr − λ2)(F i+1,·m+ 1
2
− F i−1,·
m+ 1
2
)
+ γ2(iδr(r¯ − iδr)δu)2||H2||2 · (F i+1,·m+ 1
2
− 2F i,·
m+ 1
2
+ F i−1,·
m+ 1
2
)
+ (1− iδr δτ
2
)F i,·
m+ 1
2
, (A.12)
where ||·|| is defined as the norm of a vector.
By defining
G2 = I− γ3κS′2D5 − γ4σ2T
′
2D6,
and setting the LHS (A.11) equal to the RHS (A.12), the second-half time step of the
system in row vector / matrix form is given as
F i,·m+1 = [γ1(iδr − λ1)(iδr − λ2)(F i+1,·m+ 1
2
− F i−1,·
m+ 1
2
)
+ γ2(iδr(r¯ − iδr)δu)2||H2||2 · (F i+1,·m+ 1
2
− 2F i,·
m+ 1
2
+ F i−1,·
m+ 1
2
)
+ (1− iδr δτ
2
)F i,·
m+ 1
2
]G−12 ,
for 0 < i < r¯δu .
Appendix B
Fourier-based pricing method
B.1 Caplet price based on Fourier-transform methods
We use the following identity from Fourier analysis within the proof, valid for any
µ > 0 and s ∈ R:
s+ =
1
2pi
∫
R
e(µ+iλ)s
1
(µ+ iλ)2
. (B.1)
Let q(ds) denote the conditional distribution of the random variable pcaplet(ZT0) so
that qˆ(x) =
∫
R e
xsq(ds) for x ∈ C. Let µ > 0 be such that qˆ(µ) <∞. Then∫
R2
∣∣∣∣e(µ+iλ)s) 1(µ+ iλ)2
∣∣∣∣ dλq(ds) = ∫
R2
eµs
µ2 + λ2
dλq(ds) =
∫
R
eµsq(ds)
∫
R
1
µ2 + λ2
dλ <∞,
where the second equality follows from Tonelli’s theorem. Hence, this justifies ap-
plying Fubini’s theorem in the following calculation:
E[pcaplet(ZT0)+] =
∫
R
s+q(ds)
=
∫
R
(
1
2pi
∫
R
e(µ+iλ)s
1
(µ+ iλ)2
dλ
)
q(ds)
=
1
2pi
∫
R
qˆ(µ+ iλ)
(µ+ iλ)2
dλ
=
1
pi
∫ ∞
0
Re
[
qˆ(µ+ iλ)
(µ+ iλ)2
]
dλ
Here, the identity (B.1) is used in the second equality and Fubini’s theorem is ap-
plied in the third equality. The final equality follows using the fact that the left,
and hence, right side is real, and the integrand (µ+ iλ)−2qˆ(µ+ iλ) is an even func-
tion of λ. The resulting expression for the caplet price follows by using the above
expectation and Equation (3.7).
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B.2 Exponential affine transform formula
Let Xt be the square root process (2.14). For any 0 ≤ t ≤ T , and u ∈ C, v ∈ C2 such
that E[
∣∣exp(v>XT )∣∣] <∞we have
Et
[
eu+v
>XT
]
= eΦ(T−t)+Ψ(T−t)
>Xt ,
where Φ : R+ → C, Ψ : R+ → C2 solve the system
Φ′(τ) = b>Ψ(τ),
Ψ
′
i(τ) = β
>
i Ψ(τ) +
1
2
σ2i Ψi(τ)
2, i = 1, 2,
with initial condition Φ(0) = u and Ψ(0) = v. The solution to this system is unique.
