Recent advances in stream-flow prediction using Recurrent Neural Networks (RNN) or Long Short-Term Memory (LSTM) have prompted their exploration in the field of hydrology. Predicting hydrological time series is of great importance, but is very challenging as it is influenced by many complex factors such as dynamic spatio-temporal feature correlation and nonlinear meteorological-hydrological. In this context, we propose a framework based on dynamic spatio-temporal attention (DSTA) to predict the stream-flow of a hydrological station over several days. It consists of three main modules: a spatial module, a temporal module, and a trend input module. Experiments were carried out on real data sets from four watersheds in the mainstream of the Yangtze River and proved that our method is superior to the six baseline methods.
I. INTRODUCTION
Characterized by high complexity, high dynamics, and non-stationarity, river stream-flow forecasting has always presented a challenge to hydrologists who recognize its important role in water resources management and flood warning. In recent years, the number of scientific methods based on data-driven applications for hydrological modeling and prediction has increased significantly. The mathematical equations involved in this modeling method are not from physical processes in the watershed, but instead from an analysis of concurrent time series input and output [1] .
Typical examples of data-driven models include various statistical models and machine learning methods. The conventional black box time series models such as Auto-Regressive (AR), Auto-Regressive Moving Average (ARMA), Linear Regression (LR), and Multiple Linear Regression (MLR) are linear models that assume stationarity of the dataset. Due to the non-linear and non-stationary feature of hydrological data, researchers have proposed other advanced methods including Artificial Neural Networks
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(ANN), Support Vector Machine (SVM),Fuzzy logic, Evolutionary computation (EC), the Wavelet-Artificial Intelligence (W-AI) model, deep learning methods and so on [2] . These data-driven models have become suitable alternatives to knowledge-driven models in hydrological forecasting. Their main advantage is that they rely only on historical hydrometeorological data and do not directly consider potential physical processes, thus requiring less input and parameter data.
The success of data-driven models usually depends on data representation [3] , [4] . Feature extraction and learning of historical data are the keys to ensuring forecasting accuracy. For this reason, the focus of practical work is mainly concentrated in the process of feature extraction, data preprocessing and transformation [5] - [8] , using the ability of wavelet transform to decompose non-stationary inputs into sub-inputs of different time scales (levels) to better interpret hydrological processes. Reference [9] , [10] proposed a hybrid model combining feature extraction (trend, periodic, and random components) and a separate model to predict the monthly stream-flow of the Three Gorges Reservoir.
With the optimization and popularization of deep learning algorithms, data-driven modeling is widely applied to river flow forecasting. Reference [2] proposed a daily reservoir inflow forecasting model based on multi-scale depth feature learning, which uses three Deep Belief Networks (DBN) to extract multi-scale (trend, periodic, and random) features; [11] proposed a deep learning method of integrating Stacked Auto-Encoder (SAE) and Back-Propagation Neural Network (BPNN) to predict stream-flow, which utilizes both the powerful feature representation capability of SAE and superior predicting power of BPNN. The results of this method show that the SAE-BP integrated algorithm performs much better than SVM. Other commonly used deep learning models include Recurrent Neural Networks (RNN) and Long Short-Term Memory (LSTM), which have been applied to many different tasks in the hydrological field. For example, RNN has been used to predict groundwater levels [12] , wavelet-coupled RNN has be used to simulate rainfall-runoff [13] , and LSTM-based water table depth prediction has been used in agricultural areas [14] .
The above-mentioned hydrological research scholars have proposed that the flood prediction model based on deep learning has achieved good results, but because not all features are positively correlated with flood forecasting, and unrelated features often bring a lot of noise, they need to be absolute features and given more attention. Reference [15] , [16] developed a number of attention model to select relevant features. However, the attention mechanism is still an active research focus for time series data processing. This paper proposes a deep learning model that focuses on the attention mechanism of spatio-temporal flow forecasting features and brings about improved prediction accuracy. We provide three main contributions as listed below.
(1) We propose a new Dynamic Spatio-Temporal Attention (DSTA) framework, which contains two types of attention modules: temporal attention learned by the same monitoring station input features for temporal correlation, and spatial attention learned by different monitoring station input features for spatial correlation.
(2) The decoder of the framework has an additional consideration for the impact of future factors of input to provide a trending direction for the output.
(3) We conducted extensive experiments on the research watershed, including the upper, middle, and lower reaches of the Yangtze River. The experimental results show that our method is significantly improved compared with the existing methods, and also reveal the contribution of all input features.
The remainder of this paper is organized as follows. In Section II, we introduce our proposed spatio-temporal attention model for river stream-flow prediction. We evaluate the effectiveness of our proposed method through experiments and analysis in Section III. Then, we conclude this paper in Section IV.
II. SPATIO-TEMPORAL ATTENTION PREDICTION MODELS
In this section, we delve into the main contributions of this paper and propose an approach for exploiting both the spatial and temporal attention structure in predicting stream-flow. 
A. PROBLEM STATEMENT, INPUT AND OUTPUT
For a given target feature series monitored by a meteorological station, the same traget feature series as monitored by other meteorological stations impacts the series in complex ways, and the weight of the impact changes over time. As shown in Fig.1 , we selected four monitoring features of meteorological stations, which are evaporation, rainfall, temperature, and wind, and the same features of different meteorological stations interact with each other. Moreover, meteorological features with temporal and spatial changes affect the stream-flow of downstream rivers. Fig.2 shows that the hydrological stream-flow is contributed to by meteorological features.
Given N meteorological series, as shown in Fig.4 , we use X = [x 1 , x 2 , · · · , x N ] to represent the inputs of the DSTA model spatial attention module, and we use x i = [x i,1 t , · · · , x i,L t ] to denote the i th meteorological series at time t, for which L is number of the features in a meteorological series.
The previous values of the target stream-flow series [y 1 , y 2 , · · · , y T ] are used to predict the n step time target value y T +n , for which T is the starting prediction time. The DSTA model aims use attention mechanisms to learn a nonlinear mapping to the predict the values of the target series.
B. ATTENTION MECHANISM OF THE DSTA MODEL
Attention mechanisms have been widely applied to tasks in various fields based on deep learning. Since the Google DeepMind team [17] used the attention mechanism on an RNN model for image classification, the attention mechanism has become a research hotspot in the image field. In addition, the Google Machine Translation Team applied the self-attention mechanism to machine translation tasks in June 2017, after which it became a recent research hotspot in the field of deep learning, especially in the research and exploration of time series data.
The attention function can be described as the mapping of a query to a series of key-value pairs. According to the attention model built by Bahdanau et al. [18] , shown in Fig.3 , the input is a source series X = [x 1 , . . . , x n ] of length n and the model attempts to output a target series Y = [y 1 , . . . , y m ] of length m. The conditional probability of outputting y t at time t and the corresponding decoder hidden layer state s t are
where f is an RNN Cell structure or similar unit used in the decoder, g is a nonlinear multi-layer neural network, and p is affected by output y t−1 at time t −1, the decoder hidden layer state s t at time t, and the encoder hidden layer state c t at time t. Meanwhile, the decoder hidden layer state s t is affected by output y t−1 at time t − 1, the decoder hidden layer state s t−1 at time t −1, and the encoder hidden layer state s t−1 at time t. The equation for calculating c t is as follows
where α t,i is a normalization of matching scores of input x i at time i and output y t at time t. Its calculation equation is as follows
The calculation method of matching score in the above equation has several methods such as vector dot product, cosine similarity, and re-introduction of additional neural network. The calculation equations are as follows
Given the previous reading of each meteorological and hydrological and trend input weather forecast, the streamflow over next the n hours is predicted, denoted as Y = [y 1 , · · · , y n ]. Fig.4 presents the framework of the spatiotemporal attention predicting model.
Suppose there are N meteorological stations, each of which has L kinds of feature time series. In addition to the above, the model has an extra trend input that includes previous stream-flow and rainfall forecasts. Since these inputs cannot be fed to LSTM networks directly, we transform them into a low dimensional vector by embedding.
C. SPATIAL ATTENTION MODULE
As illustrated in Fig.4 , we propose a spatial attention model to adaptively capture the dynamic correlation of the same feature between different meteorological stations. The score of correlation matching is denoted as
where ω, W s , and U s are the learnable parameter matrixes, b s is the bias vector, [·; ·] is a concentration operation, h t−1 and s t−1 are the previous hidden state and cell state from LSTM in the encoder, respectively. The update method of h t and s t will be explained in the subsection E. We then use a softmax function to make sure the different spatial attention weights sum to 1, and the formula is as follows
which is a normalization of match scores. α t,i represents the import of each contributing station feature series, and N i=1 α t,i = 1. The spatially attended frame representation is then given by
D. TEMPORAL ATTENTION MODULE
For a stream-flow series, the amount of valuable information provided by different hydrological features is generally not equal. Only some of the key hydrological features provide contextual information. For example, for the impact of rainfall, the importance of the initial phase should be lower than the importance of approaching the peak phase. To address this issue, as illustrated in Fig.4 , we create a temporal attention module to automatically pay different weights β to the decoder. The attention score γ o t at each out time t over the hidden state of the encoder can be computed as
which depends on the hidden state h t −1 and cell state s t −1 of time t − 1 from an LSTM layer, and the hidden state h t update using h t = LSTM (h t−1 , Z t ) from spatial attention at time t. Here ν, W T , U T and, b T are the learnable parameters that are estimated together with all the other parameters of the encoder and decoder. Again we use a softmax function to make sure the different temporal attention weights sum to 1, and the formula is as follows,
With these attention weights, the output vector of the temporal attention Z t is computed as
where T denotes the length of the during past T hours of meteorological data series. long-distance stream-flow. As shown in the trend module in the upper left corner of Fig.4 , we describe the trend input as
F. THE ENCODER-DECODER USING LSTM
The encoder can be defined to learn the mapping from x t to h t with the following equation
where h t is the hidden state of the encoder at time step t, f m is a non-linear activation function, and we use an LSTM unit as f m to handle the update of h t . LSTM networks [13] , a series of gated RNN variants, are carefully designed units for handling the difficulty of learning a long-term dependence of RNN. As illustrated in Fig.5 , LSTM uses the ''gate'' to handle the state of the units. In detail, the input gate determines the amount of new input information to be added to the unit, the forget gate decides whether to abandon the current unit state information, and the output gate determines whether to output the current unit state. These equations are as follows
where i t , f t , and o t are the input gate, forget gate, and output gate respectively, h t−1 denotes the hidden unit state at time t − 1, x t denotes the input of the unit at timet, and ω is the learnable parameter matrixes. σ denotes the sigmoid activation function, and tanh is hyperbolic tangent function.
Moreover, LSTM unit have extra unit states c t and h t at time tm, for which the equations are as follows
where is the element-wise multiplication.
In the encoder, the output of encoder y t depends on the context vector c t and the hidden state h t at a future time step t . We utilize a linear function to generate the future time step, and the formula is as follows
where ν y and b y are the learnable parameters. Especially, the context vector c t is combined by the extra trend input X t , the last output of decoder y t −1 and the output vector of the temporal attention Z t . Its update formula is as follows
which is updated using an LSTM unit.
III. EXPERIMENTS A. DATASET
In this paper, two spatio-temporal predictive stream-flow tasks from the mainstream and tributaries of the Yangtze River are evaluated. The input data of the task are as follows: The average deviation between stream-flow forecast and ground truth in the experiment is proposed to be measured by the following 3 evaluation criteria: Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and Coefficient of Determination (R 2 ). Specifically, (RMSE) focuses on the peak of flood distribution, while (MAE) and (R 2 ) are more concerned about the smoothness of forecast results. Smaller metric scores indicate better model performance.
They are defined as
where Q pre i is i th the predict value, Q tru i is i th the ground truth, Q tru i is the mean of ground truth, and N is the total number of test samples.
C. BASELINE METHODS
We compare our proposed model with six baselines. The first three baselines are traditional statistics and machine learning methods, and the latter three baselines are deep learning methods. We detail them as follows:
ARIMA: Autoregressive Integrated Moving Average, a classical time series model for predicting future values in the Hydrological field [19] . MLP: Multi-Layer Perceptron, chooses the rainfall-runoff modeling approach to be integrated into the real-time forecasting system [20] . SVM: Support vector machines are presents a datadriven model based on structural risk minimization principle which uses the local climate and rainfall data to predict the river stream-flow [21] . DBN: Deep belief networks are used to predict reservoir inflow by employing extracted multiscale features [2] . LSTM: A time series model based on Long-Short Term Memory networks is used to forecast the future stream-flow by considering past hydrological, past weather, and weather forecast data [22] . CA-LSTM: A context-aware attention LSTM network is proposed for flood prediction, and is capable of selectively focusing on temporal dimension informative factors [23] .
D. VARIANTS
To evaluate each component of our method, we compare it with different variants of DSTA as follows:
DSTA-rsa: We remove the spatial attention module from DSTA, which can help reveal the importance of this part of the impact on the model output. DSTA-rta: The temporal attention portion of the DSTA was removed, which can explore the effects of temporal attention mechanism on the DSTA model. DSTA-rti: This variant removes the trend input from DSTA, which indicates that this variant model does not take into account rainfall forecasts and previous stream-flow.
E. DETAILS ON TRAINING PROCEDURE
Our model and baseline are completely implemented by TensorFlow [24] using an NVIDIA TITAN V GPU. We use Adam [25] , a stochastic gradient descent algorithm, to fetch network training. We set the learning rate LR = 0.001, and the batch size is set at 256. Similar to the Encoder-Decoder model, we set the length of the encoder to [2, 4, 6, 8, 10, 12] , and then we find the optimal settings of the parameters by testing different parameters. For ARIMA, MLP, and SVM, we use the previous 6-day data as input, and for deep learning methods including DBN, LSTM, and CA-LSTM, we use the default settings in their paper [2] , [22] , [23] .
F. EFFECTIVENESS STUDIES
In this subsection, we compare the model effectiveness against the baselines on the four datasets. To demonstrate the rationality of the comparison results, we will show the best performance of each model in Table3 
1) STUDY ON MODEL VARIANT
We also performed some exploration experiments on our model and its variants on the four datasets. The comparison shows as shown in Fig.7 . Our DSTA has better performance than all of the other variant models. In terms of performance comparison, The best to worst models are DSTA, DSTA-rsa, DSTA-rta and DSTA-rti. Specifically, once the trend input is removed from the DSTA model with the greatest reduction in forecast performance. This indicates that the trend input of the model is a more important factor than spatiotemporal correlations. On the other hand, the DSTA-rsa variant in which the spatial attention module is removed, has better forecast performance than DSTA-rta, in which the temporal attention module is removed. This demonstrates that the temporal attention module is a more important component than the spatial attention module.
2) STUDY ON PREDICT TIME STEP
The ability to predict longer time steps is more concerned by hydrological researchers, so we explore changes in the performance of DSTA models in the four data sets as the prediction time step becomes longer. Fig.8 shows the results obtained for the DSTA model for each watershed in the six prediction time steps. The model performance trends of the four basins changed over time, with the best performance in the shorter periods and the worst in the longer periods in all four experimental basins. In particular, all four experimental basins have the same trend over all time frames.
3) STUDY ON ENCODER TIME STEP
We tried a different encoder for time step T to verify the validity of the model. As shown in Figure 9 , we use the RMSE, MAE, and R 2 metrics to determine model performance trends. When T = 6, the DSTA model achieved the smallest error in the experiments of the Cuntan and Yichang watershed datasets; when T = 8, the DSTA model achieved the smallest error in the Hankou and Datong watershed dataset experiments. When T is small, the resulting performance is poor due to insufficient historical dependence data; when T is large, the performance will also decline due to the difficulty of such long-term historical dependence.
IV. CONCLUSION
In this paper, we propose a novel framework for spatiotemporal forecasting of the stream-flow time series, which is based on hydrological station data from mainstream and meteorological station data in the Yangtze watershed. Specifically, our framework consists of three main modules, including the spatial Attention module, the temporal attention module, and the trend module. First, the spatial attention mechanism is used to capture the spatial correlation of each feature in the meteorological data, and then the temporal attention mechanism is used to select the corresponding time step for stream-flow series prediction. Additionally, our model uses the trend module to consider the impact of future factors. We evaluated our framework in four watersheds, and experiments show that our spatio-temporal attention model framework can significantly improve the standard LSTM model and the general Attention-LSTM model. Our model also achieves the best predictive performance for all baselines in terms of three metrics (MAE, RMSE, and R 2 ).
In the future, we will expand our approach to address longterm predictions of floods as well as real-time predictions. Moreover, we will explore the more complex flood forecasting problems in small and medium watersheds through the spatio-temporal attention model.
