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Abstract  
Over the last decade researchers have made serious attempts to approach the Autono-
mous Driving (AD) vision. In the early stages of these attempts many machine learning 
and deep learning algorithms have been utilized without noteworthy success. Unfortu-
nately, their slow detection speed was limiting their potential in driving conditions. 
Lately, some new papers were published proposing Convolutional Neural Network 
(CNN) based models, designed specifically for real-time object detection, most of them 
only trained and tested in general content datasets though. This research was aimed at 
exploring in detail three such systems (SqueezeDet, Yolo version 2, Yolo version 3) 
and testing their capability in the driving scene. We analyzed their performance on var-
ious cases using the KITTI 2D object detection dataset, one of the most representative 
datasets for autonomous driving. Besides KITTI, which was our main training and test-
ing dataset, ImageNet and Pascal VOC 2007/2012 have been also used for the pre-
training stage of the models. 
 
 
Klearchos Stavrorthanasopoulos 
December 2018 
 
 
 
 
 
 
 
 
  
 
 
  -iv- 
Acknowledgments 
First and foremost, I would like to express my deepest gratitude to my supervisor Dr. 
Konstantinos Diamantaras for giving me the chance to explore such an interesting field 
of research and providing help and advice while conducting my thesis project. Also, I 
would like to thank him for his kind support throughout my MSc studies at the Interna-
tional Hellenic University. 
 
In addition, I want to thank my family and close friends for being supportive in every-
thing I pursue all these years, for believing in me and for strengthening my desire for 
continuous learning. 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
  -v- 
Abbreviations and Acronyms 
AP Average Precision 
BoW Bag of Words 
CNN Convolutional Neural Network 
CPU Central Processing Unit 
FC Fully Connected (layer or network) 
FCN Fully Convolutional Network 
GPU Graphics Processing Unit 
IoU Intersection over Union 
mAP mean Average Precision 
R-CNN Convolutional Neural Network with Region proposals 
ReLU Rectified Linear Unit 
RoI Region of Interest 
RPN Region Proposal Network 
SVM Support Vector Machine 
YOLO You Only Look Once 
YOLOv1 You Only Look Once version 1 
YOLOv2 You Only Look Once version 2 
 
 
 
 
 
 
  -vi- 
Table of Contents 
ABSTRACT ................................................................................................................. III 
ACKNOWLEDGMENTS.............................................................................................IV 
ABBREVIATIONS AND ACRONYMS ...................................................................... V 
TABLE OF CONTENTS .............................................................................................VI 
1 INTRODUCTION ..................................................................................................... 1 
1.1 INSPIRATION FOR THE RESEARCH ..................................................................... 1 
1.2 RESEARCH OBJECTIVES AND QUESTIONS ......................................................... 2 
1.3 LITERATURE REVIEW ......................................................................................... 3 
1.3.1 The Evolution ....................................................................................... 3 
1.4 MULTIPLE OBJECT DETECTION MODELS ........................................................... 5 
1.4.1 Regions-based Convolutional Neural Network (R-CNN) [10] ...... 5 
1.4.2 Spatial Pyramid Pooling (SPP-Net) [7] ............................................ 6 
1.4.3 Fast Region-based Convolutional Network (Fast R-CNN) [5] ..... 8 
1.4.4 Faster Region-based Convolutional Network Region-based 
Convolutional Network (Faster-RCNN) [14] ............................................... 8 
1.4.5 Region-based Fully Convolutional Network (R-FCN) [21] ........... 9 
1.4.6 You Only Look Once (YOLO) [12] ................................................. 10 
2 DEEP LEARNING BACKGROUND ................................................................... 12 
2.1 MACHINE LEARNING ANALYSIS ....................................................................... 12 
2.1.1 Supervised Learning ........................................................................ 12 
2.1.2 Unsupervised Learning .................................................................... 13 
2.2 DEEP LEARNING ANALYSIS ............................................................................. 13 
2.2.1 Artificial Neural Networks ................................................................ 13 
2.3 CONVOLUTIONAL NEURAL NETWORKS ........................................................... 15 
2.3.1 Convolution and Convolutional Layers .......................................... 16 
2.3.2 Pooling Layer ..................................................................................... 17 
2.3.3 Activation ............................................................................................ 18 
2.3.4 Fully Connected Layer (FC Layer) ................................................. 20 
  -vii- 
3 MODELS AND DATASETS................................................................................. 21 
3.1 MODELS ........................................................................................................... 21 
3.1.1 SqueezeDet [37] ............................................................................... 21 
3.1.2 YOLO version 2 (YOLOv2) [40] ...................................................... 23 
3.1.3 YOLO version 3 (YOLOv3) [13] ...................................................... 25 
3.2 DATASETS ........................................................................................................ 27 
3.2.1 KITTI Vision Benchmark Suite [49] ................................................ 27 
3.2.2 ImageNet [1] ...................................................................................... 28 
3.2.3 Pascal VOC [45]................................................................................ 30 
3.2.4 COCO [47] ......................................................................................... 31 
4 EXPERIMENTS AND RESULTS ........................................................................ 33 
4.1 HARDWARE AND SOFTWARE ENVIRONMENT .................................................. 33 
4.2 PRE-TRAINING .................................................................................................. 33 
4.3 SQUEEZEDET EXPERIMENT ............................................................................. 34 
4.3.1 Training configuration ....................................................................... 34 
4.3.2 Testing and Results of the model ................................................... 35 
4.4 YOLOV2 EXPERIMENT .................................................................................... 38 
4.4.1 Training configuration ....................................................................... 38 
4.4.2 Testing and Results of the model ................................................... 39 
4.5 YOLOV3 EXPERIMENT .................................................................................... 42 
4.5.1 Training configuration ....................................................................... 42 
4.5.2 Testing and Results of the model ................................................... 43 
4.6 ANALYSIS OF THE RESULTS ............................................................................. 45 
5 CONCLUSIONS AND FUTURE WORK ............................................................ 50 
BIBLIOGRAPHY ......................................................................................................... 53 
APPENDIX .................................................................................................................... 60 
 
 
 
 
 
   -1- 
1 Introduction 
Humans, ever since their evolution, are searching for ways to either minimize errors or 
eradicate them completely. This quest is nowadays ever increasing and has been fo-
cused on the prevention of accidents and especially road accidents which are constantly 
multiplying. Through precision and proactive measures, they could be eliminated to a 
large extent if not completely. As part of the solution, integrated machines have been 
introduced to aid scientists in their research for autonomous vehicles and assisted driv-
ing. In fact, machines have been actively established in many areas to assist humans 
and perform their tasks. This has been the trend so far and will be the trend in future. 
More research is being conducted by scientists and technical experts to make machines 
part of the modern life and this is where the Machine Learning plays an important part. 
Machine Learning can infest intelligence in the machines, and make them fully auto-
mated, error-free, and precise. Deep Learning, one of the subfields of machine learning, 
is based on certain models using artificial neural networks which are inspired from the 
functions, as well as the structure of the human brain. In simpler words, with the help of 
Deep Learning machines can simulate human brain and perform tasks with the required 
precision. 
1.1 Inspiration for the research  
This project has been inspired by the thriving progress of self - driving industry in the 
past few years. Automobile manufacturers and companies dealing with IT have been, 
more than ever before, gathering resources in order to deeply focus in this field.  
Image visualization is a key component in self-driven car development. [11]. Therefore, 
it became obvious that if we are willing to hasten the process of having autonomous 
cars as safe as those driven by human beings, it is necessary to create precise object 
recognition models that would detect accurately and in real-time obstacles such as mo-
tors, bicycles, cars, trucks as well as pedestrians.  
It is worth noting that recognition has been very challenging for a long span of time. 
This is argued to be grounded on the fact that objects in the images are not ordered like 
specific figures because in the real world we do not have regular designs. Many times, 
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the contents of an image do not keep the same forms when observed from different an-
gles. Objects also appear to take different forms in terms of shape when exposed in 
conditions that vary in lighting, climate (rain, snow etc.) and when there is the phenom-
enon of occlusion. For this reason, recognition of objects is a very challenging task.  
A study conducted by Isik et al. [8] remarked that humans tend to construe visual in-
formation very fast, effectively and in a subconscious way. Some contemporary re-
search in the discipline of neurophysiological has also argued that visually, we are able 
to distinguish objects within 1/20th of a second.  
The human beings’ visual perception accommodates the ability to conduct difficult 
tasks such as driving using very little effort.  A lot of work and effort has been put to 
advance the area of deep learning as an alternative and competing mean to humans’ ca-
pabilities when it comes to recognition within the human environment. Till now, pio-
neer systems dealing with most of the issues related to visual perception have been led 
by models based on convolutional neural network systems, commonly known as CNN. 
The key strength of using CNN in automated object recognition, is the vigorous per-
formance combined also with high detection speed and moderate memory require-
ments.  
1.2 Research objectives and questions 
The overall objective of this research is to explore and propose deep learning models 
that can be used to improve real-time obstacle recognition in driving field (e.g. recogni-
tion of cars, bicycles, pedestrians etc.). This goal will be approached through reviewing 
the studies that have been conducted on deep learning and object detection, perform 
experiments on specific models and provide results.  
The below research questions have been developed based on the insight that this study 
will address the challenge of obstacle recognition for autonomous driving, with the ul-
timate aim of proposing systems with detection speed of 25 frames per second and 
above, as this framerate is a key element in deciding on the object recognition model.  
The main objectives are: 
a) Explore the available real-time speed object detection models 
b) Train the state-of-the-art models on a representative driving dataset 
c) Test the models and evaluate their performance. 
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d) Investigate in detail the results, perform a comprehensive analysis and extract 
valuable conclusions 
1.3 Literature Review 
In this section, we will present the evolution of image recognition in recent years and 
the most considerable attempts in object detection will be assessed. Object detection 
algorithms are broadly split into two categories: ”traditional” (Non-CNN based) and 
CNN based models. 
1.3.1 The Evolution 
Over the last decades, image recognition research field introduced several advances. In 
1980, a pattern recognition model known as Neocognitron was created by Kunihiko 
Fukushima [3]. It posed abilities to identify particular contents, even in instances where 
the patterns shifted their positions and the shapes were distorted. Core parts of Neocog-
nitron were the input layer and a sequence of connected layers where the training pro-
cedure implemented using an unsupervised technique. Biologically inspired (as ani-
mals’ visual processing was great motivation for this model) the network’s layers in-
cluded two types of cells: simple and complex ones. The simple cells were extracting 
local features of the input while the complex ones were handling the combination and 
the translation of the different features [3]. An illustration of the model is shown in 
Figure 1.1. Five years later, in 1985, a supervised learning system was proposed by 
Rumelhart et al. taking advantage of the gradient descent method [17]. This algorithm 
was later used by LeCun et al. in a multilayer neural system designed to carry out tasks 
in recognition of handwritten digits [9].  The system however experienced major issues 
associated with its performance. The poor invariance regarding deformations or transla-
tions or of the inputs was a critical factor in terms of handling a variety of handwriting 
samples. The model required fixed-sized input images and they had to be centered in 
the input ﬁeld. In 1998, LeCun et al. realized that in many object recognition problems 
the main focal points are the local features and the deformable organization of them, so 
the network’s design should take this into consideration. 
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 Figure 1.1: Fukushima’s Neocognitron model [3] 
 
As a result, they proposed the LeNet (Figure 1.2) that led to the “birth” of the well-
known Convolutional Neural Network (CNN) [10]. Unfortunately, CNNs fell out of 
fashion soon and their usage was largely abandoned, as their potential was hidden by 
the lack of training examples and weak hardware of that period. 
 
 
Figure 1.2 LeNet Architecture [10] 
 
Prior to the year 2012, the object recognition techniques were following the feature-
extraction-plus-classiﬁer standard. Feature extraction task was handled by descriptors 
such as scale-invariant feature transform (SIFT) [22] and histograms of oriented gradi-
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ents (HOG) [23] whereas classification task was performed usually by Support Vector 
Machines (SVM). These techniques, however, lacked robustness in relation to occlu-
sion and deformation, and their performance could not generalize to a large set of clas-
ses.   
In the year of 2012, new hope for CNN’s potential was awoken when Alex Krizhevsky 
et al. won the ImageNet Classification Challenge, using a CNN based model which 
outperformed all the other competitors by a large margin [5]. In Large Scale Visual 
Recognition Challenge 2012 (ILSVRC, 2012), a part of ImageNet was used for 
classiﬁcation, which included 1.2 million images in one thousand categories [1]. Be-
sides the great amount of training images, GPUs power had increased even more. 
Krizhevsky’s model revealed CNN's great capability in images classiﬁcation when 
suﬃcient training samples are in place along with powerful GPUs utilization.  
This fact marked the beginning of an era where CNN algorithms became the major tool 
used in image classiﬁcation. As from year 2012, the focus of the research community 
on CNNs led to the proposal of exceptional models such as ResNet [18], Overfeat-Net 
[15] and VGG-Net [16] with remarkable results on single object detection. 
Next challenge for the researchers was now the multiple objects detection. Regions 
proposal was the main technique implemented in these experiments in order to demon-
strate candidate regions where classification task would be applied on, in a later step 
[6]. These region-proposals-classiﬁcation approaches were capable to achieve high pre-
cision [16], however the time-consuming region proposal part slowed down the whole 
system, limiting them from applying to tasks where detection speed is critical, such as 
surveillance systems, autonomous-driving etc. 
1.4 Multiple Object Detection models 
In this section we will analyze the most significant models that contributed in the re-
search of multiple object recognition field.  
1.4.1 Regions-based Convolutional Neural Network (R-CNN) [10] 
In 2014, Girshick et al. from UC of Berkley published a model that structured in ac-
cordance to the regions’ proposal plus classification paradigm. Their method consisted 
of an independent algorithm for regions proposal and a convolutional network for ex-
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traction of fixed-length feature vectors. Each vector was then fed into a Support Vector 
Machine (SVM) to classify the presence of the object within a candidate region. Re-
garding training, ILSVRC 2012 was used for the pre-training of the CNN while for the 
fine-tuning of the model a smaller dataset (PASCAL) was used. 
 
 
Figure 1.3 R-CNN architecture [6] 
 
During test stage, Selective Search [19] was being applied for generating 2000 fixed 
size regions, which would possibly contain objects. Afterwards, all the potential regions 
were converted into feature vectors by the CNN extractor and classified by the SVM. In 
the last stage, the classified proposals were reduced by applying the greedy non-max 
suppression (NMS) algorithm, sorting the results by confidence scores, eliminating du-
plicate detections and removing the ones with an IOU (Intersection-Over-Union) lower 
than a specific threshold (Figure 1.3).  
Compared to other models of that period, R-CNN was able for excellent detection accu-
racy. However, the model had some major drawbacks and one of them was the high 
computational cost. The need for an external method for regions prediction, burdened 
the whole model during training and testing time. Moreover, individually training of the 
Convolutional layers and the classifier along with the creation of approximately 2000 
regions during test time was resulting to a very slow detection system. 
1.4.2 Spatial Pyramid Pooling (SPP-Net) [7] 
In 2015, He at al. proposed a new algorithm surpassing the fixed-size input limitation 
the models of that time were facing. Generally, the convolutional layers of the models 
can process images regardless of their size. However, this rule does not apply for the 
Fully Connected (FC) layers or the SVM, where input size should be standard. This 
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problem was initially solved by implementing some common practices such as crop-
ping or wrapping (these techniques can be observed in Figure 1.4), but vital information 
was removed or deformed in the processed samples. As a result, the performance of the 
network was significantly affected. 
 
 
Figure 1.4 Left: Image cropping technique - Right: Image warping technique 
 
In order to further solve the above challenge, the SPP-net introduced a new layer which 
replaced the sliding window pooling layer, named as spatial pyramid pooling layer 
(SPP). It can be considered as a version of Bag of Words (BoW) [20] where bins’ num-
ber connected to the FC layers or the SVM is fixed but the network is able to process 
various sizes of input images. Figure 1.5 shows a comparison between the structure of a 
conventional CNN and the SPP-Net. 
 
 
Figure 1.5 Structure comparison of a conventional CNN and SPP-Net [7] 
 
Despite the development that SPP-Net has brought in CNNs, it faces the same draw-
backs as R-CNN. Regional proposal is still performed by an external algorithm and also 
the Convolutional layers are trained separately from the classifier. 
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1.4.3 Fast Region-based Convolutional Network (Fast R-CNN) [5] 
In 2015, the Fast Region-based Convolutional Network (Fast R-CNN), an innovative 
model considered as the development of R-CNN and SPP-Net, was introduced. The 
main idea was to pass the whole image to the CNN instead of processing each region 
proposal separately. The model maintained the fundamental notions of R-CNN and in-
troduced many refinements. As in R-CNN, regions were proposed using an external 
algorithm. In Fast R-CNN a new pooling layer was used, named as Region of Interest 
(ROI) pooling layer. Single scale pooling with ROI layer allowed the loss error to be 
propagated in order to update the Convolutional layers during training. As a result, the 
end to end training became possible. System’s architecture is presented in Figure 1.6. 
 
 
Figure 1.6 Fast R-CNN model architecture 
 
1.4.4 Faster Region-based Convolutional Network Region-based 
Convolutional Network (Faster-RCNN) [14] 
Faster-RCNN, created by Ren et al., revealed an alternative solution for the external 
region proposals method used in all former models, which was a bottleneck in terms of 
processing time. The concept was to utilize shared convolutional layers for region pro-
posal as well as for detection. As in Fast R-CNN, the feature extractor output was ex-
ploited in order to perform classification/regression tasks but in this model it was also 
employed for the region proposals procedure. The authors named this shared convolu-
tional network as region proposal network (RPN). A visual representation of RPN can 
be found in Figure 1.7. Firstly, the features were fed to a 3 × 3 convolution layer, fol-
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lowed by a 1 × 1 convolution layer, with the output providing k bounding boxes and 
object existence scores for each region [53]. The hyperparameter k, defines the number 
of anchors. For the detection part, the same architecture as in Fast R-CNN was applied 
(Fast R-CNN subnetwork). All the high confidence scored proposals were forwarded to 
the last layers for classification and further bounding box refinement. 
 
 
Figure 1.7 Regions Proposal Network (RPN) [14] 
 
The model achieved top detection results in terms of accuracy. Furthermore, the infer-
ence speed was reaching the 10 frames per second, which made Faster R-CNN the fast-
est detector available in 2015. 
1.4.5 Region-based Fully Convolutional Network (R-FCN) [21] 
In 2016, Region-based Fully Convolutional Network (R-FCN) was introduced to im-
prove Faster R-CNN’s test speed due to the fact the relatively slow speed was limiting 
its usage in many sectors. Similarly to the Faster R-CNN, a regions proposal network 
was attached to the output of the feature extractor in order to generate region proposals. 
In R-FCN though, the Fast R-CNN subnetwork was now removed, and its place took a 
fully convolutional network in order to extract “position sensitive” feature maps as well 
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as to perform classification. We should mention that in R-FCN the final pooling layer 
was the only per-region process, a considerable factor that resulted to important reduc-
tion of the computations [53].  Subsequently, training procedure was faster and detec-
tion speed was increasing.  
 
 
Figure 1.8 R-FCN model Architecture [21] 
 
1.4.6 You Only Look Once (YOLO) [12] 
In 2016, Joseph et al. proposed a new detector by reframing detection problem as re-
gression problem. This innovative model was 10 times faster than the other state of the 
art networks. YOLO processes the input image and provides directly the class probabil-
ities and locations. To achieve this, the input image is initially divided into a S x S grid 
and then processed by a 24 convolutional layers system followed by 2 fully-connected 
layers. An illustration of this process is shown in Figure 1.9.  The output of the fully 
connected layer is a tensor with height S, width S and depth of (Bx5 + C). For each cell 
of this grid, B bounding boxes are predicted along with each box’s object containing 
probability. The character C represents the number of classes and the digit 5 (4+1) re-
lates to the 4 coordinates of each box plus the aforementioned probability score. In 
YOLO, there is no need for a class agnostic regional proposal network. It creates prob-
ability distributions and provides harder offsets. 
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Figure 1.9 YOLO detection procedure: from the initial grid division to the final bounding boxes 
During testing stage, it calculates class specific scores for each bounding box and re-
turns the predictions with a score greater than a specific threshold. Experiments showed 
that YOLO has a high-speed detection capability, but its accuracy is not acceptable in 
many applications. A detailed representation of YOLO’s architecture is depicted in be-
low figure. 
 
 
 
Figure 1.10 YOLO model architecture [12] 
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2 Deep Learning Background 
In this section, we will introduce the basic concepts of Deep Learning (DL) and we will 
describe the basic functions of Artificial Neural Networks (ANN). Their role in Deep 
Learning will be assessed with particular focus on Convolutional Neural Networks 
(CNN), which are widely used in object recognition tasks. 
Learning algorithms are broadly used in computer vision. In order to better understand 
the concepts and applications of deep learning though, it is important to have a brief 
review on its parent field of study, Machine Learning (ML).  
2.1 Machine Learning Analysis 
Nowadays, as data availability and computational power has increased, machine learn-
ing becomes more and more ubiquitous in information technology. Machine Learning 
is a scientific approach providing solutions to problems using machines. By machines 
we mean computer algorithms that systems use to progressively increase their perfor-
mance on a specific challenge. It can be considered as a practical tool for modelling 
problems that are otherwise difficult (or sometimes impossible) to formulate. The algo-
rithm builds a mathematical model from the available sample data, given for the specif-
ic task, known as "training data". Afterwards, it is able to provide predictions and/or 
make decisions without explicitly being programmed to perform on this task, as occurs 
in classical programming. Tom Mitchell in his book, provides a definition where a ma-
chine learns from experience ‘E’ regarding a given task ‘T’ and measured performance 
‘P’, if its performance at the given task ‘T’, improves with a progressing experience ‘E’ 
[24]. There are two main learning techniques applied on machines in order to be able to 
handle tasks, the supervised and the unsupervised learning. 
2.1.1 Supervised Learning 
In supervised learning, the main objective is to find a function that maps the inputs to 
the outputs, based on training data [50]. The training data are usually consisted of an 
input (i.e. image, a vector etc.) and a label which defines the desired output (class) [25]. 
The algorithm analyzes the available data and returns a model which can be used for 
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testing new samples and predicting the output. In case the algorithm is able to general-
ize from the training samples to brand new examples in a reasonable way, the model 
will correctly determine the output. The most significant tasks performed in supervised 
learning algorithms are classification and regression [28]. In classification, the system 
predicts the class of a new previously unseen input based on its “experience” on the 
training data. In regression, the algorithm predicts a continuous output instead of dis-
crete classes. 
2.1.2 Unsupervised Learning 
In this technique, we provide samples to the system, or as rightly stated in literature a 
population, but there are no corresponding labels available. The main goal in unsuper-
vised learning is to model the distribution and the structure of the data in order to ob-
serve possible valuable properties. The algorithm groups the unsorted information tak-
ing into consideration differences and similarities of the data and returns a result pattern 
or clusters [28]. In this technique, no model for testing is produced, as it was in super-
vised learning. In case we want to add a new test sample, the algorithm should run 
again along with the already known patterns/clusters. Unsupervised learning is a very 
good approach for graphs and dimensionality reduction. 
2.2 Deep Learning Analysis 
Deep learning is part of the wide machine learning family, based on a set of algorithms 
that learn data representations by applying supervised, unsupervised or semi-supervised 
learning [26]. These algorithms are inspired by biological nervous systems, thus main 
architectures consist of multiple layer neural networks. 
2.2.1 Artificial Neural Networks 
Artificial Neural Networks (ANNs) constitute the fundamental principle of Deep 
Learning. Neurons, which are the primary inter-connected computational units of 
ANNs, have multiple inputs and a single output (Figure 2.1 ), and typically they are dis-
tributed into layers. The information, which enters the system through the input layer, is 
processed by multiple intermediate - hidden - layers, ending up to a final layer which 
returns the mapping output values of the input information’s extracted features. The 
processing stage includes transformations using the neurons’ trainable parameters: 
weights and biases. Counter to hyperparameters, trainable ones are updated during 
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training cycles in order to achieve optimal predictions related to the input data. This is 
accomplished by quantifying the difference between targets and outputs given by the 
ANN, through a differentiable loss function. 
 
Figure 2.1 Mathematical model of artificial neuron [27] 
In simpler words, the network is trained by updating its parameters, using the errors 
between ground truths and predictions. In an effective training, the error will gradually 
reduce until a certain point where there would be no obvious change. In that stage, the 
training process will be completed. 
Neurons in generic neural networks are fully connected. This means that between any 
two consecutive layers, every pair of neurons is connected. A visual representation of 
fully connected neurons is shown in Figure 2.2. For instance, two adjacent layers con-
sisted of i and j number of neurons respectively, will have i x j total number of connec-
tions.
 
Figure 2.2 Generic multilayer feedforward neural network [41] 
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The outputs from the former layers become the inputs of latter layers. When infor-
mation is “inserted” in first layer, simple computations are made, and the information 
passes to the second layer where more complex computations are conducted, based on 
the previous simple ones though. As a result, through each layer the network can make 
computations with increasing complexity in order to provide the best output. In this 
way, as it is also scientifically proven, the deep neural networks are able to propose so-
lutions in various sophisticated tasks (natural language processing, image classification, 
recommendation systems etc.). 
2.3 Convolutional Neural Networks 
Convolutional neural networks (CNN) were proposed as a method able to transfer the 
robustness of artificial networks into computer vision applications, without massive in-
flation in parameter’s number and detection time. The idea behind CNN structure was 
conceived from the biology concept of the receptive field, a feature of animals’ visual 
cortex [29]. Receptive fields are detectors sensitive to certain types of stimulation, such 
as edges. In computers, this function can be approximated using the mathematical con-
volution operation [30]. The basic operations and layers of a CNN, briefly displayed in 
Figure 2.3, are described in the following subsections.  
  
 
Figure 2.3 Architecture of a CNN [35] 
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2.3.1 Convolution and Convolutional Layers 
Convolution is the core of a convolutional layer. There are three key elements in this 
operation: the input image, the feature detector or filter and the output, usually referred 
to as the feature map or activation map. In computer vision tasks, the input is a two-
dimensional array of pixel values in case of grayscale image or a three-dimensional ar-
ray in case of RGB-image, where the third dimension refers to the color channel. The 
filter is also an array (usually square sized) of trainable parameters, generally called 
weights, employed to extract features of importance for the current task. As the filter 
slides across the width and height of the input image from the top left corner down to 
the bottom right one, it calculates the dot products of the weights and the corresponding 
pixel values, and once all array’s size is filtered it returns the feature map, which actual-
ly represents the “responses” of the feature detector in every spatial position.  The size 
of the extracted feature map depends on the input’s dimensions as well as the stride ap-
plied to the convolution. By stride we define the number of pixels the filter shifts per 
slide. In Figure 2.4 we can see an example of convolution using a 3x3 filter and the 
stride value is set to 1. 
           
 
Figure 2.4. Convolution example using 3x3 filter and stride value 1 [31] 
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During training stage, the role of the filter is to teach the network to recognize a pattern, 
while during testing state, the filter searches if a specific pattern exists. 
2.3.2 Pooling Layer 
Typically, the feature map extracted after the convolution is inadvertently huge and the 
representations are not manageable to handle. In order to produce a denser but smaller 
and more useful version of the initial feature map, we apply the pooling method (down-
sampling). There are two main popular pooling approaches, the max pooling and the 
average-pooling [32]. In max pooling, the input is divided into non-overlapping regions 
and the maximum value of each region is selected, while in average pooling the average 
value is calculated. We should mention that pooling doesn’t have always effective re-
sults, as we can figure out from below examples (Figure 2.5 and 2.6). In both cases, we 
miss information by down-sampling the map so the applied technique we choose, can 
be critical.  
 
 
Figure 2.5 Drawback of max pooling [34] 
 
Figure 2.6 Drawback of average pooling [34] 
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2.3.3 Activation 
 
Neural networks, including convolutional ones, rely on non-linear activation functions 
to obtain unique identification of features generated by each hidden layer. The input of 
these functions is normally the output of a convolution layer. Some popular functions 
used in CNN systems are: Sigmoid, Hyperbolic Tangent and Rectified Linear Unit 
(ReLU). 
 
Sigmoid [33] 
For a great period in neural network’s history, sigmoid was the most broadly used acti-
vation function. Main reason is the interval it covers, 0 to 1. Therefore, it is suitable for 
models where we must predict the probability as an output, since probability values 
range from 0 to 1. It can be calculated by following equation : 1/(e^(-z) + 1) (Figure 
2.7), which means that the output is tending to 0 for large negative values and to 1 for 
large positive ones. However, it is hardly applied nowadays due to the vanishing gradi-
ent problem it shows up along with its non-zero centered behavior. 
 
 
Figure 2.7 Sigmoid activation function graph 
 
Hyperbolic Tangent [33] 
We can consider hyperbolic tangent as a better version of sigmoid. It is defined as 
tanh(z) = (e^(2z) - 1)/(e^(2z) + 1), with outputs ranging in the interval [−1, 1] (Figure 
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2.8). Its main advantage over sigmoid is that the negative inputs are mapped as strongly 
negative ones and the zero inputs are mapped as near zero values. This function is 
mainly used in classification tasks. 
 
 
Figure 2.8 Hyperbolic Tangent activation function graph 
 
Rectified Linear Unit (ReLU) [33] 
ReLU is currently the most popular activation function as it is used in almost all the 
convolutional neural networks. It takes values in the range from zero to infinity and it is 
computed by the function f(z)= max (0, z). As we can observe in Figure 2.9, ReLU is 
half rectified. It means that f(z) maps to value zero when z is less than zero and takes 
value equal to z when z is greater or equal to zero. Here, the main issue is that all the 
negative values turn into zero, which reduces the ability of the model to train and fit to 
the data properly.  
 
Figure 2.9 ReLU activation function 
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2.3.4 Fully Connected Layer (FC Layer)  
This layer is usually employed at the CNNs as the output layer. Actually, FC layers are 
utilized in order to identify global configurations of the features discovered by the for-
mer layers of the network. It takes an input volume (depending on the output of the 
previous layer – convolutional, ReLU or pooling) and produces a N-dimensional vec-
tor, where N represents the number of classes that are the possible outcomes. For in-
stance, in a digit classification application, the vector would have size 10 since there are 
10 digits and each number in the 10-dimensional vector would provide the probability 
of a certain digit. 
 
 
Figure 2.10 Fully Connected Layer diagram 
 
Basically, a FC layer searches for the high-level features that most likely correlate to a 
class and by using specific weights it returns the correct probabilities for the different 
classes [36]. Figure 2.10 presents a toy example for better understanding FC layers 
function. 
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3 Models and Datasets 
This chapter contains a theoretical analysis of the CNN-based models SqueezeDet, 
YOLO version 2 and YOLO version 3 which are practically implemented and tested in 
our experiments. Furthermore, it is provided a thorough description of the datasets 
ImageNet, Pascal VOC and especially KITTI which is used for the main training and 
evaluation part of the networks. 
3.1 Models 
The architecture of the three above mentioned networks chosen for our experiments is 
analyzed in this section 
3.1.1 SqueezeDet [37] 
SqueezeDet, which draws inspiration from YOLO, is a single-shot, fully convolutional, 
lightweight object detection pipeline, proposed by Bichen Wu et al. in 2016. As it be-
longs to the Single Shot Detector family, region proposal as well as classification tasks 
are performed by a single network. The core parts of SqueezeDet include: a convolu-
tional layer attached to 10 adjacent fire modules and a final convolutional layer as out-
put. In general, SqueezeDet is a small size detector due to the feature extractor it em-
ploys, which is based on SqueezeNet, constituted of sequential fire modules. Small is a 
relative term though, if we consider the fact it consists of approximately two million 
trainable parameters [38], nevertheless it is relatively small compared to other widely 
used models  that reach the amount of 25 million or even 145 million parameters.  
 
Figure 3.1 SqueezeNet fire module [39] 
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Fire Modules contain a squeeze layer as input, followed by two parallel layers, called 
expand layers (Figure 3.1). Input layer is a 1x1 convolutional layer and, as its name re-
veals, it squeezes the input tensor to a smaller volume one, without decreasing the spa-
tial resolution. The expand layer, which combines two versions of convolution filters 
(1x1 and 3x3), receives the previously compressed tensor, extracts the important fea-
tures and produces an activation tensor with large channel size.  
A flowchart of SqueezeDet’s architecture with the corresponding feature map dimen-
sions is shown in Figure 3.2 
 
Figure 3.2: SqueezeDet Architecture [51]  
 
SqueezeDet, along with all the other single shot detection systems, is an advantageous 
architecture compared to the traditional region proposal methods, due to the fact that 
the computations are completely shared between the regions of interest, resulting to 
lower detection time. 
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3.1.2 YOLO version 2 (YOLOv2) [40] 
As we have seen in chapter 1.4.6 , Redmon, Divvala, Girshick and Farhadi define YO-
LO, as a system for object detection that facilitates real-time processing. This study uni-
fied the object detection components into a single neural network. The YOLOv2 
framework is a modified version of original YOLO with the objective of improving its 
detection speed and accuracy. 
A new element in YOLOv2 is the batch normalization practice [41]. Authors applied 
batch normalization after each convolutional layer of the first YOLO implementation in 
order to improve and regularize the model’s convergence. Besides that, they also re-
moved the dropout layer. This itself resulted in 2% mAP increase (compared to YO-
LO). Another key modification was the utilization of anchor boxes. In general, there are 
two main techniques for the bounding boxes prediction task: direct prediction of the 
object’s box or using pre-defined bounding boxes, known as anchors. In YOLO the co-
ordinates of detection boxes are generated through the fully connected layers on top of 
the convolutional feature extractor, a method resulting in serious amount of localization 
errors. In 2nd version of YOLO, these fully connected layers are removed, and anchors 
are used, providing better results. Another addition of this model is that the input di-
mension size varies from 320 x 320 to 608 x 608, images are randomly resized to that 
dimensions in order the network to be trained across a variety of input resolutions. This 
method increased the mAP by 1.5%. 
YOLOv2 predicts the detections on a 13 x 13 output feature map. This size is enough 
for large objects but not smaller ones. For better localization of smaller objects, features 
from a former layer with size 26 x 26 is taken. This leads to a 1% performance im-
provement.  
The main innovation in YOLOv2 is its “backbone”, a new architecture named Darknet-
19. Consisted of 19 convolutional layers and 5 max-pooling layers on top of the last 
convolutional layer (softmax layer for classification), it only requires 5.58 billion op-
erations to process an image with great results [42]. A detailed view of the Darknet-19 
structure and the full network can be observed in below figure. 
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Figure 3.3 Architecture of Darknet-19 [40] 
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3.1.3 YOLO version 3 (YOLOv3) [13] 
This is the third object detection model in YOLO family. The most noteworthy addition 
in this version resides in the introduction of the three scales detection system. Since 
there are objects of different sizes on the images, we want the model to detect them all, 
small and big ones. As the network goes deeper, its feature map gets smaller and it be-
comes harder and harder to recognize the smaller objects though. To support detection 
on varying object sizes YOLOv3, predicts boxes at 3 different scales (Figure 3.4). The 
features are extracted from each scale by using a method similar to that of feature pyr-
amid structure [43] [54]. 
 
Figure 3.4 YOLOv3 three scale detection [51] 
 
For feature extraction, it uses a Darknet variation consisted of 53 layers,  named Dark-
net-53 (Figure 3.6.). The new key elements added on this network are the residual con-
nections which they actually represent a shortcut path between layers. Without these, 
the network is a classic CNN which learns the feature one by another. As the network 
goes deeper, it becomes harder and harder to learn features well. If we add a shortcut, 
the layers in-between (as illustrated in Figure 3.5) will learn the “information” that 
should be added to the old feature in order to provide better ones [51]. This makes it 
easier for the network to learn the features stably, especially in very deep networks. In-
stead of learning a new complex feature, it learns the supplemental "residual" which is 
added to the old feature. 
It is worth mentioning that in 3rd version of YOLO, softmax layer is replaced by 1x1 
convolutional layer with logistic regression. When in a dataset we have similar classes, 
like person and woman, training with softmax might not let the network generalize the 
data features well.  This led the authors to abandon softmax function and each class 
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score is now provided using logistic regression where a threshold is used to predict 
multiple labels for an object. Classes with scores greater than this threshold are picked 
and assigned to the box. 
 
Figure 3.5 Residual Connection 
 
,  
Figure 3.6 Darknet-53 [13] 
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3.2 Datasets 
In this section, the main datasets used during pre-training, training and testing stage of 
our experiment will be presented. When choosing a training/testing dataset for a specif-
ic application, it is of great importance to take into consideration the volume of the 
samples and their correlation with the application’s target environment. In this project, 
we are dealing with the road obstacle recognition task in normal driving conditions. 
Consequently, we preferred the KITTI detection set over other available choices as our 
main dataset. Regarding pre-training, classification data-sets are widely used to initial-
ize the parameters of the networks. Here, we consider the ImageNet 2012 challenge, 
MS-COCO and PASCAL VOC 07/12 data-sets for this objective.  
3.2.1 KITTI Vision Benchmark Suite [49] 
KITTI is a project of the Karlsruhe Institute of Technology and Toyota Technological 
Institute of Chicago. It is specialized in Autonomous Driving and was created to pro-
vide real-world benchmarks to the research community. By driving a car vehicle around 
the German city of Karlsruhe equipped with two high resolution grayscale and color 
cameras, they collected rich information containing images, optical flow, visual odome-
try data etc. Even though there is a little variation in terms of climate (rain, snow etc.) 
and lighting conditions, the dataset simulates a variety of driving environments. KITTI 
consists of eight different sets, each one having its own specific purpose. In this thesis, 
we used the 2D object detection benchmark. It includes 7481 training and 7518 test 
colored images in .png format, with each sample having size of approximately 800kb to 
900kb and resolution 375×1242 pixels. Since there are not available annotations for the 
test set, in our experiment we split the training samples (7481 images) in training and 
validation set in order to be able to perform evaluation on the model. The labeled data 
include ground-truths for at most 15 cars and 30 pedestrians containing information for 
the class type, truncation, occlusion level, orientation and bounding box coordinates. 
The class type describes 8 possible types of objects: pedestrian, cyclist, car, tram, van, 
person sitting, truck  and “Misc”. The latter class defines objects that are not counted in 
evaluation metrics which may describe regions of distant objects or objects that don’t 
correspond to the above-mentioned classes. In Figure 3.7 we can see some examples 
from KITTI 2D detection set. 
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Figure 3.7 KITTI dataset samples 
3.2.2 ImageNet [1] 
The ImageNet database contains over 15 million labeled high-resolution images of ob-
jects in roughly 22,000 categories. The annual Large-Scale Visual Recognition Chal-
lenge (ILSVRC) competition uses a subset of 1000 categories with 1.2M training imag-
es, 150,000 testing images and 50,000 validation images [55]. 
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Even though it provides only single class prediction ground truths per image for the 
biggest part of its volume, it is widely used in training networks for computer vision 
tasks other than image classification, such as object detection and image segmentation, 
mainly on the pre-training procedure of the model. The importance of pre-training is 
described in Chapter 4.1. 
In Figure 3.8 random samples of the database are presented. 
 
Figure 3.8 ImageNet samples [44] 
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3.2.3 Pascal VOC [45] 
Pascal VOC 2007/2012 dataset is a significant foundation of Pascal VOC Challenge, 
which contributed in the development of image classification and object detection. In 
this thesis, we utilized the dataset from Pascal VOC 2007 and 2012 Challenges for pre-
training purposes. They respectively include 9,963 (875MB) and 11,125 (1.9GB) imag-
es of 20 classes from 4 main categories: animal, person, vehicle and indoor.  
 
 
Figure 3.9 Pascal VOC 2007/2012 samples [46] 
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The training data consist of a set of labeled images where the annotation files provide 
the object’s class and the bounding box coordinates. Figure 3.9 shows samples from 
Pascal VOC datasets for each class. 
3.2.4 COCO [47] 
COCO, which stands for Common Objects in Context, is a large-scale object detection, 
segmentation, and captioning dataset, created to boost the development of the state-of-
the-art in object recognition. It includes images of complex everyday scenes enclosing 
common objects in their natural context. An illustration of these general content objects 
grouped in 80 categories are shown in Figure 3.10. 
 
 
Figure 3.10 COCO labeled categories [48] 
 
With a total of 2.5 million labeled instances in 328k images of general content, it is ex-
tensively utilized in novel interfaces for object detection. In this thesis, COCO is used 
as pre-training dataset for one of our experiments. In Figure 3.11 we can observe a rep-
resentative group of COCO’s images. 
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Figure 3.11 Pascal VOC 2007/2012 samples [47] 
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4 Experiments and Results 
In this chapter, we will present the methods and the configurations followed during the 
training process of the models and we will analyze the testing results they achieved in 
our experiments. We have trained and tested three state-of-the-art object detection 
models in KITTI 2D object detection set in order to explore their capability in the driv-
ing field. 
4.1 Hardware and Software Environment 
Before we move on to the experiments’ analysis part, we should mention the computer 
hardware our models were running on, plus the software tools used for the implementa-
tion of the networks.  
Our initial hardware setup was a laptop computer with an Intel Core i7-7700HQ CPU 
running at 2.8 GHz, 8 GBs of RAM and a NVIDIA GeForce 1050 TI (CUDA capable) 
GPU  with 4GBs VRAM. The operating system was Windows 10. However, the exper-
iments we conducted were very demanding in terms of memory and computational 
power and our hardware (mainly the graphics card) turned out to be inadequate. Thus, a 
new setup was chosen, with 16 GBs of RAM and a NVIDIA TITAN XP (also CUDA 
capable) GPU with the remarkable 12GBs of VRAM which handled our experiments 
with much more ease than the first one. The operating system was Ubuntu 16.04. 
All detection networks used in the experiments were implemented in Python on top of 
the TensorFlow library. TensorFlow is an open source software library released by 
Google Brain's team, focused on machine learning applications such as neural networks 
[52] 
4.2 Pre-training 
For the training process, two steps were followed: pretraining and main training. In 
general, when we want a new neural network to perform a task on a specific dataset, the 
training procedure starts from scratch using random weights and once it is completed, 
the weights (model checkpoint) are stored on the disk for future use. When we should 
proceed with another task on a different dataset, it is not convenient to repeat the train-
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ing process from zero point. Instead, we can utilize the already pre-trained model’s 
weights and optimize our net on the new dataset. This procedure is called transfer learn-
ing. Currently, the basic method to train a network on a new dataset is to pretrain the 
network on a set with great volume of samples and broad categories. Then, we initialize 
all the trainable parameters, except the ones from the model’s last layers, using the al-
ready pre-trained weights. The last layers will be initialized with random weights. 
There are two benefits of pre-training a network in a big dataset.  
Firstly, it is a great method to achieve good results on small dataset. The pre-training 
network can learn a variety of general, basic features (such as edges, arcs, circles and 
colors patterns) from a big dataset with wide variety of classes. Afterwards, we just per-
form the fine-tuning process. 
Secondly, it can reduce training time. Even though GPUs these days are powerful, 
training a network from scratch could still last days to weeks. It is unproductive to wait 
for such a long period every time we amend some of the network’s parameters. 
4.3 SqueezeDet experiment 
Our first experiment involved SqueezeDet network’s training and evaluation on the 
three main classes of KITTI object detection set: Car, Cyclist and Pedestrian. 
4.3.1 Training configuration 
For the pre-training stage, we used the extraction model trained on ImageNet classifica-
tion task. Regarding main training, we randomly split the images into 5237 (70%) and 
2244 samples (30%) for train and test/evaluation procedure respectively (for detailed 
information about KITTI, please refer to Chapter 3.2.1). 
In order to achieve the best possible result, we followed the literature and the well-
known problem solving method “trial and error”. After many attempts we concluded to 
the following configuration. We trained 200.000 batches, each batch consisted of 12 
samples and the training stage had duration of approximately 55 hours. Initial learning 
rate was set to 0.01 with a weight decay of 0.0001 and momentum of 0.9.  
The loss values and their trending line during the training period are shown on Figure 
4.1. 
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Figure 4.1 SqueezeDet’s training loss values through the batches 
4.3.2 Testing and Results of the model 
Following the training, we run the model on the test set. SqueezeDet scored a mAP of 
72.54%, with great precision in all three classes. Specifically, as we can also observe in 
Figure 4.2, the model located the position of the cars and identified their class with an 
average precision of 82%, the cyclists with 74% and the pedestrians with 62%. Moreo-
ver, the number of correct and false predictions for the 3 classes are presented in the 
same figure. 
 
Figure 4.2 SqueezeDet evaluation results 
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In following figures, we are displaying some indicative results received during 
SqueezeDet’s test stage and represent its detection capability on KITTI. The predicted 
bounding boxes are marked in green and the ground truth boxes in blue. 
 
Figure 4.3. Result of Car class – The system locates the position of the cars and identifies the 
class correctly. 4 cars are detected (confidence threshold 0.5)  
 
Figure 4.4. Result of Cyclist class – A true positive detection ( single prediction evaluation pro-
cedure - confidence threshold 0.5).  
 
Figure 4.5. Result of Pedestrian class – The model detects the class and the position of the two 
pedestrians accurately even one of them (left) is not fully visible (confidence threshold 0.5). 
 
Next samples have been added to mark some cases where SqueezeDet failed to provide 
the desired results. Both detection and localization errors are observed.  
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Figure 4.6. Misclassification Result of Pedestrian class – The network wrongly recognizes the 
plant as a Pedestrian (confidence threshold 0.5). 
 
Figure 4.7. Misclassification Result of Cyclist class – The sign is mistakenly identified as a Pe-
destrian (confidence threshold 0.5). 
 
Figure 4.8. Result of Cyclist class – The predicted position of the cyclist does not match with 
the ground truth (confidence threshold 0.5). 
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4.4 YOLOv2 experiment 
In this experiment, we explored YOLO’s second version capability on KITTI using the 
same training and evaluation samples as previously. 
4.4.1 Training configuration 
Model’s weights were initialized using pretrained weights on PASCAL VOC 
2007/2012 (further information for this dataset can be found in subchapter 3.2.3). Total 
of 112.000 batches were trained with a batch size of 20 samples. This run took approx-
imately 60 hours to finish. Learning rate’s starting value was 0.001 with a weight decay 
of 0.0005 and momentum of 0.9. The training loss of this experiment is shown in Fig-
ure 4.9 along with the trendline. 
 
 
Figure 4.9 YOLO v2 training loss values through the batches 
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4.4.2 Testing and Results of the model 
In our evaluation procedure, Yolo version 2 achieved a mAP of 44.09%. The model 
reached 64% of average precision on car class, 39% on cyclist and 30% on pedestrian 
class. A more detailed analysis of the model’s performance on KITTI test set can be 
observed in Figure 4.10 
 
Figure 4.10 YOLOv2 evaluation results 
 
For better overview of the results, we present the figures 4.11-4.13 showing a group of 
representative true positive results extracted during the model’s evaluation. Green 
bounding boxes correspond to Yolo’s predictions, blue ones correspond to the ground 
truths. 
 
Figure 4.11. Result of Car class – Model detects all the cars located in near distance, it misses 
the far and small ones though (confidence threshold 0.5) 
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Figure 4.12. Result of Cyclist class – Moderate localization result but still a true positive detec-
tion (confidence threshold 0.5) 
 
 
Figure 4.13. Result of Pedestrian class – Also in this sample, the position is not located with 
perfect accuracy, this is a true positive result though (confidence threshold 0.5) 
 
As it is easily deduced from the evaluation metrics, YOLOv2 had more failed predic-
tions than correct ones. Next figures (4.14-4.17) show some of these wrong estimations 
received during testing phase. 
 
 
Figure 4.14. Result of Person class – The system fails to fully locate the correct position of the 
Pedestrian (confidence threshold 0.5). 
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Figure 4.15. Result of Cyclist class – Similar case to the previous one, model is not able to cor-
rectly locate the position (confidence threshold 0.5). 
 
 
Figure 4.16. Result of Cyclist class – Railing on the edge of the road recognized as cyclist (con-
fidence threshold 0.5). 
 
 
Figure 4.17. Result of Car class – Misclassification of a bicycle as a Car (confidence threshold 
0.5). 
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4.5 YOLOv3 experiment 
In our third experiment Yolo v3 was implemented. Again, main dataset was KITTI with 
the same train/test samples. 
4.5.1 Training configuration 
Pre-training of the model was performed using COCO Dataset (further information for 
this dataset can be found in subchapter 3.2.4). We trained the model on 160000 batches, 
a session that lasted about 55 hours. Each batch consisted of 16 samples. We kept the 
same training configuration as in 2nd version of the model so the initial learning rate 
was 0.001, the decay 0.0005 and the momentum 0.9. 
The loss values along with their trending line during are shown in Figure 4.18. 
 
 
Figure 4.18 YOLO v3 training loss values through the batches 
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4.5.2 Testing and Results of the model 
Evaluation of the third version of Yolo gave us a score of 57.52% mAP. Best result was 
achieved for car class with AP of 78%, while for cyclist and pedestrian classes AP was 
46% and 49% respectively, as shown in Figure 4.19. A comparison of the True vs False 
predictions can be also found below. 
 
 
Figure 4.19 YOLOv3 evaluation results 
 
YOLOv3 returned several good detections, especially in the car class. Following fig-
ures present some of them for a better view on the results. 
 
Figure 4.20. Result of Car class – Model managed to detect all cars regardless their distance 
from our vehicle, near or far (confidence threshold 0.5) 
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Figure 4.21. Result of Pedestrian class – A successful detection on the pedestrian class, ground 
truth and prediction boxes are very close (confidence threshold 0.5) 
 
Figure 4.22. Result of Car class – In this case we have the phenomenon of occlusion. Even 
though the car on the right side of the image is only partially visible, model gives us a precise 
detection (confidence threshold 0.5) 
 
Of course, besides the true positive results there were also noteworthy failed detections. 
Following three figures reveal some weak points of Yolov3 performance on KITTI. 
 
 
Figure 4.23. Result of Car class – Cyclist misclassified as a car (confidence threshold 0.5). 
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Figure 4.24. Result of Pedestrian class – Yolo v3 didn’t manage to locate the Pedestrian cor-
rectly. Background colors probably mislead the network (confidence threshold 0.5). 
 
Figure 4.25. Result of Car class – Model included in the prediction only part of the car (confi-
dence threshold 0.5). 
 
4.6 Analysis of the results 
In this section, we will interpret the results presented in subchapters 4.2 - 4.4. We will 
provide a comparison of the models in order to extract important conclusions. 
In Table 1, we have grouped and the Average Precision results that each model scored 
on the three test classes. SqueezeDet achieved the best performance out of the three 
models with mAP of 72.54% while second best was the third version of Yolo. The 
worst performance was received by YOLOv2. SqueezeDet not only accomplished the 
best mAP but it had the greatest predictions in all three classes. In more detail, in car 
class it scored 4% AP more than YOLOv3 and 16% more than Yolov2. In Cyclist class 
it surpassed the second-best result, belonging to YOLOv3, by a remarkable percentage 
of 25% and YOLOv2 by 35%. In Pedestrian class SqueezeDet scored a better average 
precision than the 3rd version of YOLO by 16% and 32% more than the 2nd version. 
Above details can be also observed in Figure 4.26. All three models have scored best 
AP in car class, that means it is the easiest class to detect in this dataset. Worst AP was 
   -46- 
received for Pedestrian class in all our networks thus we can conclude that is the hard-
est and most complex class to detect. 
 
Model AP Car (%) AP Cyclist (%) AP Pedestrian (%) mAP (%) 
SqueezeDet 82 74 62 72.54 
Yolov2 64 39 30 44.09 
Yolov3 78 49 46 57.52 
Table 1 Average and Mean Average Precision values of the models 
 
 
Figure 4.26 Visualization of the Table 1 - Average Precision of the models per class 
 
In Figure 4.27, we compare all three models’ detection results in two specific testing 
samples that include only the car class. As we can see SqueezeDet recognized accurate-
ly all 6 cars. Same result, but with slight worse localization performance, was received 
from Yolov3. Unfortunately, Yolov2 was able to accurately recognize only two cars, 
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whereas three cars were not detected at all and 1 car was detected but with poor locali-
zation. 
 
SqueezeDet 
 
YOLOv2 
 
YOLOv3 
Figure 4.27 Visual comprehensive analysis - Car class only 
In Figure 4.28, the comprehensive analysis concers Pedestrian samples only. Once 
again SqueezeDet did very good job. It detected with great accuracy all 3 pedestrians 
while the second version of Yolo failed in 2 out of 3 cases. It recognized only one 
pedestrian with low localization precision though. Yolov3 managed to detect all 3 
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cases, we can observe a poor localization precision in one case (left sample), pretty 
similar to Yolov2’s behaviour.  
 
SqueezeDet 
 
YOLOv2 
 
YOLOv3 
Figure 4.28 Visual comprehensive analysis - Pedestrian class only 
Figure 4.29 represents a more complex situation where we have combination of cars 
and cyclists on the road. SqueezeDet manages to detect all objects (left sample: 4 cars 
and a cyclist, right sample: 5 cars and 1 cyclist), even the car of the right image which 
only small part of its rear is visible. Yolo version 2 detects most of the cars (7 out of 9), 
but the car on the left image located in a far distance and also the occluded car of the 
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right sample were left out. Most important finding of this result though, is that Yolov2 
failed to detect the two cyclists. It is worth mentioning that the model misallocated the 
position of the cyclist in left sample, but it totally ignored the presence of the cyclist on 
the right image, a mistake which could be critical on a real-life situation.  
 
SqueezeDet 
 
YOLOv2 
 
YOLOv3 
Figure 4.29 Visual comprehensive analysis – complex case with cars and cyclist 
On the contrary Yolov3, detects accurately the cyclist on the right image and it shows a 
similar behavior as Yolov2 for the one on the left sample. Regarding cars’ detection, 
Yolov3 missed the occluded car, it recognized the car in the far distance but the pre-
dicted localization was inadequate. Rest cars were accurately recognized. 
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5 Conclusions and future work 
In the first chapter, the motivation of our research in obstacle recognition was intro-
duced and traditional detectors along with more recent CNN-based ones were reviewed. 
The second chapter included a detailed review of the deep learning background focus-
ing on the convolutional neural networks. In Chapter 3, we described the datasets and 
the models that were used in our experiments and in our final chapter, Chapter 4, we 
presented our experiments’ results, followed by a comprehensive analysis. 
Three different models were trained and tested in KITTI 2D detection dataset [49]. The 
comparison of the results has shown us some interesting findings. SqueezeDet, which 
was the best model with a mAP of 72.54 %, is able for real-time obstacle recognition 
with good precision in all three classes. It performs very well on difficult cases such as 
occluded obstacles and objects that are located in a far distance from our vehicle. Sec-
ond best model, Yolov3, is also able for high speed inference, its detection performance 
is lower than SqueezeDet’s though. It can recognize the cars with high accuracy, but it 
is not that efficient on Cyclist and Pedestrian classes. For these two classes we have 
observed lower localization precision compared to SqueezeDet and a difficulty to in-
clude far objects in the detection results. Yolov2 seems to be significantly weaker than 
the two other models. Even though it performs relatively well in Car’s identification 
and localization tasks, there are several obvious failed detections in Cyclist and Pedes-
trian classes. Regarding far positioned objects, same behavior with the 3rd version was 
noticed. In many cases these obstacles were not identified at all. It appears that both 
Yolo versions do not manage to handle efficiently smaller obstacles - objects with not 
so “strong” features. Of course, Yolov3 performs apparently better on this task but still 
the outcome is not very much satisfying.  
Through our experiments, we proved that SqueezeDet has great performance in image-
level object detection. Thus, it makes the best choice for autonomous driving system. 
Yolo can also be considered a promising model for autonomous driving due to some 
very good aspects it showed during the tests and evaluations, but serious modifications 
should be applied to the current implementations in order to reach the desirable results. 
SqueezeDet based architectures have presented great possibility to be commercialized 
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due to their ability to combine high inference rates and detection results. Indeed, further 
research is required in order to achieve the best possible detection performance. 
 
In this point, we should mention some restrictions we faced during our experiments. To 
begin with, an important obstacle was the limitations in accessible information. KITTI 
includes a variety of samples that greatly represent most of the cases a vehicle will face 
on the road, however climate (rain, snow etc.) and light conditions are not taken into 
consideration. Furthermore, another significant boundary was the available time and 
computational power for the research. Provided with more time and resources, addi-
tional experiments could be performed to the models. Moreover, besides 2D ground 
truth annotations, there is also 3D data information available in KITTI benchmark suite. 
These data could be used for the training of models in order to further investigate the 
capabilities of deep learning in the driving scene. 
 
. 
. 
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