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Résumé
L’évolution des technologies électroniques (miniaturisation, diminution des coûts) a per-
mis aux GNSS (systèmes de navigation par satellites) d’être de plus en plus accessibles et donc
utilisés au quotidien, par exemple par le biais d’un smartphone, ou de récepteurs disponibles
dans le commerce à des prix raisonnables (récepteurs bas-coûts). Ces récepteurs fournissent
à l’utilisateur plusieurs informations, comme par exemple sa position et sa vitesse, ainsi que
des mesures des temps de propagation entre le récepteur et les satellites visibles entre autres.
Ces récepteurs sont donc devenus très répandus pour les utilisateurs souhaitant évaluer des
techniques de positionnement sans développer tout le hardware nécessaire.
Les signaux issus des satellites GNSS sont perturbés par de nombreuses sources d’erreurs
entre le moment où ils sont traités par le récepteurs pour estimer la mesure correspondante.
Il est donc nécessaire de compenser chacune des ces erreurs afin de fournir à l’utilisateur
la meilleure position possible. Une des sources d’erreurs recevant beaucoup d’intérêt, est le
phénomène de réflexion des différents signaux sur les éventuels obstacles de la scène dans
laquelle se trouve l’utilisateur, appelé multitrajets. L’objectif de cette thèse est de proposer
des algorithmes permettant de limiter l’effet des multitrajets sur les mesures GNSS.
La première idée développée dans cette thèse est de supposer que ces signaux multi-
trajets donnent naissance à des biais additifs parcimonieux. Cette hypothèse de parcimonie
permet d’estimer ces biais à l’aide de méthodes efficaces comme le problème LASSO. Plusieurs
variantes ont été développés autour de cette hypothèse visant à contraindre le nombre de
satellites ne souffrant pas de multitrajet comme non nul. La deuxième idée explorée dans cette
thèse est une technique d’estimation des erreurs de mesure GNSS à partir d’une solution de
référence, qui suppose que les erreurs dues aux multitrajets peuvent se modéliser à l’aide de
mélanges de Gaussiennes ou de modèles de Markov cachés. Deux méthodes de positionnement
adaptées à ces modèles sont étudiées pour la navigation GNSS.
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Abstract
The evolution of electronic technologies (miniaturization, price decreasing) allowed Global
Navigation Satellite Systems (GNSS) to be used in our everyday life, through a smartphone for
instance, or through receivers available in the market at reasonable prices (low cost receivers).
Those receivers provide the user with many information, such as his position or velocity, but
also measurements such as propagation delays of the signals emitted by the satellites and
processed by the receiver. These receivers are thus widespread for users who want to challenge
positioning techniques without developing the whole product.
GNSS signals are affected by many error sources between the moment they are emitted
and the moment they are processed by the receiver to compute the measurements. It is
then necessary to mitigate each of these error sources to provide the user the most accurate
solution. One of the most intense research topic in navigation is the phenomenon of reflexions
on the eventual obstacles in the scene the receiver is located in, called multipath. The aim of
this thesis is to propose algorithms allowing the effects of multipath on GNSS measurements
to be reduced.
The first idea presented in this thesis is to assume these multipath lead to sparse additive
biases. This hypothesis allows us to estimate this biases thanks to efficient methods such
as the LASSO problem. The second idea explored in this thesis is an estimation method of
GNSS measurement errors corresponding to the proposed navigation algorithm thanks to a
reference trajectory, which assumes these errors can be modelled by Gaussian mixtures or
Hidden Markov Models. Two filtering methods corresponding to these two models are studied
for GNSS navigation.
vii
viii
Table des matières
Remerciements iii
Résumé v
Abstract vii
Table des matières ix
Liste des acronymes xi
Liste des notations xiii
Liste des figures xix
Liste des tableaux xxv
Introduction 1
1 La navigation par satellites 5
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Les systèmes de positionnement . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Positionnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4 Correction des sources d’erreurs . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.5 Les indicateurs de qualité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.6 Estimation de l’état . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.7 Résumé de l’algorithme de positionnement de référence . . . . . . . . . . . . . 39
2 Estimation parcimonieuse 41
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 L’estimation parcimonieuse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3 Application à l’estimation des multitrajets en GNSS . . . . . . . . . . . . . . 46
2.4 Résultats expérimentaux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3 Estimation Bayésienne des hyperparamètres 79
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.2 Estimation Bayésienne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3 Estimation parcimonieuse des biais multitrajets . . . . . . . . . . . . . . . . . 82
3.4 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
ix
x TABLE DES MATIÈRES
4 Mélanges de Gaussiennes 103
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.2 Mélanges de Gaussiennes simples . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3 Modèles de Markov cachés . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.4 Méthodes de filtrage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.5 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Conclusion et perspectives 127
A Annexes du Chapitre 1 131
A.1 Calcul de l’état du satellite par éphémérides . . . . . . . . . . . . . . . . . . . 131
A.2 Calcul de la latitude, de la longitude et de l’altitude . . . . . . . . . . . . . . 133
A.3 Calcul des angles d’azimut et d’élévation . . . . . . . . . . . . . . . . . . . . . 134
A.4 L’effet Doppler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
A.5 Modèle de Klobuchar pour le délai ionosphérique . . . . . . . . . . . . . . . . 137
A.6 Estimation de l’erreur due à la troposphère . . . . . . . . . . . . . . . . . . . 138
B Annexes du Chapitre 2 143
B.1 Autres campagnes de mesure . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
B.2 Exemple de biais multitrajet pour un discriminateur double delta . . . . . . . 146
C Annexes du Chapitre 3 157
C.1 Amélioration de la détection des multitrajets . . . . . . . . . . . . . . . . . . 157
C.2 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
D Annexes du Chapitre 4 173
D.1 Estimation de densités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
D.2 Méthodes de filtrage associées . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Bibliographie 183
Liste des acronymes
AGC contrôle automatique de gain, ou Automatic Gain Control. 11
ANC convertisseur analogique numérique, ou Analogic to Numeric Converter . 11
BOC Binary Offset Carrier . 7
BPSK modulation de phase à deux états, ou Binary Phase Shift Keying. 7, 18
C/A code civil, ou Coarse Acquisition. 7–9, 12, 15, 18
CBOC modulation à décalage de porteuse à deux états composite, ou Composite Binary
Offset Carrier . 18
CDF fonctions de répartition, ou Cumulative Distribution Function. 61, 62, 64, 67, 69, 71,
101, 121
CDMA accès multiple par répartition de code, ou Code Division Multiple Access. 7, 19
CS Commercial Service. 18
DLL boucle à verrouillage de délai, ou Delay Lock Loop. xix, 14–17, 31
DOP dilution de précision, ou Dilution Of Precision. 32, 34, 128
ECEF repère géocentrique, Terre fixe, ou Earth Centered Earth Fixed. xix, 22, 28, 132–134
ECI repère géocentrique inertiel, ou Earth Centered Inertial. 22, 28, 132, 133
EGNOS European Geostationary Navigation Overlay Service. 20
EKF filtre de Kalman étendu, ou Extended Kalman Filter . 38, 89, 100, 101
EM Expectation Maximization. 105, 106, 117, 174, 175
ENU repère local est, nord, haut, ou East North Up. xix, 22, 32, 34, 57, 58, 61, 134
FDMA accès multiple par répartition en fréquence, ou Frequency Division Multiple Access.
19
FLL boucle à verrouillage de fréquence, ou Frequency Lock Loop. xix, 14, 16, 17, 31
GAGAN GPS Aided Geo Augmented Navigation. 20
GBAS systèmes terrestres d’augmentation, ou Ground Based Augmentation Systems. 20
GCS segment sol de contrôle Galileo, ou Ground Control Segment. 18
GEO orbite géostationnaire. 20
GLONASS Global’naya Navigatsionnaya Sputnikovaya Sistema. 6, 19, 20
GMS segment sol de mission Galileo, ou Ground Mission Segment. 18
GNSS systèmes de navigation par satellites, ou Global Navigation Satellite System. xx, 1–3,
6, 7, 20, 22, 24–31, 35, 46, 55, 76, 104, 105, 110, 127, 128, 137
GPS Global Positioning System. xix, 6–10, 14, 18–20, 25, 29, 36, 58, 60
xi
xii LISTE DES ACRONYMES
HMM modèles de Markov cachés, ou Hidden Markov Model. 2, 3, 116, 117, 120, 123, 127,
128, 175
HOW mot handover, ou HandOver Word. 7
HRC corrélateur haute résolution, ou High Resolution Correlator . 15
i.i.d. indépendantes et identiquement distribuées. 105, 173
IMM Interacting Multiple Model. 120, 179
LASSO Least Absolute Shrinkage Operator . 43, 46, 47, 50–52, 57, 83, 157
LNA amplificateur faible bruit, ou Low Noise Amplifier . 10
LOS signal direct, ou Line Of Sight. xx, 25
MAP Maximum A Posteriori. 81, 102, 164, 179, 181
MCMC Monte-Carlo par chaînes de Markov, ou Markov chain Monte Carlo. 2, 81, 87, 102,
125, 127–129
MEO orbite terreste moyenne, ou Middle Earth Orbit. 6, 18, 20
MMSE minimum d’erreur quadratique moyenne, ou Minimum Mean Square Error . 81, 87,
102, 164
NCO oscillateur contrôlé par entrée numérique, ou Numerically Controled Oscillator . 14–17
NED repère local nord, est, bas, ou North East Down. 22
NLOS signal indirect, ou Non Line Of Sight. xx, 25
OS Open Service. 18
P code militaire, ou Precise. 7–9
pdf fonction densité de probabilité, ou Probability Density Function. 81, 83, 84, 87, 173
PLL boucle à verrouillage de phase, ou Phase Lock Loop. 14, 17, 31
PPS Precise Positioning System. 6, 7
PRN bruit pseudo-aléatoire, ou Pseudo Random Noise. xix, 7, 8
PRS Public Regulated Service. 18
PSRF Potential Scale Reduction Factor . 88, 165
PVT Position Vitesse Temps, ou Position Velocity Time. 10
QZSS Quasi-Zenith Satellite System. 20
RAIM contrôle d’intégrité autonome du récepteur , ou Receiver Autonomous Integrity Mo-
nitoring. 30
RMSE erreur quadratique moyenne, ou Root Mean Square Error . 57, 58, 61
SA Selective Availability. 6, 18
SAR Search And Rescue. 18
SBAS systèmes satellitaires d’augmentation, ou Satellite Based Augmentation Systems. 6,
20, 29
SPS Standard Positioning System. 6, 7, 18
TLM mot de télémétrie, ou TeLeMetry word. 7
TT&C télémétrie, poursuite et contrôle, ou Telemetry, Tracking and Control. 18, 19
UERE erreur de distance équivalente utilisateur, ou User Equivalent Range Error . 35, 110,
128
WAAS Wide Area Augmentation System. 20
Liste des notations
Ac(t) Amplitude d’émission de référence des satellites GPS sur la fréquence L1 pour le code
C/A à la date t. 8
Ai Amplitude de réception du signal émis par le satellite i sur la fréquence L1. 9–12, 117–120,
175, 176, 179–181
ai vecteur unitaire allant du récepteur vers le satellite i. 22–24, 27, 28, 33, 34, 134, 135, 137
ak vecteur des hyperparamètres des lois exponentielles pour les variables τ2i,k.. 164
Ap(t) Amplitude d’émission de référence des satellites GPS sur la fréquence L1 pour le code
P à la date t. 8
b biais géométrique d’horloge du récepteur. 26, 27, 31, 33, 34, 92, 96, 98, 104, 105, 157–159,
162–165
Be(p;α, β) loi beta en p de paramètres α et β. 162
B(b; p) loi de Bernoulli en b de paramètre p. 157
b˙ dérive géométrique d’horloge du récepteur. 27, 31, 33, 34, 92, 96, 98, 104, 105
c célérité de la lumière dans le vide (c = 299792458m.s−1). 9, 23, 26, 28, 131, 135, 136, 138
# cardinal (nombre d’éléments) d’un ensemble. 42
ci Code C/A du satellite i. 8–12
Cie matrice de rotation pour le satellite i, permettant de passer du repère ECEF au repère
ECI. 28, 40, 132
ci,k variable indiquant dans quel état se trouve de la mesure i à l’instant k. 117, 120, 173–181
ck vecteur des variables indiquant dans quel état se trouve de les mesures à l’instant k. 120,
177–179
C/N0 rapport porteuse sur densité de bruit (Carrier-to-Noise Density Ratio), en dBHz. 2,
30, 31, 47–51, 57, 61, 62, 104, 127, 165, 168
Dc sortie du discriminateur cross. 17
DEL sortie du discriminateur avance retard normalisé. 16
∆fi décalage fréquentiel du signal reçu par le récepteur émis par le satellite i par rapport à
la fréquence intermédiaire fIF. 11, 12, 14, 15, 17, 21–24, 27, 29, 137
∆τi variation du temps de propagation du signal reçu par le récepteur émis par le satellite
i. 16
δtbruit,i erreur de propagation due au bruit de mesure sur le signal du satellite i. 25, 26
δteph,i retard de propagation dû aux erreurs d’éphémérides du satellite i. 24, 26
δtiono,i retard de propagation dû à l’ionosphère sur le signal du satellite i. 24, 26
δˆtiono,i estimation du retard de propagation dû à l’ionosphère sur le signal du satellite i.
138
xiii
xiv LISTE DES NOTATIONS
∆tk−1 laps de temps entre les instants k − 1 et k. 36
δtMP,i erreur de propagation due aux éventuels multitrajets (MultiPath) sur le signal du
satellite i. 25, 26
δtp biais temporel de propagation entre le satellite et le récepteur. 26
δtR biais temporel d’horloge récepteur. 25, 26
δtrel,i retard de propagation dû aux effets relativistes du satellite i. 24–26
δtSi biais temporel d’horloge du satellite i. 24–26
δttropo,i retard de propagation dû à la troposphère sur le signal du satellite i. 24, 26
δˆttropo,i estimation du retard de propagation dû à la troposphère sur le signal du satellite
i. 141
di distance géométrique entre le satellite i et le récepteur. 23, 26–28, 135
D matrice de pondération pour l’estimation robuste. 55, 56
E réplique avancée dans le temps du signal (Early). 14–16, 84
εeph,i erreur de pseudodistance due aux erreurs d’éphémérides du satellite i. 26, 27
εn,i erreur de pseudodistance due au bruit de mesure sur le signal du satellite i. 26, 27, 33
ε˙n,i erreur de pseudovitesse due au bruit de mesure sur le signal du satellite i. 27, 33, 34
εiono,i erreur de pseudodistance due à l’ionosphère sur le signal du satellite i. 26, 27, 31
εˆiono,i estimation de l’erreur de pseudodistance due à l’ionosphère sur le signal du satellite
i. 29, 138
ε˙eph,i erreur de pseudovitesse due aux erreurs d’éphémérides du satellite i. 27
ε˙iono,i erreur de pseudovitesse due à l’ionosphère sur le signal du satellite i. 27, 31
ˆ˙εiono,i estimation de l’erreur de pseudovitesse due à l’ionosphère sur le signal du satellite i.
29, 138
ε˙rel,i erreur de pseudovitesse due aux effets relativistes du satellite i. 27
ˆ˙εrel,i estimation de l’erreur de pseudodivitesse due aux effets relativistes du satellite i. 28
ε˙tropo,i erreur de pseudovitesse due à la troposphère sur le signal du satellite i. 27, 31
ˆ˙εtropo,i estimation de l’erreur de pseudovitesse due à la troposphère sur le signal du satellite
i. 29, 141
ε˙ti erreur de pseudovitesse due au biais d’horloge du satellite i. 27
ˆ˙εti estimation de l’erreur de pseudovitesse due au biais d’horloge du satellite i. 28
εrel,i erreur de pseudodistance due aux effets relativistes du satellite i. 26, 27
εˆrel,i estimation de l’erreur de pseudodistance due aux effets relativistes du satellite i. 28
εtropo,i erreur de pseudodistance due à la troposphère sur le signal du satellite i. 26, 27, 31
εˆtropo,i estimation de l’erreur de pseudodistance due à la troposphère sur le signal du sa-
tellite i. 29, 141
εti erreur de pseudodistance due au biais d’horloge du satellite i. 26, 27
εˆti estimation de l’erreur de pseudodistance due au biais d’horloge du satellite i. 28
F matrice de transition de l’état. 36, 37, 39, 47, 82, 83, 120, 177–180
fi fréquence du signal reçu par le récepteur émis par le satellite i. 9–11
fIF fréquence intermédiaire après traitement préliminaire du signal reçu (Intermediate Fre-
quency). 10, 11
fN fonction densité de probabilité de la loi normale. 105, 110, 173–181
LISTE DES NOTATIONS xv
fs fréquence d’échantillonnage du récepteur. 11
G matrice de géométrie du problème de la navigation. 34
G(a;α, β) loi gamma en a de paramètres α et β. 87
GIG(x; p, a, b) loi inverse Gaussienne généralisée en x de paramètres p, a et b. 86
H matrice du problème de filtrage de l’état. 34, 35, 37–40, 47, 50–52, 55, 56, 82, 83, 85–87,
100, 159, 160, 165, 178, 180
hi,k i-ème ligne la matrice Hk. 160, 161, 164
H˜k matrice de projection sur l’orthogonal de Vec(Hk) pondérée. 51, 52
I point de corrélation en phase (In phase) de la FLL. 16, 17
IN (x;µ, λ) loi inverse Gaussienne en x de paramètres µ et λ. 86
K matrice de gain du filtre de Kalman. 38, 39, 87, 162, 178, 180
k instant à laquelle la variable est prise. 36–40, 47–57, 76, 80, 82–89, 92, 96–101, 104, 105,
110, 117–121, 157–165, 168, 170, 173, 177–181
L réplique retardée dans le temps du signal (Late). 14–16
L1 Fréquence porteuse GPS, L1 = 1575, 42 MHz. xix, 7–10, 19, 23
L2 Fréquence porteuse GPS, L2 = 1227, 6 MHz. 7
L5 Fréquence porteuse GPS, L5 = 1176, 45 MHz. 7
λ hyperparamètre du problème de navigation avec estimation parcimonieuse des multitrajets.
47, 48, 50–55, 57, 76, 80, 83–89, 92, 97, 99–101, 157–160, 162–164
λL1 longueur d’onde de la fréquence L1 (≈ 19cm). 23, 27, 35, 137
L(m;µ, σ) loi de Laplace en m de paramètres µ, σ. 83, 85–87
m vecteur de biais multitrajet. 47, 50–52, 76, 82–88, 100, 155, 157–159, 162–165, 168
mi erreur de pseudodistance due aux éventuels multitrajets sur le signal du satellite i. 26, 27
m˙i erreur de pseudovitesse due aux éventuels multitrajets sur le signal du satellite i. 27
N (n;µ,σ) loi normale en n de vecteur moyen µ et de matrice de covariance σ. 35
n vecteur de bruit de mesure du problème de la navigation. 34, 37, 47, 82, 83, 104, 120, 177,
179
νi bruits de la i-ème mesure relative à un satellite de référence sur toute la campagne de
mesure. 105, 173–176
νi,k bruits de la i-ème mesure relative à un satellite de référence à l’instant k. 105, 110, 117,
173–175, 177
νk vecteur des bruits de mesures relatifs à un satellite de référence à l’instant k. 104
Ωie matrice de vitesse angulaire du repère ECEF. 28, 40, 133⊕ OU exclusif (équivalent à l’addition modulo 2). 8
Q matrice de covariance du bruit d’état. 36–40, 47, 83, 85, 87, 159, 162, 165, 177–180
pk hyperparamètre de la loi de Bernoulli associée aux biais multitrajets à l’instant k. 157–164
φi déphasage du signal reçu par le récepteur émis par le satellite i. 9–12, 14, 15, 17
Pi Code P du satellite i. 8
ΠHk matrice de projection sur le sous espace engendré par la matrice Hk. 50, 51
xvi LISTE DES NOTATIONS
Πi vecteur des probabilités initiales de la i-ème mesure. 117–120, 175, 176, 179
pk vecteur des hyperparamètres des lois de Bernoulli pour le vecteur bk.. 164
P réplique du signal (Prompt). 14–16
ψi angle d’azimut du satellite i. 22, 31, 134, 137
qi Message de navigation du satellite i. 8
Q point de corrélation en quadrature (Quadrature) de la FLL. 16, 17
R matrice de covariance du bruit de mesure y. 34, 35, 37–39, 47, 55, 56, 76, 83, 85–88, 100,
159, 178, 180
r position du récepteur. 23, 24, 27, 28, 33, 34, 92, 96, 98, 104, 105, 135
Rc rythme chip du code C/A, Rc = 1, 023 MHz. xix, 7, 11, 13
ρi pseudodistance du satellite i. 26, 30, 32, 33
ρ˙i pseudovitesse du satellite i. 27, 30, 33, 34
ri position du satellite i. 21, 23, 24, 27, 28, 33, 132, 135
Γlτ,∆f réplique du non-bruitée du signal du satellite l, pour un décalage temporel τ et un
décalage fréquentiel ∆f . 12
SNR rapport signal à bruit (Signal to Noise Ratio), en dB. 31, 32
S matrice de covariance de l’innovation du filtre de Kalman. 38, 39
s nombre de satellites dont le signal est reçu par le récepteur. 34, 35, 39, 40, 47, 49–51, 55,
76, 83–88, 104, 105, 110, 117–121, 157–160, 162–164, 170, 173, 178–181
Sλ opérateur de seuillage doux de seuil λ. 44, 45
S ensemble des satellites dont le signal est reçu par le récepteur. 10–12
τi temps de propagation du signal reçu par le récepteur émis par le satellite i. xix, 9–12,
14–17, 21–26, 29
τ2i,k variable intermédiaire pour la définition de la loi a priori sur mi,k à l’instant k. 83–88,
101, 157–164
τ 2k vecteur des variables τ2i,k. 84–88, 158, 159, 162–164
Tb écart par rapport au point prompt avec lequel sont crées les répliques E et L du la DLL.
14–16
Tc temps chip du code C/A, Tc = 1/(1023× 103) ≈ 10−6s. 7, 15, 16
θk vecteur des biais multitrajet mk pondéré. 51, 52
θi angle d’élévation du satellite i. 22, 31, 47, 49–51, 134, 137, 138, 140, 141
Ti temps d’intégration du récepteur. xix, 11, 16, 17
tR date à laquelle le signal arrive au récepteur. 26, 132, 135, 137, 138
Ts période d’échantillonnage du récepteur. xix, 11–13
tSi date à laquelle le signal part du satellite i. 25, 26, 28, 131, 132, 135
u bruit d’état. 36, 47, 82, 83, 120, 158
v vecteur vitesse du récepteur. 23, 27, 28, 33, 34, 92, 96, 98, 104, 105, 134–136
vi vecteur vitesse du satellite i. 21, 23, 27, 28, 33, 34, 133–136
W matrice de pondération du problème weighted-`1 de la navigation. 47, 50–52, 100, 165
LISTE DES NOTATIONS xvii
x variation du vecteur d’état ξ. 34–37, 47, 50, 52, 55, 56, 82–88, 100, 158–165
xˆML estimateur du maximum de vraisemblance (Maximum Likelihood de x). 35
ξ vecteur d’état du problème de la navigation. 34, 36–40, 47, 76, 82, 83, 85, 104, 117, 120,
159, 177–181
y variation du vecteur de mesures z. 34, 35, 37–40, 47, 50, 52, 55, 56, 82, 83, 85–88, 100,
159, 162, 163
y˜k projection des mesures yk sur l’orthogonal de Vec(Hk). 50–52
z vecteur de mesures du problème de la navigation. 34, 36–38, 104, 120, 177–181
zp vecteur de mesures pseudodistance. 34, 40
zr vecteur de mesures pseudovitesse. 34, 40
xviii LISTE DES NOTATIONS
Liste des figures
1.1 Illustrations des propriétés d’orthogonalité des codes bruit pseudo-aléatoire,
ou Pseudo Random Noise (PRN) (à iso-puissance) pour le satellite 24 et les
satellites 6 et 24. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Maximums de corrélation pour le code PRN (à iso-puissance) 24 et tous les
autres (unicité du maximum). . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Construction du signal Global Positioning System (GPS) sur la bande L1. . . 8
1.4 Répartition des stations sol GPS, d’après NAVSTAR [1996] . . . . . . . . . . 9
1.5 Schéma global d’un récepteur GPS. . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Corrélation normalisée entre le signal et sa réplique en fonction de ∆f pour
plusieurs valeurs de N (Ts=Rc/2, ∆fl = 2000Hz). . . . . . . . . . . . . . . . . 13
1.7 Schéma résumant la procédure d’acquisition effectuée par un récepteur GPS. 14
1.8 Schéma résumant une boucle à verrouillage de délai, ou Delay Lock Loop (DLL)
pour le satellite i. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.9 Corrélation normalisée entre le signal (temps de propagation τi, à estimer)
et sa réplique (temps de propagation τ , que l’on peut choisir) en fonction de
(τi − τ)/Tc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.10 Sortie du discriminateur avance retard normalisé en fonction de l’erreur d’es-
timation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.11 Schéma résumant une boucle à verrouillage de fréquence, ou Frequency Lock
Loop (FLL) pour le satellite i. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.12 Sortie du discriminateur cross fonction de l’erreur d’estimation (t2− t1 = Ti =
10 ms). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.13 Répartition des stations sol Galileo, d’après ESA [2014] . . . . . . . . . . . . 19
1.14 Répartition des stations sol GLONASS, d’après Navipedia [2011] . . . . . . . 20
1.15 Principe de trilatération : on suppose que 3 balises, resp. S1, S2, S3, entourent
un objet à positionner et qu’on connaît les distances qui les séparent de cet
objet, resp. d1, d2, d3. Une distance réduit l’espace à une sphère, 2 à un cercle
et 3 à deux points (en rouge). Si on cherche à positionner un objet sur Terre,
l’ambiguïté sur les deux points peut être levée (un des deux points sera dans
l’espace). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.16 Définition de latitude (φ) et de longitude (λ), et comment passer du repère
repère géocentrique, Terre fixe, ou Earth Centered Earth Fixed (ECEF) au
repère local repère local est, nord, haut, ou East North Up (ENU) (Wikipédia :
Coordonnées Géographiques). ATTENTION : selon la référence, les notations
peuvent être échangées (c’est le cas par exemple dans Farrell et Barth [1999]). 22
1.17 Définition de l’angle d’azimut ψi et de l’angle d’élévation θi dans le repère local
ENU (d’après [Groves, 2008a, Chap. 7.1.3]). . . . . . . . . . . . . . . . . . . . 23
xix
xx LISTE DES FIGURES
1.18 Illustrations de l’impact géométrique de l’environnement sur les signaux systèmes
de navigation par satellites, ou Global Navigation Satellite System (GNSS) :
dans tous les cas, le signal reçu par le récepteur (en rouge) issu de S1 est le
signal direct, ou Line Of Sight (LOS). Dans (a), le signal reçu émis par S2 est
la somme du LOS et du signal indirect, ou Non Line Of Sight (NLOS), dans
(b), le signal reçu émis par S2 n’est que le NLOS, et dans (c), le signal émis
par S2 n’est pas reçu (masquage). . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.19 Relation entre la différents instants et retards (d’après [Kaplan et Hegarty,
2006, Chap. 7.2]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.20 Exemple de skyplot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.21 Représentation du concept de dilution de précision. Les cercles en traits pleins
correspondent aux mesures exactes de distance pour chacun des satellites, alors
que les cercles en pointillés représentent ces mesures ± leurs incertitudes. On
remarque qu’à droite, la zone d’incertitude (en orange) est plus petite qu’à
gauche, d’où l’importance d’avoir une bonne dilution de précision . . . . . . . 33
1.22 Algorithme de positionnement de référence. . . . . . . . . . . . . . . . . . . . 40
2.1 De gauche à droite : (a) Vecteur parcimonieux θ0 à estimer, contrainte y˜ =
Hθ, et boule `1 de rayon ‖θ0‖1. (b) Existence d’un vecteur θ1 6= θ0 tel que
‖θ1‖1 < ‖θ0‖1 et vérifiant la contrainte. (c) Boule `1 pondérée : il n’y a pas de
vecteur θ 6= θ0 vérifiant la contrainte tel que ‖Wx‖1 ≤ ‖Wx0‖1, où W est
une matrice de pondération, d’après Candès et al. [2008]. . . . . . . . . . . . 45
2.2 Comparaison des différentes pénalités présentées précédemment. . . . . . . . 48
2.3 Fonction de pondération w1(C/N0) pour différentes valeurs de a (A = 30, F =
20 dBHz et T = 45 dBHz). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.4 Fonction de pondération w2(θi) pour différentes valeurs de θ0. . . . . . . . . . 50
2.5 Illustration du problème présenté en 3 dimensions. . . . . . . . . . . . . . . . 51
2.6 Illustration de la contradiction entre la valeur de biais théorique et le poids
correspondant. N.B., la zone où tous les paramètres sont nuls correspond à un
masquage du satellite (son signal n’est pas reçu par le récepteur). . . . . . . . 52
2.7 Variations des RMSE pour chaque paramètres fixé par validation croisée. Les
valeurs choisies sont représentées par une ligne noire verticale en tirets. . . . . 57
2.8 Comparaison des différentes méthodes présentées pour l’estimation des biais
de mesure dus aux multitrajets. . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.9 Comparaisons des RMSE pour différentes filtrages de l’état. . . . . . . . . . . 59
2.10 Trajectoire utilisée pour générer les données réalistes. . . . . . . . . . . . . . . 59
2.11 Comparaison entre méthode de référence (sans correction des multitrajets,
en pointillés) et méthode proposée (correction par LASSO pondéré, en traits
pleins) en terme d’erreur de positionnement au cours du temps. . . . . . . . . 60
2.12 Comparaison entre méthode de référence (sans correction des multitrajets,
en pointillés) et méthode proposée (correction par LASSO pondéré, en traits
pleins) en fonction du nombre de satellites affectés par des multitrajets. . . . 60
2.13 Comparaison entre méthode de référence (sans correction des multitrajets,
en pointillés) et méthode proposée (correction par LASSO pondéré, en traits
pleins) en fonction du nombre de satellites affectés par des multitrajets (zoom). 61
2.14 Trajectoire de la campagne de mesure complète (gauche), skyplot (en haut
à droite) et nombre de satellites au cours du temps (en bas à droite) pour
la campagne entière. La surface verte dans le skyplot représente les élévations
inférieures à 5◦, la zone verte dans l’évolution du nombre de satellites représente
le scénario “ciel ouvert” et la zone rouge le scénario “environnement urbain”. 61
2.15 Comparaison entre méthode de référence (sans correction des multitrajets,
en pointillés) et méthode proposée (correction par LASSO pondéré, en traits
pleins) en fonction du nombre de satellites affectés par des multitrajets (zoom). 62
LISTE DES FIGURES xxi
2.16 Comparaison de différentes valeurs de θ0 pour une pondération par l’élévation
seule et pondération par C/N0 seule. . . . . . . . . . . . . . . . . . . . . . . . 63
2.17 Comparaison de différentes valeurs de θ0 pour une pondération par l’élévation
et par C/N0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.18 Evolution temporelle de l’erreur de position pour la solution du récepteur
(Ublox), de la méthode de référence (EKF), et de la méthode proposée (Weigh-
ted LASSO). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.19 CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox),
la méthode de référence (EKF), et la méthode proposée (Weighted LASSO). . 64
2.20 Trajectoire du scénario “ciel dégagé”. . . . . . . . . . . . . . . . . . . . . . . . 65
2.21 Skyplot (à gauche) et nombre de satellites au cours du temps (à droite) pour
le scénario “ciel dégagé”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.22 Evolution temporelle de l’erreur de position pour la solution du récepteur
(Ublox), de la méthode de référence (EKF), et de la méthode proposée (Weigh-
ted LASSO) pour le scénario “ciel dégagé”. . . . . . . . . . . . . . . . . . . . 66
2.23 CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox),
la méthode de référence (EKF), et la méthode proposée (Weighted LASSO)
pour le scénario “ciel dégagé”. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.24 Trajectoire du scénario “environnement urbain”. . . . . . . . . . . . . . . . . . 67
2.25 Skyplot (à gauche) et nombre de satellites au cours du temps (à droite) pour
le scénario “environnement urbain”. . . . . . . . . . . . . . . . . . . . . . . . . 67
2.26 Evolution temporelle de l’erreur de position pour la solution du récepteur
(Ublox), de la méthode de référence (EKF), et de la méthode proposée (Weigh-
ted LASSO) pour le scénario “environnement urbain”. . . . . . . . . . . . . . 68
2.27 CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox),
la méthode de référence (EKF), et la méthode proposée (Weighted LASSO)
pour le scénario “environnement urbain”. . . . . . . . . . . . . . . . . . . . . . 68
2.28 CDF des erreurs dans le plan (à droite) et d’altitude (à gauche) pour différentes
méthodes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.29 Détails des trajectoires pour différentes méthodes. . . . . . . . . . . . . . . . 70
2.30 Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au
cours du temps pour chacune des méthodes. . . . . . . . . . . . . . . . . . . . 71
2.31 CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour
chacune des méthodes. Les tracés en pointillés correspondent aux méthodes
qui existent déjà. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.32 Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au
cours du temps pour chacune des méthodes pour le scénario “ciel dégagé”. . . 73
2.33 CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour
chacune des méthodes pour le scénario “ciel dégagé”. . . . . . . . . . . . . . . 73
2.34 Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au
cours du temps pour chacune des méthodes pour le scénario “environnement
urbain”. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
2.35 CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour
chacune des méthodes pour le scénario “environnement urbain”. . . . . . . . . 74
2.36 Nombre d’itérations nécessaire pour la convergence de chacun des algorithmes
de minimisation `1 au cours du temps. . . . . . . . . . . . . . . . . . . . . . . 75
2.37 Erreurs horizontale et verticale pour des nombres d’itérations fixe et variable. 76
3.1 Graphe de la hiérarchie utilisée pour le modèle Bayésien pour le traitement
des multitrajets GNSS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2 Biais de mesure théoriques pour les pseudodistances (à gauche) et les pseudo-
vitesses (à droite). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
xxii LISTE DES FIGURES
3.3 Biais de mesure estimés moyens (pointillés) plus ou moins les variances as-
sociées et biais théoriques (traits plein) pour les pseudodistances pour la méthode
weighted LASSO Bayésienne (à gauche) et la méthode weighted LASSO avec
λk=1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.4 Biais de mesure estimés moyens (pointillés) plus ou moins les variances as-
sociées et biais théoriques (traits plein) pour les pseudovitesses pour la méthode
weighted LASSO Bayésienne (à gauche) et la méthode weighted LASSO avec
λk=1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.5 Erreurs de position au cours du temps pour le filtre EKF, l’algorithme LASSO
pondéré (wLASSO) et l’algorithme proposé (wLASSO Bayésien). . . . . . . . 90
3.6 Erreurs de position au cours du temps pour le filtre EKF, l’algorithme LASSO
pondéré (wLASSO) et l’algorithme proposé (wLASSO Bayésien). . . . . . . . 91
3.7 Estimation de l’hyperparamètre λk et nombre de multitrajets au cours du temps. 92
3.8 Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque
satellite en l’absence de multitrajet, biais estimés (pointillés) et biais théoriques
(traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.9 Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque
satellite en l’absence de multitrajet, biais estimés (pointillés) et biais théoriques
(traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.10 Histogrammes du vecteur d’état estimés (position et biais d’horloge) en l’ab-
sence de multitrajet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.11 Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en l’ab-
sence de multitrajet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.12 Histogrammes de l’hyperparamètre λk estimés en l’absence de multitrajet. . . 95
3.13 Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque
satellite en présence d’un multitrajet, biais estimés (pointillés) et biais théoriques
(traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.14 Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque
satellite en présence d’un multitrajet, biais estimés (pointillés) et biais théoriques
(traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.15 Histogrammes du vecteur d’état estimés (position et biais d’horloge) en présence
d’un multitrajet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
3.16 Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en présence
d’un multitrajet. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
3.17 Histogrammes de l’hyperparamètre λk estimés en présence d’un multitrajet. . 97
3.18 Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque
satellite en présence de deux multitrajets, biais estimés (pointillés) et biais
théoriques (traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.19 Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque
satellite en présence de deux multitrajets, biais estimés (pointillés) et biais
théoriques (traits pleins). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
3.20 Histogrammes du vecteur d’état estimés (position et biais d’horloge) en présence
de deux multitrajets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.21 Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en présence
de deux multitrajets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.22 Histogrammes de l’hyperparamètre λk estimés en présence de deux multitrajets.100
3.23 CDFs estimées pour l’EKF, la méthode wLASSO avec λk = 1 et la méthode
wLASSO Bayésienne avec estimation de λk. . . . . . . . . . . . . . . . . . . . 101
4.1 Histogramme et densités estimées des erreurs de mesures pour le satellite 5. . 106
4.2 Histogramme et densités estimées des erreurs de mesures pour le satellite 12. 106
4.3 Histogramme et densités estimées des erreurs de mesures pour le satellite 13. 107
4.4 Histogramme et densités estimées des erreurs de mesures pour le satellite 17. 107
LISTE DES FIGURES xxiii
4.5 Histogramme et densités estimées des erreurs de mesures pour le satellite 18. 108
4.6 Histogramme et densités estimées des erreurs de mesures pour le satellite 22. 108
4.7 Histogramme et densités estimées des erreurs de mesures pour le satellite 24. 109
4.8 Histogramme et densités estimées des erreurs de mesures pour le satellite 28. 109
4.9 Densités estimées des erreurs de mesures pour le satellite 5. . . . . . . . . . . 111
4.10 Densités estimées des erreurs de mesures pour le satellite 12. . . . . . . . . . 111
4.11 Densités estimées des erreurs de mesures pour le satellite 13. . . . . . . . . . 112
4.12 Densités estimées des erreurs de mesures pour le satellite 15. . . . . . . . . . 112
4.13 Densités estimées des erreurs de mesures pour le satellite 17. . . . . . . . . . 113
4.14 Densités estimées des erreurs de mesures pour le satellite 18. . . . . . . . . . 113
4.15 Densités estimées des erreurs de mesures pour le satellite 22. . . . . . . . . . 114
4.16 Densités estimées des erreurs de mesures pour le satellite 24. . . . . . . . . . 114
4.17 Densités estimées des erreurs de mesures pour le satellite 28. . . . . . . . . . 115
4.18 CDF estimées des erreurs de positionnement pour la méthode parcimonieuse
et les méthodes à base de mélanges de Gaussiennes. . . . . . . . . . . . . . . 121
4.19 Illustration des différentes trajectoires obtenues pour la méthode parcimo-
nieuse et les méthodes à base de mélanges de Gaussiennes. . . . . . . . . . . . 122
4.20 Illustration des différentes trajectoires obtenues pour la méthode parcimo-
nieuse et les méthodes à base de mélanges de Gaussiennes. . . . . . . . . . . . 122
4.21 Illustration où les méthodes HMM ont du mal à estimer la trajectoire correc-
tement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.22 Evolution du nombre de passage d’un état à un autre dans les mesures (pour
la méthode parcimonieuse, la méthode à mélanges de Gaussiennes à un chan-
gement max.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.23 Evolution du nombre de passage d’un état à un autre dans les mesures (pour la
méthode parcimonieuse, la méthode à mélanges de Gaussiennes à deux chan-
gements max.). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
A.1 Représentation en deux dimensions pour l’illustration de l’effet Doppler . . . 134
B.1 CDFs pour la méthode proposée et la solution constructeur. . . . . . . . . . . 143
B.2 Illustration des trajectoires pour le récepteur M8T. . . . . . . . . . . . . . . . 144
B.3 Illustration des trajectoires pour le récepteur M8T. . . . . . . . . . . . . . . . 144
B.4 CDFs pour la méthode proposée et la solution constructeur. . . . . . . . . . . 145
B.5 Illustration des trajectoires pour le smartphone. . . . . . . . . . . . . . . . . . 145
B.6 Illustration des trajectoires pour le smartphone. . . . . . . . . . . . . . . . . . 146
B.7 Représentation des différents discriminateurs en présence d’un multitrajet de
retard θ = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
B.8 Représentation de la fonction ζ pour d = 0.1. . . . . . . . . . . . . . . . . . . 151
C.1 Graphe de la hiérarchie utilisée pour le modèle Bayésien pour le traitement
des multitrajets GNSS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
C.2 Lois a posteriori estimées sans étape de Metropolis Hastings et valeurs théoriques
(lignes verticales) pour les vecteurs de biais pseudodistance (à gauche) et
pseudovitesse (droite) à un instant fixé. Théoriquement, seuls 3 canaux sont
affectés par des multitrajets (satellites 3, 5 et 7). . . . . . . . . . . . . . . . . 166
C.3 Lois a posteriori estimées avec étape de Metropolis Hastings et valeurs théoriques
(lignes verticales) pour les vecteurs de biais pseudodistance (à gauche) et
pseudovitesse (droite) à un instant fixé. Théoriquement, seuls 3 canaux sont
affectés par des multitrajets (satellites 3, 5 et 7). . . . . . . . . . . . . . . . . 166
C.4 Lois a posteriori estimées avec étape de Metropolis Hastings pour les différents
hyperparamètres. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
xxiv LISTE DES FIGURES
C.5 Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudodistances (à gauche) et les pseudo-
vitesses (à droite). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
C.6 Erreur de position au cours du temps pour l’EKF et la méthode Bayésienne
proposée. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
C.7 Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudodistances. . . . . . . . . . . . . . . . . 170
C.8 Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudovitesses . . . . . . . . . . . . . . . . . 171
C.9 Erreur de position au cours du temps pour l’EKF et la méthode Bayésienne
proposée pour des biais multitrajets plus réalistes. . . . . . . . . . . . . . . . 171
Liste des tableaux
1.1 Différents paramètres de variance d’Allan pour différents types d’horloge. . . 37
2.1 Solution du problème unidimensionnel. . . . . . . . . . . . . . . . . . . . . . . 55
2.2 Chiffres clés de l’erreur de positionnement dans le plan horizontal et en altitude.
(a) campagne de mesure entière, (b) ciel ouvert and (c) environnement urbain. 68
2.3 Centiles d’erreur choisis pour l’erreur dans le plan (en haut) et d’altitude (en
bas) pour les différentes méthodes (en mètres). . . . . . . . . . . . . . . . . . 72
2.4 Temps de calcul des différentes méthodes. . . . . . . . . . . . . . . . . . . . . 75
2.5 Résumé des différentes méthodes de navigation présentées dans ce chapitre. . 76
4.1 Mélanges de Gaussiennes estimés pour les erreurs de pseudodistances de chaque
satellite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.2 Mélanges de Gaussiennes estimés pour les erreurs de pseudovitesses de chaque
satellite. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.3 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 5. . . . . . . . . . . . . . . . . . . . 117
4.4 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 12. . . . . . . . . . . . . . . . . . . 118
4.5 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 13. . . . . . . . . . . . . . . . . . . 118
4.6 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 15 (satellite de référence). . . . . . 118
4.7 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 17. . . . . . . . . . . . . . . . . . . 118
4.8 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 18. . . . . . . . . . . . . . . . . . . 119
4.9 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 22. . . . . . . . . . . . . . . . . . . 119
4.10 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 24. . . . . . . . . . . . . . . . . . . 119
4.11 Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut)
et les pseudovitesses (en bas) du satellites 28. . . . . . . . . . . . . . . . . . . 120
A.1 Tableau des valeurs moyennes pour les différents paramètres nécessaires à leur
interpolation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.2 Tableau des amplitudes pour les différents paramètres nécessaires à leur inter-
polation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
A.3 Tableau des moyennes amplitudes pour les paramètres de la fonction de map-
ping hydrostatique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
A.4 Tableau des coefficients d’interpolation pour les paramètres de la fonction de
mapping non-hydrostatique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
B.1 Intervalles d’étude de la fonction χδ selon les valeurs de δ. . . . . . . . . . . . 153
xxv
xxvi LISTE DES TABLEAUX
B.2 Valeurs la fonction χδ selon les valeurs de δ. . . . . . . . . . . . . . . . . . . . 154
B.3 Valeurs de u qui annulent la fonction χδ en fonction de δ. . . . . . . . . . . . 155
B.4 Valeurs des sorties du discriminateur en fonction du retard du multitrajet en
chips. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
B.5 Valeurs du biais sur la pseudodistance pour un multitrajet en fonction de ∆τ . 155
Introduction
Contexte et problématique de la thèse
Les performances, dont la précision et la disponibilité, d’un GNSS, sont fortement corrélées
à la qualité des mesures en entrée des algorithmes de navigation. Or les mesures de code
GNSS sont affectées de nombreuses erreurs comme le bruit thermique lié aux événements de
diffusion thermique, le bruit causé par les interférences liées à l’environnement du récepteur,
et enfin l’erreur liée aux multitrajets. Cette thèse étudie divers algorithmes de positionnement
cherchant à diminuer l’impact des erreurs dues aux signaux multitrajets.
Une première idée a été de supposer que les signaux multitrajets induisent des biais
additifs perturbant les mesures GNSS. Une hypothèse majeure faite dans ce travail est de
supposer que parmi tous les satellites en vue, certains d’entre eux ne sont pas affectés par
des multitrajets, ce qui permet d’utiliser des méthodes d’estimation parcimonieuse pour 1)
détecter les satellites étant perturbés (ou pas) par les signaux multitrajets, 2) estimer les biais
additifs associés aux satellites affectés par ces perturbations, 3) et enfin corriger les mesures
pour améliorer le calcul de la position de l’utilisateur. Cette estimation parcimonieuse des
biais multitrajets peut être aidée par plusieurs traitements comme le lissage temporel des biais
estimés, l’estimation robuste de la matrice de covariance des erreurs résiduelles, ou encore
l’estimation des hyperparamètres nécessaires au réglage de la méthode. Une seconde idée
abordée dans cette thèse est de modéliser les erreurs dues aux signaux multitrajets à l’aide
de mélanges de gaussiennes ou de modèles de Markov cachés et de proposer des algorithmes
de positionnement adaptés.
Ce travail de thèse a été mené au laboratoire TéSA et a fait l’objet d’un co-financement
du CNES et de la société M3 Systems.
Organisation du manuscrit
Le premier chapitre de la thèse présente les différents GNSS ainsi que leurs fonction-
nements, rappelle les différentes mesures disponibles à la sortie des récepteurs associés, et
explicite le calcul d’une position utilisateur à partir de ces mesures. Ce chapitre montre
aussi comment l’environnement va venir impacter et fausser les mesures utilisées, et présente
certains modèles de la littérature permettant de limiter ces effets. Ce chapitre introduit égale-
ment les phénomènes de multitrajets (réflexions) qui reçoivent actuellement un grand intérêt
du fait des difficultés liées à leur modélisation.
Le deuxième chapitre de la thèse s’intéresse à l’étude d’un nouvel algorithme de position-
nement robuste à la présence de multitrajets. Nous proposons plus précisément de détecter les
satellites présentant des multitrajets, et de corriger les impacts de ces derniers sur les mesures
utilisées pour le calcul de la position. Pour cela, nous modélisons l’impact des multitrajets sur
les mesures à l’aide de biais dont la valeur caractérise la présence et l’amplitude de ces multi-
trajets. Plus précisément, parmi toutes les mesures disponibles, on suppose que certaines ne
souffrent pas de multitrajet, et que les biais associés sont nuls. De plus, on suppose que les
biais non nuls sont présents avec une hypothèse de parcimonie. Cette hypothèse permet de
formaliser le problème de positionnement comme la minimisation d’un critère des moindres
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carrés pénalisé par une norme `1 pondérée (weighted-`1), dont les poids dépendent du C/N0
et de l’élévation de chaque satellite (agissant comme des indicateurs de confiance pour les me-
sures associées). Des variantes de la méthode sont aussi présentées, l’une permettant le lissage
temporel des biais, et l’autre permettant une estimation robuste de la matrice de covariance.
Les performances de la méthode proposée sont évaluées à l’aide de simulations effectuées pour
des données synthétiques et réelles. Les résultats montrés sont très convaincants et montrent
l’intérêt de la méthode présentée. Cependant le critère à minimiser dépend d’un paramètre
de régularisation qui doit être ajusté par validation croisée. L’objectif du prochain chapitre
est de tester la performance de techniques d’estimation Bayésienne qui permettent d’esti-
mer les paramètres de régularisation conjointement avec les autres paramètres du modèle de
navigation
Le troisième chapitre s’intéresse à l’estimation Bayésienne des paramètres du modèle
introduit au chapitre précédent pour le positionnement en présence de multitrajets. Plus
précisément, on cherche à estimer la loi a posteriori de l’ensemble des paramètres de ce
modèle à l’aide de méthodes de Monte-Carlo par chaînes de Markov, ou Markov chain Monte
Carlo (MCMC). Ces paramètres sont le vecteur de biais multitrajet, les divers paramètres
d’intérêt pour la navigation par satellites (dont la position et la vitesse du récepteur) et
le paramètre de régularisation permettant d’équilibrer l’effet de la norme `1 pondérée par
rapport au terme d’attache aux données. Pour cela, une vraisemblance Gaussienne est choisie
sur les mesures, une loi a priori favorisant la parcimonie est utilisée pour le vecteur de biais
(loi de Laplace), une loi normale découlant de la théorie du filtre de Kalman est utilisée pour
le vecteur des paramètres d’intérêt, et une loi non-informative est utilisée pour le paramètre
de régularisation (loi de Jeffrey). La distribution a posteriori est ensuite estimée à l’aide d’un
échantillonneur de Gibbs, qui génère chaque paramètre suivant sa loi conditionnelle. Les lois
conditionnelles des différents paramètres et hyperparamètres sont calculées et explicitées dans
ce chapitre. La méthode est ensuite testée expérimentalement sur des données synthétiques et
réelles. Les performances en terme de positionnement sont inférieures à celles obtenues avec
la méthode du chapitre 2, mais la méthode permet d’estimer le paramètre de régularisation,
ce qui était un problème conséquent dans le chapitre précédent.
Dans le dernier chapitre, une nouvelle modélisation du bruit de mesures et des multitrajets
est proposée, sous forme de mélanges de Gaussiennes et de modèles de Markov cachés, ou
Hidden Markov Model (HMM), et des méthodes de filtrage associées à ces modèles sont
étudiées.
Principales contributions
Les principales contributions de cette thèse sont exposées ci-dessous.
Chapitre 1
Ce chapitre présente la navigation par satellite dans son ensemble, depuis la génération du
signal au sein du satellite jusqu’à son traitement par le récepteur pour en déduire les mesures
ainsi que la position. D’autre part, une routine complète de positionnement est donnée afin
de traiter les mesures d’un récepteur GNSS (calcul des positions et vitesses des satellites,
calcul des différents termes d’erreur, filtrage de la position et de la vitesse du récepteur),
dans le but de pouvoir travailler avec les mesures d’un récepteur low cost (qui est le but de
cette thèse).
Chapitre 2
Ce chapitre formule le problème de la détection et de l’estimation des erreurs multi-
trajets sous forme d’un problème d’estimation parcimonieuse à l’aide d’une pénalisation `1
pondérée, dont les poids dépendent de certains paramètres physiques du problème. Ce travail
3a fait l’objet d’une publication dans une revue scientifique Lesouple et al. [2018c] et d’un
brevet Lesouple et al. [2017]. D’autre part nous avons proposé plusieurs variantes de cette
méthode, notamment en y associant un lissage temporel des biais, ce qui a fait l’objet d’une
communication dans une conférence Lesouple et al. [2018b], et une estimation robuste de la
matrice de covariance des erreurs, ce qui a aussi été présenté et publié en conférence Lesouple
et al. [2018a].
Chapitre 3
Ce chapitre propose une nouvelle méthode d’estimation Bayésienne qui permet l’estima-
tion parcimonieuse des biais multitrajets et l’estimation de l’hyperparamètre associé à la
loi de Laplace utilisée pour assurer cette parcimonie. Cette contribution a été présentée et
publiée dans une conférence Lesouple et al. [2018d].
Chapitre 4
Ce chapitre propose une estimation des densités des erreurs GNSS sous forme de mélanges
de Gaussiennes ou de modèles HMM. Ces modèles sont ensuite utilisés pour filtrer la position
et la vitesse d’un récepteur GNSS à l’aide d’un banc de filtre de Kalman étendus.
Publications
La thèse a donné lieu à plusieurs publications, résumées ci-dessous.
Brevet
— Lesouple, Julien, Tourneret, Jean-Yves, Vigneau, Willy, Sahmoudi, Mohamed, et Mar-
met, François-Xavier. Traitement des Multitrajets GNSS par Méthode Parcimonieuse,
2017. Déposé le 3 mai 2017, n°FR1 753 907
Article de revue
— Lesouple, Julien, Robert, Thierry, Sahmoudi, Mohamed, Tourneret, Jean-Yves, et Vi-
gneau, Willy. Multipath Mitigation for GNSS Positioning in Urban Environment Using
Sparse Estimation. IEEE Trans. Intell. Transp. Syst., 2018, à paraître
Conférences
— Lesouple, Julien, Tourneret, Jean-Yves, Sahmoudi, Mohamed, Barbiero, Franck, et Fau-
rie, Frédéric. Multipath Mitigation in Global Navigation Satellite Systems Using a Baye-
sian Hierarchical Model with Bernoulli Laplacian Priors. Dans Proc. IEEE Workshop
on Stat. Signal Processing (SSP), pages 578–582, Freiburg, Germany, June 2018
— Lesouple, Julien, Barbiero, Franck, Faurie, Frédéric, Sahmoudi, Mohamed, et Tourneret,
Jean-Yves. Smooth Bias Estimation for Multipath Mitigation Using Sparse Estimation.
Dans Proc. IEEE Int. Conf. on Inf. Fusion (FUSION), pages 1684–1690, Cambridge,
UK, July 2018
— Lesouple, Julien, Barbiero, Franck, Faurie, Frédéric, Sahmoudi, Mohamed, et Tourne-
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Chapitre 1
La navigation par satellites
« Babacar, où-es tu ? »
France Gall
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6 CHAPITRE 1. LA NAVIGATION PAR SATELLITES
1.1 Introduction
Ce chapitre a pour but de définir les bases de la navigation par satellites, et donc des
GNSS. Les GNSS sont la généralisation du système américain GPS, qui est le plus connu
de tous et qui est rentré dans le langage commun. Nous présenterons donc brièvement
chaque système et ses spécificités, mais le principe de fonctionnement de ces systèmes reste
le même (excepté une légère différence pour Global’naya Navigatsionnaya Sputnikovaya Sis-
tema (GLONASS) dont l’accès est fréquentiel), ce qui explique pourquoi nous traiterons in-
différemment chacun d’entre eux. Nous verrons donc les différents objectifs de ces systèmes,
les sources d’erreurs qui entrent en jeu et les différents modèles ou méthodes existants per-
mettant de diminuer leurs impacts.
1.2 Les systèmes de positionnement
Il existe 6 systèmes GNSS (GPS, GLONASS, Galileo, Beidou, QZSS, IRNSS) qui sont
complétés localement des systèmes satellitaires d’augmentation, ou Satellite Based Augmen-
tation Systems (SBAS). Nous allons présenter ces différents systèmes, voir ce qui les lie, mais
aussi leurs différences. Les systèmes GNSS sont constitués principalement de 3 segments :
— le segment spatial, i.e., la constellation de satellites,
— le segment de contrôle, i.e., les stations permettant la surveillance et le contrôle de la
constellation,
— le segment utilisateur, i.e., toutes les personnes susceptibles d’utiliser le service,
que nous présentons dans les parties suivantes.
1.2.1 GPS
Le nom officiel du GPS est NAVSTAR GPS. Il a été développé pour le gouvernement
américain dans un contexte militaire à partir de 1973. Son premier satellite opérationnel a
été lancé en 1978, et le système devient totalement opérationnel avec 24 satellites à la fin de
l’année 1993. Aujourd’hui, la constellation est constituée de 31 satellites, mais ce nombre est
susceptible d’évoluer (avec une capacité maximale de 36 satellites).
Le système offre deux services de navigation : un service de navigation standard, Standard
Positioning System (SPS), destiné à un usage commun (ce qu’on appelle communément
GPS), et le service militaire Precise Positioning System (PPS). Bien entendu, le service
militaire PPS offre une bien meilleure précision que le service civil SPS, mais son accès
est restreint aux utilisateurs disposant d’une licence fournie par le gouvernement américain
(généralement pour des utilisateurs militaires). D’ailleurs, jusqu’en 2000, le service SPS était
volontairement dégradé par le gouvernement américain de l’ordre d’une centaine de mètres,
par ce qui s’appelle la Selective Availability (SA). Depuis cette dégradation a été retirée, mais
peut être réactivée par le gouvernement américain s’il le souhaite.
1.2.1.1 Segment spatial GPS
Les satellites GPS orbitent à une altitude de 20100 km de la surface de la Terre, cor-
respondant à une orbite terreste moyenne, ou Middle Earth Orbit (MEO), pour une période
de révolution de 11h58. Comme précisé précédemment, la constellation est constituée de 31
satellites, répartis dans 6 plans orbitaux inclinés de 55◦ par rapport à l’équateur, et séparés
par 60◦ de longitude. Les satellites ont pour but de transmettre à l’utilisateur les informations
utiles pour qu’il puisse estimer sa position : le message de navigation. Celui-ci est notamment
constitué de la date de transmission du signal, d’un code pseudo-aléatoire permettant à l’utili-
sateur d’identifier le satellite émetteur, des corrections d’horloge à appliquer, des éphémérides
permettant à l’utilisateur de calculer la position et la vitesse du satellite et des paramètres
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permettant d’estimer certains retards dus à l’atmosphère (nous reviendrons à ces derniers
plus tard).
Les codes pseudo-aléatoires
Le signal est émis sur trois fréquences de la bande L, la fréquence L1=1575,42 MHz, la
fréquence L2=1227,6 MHz et la fréquence L5=1176,45 MHz. Ces fréquences ont été définies
comme multiples d’une horloge centrale de référence de fréquence 10,23 MHz. On a en effet
L1=154×10, 23 MHz, L2= 120×10, 23 MHz et L5= 115×10, 23 MHz. Afin de transmettre le
message de navigation, ces porteuses sont modulées par une modulation de phase à deux états,
ou Binary Phase Shift Keying (BPSK). A partir des satellites IIRM et IIF (les deux blocs
les plus récents), on a vu apparaître un signal Binary Offset Carrier (BOC). Le message
de navigation est émis au rythme de 50 bits.s−1 et est composé de 25 trames de 320 s :
sa transmission complète requiert donc 750 s (12,5 min). Cependant, chacune des trames
transmises est composée de 5 sous-trames de 6 s commençant toutes par un mot de télémétrie,
ou TeLeMetry word (TLM), permettant la détection de début de la sous-trame et ainsi sa
date d’arrivée, suivi d’un mot handover, ou HandOver Word (HOW) qui contient la date
d’émission en temps GPS de la prochaine sous-trame.
La technique de codage la plus utilisée en GNSS est l’accès multiple par répartition
de code, ou Code Division Multiple Access (CDMA), qui utilise l’étalement de spectre afin
de permettre à plusieurs liaisons numériques d’utiliser simultanément la même fréquence
porteuse. Pour cela, chaque émetteur possède deux codes pseudo-aléatoires (codes de Gold) :
le code civil, ou Coarse Acquisition (C/A), composé de 1023 symboles (chips) valant ±1, et
de période 1 ms, et donc transmis à un rythme Rc=1023/(1e−3)=1,023 MHz (on définit aussi
le temps chip Tc comme son inverse), destiné au service SPS, et le code militaire, ou Precise
(P), qui est transmis à un rythme de 10,23 MHz, destiné au service PPS. Chacun de ces codes
est un PRN, différent pour chacun des satellites, possédant des propriétés d’autocorrélation
et d’intercorrélation très intéressantes :
— si deux codes correspondent à un même satellite, alors l’autocorrélation est un pic centré
en 0 (qui correspond à un retard nul)
— l’intercorrélation entre les codes de deux satellites différents est faible et ressemble à
celle obtenue pour deux codes d’un même satellite sans le pic à l’origine.
Ces deux propriétés sont illustrées dans les figures 1.1 et 1.2.
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Figure 1.1 – Illustrations des propriétés d’orthogonalité des codes PRN (à iso-puissance) pour le
satellite 24 et les satellites 6 et 24.
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Figure 1.2 – Maximums de corrélation pour le code PRN (à iso-puissance) 24 et tous les autres
(unicité du maximum).
Le signal GPS
Le signal émis par le satellite i sur la fréquence L1 à la date t est défini par
si,L1(t) = Ac(t)(qi(t)⊕ ci(t)) cos (2piL1t) +Ap(t)(qi(t)⊕ Pi(t)) sin (2piL1t) (1.1)
avec
— Ac(t) l’amplitude d’émission de référence pour le code C/A à la date t
— Ap(t) l’amplitude d’émission de référence pour le code P à la date t
— qi(t) le message de navigation du satellite i à la date t
— ci(t) le code C/A du satellite i à la date t
— Pi(t) le code P du satellite i à la date t
— ⊕ l’opérateur OU exclusif (équivalent à une addition modulo 2).
La construction du signal GPS pour la bande L1 est résumée sur la figure 1.3.
Porteuse L1
90◦
• +×
×
Code C/A
Message de
Navigation •
Code P
Figure 1.3 – Construction du signal GPS sur la bande L1.
1.2.1.2 Segment sol GPS
Le segment sol est constitué de trois infrastructures NAVSTAR [1996], réparties comme
le montre la figure 1.4 :
— 5 stations de contrôle (Hawaii, Ascension, Diego Garcia et Kwajalein) dont une princi-
pale (Colorado Spring). Ces stations enregistrent les signaux émis par les satellites de la
constellation, et la station principale envoie aux stations de transmission les éphémérides
et paramètres d’horloge à transmettre aux satellites
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— 3 stations de transmission (Ascension, Diego Garcia et Kwajalein) qui transmettent ces
derniers paramètres aux différents satellites de la constellation
— un site de lancement, situé à Cap Canaveral, d’où sont envoyés les satellites.
Figure 1.4 – Répartition des stations sol GPS, d’après NAVSTAR [1996]
1.2.1.3 Segment utilisateur GPS
Le segment utilisateur est constitué de l’ensemble des récepteurs GPS du commerce.
Avant d’étudier les différents blocs composant ces récepteurs, exprimons le signal GPS sur la
fréquence L1.
Signal GPS reçu sur la fréquence L1
Le signal se déplace à la vitesse de la lumière dans le vide c, et nous négligeons, dans
un premier temps, les diverses sources d’erreurs qui peuvent venir perturber les mesures.
Nous allons d’autre part nous intéresser seulement à la composante C/A du signal, et ne pas
considérer la composante P. De plus, comme le code C/A a une période de 1ms, et que le
message de navigation transmet des données avec un débit de 50bits/s, soit 1bit toutes les
20ms, le code se répète 20 fois entre deux changements d’état du message de navigation. On
peut donc se passer des données de navigation dans l’expression du signal en supposant un
temps d’intégration inférieur à 20ms. Finalement, pour le satellite i, à la date t, étant donné
le signal émis (1.1), le signal reçu a donc la même expression que le signal émis, mais atténué,
retardé, décalé en fréquence, et déphasé, soit
si(t) = Ai(t)ci(t− τi(t)) cos (2pifi(t)t+ φi(t)) (1.2)
avec
— Ai(t) l’amplitude de réception du signal émis par le satellite i à la date t
— τi(t) le temps de propagation du signal reçu par le récepteur émis par le satellite i à la
date t
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— fi(t) la fréquence du signal reçu par le récepteur émis par le satellite i à la date t
— φi(t) le déphasage du signal reçu par le récepteur émis par le satellite i à la date t.
On peut en déduire le signal reçu par le récepteur, qui est la contribution des signaux émis
par l’ensemble des différents satellites que le récepteur a en vue, que l’on note St, est défini
par
s(t) =
∑
i∈St
Ai(t)ci(t− τi(t)) cos (2pifi(t)t+ φi(t)) (1.3)
Nous allons maintenant décrire les différents éléments mis en œuvre pour traiter ce signal
s(t) et retrouver les différents paramètres d’intérêt, τi(t), fi(t) et φi(t).
Architecture d’un récepteur GPS
Un récepteur GPS est constitué de différents blocs permettant d’obtenir les différentes
mesures nécessaires au calcul de la position :
— une antenne, permettant de transformer l’onde électromagnétique en signal électrique
— un bloc frontal radiofréquence, composé de hardware permettant la mise en bande de
base, l’amplification et la numérisation du signal
— un bloc d’acquisition, permettant d’identifier le satellite dont le signal provient et d’avoir
une première estimation des paramètres d’intérêt (temps de propagation, fréquence,
phase du signal)
— un bloc de poursuite, permettant de suivre au cours du temps l’évolution des différents
paramètres d’intérêt
— un bloc de démodulation des données, permettant de récupérer les éphémérides nécessaires
au calcul de la position, de la vitesse du satellite, et des paramètres permettant la cor-
rection des erreurs atmosphériques
— un bloc navigateur de Position Vitesse Temps, ou Position Velocity Time (PVT), per-
mettant l’estimation des différents paramètres d’intérêt de l’utilisateur.
Cette configuration est représentée dans la figure 1.5. Nous allons détailler dans la suite les
3 premiers blocs. Le calcul de la position et la vitesse du satellite sera fait plus tard dans la
partie 1.3.2, le calcul des erreurs dans la partie 1.4, alors que la partie PVT sera discutée
dans la partie 1.6.
Antenne
Front
RF Acquisition Poursuite
Démodulation
PVT
Position,
Vitesse,
Temps
Figure 1.5 – Schéma global d’un récepteur GPS.
Le bloc radiofréquence
Le bloc frontal radiofréquence de la figure 1.5 est constitué des éléments suivants
— un amplificateur faible bruit, ou Low Noise Amplifier (LNA), permettant d’amplifier le
signal GPS, qui a une puissance relativement faible (≈ 0.0001 pico Watts)
— un convertisseur de fréquence, permettant la mise en bande de base et en quadrature
du signal (changement de fréquence de L1 à fIF, puis centrage). Avec les nouveaux
composants, ce bloc a tendance à être supprimé car on effectue plutôt une numérisation
directe du signal
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— un convertisseur analogique numérique, ou Analogic to Numeric Converter (ANC),
permettant de numériser le signal à traiter
— éventuellement un contrôle automatique de gain, ou Automatic Gain Control (AGC),
permettant la détection d’interférence ou de brouillage.
Pour plus d’informations, le lecteur peut consulter [Groves, 2008a, Chap. 7.2.3]. L’électronique
utilisée va aussi faire apparaître un bruit thermique n(t). A la sortie de ce bloc, le signal a
alors la forme
s(t) =
∑
i∈St
Ai(t)ci(t− τi(t))ej(2pifi(t)t+φi(t)) + n(t). (1.4)
On peut aussi exprimer ce signal en fonction des décalages de fréquence par rapport à la
fréquence de référence fIF, ∆fi(t), définis par
∆fi(t) = fi(t)− fIF (1.5)
ce qui donne
s(t) =
∑
i∈St
Ai(t)ejφi(t)ci(t− τi(t))ej2pi(fIF+∆fi(t))t + n(t). (1.6)
Ensuite, la fréquence fIF étant connue, on peut recentrer le signal autour de cette dernière,
pour obtenir
s(t) =
∑
i∈St
Ai(t)ejφi(t)ci(t− τi(t))e2jpi∆fi(t)t + n(t). (1.7)
Finalement, le signal est échantillonné à une fréquence fs = 1Ts , en accord avec le théorème
de Shannon Shannon [1998], i.e., fs ≥ 2fc = 2Rc. On obtient finalement le signal discrétisé
aux instants tm = T0 +mTs,m ∈ N, avec T0 l’instant initial
s(tm) =
∑
i∈Stm
Ai(tm)ejφi(tm)ci(tm − τi(tm))e2jpi∆fi(tm)tm + n(tm) (1.8)
soit en utilisant des notations discrètes
s[m] =
∑
i∈Sm
Ai[m]ejφi[m]ci−τi [m]e2jpi∆fi[m](T0+mTs) + n[m] (1.9)
où
— Sm désigne l’ensemble des satellites visibles à l’instant m
— Ai[m] désigne la puissance reçue du satellite i à l’instant m
— φi[m] désigne le déphasage sur le signal du satellite i à l’instant m
— ci−τi[m] désigne la discrétisation de la fonction t 7→ ci(t− τi(t)) à l’instant m
— ∆fi[m] désigne le décalage fréquentiel sur le signal du satellite i à l’instant m
— n[m] désigne la valeur du bruit thermique à l’instant m.
Si on accumule ces différentes mesures pour N points d’échantillonnage, on obtient un vecteur
s = [s(1), ..., s(N)] ∈ CN , et la valeur Ti = NTs est appelée temps d’intégration. Pour un
temps d’intégration convenablement choisi en fonction du scénario (Ti de l’ordre de 1 à
1000 ms), on peut supposer que les paramètres Ai[m], τi[m],∆fi[m], φi[m] et l’ensemble des
satellites Sm sont constants pour m ∈ {1, . . . , N}, ce qui permet d’enlever la dépendance à
la variable m et d’utiliser les notations Ai, τi,∆fi, φi et S.
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Le bloc d’acquisition
L’étape d’acquisition du signal a pour but d’isoler la contribution d’un seul satellite l au
signal reçu, et d’effectuer une première estimation des paramètres τi et ∆fi. Les codes C/A
étant connus, le récepteur est capable de construire des répliques non bruitées de chacun
des codes des différents satellites, correspondant à différents décalages temporels et différents
décalages fréquentiels. La réplique du code correspondant au satellite l, pour un décalage
temporel τ , et un décalage fréquentiel ∆f , est définie à la date m de la manière suivante
Γlτ,∆f [m] = c−τl [m]e
2jpi∆f(T0+mTs). (1.10)
Le récepteur crée différentes répliques, pour différentes valeur de l, τ et ∆f , et calcule leurs
corrélations avec le signal reçu
r(s,Γlτ,∆f ) =
N∑
m=1
s[m]Rlτ,∆f [m]
=
N∑
m=1
[∑
i∈S
Aie
jφici
−τi [m]e2jpi∆fi(T0+mTs) + n[m]
]
c−τl [m]e
−2jpi∆f(T0+mTs)
=
N∑
m=1
[∑
i∈S
Aie
jφici
−τi [m]c−τl [m]e
2jpi(∆fi−∆f)(T0+mTs) + n[m]c−τl [m]e
−2jpi∆f(T0+mTs)
]
≈
N∑
m=1
∑
i∈S
Aie
jφici
−τi [m]c−τl [m]e
2jpi(∆fi−∆f)(T0+mTs). (1.11)
Pour trouver le temps de propagation τ , supposons que l’on connaît le décalage fréquentiel
∆fl, et qu’on fixe ∆f = ∆fl. Alors,
r(s,Γlτ,∆fl) ≈
N∑
m=1
∑
i∈S
Aie
jφici
−τi [m]c−τl [m]
=
∑
i∈S
N∑
m=1
Aie
jφici
−τi [m]c−τl [m] (somme sur des ensembles finis)
=
∑
i∈S
Aie
jφi
N∑
m=1
ci
−τi [m]c−τl [m]
≈ Alejφl
N∑
m=1
c−τll [m]c
−τ
l [m] (par propriété des codes C/A) (1.12)
et on sait que le pic de corrélation du code est centré en 0, ce qui correspond au cas τ =
τl. Donc, en testant plusieurs valeurs de τ , celle qui maximise la fonction de corrélation
précédente est τ = τl 1. D’autre part, on peut étudier la fonction ∆f 7→ e2jpi(∆fl−∆f)t, et
supposer que le récepteur reçoit effectivement le signal du satellite l, et qu’on connaît le
1. si le satellite l testé n’est pas présent dans le signal s, la valeur de corrélation sera inférieure à un seuil
théorique que l’on peut calculer à l’aide d’un test d’hypothèses : la corrélation avec le satellite l ne comporte
que du bruit sous l’hypothèse H0 alors que cette même corrélation correspond au signal du satellite l bruité
sous l’hypothèse H1
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temps de propagation τl. On a alors
r(s,Γlτl,∆f ) ≈ Alejφl
N∑
m=1
c−τll [m]c
−τl
l [m]e
2jpi(∆fl−∆f)(T0+mTs)
∝
N∑
m=1
e2jpi(∆fl−∆f)(T0+mTs) (car la corrélation du code est alors égale au pic de corrélation)
∝ e2jpi(∆fl−∆f)T0
N∑
m=1
e2jpi(∆fl−∆f)(mTs)
∝ e2jpi(∆fl−∆f)T0e2jpi(∆fl−∆f)Ts 1− e
2jpi(∆fl−∆f)NTs
1− e2jpi(∆fl−∆f)Ts (somme des termes d’une suite géométrique)
∝ e2jpi(∆fl−∆f)T0e2jpi(∆fl−∆f)Ts e
jpi(∆fl−∆f)NTs
ejpi(∆fl−∆f)Ts
e−jpi(∆fl−∆f)NTs − ejpi(∆fl−∆f)NTs
e−jpi(∆fl−∆f)Ts − ejpi(∆fl−∆f)Ts
∝ e2jpi(∆fl−∆f)(T0+N+12 Ts) sin (pi(∆fl −∆f)NTs)sin (pi(∆fl −∆f)Ts) .
Si on regarde maintenant le module de ce produit de corrélation, on obtient∣∣∣r(s,Γlτ,∆fl)∣∣∣ ∝
∣∣∣∣e2jpi(∆fl−∆f)(T0+N+12 Ts) sin (pi(∆fl −∆f)NTs)sin (pi(∆fl −∆f)Ts)
∣∣∣∣
∝
∣∣∣∣sin (pi(∆fl −∆f)NTs)sin (pi(∆fl −∆f)Ts)
∣∣∣∣ . (1.13)
C’est l’expression de la valeur absolue d’un noyau de Dirichlet, dont une représentation est
donnée en figure 1.6, et dont le maximum global est atteint en 0, i.e., pour ∆f = ∆fl. On en
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Figure 1.6 – Corrélation normalisée entre le signal et sa réplique en fonction de ∆f pour plusieurs
valeurs de N (Ts=Rc/2, ∆fl = 2000Hz).
déduit finalement que le couple (τ,∆f) qui maximise la fonction
∣∣∣r(s,Γlτ,∆f )∣∣∣ est (τl,∆fl) (si
le satellite l est effectivement reçu par le récepteur). L’étape d’acquisition va donc consister
en la création d’une grille (τ,∆f) pour chaque satellite de la constellation. Pour chaque point
de chaque grille, le récepteur va calculer
∣∣∣r(s,Γlτ,∆f )∣∣∣, comparer le maximum de cette valeur à
un seuil théorique permettant de décider si le satellite est effectivement présent, et en déduire
(τˆl, ∆̂fl) = arg max
(τ,∆f)
∣∣∣r(s,Γlτ,∆f )∣∣∣. (1.14)
Cette stratégie est résumée dans la figure 1.7.
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L’étape d’acquisition permet donc d’identifier tout les satellites dont le signal est reçu,
et d’estimer les paramètres τi(t) et ∆fi(t) pour chacun de ces satellites. En revanche, cette
étape étant très coûteuse en calculs, le récepteur ne la répète pas à chaque instant, et va
plutôt poursuivre l’évolution des différents paramètres.
Détection du satellite (τˆl, ∆̂fl)
Corrélation
Grille entièrement
parcourue ?
Maximum de corrélation
supérieur au seuil ?
Générateur de
répliques
Changement du point
de calcul (τ,∆f)
Changement du
satellite testé l = l + 1
Calcul du
seuil
Oui
Oui
NonNonRlτ,∆fl
s
Figure 1.7 – Schéma résumant la procédure d’acquisition effectuée par un récepteur GPS.
Le bloc de poursuite
La phase d’acquisition a permis de générer des estimées grossières de τi et ∆fi du signal
reçu par le récepteur pour chaque satellite en vue, et ainsi de générer une réplique proche de
ce dernier. Après cette étape, le récepteur passe en mode poursuite [Groves, 2008a, Chap.7.3],
ce qui va permettre d’affiner les estimations, de minimiser le bruit et de suivre les évolutions
de ces paramètres. En effet les mouvements relatifs entre les satellites et le récepteur induisent
constamment des variations des différents paramètres qu’il est nécessaire de poursuivre.
Pour ce faire, soit ψ ∈ {τi,∆fi, φi}. On suppose qu’à l’instant m, on a déjà estimé ψ̂[m].
Le récepteur va alors estimer la variation ∆ψ[m + N + 1] = ψ[m + N + 1] − ψ̂[m] pour en
déduire
ψ̂[m+N + 1] = ψ̂[m] + ∆̂ψ[m+N + 1]. (1.15)
Trois boucles sont donc mises en place (une pour chaque paramètre) :
— une DLL pour suivre τi
— une FLL pour suivre ∆fi
— une boucle à verrouillage de phase, ou Phase Lock Loop (PLL) pour suivre φi
Le principe de la DLL est similaire à celui de la boucle d’acquisition : le générateur va créer
des répliques décalées dans le temps d’une durée ±Tb du signal reçu à l’instant m, les corréler
avec le signal reçu à l’instant m + N + 1 pour créer les points de corrélation en avance (E,
Early), prompt (P ) et en retard (L, Late) suivants
E = r(s,Γiτˆi[m]+Tb) (1.16)
P = r(s,Γiτˆi[m]) (1.17)
L = r(s,Γiτˆi[m]−Tb), (1.18)
qui vont être fournis en entrée d’un discriminateur de code, dont l’objectif est d’estimer fi-
nement le maximum de corrélation, pour en déduire la variation de la correction à appliquer
sur l’estimation à l’instant m, la filtrer pour la débruiter à l’aide des estimées des paramètres
φi[m + N + 1] et ∆fi[m + N + 1], l’intégrer à l’aide d’un oscillateur contrôlé par entrée
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numérique, ou Numerically Controled Oscillator (NCO) et fournir cette information au mo-
dule de calcul de la position et au générateur de réplique. Ce principe est illustré dans la
figure 1.8. Il existe aussi des DLL multicorrélateurs, qui calculent par exemple deux points E
Corrélations Discriminateur Filtre de boucle
Générateur de
répliques NCO
P
E
L
˙ˆτi[m+N + 1]Γiτˆi[m]−TbΓ
i
τˆi[m]+Tb Γ
i
τˆi[m]
s
τˆi[m+N + 1]
φˆi[m+N + 1]
∆̂fi[m+N + 1]
Figure 1.8 – Schéma résumant une DLL pour le satellite i.
et deux points L (à ±Tb et ±2Tb), comme le corrélateur haute résolution, ou High Resolution
Correlator (HRC) McGraw et Braash [1999]. La fonction de corrélation des codes C/A peut
être approximée par un triangle, comme le montre la figure 1.9. Pour τ fixé, la corrélation
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
Figure 1.9 – Corrélation normalisée entre le signal (temps de propagation τi, à estimer) et sa réplique
(temps de propagation τ , que l’on peut choisir) en fonction de (τi − τ)/Tc.
vaut alors à un instant m
r(s,Γiτ ) =
{ (
1− |τi[m+N+1]−τ |Tc
)
si |τi[m+N + 1]− τ | ≤ Tc
0 sinon
. (1.19)
Si on reprend l’expression des points E (1.16), P (1.17) et L (1.18) on en déduit, en supposant
que |τi[m + N + 1] − τi[m]| ≤ Tc/2 et Tb ≤ Tc/2 (afin qu’on ne sorte pas du triangle de
corrélation),
E = 1− |τi[m+N + 1]− (τˆi[m] + Tb)|
Tc
(1.20)
P = 1− |τi[m+N + 1]− τˆi[m]|
Tc
(1.21)
L = 1− |τi[m+N + 1]− (τˆi[m]− Tb)|
Tc
. (1.22)
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soit en notant ∆τi[m+N + 1] = τi[m+N + 1]− τˆi[m]
E = 1− |∆τi[m+N + 1]− Tb|
Tc
(1.23)
P = 1− |∆τi[m+N + 1]|
Tc
(1.24)
L = 1− |∆τi[m+N + 1] + Tb|
Tc
(1.25)
Ces points de corrélation sont ensuite envoyés dans un discriminateur, qui va en déduire
la correction ∆τi bruitée à appliquer. Il existe de très nombreux discriminateurs dans la
littérature [Groves, 2008a, Chap.7] ; Bhuiyan et Lohan [2010]; Garin et Rousseau [1997];
McGraw et Braash [1999]. Nous nous concentrons ici sur le discriminateur avance retard
normalisé, Normalized Early-Late [Kaplan et Hegarty, 2006, Chap. 5], que l’on note DEL. La
sortie de ce discriminateur de code est définie par
DEL =
1
2
E − L
E + L (1.26)
(1.27)
que nous avons représentée dans la figure 1.10. Dans l’hypothèse où |∆τi| < Tc/2, la fonction
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Figure 1.10 – Sortie du discriminateur avance retard normalisé en fonction de l’erreur d’estimation.
DEL(∆τi) étant bijective sur cet intervalle, on peut en déduire la correction à appliquer à
l’estimation précédente ∆̂τi[m+N+1]. Cette variation est ensuite filtrée pour être débruitée,
puis est traitée par un NCO pour en déduire τˆi[m+N + 1] [Kaplan et Hegarty, 2006, Chap
5.5].
Le principe de la FLL, est similaire à celui de la DLL. On suppose que le récepteur a pu
isoler un satellite et estimer son temps de propagation. La FLL va alors isoler les composantes
en phase et en quadrature du signal reçu, pour les corréler avec une réplique prompt P , et
ainsi créer deux points de corrélation I et Q qui vont passer dans un discriminateur, avant
filtrage et intégration. Ce principe est résumé dans la figure 1.11. Une fois de plus, il existe
plusieurs discriminateurs [Kaplan et Hegarty, 2006, Chap. 5.3.3], et nous nous limiterons au
discriminateur cross. Pour ce discriminateur, la boucle crée deux points de corrélations I et Q
à deux instants différents successifs t1 et t2 = t1 +Ti correspondant à une durée d’intégration.
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× Corrélations Discriminateur Filtre de boucle
×
cos sin Générateur derépliques NCO
I
Q
˙̂∆fi[m+N + 1]
s
∆̂fi[m+N + 1]
φˆi[m+N + 1]
τ̂i[m+N + 1]
Γiτˆi[m]
Figure 1.11 – Schéma résumant une FLL pour le satellite i.
On a alors
I(t1) = cos (2pi∆f1t1) (1.28)
I(t2) = cos (2pi∆f2t2) (1.29)
Q(t1) = sin (2pi∆f1t1) (1.30)
Q(t2) = sin (2pi∆f2t2). (1.31)
La sortie du discriminateur est alors donnée par
Dc =
I(t1)Q(t2)− I(t2)Q(t1)
t2 − t1
= cos (2pi∆f1t1) sin (2pi∆f2t2)− cos (2pi∆f2t2) sin (2pi∆f1t1)
t2 − t1
= sin (2pi(∆f2 −∆f1)(t2 − t1))
t2 − t1 (1.32)
que nous avons représentée dans la figure 1.12. Ensuite, la sortie est filtrée puis intégrée afin
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Figure 1.12 – Sortie du discriminateur cross fonction de l’erreur d’estimation (t2− t1 = Ti = 10 ms).
d’en déduire l’erreur d’estimation de la même manière que dans une DLL.
Comme nous ne intéresserons qu’aux mesures relatives à τi et ∆fi, ne nous attarderons
pas sur la PLL, dont le principe reste le même que la DLL et FLL. Nous verrons dans la
partie 1.3.5 comment le récepteur déduit de ces estimations des mesures reliées aux paramètres
d’intérêts relatifs à sa position.
18 CHAPITRE 1. LA NAVIGATION PAR SATELLITES
1.2.2 Galileo
Le développement du système de positionnement européen a commencé en 1999 (juste
avant que le gouvernement américain décide d’enlever la SA). Son premier satellite a été
lancé en 2005, et on compte aujourd’hui 18 satellites opérationnels et 4 en cours de recette. A
terme, il devrait y avoir en février 2019 22 satellites opérationnels 2. Le système devrait deve-
nir complètement opérationnel d’ici 2020 lorsque 24 satellites seront opérationnels. Contrai-
rement au GPS, Galileo propose 4 services depuis décembre 2017 :
— Open Service (OS), l’équivalent du service SPS, destiné aux particuliers (gratuit)
— Commercial Service (CS), qui proposera une précision supérieure au service précédent,
mais nécessitant un abonnement
— Public Regulated Service (PRS), qui proposera un service plus robuste (disponibilité,
cryptage, anti-brouillage), destiné aux services publics qui en ont besoin
— Search And Rescue (SAR), permettant de localiser les balises Cospas-Sarsat et aider
les utilisateurs en détresse
1.2.2.1 Segment spatial Galileo
Les satellites Galileo orbitent sur une MEO à 23222 km d’altitude, pour une période de
révolution de 14h21min. Chaque satellite va émettre 6 signaux différents, sur 3 bandes de
fréquences : E1, E5 et E6. La principale différence entre le signal GPS public C/A et le signal
Galileo public OS réside dans la modulation de l’information. En effet, le GPS utilise une
modulation BPSK alors que Galileo utilise une modulation à décalage de porteuse à deux
états composite, ou Composite Binary Offset Carrier (CBOC), dont le fonctionnement est
détaillé par exemple dans Julien et al. [2006].
1.2.2.2 Segment sol Galileo
Le segment sol est constitué de deux types d’infrastructures [Groves, 2008a, Chap. 6.4.1],
ESA [2014], réparties comme le montre la figure 1.13 :
— le segment sol de contrôle Galileo, ou Ground Control Segment (GCS)
— 2 centres de contrôle (Oberpfaffenhofen et Fucino). Ces stations enregistrent les
signaux émis par les satellites de la constellation et envoient aux stations de trans-
mission les informations à transmettre aux satellites
— 5 stations de télémétrie, poursuite et contrôle, ou Telemetry, Tracking and Control
(TT&C) (Kiruna, Kourou, Nouméa, Sainte-Marie, Réunion et Redu) qui main-
tiennent les liaisons de télécommande et télémesure avec les satellites
— le segment sol de mission Galileo, ou Ground Mission Segment (GMS)
— 2 centres de mission (Oberpfaffenhofen et Fucino). Ces stations sont co-localisées
avec les centres de contrôle, et leur rôle est de calculer les orbites, les informations
d’intégrité, de créer le message de navigation, de fournir les informations de temps
Galileo, de surveiller le système et de mesurer les performances des services
— une dizaine de stations dédiées à la transmission des informations vers les satellites
— une trentaine de stations dédiées à la surveillance des signaux Galileo.
1.2.2.3 Segment utilisateur Galileo
Le segment utilisateur Galileo fonctionne de manière identique à celui du GPS qui a été
exposé dans la partie 1.2.1.3, la principale différence étant la démodulation des signaux. Nous
ne rentrerons donc pas plus dans les détails dans cette partie.
2. https ://www.gsc-europa.eu/system-status/Constellation-Information
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Figure 1.13 – Répartition des stations sol Galileo, d’après ESA [2014]
1.2.3 GLONASS
GLONASS est à la base le système de navigation militaire soviétique, mis en place au
milieu des années 1970, pour concurrencer le système américain GPS. Son premier satellite
a été lancé en 1982, et le système devient totalement opérationnel en 1995 (alors géré par la
Russie). Cependant, la crise financière et économique qui touche la Russie au même moment
va l’obliger à limiter le lancement de nouveaux satellites et l’entretien des anciens, ce qui se
traduit par 7 satellites en 2001. Cependant, cette même année la Russie décide de lui donner
une deuxième vie, pour arriver à 24 satellites au cours des années 2010.
1.2.3.1 Segment spatial GLONASS
La constellation GLONASS est constituée de 24 satellites (dont 3 de secours). Ces sa-
tellites orbitent à une altitude de 19100 km pour une période de 11h15min. Le signal civil
GLONASS est aussi situé dans la bande L1, et la principale différence avec GPS et Galileo
réside dans la discrimination des satellites : là où les deux derniers utilisent un CDMA, GLO-
NASS utilise un accès multiple par répartition en fréquence, ou Frequency Division Multiple
Access (FDMA), c’est à dire qu’au lieu que les signaux soient envoyés à la même fréquence
L1, chaque satellite k envoie un signal à la fréquence fk (à savoir fk = 1602 + 0.5625k MHz).
Cependant, pour le futur de GLONASS il est envisagé d’utiliser la CDMA.
1.2.3.2 Segment sol GLONASS
Le segment de contrôle de GLONASS est en majorité situé en Russie Navipedia [2011],comme
le montre la figure 1.14. Il est constitué de
— un centre de contrôle système (Krasnoznamensk)
— 5 stations TT&C (Schelkovo, Komsomoisk, Saint-Petersbourg, Ussuriysk et Yenisseisk),
chargées d’envoyer les commandes aux satellites et de mesurer leurs orbites
— une horloge centrale (Schelkovo), chargée de calibrer les horloges satellites
— 3 stations de téléversement (Yenisseisk, Komsomoisk, Schelkovo)
— 2 stations de télémétrie laser (Schelkovo, Komsomoisk)
— 4 stations de surveillance et mesures (Schelkovo, Krasnoznamensk, Yenisseisk, Komso-
moisk).
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Figure 1.14 – Répartition des stations sol GLONASS, d’après Navipedia [2011]
1.2.3.3 Segment utilisateur GLONASS
Le segment utilisateur GLONASS fonctionne de manière identique à celui du GPS qui a
été exposé dans la partie 1.2.1.3, la principale différence étant la démodulation des signaux.
Nous ne rentrerons donc pas plus dans les détails dans cette partie.
1.2.4 Compass-Beidou
Le projet Beidou a vu le jour en 1983 et est à la base un programme d’augmentation
locale destiné à la Chine. Cependant, en 2007, la Chine de lancer son propre GNSS, à savoir
Compass, qui utilise les satellites géostationnaires de Beidou et trente satellites MEO, dont le
premier a été mis sur orbite en 2007. Le système devrait devenir complètement opérationnel
d’ici 2020. Tout comme GPS et GLONASS, Compass propose une solution civile et une
solution militaire. Il y a peu d’informations sur ce système qui est toujours en cours de
développement. Le segment spatial de Compass comprendra 27 satellites MEO à une altitude
de 21000km pour une période de révolution de 12h, 5 satellites sur orbite géostationnaire
(GEO) et 3 satellites sur GEO inclinée.
Il faut noter qu’il existe d’autres systèmes GNSS mais destinés à un usage local, comme
IRNSS en Inde et QZSS au Japon.
1.2.5 Les systèmes d’augmentation
Afin d’améliorer la précision des différents systèmes de navigation, des systèmes d’aug-
mentations voient le jour afin de les compléter. Ces systèmes reposent sur le principe du
GNSS différentiel : une (ou plusieurs) stations de référence, i.e., dont on connaît exactement
la position et les différents paramètres l’entourant, vont fournir des corrections aux récepteurs
GNSS en temps réels. Il existe deux types de systèmes d’augmentation
— les systèmes terrestres d’augmentation, ouGround Based Augmentation Systems (GBAS),
très locaux, comme dans les aéroports ou l’autoguidage pour l’agriculture
— les SBAS, qui sont des systèmes régionaux tels que par exemple
— l’européen, European Geostationary Navigation Overlay Service (EGNOS)
— l’américain, Wide Area Augmentation System (WAAS)
— le japonais, Quasi-Zenith Satellite System (QZSS)
— l’indien, GPS Aided Geo Augmented Navigation (GAGAN)
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1.3 Positionnement
1.3.1 La trilatération
Le principe fondamental de la navigation par satellite est la trilatération qui utilise les
positions de différentes balises, ainsi que les distances qui séparent le point à localiser. Ce
principe est illustré dans la figure 1.15. Comme l’intersection de trois sphères de l’espace est
un ensemble constitué de deux points, si on connaît la position de 3 balises et la distance à
laquelle elles se trouvent d’un objet à positionner, cet objet se trouvera à l’un des deux points
constituant l’intersection des trois sphères. Dans le cas du positionnement par satellites, on
a en plus la contrainte que ce point appartient à la Terre, et non à l’espace, et on peut donc
identifier la bonne solution. Pour un objet en mouvement, on peut aussi calculer sa vitesse
en dérivant les équations du problème précédent, i.e., en supposant connues les vitesses des
3 balises ainsi que les vitesses relatives entre chacune des balises et l’objet à positionner,
on peut en déduire sa vitesse. Comme dit à la partie 1.2.1.1, le récepteur peut calculer la
d1
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•
•
Figure 1.15 – Principe de trilatération : on suppose que 3 balises, resp. S1, S2, S3, entourent un objet
à positionner et qu’on connaît les distances qui les séparent de cet objet, resp. d1, d2, d3. Une distance
réduit l’espace à une sphère, 2 à un cercle et 3 à deux points (en rouge). Si on cherche à positionner un
objet sur Terre, l’ambiguïté sur les deux points peut être levée (un des deux points sera dans l’espace).
position et la vitesse de chacun des satellites dont il reçoit les signaux. Il reste maintenant
à voir comment il peut retrouver la distance qui le sépare de chaque satellite et la vitesse
relative qu’il a avec chacun d’eux. Ceci se fait en utilisant les paramètres τi et ∆fi estimés à
la partie 1.2.1.3.
1.3.2 Etat du satellite
Le calcul de l’état (position et vitesse) du satellite à un instant donné est possible via
les paramètres transmis dans les éphémérides et accessbiles à l’utilisateur. A partir de ces
différents paramètres, on peut recalculer l’orbite du satellite ainsi que la position du satellite
dans cette orbite pour enfin en déduire l’expression des vecteurs position, ri, et vitesse, vi,
dans le repère qui nous intéresse. Les expressions détaillées de ces calculs sont données dans
l’annexe A.1. Nous allons cependant définir ici quelques notions indispensables à l’utilisation
de satellites dans les calculs.
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1.3.2.1 Les différents repères
Il existe principalement deux référentiels géocentriques utilisés en GNSS : le ECEF et le
repère géocentrique inertiel, ou Earth Centered Inertial (ECI). La différence entre ces deux
repères, est que le premier tourne à la vitesse de la Terre (elle est donc immobile dans ce
repère), et le deuxième est galiléen. Plus de détails sur ces repères, ainsi que d’autres repères,
peuvent être trouvés dans [Groves, 2008a, Chap. 2.1]. On peut aussi être parfois amené à
travailler dans un repère local (lié à l’utilisateur). Il en existe deux (équivalents) : le ENU et
le repère local nord, est, bas, ou North East Down (NED). Dans la suite nous utiliserons le
repère ENU. Pour passer d’un repère global à un repère local, il nous faut définir la latitude
(φ) et la longitude (λ), comme sur la figure 1.16. Les calculs pour trouver la latitude et la
longitude sont donnés dont l’annexe A.2. Pour faire le changement de repère, il faut alors
appliquer deux rotations dans le sens qui convient (ce qui est clair en regardant la figure 1.16
à droite). Ce qui donne pour tout vecteur xECEF exprimé dans le repère ECEF
xENU = R1
(
pi
2 − φ
)
R3
(
pi
2 + λ
)
xECEF (1.33)
où la matrice Ri(θ) désigne la matrice de rotation autour de l’axe i d’angle θ
R1(θ) =
1 0 00 cos θ sin θ
0 − sin θ cos θ
 R3(θ) =
 cos θ sin θ 0− sin θ cos θ 0
0 0 1
 . (1.34)
Figure 1.16 – Définition de latitude (φ) et de longitude (λ), et comment passer du repère ECEF au
repère local ENU (Wikipédia : Coordonnées Géographiques). ATTENTION : selon la référence, les
notations peuvent être échangées (c’est le cas par exemple dans Farrell et Barth [1999]).
1.3.2.2 Les angles d’azimut et d’élévation
Soit ai le vecteur unitaire partant du récepteur et pointant vers le satellite i (cf., (1.39)).
Par définition, l’azimut ψi est l’angle que fait ce vecteur avec le plan (North, Up) dans le sens
horaire autour de l’axe Up, et l’élévation θi l’angle qu’il fait avec le plan (North, East) dans
le sens antihoraire autour de l’axe East, comme montré sur la figure 1.17. Les calculs pour
obtenir ces deux angles sont donnés dans l’annexe A.3.
1.3.3 Les paramètres d’intérêt
Nous venons de voir que pour calculer sa position, le récepteur va devoir former des
mesures à partir des paramètres τi et ∆fi qu’il a estimés afin d’inverser le problème. Nous
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Figure 1.17 – Définition de l’angle d’azimut ψi et de l’angle d’élévation θi dans le repère local ENU
(d’après [Groves, 2008a, Chap. 7.1.3]).
allons donc expliquer comment ces paramètres dépendent de la position et de la vitesse du
récepteur.
1.3.3.1 Le temps de propagation τi
Le temps de propagation représente la durée pendant laquelle le signal envoyé par le
satellite a traversé l’espace avant d’arriver au récepteur. Comme on sait que les différents
signaux se propagent à la vitesse c, on a
di = c× τi. (1.35)
où di désigne la distance entre le récepteur et le satellite i. Comme le récepteur peut calculer
la position de chaque satellite, on dispose des informations nécessaires pour effectuer une
triangulation, comme expliqué dans la figure 1.15. D’autre part, en notant r la position du
récepteur dans un repère à 3 dimensions, et ri la position du satellite i dans un même repère
à 3 dimensions, alors la distance di s’écrit
di = ‖r − ri‖2, (1.36)
d’où
τi =
1
c
‖r − ri‖2. (1.37)
où r désigne la position cherchée. Cependant, le temps de propagation estimé va être différent
du temps de propagation réel, à cause de plusieurs sources d’erreurs qui seront présentées
dans la partie 1.3.4. Il faut donc corriger les mesures avant de pouvoir estimer au mieux la
distance réelle qui sépare le récepteur du satellite en question.
1.3.3.2 Le décalage fréquentiel ∆fi
Le décalage fréquentiel est en réalité dû à l’effet Doppler Doppler [1842] et au fait que
l’émetteur et le récepteur ont deux vecteurs vitesses différents. La formule reliant le décalage
fréquentiel à la vitesse relative entre le récepteur et un satellite est
− λL1∆fi = (vi − v)Tai (1.38)
avec
— λL1 la longueur d’onde correspondant à la fréquence L1
— vi le vecteur vitesse du satellite i
— v le vecteur vitesse du récepteur
— ai le vecteur unitaire allant du récepteur vers le satellite i
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dont la démonstration est dans l’annexe A.4. On peut remarquer que l’on a
ai =
ri − r
‖ri − r‖2 . (1.39)
En général, pour avoir ai, on utilise une approximation de la position de l’utilisateur et on
utilise (1.39). Tout comme le temps de propagation, le décalage fréquentiel estimé va être
différent du décalage réel, à cause de plusieurs sources d’erreurs qui seront présentées dans la
partie 1.3.4. Il faudra donc corriger les mesures avant de pouvoir estimer au mieux la vitesse
relative réelle entre le récepteur et le satellite en question.
1.3.4 Sources d’erreur
Les paramètres d’intérêt τi et ∆fi n’ont en réalité pas la même expression que celles
données aux équations (1.37) et (1.38). En effet, le temps de propagation estimé par le
récepteur est très différent du temps de propagation correspondant à la distance entre le
satellite et le récepteur, et de même pour le décalage fréquentiel et les vitesses relatives, à
cause de plusieurs types d’erreurs [Kaplan et Hegarty, 2006, Chap. 7.2]
— les erreurs dues au satellite
— les erreurs dues à la propagation
— les erreurs dues à l’environnement de réception
— les erreurs dues au récepteur.
1.3.4.1 Les erreurs dues au satellite
Malgré leurs précisions atomiques et les corrections apportées par les stations de contrôle,
les horloges satellites souffrent d’une dérive par rapport au temps de référence. Donc la date
transmise dans le signal va être différente de la date à laquelle a été émis réellement le signal.
Nous notons δtSi le biais d’horloge du satellite i. Il en est de même pour la position du satellite.
En effet, une des hypothèses fondamentales de la triangulation est que l’observateur connaît
parfaitement la localisation des différentes sources. Or, le satellite transmet seulement des
paramètres permettant au récepteur de calculer lui-même la position du satellite à l’instant
voulu. Cependant ces calculs résultent d’interpolation imparfaites, venant introduire une
erreur sur l’estimation de la position du satellite, et donc sur la mesure. Nous notons δteph,i
le retard induit par cette erreur. Enfin, étant données les orbites des différents satellites
(≈ 20000km), il faut tenir compte des effets relativistes qui vont venir modifier le temps
de propagation. Nous notons δtrel,i la contribution de ces erreurs à l’erreur d’estimation du
temps de propagation.
1.3.4.2 Les erreurs dues à la propagation
L’atmosphère est constituée de différentes couches, mais seulement deux vont venir per-
turber les signaux GNSS [Groves, 2008a, Chap. 7.4.2]. Tout d’abord, ils vont pénétrer l’io-
nosphère (située entre 50 et 1000 km au dessus de la surface de la Terre) qui est constituée
de molécules de gaz qui vont être ionisées par les rayons ultraviolets du soleil. Ces molécules
vont alors dégager des nuages d’électrons libres qui vont rendre ce milieu dispersif, c’est à
dire que la vitesse de propagation des ondes qui la traverse va dépendre de leurs fréquences.
Ainsi, les signaux GNSS vont être ralentis dans cette couche. Nous notons δtiono,i le retard
de propagation induit par l’ionosphère sur le signal du satellite i. Ensuite, ils vont traverser
la troposphère (située jusqu’à 16km au dessus de la surface de la Terre), qui est constituée
de gaz secs et de vapeur d’eau, qui vont rallonger le chemin de propagation à cause des
réfractions qu’ils engendrent. Nous notons δttropo,i le retard de propagation induit par la
troposphère sur le signal du satellite i.
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1.3.4.3 Les erreurs dues à l’environnement de réception
Au plus proche du récepteur, il peut intervenir encore deux types d’erreurs
— les multitrajets [Groves, 2008a, 7.4.4], voir figure 1.18, qui sont les éventuelles réflexions
que subit le signal avant d’arriver au récepteur, et qui sont le problème sur lequel nous
allons le plus nous concentrer dans cette thèse. Nous notons δtMP,i l’erreur sur le retard
de propagation engendrée par les éventuels multitrajets qu’a subi le signal du satellite
i
— les interférences, qui sont des actions provoquées par d’autres ondes environnantes,
volontaires ou non, sur lesquels ne nous attarderons pas mais qu’il est nécessaire de
mentionner.
S1 S2
(a)
S1 S2
(b)
S1 S2
(c)
Figure 1.18 – Illustrations de l’impact géométrique de l’environnement sur les signaux GNSS : dans
tous les cas, le signal reçu par le récepteur (en rouge) issu de S1 est le LOS. Dans (a), le signal reçu
émis par S2 est la somme du LOS et du NLOS, dans (b), le signal reçu émis par S2 n’est que le NLOS,
et dans (c), le signal émis par S2 n’est pas reçu (masquage).
1.3.4.4 Les erreurs dues au récepteur
De même que pour les horloges satellites, les horloges dans les récepteurs ne sont pas
synchronisées sur le temps GPS, et sont moins précises que les horloges satellites par soucis
de coût (dérive d’horloge). Un biais commun à toutes les mesures de temps de propagation va
donc venir s’ajouter, que nous notons δtR. D’autre part, un bruit de mesure dû à l’électronique
va aussi venir s’ajouter et fausser le temps de propagation estimé. Nous le notons δtbruit,i
pour le satellite i.
1.3.4.5 Conclusion
Toutes les erreurs présentées auparavant interviennent comme représentées sur la fi-
gure 1.19 avec :
— tSi la date réelle d’émission du signal par le satellite i
— δtSi le biais d’horloge du satellite i
— δtrel,i l’erreur due à la relativité pour le satellite i
— tSi+δtSi+δtrel,i la date d’émission du signal par le satellite i transmise dans le message
de navigation
— tSi + τi la date correspondant à une d’émission tSi et un temps de parcours τi (corres-
pondant à la distance géométrique entre le satellite i et le récepteur)
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— δtp = δteph,i + δtiono,i + δttropo,i + δtMP,i + δtbruit,i la contribution de toutes les
erreurs de propagation, d’environnement de bruit et présentées précédemment
— tR la date réelle de réception du signal
— δtR le biais d’horloge du récepteur
— tR + δtR la date de réception estimée par le récepteur.
Temps
tSi tSi + δtSi + δtrel,i
δtSi
tSi + τi
δtp
tR
δtR
tR + δtR
τi théorique (géométrique)
τˆi estimé par le récepteur (à corriger)
Figure 1.19 – Relation entre la différents instants et retards (d’après [Kaplan et Hegarty, 2006, Chap.
7.2]).
1.3.5 Les mesures
Les mesures GNSS auxquelles nous allons nous intéresser dans cette thèse sont les pseudo-
distances et les dérivées de pseudodistances (ou pseudovitesses).
1.3.5.1 Les pseudodistances
Comme leur nom l’indique, les pseudodistances sont liées aux distances géométriques qui
séparent le récepteur des différents satellites qu’il a en vue. Pour former ces mesures, le
récepteur utilise le temps de propagation estimé d’un satellite, et connaissant la vitesse de
l’onde, le transforme en mesure de distance, i.e., pour le satellite i,
ρi = c× τˆi. (1.40)
En reprenant la figure 1.19, on obtient
τˆi = tR + δtR − (tSi + δtSi + δtrel,i)
= tR + δtR − (tSi + δtSi + δtrel,i) + (tSi + τi)− (tSi + τi)
= τi + tR − (tSi + τi)︸ ︷︷ ︸+δtR − tSi − δtSi − δtrel,i + tSi
= τi + δtp + δtR − (δtSi + δtrel,i) (1.41)
et donc avec (1.40)
ρi = c× τi︸ ︷︷ ︸+ c× δtR︸ ︷︷ ︸+c× δtp − c× δtSi
= di + b + c× (δteph,i + δtiono,i + δttropo,i + δtMP,i + δtbruit,i)− c× (δtSi + δtrel,i)
= di + b− εti − εrel,i + εeph,i + εiono,i + εtropo,i +mi + εn,i (1.42)
avec
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— b le biais d’horloge récepteur
— εti le biais d’horloge satellite
— εeph,i l’erreur de pseudodistance due aux éphémérides
— εrel,i l’erreur de pseudodistance due à la relativité
— εiono,i l’erreur de pseudodistance due à l’ionosphère
— εtropo,i l’erreur de pseudodistance due à la troposphère
— mi l’erreur de pseudodistance due aux multitrajets
— εn,i le bruit de mesure pseudodistance.
1.3.5.2 Les pseudovitesses
Ces mesures sont liées aux vitesses relatives entre le récepteur et les différents satellites
dont il reçoit le signal. Pour former ces mesures, il va utiliser les estimations de décalages
Doppler ∆̂fi à l’aide de la formule (1.38) et en remarquant
di = (ri − r)Tai (1.43)
que l’on peut dériver en supposant les variations faibles de ai 3
d˙i = (vi − v)Tai (1.44)
on définit alors les mesures de pseudovitesses
ρ˙i = −λL1 × ∆̂fi. (1.45)
On a alors
ρ˙i = (vi − v)Tai + b˙− ε˙ti − ε˙rel,i + ε˙eph,i − ε˙iono,i + ε˙tropo,i + m˙i + ε˙n,i (1.46)
avec
— b˙ la dérive d’horloge récepteur
— ε˙ti la dérive d’horloge satellite
— ε˙rel,i l’erreur de pseudovitesse due à la relativité
— ε˙eph,i l’erreur de pseudovitesse due aux éphémérides
— ε˙iono,i l’erreur de pseudovitesse due à l’ionosphère (le changement de signe vient de
la manière dont l’ionosphère affecte la fréquence différemment du temps de propaga-
tion Klobuchar [1991])
— ε˙tropo,i l’erreur de pseudovitesse due à la troposphère
— m˙i l’erreur de pseudovitesse due aux multitrajets
— ε˙n,i le bruit de mesure pseudovitesse.
Afin d’exploiter au mieux les mesures présentées dans cette partie, nous devons voir
comment estimer chacun des membres de droites des équations (1.42) et (1.46) autres que r,
v, b et b˙ qui sont les paramètres que l’on cherche.
1.4 Correction des sources d’erreurs
Nous avons vu à la partie 1.3.5 que les signaux traités par les récepteur GNSS souffraient
de plusieurs types d’erreurs. Nous présentons maintenant les méthodes qui permettent de
limiter l’impact de ces erreurs.
3. ce qui est supposé par exemple dans [Groves, 2008b, Chap. 7.5.2]
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1.4.1 Biais d’horloge satellite
Pour corriger les biais d’horloge satellite, des coefficients d’interpolation (af0,i, af1,i et
af2,i), le biais matériel tGD,i du satellite i (Group Delay), ainsi que la date toc autour de
laquelle il faut effectuer cette interpolation, sont transmis dans les éphémérides
εˆti = (af0,i + af1,i(tSi − toc) + af2,i(tSi − toc)2 − tGD,i)× c (1.47)
dont on déduit la dérivée en fonction du temps
ˆ˙εti = (af1,i + 2af2,i(tSi − toc))× c. (1.48)
1.4.2 Relativité
La relativité va venir fausser les mesures de plusieurs façons. Tout d’abord, la rotation de
la Terre est à prendre en compte durant la propagation du signal. C’est ce qu’on appelle l’effet
Sagnac [Groves, 2008a, Chap. 7.1.2]. Il existe plusieurs manière de corriger cet effet. Soit on
corrige directement le retard estimé à l’aide d’un terme correctif, soit en faisant coïncider les
repère ECI et ECEF à la date d’arrivée du signal dans l’expression de la distance di, ce qui
va nous donner directement une distance pour laquelle l’effet Sagnac a été corrigé di,Sagnac.
Dans ce cas, la position du récepteur est la même dans les deux repères, et pour trouver la
position du satellite dans le repère inertiel (qui prend donc en compte la rotation de la Terre),
on multiplie simplement la position ri dans le repère ECEF par la matrice de rotation Cie
(cf., (A.2)), i.e.,
di,Sagnac = ‖Cieri − r‖2 (1.49)
et donc en dérivant cette expression par rapport au temps, en tenant compte que le repère
ECEF est non-galiléen et qu’il faut donc considérer sa vitesse angulaire Ωie, on obtient
(vi − v)TSagnacai = [Cie(vi + Ωieri)− (v + Ωier)]T ai. (1.50)
Il faut aussi tenir compte de la correction de l’excentricité pour l’horloge satellite. En effet,
la vitesse de l’horloge va dépendre de l’excentricité de l’orbite du satellite (au périgée, le
satellite va plus vite, et son horloge moins, et inversement à l’apogée Zhang [2007]). On a
alors NAVSTAR [2018]
εˆrel,i = −2
√
µ
c
e
√
A sin (Ek) (1.51)
où les différents termes sont définis dans A.1, et donc en dérivant par rapport au temps, on
obtient
ˆ˙εrel,i = −2
√
µ
c
e
√
AE˙k cos (Ek) (1.52)
1.4.3 Erreurs dues aux éphémérides
Le calcul de la position à l’aide des paramètres transmis par les éphémérides génère une
position différente de la position réelle. Il n’existe pas de modèle permettant de corriger
ces erreurs, mais on peut utiliser des informations extérieures, comme les fichiers SP3, qui
fournissent des orbites haute précision des satellites à des intervalles de temps plus courts
que ceux fournis par les mises à jours des éphémérides Schenewerk [2003].
1.4.4 Ionosphère
Comme expliqué dans la partie 1.3.4.2, la traversée de l’ionosphère va affecter le temps
de propagation des signaux GNSS. Il existe plusieurs manières de corriger cette erreur
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— les signaux modernes sont envoyés sur plusieurs fréquences. Comme l’ionosphère est
un milieu dispersif (i.e., la vitesse de propagation d’une onde dépend de sa vitesse),
il est alors possible d’effectuer une combinaison des mesures sur différentes fréquences
(appelée combinaison iono free) permettant d’éliminer le retard ionosphérique [Groves,
2008a, Chap 7.4.2]
— on peut utiliser les informations fournies par les SBAS, qui contiennent des paramètres
permettant d’estimer précisément ce retard
— on peut modéliser ces retards à l’aide des paramètres transmis dans les éphémérides, par
exemple le modèle de Klobuchar Klobuchar [1987] pour le GPS ou le modèle NeQuick
pour Galileo Galileo [2016].
Nous utiliserons cette dernière famille de méthodes, comme notre étude est destinée à des
récepteurs bas-coûts et qui n’ont pas forcément accès aux premières sources d’informations.
D’autre part, comme nous travaillons sur des données GPS, nous allons utiliser le célèbre
modèle de Klobuchar, dont les méthodes et expressions des estimations εˆiono,i et ˆ˙εiono,i
des erreurs de pseudodistance et de pseudovitesse dues à l’ionosphère sont détaillées dans
l’annexe A.5.
1.4.5 Troposphère
Tout comme l’ionosphère, le retard troposphérique peut être estimé de plusieurs manières
— on peut utiliser les informations fournies par les SBAS, qui contiennent des paramètres
permettant d’estimer précisément ce retard
— on peut modéliser ce retard. Il existe plusieurs modèles qui comportent tous deux
étapes : le calcul du retard au zénith, puis la projection de ce retard au zénith.
Pour les mêmes motivations que présentées pour l’ionosphère, nous allons utiliser la seconde
stratégie, et nous utiliserons le modèle présenté dans Leandro et al. [2006] pour les valeurs
au zénith, que nous projetterons avec la fonction de mapping présentée dans Niell [1996] 4.
Les différents calculs ainsi que l’expression de l’estimation de l’erreur sur les pseudodistances
εˆtropo,i ainsi que sur les pseudovitesses ˆ˙εtropo,i sont données dans l’annexe A.6.
1.4.6 Erreurs dues à l’environnement
Comme dit précédemment, nous allons supposer qu’il n’y a pas d’interférences dans les
scénarios étudiés pour nous concentrer seulement sur les effets des multitrajets. Les mul-
titrajets font partie des phénomènes les plus compliqués à corriger en navigation par sa-
tellites Le Marchand et al. [2009]; Marais et al. [2005], car ils dépendent de la configura-
tion géométrique et de la date à laquelle le récepteur se trouve. Plus précisément, en l’ab-
sence d’obstacle, les signaux ne sont pas affectés par les multitrajets. Au contraire, lorsque le
récepteur est proche d’un haut bâtiment par exemple, il est fort probable que certains des si-
gnaux qu’il reçoit se réfléchissent sur ce dernier, ce qui va perturber l’estimation des différents
paramètres τi et ∆fi et donc les mesures utilisées pour le positionnement. Ce problème a reçu
(et reçoit encore) une grande attention dans la littérature. On peut essayer de les combattre
à différents niveaux
— au niveau de l’antenne, en exploitant le fait que les réflexions vont changer la polarisation
des signaux reçus. Ainsi, les antennes peuvent être conçues pour être plus sensibles aux
signaux polarisés circulairement à droite, qui est la polarisation normale des signaux
GNSS [Groves, 2008a, Chap. 7.4.4]
4. les expressions des fonctions de mapping sont plus explicites sur la page Navipedia correspondante
https://gssc.esa.int/navipedia/index.php/Mapping_of_Niell
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— on peut aussi utiliser des techniques de traitement d’antennes Brenneman et al. [2010];
Daneshmand et al. [2013]; Lee et al. [2016]; Prades [2005]; Rougerie [2012] pour faire
de la formation de faisceau (pré ou post-corrélation)
— on peut essayer de combattre la présence de multitrajets au niveau des corrélateurs
(cf. 1.2.1.3), en utilisant par exemple un corrélateur étroit Van Dierendonck et al.
[1992], un corrélateur double delta McGraw et Braash [1999], le calcul de pente Early-
Late Townsend et Fenton [1994] ou le corrélateur vision Fenton et Jones [2005]. Plus
d’informations sont disponibles dans Bhuiyan et Lohan [2010]
— on peut aussi travailler sur la sortie du discriminateur (cf. 1.2.1.3), avec des techniques
de maximum de vraisemblance basées par exemple sur des boucle à verrouillage de
délai multitrajet (Multipath Estimating Delay Lock Loop, ou MEDLL) Blanco-Delgado
et Nunes [2012]; Sahmoudi et Amin [2006]; Van Nee et al. [1994], ou sur le couplage
d’amplitude (CADLL) Chen et al. [2013], ou enfin sur des boucles moins sensibles aux
multitrajets (MIDLL) Jardak et al. [2011]
— on peut coupler les mesures à un modèle 3D de l’environnement Bétaille et al. [2013];
Bourdeau et al. [2012]; Gu et al. [2016]; Miura et al. [2015]; Peyraud et al. [2013], et
faire de la fusion d’information avec par exemple une caméra. Cependant, ces modèles
3D ne sont pas toujours disponibles, et de plus l’environnement est susceptible d’évoluer
fréquemment
— on peut finalement se servir seulement de l’information disponible au niveau du récepteur,
à savoir des pseudodistances, pseudovitesses, éphémérides des satellites, C/N0, ... On
peut par exemple lisser les mesures de code par les mesures de phase, pour les rendre
plus robustes aux multitrajets Misra et al. [1999]. On peut aussi combiner plusieurs
mesures d’un même satellite, comme la différence code-porteuse (CmC, ou Code mi-
nus Carrier) Parkinson et Spilker [1996], ou combiner les informations du récepteur
avec celles d’une station de référence pour faire du GNSS différentiel [Groves, 2008a,
Chap. 8.1] ou même combiner les informations de différents récepteurs pour faire du
positionnement collaboratif Alam et Dempster [2013]; Ko et al. [2015]. Une famille
intéressante de méthodes d’élimination des multitrajets repose sur des tests statistiques
afin d’exclure ou de corriger les mesures biaisées. Le contrôle d’intégrité autonome du
récepteur , ou Receiver Autonomous Integrity Monitoring (RAIM) appartient à cette
catégorie [Groves, 2008a, Chap. 15],Gleason et Gebre-Egziabher [2009]. Une méthode
plus récente repose sur une modélisation a contrario permettant d’écarter les mauvais
satellites Zair et al. [2016]. Ces techniques nécessitent une redondance de l’information
et donc un nombre important de mesures, ce qui n’est pas toujours le cas en environ-
nement urbain. Finalement, une autre famille de techniques consiste à considérer des
sources d’erreurs non gaussiennes, telles que les mélanges de gaussiennes Kubo et al.
[2011]; Yun et al. [2008], les processus de Markov Viandier et al. [2008] ou les mélanges
de processus de Dirichlet Rabaoui et al. [2012].
Dans cette thèse, nous allons aborder le problème des multitrajets à l’aide de cette dernière
famille de techniques, en utilisant seulement les mesures fournies par un récepteur bas-coût, en
considérant l’effet des multitrajets comme des biais additifs sur les mesures de pseudodistances
ρi et de pseudovitesses ρ˙i, comme présenté par exemple dans Giremus et al. [2007]. Nous
allons expliquer comment estimer ces biais afin de les soustraire des différentes mesures de
manière à les corriger. Une des contributions de cette thèse est d’utiliser des techniques
d’estimation parcimonieuse afin d’estimer ces biais en ayant un coût calculatoire acceptable
pour une implémentation temps réel. L’hypothèse principale permettant l’utilisation des ces
techniques est que parmi tous les satellites traités par le récepteur, certains d’entre eux ne
subissent pas de multitrajets (et donc le biais correspondant sur les mesures est exactement
égal à zéro). Ces méthodes ont déjà été utilisées par exemple en radar Lasserre et al. [2016];
Leigsnering et al. [2016], et l’hypothèse de parcimonie a déjà été utilisée en GNSS Mohiuddin
et al. [2011]. Cependant, la méthode proposée repose sur une approche différente dans le sens
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où elle traite directement les biais multitrajets et n’utilise pas un vecteur d’état augmenté
comme dans Mohiuddin et al. [2011].
1.4.7 Erreurs dues au récepteur
Comme dit précédemment, le récepteur induit deux types d’erreurs dans les mesures
— le biais d’horloge b et la dérive d’horloge b˙, dues comme son nom l’indique à l’horloge
du récepteur, qui n’est pas synchronisée avec celles des satellites, et donc dont la valeur
va varier au cours du temps par rapport au temps GNSS considéré
— le bruit, dû aux différents composants actifs qui constituent le récepteur, et au bruit de
boucle à la sortie de chacune des boucles de poursuite (PLL, FLL et DLL).
Les deux premiers paramètres sont donc des inconnues de l’état à estimer. Le second apparaît
dans la plupart des problèmes d’estimation, et possède un caractère aléatoire généralement
connu.
1.5 Les indicateurs de qualité
Nous allons présenter dans cette partie différents indicateurs de la qualité de la mesure
(un par satellite) ou de la position (correspondant à la répartition des satellites au-dessus de
l’utilisateur).
1.5.1 Elévation
Comme on peut le voir sur la figure 1.18, plus un satellite va avoir une élévation θi
importante, moins il a de chance de se réfléchir sur un obstacle, et inversement. D’autre part,
compte tenu de cette élévation, le temps de parcours des signaux GNSS à travers l’atmosphère
est plus long, donc les erreurs εiono,i, εtropo,i, ε˙iono,i et ε˙tropo,i seront plus importantes pour
des satellites à basse élévation. Certains récepteurs écartent systématiquement les satellites
ayant une valeur d’élévation inférieure à un certain masque (par exemple 10◦). A l’aide de
l’azimut ψi et de l’élévation, on peut tracer ce qu’on appelle un skyplot (carte du ciel), pour
se rendre compte de la répartition des satellites dans le ciel. Un exemple de skyplot est donné
dans la figure 1.20. L’axe des abscisses du skyplot correspond à l’axe Ouest-Est alors que
l’axe des ordonnées correspond à l’axe Sud-Nord. La position des satellites dans le skyplot
est alors donnée en coordonnées polaires (rayon, angle) par (pi2 − θi, pi2 − ψi).
1.5.2 Rapport signal sur bruit
La force du signal reçu peut indiquer si ce dernier a subi des réflexions ou de la diffraction
au cours de son parcours, et constitue ainsi un critère de fiabilité du signal. Dans la plupart
des problèmes d’estimation, (traitement d’image, radar, ...), on est amené à travailler avec le
rapport signal à bruit SNR, en dB. En GNSS en revanche, on travaille plutôt avec le rapport
porteuse sur densité de bruit C/N0, en dBHz Joseph et Petovello [2010]. Le SNR vaut
SNR = S −N (1.53)
où
— S est la puissance du signal en dBW
— N est la puissance du bruit dans une bande passante donnée, en dBW
alors que C/N0 vaut
C/N0 = C −N0 = C − (N −BW ) = SNR+BW (1.54)
où
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Figure 1.20 – Exemple de skyplot.
— C est la puissance du signal en dBW
— N est la puissance du bruit dans une bande passante donnée, en dBW
— N0 est la densité de bruit en dBW/Hz
— BW est la bande passante d’observation en dBHz, habituellement la bande passante
équivalente en bruit du dernier filtre d’un récepteur.
L’avantage de ce dernier est qu’il est indépendant des étapes d’acquisition et de poursuite
et indépendant de la bande passante du récepteur, et permet donc d’apprécier réellement la
qualité des signaux contrairement au SNR.
1.5.3 La dilution de précision
La dilution de précision, ou Dilution Of Precision (DOP) est un paramètre géométrique
dépendant uniquement de la répartition des satellites. En effet, selon leur disposition, la
zone d’erreur de position peut être plus ou moins grande, comme le montre la figure 1.21.
Supposons connue la matrice de covariance de la position dans le repère ENU, et notons
σ2e , σ
2
n, σ
2
u ses termes diagonaux. On note σ2t la variance sur le biais d’horloge. En supposant
que les mesures de pseudodistance ρi ont la même variance σ, on définit alors les DOP suivants
— GDOP (Global DOP) : GDOP =
√
σ2e+σ2n+σ2u+σ2t
σ
— PDOP (Precision DOP) : PDOP =
√
σ2e+σ2n+σ2u
σ
— HDOP (Horizontal DOP) : HDOP =
√
σ2e+σ2n
σ
— VDOP (Vertical DOP) : V DOP = σuσ
— TDOP (Time DOP) : TDOP = σtσ
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S1 S2 S1 S2
Figure 1.21 – Représentation du concept de dilution de précision. Les cercles en traits pleins corres-
pondent aux mesures exactes de distance pour chacun des satellites, alors que les cercles en pointillés
représentent ces mesures ± leurs incertitudes. On remarque qu’à droite, la zone d’incertitude (en
orange) est plus petite qu’à gauche, d’où l’importance d’avoir une bonne dilution de précision
1.6 Estimation de l’état
Nous sommes maintenant en mesure d’exprimer les mesures en fonction uniquement des
inconnues que nous cherchons : la position r et la vitesse v du récepteur. En effet, reprenons
les équations (1.42) et (1.46). Nous allons de plus supposer que tous les modèles présentés
précédemment corrigent parfaitement les erreurs correspondantes, à part celles dues aux
multitrajets. On peut donc écrire
ρi = ‖ri − r‖2 + b+ εn,i (1.55)
ρ˙i = (vi − v)Tai + b˙+ ε˙n,i. (1.56)
La deuxième équation est linéaire par rapport à v, mais la première n’est pas linéaire par
rapport à r. Pour chercher la position r et la vitesse v vérifiant (1.55) et (1.56), une solution
consiste à linéariser (1.55) autour d’une position approchée r0 = (x0, y0, z0) et d’un biais
d’horloge approché b0. On pose alors ρi,0 = ‖ri−r0‖2 +b0. D’autre part, on pose r = (x, y, z)
et ri = (xi, yi, zi). Considérons la fonction f : r 7→ f(r) = ‖ri− r‖2. On peut linéariser cette
fonction à l’aide d’un développement de Taylor pour obtenir
f(r) ≈ f(r0) +Df (r0)(r − r0) (1.57)
où Df (r0) désigne la matrice Jacobienne de f en r0. On peut remarquer que
f(r) =
√
(x− xi)2 + (y − yi)2 + (z − zi)2, (1.58)
d’où
Df (r0) =
[
x0−xi√
(x0−xi)2+(y0−yi)2+(z0−zi)2
y0−yi√
(x0−xi)2+(y0−yi)2+(z0−zi)2
z0−zi√
(x0−xi)2+(y0−yi)2+(z0−zi)2
]
= (r0 − ri)
T
‖r0 − ri‖2
= −aiT . (1.59)
On a donc
ρi − ρ0 = −aiT (r − r0) + b− b0 + εn,i (1.60)
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et directement par linéarité (en notant v0 et b˙0 la vitesse et la dérive d’horloge au point de
linéarisation ρ˙i,0 = (vi − v)Tai + b˙0 et v = (x˙, y˙, z˙))
ρ˙i − ρ˙0 = −aiT (v − v0) + b˙− b˙0 + ε˙n,i. (1.61)
On peut alors définir un vecteur de mesures
z =
[
zp
zr
]
où zp =
[
ρ1 . . . ρs
]T
et zr =
[
ρ˙1 . . . ρ˙s
]T
, (1.62)
où s désigne le nombre de satellites vus par le satellite. Si on introduit les matrices G et H
définies 5 par
G =
−a1 1... ...
−as 1
 , (1.63)
et
H =
[
G 0
0 G
]
, (1.64)
un vecteur d’état
ξ =
[
rT b vT b˙
]T
, (1.65)
et un vecteur de bruit
n =
[
np
nr
]
où np =
[
εn,1 . . . εn,s
]T
et nr =
[
ε˙n,1 . . . ε˙n,s
]T
, (1.66)
on obtient
z − z0 = H(ξ − ξ0) + n (1.67)
où z0 et ξ0 sont définis de la même manière que z et ξ au point de linéarisation du problème.
On peut finalement définir la variation de mesure
y = z − z0 (1.68)
et la variation d’état
x = ξ − ξ0 (1.69)
pour obtenir le problème
y = Hx+ n (1.70)
que l’on peut résoudre par des techniques d’estimation classiques. Notons que (1.70) admet
une solution unique si 2s ≥ 8 ⇔ s > 4, i.e., si on a plus d’équations que d’inconnues.
La suite de ce chapitre présente certaines méthodes d’estimation ayant été utilisées pour le
positionnement par satellites.
1.6.1 La méthode des moindres carrés pondérés
Estimer le vecteur x à partir de l’équation (1.70) pour une matrice H connue est un
problème d’estimation très classique si l’on suppose le vecteur n comme centré, gaussien et
de matrice de covariance connue R, i.e.,
n ∼ N (n; 0,R) (1.71)
5. N.B., si on exprime cette matrice dans le repère ENU, on peut en déduire les valeurs des différents DOP
comme la racine carrée la trace des différentes sous-matrices de (GTG)−1 correspondantes aux paramètres
voulus, cf., [Kaplan et Hegarty, 2006, Chap. 7.3.1]
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où n ∼ N (n;µ,σ) signifie que n suit une loi normale de vecteur moyen µ et de matrice de
covariance σ. Par exemple, la méthode du maximum de vraisemblance consiste à chercher le
vecteur x qui maximise la loi du vecteur d’observations y appelée vraisemblance. Dans le cas
gaussien, on a
p(y|x) ∝ exp
(
−12(y −Hx)
TR−1(y −Hx)
)
⇒ log p(y|x) = −12(y −Hx)
TR−1(y −Hx) + cste
⇒∂ log p(y|x)
∂x
= HTR−1(y −Hx)
d’où
xˆML =
(
HTR−1H
)−1
HTR−1y (1.72)
qui est aussi l’estimateur des moindres carrés pondérés de x. En général, la matrice R n’est
pas connue et doit être estimée. La plupart du temps, les erreurs de modélisations (horloge
satellite, relativité, ionosphère, troposphère) sont supposées centrées et sont incluses dans le
bruit de mesure. Une autre approximation souvent faite est de supposer que la contribution
de chacune des erreurs a la même variance pour chaque satellite, ce qui revient à considérer
R =
[
σ2pIs 0
0 σ2rIs
]
(1.73)
avec σ2p la variance des mesures de pseudodistance et σ2r la variance des mesures de pseudo-
vitesse telles que
σ2p = σ2p,clck,sat + σ
2
p,rel + σ
2
p,eph + σ
2
p,iono + σ
2
p,tropo + σ
2
p,MP + σ
2
p,noise (1.74)
σ2r = σ2r,clck,sat + σ
2
r,rel + σ
2
r,eph + σ
2
r,iono + σ
2
r,tropo + σ
2
r,MP + σ
2
r,noise (1.75)
i.e., chaque variance est la somme des variances de chaque source d’erreur sur chaque type
de mesure. Des valeurs typiques de σ2p sont disponibles par exemple dans [Groves, 2008a,
Chap. 7.5.4] ou [Kaplan et Hegarty, 2006, Chap. 7.2.8] pour la variance des pseudodistances,
appelée erreur de distance équivalente utilisateur, ou User Equivalent Range Error (UERE).
Les bilans pour le Doppler sont moins fréquents, mais on peut trouver des valeurs de σ2r dans
dans Zair et al. [2016]. Nous allons dans nos expérimentations choisir les valeurs proposées
dans cette dernière référence, à savoir
σp = 5 (m) (1.76)
σr = 2× λL1 (m.s−1). (1.77)
Cette solution est pratique pour calculer un point à partir d’une estimation grossière ξ0.
Cependant, la plupart des applications GNSS nécessite de calculer la position d’un point en
mouvement. Dans ce cas, l’estimation peut être améliorée en prenant en compte les mesures
des instants précédents et en utilisant le célèbre filtre de Kalman.
1.6.2 Filtrage statistique par filtre de Kalman
1.6.2.1 Le filtre de Kalman étendu pour la navigation
Le filtre de Kalman Kalman [1960], [Gustafsson, 2012, Chap. 7], [Groves, 2008a, Chap.
3] permet d’estimer l’évolution du vecteur d’état en tenant compte des états précédemment
estimés (et donc des mesures des instants précédents). C’est pourquoi nous devons rajouter
une dimension temporelle à tous nos paramètres, mesures et état, ce que nous allons faire en
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rajoutant simplement l’indice k à chacun d’entre eux pour différencier les instants temporels.
Par exemple, à l’instant k, le vecteur d’état ξ se note donc ξk et sa variation x se note xk.
D’autre part, on note z1:k = {z1, . . . ,zk} l’ensemble des vecteurs de mesures du problème de
navigation des instants précédents.
Le filtre de Kalman est un filtre bayésien récursif qui cherche la moyenne de la loi a
posteriori du vecteur d’état p(ξk|z1:k), qui est égale d’après le théorème de Bayes à
p(ξk|z1:k) = p(zk|ξk, z1:k−1)p(ξk|z1:k−1)
p(zk|z1:k−1) . (1.78)
Cette loi a posteriori est donc constituée de 3 termes
— la vraisemblance des mesures p(zk|ξk, z1:k−1)
— la loi a priori de l’état sachant les anciennes mesures p(ξk|z1:k−1)
— la loi marginale des mesures p(zk|z1:k−1), mais qui ne nous intéresse pas car il s’agit
juste d’un facteur multiplicatif constant permettant d’avoir une loi a posteriori dont
l’intégrale vaut 1
Nous allons étudier plus en détails ces deux premiers termes.
Loi a priori
Ce terme peut être réécrit comme la loi marginale suivante
p(ξk|z1:k−1) =
∫
p(ξk|ξk−1, z1:k−1)p(ξk−1|z1:k−1)dξk−1. (1.79)
Pour pouvoir aller plus loin, il nous faut définir un modèle d’état. Comme pour la plupart
des applications, nous choisissons un modèle dynamique Markovien linéaire et Gaussien qui
suppose que l’état à l’instant actuel dépend seulement de l’état à l’instant précédent
ξk = F k−1ξk−1 + uk−1 (1.80)
uk−1 ∼ N (uk−1; 0,Qk−1). (1.81)
Pour la matrice F k−1, on peut définir une marche aléatoire décrivant l’évolution temporelle
de ξk et donc choisir
F k−1 =
[
I4 ∆tk−1
0 I4
]
(1.82)
où ∆tk−1 désigne la durée entre les instants k − 1 et k. Pour la matrice de covariance du
bruit d’état Qk−1 = E[ukuTk ], on peut utiliser la forme donnée dans [Brown et Hwang, 1992,
Chap. 11] et [Bar-Shalom et al., 2002, Chap. 12]
Qk−1 =

Sa
∆t3k−1
3 I3 03×1 Sa
∆t2k−1
2 I3 03×1
01×3 c2
(
Sb∆tk−1 + Sd
∆t3k−1
3
)
01×3 c2
(
Sd
∆t2k−1
2
)
Sa
∆t2k−1
2 I3 03×1 Sa∆tk−1I3 03×1
01×3 c2
(
Sd
∆t2k−1
2
)
01×3 c2(Sd∆tk−1)

(1.83)
où Sa est la densité spectrale de puissance de l’accélération de l’utilisateur, et Sb et Sd sont
les densités spectrales de puissances respectives du biais et de la dérive d’horloge GPS. Sa
dépend de l’attitude du véhicule à positionner et représente les fluctuations autour d’une
trajectoire rectiligne, pour une voiture nous prendrons σ2a = 22 m2.s−3. Pour l’horloge du
récepteur, il existe plusieurs modèles dont les paramètres dépendent du type d’horloge. Nous
choisissons [Bar-Shalom et al., 2002, Chap. 12]
Sb = 0.5γ Sd = 2pi2α (1.84)
1.6. ESTIMATION DE L’éTAT 37
Type d’horloge α γ
Quartz 2× 10−20 2× 10−19
Quartz thermostaté 4× 10−23 8× 10−20
Rubidium 4× 10−29 2× 10−20
Tableau 1.1 – Différents paramètres de variance d’Allan pour différents types d’horloge.
ou α et γ sont des paramètres de variance d’Allan classiquement utilisés pour décrire le
comportement des horloges, dont des valeurs sont données dans la table 1.1. Travaillant sur
un récepteur bas-coût, nous choisirons sur une horloge à Quartz. Le modèle ainsi défini donne
p(ξk|ξk−1, z1:k−1) = p(ξk|ξk−1). (1.85)
avec
ξk|ξk−1 ∼ N (ξk;F k−1ξk−1,Qk−1). (1.86)
La dernière hypothèse est la connaissance de p(ξk−1|z1:k−1) qui dans le cas Gaussien est
définie par
ξk−1|z1:k−1 ∼ N (ξk−1; ξˆk−1|k−1(z1:k−1),P k−1(z1:k−1)) (1.87)
dont les valeurs des différents paramètres vont être calculées par récurrence. Par propriété
des vecteurs gaussiens,
x2|x1 ∼ N (x2;Fx1,Q) et x1 ∼ N (x1;µ,P )
⇒x2 ∼ N (x2;Fµ,FPF T +Q) et
[
x1
x2
]
∼ N
([
x1
x2
]
;
[
µ
Fµ
]
,
[
F PF T
FP FPF T +Q
])
.
(1.88)
On peut donc exprimer la loi marginale dans (1.79)
ξk|z1:k−1 ∼ N (ξk;F k−1ξˆk−1|k−1(z1:k−1),F k−1P k−1(z1:k−1)F Tk−1 +Qk−1). (1.89)
Dans la suite, afin d’alléger les notations, on enlèvera z1:k−1 dans les expressions de ξˆk−1|k−1
et P k−1. Ces premiers calculs permettent de donner la première étape du filtre de Kalman,
à savoir l’étape de prédiction
ξˆk|k−1 = F k−1ξˆk−1|k−1 (1.90)
P k|k−1 = F k−1P k−1|k−1F Tk−1 +Qk−1 (1.91)
Vraisemblance
Soit hk la fonction telle que
zk = hk(ξk) + nk. (1.92)
On a
p(zk|ξk, z1:k−1) = p(zk|ξk) et zk|ξk ∼ N (zk;hk(ξk),Rk). (1.93)
Comme précisé précédemment, la fonction hk n’est pas linéaire, et donc on ne peut pas
poursuivre simplement les calculs pour obtenir la loi a posteriori (1.78). Cependant, on a
vu qu’il est possible de linéariser la relation (1.92) pour obtenir (1.70). Si on applique une
linéarisation au point de prédiction ξˆk|k−1, on obtient
yk = Hkxk + nk (1.94)
où
yk = zk − hk(ξˆk|k−1) (1.95)
xk = ξk − ξˆk|k−1 (1.96)
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ce qui permet de déterminer la loi approchée pour zk
zk|ξk, z1:k−1 ∼ N (zk;hk(ξˆk|k−1) +Hk(ξk − ξˆk|k−1),Rk)
∼ N (zk;hk(ξˆk|k−1)−Hkξˆk|k−1 +Hkξk,Rk). (1.97)
Cette linéarisation de l’équation de mesure permet de construire un filtre de Kalman autour
de cette partie linéaire, et constitue le filtre de Kalman étendu, ou Extended Kalman Filter
(EKF) Smith et al. [1962],[Gustafsson, 2012, Chap. 8].
Loi a posteriori
On peut donc déduire de tout ce travail préliminaire la loi a posteriori de ξk|z1:k−1. En
effet, on a
zk|ξk, z1:k−1 ∼ N (hk(ξˆk|k−1)−Hkξˆk|k−1 +Hkξk,Rk)
et
ξk|z1:k−1 ∼ N (ξk; ξˆk|k−1,P k|k−1)
donc par propriété des vecteurs gaussiens (1.88)[
ξk|z1:k−1
zk|z1:k−1
]
∼ N
([
ξk
zk
]
;
[
ξˆk|k−1
hk(ξˆk|k−1)−Hkξˆk|k−1 +Hkξˆk|k−1
]
,
[
P k|k−1 P k|k−1HTk
HkP k|k−1 HkP k|k−1HTk +Rk
])
.
(1.98)
A l’aide de la propriété[
x1
x2
]
∼ N
([
x1
x2
]
;
[
a
b
]
,
[
A C
CT B
])
⇒ x1|x2 ∼ N (x1;a+CB−1(x2 − b),A−CB−1CT )
(1.99)
on en déduit que la loi a posteriori est gaussienne, avec les récurrences précédemment établies.
Les étapes de mise à jour du filtre peuvent alors être déterminées, car la moyenne de la loi a
posteriori (donc l’estimateur du maximum a posteriori et du minimum d’erreur quadratique
comme la loi est Gaussienne) vaut
ξˆk|k = ξˆk|k−1 + P k|k−1HTk (HkP k|k−1HTk +Rk)−1(zk − (hk(ξˆk|k−1))), (1.100)
ce qui en définissant la covariance de l’innovation
Sk = (HkP k|k−1HTk +Rk) (1.101)
et le gain de Kalman
Kk = P k|k−1HTkS−1k (1.102)
donne
ξˆk|k = ξˆk|k−1 +Kkyk, (1.103)
qui possède la matrice de covariance suivante
P k|k = P k|k−1 − P k|k−1HTkS−1k HkP k|k−1
= (I8 −KkHk)P k|k−1 (1.104)
1.6.2.2 Implémentation racine carrée
Afin d’obtenir un code plus robuste au conditionnement des matrices et à leurs inversions,
nous choisissons l’implémentation racine carrée du filtre de Kalman [Gustafsson, 2012, Chap.
7.5]. L’idée repose sur l’application de décompositions QR sur les différentes racines carrées
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des matrices 6 de l’algorithme afin de travailler avec des matrices facilement inversibles (car
triangulaires). On peut alors montrer la décomposition suivante R1/2k HkF kP 1/2k|k HkQ1/2k
08×2sk F kP
1/2
k|k Q
1/2
k
 =
 S1/2k 02sk×8 02sk×8
KkS
1/2
k P
1/2
k|k 08
QT (1.105)
où Q désigne la seconde matrice de la décomposition QR dont l’expression n’est pas utile. En
calculant la décomposition QR de la matrice de gauche, on peut identifier les matrices S1/2k ,
KkS
1/2
k et P
1/2
k|k pour en déduire une autre étape de mise à jour du filtre de Kalman étendu
présenté précédemment
ξˆk|k = ξˆk|k−1 +KkS
1/2
k S
−1/2
k yk (1.106)
P k|k = P
1/2
k|k (P
1/2
k|k )
T (1.107)
1.7 Résumé de l’algorithme de positionnement de référence
L’algorithme état de l’art qui sera utilisé comme point de départ pour notre étude reprend
tous les points présentés précédemment et est résumé dans la figure 1.22. De plus, une rou-
tine Matlab est disponible à l’adresse http://perso.tesa.prd.fr/jlesouple/codes.html.
Dans cette thèse, nous proposons d’ajouter une étape à cette figure qui va limiter l’impact des
multitrajets sur les erreurs de mesure, ce qui correspond à rajouter une branche qui arrive au
bloc hk, en se servant des paramètres évoqués jusqu’alors provenant du récepteur seul (pas
de couplage d’informations extérieures).
6. matrices M1/2 telles que M = M1/2(M1/2)T
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Figure 1.22 – Algorithme de positionnement de référence.
Chapitre 2
Estimation parcimonieuse pour la
navigation par satellites
« J’ai longtemps cherché la
solution à ces nuisances
Ça m’apparaît maintenant
comme une évidence »
Aurélien Cotentin
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2.1 Introduction
Les statisticiens ont de plus en plus accès à un nombre de données très important en
raison par exemple du coût des appareils de plus en plus faible, de l’augmentation des capa-
cités de stockages, des accès et communication facilités par internet, ... d’où l’intérêt actuel
pour le Big Data. Il est donc nécessaire d’extraire au mieux et au plus vite des informations
pertinentes de toutes ces données. Ceci peut se faire à l’aide d’hypothèses simplificatrices
permettant de réduire le nombre d’inconnues significatives de certains problèmes, et c’est
donc dans cet esprit que sont apparues diverses techniques d’estimation parcimonieuse à la
fin des années 90. Comme son nom l’indique, l’estimation parcimonieuse va donc chercher
à décrire un nombre important de données à l’aide d’un nombre réduit de paramètres si-
gnificatifs. Pour ce faire, on se retrouve de manière générale devant un problème mal posé,
le plus généralement ayant plus d’inconnues que d’équations avec une infinité de solutions.
Il devient alors nécessaire de régulariser le problème, et donc de rajouter des hypothèses a
priori sur ce dernier. Dans le cadre de l’estimation parcimonieuse, on choisit d’intégrer une
information a priori de parcimonie, i.e., on va supposer que dans le vecteur à estimer, seules
certaines composantes sont non-nulles. Il existe plusieurs manières d’intégrer cette contrainte
de parcimonie dans la résolution d’un problème d’estimation statistique dont certaines sont
décrites dans la partie suivante.
2.2 L’estimation parcimonieuse
Dans la suite, nous supposons que nous disposons de données bruitées y˜ =
[
y˜1 . . . y˜m
]T ∈
Rm linéairement dépendantes d’un vecteur θ =
[
θ1 . . . θn
]T ∈ Rn, avec m < n par le biais
d’une matrice H˜ ∈ Rm×n, i.e.,
y˜ = H˜θ + n (2.1)
où n ∈ Rm désigne le bruit de mesure. L’estimation parcimonieuse consiste à estimer le
vecteur θ vérifiant (2.1) avec des contraintes de parcimonie sur ce vecteur θ. Une notion
primordiale qu’il nous faut définir afin de parler de parcimonie est la pseudo-norme `0, qui
se définit pour un vecteur θ par
‖θ‖0 = #{θi, i = 1, . . . , n : θi 6= 0} (2.2)
où # désigne le cardinal d’un ensemble. En d’autres termes, la norme `0 de θ est le nombre
de composantes non-nulles de θ. La contrainte de parcimonie peut alors être introduite de
différentes manières Soubies et al. [2015]. Si on souhaite imposer une contrainte sur le nombre
d’éléments non-nuls de θ, par exemple ‖θ‖0 ≤ k, on peut alors résoudre le problème suivant
arg min
θ∈Rn
‖y˜ − H˜θ‖22 s.c. ‖θ‖0 ≤ k (2.3)
où s.c. signifie sous contrainte. Si on souhaite limiter la puissance du bruit, on peut plutôt
chercher à résoudre
arg min
θ∈Rn
‖θ‖0 s.c. ‖y˜ − H˜θ‖22 ≤ . (2.4)
Enfin, si on ne souhaite pas imposer de contrainte à l’un de ces deux niveaux, on peut utiliser
la forme pénalisée
arg min
θ∈Rn
1
2‖y˜ − H˜θ‖
2
2 + λ‖θ‖0 (2.5)
où λ ∈ R+ désigne un hyperparamètre du problème, ou paramètre de régularisation, qui
permet de balancer l’importance des deux termes à minimiser, à savoir l’attache aux données
1
2‖y˜ − H˜θ‖22 et le terme de parcimonie ‖θ‖0. On remarque que pour λ grand, le terme de
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droite l’emporte sur la fonction coût à minimiser, et on va donc minimiser ‖θ‖0 seul, ce qui
donne θ = 0, alors qu’au contraire, λ 1 va favoriser l’attache aux données, et donc donner
un vecteur avec peu (voire pas) de composantes non nulles. Autrement dit, λ permet de faire
la part des choses entre les deux critères qui nous intéressent. Les problèmes précédents sont
connus pour être NP difficiles (coût calculatoire combinatoire), et nécessitent l’utilisation
de solutions combinatoires qui testent toutes les configurations possibles pour θ (en terme
d’éléments nuls et non nuls). Cette difficulté est par exemple liée au fait que le problème
(2.5) est non-convexe. C’est pourquoi plusieurs auteurs ont essayé de simplifier ces différents
problèmes, afin des les résoudre de manière simple et rapide.
2.2.1 LASSO
Une manière simple de rendre les problèmes (2.3), (2.4), (2.5) convexes, et ainsi obtenir
l’existence et l’unicité de la solution, est de remplacer la pseudo-norme `0 par une norme
`1 Candès et al. [2008] définie par
‖θ‖1 =
n∑
i=1
|θi|. (2.6)
Par exemple, le problème (2.3) devient
arg min
θ∈Rn
‖y˜ − H˜θ‖22 s.c. ‖θ‖1 ≤ k (2.7)
connu sous le nom de Basis Pursuit Chen et al. [1998], tandis que le problème (2.4) s’écrit
arg min
θ∈Rn
‖θ‖1 s.c. ‖y˜ − H˜θ‖22 ≤  (2.8)
connu sous le nom de Basis Pursuit Denoising. Enfin le problème (2.5) conduit à
arg min
θ∈Rn
1
2‖y˜ − H˜θ‖
2
2 + λ‖θ‖1 (2.9)
connu sous le nom de Least Absolute Shrinkage Operator (LASSO) Tibshirani [1996]. C’est
sur ce dernier problème que nous allons concentrer notre étude, car il permet de ne pas
imposer directement de contraintes sur le nombre d’éléments non nuls ni sur le niveau de
bruit. Nous allons dans un premier temps voir comment ce problème peut être résolu puis
discuter de ses inconvénients.
2.2.1.1 Résolution du problème LASSO
Il existe plusieurs méthodes de résolution du problème LASSO : résolution par ADMM
(Alternating Direction Method of Multipliers) Boyd et al. [2010], descente de gradient Beck et
Teboulle [2009]; Figueiredo et Nowak [2003], ... Nous avons choisi d’utiliser l’algorithme Shoo-
ting Fu [1998]; Pendse [2011], qui est un algorithme itératif travaillant élément par élément.
Reprenons (2.9), et supposons que n = 1. Le problème (2.9) devient alors
arg min
θ∈R
1
2‖y˜ − h˜θ‖
2
2 + λ|θ|
⇔ arg min
θ∈R
1
2(y˜ − h˜θ)
T (y˜ − h˜θ) + λ|θ|
⇔ arg min
θ∈R
1
2(y˜
T y˜ + h˜T h˜θ2 − 2y˜T h˜θ) + λ|θ|. (2.10)
On définit alors
f(θ) = 12(y˜
T y˜ + h˜T h˜θ2 − 2y˜T h˜θ) + λ|θ| (2.11)
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qui est la fonction à minimiser, de gradient généralisé
∇f,θ(θ) = h˜T h˜θ − y˜T h˜+ λ∂(|θ|) (2.12)
avec
∂(|θ|) =
{
sign(θ) si θ 6= 0
[−1, 1] si θ = 0 . (2.13)
Pour minimiser f , il suffit d’analyser les différentes valeurs que peut prendre sign(θ)
— si θ > 0, alors
∇f,θ(θ) = h˜T h˜θ − y˜T h˜+ λ (2.14)
donc
∇f,θ(θ) = 0⇔ θ = y˜
T h˜− λ
h˜T h˜
et θ > 0⇔ y˜T h˜ > λ (2.15)
— si θ < 0, alors
∇f,θ(θ) = h˜T h˜θ − y˜T h˜− λ (2.16)
donc
∇f,θ(θ) = 0⇔ θ = y˜
T h˜+ λ
h˜T h˜
et θ < 0⇔ y˜T h˜ < −λ (2.17)
— si θ = 0, alors
∇f,θ(θ) = −y˜T h˜+ λ[−1, 1] (2.18)
donc
∇f,θ(θ) = 0⇔ θ = 0 et y˜T h˜ ∈ [−λ, λ] (2.19)
On peut finalement donner la solution du problème (2.10)
θ =

y˜T h˜−λ
h˜T h˜
si y˜T h˜ > λ
0 si y˜T h˜ ∈ [−λ, λ]
y˜T h˜+λ
h˜T h˜
si y˜T h˜ < −λ
. (2.20)
On peut alors exprimer cette solution en fonction d’un opérateur de seuillage doux défini par
Sλ(u) =

u− λ u > λ
0 si u ∈ [−λ, λ]
u+ λ si u < −λ
(2.21)
qui donne comme solution de (2.10)
θ = Sλ(y˜
T h˜)
h˜T h˜
. (2.22)
Pour en déduire la solution du problème général (2.9), avec i ∈ {1, . . . , n}, on peut alors
résoudre le problème (2.9) en séparant la contribution de la i-ème composante de θ, notée
θi. Pour cela, on note h˜i la i-ème colonne de H˜, θ(−i) = [θ1, . . . , θi−1, 0, θi+1, . . . , θn] et
y˜i = y˜ − H˜θ(−i). On a alors
arg min
θ∈Rn
1
2‖y˜i − h˜iθi‖
2
2 + λ|θi|+ λ
n∑
j=1,j 6=i
|θj |. (2.23)
En supposant que toutes les composantes de θ ont été trouvées sauf la i-ème, il suffit de
résoudre
arg min
θi∈R
1
2(y˜
T
i y˜i + h˜Ti h˜iθ2i − 2y˜Ti h˜iθi) + λ|θi| (2.24)
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dont la solution est
θi =
Sλ(y˜Ti h˜i)
h˜Ti h˜i
. (2.25)
Si on répète cette opération pour chaque composante du vecteur θ un grand nombre de
fois, la convexité du problème (2.9) garantit la convergence de l’algorithme itératif vers la
solution unique du problème. On en déduit donc l’algorithme 1 1 qui fournit la solution du
problème LASSO (2.9). Cependant cette relaxation de la pseudo-norme `0 par une norme
Algorithme 1 Algorithme Shooting pour résoudre le problème LASSO
Initialiser θ,θt−1
tant que ‖θ − θt−1‖∞ ≤ ε faire
θt−1 = θ
pour i = 1, . . . , n faire
θ(−i) ← θ
θ(−i)[i]← 0
θ[i]← Sλ((y˜−Hθ(−i))T h˜i)
h˜Ti h˜i
fin pour
fin tant que
`1 est très forte, comme cela a par exemple été montré dans Candès et al. [2008], et dans
certains cas, d’autres pénalisations sont plus efficaces que la norme `1, qui va donner de
mauvais estimateurs du vecteur cherché.
2.2.2 Reweighted `1
Il est possible que la valeur de θ solution qui minimise le critère (2.9) soit atteint par
un autre vecteur que celui cherché, comme cela est illustré dans la figure 2.1. Cela arrive
notamment lorsque le vecteur à estimer a une composante non nulle d’amplitude importante.
Il est alors moins coûteux d’annuler la composante correspondante de θ. Pour pallier ce
θ0
y˜ = H˜θ
θ0
θ1
y˜ = H˜θ
θ0
y˜ = H˜θ
Figure 2.1 – De gauche à droite : (a) Vecteur parcimonieux θ0 à estimer, contrainte y˜ = Hθ, et
boule `1 de rayon ‖θ0‖1. (b) Existence d’un vecteur θ1 6= θ0 tel que ‖θ1‖1 < ‖θ0‖1 et vérifiant la
contrainte. (c) Boule `1 pondérée : il n’y a pas de vecteur θ 6= θ0 vérifiant la contrainte tel que
‖Wx‖1 ≤ ‖Wx0‖1, où W est une matrice de pondération, d’après Candès et al. [2008].
problème, Candès dans Candès et al. [2008] propose une relaxation convexe de la forme
suivante
arg min
θ∈Rn
1
2‖y˜ − H˜θ‖
2
2 + λ‖Wθ‖1 (2.26)
avecW = diag(wi)i=1,...,n une matrice de pondération. Cela revient à remplacer dans la ligne
6 de l’algorithme 1 la fonction Sλ par Sλwi (le seuillage n’est donc pas le même sur chacune
1. un code pour algorithme est disponible à l’adresse http://perso.tesa.prd.fr/jlesouple/codes.html
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des composantes), ce qui est présenté dans l’algorithme 2. D’autre part, si on fixe
wi =
{ 1
|θ0,i| , θ0,i 6= 0
∞, θ0,i = 0
, (2.27)
où θ0 est le vecteur cherché, on a dans ce cas ‖Wθ0‖1 = ‖θ0‖0. En revanche cette matrice de
pondération W n’est pas calculable en pratique puisqu’on ne connaît pas le vecteur θ0. Les
auteurs de Candès et al. [2008] proposent la solution itérative donnée dans l’algorithme 3,
où le paramètre  permet d’éviter les divisions éventuelles par 0. Cette méthode nous per-
Algorithme 2 Algorithme Shooting pour résoudre le problème Weighted-`1 avec W fixée
Initialiser θ
tant que non-convergence faire
pour i = 1, . . . , n faire
θ(−i) ← θ
θ(−i)[i]← 0
θ[i]← Sλwi ((y˜−Hθ(−i))Thi)
hTi hi
fin pour
fin tant que
Algorithme 3 Algorithme Reweighted-`1 pour résoudre le problème Weighted-`1 sans
connaissance de W
Initialiser W
pour ` = 0, . . . , `max faire
Résoudre θ(`) = arg minθ∈Rn 12‖y˜ − H˜θ‖22 + λ‖W (`)θ‖1, via 2 par exemple
Mettre à jour les poids par
pour i = 1, . . . , n faire
w
(`+1)
i = 1θ(`)i +
fin pour
fin pour
mettra d’apporter une information a priori sur la présence ou non de biais dans le vecteur à
estimer. D’autre part, comme nous effectuons un filtrage temporel de la position, il peut être
intéressant d’ajouter un lissage temporel, ce qui fera l’objet de la section 2.3.4.1.
2.2.3 Fused LASSO
Il est possible de coupler estimation parcimonieuse et lissage, comme cela a été fait
dans Tibshirani et al. [2005] où a été défini le problème Fused LASSO suivant
arg min
θ∈Rn
1
2‖y˜ − H˜θ‖
2
2 + λ‖θ‖1 + µ
n∑
i=2
|θi − θi−1|. (2.28)
Nous ne donnerons pas d’algorithme pour résoudre ce problème, car nous ne l’utiliserons pas
tel quel. Cependant la méthode employée précédemment pour l’algorithme 1 marche aussi
pour ce problème.
2.3 Application à l’estimation des multitrajets en GNSS
Maintenant que nous avons présenté l’estimation parcimonieuse, nous allons expliquer
comment celle-ci peut être bénéfique à la correction des multitrajets dans les mesures GNSS.
Ces travaux ont été publiés dans Lesouple et al. [2018c] et ont fait l’objet d’un dépôt de
brevet Lesouple et al. [2017].
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2.3.1 Formulation du problème
Reprenant ce qui a été fait dans la partie 1.6, nous obtenons le modèle suivant
ξk = F k−1ξk−1 + uk−1 (2.29)
uk−1 ∼ N (uk−1; 0,Qk−1) (2.30)
yk = Hkxk + nk (2.31)
xk = ξk − ξˆk|k−1 (2.32)
nk ∼ N (nk; 0,Rk). (2.33)
Nous avons vu que cette modélisation est valable en l’absence de multitrajet. Afin d’améliorer
la méthode de référence résumée dans la partie 1.7, nous allons prendre en compte l’impact
des multitrajets, et pour cela nous allons utiliser le modèle présenté par exemple dans Giremus
et al. [2007], et ainsi réécrire (2.31) comme
yk = Hkxk +mk + nk (2.34)
où le vecteur de biais mk désigne la contribution des multitrajets à l’erreur de mesure à
l’instant k, et dont une formulation explicite est donnée en annexe B.2. L’hypothèse majeure
faite dans cette thèse est que le vecteur mk à estimer est parcimonieux, i.e., que certaines
de ses composantes sont nulles, i.e., que parmi toutes les mesures reçues par le récepteur,
certaines ne vont pas souffrir d’un biais dû à d’éventuels multitrajets. La stratégie employée
est alors de venir rajouter un bloc dans la figure 1.22 qui va venir estimer le vecteur mk
grâce à une hypothèse de parcimonie afin de le fournir en entrée du bloc de mise à jour du
filtre de Kalman en plus du vecteur yk. En s’inspirant du problème (2.26), nous proposons
de résoudre le problème suivant
arg min
xk,mk
1
2‖yk −Hkxk −mk‖
2
2 + λk‖W kmk‖1 (2.35)
qui cherche donc à expliquer les données par l’équation (2.34) grâce au terme de gauche, tout
en imposant de la parcimonie dans le vecteur mk. Si on n’avait pas rajouté cette contrainte
de parcimonie, le problème de minimisation du terme d’attache aux données aurait été sous-
déterminé avec une infinité de solutions. Par exemple, les vecteurs (xk,mk) = (x0,yk−Hkx0)
avec x0 quelconque fournissent la même fonction de coût (2.35). D’autre part, nous avons
choisi la formulation pondérée car, comme nous le montrerons dans les expérimentations, la
formulation LASSO ne donne pas tout le temps de bons résultats. Ainsi, l’algorithme 3 a été
testé dans un premier temps, sans donner de résultats convaincants (dû aux faibles dimensions
avec lesquelles nous travaillons, typiquement n = 8 et m = 2sk donc 16 pour 8 satellites).
Nous devons penser à une stratégie semblable, et repenser à l’utilité des poids dans la matrice
W k. Pour une composante mi, nous avons représenté différentes pénalités dans la figure 2.2.
Comme on peut le voir sur cette dernière figure, plus une composante se voit attribuer un poids
faible, moins sa contribution à la fonction coût est importante, et inversement. On permet
alors à l’estimateur d’autoriser des larges valeurs pour les composantes de poids faibles. Si on
peut fournir une information a priori sur la présence ou l’absence de multitrajet, et qu’on est
capable de traduire cette information dans une matrice de poids W k, on peut alors utiliser
l’estimation `1 pondérée pour essayer de corriger les erreurs de mesures dues aux multitrajets
dans la méthode de référence. Comme discuté dans la partie 1.5, l’élévation θi et le C/N0
peuvent être utilisés comme indicateurs de présence de multitrajet sur un signal satellite 2,
et nous allons donc définir une matrice de pondération en fonction de ces deux paramètres.
2. N.B., il existe dans la littérature des indicateurs de multitrajets plus performants que les deux proposés
ici, qui se situent au niveau des corrélateurs ou des discriminateurs. Cependant nous souhaitons travailler sur
les données brutes fournies par un récepteur bas-coût (fichier .ubx d’un récepteur Ublox par exemple), qui
n’implémentent pas ces indicateurs par soucis de coût.
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Figure 2.2 – Comparaison des différentes pénalités présentées précédemment.
2.3.2 Définition des poids
2.3.2.1 Pondération du C/N0
Pour construire la matrice de pondération, on voudrait que les satellite avec un fort
C/N0 soient favorisés car ils sont moins sujets aux multitrajets. Au contraire, plus le C/N0
s’éloigne d’une valeur nominale prédéfinie, plus on voudrait autoriser l’algorithme à estimer
des valeurs importantes du biais de mesure du satellite correspondant, et donc avoir un poids
faible. Comme les poids peuvent être définis à une constante multiplicative près (quitte à
changer la valeur du paramètre de régularisation λk dans (2.35)), nous avons supposé sans
perte de généralité que les satellites avec un fort C/N0 ont un poids égal à 1. Ensuite pour la
décroissance de la fonction de pondération, nous avons choisi la fonction proposée dans Realini
et Reguzzoni [2013], définie par
w1(x) =

10x−Ta
((
A× 10F−Ta − 1
)
x−T
F−T + 1
)−1
, x < T
1, x ≥ T
où
— x est le C/N0 du satellite correspondant, exprimé en dBHz
— T est un seuil au-delà duquel le poids est égal à 1 (et indique donc une mesure “propre”)
— a contrôle la courbure de la courbe, comme le montre la figure 2.3
— F permet de fixer la valeur de C/N0 pour laquelle la fonction w1 vaut A
— A contrôle la valeur de la fonction w1 en x = F (w1(F ) = 1/A).
La figure 2.3 montre l’évolution de différentes fonctions de pondération w1 pour différentes
valeurs de a. Comme on peut le constater, cette fonction vaut 1 pour la valeur nominale
C/N0 ≈ 45 dBHz, et est une fonction croissante de C/N0 (et donc limite la contribution
des mesures correspondant à des satellites ayant un faible C/N0). Pour déterminer les valeurs
appropriées de (T, a, F,A) dans la fonction w1, nous avons effectué une procédure de validation
croisée basée sur des expériences réalistes. Nous verrons que le quadruplet (T, a, F,A) =
(45, 80, 20, 30) est adapté à notre étude et que les performances d’estimation ne sont pas très
sensibles aux valeurs de T, a, F and A, pourvu que ces paramètres ne soient pas trop petits.
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Figure 2.3 – Fonction de pondération w1(C/N0) pour différentes valeurs de a (A = 30, F = 20 dBHz
et T = 45 dBHz).
2.3.2.2 Pondération de l’élévation θi
Un autre paramètre que l’on peut prendre en compte pour la pondération des signaux
est l’élévation des satellites. Dans les méthodes classiques de navigation, il est d’usage de
définir un masque d’élévation, entre 5◦ et 10◦, c’est à dire que les satellites qui ont une
élévation inférieure à ce masque sont écartés du calcul du point [Groves, 2008a, Chap. 7.4.2].
Cependant, en environnement urbain, étant donné le peu de satellites visibles, il est important
de pouvoir garder le plus grand nombre de satellites possible, d’autant plus si on souhaite
imposer une hypothèse de parcimonie pour la solution du problème d’estimation considéré.
En conséquence, nous proposons de réduire l’impact des satellites qui ont une faible élévation
sans les éliminer. Il y a plusieurs manières de définir un poids satisfaisant cette propriété,
et nous proposons de suivre ce qui a été fait dans Realini et Reguzzoni [2013]. En voulant
pénaliser les satellites qui ont une élévation inférieure à θ0, nous considérons la fonction de
pondération suivante
w2(x) =
{ sin2 (x)
sin2 (θ0) x < θ0
1 x ≥ θ0
(2.36)
où
— x est l’élévation du satellite en degré
— θ0 et la valeur maximale d’élévation que l’on souhaite pondérer.
La figure 2.4 montre l’évolution de la fonction de pondération w2 pour différentes valeurs de
θ0. Cette fonction vaut 1 au-delà de l’élévation maximale que l’on souhaite pénaliser. Comme
nous le verrons dans les expérimentations, la valeur θ0 a été fixée à 5◦ par validation croisée
(cette valeur pourra par exemple être ajustée en fonction de l’environnement dans lequel se
déplace le véhicule). Cette valeur peut paraître faible, mais elle montre juste que le C/N0 est
le principal indicateur de multitrajet considéré par notre méthode. Le poids final avec lequel
nous allons définir la matrice de pondération pour l’approche `1 pondérée est défini comme
le produit des deux fonctions précédentes pour chaque satellite, i.e.,
w [(C/N0)i, θi] = w1 [(C/N0)i]w2(θi) (2.37)
où (C/N0)i et θi désignent respectivement le C/N0 et l’élévation associés au satellite i. Nous
proposons d’autre part d’associer le même poids à la i-ème pseudodistance et la i-ème pseudo-
vitesse, puisque ces mesures proviennent du même satellite, ce qui donne wsk+i = wi. On peut
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Figure 2.4 – Fonction de pondération w2(θi) pour différentes valeurs de θ0.
remarquer que par construction, le poids w [(C/N0)i, θi] se situe dans l’intervalle ]0, 1]. Fina-
lement, il est important de noter que les paramètres C/N0 et θ sont accessibles facilement,
puisque le C/N0 est directement estimé par le récepteur, et l’élévation se calcule simplement,
comme montré dans la partie 1.3.2.2 à l’aide de la position précédente et de la position de
chacun des satellites (que l’on a pu calculer grâce aux éphémérides transmis dans le message
de navigation). Si on observe le problème (2.35), on se rend compte que notre formulation
diffère du problème LASSO (2.9) et du problème LASSO pondéré (2.26). La section suivante
explique comment déterminer la solution du problème (2.35).
2.3.3 Résolution du problème
La solution du problème (2.34) à mk fixé est connue et s’exprime sous la forme suivante
xˆk,MC = (H
T
kHk)−1HTk (yk −mk) (2.38)
que l’on peut remplacer dans (2.35) pour obtenir
arg min
xk,mk
1
2‖yk −Hk(H
T
kHk)−1HTk (yk −mk)−mk‖22 + λk‖W kmk‖1
arg min
mk
1
2‖(I2sk −Hk(H
T
kHk)−1HTk )yk − (I2sk −Hk(HTkHk)−1HTk )mk‖22 + λk‖W kmk‖1.
(2.39)
On définit alors
ΠHk = Hk(HTkHk)−1HTk (2.40)
qui est la matrice de projection sur le sous-ensemble engendré par les colonnes de la matrice
Hk, noté
Vec(Hk) =
{
y ∈ R2sk : ∃x ∈ R8,y = Hkx
}
, (2.41)
et donc la matrice I2sk −ΠHk est la matrice de projection sur l’orthogonal de cet espace. Le
problème que nous considérons est donc équivalent à rechercher le vecteur parcimonieux de
R2sk dont la projection dans l’orthogonal de Hk est la même que celles des mesures yk. Une
illustration en dimension 3 est donnée dans la figure 2.5, dans laquelle, et pour la suite du
problème, on introduit les notations suivantes :
— y˜k = (I2sk −ΠHk)yk est la projection des mesures yk sur l’orthogonal de Vec(Hk)
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Figure 2.5 – Illustration du problème présenté en 3 dimensions.
— H˜k = (I2sk − ΠHk)W−1k est la matrice de projection sur l’orthogonal de Vec(Hk)
pondérée par les inverses des poids du problème
— θk = W kmk est le vecteur des biais multitrajetmk pondéré par les poids du problème,
à ne pas confondre avec les élévations θi.
Le problème (2.39) se réécrit alors
arg min
mk
1
2‖y˜k − H˜kθk‖
2
2 + λk‖θk‖1. (2.42)
qui est un problème LASSO (2.9) que l’on sait résoudre via l’algorithme 1. Remarquons qu’on
aurait pu se passer de la variable intermédiaire θk, et résoudre le problème
arg min
mk
1
2‖y˜k − (I2sk −ΠHk)mk‖
2
2 + λk‖W kmk‖1 (2.43)
que l’on sait aussi résoudre via l’algorithme 2.
2.3.4 Variantes de l’algorithme
2.3.4.1 Lissage temporel des biais estimés
La méthode développée dans la section précédente ne considère aucun lissage temporel
des biais. Cependant nous avons pu constater lors de nos expérimentations que parfois la
pondération était contradictoire avec la présence d’un biais. Notamment, il est possible qu’il
y ait un biais sur la mesure et que le C/N0 correspondant soit élevé. La conséquence va être
de donner un poids important à ce biais dans la fonction coût, et il va alors devenir moins
coûteux d’associer 0 qu’un biais important, ce qui n’aurait pas été le cas si le poids corres-
pondant avait été faible. Cette situation est représentée dans la figure 2.6, où connaissant la
position de référence nous avons pu estimer le biais de mesure théorique sur la pseudovitesse
du satellite #13. L’estimation du biais semble convenable jusqu’à la droite en pointillés verts
où l’algorithme cesse brutalement d’estimer le biais (on passe d’une valeur d’une dizaine de
mètres par seconde à 0). On constate que parallèlement à ce phénomène, le C/N0 corres-
pondant a une valeur nominale, avec un poids proche de 1, et il devient alors moins coûteux
d’estimer 0 à la composante correspondante du vecteur de biais. Pour pallier ce cas de figure,
nous avons voulu ajouter un lissage temporel dans notre méthode d’estimation des biais, i.e.,
tenir compte de la valeur estimée du biais à l’instant précédent l’instant courant Lesouple
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Figure 2.6 – Illustration de la contradiction entre la valeur de biais théorique et le poids correspon-
dant. N.B., la zone où tous les paramètres sont nuls correspond à un masquage du satellite (son signal
n’est pas reçu par le récepteur).
et al. [2018b]. Pour ce faire, nous nous sommes inspirés du problème Fused LASSO, décrit
dans la section 2.2.3, conduisant à la résolution du problème suivant
arg min
xk,mk
1
2‖yk −Hkxk −mk‖
2
2 + λk‖W kmk‖1 + µk‖W k(mk − mˆk−1)‖1. (2.44)
La différence entre la résolution de (2.44) et du problème Fused LASSO (2.28) concerne la
dimension sur laquelle est effectué le lissage. En effet, dans (2.28), on remarque que le lissage
se fait sur toutes les composantes du vecteur à estimer, ce qui reviendrait grossièrement à
estimer les mêmes amplitudes de multitrajet pour chaque satellite si on l’appliquait à notre
problème, ce qui n’a pas vraiment de sens. On préfère alors ajouter un lissage dans le domaine
temporel, et donc limiter l’écart avec le biais estimé à l’instant précédent. D’autre part, on
voudrait que ce lissage soit plus important lorsque le poids correspondant est élevé (car c’est
dans ces circonstances que des problèmes peuvent apparaître), i.e., on voudrait encourager
mˆi,k = mˆi,k−1 pour wi = 1, ce qui revient donc à définir un poids égal à 1 dans la pénalité `1 du
terme de lissage. C’est pourquoi nous considérons la même matriceW k pour les deux termes
de pénalisation. A l’aide des mêmes notations que dans la partie 2.3.3, le problème (2.44)
peut se réécrire
arg min
mk
1
2‖y˜k − H˜kθk‖
2
2 + λk‖θk‖1 + µk‖θk − θˆk−1‖1 (2.45)
où θˆk−1 = W kmˆk−1. Afin de résoudre (2.45), nous avons suivi la même démarche que dans
la partie 2.2.1.1 pour obtenir l’algorithme Shooting correspondant. Pour cela, nous devons
calculer le gradient de la fonction à minimiser et analyser tous les cas possibles. Commençons
par le cas unidimensionnel :
arg min
θi,k
1
2‖y˜i,k − h˜i,kθi,k‖
2
2 + λk|θi,k|+ µk|(θi,k − θˆi,k−1)| (2.46)
où θi,k et θˆi,k−1 sont respectivement la i-ème composante du vecteur θk et la i-ème composante
du vecteur θˆk−1, y˜i,k = y˜k − H˜kθk(−i), et h˜i,k est la i-ème colonne de la matrice H˜k. Ce
problème est équivalent à
arg min
θi,k
1
2(h˜
T
i,kh˜i,kθ
2
i,k − 2y˜Ti,kh˜i,kθi,k) + λk|θi,k|+ µk|(θi,k − θˆi,k−1)|. (2.47)
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Le gradient généralisé de la fonction à minimiser est
∇
(1
2(h˜
T
i,kh˜i,kθ
2
i,k − 2y˜Ti,kh˜i,kθi,k)
)
+ ∂(λk|θi,k|) + ∂(µk|(θi,k − θˆi,k−1)|)
=h˜Ti,kh˜i,kθi,k − y˜Ti,kh˜i,k + λk∂(|θi,k|) + µk∂(|θi,k − θˆi,k−1|). (2.48)
D’autre part,
∂(|x|) =
{
sign(x) si x 6= 0
[−1, 1] si x = 0 (2.49)
Nous allons donc devoir étudier 32 = 9 cas différents, selon les valeurs des deux valeurs
absolues de (2.48).
• Cas où θi,k > 0 et θi,k − θˆi,k−1 > 0 :
Dans ce cas le gradient généralisé vaut
∇ = h˜Ti,kh˜i,kθi,k − y˜Ti,kh˜i,k + λk + µk (2.50)
qui est nul pour
θ∗i,k =
y˜Ti,kh˜i,k − λk − µk
h˜Ti,kh˜i,k
(2.51)
et les conditions donnent
y˜Ti,kh˜i,k > λk + µk (2.52)
et y˜Ti,kh˜i,k > h˜Ti,kh˜i,kθˆi,k−1 + λk + µk. (2.53)
• Cas où θi,k > 0 et θi,k − θˆi,k−1 < 0 :
Dans ce cas le gradient généralisé vaut
∇ = h˜Ti,kh˜i,kθi,k − y˜Ti,kh˜i,k + λk − µk (2.54)
qui est nul pour
θ∗i,k =
y˜Ti,kh˜i,k − λk + µk
h˜Ti,kh˜i,k
(2.55)
et les conditions donnent
y˜Ti,kh˜i,k > λk − µk (2.56)
et y˜Ti,kh˜i,k < h˜Ti,kh˜i,kθˆi,k−1 + λk − µk. (2.57)
• Cas où θi,k < 0 et θi,k − θˆi,k−1 > 0 :
Dans ce cas le gradient généralisé vaut
∇ = h˜Ti,kh˜i,kθi,k − y˜Ti,kh˜i,k − λk + µk (2.58)
qui est nul pour
θ∗i,k =
y˜Ti,kh˜i,k + λk − µk
h˜Ti,kh˜i,k
(2.59)
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et les conditions donnent
y˜Ti,kh˜i,k < −λk + µk (2.60)
et y˜Ti,kh˜i,k > h˜Ti,kh˜i,kθˆi,k−1 − λk + µk. (2.61)
• Cas où θi,k < 0 et θi,k − θˆi,k−1 < 0 :
Dans ce cas le gradient généralisé vaut
∇ = h˜Ti,kh˜i,kθi,k − y˜Ti,kh˜i,k − λk − µk (2.62)
qui est nul pour
θ∗i,k =
y˜Ti,kh˜i,k + λk + µk
h˜Ti,kh˜i,k
(2.63)
et les conditions donnent
y˜Ti,kh˜i,k < −λk − µk (2.64)
et y˜Ti,kh˜i,k < h˜Ti,kh˜i,kθˆi,k−1 − λk − µk. (2.65)
Pour les cas où l’une des deux valeurs absolues seulement est nulle, la solution est plus simple
et est décrite ci-dessous.
• Cas où θi,k = 0 et θi,k − θˆi,k−1 6= 0 :
Dans ce cas le gradient généralisé vaut
∇ = −y˜Ti,kh˜i,k + λk[−1, 1] + µksign(−θˆi,k−1) (2.66)
et on cherche à résoudre
0 ∈ −y˜Ti,kh˜i,k − µksign(θˆi,k−1) + λk[−1, 1]
⇔y˜Ti,kh˜i,k + µksign(θˆi,k−1) ∈ [−λk, λk]
⇔|y˜Ti,kh˜i,k + µksign(θˆi,k−1)| ≤ λk. (2.67)
• Cas où θi,k 6= 0 et θi,k − θˆi,k−1 = 0 :
Dans ce cas le gradient généralisé vaut
∇ = h˜Ti,kh˜i,kθˆi,k−1 − y˜Ti,kh˜i,k + λksign(θˆi,k−1) + µk[−1, 1] (2.68)
et on cherche à résoudre
0 ∈ h˜Ti,kh˜i,kθˆi,k−1 − y˜Ti,kh˜i,k + λksign(θˆi,k−1) + µk[−1, 1]
⇔− h˜Ti,kh˜i,kθˆi,k−1 + y˜Ti,kh˜i,k − λksign(θˆi,k−1) ∈ [−µk, µk]
⇔| − h˜Ti,kh˜i,kθˆi,k−1 + y˜Ti,kh˜i,k − λksign(θˆi,k−1)| ≤ µk. (2.69)
• Cas où θi,k = 0 et θi,k − θˆi,k−1 = 0 :
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Condition Solution
y˜Ti,kh˜i,k > λk + µk et y˜Ti,kh˜i,k > h˜Ti,kh˜i,kθˆi,k−1 + λk + µk θ∗i,k =
y˜Ti,kh˜i,k−λk−µk
h˜T
i,k
h˜i,k
y˜Ti,kh˜i,k > λk − µk et y˜Ti,kh˜i,k < h˜Ti,kh˜i,kθˆi,k−1 + λk − µk θ∗i,k =
y˜Ti,kh˜i,k−λk+µk
h˜T
i,k
h˜i,k
y˜Ti,kh˜i,k < −λk + µk et y˜Ti,kh˜i,k > h˜Ti,kh˜i,kθˆi,k−1 − λk + µk θ∗i,k =
y˜Ti,kh˜i,k+λk−µk
h˜T
i,k
h˜i,k
y˜Ti,kh˜i,k < −λk − µk et y˜Ti,kh˜i,k < h˜Ti,kh˜i,kθˆi,k−1 − λk − µk θ∗i,k =
y˜Ti,kh˜i,k+λk+µk
h˜T
i,k
h˜i,k
|y˜Ti,kh˜i,k + µksign(θˆi,k−1)| ≤ λk et θˆi,k−1 6= 0 θ∗i,k = 0
|y˜Ti,kh˜i,k − h˜Ti,kh˜i,kθˆi,k−1 − λksign(θˆi,k−1)| ≤ µk et θˆi,k−1 6= 0 θ∗i,k = θˆi,k−1
|y˜Ti,kh˜i,k| ≤ λk + µk et θˆi,k−1 = 0 θ∗i,k = 0
Tableau 2.1 – Solution du problème unidimensionnel.
Dans ce cas le gradient généralisé vaut
∇ = −y˜Ti,kh˜i,k + λk[−1, 1] + µk[−1, 1] (2.70)
et on cherche à résoudre
0 ∈ −y˜Ti,kh˜i,k + λk[−1, 1] + µk[−1, 1]
⇔y˜Ti,kh˜i,k ∈ [−(λk + µk), λk + µk]
⇔|y˜Ti,kh˜i,k| ≤ λk + µk (2.71)
La solution finale du problème est résumée dans la table 2.1. Pour le cas multidimensionnel,
il suffit d’appliquer le même raisonnement que dans la partie 2.2.1.1 et itérer suivant chaque
dimension jusqu’à convergence de l’algorithme (garantie par la convexité de la fonction à
minimiser).
2.3.4.2 Estimation robuste de la matrice de covariance
Une autre façon d’améliorer la méthode est de changer la méthode d’estimation de la
matrice de covariance du bruit Rk. En effet, la manière dont elle est définie dans (1.73)
fait que les bruits np,k (pseudodistances), et nr,k (pseudovitesses) sont des bruits blancs, de
variances respectives σ2p et σ2r . Cependant, on peut essayer par exemple d’estimer la matrice
de covariance en accordant plus ou moins d’importance à chaque mesure, par exemple en
fonction de son élévation, ce qui revient à dire que les mesures en lesquelles on a le moins
confiance sont supposées avoir une variance élevée et inversement. Cette technique est très
répandue en GNSS Carcanague et al. [2013]; Groves et Jiang [2013]; Rao et al. [2004]; Tay
et Marais [2013]. D’autres techniques cherchent à estimer cette matrice par une méthode
itérative afin d’obtenir une cohérence entre les paramètres estimés, les données, et la matrice
de covariance Fox et Weisberg [2013]. Nous allons présenter ici une technique itérative appelée
IRLS Iteratively Reweighted Least Squares, Carcanague [2013]; Kuusniemi [2005]. Pour cela,
on suppose que les mesures ne sont pas biaisées comme dans (1.70), et on rappelle la solution
moindres carrés pondérés (cf., 1.6.1)
xˆk = (HTkDHk)−1HTkDyk (2.72)
où D est une matrice de poids avec idéalement D−1 = Rk. On note également vˆk le résidu
d’estimation défini par
vˆk = Hkxˆk − yk (2.73)
= −(Isk − (HTkDHk)−1HTkD)yk (2.74)
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et Cvˆk la matrice de covariance des résidus
Cvˆk = D −Hk(HTkD−1Hk)−1HTk . (2.75)
Une méthode d’estimation appellée “Danish method”, ou méthode Danoise Krarup et al.
[1980] consiste à définir des poids a priori définis à partir des résidus normalisés d’estimation,
de manière à diminuer le poids des résidus trop élevés. Cette technique a fait ses preuves dans
de nombreux cas pratiques même si elle est difficile à justifier théoriquement. La méthode
Danoise commence par définir une première variance a priori pour chaque mesure, notée σ2i,0
pour la i-ème mesure, par exemple à partir des poids donnés dans Carcanague [2013]. Pour
un instant k fixé, les poids de D et les variances des mesures sont mis à jour itérativement.
Pour cela, à chaque itération j, la variance de chaque mesure i est modifiée comme suit 3
σ2i,j+1 = σ2i,0 ×
{
exp
(wi,j
T
)
si wi,j > T
1 sinon (2.76)
avec
wi,j =
∣∣∣∣∣∣ (vˆj,k)i√(Cvˆ1,k)ii
∣∣∣∣∣∣ (2.77)
vˆj,k = yk −Hkxˆj,k
= (I −Hk(HTkDj,kHk)−1HTkDj,k)yk (2.78)
Cvˆ1,k = (H
T
kD1,kHk)−1HTkD1,k (2.79)
Dj,k = diag
(
1
σ2i,j
)
(2.80)
T = F−1
(
1− α02
)
(2.81)
où les poids wi,j sont les résidus d’estimation normalisés mis à jour à chaque itération, F−1
est l’inverse de la fonction répartition de la loi normale centrée réduite et α0 est la probabilité
de fausse alarme requise. On pénalise donc exponentiellement les variances a priori lorsque
les résidus normalisés dépassent le seuil T , défini à l’aide de la fonction de répartition inverse
de la loi normale centrée réduite, et on garde celles dont les résidus normalisés sont inférieurs
à T . Après convergence, on peut estimer la matrice de covariance des mesures Rˆk par
Rˆk = D−1J,k (2.82)
où J désigne la dernière itération, i.e., celle où la convergence de l’algorithme IRLS a été
atteinte.
Nous avons donc proposé dans Lesouple et al. [2018a] de coupler l’estimation des biais
multitrajets précédente avec cette méthode d’estimation robuste de la matrice de covariance.
Pour cela, dans une première étape nous estimons les biais multitrajets avec une pénalité
`1 pondérée (et éventuellement, lissage temporel), corrigeons les mesures (en retranchant le
vecteur de biais estimé), et appliquons la méthode Danish à ces mesures corrigées.
2.4 Résultats expérimentaux
Cette partie va nous permettre d’apprécier au travers de données simulées et réelles les
performances de la méthode proposée 4.
3. N.B., pour les variances, afin de ne pas surcharger les notations, on n’indique pas l’indice temporel k
4. La plupart des codes utilisés ici sont disponibles à l’adresse http://perso.tesa.prd.fr/jlesouple/
codes.html
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2.4.1 Données synthétiques
Les données synthétiques considérées dans cette section ont été générée à l’aide d’un
vecteur d’état de référence défini par (2.29) et les mesures correspondantes définies par (2.31)
avec 8 satellites. La durée de la simulation est K = 500 instants, et les résultats ont été
moyennés à l’aide de 200 itérations de Monte Carlo. Nous avons de plus généré des biais
additifs artificiels, pour modéliser l’impact des multitrajets, qui vont venir corrompre les
mesures (pseudodistances et pseudovitesses) entre les instants k = 50 et k = 150 pour
les satellites #1,#5 et #6. Les amplitudes des biais ont été fixées à 80, 60 et 40 mètres
respectivement pour les pseudodistances, et 5, 12 et 4 mètres par seconde respectivement
pour les pseudovitesses. Les positions des satellites ont été générées d’après des éphémérides
réelles de manière à être plus réalistes 5. Finalement, une valeur de C/N0 a été générée pour
chaque satellite de la manière suivante
(C/N0)i,k ∼
{
U[45,48]((C/N0)i,k) en absence de multitrajet sur le satellite #i à l’instant k
U[30,33]((C/N0)i,k) en présence de multitrajet sur le satellite #i à l’instant k
(2.83)
où U[a,b](.) désigne la loi uniforme sur l’intervalle [a, b]. La méthode d’estimation des biais
proposée a ensuite été comparée aux résultats obtenus par un algorithme Shooting résolvant
un problème LASSO classique et un algorithme `1 repondéré (algorithme 3). Dans un premier
temps, nous présentons les résultats de validations croisées ayant permis de déterminer les
divers paramètres de la méthode (paramètres de la fonction de pondération et paramètre de
régularisation λk). Nous choisissons pour ces simulations les paramètres suivants (T, a, F,A, λk) =
(a) RMSE estimées pour λk. (b) RMSE estimées pour (T, a, F,A).
Figure 2.7 – Variations des RMSE pour chaque paramètres fixé par validation croisée. Les valeurs
choisies sont représentées par une ligne noire verticale en tirets.
(45, 80, 20, 30, 1). Les résultats sont donnés dans la figure 2.7 et expriment l’erreur quadra-
tique moyenne, ou Root Mean Square Error (RMSE) de la position projetée sur chacun des
axes du repère ENU. La figure 2.8 montre alors les résultats pour chacune des méthodes
d’estimation de biais sur les pseudodistances et pseudovitesses de 4 satellites (dont 3 sont
effectivement sujets à des multitrajets). On remarque que l’algorithme résolvant le LASSO
classique et l’algorithme `1 repondéré estiment parfois des biais à des instants où il ne devrait
pas en avoir (e.g., satellite #2), et manquent des biais dans certains canaux contaminés (e.g.,
satellite #1). Nous pensons que ceci est dû au fait que ces méthodes sont performantes en
grande dimension (m  10) avec des vecteurs très parcimonieux (≈ 10% de composantes
non-nulles), ce qui n’est pas notre cas (une dizaine de mesures, ≈ 40% de composantes non-
nulles). En revanche, la méthode proposée ne se trompe plus de canaux contaminés, et estime
5. Dans les codes disponibles sur internet, les positions de satellites sont générées aléatoirement car les
données qui nous ont été fournies sont confidentielles
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les biais plus précisément. On peut maintenant analyser si cette estimation de biais permet
(a) Biais moyen estimé sur les pseudodistances de
4 satellites. N.B., la méthode proposée est la seule
en traits pleins, les autres méthodes sont en pon-
tillés avec des marqueurs.
(b) Biais moyen estimé sur les pseudovitesses de 4
satellites. N.B., la méthode proposée est la seule en
traits pleins, les autres méthodes sont en pontillés
avec des marqueurs.
Figure 2.8 – Comparaison des différentes méthodes présentées pour l’estimation des biais de mesure
dus aux multitrajets.
d’améliorer les résultats de la méthode décrite dans la section 1.7. Pour cela nous comparons
les 3 stratégies étudiées précédemment avec la solution sans détection/correction des multi-
trajets (donc telle que décrite à la fin de la section 1.7). Les RMSE sur chaque axe du repère
ENU sont représentées dans la figure 2.9. Cette dernière montre donc l’intérêt de l’estimation
des ces différents biais avec des estimations de biais très précises. Pour conclure, ces simu-
lations permettent d’apprécier l’intérêt de la méthode proposée en environnement contrôlé,
i.e., lorsque l’état et les mesures suivent les modèles proposés (2.29) et (2.31). La prochaine
section a pour but d’étudier les performances de la méthode lorsque le modèle d’état n’est
pas conforme à (2.29).
2.4.2 Données réalistes
Afin de s’affranchir de la connaissance du modèle d’état (2.29), nous allons utiliser une
trajectoire de référence obtenue à partir de données réelles mesurées par un récepteur haute
précision (Novatel SPAN, composée d’un récepteur GPS Propak V3 couplé à une une centrale
inertielle IMAR), que nous avons représentée dans la figure 2.10. Les mesures sont toujours
générées d’après (2.31), et le biais a été ajouté entre les instants k = 200 et 300 (avec les
mêmes amplitudes que dans les simulations précédentes). La figure 2.11 montre l’erreur de
positionnement obtenue pour ce scénario. On peut remarquer que les performances sont sem-
blables à celles obtenues précédemment, ce qui montre que la méthode proposée est robuste
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Figure 2.9 – Comparaisons des RMSE pour différentes filtrages de l’état.
Figure 2.10 – Trajectoire utilisée pour générer les données réalistes.
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Figure 2.11 – Comparaison entre méthode de référence (sans correction des multitrajets, en poin-
tillés) et méthode proposée (correction par LASSO pondéré, en traits pleins) en terme d’erreur de
positionnement au cours du temps.
à la non-connaissance de l’équation d’état (2.29). Les résultats de la figure 2.12 montrent
l’évolution de la performance de la méthode en fonction du nombre de satellites souffrant de
multitrajets. Les résultats obtenus par la méthode proposée sont satisfaisants lorsqu’il y a
moins de 5 satellites sur 8 affectés. On peut le voir plus facilement sur la figure 2.13 qui est un
zoom de la précédente. A l’inverse, les performances de l’algorithme se dégradent fortement
lorsque le nombre de mesures biaisées est supérieur à 6 sur 8 satellites, ce qui donne une
limite de l’hypothèse de parcimonie pour ce scénario.
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Figure 2.12 – Comparaison entre méthode de référence (sans correction des multitrajets, en pointillés)
et méthode proposée (correction par LASSO pondéré, en traits pleins) en fonction du nombre de
satellites affectés par des multitrajets.
2.4.3 Données réelles
Finalement la méthode proposée a été testée sur des données réelles obtenues à l’aide de
mesures fournies par un récepteur Ublox AEK-4T, alors que la réalité terrain est fournie par
la même station SPAN Novatel (GPS + centrale inertielle) que précédemment. Nous allons
tester notre méthode sur la campagne de mesure entière, mais aussi sur des scénarios choisis,
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Figure 2.13 – Comparaison entre méthode de référence (sans correction des multitrajets, en pointillés)
et méthode proposée (correction par LASSO pondéré, en traits pleins) en fonction du nombre de
satellites affectés par des multitrajets (zoom).
où le ciel est dégagé afin de n’avoir pas ou peu de multitrajet, et un autre correspondant à
un environnement urbain dense où les multitrajets sont nombreux. Le récepteur Ublox est
indépendant et fonctionne seul, i.e., la position qu’il fournit dépend seulement des signaux
satellites qu’il capte. Ses algorithmes de poursuite, i.e., corrélateurs et discriminateurs utilisés,
cf. 1.2.1.3, sont inconnus du grand public, mais le récepteur fournit, en plus de la position qu’il
calcule, ses mesures de pseudodistance, de pseudovitesse et de C/N0. Les performances sont
évaluées à l’aide des RMSE de la position dans le plan horizontal (axes E,N du repère ENU)
et d’altitude (axe U, en valeur absolue). Nous donnons aussi les fonctions de répartition, ou
Cumulative Distribution Function (CDF) empiriques de ces erreurs de positionnement dans
le plan et d’altitude. Nous présentons finalement quelques chiffres clés de ces distributions
pour les différents scénarios dans la table 2.2. La trajectoire considérée est représentée dans la
figure 2.14 ainsi que l’évolution du skyplot et du nombre des satellites perçus par le récepteur
au cours du temps. On peut remarquer que la trajectoire comporte des zones où le nombre
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Figure 2.14 – Trajectoire de la campagne de mesure complète (gauche), skyplot (en haut à droite) et
nombre de satellites au cours du temps (en bas à droite) pour la campagne entière. La surface verte
dans le skyplot représente les élévations inférieures à 5◦, la zone verte dans l’évolution du nombre de
satellites représente le scénario “ciel ouvert” et la zone rouge le scénario “environnement urbain”.
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de satellites est quasiment constant (8 à 9), et d’autres où ce nombre varie fortement. On
remarque aussi que seuls deux satellites (#5 et #22) peuvent avoir une élévation inférieure
à 5◦, ce qui correspond à la surface verte du skyplot dans la figure 2.14.
2.4.3.1 Justification de l’algorithme utilisé
Nous allons dans un premier comparer ici plusieurs réglages de la méthode afin de justi-
fier son choix. Tout d’abord, nous allons souligner l’intérêt de l’ajout de la pondération sur
l’élévation. Pour cela, nous avons comparé la méthode proposée avec la même méthode à
laquelle on a ajouté un masque d’élévation à 5◦, i.e., on a enlevé du calcul les satellites ayant
une élévation inférieure à 5◦, ce qui correspond à supprimer les poids liés à l’élévation (car les
poids valent 1 pour les élévations supérieures à cette valeur). Les CDF d’erreurs correspon-
dantes sont représentées dans la figure 2.15, et montrent qu’il vaut mieux pondérer les mauvais
satellites que les écarter du calcul (si on utilise notre méthode parcimonieuse). Ensuite, nous
Figure 2.15 – Comparaison entre méthode de référence (sans correction des multitrajets, en pointillés)
et méthode proposée (correction par LASSO pondéré, en traits pleins) en fonction du nombre de
satellites affectés par des multitrajets (zoom).
avons comparé plusieurs valeurs d’élévation maximale à pondérer θ0, cf., (2.36). Les CDF
correspondantes sont données dans la figure 2.16. On remarque que θ0 = 90◦ semble être la
meilleure valeur, mais la pondération utilisant la valeur de C/N0 seule est bien meilleure.
Nous étudions maintenant ce que donne la pondération utilisant l’ élévation pour plusieurs
angles θ0 et une pondération liée au C/N0. Les CDF correspondantes sont tracées dans la
figure 2.17. Cette fois, la valeur θ0 = 90◦ semble être la moins bonne. Nous avons choisi une
faible valeur du seuil utilisé pour les élévations (θ0 = 5◦) pour la suite.
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Figure 2.16 – Comparaison de différentes valeurs de θ0 pour une pondération par l’élévation seule et
pondération par C/N0 seule.
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Figure 2.17 – Comparaison de différentes valeurs de θ0 pour une pondération par l’élévation et par
C/N0.
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2.4.3.2 Campagne de mesure entière
Les erreurs planaires et d’altitude sont représentées dans la figure 2.18 et les CDF corres-
pondantes dans la figure 2.19. La méthode proposée surpasse la méthode de référence (qui ne
cherche pas à combattre les multitrajets), aussi bien en terme d’erreur planaire que d’erreur
d’altitude, et semble donner des performances équivalentes à celles du récepteur Ublox sur la
totalité de la campagne. La table 2.2 confirme la performance de la méthode parcimonieuse
proposée.
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Figure 2.18 – Evolution temporelle de l’erreur de position pour la solution du récepteur (Ublox), de
la méthode de référence (EKF), et de la méthode proposée (Weighted LASSO).
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Figure 2.19 – CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox), la
méthode de référence (EKF), et la méthode proposée (Weighted LASSO).
2.4.3.3 Ciel ouvert
La trajectoire à l’environnement ciel ouvert est représentée dans la figure 2.20 et l’évolution
du skyplot et du nombre des satellites perçus par le récepteur au cours du temps sont
représentés dans la figure 2.21. Les erreurs planaires et d’altitude sont tracées dans la fi-
gure 2.22 et les CDF correspondantes dans la figure 2.23. Ces résultats montrent que la
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méthode proposée améliore considérablement la méthode de référence et approche les perfor-
mances de la solution boite noire du récepteur.
Figure 2.20 – Trajectoire du scénario “ciel dégagé”.
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Figure 2.21 – Skyplot (à gauche) et nombre de satellites au cours du temps (à droite) pour le scénario
“ciel dégagé”.
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Figure 2.22 – Evolution temporelle de l’erreur de position pour la solution du récepteur (Ublox), de
la méthode de référence (EKF), et de la méthode proposée (Weighted LASSO) pour le scénario “ciel
dégagé”.
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Figure 2.23 – CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox), la
méthode de référence (EKF), et la méthode proposée (Weighted LASSO) pour le scénario “ciel dégagé”.
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2.4.3.4 Environnement urbain
La trajectoire correspondant au scénario “ciel ouvert” est représentée dans la figure 2.24
et l’évolution du skyplot et du nombre des satellites perçus par le récepteur au cours du temps
sont représentés dans la figure 2.25. Les erreurs planaires et d’altitude sont montrées dans
la figure 2.26 et les CDF correspondantes dans la figure 2.27. Dans ce scénario, la méthode
proposée est toujours plus performante que la méthode de référence, et a des performances
toujours équivalentes à celle de la position fournie par le récepteur. En revanche on peut
remarquer que la solution proposée est sensiblement moins bonne que la solution Ublox à
certains instants, car dans certaines configurations l’hypothèse de parcimonie des biais n’est
plus vérifiée.
Figure 2.24 – Trajectoire du scénario “environnement urbain”.
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Figure 2.25 – Skyplot (à gauche) et nombre de satellites au cours du temps (à droite) pour le scénario
“environnement urbain”.
2.4.3.5 Conclusion
Cette section montré l’intérêt d’une estimation parcimonieuse des biais multitrajets à
l’aide d”un algorithme utilisant une pénalisation `1 pondérée. Que ce soit sur des données
synthétiques ou réelles, la méthode proposée montre des résultats plus performants que des
méthodes classiques, et parfois même que la solution du récepteur Ublox dont sont issues
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Figure 2.26 – Evolution temporelle de l’erreur de position pour la solution du récepteur (Ublox),
de la méthode de référence (EKF), et de la méthode proposée (Weighted LASSO) pour le scénario
“environnement urbain”.
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Figure 2.27 – CDFs de l’erreur de position pour la solution donnée par le récepteur (Ublox), la
méthode de référence (EKF), et la méthode proposée (Weighted LASSO) pour le scénario “environ-
nement urbain”.
Erreurs horizontales (m) Erreurs d’altitude (m)
(a) Min Med 95% Max Min Med 95% Max
Ublox AEK 4-T 0.03 3.78 13.67 45.58 2.10−3 10.05 16.55 22.73
Méthode proposée 0.03 3.43 16.25 47.22 6.10−4 5.52 13.95 44.72
(b) Min Med 95% Max Min Med 95% Max
Ublox AEK 4-T 0.03 3.52 7.79 10.13 4.44 9.62 11.44 11.73
Méthode proposée 0.07 2.55 5.43 7.66 3.10−3 2.96 6.29 6.80
(c) Min Med 95% Max Min Med 95% Max
Ublox AEK 4-T 0.59 4.73 16.17 24.96 0.01 10.25 16.51 22.73
Méthode proposée 0.04 7.02 20.55 32.2 9.10−4 5.26 20.26 35.92
Tableau 2.2 – Chiffres clés de l’erreur de positionnement dans le plan horizontal et en altitude. (a)
campagne de mesure entière, (b) ciel ouvert and (c) environnement urbain.
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les mesures utilisées. Nous avons également testé les limites de la méthode en contrôlant le
nombre de biais non nuls jusqu’à mettre en défaut l’hypothèse de parcimonie.
2.4.4 Variantes de l’algorithme
2.4.4.1 Intérêt de l’ajout d’un terme de lissage
Nous proposons ici de vérifier l’intérêt de la présence du terme de lissage introduit dans la
partie 2.3.4.1. Pour cela nous comparons les CDF des deux méthodes (avec et sans lissage),
qui sont représentées dans la figure 2.28. On remarque que les deux méthodes semblent
équivalentes, et permettent d’améliorer les résultats obtenus avec un filtre de Kalman étendu
(Standard EKF). Pour se convaincre de l’intérêt de l’ajout de ce terme de lissage, nous portons
notre attention sur la zone où le problème présenté dans la figure 2.6 s’est produit. Ce passage
est représenté dans la figure 2.29, où la discontinuité est repérée par le cercle vert. On peut
observer que la solution sans lissage s’écarte fortement de la référence, alors que le lissage
permet d’obtenir une solution proche de cette référence, d’où l’intérêt de ce terme de lissage.
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Figure 2.28 – CDF des erreurs dans le plan (à droite) et d’altitude (à gauche) pour différentes
méthodes.
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Figure 2.29 – Détails des trajectoires pour différentes méthodes.
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2.4.4.2 Comparaison de toutes les méthodes
Nous avons comparé dans cette partie toutes les combinaisons des méthodes présentées
jusqu’alors, à savoir
— la méthode de référence 1.7 (Standard EKF)
— la méthode parcimonieuse `1 pondérée 2.3.1 (Weighted LASSO)
— la méthode parcimonieuse `1 pondérée avec lissage temporel 2.3.4.1 (Fused LASSO)
— la méthode Danish seule 2.3.4.2 (Danish)
— la méthode parcimonieuse `1 pondérée couplée avec la méthode Danish (Weighted
LASSO + Danish)
— la méthode parcimonieuse `1 pondérée avec lissage temporel couplée avec la méthode
Danish (Fused LASSO + Danish)
— la solution constructeur (Ublox)
Comme dans la partie précédente, nous avons considéré la campagne entière, et les deux
mêmes scénarios “ciel dégagé” et “environnement urbain”, et nous avons comparé chaque
méthode à l’aide de l’évolution des erreurs temporelles dans le plan et d’altitude, et les CDF
correspondantes. Pour la campagne entière, les erreurs au cours du temps sont données dans
la figure 2.30, alors que les CDF sont données dans la figure 2.31. D’autre part, la table 2.3
donne des valeurs particulières des différents centiles d’erreur de chacune des méthodes.
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Figure 2.30 – Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au cours
du temps pour chacune des méthodes.
Pour le scénario “ciel dégagé”, les erreurs au cours du temps sont représentées dans la
figure 2.32, alors que les CDF sont tracées dans la figure 2.33. On remarque que toutes les
méthodes proposées sont plus performantes que la méthode de référence, ceci étant dû au fait
que cette dernière suppose les erreurs centrées et gaussiennes, ce qui n’est pas le cas lors de
la présence de multitrajets. Les méthodes proposées ont l’air d’avoir des CDF équivalentes,
avec un avantage pour la méthode Fused LASSO + Danish qui fournit la plus petite erreur
maximale dans le plan.
Pour le scénario “environnement urbain”, les erreurs au cours du temps sont représentées
dans la figure 2.34, alors que les CDF sont tracées dans la figure 2.35. La solution fournie
par le constructeur (Ublox) permet d’obtenir la meilleure CDF d’erreur dans le plan. Comme
mentionné tout à l’heure, dans ce type d’environnement, l’hypothèse de parcimonie n’est
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Figure 2.31 – CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour chacune
des méthodes. Les tracés en pointillés correspondent aux méthodes qui existent déjà.
Plan 50% 67% 75% 95% 99% Max
EKF 6.25 11.72 15.10 29.75 41.19 68.487
Weighted LASSO 3.46 4.74 5.79 16.45 28.27 52.059
Fused LASSO 3.439 4.69 5.63 16.06 26.66 39.21
Danish 3.59 4.68 5.539 13.75 23.48 42.29
Weighted LASSO + Danish 3.31 4.32 4.91 12.71 21.86 42.58
Fused LASSO + Danish 3.34 4.33 9 4.97 12.27 21.20 44.46
Ublox 3.78 5.17 6.36 13.67 22.68 45.58
Altitude 50% 67% 75% 95% 99% Max
EKF 5.96 10 15.54 39.34 73.47 88.61
Weighted LASSO 5.13 6.06 6.66 14.04 26.93 49.11
Fused LASSO 5.03 5.89 6.45 13.17 26.36 35.32
Danish 5.46 6.19 6.71 12.51 18.05 33.27
Weighted LASSO + Danish 5.71 6.58 7.03 11.57 18.47 32.27
Fused LASSO + Danish 5.57 6.41 6.85 12.62 17.97 32.64
Ublox 10.05 12.65 14.08 16.55 17.24 22.73
Tableau 2.3 – Centiles d’erreur choisis pour l’erreur dans le plan (en haut) et d’altitude (en bas)
pour les différentes méthodes (en mètres).
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Figure 2.32 – Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au cours
du temps pour chacune des méthodes pour le scénario “ciel dégagé”.
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Figure 2.33 – CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour chacune
des méthodes pour le scénario “ciel dégagé”.
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plus valable et les méthodes proposées ne sont donc pas optimales. Cependant, les méthodes
présentées surpassent dans tous les cas la méthode de référence. Si on regarde attentive-
ment, on peut constater d’autre part que la méthode Weighted LASSO + Danish donne de
meilleurs résultats que la méthode Danish seule. En revanche la méthode Fused LASSO +
Danish semble (un peu) moins performante que la méthode Weighted LASSO + Danish. Ceci
semble dû au fait qu’en environnement urbain compliqué, les multitrajets peuvent avoir des
discontinuités (bâtiment qui n’ont pas la même hauteur, croisement d’un autre véhicule, ...),
et qu’un lissage temporel n’est pas forcément adapté à cet environnement.
2050 2100 2150 2200 2250 2300 2350 2400 2450 2500
0
10
20
30
40
2050 2100 2150 2200 2250 2300 2350 2400 2450 2500
0
20
40
60
80
100
Figure 2.34 – Evolution des erreurs estimées dans le plan (en haut) et d’altitude (en bas) au cours
du temps pour chacune des méthodes pour le scénario “environnement urbain”.
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Figure 2.35 – CDF estimées des erreurs dans le plan (à gauche) et d’altitude (à droite) pour chacune
des méthodes pour le scénario “environnement urbain”.
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2.4.5 Coût calculatoire
Tout d’abord, nous pouvons comparer les temps de calculs de chacune des méthodes sur
la totalité de la campagne de mesure. Ces temps de calculs pour chacune des méthodes sont
rassemblés dans le tableau 2.4. Il est à noter que la campagne de mesure s’est déroulée sur une
durée de 3714,2 secondes (1 heure 1 minute et 54.2 secondes). D’autre part, nous pouvons
Méthode Temps de calcul Ecart relatifvs EKF
Rapport à la
durée réelle
Standard EKF 66.8 s 0 % 1.8 %
Weighted LASSO 173.8 60.2 % 4.7 %
Fused LASSO 129.8 s 94.3 % 3.5 %
Danish 77.0 s 15.3 % 2.1 %
Weighted LASSO + Danish 173.7 s 160 % 4.7 %
Fused LASSO + Danish 135.0 102.1 % 3.6 %
Tableau 2.4 – Temps de calcul des différentes méthodes.
aussi étudier le nombre d’itérations nécessaire pour atteindre la convergence au cours du
temps afin de juger de l’efficacité des algorithmes proposés en temps réel. La méthode Danish
converge assez rapidement (une dizaine d’itérations) et n’est pas considérée dans cette partie.
En revanche, les algorithmes de minimisation `1 nécessitent un nombre d’itérations variable
pour converger vers la solution. Nous avons représenté ce nombre d’itérations pour chacune
des deux méthodes sur la figure 2.36. On peut voir que certains pics dépassent 5000 itérations,
ce qui risque de poser un problème pour une implantation temps réel. On peut alors se
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Figure 2.36 – Nombre d’itérations nécessaire pour la convergence de chacun des algorithmes de
minimisation `1 au cours du temps.
demander si limiter le nombre d’itérations, par exemple à 1000, va dégrader la qualité de
l’estimation. Nous avons comparé ces deux méthodes avec un nombre d’itérations fixe (égal
à 1000) dans la figure 2.37. On peut observer que limiter le nombre d’itérations ne dégrade
pas significativement la qualité de la solution.
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Figure 2.37 – Erreurs horizontale et verticale pour des nombres d’itérations fixe et variable.
2.5 Conclusion
Nous avons proposé dans ce chapitre deux méthodes d’estimation parcimonieuse des biais
multitrajet en GNSS (appelées Weighted LASSO et Fused LASSO). Il est possible d’ajouter
une estimation robuste de la matrice de covariance des mesures pour chacune de ces méthodes,
ce qui permet d’obtenir 6 algorithmes de navigation qui sont résumés dans le tableau 2.5.
Nom Biais multitrajets Covariance bruit Entrées Sorties
EKF
mk = 0
[
σ2pIsk 0
0 σ2rIsk
]
σ2p, σ
2
r ξˆk|k(Méthode
de référence)
Weighted LASSO mk vérifie (2.35)
[
σ2pIsk 0
0 σ2rIsk
]
σ2p, σ
2
r , λk, T, a, F,A, θ0 ξˆk|k, mˆk
Fused LASSO mk vérifie (2.44)
[
σ2pIsk 0
0 σ2rIsk
]
σ2p, σ
2
r , λk, T, a, F,A, θ0, µk ξˆk|k, mˆk
Danish mk = 0 Danish 2.3.4.2 α0, (σ2i,0)i=1:2sk ξˆk|k, R̂k
Weighted LASSO
mk vérifie (2.35) Danish 2.3.4.2
σ2p, σ
2
r , λk, T, a, F,A, θ0, ξˆk|k, mˆk, R̂k+Danish α0, (σ2i,0)i=1:2sk
Fused LASSO
mk vérifie (2.44) Danish 2.3.4.2
σ2p, σ
2
r , λk, T, a, F,A, θ0 ξˆk|k, mˆk, R̂k+Danish µk, α0, (σ2i,0)i=1:2sk
Tableau 2.5 – Résumé des différentes méthodes de navigation présentées dans ce chapitre.
De manière générale, les méthodes combinant estimation des biais et estimation de la
matrice de covariance semblent plus efficaces que les autres (voir figure 2.31). En revanche, il
n’est pas évident de choisir entre les méthodes Weighted LASSO et Fused LASSO. En effet,
dans les expérimentations, selon la configuration, il peut être plus intéressant d’ajouter le
lissage temporel alors que dans d’autres c’est le contraire. D’un point de vue pratique il nous
semble plus simple d’utiliser l’algorithme Weighted LASSO et de surveiller si les variations
de biais multitrajet sont en accord avec les valeurs de C/N0. Si ce n’est pas le cas, on peut
envisager de confirmer ou pas les résultats obtenus avec l’algorithme Fused LASSO.
D’autre part, comme spécifié dans le tableau 2.5, le nombre de paramètres à fixer par
l’utilisateur dépend de l’algorithme choisi. Dans notre étude, tous ces paramètres ont été
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appris à l’aide de données d’apprentissage. Cependant il pourrait être intéressant de régler
ces différents paramètres à l’aide d’informations complémentaires comme précisé ci-dessous
— classification : produire des cartes indiquant les valeurs des hyperparamètres pour une
zone donnée
— tests statistiques : reconnaître différents types d’environnement et estimer un vecteur
de paramètres pour chaque environnement.
Fusionner les mesures GNSS (pseudodistances et pseudovitesses) avec des mesures issues
d’autres capteurs est aussi un domaine de recherche très actif. Nous résumons ci-dessous
quelques types de mesures qui pourraient être considérées dans notre contexte
— map matching : utiliser une carte indiquant la position des routes
— utilisation d’un modèle 3D de l’environnement
— vision : identifier la scène dans laquelle le récepteur se trouve pour améliorer le posi-
tionnement
— hybridation avec d’autres capteurs : centrales inertielles, odomètres, LIDAR
— utilisation de signaux d’opportunités, comme la 5G.
L’estimation Bayésienne est aussi largement employée pour l’estimation des hyperpa-
ramètres d’un problème, et c’est naturellement qu’on peut se poser la question de son utilisa-
tion pour notre algorithme de positionnement. C’est ce que nous allons proposer dans le pro-
chain chapitre, qui étudie des stratégies permettant d’estimer les paramètres de régularisation
λk directement à partir des mesures GNSS.
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Chapitre 3
Estimation Bayésienne des
hyperparamètres
« Gotta find a way
A better way
I had better wait »
Kurt Cobain
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3.1 Introduction
Nous avons déjà évoqué des concepts d’estimation dans les parties 1.6 et 2.2.1, sans rentrer
plus dans les détails. Nous proposons dans cette partie un tour d’horizon de l’estimation
paramétrique Bayésienne afin de développer une méthode d’estimation parcimonieuse pour
la navigation ne nécessitant pas de réglage de l’hyperparamètre λk dans (2.35).
3.2 Estimation Bayésienne
Les statisticiens sont partagés principalement en deux familles distinctes : les fréquentistes,
et les Bayésiens. L’analyse fréquentiste cherche à expliquer certaines données (principalement
en grand nombre pour justifier l’utilisation de la loi des grands nombres) par un certain
nombre de paramètres en se fixant une loi sur ces données sachant les paramètres, la vrai-
semblance, alors que l’analyse bayésienne cherche à déterminer la loi de ces différents pa-
ramètres sachant les mesures, la loi a posteriori, en se servant d’une croyance a priori sur ces
paramètres. Nous allons voir ces deux aspects dans la suite.
3.2.1 Vraisemblance
Soit θ ∈ Rn le vecteur des paramètres à estimer et y ∈ Rm des mesures dépendant de θ,
dont on connaît la loi en fonction des paramètres cherchés y ∼ p(y|θ). La vraisemblance de
θ est définie comme la fonction
L : (y,θ) ∈ Rm × Rn 7→ L(y;θ) = p(y|θ). (3.1)
On définit alors l’estimateur du maximum de vraisemblance comme le vecteur θˆMV qui maxi-
mise cette fonction, i.e.,
θˆMV arg max
θ∈Rn
L(y;θ). (3.2)
On peut alors montrer que si le modèle est régulier 1, l’estimateur du maximum de vraisem-
blance est asymptotiquement sans biais, convergent en loi et asymptotiquement efficace [Kay,
1998, Chap. 7] .
Cette technique d’estimation est très répandue mais peut présenter quelques inconvénients.
En effet, si par exemple le nombre de mesures est petit et que la variance de ces mesures est
importante, les valeurs peuvent être loin de la moyenne ce qui va ainsi donner une pauvre
estimation de la moyenne. Une technique intéressante est alors d’injecter de l’information a
priori sur ce que l’on veut estimer, afin de faire la part des choses entre mesures (observations)
et modèle.
3.2.2 Loi a posteriori et estimateurs Bayésiens
Le principe de l’estimation Bayésienne est de construire la loi a posteriori du vecteur
recherché conditionnellement aux observation notée f(θ|y). Cette dernière peut s’exprimer
à l’aide du théorème de Bayes à l’aide de la vraisemblance des observations p(y|θ) ainsi que
d’une loi a priori sur le vecteur à estimer θ
p(θ|y) = p(y|θ)p(θ)
p(y) , (3.3)
où le dénominateur est indépendant de θ. C’est autour de cette dernière loi que va s’articuler
l’estimation Bayésienne. On considère alors θ comme la réalisation d’une variable aléatoire
θ que l’on cherche alors à estimer à l’aide d’un estimateur θˆ(y) minimisant une fonction de
coût E
{
c
(
θ, θˆ(y)
)}
. Il existe principalement deux fonctions de coût en estimation Bayésienne
1. l’ensemble {y ∈ R}, p(y|θ) > 0 ne dépend pas de θ, ∀y ∈ R,θ ∈ Rn 7→ p(y|θ) est deux fois différentiable
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donnant lieu à deux estimateurs : l’estimateur du Maximum A Posteriori (MAP) et du mi-
nimum d’erreur quadratique moyenne, ou Minimum Mean Square Error (MMSE).
3.2.2.1 Estimateur du Maximum A Posteriori (MAP)
Soit c la fonction coût uniforme définie par
c
(
θ, θˆ(y)
)
=
{
1 si |θ1 − θˆ1(y)| > ∆1, . . . , |θn − θˆn(y)| > ∆n
0 sinon (3.4)
avec ∆1, . . . ,∆n arbitrairement petits. On peut alors montrer que l’estimateur Bayésien qui
minimise E
{
c
(
θ, θˆ(y)
)}
est l’estimateur qui maximise la distribution a posteriori (3.3),
appelé estimateur MAP et défini par
θˆMAP = arg max
θ∈Rn
p(θ|y). (3.5)
3.2.2.2 Estimateur du Minimum d’Erreur Quadratique Moyenne (MMSE)
Soit c la fonction coût quadratique définie par
c
(
θ, θˆ(y)
)
= ‖θ − θˆ(y)‖22. (3.6)
On peut alors montrer que l’estimateur Bayésien qui minimise E
{
c
(
θ, θˆ(y)
)}
est la moyenne
la distribution a posteriori (3.3), appelé estimateur MMSE et défini par
θˆMMSE = E {θ|y} . (3.7)
Dans le cas Gaussien par exemple, les calculs se font facilement et aboutissent à une
formulation explicite des estimateurs bayésiens. En général, on peut trouver une loi a priori
dont la fonction densité de probabilité, ou Probability Density Function (pdf) se manipule
bien avec la vraisemblance, appelée loi a priori conjuguée, afin de trouver une densité a
posteriori connue. Cependant dans certains cas, la loi a posteriori peut-être difficilement
exprimée à l’aide de fonctions usuelles et on ne peut donc donner de formulation explicite des
estimateurs Bayésiens : loi non usuelles, grand nombre de paramètres à estimer, expressions
non linéaires, non bi-linéaires, ... Heureusement, il existe aujourd’hui des méthodes permettant
d’estimer θˆMAP et θˆMMSE sans passer par une expression explicite. Pour cela, on va simuler
des variables aléatoires θ(1),θ(2), . . . ,θ(N) suivant la loi p(θ|y). Pour N assez grand, E(θ|y)
se calcule comme la moyenne empirique des échantillons simulés, et arg maxθ p(θ|y) comme
la valeur de θ(i) maximisant p(θ|y).
3.2.3 Méthodes MCMC
Les méthodes MCMC Pereyra et al. [2016] ont pour but de générer une chaîne de Markov
ergodique dont la loi stationnaire est p(θ|y), c’est à dire générer des vecteurs θ(t), t = 1, . . . , N
tels que pour t assez grand, θ(t) ∼ p(θ|y). Il existe plusieurs méthodes de génération de ces
vecteurs (appelées méthodes MCMC car elles nécessitent la construction d’une chaîne de
Markov) qui nécessitent seulement la connaissance à une constante multiplicative près de la
loi p(θ|y) à simuler et une loi de proposition q(θ) dont le support contient celui de la loi
cible. Leur principe est toujours le même
— initialisation de θ(0)
— génération de x(t) suivant la loi de proposition q(θ)
— détermination de θ(t) par une procédure d’acceptation-rejet de x(t)
— élimination des premières valeurs générées afin de garantir que les échantillons traités
suivent la distribution cible.
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3.2.3.1 L’échantillonneur de Gibbs
Dans la suite de cette thèse, nous nous intéresserons plus particulièrement à l’échantillonneur
de Gibbs dont les principes de base sont
— travailler de manière univariée, i.e., en simulant une composante de θ = (θ1, . . . , θn) à
la fois
— utiliser comme loi de proposition pour θi sa distribution conditionnelle aux autres pa-
ramètres θj
— accepter les échantillons proposés avec probabilité 1.
L’algorithme général correspondant est donné dans l’algorithme 4. De par sa nature, cette
méthode n’est applicable que si l’on peut effectivement calculer et simuler suivant les différentes
lois conditionnelles dans l’échantillonneur.
Algorithme 4 Echantillonneur de Gibbs
Initialiser θ(0)
pour t = 0, . . . , nGibbs faire
Générer θ(t+1)1 ∼ f(θ1|θ(t)2 , θ(t)3 , . . . , θ(t)n )
Générer θ(t+1)2 ∼ f(θ2|θ(t+1)1 , θ(t)3 , . . . , θ(t)n )
. . .
Générer θ(t+1)n ∼ f(θn|θ(t+1)2 , θ(t+1)3 , . . . , θ(t+1)n−1 )
fin pour
3.2.3.2 Complétion
Une astuce, qui nous sera utile pour la suite, consiste à introduire des variables in-
termédiaires qui peuvent faciliter les étapes de l’échantillonneur. On appelle complétion de f
toute loi jointe g telle que
f(θ) =
∫
g(θ, τ )dτ (3.8)
i.e., telle que f est une loi marginale de g. Si la loi jointe g est plus facile à échantillonner que
f , au lieu de générer θ suivant f dans l’échantillonneur, on générera plutôt un couple (θ, τ )
suivant g.
3.3 Application à l’estimation parcimonieuse des biais multi-
trajets
L’objectif de cette partie est de développer un algorithme de type “Bayesian LASSO"
Park et Casella [2008] permettant d’estimer conjointement les paramètres du modèle (2.34)
et les paramètres de régularisation associés.
3.3.1 Un modèle Bayésien pour notre problème d’estimation parcimo-
nieuse
Reprenons le modèle présenté dans la partie 1.6.2
ξk = F k−1ξk−1 + uk−1 (3.9)
yk = Hkxk +mk + nk (3.10)
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avec
xk = ξk − ξˆk|k−1 (3.11)
uk−1 ∼ N (uk−1; 0,Qk−1) (3.12)
nk ∼ N (nk; 0,Rk), Rk = diag
(
σ2i,k
)
i=1,...,sk
. (3.13)
On dispose donc d’une vraisemblance
yk|xk,mk ∼ N (yk;Hkxk +mk,Rk). (3.14)
Pour trouver les estimateurs Bayésiens de xk et mk, on voudrait calculer la loi a posteriori
p(xk,mk|y1:k), et comme expliqué dans la partie précédente, on doit alors définir des loi a
priori sur xk et mk.
3.3.2 Lois a priori pour les paramètres xk et mk
Nous supposons que les paramètres xk et mk sont indépendants, c’est à dire
f(xk,mk) = f(xk)f(mk) (3.15)
3.3.2.1 Le vecteur d’état
Pour le vecteur d’état, nous allons plutôt travailler sur sa variation, afin de profiter de la
linéarité de l’équation de mesure correspondante, définie à l’équation (1.96) par
xk = ξk − ξˆk|k−1
= ξk − F k−1ξˆk−1|k−1 (3.16)
= F k−1(ξk−1 − ξˆk−1|k−1) + uk−1. (3.17)
La théorie du filtre de Kalman permet d’obtenir
xk|y1:k−1 ∼ N (xk; 0,P k|k−1) (3.18)
où l’expression de P k|k−1 dépend de y1:k−1 et est donnée dans l’équation (1.91), qui nous
servira donc de loi a priori sur xk. Dans la suite nous abandonnerons la notation du condi-
tionnement par rapport à y1:k−1 afin d’alléger les expressions, mais il faut garder en tête que
ξˆk|k−1 et P k|k−1 sont des fonctions de y1:k−1
3.3.2.2 Le vecteur de biais multitrajet
Les composantes du vecteur mk sont nulles en l’absence de multitrajet, et non-nulles en
leur présence. Nous devons choisir une loi a priori favorisant cette parcimonie. La loi naturelle
découlant du problème LASSO est la loi de Laplace de moyenne nulle et de paramètre 1λk Park
et Casella [2008]. On choisit donc comme loi a priori sur mi,k une loi de Laplace de paramètre
1
λkwi,k
et de moyenne nulle, notée L
(
mi,k; 0, 1λkwi,k
)
dont la pdf est telle que
m ∼ L(m;µ, σ)⇔ p(m|µ, σ) = 12σ exp
(
−|m− µ|
σ
)
(3.19)
Comme les pdf précédemment définies ne sont pas facilement manipulables à cause des
différentes valeurs absolues, nous allons utiliser une complétion comme présenté dans la par-
tie 3.2.3.2, et associer à chaque mi,k une variable intermédiaire τ2i,k comme cela a été proposé
dans Park et Casella [2008]
wi,kλk
2 exp (−wi,kλk|mi,k|) =
∫ +∞
0
1√
2pis
exp
(
−m
2
i,k
2s
)
w2i,kλ
2
k
2 exp
(
−w
2
i,kλ
2
ks
2
)
ds. (3.20)
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On observe que la loi de Laplace pour la variable mi,k est la loi marginale de la loi jointe
de mi,k et d’une variable intermédiaire τ2i,k (le carré permet de faire le parallèle avec une
variance)
f(mi,k, τ2i,k) =
1√
2piτ2i,k
exp
(
− m
2
i
2τ2i,k
)
w2i,kλ
2
k
2 exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
(3.21)
qui est donc le produit de la pdf d’une loi normale de moyenne nulle et de variance τ2i,k (pour
la variable mi,k) et de la pdf d’une loi exponentielle de paramètre 2w2
i,k
λ2
k
pour la variable τ2i,k.
On note cette dernière E
(
2
λ2
k
w2
i,k
)
et sa pdf est telle que
τ2i,k ∼ E(τ2i ; γ)⇔ p(τ2i,k|γ) =
1
γ
exp
(
−τ
2
i,k
γ
)
1R+(τ2i,k) (3.22)
où 1R+(.) désigne la fonction indicatrice sur R+. On obtient finalement les lois a priori qui
seront utilisées pour construire l’échantillonneur de Gibbs
τ2i,k|λk ∼ E
(
τ2i,k;
2
λ2kw
2
i,k
)
, pour i = 1, . . . , 2sk (3.23)
mi,k|τ2i,k ∼ N
(
mi,k; 0, τ2i,k
)
. (3.24)
En supposant l’indépendance des différents couples (mi,k, τ2i,k) et en rassemblant les variables
τ2i,k dans un vecteur τ 2k , on obtient
f(mk, τ 2k |λk) =
2sk∏
i=1
f(mi,k, τ2i,k|λk)
=
2sk∏
i=1
f(mi,k|τ2i,k)f(τ2i,k|λk) (3.25)
= f(mk|τ 2k )f(τ 2k |λk). (3.26)
On déduit de l’indépendance (3.15) et des équations (3.18) et (3.26) la loi a priori des différents
paramètres, en notant θk = (xTk ,mTk , τ 2k T )T
f(θk|λ2k) = f(xk)f(mk|τ 2k )f(τ 2k |λ2k) (3.27)
3.3.2.3 Loi a priori de l’hyperparamètre
Pour estimer l’hyperparamètre λk, il est devenu classique de lui associer une loi a priori,
ce qui définit un modèle Bayésien hiérarchique. Ici, il est plus simple de définir une loi a
priori pour λ2k (au lieu de λk), et nous allons choisir une loi a priori non informative de
Jeffreys Robert et al. [2009], définie par
p(λ2k) ∝
√√√√√Eτ2
k
( ∂
∂λ2k
ln (f(τ 2k |λ2k))
)2. (3.28)
Dans notre cas, on peut montrer que l’on a
p(λ2k) ∝
1
λ2k
1R+(λ2k). (3.29)
Cette loi a priori sur R+ est impropre (son intégrale diverge), mais la loi a posteriori qui en
découle ne l’est pas et on peut donc l’utiliser comme loi non informative a priori sur λ2k.
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τ 2k
xk
λ2k
ξˆk|k−1,Hk,Rk
P k|k−1
Figure 3.1 – Graphe de la hiérarchie utilisée pour le modèle Bayésien pour le traitement des multi-
trajets GNSS.
3.3.3 Loi a posteriori du modèle Bayésien hiérarchique
La loi a posteriori du modèle Bayésien précédent peut se calculer à l’aide de la formule
de Bayes
f(θk, λ2k|yk) ∝ f(yk|θk)f(θk|λ2k)f(λ2k) (3.30)
où f(yk|θk) est donnée dans (3.14), f(θk|λ2k) est donnée dans (3.27) et f(λ2k) est donnée
dans (3.29). Le calcul direct des estimateurs Bayésiens ne semble pas possible avec une telle
expression. Nous proposons donc d’utiliser un échantillonneur de Gibbs comme présenté dans
la partie 3.2.3.1.
3.3.4 Modèle hiérarchique proposé
Le modèle Bayésien hiérarchique correspondant à la vraisemblance et aux lois a priori
données précédemment est
yk|xk,mk, ∼ N (yk;Hkxk +mk,Rk) (3.31)
xk ∼ N (xk; 0,P k|k−1) (3.32)
mk|τ2i,k ∼ N (mk; 0,Dτ2) où Dτ2 = diag
(
τ2i,k
)
i=1,...,2sk
(3.33)
τ2i,k|λ2k ∼ E
(
τ2i,k;
2
λ2kw
2
i,k
)
, pour i = 1, . . . , 2sk (3.34)
f(λ2k) ∝
1
λ2k
(3.35)
Cette hiérarchie est résumée dans le graphe de la figure 3.1. On va déduire de cette hiérarchie
les lois conditionnelles de chacun des paramètres (qui seront les lois de proposition de l’échantillonneur
de Gibbs).
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3.3.5 Lois conditionnelles des différents paramètres
3.3.5.1 Loi conditionnelle de τ2i,k
La loi conditionnelle de τ2i,k dépend de la valeur de bi,k. On a pour i = 1, . . . , 2sk
f(τ2i,k|mi,k, λ2k) ∝ exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
(τ2i,k)−1/2 exp
(
−m
2
i,k
2τ2i,k
)
∝ (τ2i,k)−1/2 exp
(
−12
(
w2i,kλ
2
kτ
2
i,k +
m2i,k
τ2i,k
))
(3.36)
et donc
f(τ2i,k|mi,k, λk, bi,k) = GIG
(
τ2i,k;
1
2 , w
2
i,kλ
2
k,m
2
i,k
)
(3.37)
où GIG(x; p, a, b) désigne la loi inverse Gaussienne généralisée pour la variable x de paramètres
p, a et b dont la densité vaut
f(x) ∝ xp−1 exp
(
−12
(
ax+ b
x
))
. (3.38)
N.B., on a l’équivalence
τ2i,k|mi,k, λk, bi,k ∼ GIG
(
τ2i,k;
1
2 , w
2
i,kλ
2
k,m
2
i,k
)
⇔ 1
τ2i,k
∣∣∣∣∣mi,k, λk, bi,k ∼ IN
 1
τ2i,k
;
√√√√λ2kw2i,k
m2i,k
, λ2kw
2
i,k
 (3.39)
où IN (x;µ, λ) désigne la loi inverse Gaussienne pour la variable x de paramètres µ et λ dont
la densité vaut
f(x) ∝ x−3/2 exp
(
−λ(x− µ)
2
2µ2x
)
(3.40)
qui est plus facile à générer qu’une loi inverse Gaussienne généralisée. L’algorithme permettant
de générer τ2i,k ∼ IN (τ2i ;µ, λ) est donné dans l’algorithme 5, comme expliqué dans Michael
et al. [1976].
Algorithme 5 Générateur de loi inverse Gaussienne x ∼ IN (x;µ, λ)
Tirer ν ∼ N (ν; 0, 1)
Prendre a = ν2
Poser b = µ+ µ2y2λ − µ2λ
√
4µλy + µ2y2
Tirer c ∼ U[0;1](c)
si c ≤ µµ+b alors
Prendre x = b
sinon
Prendre x = µ2b
fin si
3.3.5.2 Lois conditionnelles des biais multitrajet mk
La loi conditionnelle de mi,k est donnée par
f(mk|yk,xk, τ 2k ) ∝f(yk|xk,mk)f(mk|τ 2k )
∝ exp
(
−12 (yk −Hkxk −mk)
T R−1k (yk −Hkxk −mk)
)
exp
(
−12m
T
kDτ2
−1mk
)
∝ exp
(
−12
(
mTk (R−1k +Dτ2
−1)mk − 2mTkR−1k (yk −Hkxk)
))
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où on reconnaît la pdf d’une loi normale multivariée de paramètres
Σmk = (R−1k +Dτ2
−1)−1
= diag
(
σ2i,kτ
2
i,k
σ2i,k + τ2i,k
)
i=1,...,sk
(3.41)
µmk = (R−1k +Dτ2
−1)−1R−1k (yk −Hkxk)
= (I2sk +RkDτ2−1)−1(yk −Hkxk)
= diag
(
τ2i,k
σ2i,k + τ2i,k
)
i=1,...,sk
(yk −Hkxk) (3.42)
et donc
mk|yk,xk, τ 2k ∼ N (mk;µmk ,Σmk). (3.43)
3.3.5.3 Loi conditionnelle de xk
La loi conditionnelle de xk se calcule à l’aide de la théorie du filtre de Kalman. On obtient
xk|yk,mk ∼ N (xk;Kk(yk −mk),P k|k) (3.44)
où Kk et P k|k désignent la matrice de gain de Kalman et la matrice de covariance de l’inno-
vation, et sont définies respectivement dans les équations (1.102) et (1.104).
3.3.5.4 Loi conditionnelle de λk
On a
f(λ2k|τ 2k ) ∝
2sk∏
i=1
λ2k exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
(λ2k)−1 (3.45)
∝ (λ2k)2sk−1 exp
−λ2k
1
2
2sk∑
i=1
w2i,kτ
2
i,k
 (3.46)
et donc
f(λ2k|τ 2k ) = G
λ2k; 2sk, 12
2sk∑
i=1
w2i,kτ
2
i,k
 (3.47)
où G(a;α, β) désigne la loi Gamma en a de paramètres α et β.
3.3.5.5 Echantillonneur de Gibbs
L’échantillonneur de Gibbs correspondant au modèle hiérarchique (3.31) à (3.35) est donné
dans l’algorithme 6.
3.3.6 Estimateurs
Nous allons utiliser ici l’un des deux estimateurs Bayésiens présentés précédemment :
l’estimateur MMSE, i.e., pour ηk ∈ {xk,mk, τ 2k , λk}, on prend la moyenne des vecteurs
générés après une période de chauffe (burn-in), qui élimine les premiers échantillons générés
car ils ne sont pas encore distribués suivant la distribution cible (les méthodes MCMC ne
génèrent des vecteurs distribués suivant la loi cible qu’asymptotiquement)
ηˆk =
1
nGibbs − nburn-in
nGibbs∑
t=nburn-in+1
η
(t)
k . (3.48)
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Algorithme 6 Echantillonneur de Gibbs
Initialiser x(0)k ,m
(0)
k , τ
2
k
(0), (λ2k)(0)
pour t = 1, . . . , nGibbs faire
pour i = 1, . . . , 2sk faire
Tirer τ2i
(t) suivant f(τ2i,k|m(t−1)i,k , λ(t−1)k )
fin pour
Tirer m(t)k suivant f(mk|yk,xk, τ 2k )
Tirer (λ2k)(t) suivant f(λ2k|τ 2k (t))
Tirer x(t)k suivant f(xk|yk,m(t)k )
fin pour
3.4 Expérimentations
3.4.1 Données synthétiques
Nous avons généré des données avec et sans multitrajets à l’aide du système défini par
les équations (3.9) et (3.10) pour k = 1, . . . , 140. Pour le bruit de mesure, nous avons choisi
une matrice de covariance Rk comme dans (1.73). Pour les biais multitrajets, nous avons fixé
plusieurs dates d’apparition/disparition de biais pour 4 satellites, ainsi qu’une valeur initiale
non nulle et un modèle d’évolution
mi,k+1 = mi,k + νi,k, νi,k ∼ N (νi,k, σ2i,m) (3.49)
avec σi,m = 0.1m pour les pseudodistances (i = 1, . . . , sk) et σi,m = 0.01m pour les pseudo-
vitesses (i = sk+1, . . . , 2sk). Plus précisément ; les valeurs des biais multitrajet sont représentées
sur les figures ci-dessous.
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Figure 3.2 – Biais de mesure théoriques pour les pseudodistances (à gauche) et les pseudovitesses (à
droite).
Pour l’échantillonneur de Gibbs, on fixe le nombre d’itérations à nGibbs = 1000 avec
une période de chauffe de longueur nburn-in = 100. La valeur de ce paramètre nburn-in a été
obtenue à l’aide d’un critère de convergence appelé Potential Scale Reduction Factor (PSRF)
calculé à partir de 10 chaînes en parallèles de manière à ce qu’il n’excède pas 1.2 comme
conseillé dans Brooks et Gelman [1998] (le PSRF max pour k ∈ {0, . . . , 140} est égal à 1.0079
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dans cette simulation). Les résultats d’estimation des biais pour la méthode Bayésienne et la
méthode étudiée dans le chapitre précédent supposant λk = 1 sont donnés dans la figure 3.3
pour les pseudodistances et dans la figure 3.4 pour les pseudovitesses avec 200 itérations
de Monte-Carlo. L’erreur de position correspondante est donnée dans les figures 3.5 dont
un zoom est donné figure 3.6. On remarque que les deux méthodes proposées donnent des
résultats équivalents, nettement meilleurs que ceux obtenus avec un EKF. Les estimateurs
des biais de pseudodistance obtenus avec la méthode Bayésienne semblent légèrement biaisée
mais avec une variance plus faible, notamment pour des biais théoriquement nuls. De plus,
la méthode Bayésienne a l’avantage d’estimer les hyperparamètres conjointement avec les
autres paramètres du modèle alors que la méthode wLASSO doit être lancée plusieurs fois
pour estimer ces hyperparamètres par validation croisée.
0 50 100
-60
-40
-20
0
20
40
60
0 50 100
-60
-40
-20
0
20
40
60
Figure 3.3 – Biais de mesure estimés moyens (pointillés) plus ou moins les variances associées et
biais théoriques (traits plein) pour les pseudodistances pour la méthode weighted LASSO Bayésienne
(à gauche) et la méthode weighted LASSO avec λk=1.
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Figure 3.4 – Biais de mesure estimés moyens (pointillés) plus ou moins les variances associées et
biais théoriques (traits plein) pour les pseudovitesses pour la méthode weighted LASSO Bayésienne
(à gauche) et la méthode weighted LASSO avec λk=1.
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Figure 3.5 – Erreurs de position au cours du temps pour le filtre EKF, l’algorithme LASSO pondéré
(wLASSO) et l’algorithme proposé (wLASSO Bayésien).
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Figure 3.6 – Erreurs de position au cours du temps pour le filtre EKF, l’algorithme LASSO pondéré
(wLASSO) et l’algorithme proposé (wLASSO Bayésien).
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La figure 3.7 montre les résultats d’estimation de l’hyperparamètre λk et le nombre de
multitrajets théoriques (en rouge). On remarque que pour k > 120, les valeurs estimées
de l’hyperparamètre explosent, avec une très grosse variance, ce qui correspond à l’absence
théorique de multitrajets (on aurait pu s’attendre au même résultat pour k < 10, mais une
étape d’initialisation est effectuée à ces instants par la méthode à λk fixé, donc les valeurs
pour k < 10 ne nous intéressent pas dans cette discussion). On voit très clairement que
l’apparition ou la disparation d’un multitrajet mènent respectivement à une diminution ou
une augmentation de l’hyperparamètre estimé, ce qui correspond à la discussion menée après
l’équation 2.5 (la discussion concernait la pseudo-norme `0, mais elle reste valable pour la
norme `1).
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Figure 3.7 – Estimation de l’hyperparamètre λk et nombre de multitrajets au cours du temps.
D’autre part, la méthode proposée offre en plus une estimation des lois a posteriori des
différents paramètres, qui permet de déterminer des mesures de confiance pour les paramètres
estimés. Nous proposons donc de représenter ces différentes distributions pour 3 instants
différents, correspondant à la présence de 0, 1, et 2 multitrajets.
3.4.1.1 Lois a posteriori en absence de multitrajet
Nous avons représenté dans la figure 3.8 les histogrammes estimés des biais pseudo-
distances pour tous les satellites et dans la figure 3.9 les histogrammes estimés des biais
pseudovitesses pour tous les satellites. On peut remarquer que les lois a posteriori obtenues
sont toutes centrées en 0 avec une variance très faible, ce qui est cohérent avec l’absence de
mutitrajet pour chacun des satellites. A titre indicatif, les histogrammes estimés du vecteur
d’état (position rk et biais d’horloge bk) sont donnés dans la figure 3.10, et les histogrammes
estimés du vecteur d’état (vitesse vk et dérive d’horloge b˙k) dans la figure 3.11. Finalement,
nous avons représenté dans la figure 3.12 l’histogramme estimé de l’hyperparamètre λk en
absence de multitrajet. On remarque que ce dernier est proportionnel à 1/λk, et aurait une
moyenne tendant vers +∞ si on augmentait le nombre d’échantillons, ce qui est caractéristique
d’un vecteur parcimonieux nul.
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Figure 3.8 – Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque satellite
en l’absence de multitrajet, biais estimés (pointillés) et biais théoriques (traits pleins).
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Figure 3.9 – Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque satellite
en l’absence de multitrajet, biais estimés (pointillés) et biais théoriques (traits pleins).
94 CHAPITRE 3. ESTIMATION BAYéSIENNE DES HYPERPARAMèTRES
-10 -5 0 5 10
0
0.1
0.2
-5 0 5
0
0.2
0.4
-10 -5 0 5 10
0
0.1
0.2
0.3
-10 -5 0 5
0
0.1
0.2
0.3
Figure 3.10 – Histogrammes du vecteur d’état estimés (position et biais d’horloge) en l’absence de
multitrajet.
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Figure 3.11 – Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en l’absence de
multitrajet.
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Figure 3.12 – Histogrammes de l’hyperparamètre λk estimés en l’absence de multitrajet.
3.4.1.2 Lois a posteriori en présence d’un multitrajet
Nous avons représenté dans la figure 3.13 les histogrammes estimés des biais pseudo-
distances pour tous les satellites, et dans la figure 3.14 les histogrammes estimés des biais
pseudovitesses pour ces satellites. On remarque que le satellite affecté d’un multitrajet est
correctement identifié (satellite numéro 5), alors que les distributions estimées pour les biais
des autres satellites sont semblables à celles des figures 3.8 et 3.9 (centrées à faibles variances).
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Figure 3.13 – Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque satellite
en présence d’un multitrajet, biais estimés (pointillés) et biais théoriques (traits pleins).
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Figure 3.14 – Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque satellite
en présence d’un multitrajet, biais estimés (pointillés) et biais théoriques (traits pleins).
Les histogrammes estimés du vecteur d’état (position rk et biais d’horloge bk), sont donnés
dans la figure 3.15 et les histogrammes estimés du vecteur d’état (vitesse vk et dérive d’horloge
b˙k) sont donnés dans la figure 3.16. Ces distributions a posteriori sont semblables à celles
obtenues en l’absence de multitrajets (figures 3.10 et 3.11), car ce sont des lois marginales
qui ne dépendent pas de la valeur du vecteur biais.
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Figure 3.15 – Histogrammes du vecteur d’état estimés (position et biais d’horloge) en présence d’un
multitrajet.
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Figure 3.16 – Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en présence d’un
multitrajet.
Finalement, la figure 3.17 donne l’histogramme estimé de l’hyperparamètre λk en présence
d’un multitrajet. Cette fois-ci, la loi obtenue semble avoir une moyenne finie quelque soit le
nombre d’échantillons, avec une moyenne proche de 1.
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Figure 3.17 – Histogrammes de l’hyperparamètre λk estimés en présence d’un multitrajet.
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3.4.1.3 Lois a posteriori en présence de deux multitrajets
Nous avons représenté dans la figure 3.18 les histogrammes estimés des biais pseudo-
distances pour tous les satellites, et dans la figure 3.19 les histogrammes estimés des biais
pseudovitesses pour tous ces satellites. On remarque que les satellites affectés d’un multitrajet
sont correctement identifiés (satellites numéros 1 et 3), alors que les distributions estimées
pour les biais des autres satellites sont semblables à celles des figures 3.8 et 3.9 (centrées à
faibles variances).
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Figure 3.18 – Histogrammes des biais multitrajet estimés pour les pseudodistances de chaque satellite
en présence de deux multitrajets, biais estimés (pointillés) et biais théoriques (traits pleins).
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Figure 3.19 – Histogrammes des biais multitrajet estimés pour les pseudovitesses de chaque satellite
en présence de deux multitrajets, biais estimés (pointillés) et biais théoriques (traits pleins).
La figure 3.20 donne les histogrammes estimés du vecteur d’état (position rk et biais
d’horloge bk), et la figure 3.21 les histogrammes estimés du vecteur d’état (vitesse vk et
dérive d’horloge b˙k). Une fois de plus, ces distributions a posteriori sont semblables à celles
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en l’absence de multitrajets (figures 3.10 et 3.11), car se sont des lois marginales et donc ne
dépendent pas de la valeur du vecteur biais.
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Figure 3.20 – Histogrammes du vecteur d’état estimés (position et biais d’horloge) en présence de
deux multitrajets.
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Figure 3.21 – Histogrammes du vecteur d’état estimés (vitesse et dérive d’horloge) en présence de
deux multitrajets.
Finalement, la figure 3.22 représente l’histogramme estimé de l’hyperparamètre λk en
présence de deux multitrajets. On remarque que celui-ci est semblable à celui en présence
d’un seul multitrajet avec la même allure, la même moyenne et le même mode (autour de 1).
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Figure 3.22 – Histogrammes de l’hyperparamètre λk estimés en présence de deux multitrajets.
3.4.1.4 Conclusion sur les données synthétiques
Concernant l’hyperparamètre λk, on conclut qu’une même valeur de λk peut correspondre
à des configurations différentes. De plus, la valeur de λk ne dépend pas seulement du nombre
de multitrajets, mais aussi de l’amplitude des composantes du vecteur mk. En effet, pour
les instants k = 80 à k = 100, les amplitudes des biais multitrajets pseudodistances et
pseudovitesses sont plus importantes que celles pour les instants k = 30 à k = 70, et donc la
valeur de λk correspondante est plus faible (car le terme à minimiser est toujours λk‖W kmk‖1
avec ‖W kmk‖1 plus important). A ce stade, nous voudrions souligner une différence entre
le problème résolu dans le chapitre 2 et celui étudié dans ce chapitre. Le problème initial
s’écrivait
arg min
x,m
1
2‖yk −Hkx−m‖
2
2 + λk‖W km‖1 (3.50)
pour lequel l’estimateur des biais multitrajets était effectuée après projection des mesures
dans l’orthogonal de Vec(Hk), correction des mesures, et traitement des mesures corrigées
par EKF. Dans ce chapitre, tous les paramètres sont traités au même étage (pas de projection,
et étape de Kalman incluse dans la loi a priori sur xk), et le critère à minimiser est différent.
En effet, le critère à minimiser équivalent au problème Bayésien proposé serait
arg min
x,m
1
2‖yk −Hkx−m‖
2
2,Rk + λk‖W km‖1
= arg min
x,m
1
2‖R
− 12
k (yk −Hkx−m) ‖22 + λk‖W km‖1 (3.51)
avec en plus un terme dépendant de la loi a priori sur xk. La matrice Rk intervient donc
différemment pour les deux problèmes et donc le paramètre λk n’est a priori pas le même
pour les deux problèmes, ce qui explique pourquoi les valeurs de λk obtenues pour wLASSO
et la méthode Bayésienne ne sont pas comparables telles quelles. Afin de conclure sur cet
hyperparamètre, nous avons utilisé ces méthodes Bayésiennes sur les données réelles de la
partie 2.4.3 dans la section suivante.
D’autre part, contrairement à la méthode wLASSO, la méthode proposée ne permet pas
d’estimer quels satellites présentent un biais de mesure. En effet, le vecteur estimé n’aura
jamais de composantes exactement nulles (seulement des valeurs très faibles). Afin d’ajouter
une détection de présence de multitrajet, nous avons proposé une loi mixte Bernoulli-Laplace,
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décrite dans l’annexe C.1. Bien que très efficace sur les données synthétiques, cette méthode
s’est montrée moins convaincante sur les données réelles, ce qui explique pourquoi sa descrip-
tion a été laissée en annexe.
3.4.2 Données réelles
Nous avons appliqué la méthode Bayésienne au jeu de données utilisé dans la partie 2.4.3
et avons représenté dans la figure 3.23 les CDF estimées avec les différents algorithmes
(wLASSO, wLASSO Bayésien et solution Ublox). On peut constater que la méthode Bayésienne
fournit, d’un point de vue global, des résultats un peu moins satisfaisants que la méthode
wLASSO (notamment pour l’erreur d’altitude), mais donne néanmoins de meilleurs résultats
que l’EKF. Mais il faut noter que la méthode wLASSO nécessite de régler les hyperparamètres
λk par validation croisée, ce qui nécessite de lancer l’algorithme, de nombreuses fois avec des
valeurs de λk différentes (mais constantes sur toute la campagne de mesure), afin d’en déduire
celle qui donne le moins d’erreur, contrairement à la méthode Bayésienne qui estime les pa-
ramètres et hyperparamètres conjointement au cours du temps, et permet donc d’avoir des
valeurs de λk différentes au cours du temps.
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Figure 3.23 – CDFs estimées pour l’EKF, la méthode wLASSO avec λk = 1 et la méthode wLASSO
Bayésienne avec estimation de λk.
3.5 Conclusion
Nous avons proposé dans ce chapitre une méthode d’estimation Bayésienne permettant
d’estimer les paramètres d’un modèle d’observation utilisé pour la navigation par satellite en
présence d’éventuels biais multitrajets. Pour cela, nous avons utilisé un modèle classique de
vraisemblance pour les mesures et une loi a priori découlant d’un filtre de Kalman pour le
vecteur d’état. Pour le vecteur de biais multitrajet nous avons utilisé une loi a priori favorisant
sa parcimonie, et nous avons utilisé une complétion afin de faciliter les différentes expressions
des lois conditionnelles en introduisant un paramètre intermédiaire τ2i,k pour chaque paramètre
mi,k. Finalement, les hyperparamètres λk ont été munis d’une loi a priori non informative. Ces
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différentes lois mènent à une loi a posteriori non-standard, et nous avons proposé d’estimer
cette dernière à l’aide d’une méthode MCMC, et plus précisément d’un échantillonneur de
Gibbs. Les paramètres générés par cet échantillonneur de Gibbs peuvent être utilisés pour
calculer les estimateurs MMSE ou MAP des paramètres du modèle considéré.
La méthode proposée est une méthode puissante, car elle permet d’estimer non seulement
les différents paramètres d’un modèle de navigation par satellites en présence d’éventuels
multitrajets, mais aussi leurs distributions a posteriori. Ces distributions peuvent être uti-
lisées pour en déduire des informations supplémentaires, comme par exemple des informations
d’intégrité (incertitudes sur les mesures et niveaux de protection). La méthode proposée dans
ce chapitre est inspirée d’une méthode Bayésienne LASSO présentée dans Park et Casella
[2008] permettant d’obtenir une estimation conjointe des différents paramètres et hyperpa-
ramètres et d’éviter de fixer ces derniers par validation croisée. Cependant, cette méthode
semble donner des résultats moins satisfaisants que ceux obtenus avec l’algorithme LASSO du
deuxième chapitre, et donc nous n’avons pas continué dans cette direction. Dans le prochain
chapitre, nous allons proposer un modèle différent du bruit de mesure qui est modélisé à
l’aide d’un mélange de gaussiennes, avec l’objectif d’améliorer les résultats de positionnement
obtenus avec l’algorithme LASSO.
Chapitre 4
Utilisation de mélanges de
Gaussiennes pour la modélisation
des erreurs GNSS
« Mais dans mon monde, dans
mon monde
Ecoute mon nombril parler, dire
Y’a mille moi-même qui
m’inondent
Si je flotte, j’suis un sorcier »
Jérôme Coudanne
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4.1 Introduction
Nous avons présenté dans les chapitres 2 et 3 une modélisation des erreurs GNSS dues
aux multitrajets comme des biais additifs parcimonieux liés à la qualité de transmission et
à la géométrie des satellites (C/N0 et élévation) et d’un paramètre de régularisation fixé
(méthodes du chapitre 2) ou à estimer (méthodes du chapitre 3) et d’un bruit blanc Gaussien
centré et de variance connue (méthodes Weighted LASSO et Fused LASSO) ou inconnue
(méthodes Weighted LASSO + Danish et Fused LASSO + Danish). Nous proposons dans
cette partie d’estimer les erreurs de mesure pour les différents satellites lors de la campagne de
mesure présentée à la partie 2.4.3, et d’estimer les densités (et donc les vraisemblances) cor-
respondantes. Nous allons voir que ces densités peuvent s’exprimer sous la forme de mélanges
de Gaussiennes, comme cela a déjà été observé dans la littérature Caron et al. [2007]; Viandier
et al. [2008] ou Rabaoui et al. [2012].
4.2 Estimation des erreurs et des modèles de mesures GNSS
par mélanges de Gaussiennes simples
Le modèle de mesures présenté dans le chapitre 1 s’écrivait (1.92) (à la page 37)
zk = hk(ξk) + nk. (4.1)
où hk est la somme de la fonction qui relie le vecteur d’état aux mesures (distances aux
satellites pour les pseudodistances, vitesses radiales pour les pseudovitesses) et des différents
modèles d’erreurs, et nk est le bruit de mesures GNSS. Le but de cette section est d’estimer
la loi des erreurs de mesures nk à l’aide de mélanges de Gaussiennes et d’utiliser cette loi
pour développer un algorithme de positionnement par satellites.
4.2.1 Estimation des erreurs de mesure GNSS
L’idée est tout d’abord d’utiliser un récepteur de référence haute précision (la même
référence que dans la partie expérimentation du chapitre 2), afin d’estimer le vecteur ξk et
de construire le résidu
νk = zk − hk(ξˆk) (4.2)
et d’estimer sa loi de probabilité. Mais, même si le récepteur nous fournit une estimation
précise de la vitesse et de la position du récepteur contenus dans le vecteur ξˆk, il ne nous
fournit aucune information sur le biais et la dérive d’horloge du récepteur qui nous fournit les
mesures (en effet, l’horloge du récepteur utilisé comme référence et celle du récepteur dont on
veut connaître les erreurs sont totalement indépendantes). Nous allons donc faire l’hypothèse
qu’à un instant k donné, le satellite avec la plus haute élévation ne souffre d’aucune erreur. En
notant s0,k ce satellite d’élévation maximale à l’instant k, et en reprenant les équations (1.55)
et (1.56), on obtient
bˆk =ρs0,k − ‖rs0,k − r‖2 − εˆs0,k (4.3)
=bk + ns0,k (4.4)
ˆ˙bk =ρ˙s0,k − (vs0,k − v)Tas0,k − ˆ˙εs0,k (4.5)
=b˙k + nsk+s0,k (4.6)
où εˆs0,k et ˆ˙εs0,k désignent les modèles d’erreurs respectivement sur la pseudodistance et la
pseudovitesse du satellite s0,k à l’instant k et ns0,k nsk+s0,k désignent respectivement le bruit
de mesure sur la pseudodistance et la pseudovitesse du satellite s0,k à l’instant k. Cette
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estimation permet alors d’obtenir par simple différence pour chaque satellite i
νi,k =ρi,k − ‖ri,k − r‖2 − εˆi,k − bˆk (4.7)
=ni,k − ns0,k (4.8)
νsk+i,k =ρ˙i,k − (vi,k − v)Tai,k − ˆ˙εi,k − ˆ˙bk (4.9)
=nsk+i,k − nsk+s0,k (4.10)
où εˆi,k et ˆ˙εi,k désignent les modèles d’erreurs respectivement sur la pseudodistance et la
pseudovitesse du satellite i à l’instant k et ni,k nsk+i,k désignent respectivement le bruit de
mesure sur la pseudodistance et la pseudovitesse du satellite i à l’instant k. Nous allons donc
dans un premier temps estimer les lois de νi,k et νsk+i,k et étudier comment on peut en déduire
la loi des erreurs dues aux signaux multitrajets.
4.2.2 Estimation des densités d’erreurs relatives GNSS par mélanges de
Gaussiennes et algorithme EM
Dans cette partie, on cherche la densité de probabilité du vecteur
νi = νi,1:Ki , i = 1, . . . , 2sk (4.11)
où Ki désigne le nombre le nombre de mesures disponibles pour le satellite i durant toute la
trajectoire considérée. Notons que le paramètre Ki varie d’un satellite à l’autre en fonction
des différents phénomènes de masquage. Comme précisé précédemment, on suppose que les
composantes du vecteur νi sont indépendantes et identiquement distribuées (i.i.d.) et que
leur loi est un mélange de M Gaussiennes (on suppose que le nombre de Gaussiennes pour
tous les satellites est le même sans perte de généralités), i.e.,
p(νi) =
Ki∏
k=1
p(νi,k)
=
Ki∏
k=1
M∑
j=1
αi,jfN (νi,k;µi,j , σ2i,j) (4.12)
où αi,j désigne les proportions du mélange (avec αi,j ∈ [0, 1] et∑Mj=1 αi,j = 1) et fN (νi,k;µi,j , σ2i,j)
désigne la densité d’une loi normale de moyenne µi,j et de variance σ2i,j pour la variable νi,k
(N.B., la moyenne et la variance diffèrent pour chaque satellite i), i.e.,
fN (νi,k;µi,j , σ2i,j) =
1√
2piσ2i,j
exp
(
− 12σ2i,j
(νi,k − µi,j)2
)
. (4.13)
Le vecteur des paramètres à estimer pour déterminer le mélange est alors
Θi = {αi,j , µi,j , σi,j}j=1,...,M (4.14)
Une manière classique de résoudre ce problème est d’utiliser un algorithme Expectation Maxi-
mization (EM) Dempster et al. [1977] ;[Bishop, 2006, Chap. 9], comme détaillé dans l’annexe
D.1.1.
4.2.3 Résultats d’estimation
Nous avons testés les deux méthodes présentées précédemment (estimations des erreurs
et de leurs densités) pour les mesures GNSS de la campagne de mesures étudiée dans la
partie 2.4.3 p.60. Nous allons représenter pour chaque satellite les histogrammes des erreurs
de pseudodistances et de pseudovitesses, ainsi que les densités estimées initialement et après
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algorithme EM. Pour initialiser l’algorithme EM, nous utilisons la fonction Matlab kmeans
qui permet de séparer un vecteur en un nombre fixé de classes par partitionnement en k-
moyennes [Bishop, 2006, Chap. 9] (l’algorithme cherche à partitionner les Ki points en M
ensembles tout en minimisant la distance entre les points à l’intérieur de chaque partition).
Dans la suite, nous choisissons M = 6, soit 6 classes initiales et 6 mélanges de Gaussiennes
par mesure. Tout au long de la campagne, les satellites 5, 12, 13, 15, 17, 18, 22, 24, 28 sont
observés, et le satellite 15 a une élévation maximale et sert donc de référence pour estimer
les erreurs (nous ne pourrons pas estimer sa densité). Pour les autres satellites, les résultats
sont donnés respectivement dans les figures 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7 et 4.8. Comme on
peut l’observer, dans chacune des figures, il y a une bonne adéquation entre l’histogramme
des erreurs et le mélange de gaussiennes estimé par l’algorithme EM, ce qui confirme l’intérêt
de la méthode proposée.
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Figure 4.1 – Histogramme et densités estimées des erreurs de mesures pour le satellite 5.
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Figure 4.2 – Histogramme et densités estimées des erreurs de mesures pour le satellite 12.
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Figure 4.3 – Histogramme et densités estimées des erreurs de mesures pour le satellite 13.
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Figure 4.4 – Histogramme et densités estimées des erreurs de mesures pour le satellite 17.
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Figure 4.5 – Histogramme et densités estimées des erreurs de mesures pour le satellite 18.
-50 0 50 100 150 200
0
0.01
0.02
0.03
0.04
0.05
0.06
-10 -5 0 5 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figure 4.6 – Histogramme et densités estimées des erreurs de mesures pour le satellite 22.
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Figure 4.7 – Histogramme et densités estimées des erreurs de mesures pour le satellite 24.
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Figure 4.8 – Histogramme et densités estimées des erreurs de mesures pour le satellite 28.
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4.2.4 Estimation des densités d’erreurs
Les densités estimées à la partie précédente sont celles des vecteurs
νi,k = ni,k − ns0,k , i = 1, . . . , 2sk. (4.15)
La densité de bruit de la i-ème mesure s’écrit
ni,k = νi,k + ns0,k , i = 1, . . . , 2sk. (4.16)
Comme le satellite s0,k est supposé avoir un fonctionnement nominal tout au long de la
campagne de mesure, nous allons supposer que sa loi peut être définie par une loi normale,
i.e.,
ns0,k ∼ N (ns0,k ; 0, σ2p) (4.17)
ns0,k+sk ∼ N (ns0,k ; 0, σ2r ) (4.18)
où σ2p et σ2r sont les valeurs d’UERE qui ont été données dans les équations (1.76) et (1.77).
On en déduit alors que ni,k et ni+sk,k sont des mélanges de gaussiennes, i.e.,
ni,k ∼
∑M
j=1 αi,jfN (ni,k;µi,j , σ2i,j + σ2p)
ni+sk,k ∼
∑M
j=1 pii+sk,jfN (ni+sk,k;µi+sk,j , σ2i+sk,j + σ
2
r )
, i = 1, . . . , s0,k−1, s0,k+1, . . . , sk.
(4.19)
Les densités d’erreurs finalement estimées sont représentées dans les figures 4.9, 4.10, 4.11,
4.12, 4.13, 4.14, 4.15, 4.16 et 4.17 et les valeurs estimées sont résumées dans le tableau 4.1
pour les erreurs de pseudodistance et dans le tableau 4.2 pour les erreurs de pseudovitesse.
Les densités ainsi estimées sont en accord avec ce que l’on peut trouver dans la littérature
GNSS : les mesures de pseudodistances sont peu fiables et peuvent contenir de large valeurs,
alors que les distributions des mesures de Doppler semblent centrées avec des variances plus
faibles. Dans chacune de ces figures, la densité relative de νi,k est représentée en bleue tandis
que la densité absolue de ni,k est représentée en rouge.
5 12 13 15 17 18 22 24 28
αi

0.2289
0.1052
0.4878
0.0242
0.1267
0.0272


0.4732
0.0396
0.0197
0.2167
0.0209
0.2298


0.1469
0.00162
0.1141
0.2000
0.5120
0.0018
 1

0.0269
0.7525
0.0045
0.1773
0.0310
0.0078


0.0907
0.1955
0.00290
0.1283
0.0142
0.5423


0.6689
0.1149
0.0220
0.0229
0.1691
0.0022


0; 1168
0.0226
0.0957
0.0017
0.3771
0.3860


0.3213
0.3883
0.0038
0.0735
0.1823
0.0308

µi

−1.4250
54.7419
−2.7582
125.8433
18.6951
91.1151


−2.5239
47.2752
29.7766
−2.5911
20.8742
4.4626


1.8567
39.5593
10.8330
0.6058
−0.6157
−20.2213
 0

8.5920
−3.2902
57; 1935
6.5384
3.8440
23.2576


15.5246
−3.8013
22.9353
0.6887
27.9467
−3.1156


−3.9686
32.7403
18.6020
152.1645
55.4108
−118.9853


−0.113
2.1889
0.6971
15.9696
−0.9179
−2.3401


−2.1701
−5.0660
59.3807
26.8124
7.4109
41.1540

σi

8.4803
13.0771
5.2831
11.6240
8.4969
12.5099


5.2014
11.7656
6.7659
5.8658
5.8044
10.4121


5.0345
7.1731
9.6759
5.7223
5.1694
6.3211
 5

5.9689
5.2937
10.0216
14.0773
5.3287
5.1411


7.1802
6.1920
26.0935
6.1381
6.2212
5.1991


11.1884
8.8461
5.9839
45.1138
21.7798
16.8235


5.7514
9.3864
5.0894
5.0141
5.0761
5.2127


5.4416
5.5986
5.4712
14.7214
10.1330
43.8638

Tableau 4.1 – Mélanges de Gaussiennes estimés pour les erreurs de pseudodistances de chaque
satellite.
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Figure 4.9 – Densités estimées des erreurs de mesures pour le satellite 5.
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Figure 4.10 – Densités estimées des erreurs de mesures pour le satellite 12.
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Figure 4.11 – Densités estimées des erreurs de mesures pour le satellite 13.
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Figure 4.12 – Densités estimées des erreurs de mesures pour le satellite 15.
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Figure 4.13 – Densités estimées des erreurs de mesures pour le satellite 17.
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Figure 4.14 – Densités estimées des erreurs de mesures pour le satellite 18.
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Figure 4.15 – Densités estimées des erreurs de mesures pour le satellite 22.
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Figure 4.16 – Densités estimées des erreurs de mesures pour le satellite 24.
4.2. MéLANGES DE GAUSSIENNES SIMPLES 115
-20 0 20 40 60 80 100
0
0.02
0.04
0.06
0.08
0.1
0.12
-5 0 5
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Figure 4.17 – Densités estimées des erreurs de mesures pour le satellite 28.
5 12 13 15 17 18 22 24 28
αi

0.2645
0.2223
0.0168
0.0961
0.1194
0.2810


0.1682
0.4869
0.2189
0.0712
0.0169
0.0378


0.4750
0.0033
0.0169
0.0261
0.1512
0.3275
 1

0.1686
0.0091
0.0411
0.2762
0.0417
0.4633


0.1662
0.2193
0.0530
0.0010
0.0625
0.4979


0.2297
0.0121
0.0316
0.4465
0.1911
0.0890


0.5871
0.0478
0.1448
0.0773
0.1427
3.3956− 4


0.3644
0.0566
0.2431
0.0299
0.3019
0.0041

µi

−8.9268− 4
−0.0474
8.7459
1.4803
0.0156
0.0133


−0.0978
9.9737− 4
0.1936
0.5481
−2.5544
−1.5482


7.2245− 4
8.2166
−0.9657
1.1074
0.2007
−0..0018
 0

−0.2185
4.4509
1.3223
0.0183
−0.6670
−0.0049


−0.2086
0.0185
0.1050
15.8477
0.9012
−0.0016


−0.4003
11.1164
4.1883
−0.0146
0.4780
−1.1360


−0.0032
0.2543
0.1114
−0.0147
−0.1012
9.2283


−0.0184
0.9931
0.0865
−1.2790
0.0045
−10.4460

σi

0.4091
1.1022
3.8510
5.8177
2.2591
0.6246


0.5490
0.3998
0.8536
3.7709
1.6050
0.8277


0.3913
7.0964
2.1901
2.4556
0.9413
0.4620
 0.3806

1.0994
4.0853
1.1374
0.5081
3.4511
0.3960


1.0399
0.5643
3.2181
1.6123
1.2851
0.4024


1.0340
2.4773
3.8606
0.4632
1.0954
3.3803


0.3910
1.6102
0.4886
0.9722
0.4698
1.2287


0.4990
3.3836
1.2212
1.6223
0.3957
3.7780

Tableau 4.2 – Mélanges de Gaussiennes estimés pour les erreurs de pseudovitesses de chaque satellite.
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4.3 Estimation des erreurs et des modèles de mesures GNSS
par mélanges de Gaussiennes et modèles de Markov cachés
Les erreurs affectant une mesure GNSS sont corrélées temporellement. En effet, si à un
instant donné un multitrajet apparaît, il y a de fortes chances qu’à l’instant d’après il y soit
encore. Cette corrélation temporelle peut être modélisée à l’aide de modèles HMM, ce qui est
l’objectif de cette partie.
4.3.1 Approche proposée
Les modèles HMM sont utilisés dans de nombreux domaines d’applications, et notam-
ment en traitement de la parole Rabiner [1989]. Dans un premier temps, nous rappelons
quelques définitions et introduisons quelques notations avant de rappeler le fonctionnement
de l’algorithme permettant d’estimer les différentes composantes d’un modèle HMM.
4.3.1.1 Chaîne de Markov
Un chaîne de Markov est un processus stochastique qui possède la propriété de Markov.
Cette propriété affirme que la distribution du processus à un instant donné conditionnée
aux réalisations passées ne dépend que de la dernière réalisation, i.e., (xk) est une chaîne de
Markov si, et seulement si, pour tout instant k, sa densité vérifie
f(xk|xk−1, . . . , x0) = f(xk|xk−1). (4.20)
N.B., le vecteur d’état défini à l’équation (1.80) est une chaîne de Markov. Il existe deux
types de chaînes de Markov : les chaînes de Markov à espace d’états discret et celles à espace
d’états continu. Dans le premier cas, xk|xk−1 est une variable aléatoire discrète, et dans le
second c’est une variable aléatoire absolument continue. On se limitera dans la suite au cas
discret et on supposera de plus que la chaîne est homogène, i.e., f(xk|xk−1) ne dépend pas
de k. Pour caractériser une chaîne de Markov stationnaire à M états, il suffit de définir une
matrice (de transition) A = (ai,j)1≤i,j≤M ∈ RM×M et un vecteur (de probabilités initiales)
Π = (pii)1≤i≤M ∈ RM tels que
ai,j = P (xk = j|xk−1 = i) (4.21)
pii = P (x0 = i). (4.22)
Il faudra évidement veiller à avoir ∀i, j ∈ {1, . . . ,M},
pii > 0 (4.23)
ai,j > 0 (4.24)
M∑
i=1
pii = 1 (4.25)
M∑
j=1
ai,j = 1 (4.26)
afin que la mesure de probabilité soit bien définie.
4.3.1.2 Modèle de Markov caché
Un modèle de Markov caché, ou HMM, est constitué de deux processus stochastiques :
un processus observable yk et un processus non-observable xk. De plus, on suppose que xk
suit une chaîne de Markov stationnaire à états discrets et que la loi de yk dépend seulement
de l’état dans lequel se trouve xk à l’instant k, et que l’on connaît la distribution de yk|xk.
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Notons que le modèle défini par les équations (1.80) et (1.92), est aussi un modèle HMM,
mais avec des états cachés xt = ξk continus. Un mélange de Gaussiennes peut donc être
considéré comme un processus de Markov en considérant les modes de chacun des mélanges
comme des variables cachées (c’est d’ailleurs ce qui est fait pour introduire l’algorithme EM).
Autrement dit, nous allons reprendre l’estimation faite à la partie précédente en rajoutant une
information temporelle de passage d’un état à un autre, i.e., on va rajouter comme hypothèse
que pour une mesure i, le paramètre ci,k, indiquant l’état de la mesure du satellite i à l’instant
k, suit une chaîne de Markov, et donc que pour chaque mesure i, on a
P (ci,k = `|ci,k−1 = m) = (Ai)m,` (4.27)
P (ci,0 = `) = (Πi)` (4.28)
νi,k|ci,k,Θ′i ∼ N (µi,ci,k , σ2i,ci,k) (4.29)
où Θ′i = {µi,`, σ2i,`}`=1,...,M . Si on reformulait le problème résolu par EM dans la partie
précédente, celui-ci s’écrirait de manière similaire
P (ci,k = `) = αi,` (4.30)
νi,k|ci,k,Θ′i ∼ N (µi,ci,k , σ2i,ci,k). (4.31)
Les paramètres à estimer pour chaque mesure i sont regroupés dans le vecteur λi = {Ai,Πi,Θ′i}.
4.3.1.3 Estimation du modèle HMM
4.3.2 Estimation des densités d’erreur
L’estimation des paramètres d’un modèle HMM peut se faire à l’aide de la méthode de
Baum-Welch Rabiner [1989], qui est une méthode d’apprentissage non-supervisée, et qui est
rappelée dans l’annexe D.1.2. Une fois de plus, nous estimons les densités relatives à un
satellite de référence, avant d’ajouter la variance supposée pour ce satellite à la variance de
chacun des modes du mélange, comme dans la partie 4.2.4. Nous donnons sous forme de
tableau les distributions estimées pour les satellites 5, 12, 13, 15, 17, 18, 22, 24 et 28 dans les
tables 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10 et 4.11 respectivement.
Ai Πi µi σi
0.9545 0.0026 0.0058 0.0188 0 0.082
0 0.9610 0.0056 0.022 0.0113 0
0 0 0.9933 0 0 0.0067
0.0095 0.0117 0.0025 0.9740 0.0024 0
0 0.0065 0.0065 0 0.9869 0
0.078 0 0.0248 0 0 0.9574


9.4683−92
0
1
4.875−282
0
1.5383−30


28.6281
85.9142
−3.1006
56.6518
123.8649
11.2871


8.4495
10.8231
5.9039
8.4353
12.1459
7.6173

Ai+sk Πi+sk µi+sk σi+sk
0.7572 0 0.2052 0.0034 0.0342 0
0 0.9447 1.4491−24 0 0 0.0553
0.0466 3.6115−4 0.8990 0.0284 0.0013 0.0243
0.033 0 0.033 0.9654 2.1226−52 1.3248−9
0.1351 0 0.0079 4.3716−46 0.8571 0
0.0210 0.0347 0.1040 2.5765−23 0 0.8404


1.2869−35
0
5.0917−129
1
9.0543−318
0


−1.4155
8.224
0.0797
8.9043−4
−5.6371
2.1209


1.0707
3.3218
0.7841
0.4488
2.9295
1.2774

Tableau 4.3 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 5.
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Ai Πi µi σi
0.9550 1.5338−9 7.1039− 4 2.9902− 99 0.0211 0.0232
5.0819− 19 0.9580 0.0059 0.0125 0.0236 0
0.0114 0 0.9522 9.6901− 4 0 0.0354
0 0.0231 0 0.9769 0 0
0.339 0.0178 0.0093 0 0.9389 3.3364− 10
0.0289 0 0.0097 0 0 0.9615


0
7.3991− 35
0
4.4040− 263
1
0


−1.4508
17.0040
−7.3832
43.2591
3.6700
−3.5811


5.0609
7.2744
6.131
12.6359
5.8009
5.0506

Ai+sk Πi+sk µi+sk σi+sk
0.9803 7.0872− 4 0 0.0189 3.6452− 68 1.1649− 39
1.3016− 6 0.7369 0 0.2053 0.0578 0
0 0 0.8708 0 0 0.1292
0.0349 0.0343 0 0.8703 4.7123− 4 0.0600
0.0063 0.1166 0 0.0329 0.8442 0
1.3610− 4 0.0550 0.0395 0.2110 0.0148 0.6796


1
3.1241− 225
0
2.4378− 109
8.3209− 312
8.0062− 261


−0.0049
−1.2656
4.550
−0.0119
−3.3137
1.1436


0.4240
0.9568
3.2116
0.6714
2.0806
1.0063

Tableau 4.4 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 12.
Ai Πi µi σi
0.9691 0 0.0109 0 0 0.0201
0 0.9806 0 0.0194 1.0738− 37 0
0.0346 0 0.9615 6.0182− 12 0.0039 1.0681− 5
1.2279− 89 0.0067 0 0.9586 0.0327 0.0020
0 0 0.0207 0.0210 0.9246 0.0337
0.0193 0 6.9589− 4 0 0.134 0.9665


1
0
8.3043− 91
0
0
2.7782− 95


−0.6102
38.7226
−2.9254
17.2093
5.6659
1.5910


5.0363
7.4463
5.5341
6.7785
5.5822
5.0489

Ai+sk Πi+sk µi+sk σi+sk
0.9858 0 0.0106 4.5343− 4 0.0031 1.7272− 20
0.0530 0.8208 0 0 0 0.1262
0.0403 0 0.8889 0.0110 0.0599 6.6448− 7
0.0187 0 0.1690 0.7486 0.0487 0.0150
0.0191 0 0.1898 0.0310 0.7204 0.0397
0.0108 0.0563 0.0067 0 0.2845 0.6417


1
1.8430− 125
1.0065− 51
6.9554− 101
9.1601− 71
6.3004− 135


−3.2395− 4
10.6771
−0.0351
−2.0616
0.8518
3.5385


0.4191
5.5142
0.6852
1.6488
0.9527
1.3307

Tableau 4.5 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 13.
Ai Πi µi σi
1 1 0 5
Ai+sk Πi+sk µi+sk σi+sk
1 1 0 0.3806
Tableau 4.6 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 15 (satellite de référence).
Ai Πi µi σi
0.9531 0 0.0054 0.0103 0 0.0312
0 0.9803 0 0 0.0197 0
0.0103 0 0.9150 0.0121 0.0216 0.0410
0.0390 0 0 0.9549 0.0021 0.0040
0 0.0140 0.0287 0 0.9573 9.3150− 7
0.0241 0 0.0194 0.0010 2.3181− 117 0.9555


0
0
0
1
0
0


−4.1968
23.2915
−0.4237
−8.0868
6.8583
−2.5571


5.0532
12.0699
5.1434
7.4076
5.8616
5.0271

Ai+sk Πi+sk µi+sk σi+sk
0.9829 0.0170 2.6972− 62 0 4.0831− 5 1.8824− 13
0.0369 0.8645 4.800− 11 0 0.0488 0.0498
0.0121 0.0025 0.8328 0 0.1526 0
0 0 0 0.8278 0 0.1722
5.1104− 4 0.2702 0.0492 0 0.6465 0.0335
0.0122 0.1988 0.0046 0.0369 0.0287 0.7187


1
1.3680− 117
3.0465− 237
0
4.1673− 157
2.7619− 225


−0.0028
0.0117
−3.8735
5.3979
−1.3689
1.4944


0.4249
0.7055
2.4962
2.7202
0.8506
0.9873

Tableau 4.7 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 17.
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Ai Πi µi σi
0.9555 0 0.0012 0.0067 0.0367 0
0 0.9595 0.0021 0.0244 4.9459− 18 0.0141
0.0029 0.0013 0.9359 0.0250 0.0349 0
0.0109 0.0256 0.0363 0.9210 0.0062 0
0.0160 0 0.0288 0.0027 0.9525 0
0.0219 0.0125 0 0 0 0.9656


2.1557− 146
0
1
5.2731− 139
1.9323− 99
0


−5.9688
14.3608
−1.6883
1.6031
−3.4735
24.8264


5.2532
7.0565
5.0449
5.3345
5.0376
23.3726

Ai+sk Πi+sk µi+sk σi+sk
0.9836 6.8490− 28 0.0145 0 0.0018 1.3680− 9
1.3688− 28 0.7681 2.2771− 4 0 0.2232 0.0085
0.0261 2.2336− 6 0.8569 0 0.0663 0.0507
0 0 0.0225 0.8326 0 0.1449
0.0084 0.0382 0.2498 0 0.6781 0.0255
0.0099 0.0072 0.1846 0.0264 0.0242 0.7477


1
3.0988− 261
2.0416− 114
0
6.4579− 133
1.2258− 196


−0.0013
−3.362
0.0440
5.2742
−0.9905
1.4205


0.4247
2.2830
0.6514
3.9285
0.8839
1.0141

Tableau 4.8 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 18.
Ai Πi µi σi
0.9614 0 0 0.0192 0.0054 0.0140
0 0.9796 0.0138 0 0.0040 0.0027
3.2279− 4 0.0067 0.9824 0 0 0.0106
0.0114 0 4.7827− 4 0.9847 0.0034 9.4381− 23
0 0 0 0.0158 0.9828 0.0014
0.0158 0 0.0071 5.2173− 4 0 0.9766


0
0
0
0
1
0


9.3123
135.2722
63.1064
−3.4492
−19.9294
33.4949


7.7847
44.2152
12.0799
5.4800
15.2207
8.6556

Ai+sk Πi+sk µi+sk σi+sk
0.9134 0.239 0.0328 0 0.0266 0.0033
0.0815 0.8794 3.6794− 20 0.0240 0.0148 0
0.0346 .0417− 7 0.9629 0 0.0025 7.2748− 32
0.0430 0.0283 7.599− 12 0.9287 0 0
0.1060 0.0075 0.0067 0 0.8521 0.0276
0.0249 0 0.0022 0 0.0897 0.8832


7.5993− 120
5.8347− 301
0
2.8915− 113
5.5050− 262


0.0504
1.8035
−0.016
8.7428
−1.2823
−4.0180


0.7867
1.2388
0.4606
3.0854
0.9559
2.4769

Tableau 4.9 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 22.
Ai Πi µi σi
0.9423 0.0377 0.0162 0.0029 0 8.1021− 4
0.0217 0.9453 8.4957− 4 0.0305 0.0014 1.8941− 4
0.0492 4.6438− 4 0.9354 0.0045 0 0.0105
0.0014 0.0305 0 0.9428 4.2704− 4 0.0249
0 0.0050 0.0072 0 0.9094 0.0784
0 0.0032 0 0.0412 0.0154 0.9402


2.4017− 54
1
4.5338− 91
1.0118− 60
1.3646− 93
7.2172− 133


0.8395
−0.5378
4.9259
−1.7544
−5.5413
−3.3391


5.0372
5.0174
6.4993
5.0189
5.4657
5.0434

Ai+sk Πi+sk µi+sk σi+sk
0.8512 0.0476 0.0498 0 1.0022− 4 0.0243
0.2228 0.6421 0.0215 0 0.0397 0.0740
0.0116 4.3533− 4 0.9866 0 7.0266− 7 0.0014
0 0.2000 0 0.8000 0 0
4.9425− 4 0.2796 0.0423 0.0103 0.6247 0.0426
0.1572 0.1375 0.0037 0 0.0117 0.6900


8.3162− 96
2.4461− 114
1
0
7.0114− 187
1.0031− 177


−0.0387
0.6125
−0.0030
9.2288
2.5368
−0.9823


0.6152
0.8501
0.4150
1.2318
1.0419
1.1529

Tableau 4.10 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 24.
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Ai Πi µi σi
0.9709 9.9784− 4 0 0 0.0281 0
0.0026 0.9473 7.8966− 4 0 0.0240 0.0253
0 2.3923− 12 0.9592 0.0121 0.0090 0.0197
0 0 0.0239 0.9761 0 0
0.0214 0.0267 0 0 0.9475 0.0044
0 0.0347 0.0322 0 0.0148 0.9184


1
6.1065− 302
0
0
8.8031.55
0


−7.1719
−1.4623
15.0040
42.5148
2.3336


5.2596
5.0607
7.8207
30.2831
5.0795
5.4393

Ai+sk Πi+sk µi+sk σi+sk
0.9789 1.3345− 13 0 4.5013− 11 0.0290 2.1361− 4
0.0041 0.8258 0 0.0183 0.0482 0.1036
0 0 0.8041 0.1711 1.3291− 4 0.0247
2.0198− 4 0 0.0250 0.8128 0.1371 0.0250
0.0305 3.3347− 4 0 0.0243 0.8996 0.0453
0.0046 0.0283 0 0.0339 0.1635 0.7696


1
1.6517− 119
5.0985− 190
3.1094− 113
3.5250− 50
6.4360− 68


−0.0012
5.0967
−7.2597
−1.7343
−0.0552
1.4652


0.4321
2.0025
4.5706
1.1937
0.7220
1.0406

Tableau 4.11 – Paramètres HMM estimés par Baum-Welch pour les pseudodistances (en haut) et les
pseudovitesses (en bas) du satellites 28.
4.4 Méthodes de filtrage
On rappelle que le modèle peut se mettre sous la forme
ξk = Fξk−1 + uk−1 (4.32)
zk = hk(ξk) + nk(ck) (4.33)
où tous les termes ont déjà été explicités dans les équations (1.80) (p. 36) et (1.92) (p. 37),
ck = (ci,k)i=1,,...,2sk et nk(ck) = (ni,k(ci,k))i=1,,...,2sk avec ni,k(ci,k) ∼ N (ni,k;µi,ci,k , σ2i,ci,k).
Nous allons donc considérer deux modèles pour ci,k : ou bien on ne tient pas comptes des
réalisations précédentes, et dans ce cas on considère P (ci,k = j) = αi,j avec le modèle estimé
par mélange de Gaussiennes, ou bien on considère que les ci,k évoluent suivant les chaînes de
Markov estimées précédemment. Ces deux méthodes vont donc donner lieu à deux algorithmes
de filtrage différents.
4.4.1 Filtrage par mélanges de Gaussiennes
Le filtrage sous hypothèse de mélange de Gaussiennes a été largement étudié dans la
littérature Alspach et Sorenson [1972]; Chen et Liu [2000]; Kubo et al. [2011]. Il consiste à
considérer qk filtres de Kalman en parallèle, correspondant à chaque état possible du modèle
de mesure (dans notre cas qk = M2sk), puis à fusionner chaque filtre pour en déduire l’es-
timation du vecteur d’état. Plus d’informations sur les différentes étapes de ce filtrage sont
données dans l’annexe D.2.1.
4.4.2 Filtrage par chaînes de Markov
Nous allons cette fois considérer qu’à l’instant k, le bruit de mesure est un mélange de
gaussiennes dont l’état (une de ces gaussiennes) est gouverné par une chaîne de Markov.
Le filtrage utilisé dans cette partie est dénommé Interacting Multiple Model (IMM) [Bar-
Shalom et al., 2002, Chap. 11] ;Bar-Shalom et al. [2005]; Ozkan, et plus d’informations sont
disponibles dans l’annexe D.2.2.
4.5 Expérimentations
Les méthodes ont d’abord été testées à l’aide de données synthétiques vérifiant les deux
hypothèses (mélanges de gaussiennes simples et mélanges de gaussiennes avec corrélations
temporelles (HMM)) mais elles ne sont pas présentées ici par souci de concision. Si on souhaite
appliquer les filtres présentés dans les sections 4.4.1 et 4.4.2, on remarque qu’il faut calculer
qk = M2sk ≈ 1014 vecteurs d’états possibles pour 6 Gaussiennes et 9 satellites, ce qui est
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infaisable en pratique car ceci engendrerait un coût de calcul trop important. Nous proposons
donc de limiter le nombre d’états possibles en supposant qu’entre deux instants consécutifs,
une ou deux mesures peuvent changer d’état (mais pas plus), limitant ainsi le nombre de
réalisations à qk = 1 + (M − 1)2sk + (M − 1)2
(2sk
2
) ≈ 3900 pour 6 Gaussiennes et 9 satellites
(N.B, si le satellite 15 est présent, comme on suppose que ce dernier n’a qu’un seul mode, il
faut remplacer sk par sk − 1). Si on autorise 3 changements, on monte alors à environ 105
cas possibles. Nous allons dans la suite comparer plusieurs méthodes
— le filtre de Kalman étendu (EKF)
— la méthode la plus performante présentée au chapitre 2 (Danish + Fused)
— le filtrage par mélanges de Gaussiennes avec un changement max (GM1)
— le filtrage par mélanges de Gaussiennes avec deux changements max (GM2)
— le filtrage par HMM avec un changement max (HMM1)
— le filtrage par HMM avec deux changements max (HMM2).
Les CDF des erreurs de position dans le plan sont données dans la figure 4.18, et quelques
vues aériennes sont données dans les figures 4.19 et 4.20. On remarque que les performances
du modèle HMM sont très faibles comparées aux autres méthodes. En revanche, le fait de
considérer un maximum de deux changements d’états par instant (HMM2) au lieu d’un
(HMM1) a nettement amélioré les performances. En effet, la méthode HMM ne favorise pas
facilement les changements d’états, de par les matrices de transition estimées (valeurs proches
de 1 sur la diagonale). Donc des mesures peuvent se retrouver bloquées dans un état qui n’est
pas le bon et leur changement d’état est compliqué de par les faibles probabilités de transi-
tions. La méthode HMM serait donc améliorable en augmentant le nombre de changements
autorisés. Cependant cela ne peut pas se faire naïvement comme jusqu’alors (toutes les com-
binaisons sont envisagées), car le nombre de combinaisons possibles serait trop important et
les calculs ne se feraient pas en un temps raisonnables (et on risque d’avoir des problèmes de
mémoire et de probabilités très faibles et non évaluable par le logiciel de calcul).
0 10 20 30 40 50
0
20
40
60
80
100
0 10 20 30 40 50
0
20
40
60
80
100
Figure 4.18 – CDF estimées des erreurs de positionnement pour la méthode parcimonieuse et les
méthodes à base de mélanges de Gaussiennes.
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Figure 4.19 – Illustration des différentes trajectoires obtenues pour la méthode parcimonieuse et les
méthodes à base de mélanges de Gaussiennes.
Figure 4.20 – Illustration des différentes trajectoires obtenues pour la méthode parcimonieuse et les
méthodes à base de mélanges de Gaussiennes.
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Afin de comprendre les problèmes d’estimation rencontrés avec les algorithmes HMM,
nous avons analysé la portion de trajectoire représentée dans la figure 4.21. Les nombres de
changements détectés par les différents algorithmes sont représentés dans les figure 4.22 et
4.23. On remarque que pour cette partie de trajectoire, les algorithmes HMM ont du mal à
accepter des changements d’états, car il y en a trop en même temps (caractéristique d’un
environnement urbain dense), comparé à la méthode par mélanges de Gaussiennes ou à la
méthode Danish + Fused où l’on peut voir qu’il y a beaucoup plus de changements d’états.
Figure 4.21 – Illustration où les méthodes HMM ont du mal à estimer la trajectoire correctement.
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Figure 4.22 – Evolution du nombre de passage d’un état à un autre dans les mesures (pour la méthode
parcimonieuse, la méthode à mélanges de Gaussiennes à un changement max.).
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Figure 4.23 – Evolution du nombre de passage d’un état à un autre dans les mesures (pour la méthode
parcimonieuse, la méthode à mélanges de Gaussiennes à deux changements max.).
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4.6 Conclusion
Ce chapitre a proposé de résoudre le problème de positionnement en présence de biais mul-
titrajets en modélisant le bruit de mesure par des mélanges de Gaussiennes et en développant
un algorithme de filtrage adapté. Le modèle à mélanges de Gaussiennes donne des résultats sa-
tisfaisants sans pour autant égaler les performances de la méthode du chapitre 2. La méthode
à modèles de Markov cachés donne des résultats moins intéressants qu’espérés mais avec une
marge d’amélioration importante, notamment en reconsidérant le traitement des changements
d’états d’un instant à un autre, mais aussi dans la formulation du problème (restriction à
deux modes de fonctionnement). Notre objectif premier était de construire des modèles de
Markov cachés parcimonieux, ce qui n’a pas pu être fait faute de temps et pourrait constituer
une perspective importante de ce travail.
Plusieurs perspectives sont à considérer pour la suite de ces travaux :
— il faudrait réfléchir à une stratégie pour réduire l’ensemble des combinaisons étudiées
et ainsi trouver le chemin optimal sans tous les essayer. On pourrait éviter d’avoir
un filtre de Kalman par réalisation en utilisant des méthodes Bayésiennes Fruhwirth-
Schnatter et al. [2018], notamment les méthodes MCMC Carter et Kohn [1996], ou de
filtrage particulaire Doucet et de Freitas [2001] ; LeGland et Oudjane [2003], mais qui
nécessitent quand même de calculer la probabilité de chacun des états possibles
— on pourrait aussi envisager de séparer les mélanges de gaussiennes en deux modes de
fonctionnement seulement (nominal et non nominal) et ainsi avoir une indicatrice à
deux valeurs limitant l’espace des réalisations possibles
— le modèle à mélanges de Gaussiennes semble peu impacté par le changement du nombre
d’état autorisé. Comme on ne se préoccupe pas de la valeur à l’instant précédent, si
plusieurs mesures doivent changer d’état, elles peuvent le faire à des instants successifs.
Cette méthode de filtrage semble alors très intéressante, mais ne parvient pas à faire
aussi bien que la méthode parcimonieuse.
— ces méthodes ont nécessité l’apprentissage des différents paramètres des distributions
hors lignes. Il faudrait alors voir s’il est possible d’estimer conjointement les densités
d’erreurs au cours du temps et les paramètres d’intérêt de la navigation par satellite.
D’autre part, il serait évidemment plus intéressant de considérer des distributions non-
stationnaires, car il est clair que ces dernières ne sont pas les mêmes en environnement
dégagé et en canyon urbain. Les solutions de filtrage particulaire semblent être un
moyen d’aborder ces problèmes, et leurs applications aux modèles de Markov à sauts
ont déjà été étudié Petetin et Desbouvries [2015], mais nous n’avons pas eu le temps de
les aborder lors de cette thèse
— on pourrait aussi essayer de trouver une approche utilisant les méthodes parcimonieuses
présentées dans cette thèse et des mélanges de Gaussiennes, afin d’estimer la densité
des erreurs, où en intégrant la parcimonie comme information a priori dans un filtre
particulaire par exemple.
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Conclusion et perspectives
Cette thèse a pour but de proposer une solution de correction des multitrajets pour des
mesures fournies par un récepteur GNSS bas-coût. Les GNSS sont décrits dans le premier
chapitre qui présente une solution de navigation permettant de traiter les mesures fournies par
de tels récepteurs. Ainsi, chaque personne en possession d’un récepteur bas-coût est en mesure
d’appliquer la solution fournie pour trouver sa position et sa vitesse à partir seulement des
données de ce récepteur. Le reste de la thèse vise à traiter la dernière source majeure d’erreur
dont ils souffrent, notamment en centre ville, là où se trouve la plupart des utilisateurs de
ces récepteurs.
Le deuxième chapitre formule la correction des multitrajets sur les mesures de pseudo-
distances et de pseudovitesses comme un problème d’estimation parcimonieuse. Plus précisément,
nous considérons que parmi tous les satellites vus par le récepteur, seuls certains d’entre eux
sont soumis à des erreurs dues aux multitrajets. Cette hypothèse permet de formuler le
problème de positionnement comme un problème d’estimation parcimonieuse qui permet de
régulariser des problèmes sous-déterminés en appliquant une hypothèse de parcimonie aux
vecteurs à estimer (qui suppose que certaines des composantes du vecteur à estimer sont
nulles). Le problème à résoudre est alors formulé comme un problème des moindres carrés,
pénalisé par une norme `1 pondérée qui prend en compte la qualité de réception des signaux
GNSS via les valeurs des C/N0 et la géométrie des satellites via leurs élévations. La méthode
de navigation proposée a été testée sur plusieurs scénarios de simulation avant d’être testé
sur des données réelles. Les simulations permettent de vérifier la bonne détection/estimation
des mesures biaisées, et d’apprécier la robustesse de la méthode (en détectant jusqu’à 5 me-
sures biaisées sur 8 disponibles). Les expérimentations effectuées sur données réelles mettent
en avant l’intérêt de la méthode, en montrant un gain non négligeable des performances,
permettant d’égaler dans certains cas les performances du récepteur boîte noire Ublox.
Le troisième chapitre présente les techniques d’inférence Bayésienne couplées avec des
méthodes MCMC. Ces méthodes puissantes sont présentées dans un premier temps et ap-
pliquées à l’estimation des différents paramètres de la navigation (position, vitesse et erreur
multitrajet) et à l’hyperparamètre du problème parcimonieux (paramètre de régularisation)
ainsi que leurs lois a posteriori. La méthode proposée permet d’estimer les hyperparamètres
conjointement aux autres variables, et ainsi d’éviter leur estimation par validation croisée (ap-
prentissage sur un jeu de données). Cependant, cette méthode semble donner des résultats
moins satisfaisants que ceux obtenus avec la méthode du deuxième chapitre.
Le quatrième chapitre propose de modéliser les erreurs de mesures à l’aide de mélanges de
Gaussiennes, dont le mode dépend soit de vecteur d’états indépendants dans le temps avec
une certaine probabilité a priori (mélanges de Gaussiennes simples), soit du vecteur d’états
précédent l’instant courant grâce à l’utilisation d’un modèle de Markov caché (HMM). Ces
deux modèles sont alors utilisés pour apprendre les distributions des erreurs de chaque satel-
lite suivant les deux hypothèses, afin de proposer deux méthodes de filtrage associées.
Plusieurs perspectives peuvent se dégager de cette thèse. Dans le deuxième chapitre, on
pourrait essayer de construire la matrice de pondération avec d’autres informations a priori
fournies par le récepteur, ou d’autre indicateurs de confiance. Notamment, les récepteurs mo-
dernes fournissent plus d’informations que celles utilisées dans cette thèse, comme les mesures
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de phase ou via les autres constellations et fréquences d’émission par les satellites. On pour-
rait alors combiner ces différents signaux pour développer d’autres indicateurs de présence
de multitrajet Cai et al. [2016]; Pirsiavash et al. [2018]. D’autre part, la variété de ces me-
sures pourrait aussi être utilisée afin de travailler dans des espaces de mesure de plus grandes
dimensions, et ainsi favoriser l’hypothèse de parcimonie. D’autre part, on pourrait essayer
d’augmenter le nombre d’informations (afin de développer de nouveaux indicateurs pour la
matrice de pondération ou pour augmenter le nombre de mesures) avec d’autres capteurs
pour effectuer de la fusion de données (modèles 3D, vision, centrales inertielles, signaux d’op-
portunités par exemple). A ce sujet, le journal Sensors a sorti en 2018 une édition spéciale
Sensors [2018].
Le troisième chapitre s’est intéressé à l’estimation Bayésienne des paramètres et hyper-
paramètres d’un modèle parcimonieux pour le positionnement GNSS. On pourrait envisager
d’autres pénalités favorisant la parcimonie du vecteur à estimer Soubies et al. [2015] ; Olsson
et al. [2017] et ainsi proposer de nouvelles lois a priori pour les biais multitrajets favorisant
la parcimonie, ou d’autres lois a priori sur l’hyperparamètre plus informatives si on peut
avoir plus d’informations en amont (valeur à l’instant précédent, DOP, fusion de données).
On pourrait aussi envisager d’autres méthodes d’estimation de l’hyperparamètre, comme des
méthodes basées sur le risque de Stein Ramani et al. [2008], ou en essayant de l’exprimer en
fonction d’autre paramètres du scénario dans lequel se trouve l’utilisateur, comme le DOP, ou
imaginer une carte contenant des informations sur ce paramètre en fonction de l’environne-
ment (urbain, urbain dense ou dégagé) et ainsi travailler sur un sujet très étudié aujourd’hui,
le positionnement collaboratif.
Le quatrième chapitre s’est intéressé à la formulation des erreurs de mesures comme
des mélanges de Gaussiennes. Une manière d’améliorer l’estimation des densités serait de
considérer une méthode de type split and merge pour l’estimation du nombre de Gaussiennes
au lieu d’en fixer 6, afin d’espérer pouvoir réduire le nombre possible de modes Zhang et al.
[2003], ou alors de considérer deux modes de fonctionnement : un nominal (Gaussienne centrée
de variance la valeur UERE correspondante) et un non-nominal (mélanges de Gaussiennes
à estimer), comme cela a été proposé dans Viandier et al. [2008] où on considère en plus
l’état bloqué. L’algorithme de Baum-Welch pourrait être adapté pour l’apprentissage non-
supervisé d’une telle distribution (il suffirait de considérer des mélanges de Gaussiennes avec
un nombre variable de composantes selon le mode de la chaîne de Markov). Une manière
évidente d’améliorer la méthode serait de combiner une estimation en ligne des densités et
des paramètres d’intérêts, notamment pour le modèle de mélanges de Gaussiennes simples
qui fournit des résultats intéressants. Cette estimation pourrait se faire à l’aide de filtre parti-
culaire, comme cela a été proposé dans Rabaoui et al. [2012], qui propose comme a priori sur
les états des mélanges de processus de Dirichlet, revenant à considérer des mélanges de Gaus-
siennes infinis. On pourrait essayer de se retreindre à des mélanges finis par une méthode
de type split and merge Zhang et al. [2003]. La méthode HMM nécessite d’être améliorée
avant passage à une estimation en ligne de la densité, car les résultats qu’elles offrent ne
sont pas très convaincants. En revanche, nous avons pu montrer qu’en changeant le nombre
de transitions possibles d’un instant à l’autre, la méthode s’améliorait de manière signifi-
cative. Développer un algorithme à coût de calcul raisonnable permettant de favoriser un
nombre plus important de transitions nous semble être une piste intéressante, ou alors propo-
ser une méthode favorisant les transitions les plus probables, notamment à base de méthodes
Bayésiennes Fruhwirth-Schnatter et al. [2018] comme les méthodes MCMC Carter et Kohn
[1996], ou de filtrage particulaire Doucet et de Freitas [2001]. Finalement, une combinaison
des travaux présentés dans cette thèse permettant l’ajout d’informations a priori sur la parci-
monie des vecteurs à estimer semble être envisageable, en utilisant toujours une formulation
Bayésienne du problème, et en intégrant les différentes informations a priori (biais parci-
monieux dont les composantes suivent des mélanges de Gaussiennes ou des modèles HMM)
dans des bancs de filtres de Kalman étendus ou sans parfum Julier et Uhlmann [1997], des
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méthodes MCMC ou des filtres particulaires.
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Annexe A
Annexes du Chapitre 1
A.1 Calcul de l’état du satellite par éphémérides
A.1.1 Position du satellite
La position d’un satellite peut se calculer à l’aide de ses paramètres d’éphémérides comme
décrit dans NAVSTAR [2018]. Les constantes nécessaires au calcul de la position sont
— µ = 3.986004418× 1014 m3/s2 la constante gravitationnelle de la Terre pour le modèle
WGS 84
— c = 2.99792458× 108 m/s la célérité de la lumière dans le vide
— Ω˙e = 7.2921151467× 10−5 rad/s la vitesse de rotation de la Terre.
On récupère ensuite dans les éphémérides les paramètres nécessaires au calcul de la position
—
√
A la racine carrée du demi axe principal
— toe le temps de référence de l’éphéméride
— ∆n la différence entre mouvement moyen et valeur calculée
— M0 l’anomalie moyenne au temps de référence
— e l’excentricité
— ω l’argument du périgée
— Cus l’amplitude du terme de correction en sinus harmonique de l’argument de latitude
— Cuc l’amplitude du terme de correction en cosinus harmonique de l’argument de latitude
— Crs l’amplitude du terme de correction en sinus harmonique du rayon d’orbite
— Crc l’amplitude du terme de correction en cosinus harmonique du rayon d’orbite
— Cis l’amplitude du terme de correction en sinus harmonique de l’angle d’inclinaison
— Cic l’amplitude du terme de correction en cosinus harmonique de l’angle d’inclinaison
— i0 l’angle d’inclinaison au temps de référence
— IDOT la dérivée de l’angle d’inclinaison
— Ω0 la longitude du nœud ascendant du plan orbital à l’époque de la semaine
— Ω˙ la dérivée de l’ascension droite
Etant donnés ces différents paramètres, on est en mesure de calculer la position du satellite
à la date tSi dans le plan orbital du satellite. En effet, on en déduit
— A = (
√
A)2 le demi grand-axe
— n0 =
√
µ
A3 la vitesse angulaire moyenne
— ∆n la différence entre mouvement moyen et valeur calculée
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— tk = tSi − toe la durée à l’époque éphéméride de référence 1
— n = n0 + ∆n la vitesse angulaire moyenne corrigée
— Mk = M0 + ntk l’anomalie moyenne
— Ek tel que Mk = Ek − e sin (Ek) l’anomalie d’excentricité (équation de Kepler, peut se
résoudre par itération)
— νk = tan−1
(√
1−e2 sin (Ek)
cos (Ek)−e
)
la véritable anomalie
— Φk = νk + ω l’argument de latitude
— δuk = Cus sin (2Φk) + Cuc cos (2Φk) la correction de l’argument de latitude
— δrk = Crs sin (2Φk) + Crc cos (2Φk) la correction du rayon d’orbite
— δik = Cis sin (2Φk) + Cic cos (2Φk) la correction de l’angle d’inclinaison
— uk = Φk + δuk l’argument de latitude corrigé
— rk = A(1− e cos (Ek)) + δrk le rayon d’orbite corrigé
— ik = i0 + δik + (IDOT)tk l’angle d’inclinaison corrigé
—
[
x′k
y′k
]
=
[
rk cos (uk)
rk sin (uk)
]
la position dans le plan orbital
— Ωk = Ω0 + (Ω˙− Ω˙e)tk − Ω˙etoe la longitude du nœud ascendant corrigée
— Θ = Ω˙e(tSi − tR) l’angle duquel la Terre a tourné durant la propagation du signal
Une fois ces calculs effectués, il faut choisir le repère dans lequel va s’effectuer la suite des
calculs. Comme conseillé dans [Groves, 2008a, Chap. 7.1.2], nous allons tirer le meilleur des
deux repères en faisant coïncider ces deux repères à la date de réception du signal tR. Les
détails du calcul de la position du satellite dans le repère ECEF sont alors
ri =
xk = x′k cos (Ωk)− y′k sin (Ωk) cos (ik)yk = x′k sin (Ωk) + y′k cos (Ωk) cos (ik)
zk = y′k sin (ik)
 (A.1)
Cie =
cos (Θ) − sin (Θ) 0sin (Θ) cos (Θ) 0
0 0 1
 (A.2)
avec
— ri la position du satellite i dans le repère ECEF
— Cie la matrice de rotation pour passer du repère ECEF au repère ECI
A.1.2 Vitesse du satellite
Pour trouver la vitesse du satellite, il suffit de dériver toutes les relations précédentes, afin
d’en déduire le vecteur vitesse correspondant. Ceci a été fait dans Remondi [2004] et nous
résumons ici les équations pour calculer la vitesse dans le plan orbital
— M˙k = n la dérivée de l’anomalie moyenne
— E˙k = M˙k1−e cos (Ek) la dérivée de l’anomalie d’excentricité
— ν˙k = sin (Ek)E˙k 1+e cos (νk)(1−e cos (Ek)) sin (νk) la dérivée de la véritable anomalie
— Φ˙k = ν˙k la dérivée de l’argument de latitude (ω est supposé constant)
— ˙δuk = 2(Cus cos (2Φk) − Cuc sin (2Φk))Φ˙k la dérivée de la correction de l’argument de
latitude
1. il faut prendre en compte le croisement des débuts et fins de semaines : si tk fais plus de 302400s, il faut
lui retrancher 604800s, si il fait moins de -302400s, il faut lui rajouter.
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— δ˙rk = 2(Crs cos (2Φk)− Crc sin (2Φk))Φ˙k la dérivée de la correction du rayon d’orbite
— δ˙ik = 2(Cis cos (2Φk)−Cic sin (2Φk))Φ˙k la dérivée de la correction de l’angle d’inclinai-
son
— u˙k = Φ˙k + ˙δuk la dérivée de l’argument de latitude corrigé
— r˙k = AeE˙k sin (Ek)) + δ˙rkla dérivée du rayon d’orbite corrigé
— i˙k = δ˙ik + IDOT la dérivée de l’angle d’inclinaison corrigé
—
[
x˙′k
y˙′k
]
=
[
r˙k cos (uk)− y′ku˙k
r˙k cos (uk) + x′ku˙k
]
la vitesse dans le plan orbital
— Ω˙k = (Ω˙− Ω˙e) la longitude du nœud ascendant corrigée
dont on déduit
vi =
 x˙′k cos (Ωk)− y˙′k sin (Ωk) cos (ik) + i˙ky′k sin (ik) sin Ωk − ykΩ˙kx˙′k sin (Ωk) + y˙′k cos (Ωk) cos (ik)− i˙ky′k sin (ik) cos (Ωk) + xkΩ˙k
y′k sin (ik) + y′k i˙k cos (ik)
 (A.3)
Ωie =
 0 −Ω˙e 0Ω˙e 0 0
0 0 0
 (A.4)
avec
— vi la vitesse du satellite i dans le repère ECEF
— Ωie la vitesse angulaire du repère ECI par rapport au repère ECEF
A.2 Calcul de la latitude, de la longitude et de l’altitude
Soit x, y, z la position dans le repère ECEF dont on veut la latitude, la longitude et
l’altitude. On donne les constantes
— a=6378137 m, le demi-grand axe de la Terre
— b=6356752.3142 m, le demi-petit axe de la Terre
dont on déduit l’excentricité de la Terre
e =
√
1−
(
b
a
)2
. (A.5)
Pour la suite du calcul, nous utilisons la méthode proposée dans [Farrell et Barth, 1999,
Chap.2.23], qui offre une solution directe, non itérative, comparée aux solutions classiques
p =
√
x2 + y2 E2 = a2 − b2
F = 54b2z2 G = p2 + (1− e2)z2 − e2E2
c = e4Fp2
G3 s =
(
1 + c+
√
c2 + 2c
)1/3
P = F
3(s+ 1s+1)
2
G2
Q =
√
1 + 2e4P
r0 = −Pe2p1+Q +
√
0.5a2
(
1 + 1Q
)
− P (1−e2)z2Q(1+Q) − 0.5Pp2
U =
√
(p− e2r0)2 + z2 V =
√
(p− e2r0)2 + (1− e2)z2
z0 = b
2z
aV e
′ = ab e
dont on déduit finalement l’altitude h, la latitude φ et la longitude λ
h = U
(
1− b
2
aV
)
(A.6)
φ = atan
(
z + (e′)2z0
p
)
(A.7)
λ = atan2(y, x). (A.8)
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A.3 Calcul des angles d’azimut et d’élévation
Pour calculer les angles ψi et θi d’un satellite, on a besoin de la position du satellite (cf.,
A.1) ainsi que d’une position approchée de l’utilisateur dans le repère ECEF ainsi que la lati-
tude et la longitude correspondantes (voir annexe A.2). On peut alors en déduire l’expression
du vecteur ai dans le repère ECEF via (1.39), puis dans le repère local ENU, via (1.33)
ai,ENU =
 − sinλ cosλ 0− cosλ sinφ − sinλ sinφ cosφ
cosλ cosφ sinλ cosφ sinφ
ai. (A.9)
On en déduit finalement l’élévation θi et l’azimut ψi du satellite en regardant la figure 1.17
(et en se rappelant que ‖ai‖2 = 1) [Groves, 2008a, Chap. 7.1.3]
θi = arcsin(ai,ENU(3)) (A.10)
ψi = atan2(ai,ENU(1), ai,ENU(2)). (A.11)
A.4 L’effet Doppler
Le décalage fréquentiel est en réalité dû à l’effet Doppler Doppler [1842] et au fait que
l’émetteur et le récepteur ont deux vecteurs vitesses différents (exemple classique d’une voiture
avec sirène qui s’approche puis s’éloigne de nos oreilles : plus la voiture approche vers nous,
plus le signal paraît aigu, et plus elle s’éloigne, plus celui-ci paraît grave). Nous avons
R
Si
vi
v
vr
vi,r
ai
θSi
θR
Figure A.1 – Représentation en deux dimensions pour l’illustration de l’effet Doppler
représenté le cas général en figure A.1, dans laquelle on a
— Si et R respectivement la source du signal et le récepteur ;
— vi et v respectivement la vitesse de la source et celle du récepteur ;
— vSi et v les normes respectives des précédents vecteurs ;
— ai le vecteur unitaire qui va du récepteur vers la source ;
— vSi,r et vr respectivement la vitesse radiale de la source et celle du récepteur, i.e. la
projection de chacune des vitesse sur la droite (RSi) ;
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— vi,r et vr les normes respectives des précédents vecteurs ;
— θSi et θR les angles entre les vecteurs vitesse et la droite (RSi), respectivement pour la
source et le récepteur ;
— ci = −cai le vecteur vitesse de l’onde (c2i = c2).
Partons des équations (1.35) et (1.36)
di = ‖r − ri‖2 = c(tR − tSi) (A.12)
avec tSi et tR respectivement les dates d’émissions et de réception du signal. On a donc
‖r − ri‖22 = c2(tR − tSi)2, (A.13)
soit en dérivant par rapport à tR
2
[
d
dtR
(r − ri)T
]
(r − ri) = 2c2(tR − tSi)(1−
dtSi
dtR
)
⇔
(
v − dtSi
dtR
dri
dtSi
)T (r − ri)
(tR − tSi)
= c2
(
1− dtSi
dtR
)
⇔
(
v − dtSi
dtR
vi
)T (r − ri)
(tR − tSi)
= c2
(
1− dtSi
dtR
)
. (A.14)
Notons que
(r − ri) = −‖r − ri‖2ai
= −c(tR − tSi)ai via (A.12)
= (tR − tSi)ci (A.15)
que l’on peut injecter dans (A.14) (
v − dtSi
dtR
vi
)T
ci = c2
(
1− dtSi
dtR
)
⇔ vTci − viTcidtSi
dtR
= c2 − c2dtSi
dtR
⇔ dtSi
dtR
(
c2 − viTci
)
= c2 − vTci
⇔ dtSi
dtR
= c
2
i − vTci
c2i − viTci
(A.16)
Il nous faut en plus tenir compte de la relativité restreinte et du facteur de Lorentz MathPages
dτ
dt
=
√
1−
(
v(t)
c
)2
(A.17)
où
— τ est le temps propre, i.e. le temps lié au référentiel en question ;
— v(t) est la vitesse du référentiel.
Donc
dτSi
dτR
= dtSi
dtR
√
1− (vi,rc )2√
1− (vrc )2 . (A.18)
Si on suppose que les vitesses vi,r et vr ne varient pas au cours des intervalles de temps
considérés, on peut en déduire que les temps dans les deux repères sont proportionnels
τSi
τR
= dtSi
dtR
√
1− (vi,rc )2√
1− (vrc )2 , (A.19)
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et la fréquence étant l’inverse de la période, on obtient finalement
fR
fSi
= c
2
i − vTci
c2i − viTci
√
1− (vi,rc )2√
1− (vrc )2 (A.20)
En remarquant que vi,r = |viTai| = |viT cic |, et de même vr = |vT cic |, on trouve
fR
fSi
= c
2
i − vTci
c2i − viTci
√
1−
(
viT ci
c2
)2
√
1−
(
vT ci
c2
)2
= c
2
i − vTci
c2i − viTci
√
c4i − (viTci)2√
c4i − (vTci)2
= c
2
i − vTci
c2i − viTci
√
(c2i − viTci)(c2i + viTci)√
(c2i − vTci)(c2i + vTci)
=
√
c2i − vTci
√
c2i + viTci√
c2i − viTci
√
c2i + vTci
=
√
(c2 − vTci)(c2 + viTci)
(c2 − viTci)(c2 + vTci)
=
√
c4 + c2viTci − c2vTci − (vTci)(viTci)
c4 + c2vTci − c2viTci − (viTci)(vTci)
=
√√√√1 + (vi − v)Tci 1c2 − 1c4 (vTci)(viTci)
1− (vi − v)Tci 1c2 − 1c4 (vTci)(viTci)
=
√√√√1− (vi − v)Tai 1c − (vTci)(viTci) 1c2
1 + (vi − v)Tai 1c − (vTci)(viTci) 1c2
=
√√√√1− (vi − v)Tai 1c + o(1c )
1 + (vi − v)Tai 1c + o(1c )
. (A.21)
Pour continuer, on pose ∆v = vi − v, et on rappelle que pour x au voisinage de 0 et α ∈ R,
on a (1 + x)α = 1 + αx+ o(x)
fR
fSi
=
(
1−∆vTai 1
c
+ o
(1
c
))1/2 (
1 + ∆vTai
1
c
+ o
(1
c
))−1/2
=
(
1− 12∆v
Tai
1
c
+ o
(1
c
))(
1− 12∆v
Tai
1
c
+ o
(1
c
))
= 1−∆vTai 1
c
+ o
(1
c
)
. (A.22)
Le décalage Doppler est alors défini par ∆f = fR − fSi et vaut
∆f = fSi
(
fR
fSi
− 1
)
= fSi
(
−∆vTai 1
c
+ o
(1
c
))
≈ −∆vTai fSi
c
. (A.23)
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Dans notre cas d’application, si on néglige les erreurs sur la fréquence d’émission, on a alors
fSi = fL1, et en posant λL1 = cfL1 la longueur d’onde du signal, on obtient
− λL1∆f = ∆vTai. (A.24)
Si l’on veut exprimer le décalage Doppler mesuré par le récepteur, il faut tenir compte de sa
dérive d’horloge, i.e. fmesurée = fréelle(1 + ∆τ˙) et donc
∆fmesurée = fmesurée − fSi
= fréelle + ∆τ˙ fréelle − fSi
= ∆fréelle + ∆τ˙ fréelle,
donc on peut réécrire A.24 pour le décalage Doppler mesuré par un récepteur GNSS
− λL1∆fi − λ∆τ˙ fR = ∆vTai (A.25)
qui peut se mettre sous la forme
−λL1∆fi = ∆vTai + c∆τ˙
fR
fL1
= ∆vTai + c∆τ˙(1 + o(1))
≈ ∆vTai + c∆τ˙ (A.26)
qui n’est autre que l’expression de la dérivée de la pseudodistance séparant le récepteur et le
satellite, donnée dans 1.46. Donc finalement
− λL1∆fi = ρ˙i (A.27)
A.5 Modèle de Klobuchar pour le délai ionosphérique
Pour estimer l’erreur due à l’ionosphère à l’aide du modèle de Klobuchar Klobuchar [1987],
on a besoin en entrée de
— φu, la latitude approximative de l’utilisateur (cf.,annexe A.2)
— λu, la longitude approximative de l’utilisateur (cf.,annexe A.2)
— θi, l’angle d’élévation du satellite (cf.,annexe 1.3.2.2)
— ψi, l’angle d’azimut du satellite (cf.,annexe 1.3.2.2)
— α1, α2, α3, α4, les paramètres pour interpoler l’amplitude du délai vertical (contenus
dans les éphémérides)
— β1, β2, β3, β4, les paramètres pour interpoler la période du délai vertical (contenus dans
les éphémérides)
— tR, la date à laquelle on veut calculer le délai ionosphérique
On peut alors appliquer le modèle de Klobuchar, et on calcule
— Ψ = 0.0137θi/pi+0.11 − 0.022, l’angle centré sur la Terre entre l’utilisateur et le point de percée
ionosphérique (en semi-cercles 2)
— φI = φupi + Ψ cosψi, le latitude du point de percée ionosphérique (en semi-cercles). Si
φI > 0.416, alors on prend φI = 0.416, et si φI < −0.416, alors on prend φI = −0.416
— λI = λupi +
Ψ sinψi
cospiφI , la longitude du point de percée ionosphérique (en semi-cercles)
— φm = φI + 0.064 cos (pi(λI − 1.617)), la latitude géomagnétique (en semi-cercles)
2. 1 semi-cercle = pi rad.
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— A = ∑3n=0 αnφnm si A ≥ 0, sinon A = 0, l’amplitude du délai ionosphérique (en secondes)
— P = ∑3n=0 βnφnm si P > 72000, sinon P = 72000, la période du délai ionosphérique (en
secondes)
— t = 4.32 × 104λI + tR, le temps local (en secondes). Si t > 86400, alors on prend
t = t− 86400. Si t < 0, alors on prend t = t+ 86400
— x = 2pi(t−50400)P , la phase du délai ionosphérique (sans unité)
— F = 1 + 16
(
0.53− θipi
)3
, le coefficient d’inclinaison (sans unité)
dont on déduit finalement une estimation du délai ionosphérique sur le satellite i
δˆtiono,i =
{
F ×
[
5× 10−9 +A
(
1− x22 + x
4
24
)]
si |x| > 1.57
5× 10−9F sinon (A.28)
et de l’erreur de pseudodistance correspondante
εˆiono,i =
{
cF ×
[
5× 10−9 +A
(
1− x22 + x
4
24
)]
si |x| > 1.57
c5× 10−9F sinon . (A.29)
Pour l’impact sur la mesure de Doppler, il suffit de dériver l’équation précédente, comme
expliqué dans Zhang [2007], en supposant que les différents angles varient peu au cours du
temps, et ont donc une dérivée nulle, et en notant x˙ = 2piP
ˆ˙εiono,i =
{
cFA
(
−x˙x+ x˙x36
)
si |x| > 1.57
0 sinon
=
{
cFA2piP
(
−x+ x36
)
si |x| > 1.57
0 sinon
. (A.30)
A.6 Estimation de l’erreur due à la troposphère
Comme expliqué à la partie 1.4.5, nous allons utiliser le modèle présenté dans Leandro
et al. [2006] pour les valeurs au zénith, que nous projetterons avec la fonction de mapping
présentée dans Niell [1996] (N.B., les expressions des fonctions de mapping sont plus expli-
cites sur la page Navipedia correspondante https://gssc.esa.int/navipedia/index.php/
Mapping_of_Niell)
A.6.1 Préliminaires : calcul des paramètres météorologiques
Il nous faut dans un premier temps interpoler les différents paramètres météorologiques
en fonction de la latitude φ de l’utilisateur (cf., annexe A.2)
— la pression P
— la température T
— la pression de vapeur saturante de l’eau, e
— le taux d’effondrement de la température β
— le facteur d’amplitude de la pression de vapeur saturante de l’eau λ.
Pour cela, on interpole chacune des valeurs moyennes à l’aide du tableau A.1 et de la formule
mX(φ) =

mX(15) si φ ≤ 15
mX(φi) + mX(φi+1)−mX(φi)15 (φ− φi) si 15 < φ < 75
mX(75) si φ ≥ 75
(A.31)
où
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— mX(φ) est la moyenne du paramètreX pour la latitude φ en degré, avecX ∈ {P, T, e, β, λ}
— si 15 < φ < 75, alors i est tel que φi < φ < φi+1
et on interpole chacune des amplitudes à l’aide du tableau A.2 et de la formule
aX(φ) =

aX(15) si φ ≤ 15
aX(φi) + mX(φi+1)−aX(φi)15 (φ− φi) si 15 < φ < 75
aX(75) si φ ≥ 75
(A.32)
où
— aX(φ) est l’amplitude du paramètreX pour la latitude φ en degré, avecX ∈ {P, T, e, β, λ}
— si 15 < φ < 75, alors i est tel que φi < φ < φi+1.
φ (degres) P (mbar) T (K) e (mbar) β (K.m−1) λ (pas d’unité)
15 1013.25 299.65 26.31 6.30× 10−3 2.77
30 1017.25 294.15 21.79 6.05× 10−3 3.15
45 1015.75 283.15 11.66 5.58× 10−3 2.57
60 1011.75 272.15 6.78 5.39× 10−3 1.81
75 1013.00 263.65 4.11 4.53× 10−3 1.55
Tableau A.1 – Tableau des valeurs moyennes pour les différents paramètres nécessaires à leur inter-
polation.
φ (degres) P (mbar) T (K) e (mbar) β (K.m−1) λ (pas d’unité)
15 0.00 0.00 0.00 0.00 0.00
30 -3.75 7.00 8.85 0.25× 10−3 0.33
45 -2.25 11.00 7.24 0.3× 10−3 0.46
60 -1.75 15.00 5.36 0.81× 10−3 0.74
75 -0.50 14.50 3.39 0.62× 10−3 0.30
Tableau A.2 – Tableau des amplitudes pour les différents paramètres nécessaires à leur interpolation.
Enfin, chaque paramètre est interpolé par
X(φ) = mX(φ)− aX(φ) cos
(
(d− 28) 2pi362.25
)
(A.33)
où d est le jour de l’année.
A.6.2 Calcul du délai troposphérique
Il faut définir plusieurs constantes nécessaires au calcul de délai troposphérique
— R = 287.054 J.kg−1.K−1, la constante des gaz parfaits
— gm = 9.784(1 − 2.66 × 10−3 cos (2φ) − 2.8 × 10−7h)m.s−2, où h désigne l’altitude du
récepteur, cf. (A.6), l’accélération de la gravité dans la colonne centroide de l’atmosphère
— g = 9.80665 m.s−2, l’accélération de la gravité sur Terre
— k1 = 77.60 K.mbar−1, k′2 = 16.6 K.mbar−1 et k3 = 377600 K2.mbar−1 sont des
constantes de réfractivité.
— Tm = T
(
1− βRgm(λ+1)
)
K, la température moyenne de la vapeur d’eau
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On peut alors ensuite les composantes hydrostatique (wet) et non-hydrostatique (dry) du
délai troposphérique au zénith à l’altitude 0
T0,dry(φ) =
10−6k1R
gm
P (A.34)
T0,wet(φ) =
10−6(Tmk′2 + k3)R
(λ+ 1)gm − βR
e
T
(A.35)
et en déduire leur valeur à l’altitude h
Tdry(φ, h) = T0,dry(φ)
(
1− βh
T
) g
Rβ
(A.36)
Twet(φ, h) = T0,wet(φ)
(
1− βh
T
) (λ+1)g
Rβ
−1
. (A.37)
Il ne reste plus qu’à projeter ces valeurs à l’aide d’une fonction de mapping, comme celle
de Niell [1996]. Son expression peut paraître plus compliquée que d’autres fonctions de map-
ping, mais contrairement à ces dernières, celle-ci permet d’estimer correctement le délai tro-
posphérique à de faibles valeurs d’élévation (jusqu’à 3 degrés), ce qui convient mieux à notre
étude. Ces fonctions de mapping dépendent de plusieurs paramètres
— ad, bd, cd pour l’hydrostatique
— aht, bht, cht pour un terme correctif de l’hydrostatique
— aw, bw, cw pour la non hydrostatique
Les premiers sont estimés de même que les paramètres météorologiques, à l’aide des équa-
tions (A.31), (A.32), (A.33) et de la table A.3. Les deuxièmes sont constants
aht = 2.53× 10−5 bht = 5.49× 10−3 cht = 1.14× 10−3 (A.38)
et les derniers sont interpolés linéairement, comme pour les équations (A.31) ou (A.32), avec
les coefficients de la table A.4. On définit ensuite les fonctions
Moyenne
φ (degré) aw bw cw
15 1.2769934× 10−3 2.9153695× 10−3 62.610505× 10−3
30 1.2683230× 10−3 2.9152299× 10−3 62.837393× 10−3
45 1.2465397× 10−3 2.9288445× 10−3 63.721774× 10−3
60 1.2196049× 10−3 2.9022565× 10−3 63.824265× 10−3
75 1.2045996× 10−3 2.9024912× 10−3 64.258455× 10−3
Amplitude
φ (degré) aw bw cw
15 0.0 0.0 0.0
30 1.2709626× 10−5 2.1414979× 10−5 9.0128400× 10−5
45 2.6523662× 10−5 3.0160779× 10−5 4.3497037× 10−5
60 3.4000452× 10−5 7.2562722× 10−5 84.795348× 10−5
75 4.1202191× 10−5 11.723375× 10−5 170.37206× 10−5
Tableau A.3 – Tableau des moyennes amplitudes pour les paramètres de la fonction de mapping
hydrostatique.
m(E, a, b, c) =
1 + a1+ b1+c
sinE + asinE+ bsinE+c
(A.39)
∆m(E,H) =
( 1
sinE −m(θi, aht, bht, cht)
)
(A.40)
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φ (degré) ad bd cd
15 5.8021897× 10−4 1.4275268× 10−3 4.3472961× 10−2
30 5.6794847× 10−4 1.5138625× 10−3 4.6729510× 10−2
45 5.8118019× 10−4 1.4572752× 10−3 4.3908931× 10−2
60 5.9727542× 10−4 1.5007428× 10−3 4.4626982× 10−2
75 6.1641693× 10−4 1.7599082× 10−3 5.4736038× 10−2
Tableau A.4 – Tableau des coefficients d’interpolation pour les paramètres de la fonction de mapping
non-hydrostatique.
avec lesquels on peut finalement exprimer les fonctions de mapping pour les deux composantes
hydrostatique et non-hydrostatique
Mdry(θi, h) = m(θi, ad, bd, cd) + ∆m(θi, h) (A.41)
Mwet(θi) = m(θi, aw, bw, cw). (A.42)
On peut alors donner l’expression de l’estimation du délai troposphérique
δˆttropo,i =
1
c
(
Mdry(θi, h)Tdry(φ, h) +Mwet(θi)Twet(φ, h)
)
(A.43)
et estimer l’impact de ce dernier sur l’erreur de pseudodistance
εˆtropo,i = Mdry(θi, h)Tdry(φ, h) +Mwet(θi)Twet(φ, h) (A.44)
Pour l’effet sur la mesure de pseudovitesse, la dérivée de l’expression précédente est donnée
dans Simsky et Boon [2003], cependant, son expression est assez compliquée, et comme ce
délai varie lentement, son approximation de Taylor au premier degré suffit, i.e., on prend
ˆ˙εtropo,i(t) =
1
∆t(εˆtropo,i(t)− εˆtropo,i(t− 1)) (A.45)
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Annexe B
Annexes du Chapitre 2
B.1 Autres campagnes de mesure
B.1.1 Ublox plus récent
Le méthode a été testée avec un récepteur plus récent Ublox M8T. Ce récepteur fournit
des résultats nettement meilleurs que le récepteur AEK-4T étudié plus tôt, et la différence
entre les deux méthodes (la méthode récepteur et la méthode proposée) est nettement plus
marquée (la solution récepteur est bien meilleure).
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Figure B.1 – CDFs pour la méthode proposée et la solution constructeur.
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Figure B.2 – Illustration des trajectoires pour le récepteur M8T.
Figure B.3 – Illustration des trajectoires pour le récepteur M8T.
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B.1.2 Smartphone
Le méthode a été testée avec des mesures smartphones. On compare alors le traitement
des erreurs avec et sans détection/estimation de multitrajet par méthode parcimonieuse.
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Figure B.4 – CDFs pour la méthode proposée et la solution constructeur.
Figure B.5 – Illustration des trajectoires pour le smartphone.
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Figure B.6 – Illustration des trajectoires pour le smartphone.
B.2 Exemple de biais multitrajet pour un discriminateur double
delta
B.2.1 Absence de multitrajets : signal LOS, Line Of Sight
Si l’on suppose que l’on est en environnement dégagé (absence de multitrajets), que la
démodulation est correctement effectuée, et que l’on néglige l’influence du message de naviga-
tion, le signal émis par un satellite s reçu par le récepteur à l’instant t peut s’écrire Giremus
[2005]; Soubielle et al. [2002]
s(t) = A(t)c(t− τ) + b(t) (B.1)
avec
— A(t) l’amplitude du signal ;
— c(t) est un code pseudo-aléatoire (orthogonal) ;
— τ est la durée durant laquelle l’onde a traversé le canal de propagation (que l’on appellera
dans la suite délai de propagation) ;
— b(t) est le bruit.
L’autocorrélation de c(t) est donnée par la fonction Rc(τ) donnée par Giremus [2005];
Soubielle et al. [2002]
Rc(τ) =
1
Tm
∫
Tm
c(t)c(t− τ)dt
=
{
1− M+1M
∣∣ τ
T
∣∣ ' 1− ∣∣ τT ∣∣ , pour |τ | ≤ T
− 1M ' 0 , pour |τ | > T
(B.2)
où
— T est la durée d’un symbole du code (T ' 977, 5 ns) ;
— M est le nombre de symboles composant une trame de code (M = 1023) ;
— Tm = MT est la durée d’une trame de code (Tm = 1 ms).
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L’intercorrélation de s(t) et de c(t) est donnée par la fonction Rs,c donnée par Giremus
[2005]
Rs,c(τ) =
1
Tm
∫
Tm
s(t)c(t− τ)dt. (B.3)
On regarde la corrélation entre le signal reçu et une réplique de code à un délai estimé τˆ , en
supposant que l’amplitude A est constante, au moins sur chaque intervalle d’intégration Sou-
bielle et al. [2002]
Rs,c(τˆ) =
1
Tm
∫
Tm
s(t)c(t− τˆ)dt
= 1
Tm
∫
Tm
[A(t)c(t− τ) + b(t)]c(t− τˆ)dt
= A 1
Tm
∫
Tm
c(t− τ)c(t− τˆ)dt+ 1
Tm
∫
Tm
b(t)c(t− τˆ)dt
= ARc(τ − τˆ) +Rb,c(τˆ). (B.4)
On calcule maintenant les corrélations nécessaires au discriminateur ∆∆ McGraw et Braash
[1999]
E1 =Rs,c(τˆ + ε) =ARc(τ − τˆ − ε) +Rb,c(τˆ + ε) 'Φ
(
A−A |τ − τˆ − ε|
T
)
+Rb,c(τˆ + ε)
(B.5)
E2 =Rs,c(τˆ + 2ε) =ARc(τ − τˆ − 2ε) +Rb,c(τˆ + 2ε) 'Φ
(
A−A |τ − τˆ − 2ε|
T
)
+Rb,c(τˆ + 2ε)
(B.6)
L1 =Rs,c(τˆ − ε) =ARc(τ − τˆ + ε) +Rb,c(τˆ − ε) 'Φ
(
A−A |τ − τˆ + ε|
T
)
+Rb,c(τˆ − ε)
(B.7)
L2 =Rs,c(τˆ − 2ε) =ARc(τ − τˆ + 2ε) +Rb,c(τˆ − 2ε) 'Φ
(
A−A |τ − τˆ + 2ε|
T
)
+Rb,c(τˆ − 2ε)
(B.8)
où ε = d × T et la fonction Φ est définie par Φ : x 7→ xH(x) où H désigne la fonction de
Heaviside (H(x) = 0 si x < 0 et 1 sinon). Le discriminateur est alors donné par Irsigler [2008];
McGraw et Braash [1999]
D∆∆ =(E1 − L1)− 12(E2 − L2)
=
[
Φ
(
A−A |τ − τˆ − ε|
T
)
+Rb,c(τˆ + ε)− Φ
(
A−A |τ − τˆ + ε|
T
)
−Rb,c(τˆ − ε)
]
− 12
[
Φ
(
A−A |τ − τˆ − 2d|
T
)
+Rb,c(τˆ + 2d)− Φ
(
A−A |τ − τˆ + 2d|
T
)
−Rb,c(τˆ − 2d)
]
=
[
A
(
Φ
(
1− |τ − τˆ − ε|
T
)
− Φ
(
1− |τ − τˆ + ε|
T
))
+Rb,c(τˆ + ε)−Rb,c(τˆ − ε)
]
− 12
[
A
(
Φ
(
1− |τ − τˆ − 2d|
T
)
− Φ
(
1− |τ − τˆ + 2d|
T
))
+Rb,c(τˆ + 2d)−Rb,c(τˆ − 2d)
]
soit en négligeant l’impact du bruit
D∆∆ =A
[
Φ
(
1− |τ − τˆ − ε|
T
)
− Φ
(
1− |τ − τˆ + ε|
T
)]
− A2
[
Φ
(
1− |τ − τˆ − 2ε|
T
)
− Φ
(
1− |τ − τˆ + 2ε|
T
)]
. (B.9)
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B.2.2 Présence de multitrajets : signaux NLOS, Non Line Of Sight
Maintenant, nous supposons la présence de signaux réfléchis en plus du signal direct.
Un signal réfléchi sera traité de la même manière que le signal LOS (cf. partie B.2.1), à
la différence que le délai de propagation est différent de τ (on le note θk pour le k-ième
multitrajet), l’amplitude du signal est différente (on la note ak pour le k-ième multitrajet), la
fréquence du signal est différente (on la note fk pour le k-ième multitrajet) et un déphasage
est induit (que l’on note φk pour le k-ième multitrajet). On a donc pour le signal émis par
un satellite en présence de P multitrajets Giremus [2005]; Soubielle et al. [2002]
s(t) = A(t)c(t− τ) +
P∑
k=1
ak(t)c(t− θk)e2pij∆fk+j∆φk + b(t)
où ∆fk = (fk − fd) est l’écart entre les fréquences Doppler du signal direct et d’un signal
réfléchi et ∆φk = φk − φ la différence de phase. Dans la suite de ce rapport, nous nous
consacrerons sur la présence au plus d’un seul multitrajet (i.e, P = 0 ou 1). On obtient
alors, en oubliant les indices k des multitrajets, en supposant la démodulation parfaite et en
considérant les amplitudes constantes Giremus [2005]
s(t) = Ac(t− τ) + ac(t− θ) cos (∆ft+ ∆φ) + b(t)
= Ac(t− τ) + αAc(t− θ) cos (∆ft+ ∆φ) + b(t) (B.10)
où α = aA est le rapport entre l’amplitude du multitrajet et celle du signal direct. Il nous faut
maintenant réécrire l’équation (B.4) avec ce nouveau modèle
Rs,c(τˆ) =
1
Tm
∫
Tm
s(t)c(t− τˆ)dt
= 1
Tm
∫
Tm
[Ac(t− τ) + αAc(t− θ) cos (∆ft+ ∆φ) + b(t)]c(t− τˆ)dt
= A
Tm
∫
Tm
c(t− τ)c(t− τˆ)dt+ αA
Tm
∫
Tm
c(t− θ)c(t− τˆ) cos (∆ft+ ∆φ)dt+ 1
Tm
∫
Tm
b(t)c(t− τˆ)dt.
En supposant ∆f  1, on peut considérer le cosinus constant sur la durée Tm et le rentrer
dans le terme α Giremus [2005]
Rs,c(τˆ) = ARc(τ − τˆ)︸ ︷︷ ︸
LOS
+αARc(θ − τˆ)︸ ︷︷ ︸
NLOS
+Rb,c(τˆ). (B.11)
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On en déduit les sorties de corrélateurs
E1 = Rs,c(τˆ + ε)
= ARc(τ − τˆ − ε) + αARc(θ − τˆ − ε) +Rb,c(τˆ + ε)
' AΦ
(
1− |τ − τˆ − ε|
T
)
+ αAΦ
(
1− |θ − τˆ − ε|
T
)
+Rb,c(τˆ + ε) (B.12)
E2 = Rs,c(τˆ + 2ε)
= ARc(τ − τˆ − 2ε) + αARc(θ − τˆ − 2ε) +Rb,c(τˆ + 2ε)
' AΦ
(
1− |τ − τˆ − 2ε|
T
)
+ αAΦ
(
1− |θ − τˆ − 2ε|
T
)
+Rb,c(τˆ + 2ε) (B.13)
L1 = Rs,c(τˆ − ε)
= ARc(τ − τˆ + ε) + αARc(θ − τˆ + ε) +Rb,c(τˆ − ε)
' AΦ
(
1− |τ − τˆ + ε|
T
)
+ αAΦ
(
1− |θ − τˆ + ε|
T
)
+Rb,c(τˆ − ε) (B.14)
L2 = Rs,c(τˆ − 2ε)
= ARc(τ − τˆ + 2ε) + αARc(θ − τˆ + 2ε) +Rb,c(τˆ − 2ε)
' AΦ
(
1− |τ − τˆ + 2ε|
T
)
+ αAΦ
(
1− |θ − τˆ + 2ε|
T
)
+Rb,c(τˆ − 2ε). (B.15)
On en déduit la sortie du discriminateur en négligeant le bruit
D∆∆ =(E1 − L1)− 12(E2 − L2)
=A
[
Φ
(
1− |τ − τˆ − ε|
T
)
− Φ
(
1− |τ − τˆ + ε|
T
)
+ α
(
Φ
(
1− |θ − τˆ − ε|
T
)
− Φ
(
1− |θ − τˆ + ε|
T
))]
− A2
[
Φ
(
1− |τ − τˆ − 2ε|
T
)
− Φ
(
1− |τ − τˆ + 2ε|
T
)
+ α
(
Φ
(
1− |θ − τˆ − 2ε|
T
)
− Φ
(
1− |θ − τˆ + 2ε|
T
))]
.
(B.16)
On a représenté sur la figure B.7 la sortie des différents discriminateurs sans multitrajet,
puis la sortie de chacun deux en présence d’un multitrajet de retard θ = 0.3 par rapport au
signal LOS.
Pour aller plus loin, il faudrait regarder ζd : u 7→ Φ(1− |u− d|)−Φ(1− |u+ d|). Le terme
de gauche est non nul pour |u−d| ≤ 1 i.e −1+d ≤ u ≤ 1+d et celui de droite pour |u+d| ≤ 1
i.e −1− d ≤ u ≤ 1− d. On a donc
ζd(u) =

−1 + |u+ d| si −1− d ≤ u ≤ −1 + d
|u+ d| − |u− d| si −1 + d ≤ u ≤ 1− d
1− |u− d| si 1− d ≤ u ≤ 1 + d
0 sinon
On peut même aller plus loin
ζd(u) =

−1− (u+ d) si −1− d ≤ u ≤ −1 + d
−(u+ d) + (u− d) si −1 + d ≤ u ≤ −d
(u+ d) + (u− d) si −d ≤ u ≤ d
(u+ d)− (u− d) si d ≤ u ≤ 1− d
−1− (u+ d) si 1− d ≤ u ≤ 1 + d
0 sinon
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Figure B.7 – Représentation des différents discriminateurs en présence d’un multitrajet de retard
θ = 0.3.
soit
ζd(u) =

−1− u− d si −1− d ≤ u ≤ −1 + d
−2d si −1 + d ≤ u ≤ −d
2u si −d ≤ u ≤ d
2d si d ≤ u ≤ 1− d
1− u+ d si 1− d ≤ u ≤ 1 + d
0 sinon.
(B.17)
Une représentation de la fonction ζd est donnée en figure B.8.
On a finalement pour le discriminateur
D∆∆ = ζd(
τ − τˆ
T
) + αζd(
θ − τˆ
T
)− 12
[
ζ2d(
τ − τˆ
T
) + αζ2d(
θ − τˆ
T
))
]
. (B.18)
On pose alors u = τ−τˆT et δ =
θ−τ
T et on définit la fonction
χδ : [−2d, 2d] → R
u 7→ ζd(u) + αζd(u+ δ)− 12 [ζ2d(u) + αζ2d(u+ δ)]
(B.19)
dont on va étudier les 0. Les valeurs de cette fonction dépendent des valeurs de δ. Au vu
de (B.17), on a
ζd(u+ δ) =

−1− u− δ − d si −1− d ≤ u+ δ ≤ −1 + d
−2d si −1 + d ≤ u+ δ ≤ −d
2(u+ δ) si −d ≤ u+ δ ≤ d
2d si d ≤ u+ δ ≤ 1− d
1− u− δ + d si 1− d ≤ u+ δ ≤ 1 + d
0 sinon
.
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Figure B.8 – Représentation de la fonction ζ pour d = 0.1.
i.e
ζd(u+ δ) =

−1− u− δ − d si −1− d− δ ≤ u ≤ −1 + d− δ
−2d si −1 + d− δ ≤ u ≤ −d− δ
2(u+ δ) si −d− δ ≤ u ≤ d− δ
2d si d− δ ≤ u ≤ 1− d− δ
1− u− δ + d si 1− d− δ ≤ u ≤ 1 + d− δ
0 sinon
. (B.20)
Comme la fonction χδ est définie sur [−2d; 2d] il nous faut comparer les différentes valeurs
qui encadrent u dans (B.20) à −2d et 2d. On trouve donc que δ va varier dans [0; 1 + 3d],
qu’il nous faut découper en 6 intervalles :
— [0; d] où l’on a −1 + d− δ < −2d ≤ −d− δ et d− δ < 2d ≤ 1− d− δ ;
— [d; 3d] où l’on a −d− δ ≤ −2d ≤ d− δ et d− δ < 2d ≤ 1− d− δ ;
— [3d; 1− 3d] où l’on a d− δ ≤ −2d ≤ 1− d− δ et d− δ < 2d ≤ 1− d− δ ;
— [1− 3d; 1− d] où l’on a d− δ ≤ −2d ≤ 1− d− δ et 1− d− δ ≤ 2d ≤ 1 + d− δ ;
— [1− d; 1 + d] où l’on a d− δ ≤ −2d ≤ 1− d− δ et 1 + d− δ ≤ 2d ;
— [1 + d; 1 + 3d] où l’on a 1− d− δ ≤ −2d ≤ 1 + d− δ et 1 + d− δ ≤ 2d.
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On en déduit les valeurs de ζd(u+ δ) en fonction des valeurs de δ et de u
• δ ∈ [0, d] : ζd(u+ δ) = −2d si −2d ≤ u ≤ −d− δ
= 2(u+ δ) si −d− δ ≤ u ≤ d− δ
= 2d si d− δ ≤ u ≤ 2d
• δ ∈ [d, 3d] : ζd(u+ δ) = 2(u+ δ) si −2d ≤ u ≤ d− δ
= 2d si d− δ ≤ u ≤ 2d
• δ ∈ [3d, 1− 3d] : ζd(u+ δ) = 2d si −2d ≤ u ≤ 2d
• δ ∈ [1− 3d, 1− d] : ζd(u+ δ) = 2d si −2d ≤ u ≤ 1− d− δ
= 1− u+ d− δ si 1− d− δ ≤ u ≤ 2d
• δ ∈ [1− d, 1 + d] : ζd(u+ δ) = 2d si −2d ≤ u ≤ 1− d− δ
= 1− u+ d− δ si 1− d− δ ≤ u ≤ 1 + d− δ
= 0 si 1 + d− δ ≤ u ≤ 2d
• δ ∈ [1 + d, 1 + 3d] : ζd(u+ δ) = 1− u+ d− δ si −2d ≤ u ≤ 1 + d− δ
= 0 si 1 + d− δ ≤ u ≤ 2d
(B.21)
On regarde maintenant les valeurs de ζ2d. Il est clair d’après (B.17) que
ζ2d(u) = 2u pour− 2d ≤ u ≤ 2d. (B.22)
On a de plus
ζ2d(u+ δ) =

−1− u− δ − 2d si −1− 2d− δ ≤ u ≤ −1 + 2d− δ
−4d si −1 + 2d− δ ≤ u ≤ −2d− δ
2(u+ δ) si −2d− δ ≤ u ≤ 2d− δ
4d si 2d− δ ≤ u ≤ 1− 2d− δ
1− u− δ + 2d si 1− 2d− δ ≤ u ≤ 1 + 2d− δ
0 sinon
. (B.23)
On trouve donc que δ va varier dans [0; 1 + 4d], qu’il nous faut découper en 4 intervalles :
— [0; 4d] où l’on a −2d− δ < −2d ≤ 2d− δ et 2d− δ < 2d ≤ 1− 2d− δ ;
— [4d; 1− 4d] où l’on a 2d− δ ≤ −2d ≤ 1− 2d− δ et 2d− δ ≤ 2d ≤ 1− 2d− δ ;
— [1− 4d; 1] où l’on a 2d− δ ≤ −2d ≤ 1− 2d− δ et 1− 2d− δ ≤ 2d ≤ 1 + 2d− δ ;
— [1; 1 + 4d] où l’on a 1− 2d− δ ≤ −2d ≤ 1 + 2d− δ et 1 + 2d− δ ≤ 2d.
Et finalement on a
• δ ∈ [0, 4d] : ζ2d(u+ δ) = 2(u+ δ) si −2d ≤ u ≤ 2d− δ
= 4d si 2d− δ ≤ u ≤ 2d
• δ ∈ [4d, 1− 4d] : ζ2d(u+ δ) = 4d si −2d ≤ u ≤ 2d
• δ ∈ [1− 4d, 1] : ζ2d(u+ δ) = 4d si −2d ≤ u ≤ 1− 2d− δ
= 1− u− δ + 2d si 1− 2d− δ ≤ u ≤ 2d
• δ ∈ [1, 1 + 4d] : ζ2d(u+ δ) = 1− u− δ + 2d si −2d ≤ u ≤ 1 + 2d− δ
= 0 si 1 + 2d− δ ≤ u ≤ 2d.
(B.24)
Tous les cas possibles et les intervalles d’étude correspondants sont répertoriés dans la
table B.1 et les valeurs finales de χδ dont données dans la table B.2.
On en déduit les valeurs de δ qui annulent la sortie du discriminateur (table B.3).
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• δ ∈ [0, d] : u ∈ [−2d;−d− δ], [−d− δ;−d], [−d; d− δ], [d− δ; d], [d; 2d− δ], [2d− δ; 2d];
−2d
|
−d− δ
|
−d
|
d− δ
|
d
|
2d− δ
|
2d
|
0
•
• δ ∈ [d, 2d] : u ∈ [−2d;−d], [−d; d− δ], [d− δ; 2d− δ], [2d− δ; d], [d; 2d];
−2d
|
−d
|
d− δ
|
d
|
2d− δ
|
2d
|
0
•
• δ ∈ [2d, 3d] : u ∈ [−2d; d− δ], [d− δ;−d], [−d; 2d− δ], [2d− δ; d], [d; 2d];
−2d
|
−d
|
d− δ
|
d
|
2d− δ
|
2d
|
0
•
• δ ∈ [3d, 4d] : u ∈ [−2d; 2d− δ], [2d− δ;−d], [−d; d], [d−; 2d];
−2d
|
−d
|
d
|
2d− δ
|
2d
|
0
•
• δ ∈ [4d, 1− 4d] : u ∈ [−2d;−d], [−d; d], [d; 2d];
−2d
|
−d
|
d
|
2d
|
0
•
• δ ∈ [1− 4d, 1− 3d] : u ∈ [−2d;−d], [−d; d], [d; 1− 2d− δ], [1− 2d− δ, 2d];
−2d
|
−d
|
d
|
1− 2d− δ
|
2d
|
0
•
• δ ∈ [1− 3d, 1− 2d] : u ∈ [−2d;−d], [−d; 1− 2d− δ], [1− 2d− δ; d], [d; 1− d− δ], [1− d− δ; 2d];
−2d
|
−d
|
d
|
1− 2d− δ
|
1− d− δ
|
2d
|
0
•
• δ ∈ [1− 2d, 1− d] : u ∈ [−2d;−d], [−d; 1− 2d− δ], [1− 2d− δ; 1− d− δ], [1− d− δ; d], [d; 2d];
−2d
|
−d
|
d
|
1− 2d− δ
|
1− d− δ
|
2d
|
0
•
• δ ∈ [1− d, 1] : u ∈ [−2d; 1− 2d− δ], [1− 2d− δ;−d], [−d; 1− d− δ], [1− d− δ; d], [d; 1 + d− δ],
[1 + d− δ; 2d];
−2d
|
−d
|
d
|
1− 2d− δ
|
1− d− δ
|
1 + d− δ
|
2d
|
0
•
• δ ∈ [1, 1 + d] : u ∈ [−2d; 1− d− δ], [1− d− δ;−d], [−d; 1 + d− δ], [1 + d− δ; d], [d; 1 + 2d− δ],
[1 + 2d− δ; 2d];
−2d
|
−d
|
d
|
1− d− δ
|
1 + d− δ
|
1 + 2d− δ
|
2d
|
0
•
• δ ∈ [1 + d, 1 + 2d] : u ∈ [−2d;−d], [−d; 1 + d− δ], [1 + d− δ; 1 + 2d− δ], [1 + 2d− δ; d], [d; 2d];
−2d
|
−d
|
d
|
1 + d− δ
|
1 + 2d− δ
|
2d
|
0
•
• δ ∈ [1 + 2d, 1 + 3d] : u ∈ [−2d; 1 + d− δ], [1 + d− δ;−d], [−d; 1 + 2d− δ], [1 + 2d− δ; d], [d; 2d];
−2d
|
−d
|
d
|
1 + d− δ
|
1 + 2d− δ
|
2d
|
0
•
• δ ∈ [1 + 3d, 1 + 4d] : u ∈ [−2d; 1 + 2d− δ], [1 + 2d− δ;−d], [−d; d], [1 + 2d− δ; d], [d; 2d];
−2d
|
−d
|
d
|
1 + 2d− δ
|
2d
|
0
•
Tableau B.1 – Intervalles d’étude de la fonction χδ selon les valeurs de δ.
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D
U
C
H
A
PIT
R
E
2
δ
[
0
,
d
]
[−2d,−d− δ] [−d− δ,−d] [−d, d− δ] [d− δ, d] [d, 2d− δ] [2d− δ, 2d]
−(1 + α)2d− (α + 1)u− αδ −2d + (α− 1)u + αδ u(α + 1) + αδ (1− α)u + 2αd− αδ 2(α + 1)d− (α + 1)u− αδ 2d− u
[
d
,
2
d
]
[−2d,−d] [−d, d− δ] [d− δ, 2d− δ] [2d− δ, d] [d, 2d]
−2d + (α− 1)u + αδ u(α + 1) + αδ (1− α)u + 2αd− αδ u 2d− u
[
2
d
,
3
d
] [−2d, d− δ] [d− δ,−d] [−d, 2d− δ] [2d− δ, d] [d, 2d]
−2d + (α− 1)u + αδ 2(α− 1)d− (α + 1)u− αδ (1− α)u + 2αd− αδ u 2d− u
[
3
d
,
4
d
]
[−2d, 2d− δ] [2d− δ,−d] [−d, d] [d, 2d]
2(α− 1)d− (α + 1)u− αδ −2d− u u 2d− u
[
4
d
,
1
−
4
d
]
[−2d,−d] [−d, d] [d, 2d]
−2d− u u 2d− u
[
1
−
4
d
,
1
−
3
d
] [−2d,−d] [−d, d] [d, 1− 2d− δ] [1− 2d− δ, 2d]
−2d− u u 2d− u (α + 2)d + (α−22 )u− α(
1−δ
2 )
[
1
−
3
d
,
1
−
2
d
] [−2d,−d] [−d, 1− 2d− δ] [1− 2d− δ, d] [d, 1− d− δ] [1− d− δ, 2d]
−2d− u u αd + (α+22 )u + α(
δ−1
2 ) (α + 2)d + (
α−2
2 )u− α(
1−δ
2 ) 2d− (
α+2
2 )u + α(
1−δ
2 )
[
1
−
2
d
,
1
−
d
] [−2d,−d] [−d, 1− 2d− δ] [1− 2d− δ, 1− d− δ] [1− d− δ, d] [d, 2d]
−2d− u u αd + (α+22 )u + α(
δ−1
2 ) (
2−α
2 )u + α(
1−δ
2 ) 2d− (
α+2
2 )u + α(
1−δ
2 )
[
1
−
d
,
1
]
[−2d, 1− 2d− δ] [1− 2d− δ,−d] [−d, 1− d− δ] [1− d− δ, d] [d, 1 + d− δ] [1 + d− δ, 2d]
−2d− u (α− 2)d + (α−22 )u + α(
δ−1
2 ) αd + (
α+2
2 )u + α(
δ−1
2 ) (
2−α
2 )u + α(
1−δ
2 ) 2d− (
α+2
2 )u + α(
1−δ
2 ) (2− α)d + (
α−2
2 )u + α(
δ−1
2 )
[
1
,
1
+
d
]
[−2d, 1− d− δ] [1− d− δ,−d] [−d, 1 + d− δ] [1 + d− δ, d] [d, 1 + 2d− δ] [1 + 2d− δ, 2d]
(α− 2)d + (α−22 )u + α(
δ−1
2 ) −2d− (
α+2
2 )u + α(
1−δ
2 ) (
2−α
2 )u + α(
1−δ
2 ) −αd + (
α+2
2 )u + α(
δ−1
2 ) (2− α)d + (
α−2
2 )u + α(
δ−1
2 ) 2d− u
[
1
+
d
,
1
+
2
d
]
[−2d,−d] [−d, 1 + d− δ] [1 + d− δ, 1 + 2d− δ] [1 + 2d− δ, d] [d, 2d]
−2d− (α+22 )u + α(
1−δ
2 ) (
2−α
2 )u + α(
1−δ
2 ) −αd + (
α+2
2 )u + α(
δ−1
2 ) u 2d− u
[
1
+
2
d
,
1
+
3
d
] [−2d, 1 + d− δ] [1 + d− δ,−d] [−d, 1 + 2d− δ] [1 + 2d− δ, d] [d, 2d]
−2d− (α+22 )u + α(
1−δ
2 ) −(α + 2)d + (
α−2
2 )u + α(
δ−1
2 ) −αd + (
α+2
2 )u + α(
δ−1
2 ) u 2d− u
[
1
+
3
d
,
1
+
4
d
] [−2d, 1 + 2d− δ] [1 + 2d− δ,−d] [−d, d] [d, 2d]
−(α + 2)d + (α−22 )u + α(
δ−1
2 ) −2d− u u 2d− u
Tableau B.2 – Valeurs la fonction χδ selon les valeurs de δ.
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δ [0; d] [d; (α+ 1)d] [(α+ 1)d; 2d] [2d; (3− α)d] [(3− α)d; 3d]
u − α
α+1δ − αα+1δ − α1−α (2d− δ) − 2d1−α + α1−αδ 2α−1α+1d− αα+1δ
2d 2d 2d 2d 2d
0 0
δ [3d; 4d] [4d; 1− 4d] [1− 4d; 1− 2d] [1− 2d; 1− d] [1− d; 1− 2−α2 d]
u 2α−1
α+1d− αα+1δ −2d −2d −2d −2d
2d 2d 0 α
α+2 (1− δ − 2d) − 2αα+2d+ αα+2 (1− δ)
0 0 1
α+2 (4d− α(δ − 1)) 4dα+2 + αα+2 (1− δ)
δ [1− 2−α2 d; 1] [1; 1 + 2−α2 d] [1 + 2−α2 d; 1 + d] [1 + d; 1 + 2d] [1 + 2d; 1 + 4d]
u −2d α2−α (δ − 1)− 2d − 4dα+2 − αα+2 (δ − 1) − 4dα+2 − αα+2 (δ − 1)
α
2−α (δ − 1) α2−α (δ − 1) 2αα+2d− αα+2 (δ − 1) 2 αα+2d− αα+2 (δ − 1) 0
2d− α2−α (1− δ) 2d 2d 2d 2d
Tableau B.3 – Valeurs de u qui annulent la fonction χδ en fonction de δ.
On en déduit finalement les valeurs de la sortie du discriminateur en fonction de l’erreur
due au multitrajet (table B.4), puis les biais sur la pseudodistance en fonction de ∆τ = θ− τ
(table B.5). Pour cela, on utilise le fait que δT = ∆τ et u = τ−τˆT et donc τˆ = τ −Tu︸ ︷︷ ︸
m[i]/c
.
δ [0; (α+ 1)d] [(α+ 1)d; 2d] [2d; 1− 2d] [1− 2d; 1− 2−α2 d] [1− 2−α2 d; 1 + 2−α2 d] [1 + 2−α2 d; 1 + 2d]
u − α
α+1δ − α1−α (2d− δ) 0 αα+2 (−2d+ 1− δ) α2−α (δ − 1) αα+2 (2d+ 1− δ)
Tableau B.4 – Valeurs des sorties du discriminateur en fonction du retard du multitrajet en chips.
∆τ(s) [0; (α+ 1)Td] [(α+ 1)Td; 2Td] [2Td;T − 2Td] [T − 2Td;T − 2−α2 Td]
m[i] α
α+1c∆τ
α
1−αc(2Td−∆τ) 0 αα+2c(2dT − T + ∆τ)
∆τ(s) [T − 2−α2 Td;T + 2−α2 Td] [T + 2−α2 Td;T + 2Td] ≥ T + 2Td
m[i] α2−αc(T −∆τ) αα+2c(−2Td− T + ∆τ) 0
Tableau B.5 – Valeurs du biais sur la pseudodistance pour un multitrajet en fonction de ∆τ .
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Annexe C
Annexes du Chapitre 3
C.1 Amélioration de la détection des multitrajets
C.1.0.1 Le vecteur de biais multitrajet
Les composantes du vecteur mk peuvent être nulles en l’absence de multitrajet, et non-
nulles en leur présence. Nous devons choisir une loi a priori favorisant donc cette parcimonie
et permettant de détecter si le canal correspondant souffre effectivement d’un multitrajet.
La loi naturelle découlant du LASSO est la loi de Laplace de moyenne nulle et de paramètre
1
λk
Park et Casella [2008]. Nous proposons de favoriser la détection des biais en utilisant une
loi a priori mixte de Bernoulli-Laplace, c’est à dire que nous allons introduire un vecteur
intermédiaire bk ∈ {0, 1}2sk tel que ∀i ∈ {1, . . . , 2sk}, bi,k = 0 en l’absence de multitrajet sur
yi,k (i.e., mi,k = 0) et bi,k = 1 en présence de multitrajet sur yi,k (i.e., mi,k 6= 0) afin d’otenir
la loi a priori sur mi,k
f(mi,k|bi,k, λk) ∼
{
δ(mi,k) si bi,k = 0
exp (−λkwi,k|mi,k|) si bi,k = 1 , pour i = 1, . . . , 2sk (C.1)
où les bi,k suivent une loi de Bernoulli de paramètre pk
bi,k|pk ∼ B(bi,k; pk), pour i = 1, . . . , 2sk (C.2)
où B(b; p) désigne la loi de Bernoulli en b de paramètre p (i.e., P (b = 1) = p et P (b =
0) = 1− p). On utilise de plus la complétion proposée à la partie 3.3.2.2, en introduisant des
variables intermédiaires τ2i,k pour obtenir finalement
τ2i,k|λk ∼ E
(
τ2i,k;
2
λ2kw
2
i,k
)
, pour i = 1, . . . , 2sk (C.3)
mi,k|bi,k, τ2i,k ∼
{
δ(mi,k) si bi,k = 0
N
(
mi,k; 0, τ2i,k
)
si bi,k = 1
, pour i = 1, . . . , 2sk. (C.4)
En supposant l’indépendance entre chacune des variables indicatrice bi,k, on obtient
f(bk|pk) =
2sk∏
i=1
f(bi,k|pk) (C.5)
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et en supposant l’indépendance en les différents couples (mi,k, τ2i,k) et en ressemblant les τ2i,k
dans un vecteur τ 2k , on obtient
f(mk, τ 2k |λk, bk) =
2sk∏
i=1
f(mi,k, τ2i,k|bi,k, λk)
=
2sk∏
i=1
f(mi,k|τ2i,k, bi,k)f(τ2i,k|λk) (C.6)
= f(mk|τ 2k , bk)f(τ 2k |λk) (C.7)
C.1.0.2 Loi jointe a priori
On déduit de (3.18), (C.5) et (C.7) la loi jointe a priori des paramètres à estimer θk =
(xTk ,mTk , τ 2k T , bkT )T en fonction des hyperparamètres du problème ϕk = (λk, pk)T
f(θk|ϕk) = f(xk)f(mk, τ 2k |λk, bk)f(bk|pk). (C.8)
Pour appliquer la formule de Bayes, nous devons assigner une loi a priori aux hyperparamètres
du problème ϕk.
C.1.1 Lois a priori des hyperparamètres
C.1.1.1 Le paramètre de la loi de Bernoulli
Comme pk est une probabilité, et est donc dans [0, 1], nous lui assignons une loi a priori
uniforme sur cet intervalle, notée U[0,1](p)
pk ∼ U[0,1](pk) (C.9)
C.1.1.2 Le paramètres de la loi exponentielle
Comme à la partie 3.3.2.3, on choisit une loi a priori de Jeffrey pour λk
p(λ2k) ∝
1
λ2k
. (C.10)
Nous avons donc, en supposant les divers hyperparamètres indépendants,
f(ϕk) = f(pk)f(λ2k). (C.11)
Nous sommes maintenant en mesure de donner le modèle Bayésien hiérarchique correspondant
à toutes ces lois.
C.1.2 Loi a posteriori
La loi a posteriori est donnée par la formule de Bayes
f(θk,ϕk|yk) ∝ f(yk|θk)f(θk|ϕk)f(ϕk) (C.12)
où f(yk|θk) est donnée dans (3.14), f(θk|ϕk) est donnée dans (C.8) et f(ϕk) est donnée
dans (C.11). Le calcul direct des estimateurs Bayésiens ne semble pas possible avec une telle
expression, et c’est pourquoi nous allons avoir recours à l’échantillonneur de Gibbs présenté
dans la partie 3.2.3.1.
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yk
mk
τ 2k bk
xk
λ2k pk
ξˆk|k−1,Hk,Rk
P k|k−1
Figure C.1 – Graphe de la hiérarchie utilisée pour le modèle Bayésien pour le traitement des multi-
trajets GNSS.
C.1.3 Modèle hiérarchique proposé
Le modèle Bayésien hiérarchique correspondant à la vraisemblance et aux lois a priori
données précédemment est
y|xk,mk, ∼ N (y;Hkxk +mk,Rk) (C.13)
xk ∼ N (xk; 0,P k|k−1) (C.14)
mi,k|bi,k, τ2i,k ∼
{
δ(mi,k) si bi,k = 0
N
(
mi,k; 0, τ2i,k
)
si bi,k = 1
pour i = 1, . . . , 2sk (C.15)
τ2i,k|λ2k ∼ E
(
τ2i,k;
2
λ2kw
2
i,k
)
, pour i = 1, . . . , 2sk (C.16)
bi,k|pk ∼ B(bi,k; pk), pour i = 1, . . . , 2sk (C.17)
pk ∼ U[0,1](pk) (C.18)
f(λ2k) ∝
1
λ2k
(C.19)
Cette hiérarchie est résumée dans la figure C.1. On va déduire de cette hiérarchie les lois condi-
tionnelles de chacun des paramètres (qui seront les lois de proposition de l’échantillonneur de
Gibbs). Certaines loi conditionnelles seront indépendantes de certains paramètres à estimer,
on marginalisera donc ces dernières afin de simplifier les expressions des loi de proposition
(Collapsed Gibbs Sampler).
C.1.4 Lois conditionnelles des différents paramètres
C.1.4.1 Loi conditionnelle de τ2i,k
La loi conditionnelle de τ2i,k dépend de la valeur de bi,k. On a pour i = 1, . . . , 2sk
f(τ2i,k|mi,k, λ2k, bi,k) ∝

exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
si bi,k = 0
exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
(τ2i,k)−1/2 exp
(
−m
2
i,k
2τ2
i,k
)
si bi,k = 1
(C.20)
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et donc en reprenant les calculs de la partie 3.3.5.1
f(τ2i,k|mi,k, λk, bi,k) =
 E
(
τ2i,k; 2w2
i,k
λ2
k
)
si bi,k = 0
GIG
(
τ2i,k; 12 , w2i,kλ2k,m2i,k
)
si bi,k = 1
(C.21)
avec toujours l’équivalence
τ2i,k|mi,k, λk, bi,k ∼ GIG
(
τ2i,k;
1
2 , w
2
i,kλ
2
k,m
2
i,k
)
⇔ 1
τ2i,k
∣∣∣∣∣mi,k, λk, bi,k ∼ IN
 1
τ2i,k
;
√√√√λ2kw2i,k
m2i,k
, λ2kw
2
i,k
 . (C.22)
C.1.4.2 Lois conditionnelles des bi,k
La loi conditionnelle de (mi,k, bi,k) est donnée par
f(mi,k, bi,k|yi,k,xk, τ2i,k, pk) ∝f(yi,k|xk,mi,k)f(mi,k|bi,k, τ2i,k)f(bi,k|pk) (C.23)
et donc en notant hi,k la i-ème ligne de la matrice Hk, on a pour i = 1, . . . , 2sk
f(mi,k, bi,k|yi,k,xk, τ2i,k, pk)
∝exp
(
− (yi,k−hi,kxk−mi,k)22σ2
i,k
)δ(mi,k)(1− bi,k) + exp
(
−
m2
i,k
2τ2
i,k
)
√
2piτ2
i,k
bi,k
 [(1− pk)δ(bi,k) + pkδ(1− bi,k)]
∝ exp
(
−(yi,k − hi,kxk −mi,k)
2
2σ2i,k
)(1− pk)δ(bi,k)δ(mi,k) + pkδ(1− bi,k)exp
(
−m
2
i,k
2τ2
i,k
)
√
2piτ2i,k

∝ exp
(
−(yi,k − hi,kxk)
2
2σ2i,k
)
(1− pk)δ(bi,k)δ(mi,k)
+ exp
(
−(yi,k − hi,kxk −mi,k)
2
2σ2i,k
)
pkδ(1− bi,k)
exp
(
−m
2
i,k
2τ2
i,k
)
√
2piτ2i,k
. (C.24)
La distribution marginale de bi,k est donc
f(bi,k|yi,k,xk, τ2i,k, pk) =
∫
R
f(mi,k, bi,k|yi,k,xk, τ2i,k, pk)dmi,k
∝ ui,kδ(bi,k) + vi,kδ(1− bi,k) (C.25)
avec
ui,k =
∫
R
exp
(
−(yi,k − hi,kxk)
2
2σ2i,k
)
(1− pk)δ(mi,k)dmi,k
= exp
(
−(yi,k − hi,kxk)
2
2σ2i,k
)
(1− pk) (C.26)
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et
vi,k = pk
∫
R
exp
(
−(yi,k − hi,kxk −mi,k)
2
2σ2i,k
)exp(−m2i,k2τ2
i,k
)
√
2piτ2i,k
dmi,k
= pk√
2piτ2i,k
∫
R
exp
(
−12
(
(yi,k − hi,kxk −mi,k)2
σ2i,k
+
m2i,k
τ2i,k
))
dmi,k
= pk√
2piτ2i,k
∫
R
exp
(
−12
(
(yi,k − hi,kxk)2 − 2mi,k(yi,k − hi,kxk)
σ2i,k
+
(
1
σ2i,k
+ 1
τ2i,k
)
m2i,k
))
dmi,k
= pk√
2piτ2
i,k
∫
R
exp
− 1
2
(
1
σ2
i,k
+ 1
τ2
i,k
)−1 (( 1σ2
i,k
+ 1
τ2
i,k
)−1 (yi,k−hi,kxk)2−2mi,k(yi,k−hi,kxk)
σ2
i,k
+m2i,k
)dmi,k
On pose alors
σ2mi,k =
(
1
τ2i,k
+ 1
σ2i,k
)−1
=
σ2i,kτ
2
i,k
σ2i,k + τ2i,k
(C.27)
µmi,k = σ2mi,k
(yi,k − hi,kxk)
σ2i,k
=
τ2i,k
σ2i,k + τ2i,k
(yi,k − hi,kxk). (C.28)
ce qui donne
vi,k =
pk√
2piτ2i,k
∫
R
exp
(
− 12σ2mi,k
(
σ2mi,k
(yi,k − hi,kxk)2 − 2mi,k(yi,k − hi,kxk)
σ2i,k
+m2i,k
))
dmi,k
= pk√
2piτ2i,k
∫
R
exp
(
− 12σ2mi,k
(
µ2mi,k
σ2i,k
σ2mi,k
− 2mi,kµmi,k +m2i,k
))
dmi,k
= pk√
2piτ2i,k
exp
(
− µ
2
mi,k
σ2i,k
2(σ2mi,k)2
)∫
R
exp
(
− 12σ2mi,k
(
−2mi,kµmi,k +m2i,k
))
dmi,k
= pk√
2piτ2i,k
exp
(
− µ
2
mi,k
σ2i,k
2(σ2mi,k)2
)
exp
(
µ2mi,k
2σ2mi,k
)∫
R
exp
−
(
µ2mi,k − 2mi,kµmi,k +m2i,k
)
2σ2mi,k
dmi,k
= pk√
2piτ2i,k
exp
(
− µ
2
mi,k
σ2i,k
2(σ2mi,k)2
)
exp
(
µ2mi,k
2σ2mi,k
)√
2piσ2mi,k
en remarquant
exp
(
− µ
2
mi,k
σ2i,k
2(σ2mi,k)2
)
= exp
(
−(yi,k − hi,kxk)
2
2σ2i,k
)
(C.29)
on a finalement
vi,k = pk
√√√√σ2mi,k
τ2i,k
exp
(
−(yi,k − hi,kxk)
2
2σ2i,k
)
exp
(
µ2mi,k
2σ2mi,k
)
(C.30)
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et donc finalement
bi,k|yi,k,xk, τ2i,k, pk = B
(
bi,k
∣∣∣∣∣ vi,kui,k + vi,k
)
(C.31)
N.B., on peut simplifier les expression de ui,k et vi,k (comme on n’est intéressés que par leur
rapport) en prenant des expressions proportionnelles plus simples, à savoir
ui,k = (1− pk) (C.32)
vi,k = pk
√√√√σ2mi,k
τ2i,k
exp
(
µ2mi,k
2σ2mi,k
)
. (C.33)
C.1.4.3 Lois conditionnelles des mi,k
Si on reprend (C.24), en différenciant les cas bi,k = 0 et bi,k = 1, et en reprenant les mêmes
astuces de calcul et notations que précédemment, on trouve
f(mi,k|yi,k,xk, τ2i,k, bi,k) =
{
δ(mi,j) si bi,k = 0
N (µmi,k , σ2mi,k) si bi,k = 1
(C.34)
C.1.4.4 Loi conditionnelle de xk
La loi conditionnelle xk est toujours
xk|yk,mk ∼ N (xk;Kk(yk −mk),P k|k). (C.35)
C.1.4.5 Loi conditionnelle de λk
On a toujours
f(λ2k|τ 2k ) = G
λ2k; 2sk, 12
2sk∑
i=1
w2i,kτ
2
i,k
 . (C.36)
C.1.4.6 Loi conditionnelle de pk
On a
f(pk|bk) ∝
∏
i∈{1,...,2sk},bi,k=0
(1− pk)
∏
i∈{1,...,2sk},bi,k=1
pk1[0,1](pk) (C.37)
∝ (1− pk)2sk−‖bk‖0pk‖bk‖01[0,1](pk) (C.38)
où ‖bk‖0 est le nombre d’éléments non-nuls de ‖bk‖0 et 1[0,1](.) est la fonction indicatrice sur
[0, 1],et donc
f(pk|bk) = Be (pk; ‖bk‖0 + 1, 2sk − ‖bk‖0 + 1) (C.39)
où Be(p;α, β) désigne la loi Beta en p de paramètres α et β.
C.1.4.7 Echantillonneur de Gibbs
L’échantillonneur de Gibbs correspondant au modèle hiérarchique (C.13) à (C.19) est
donné dans l’algorithme 7.
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Algorithme 7 Echantillonneur de Gibbs
Initialiser x(0)k ,m
(0)
k , τ
2
k
(0), (λ2k)(0)
pour t = 1, . . . , nGibbs faire
Tirer pk(t) suivant f(pk|bk(t−1))
pour i = 1, . . . , 2sk faire
Tirer τ2i
(t) suivant f(τ2i,k|m(t−1)i,k , λ(t−1)k , b(t−1)i,k )
Tirer b(t)i,k suivant f(bi,k|yi,k,x(t−1)k , τ2i,k(t), pk(t))
Tirer m(t)i,k suivant f(mi,k|yi,k,x(t−1)k , τ2i,k(t), b(t)i,k)
fin pour
Tirer (λ2k)(t) suivant f(λ2k|τ 2k (t))
Tirer x(t)k suivant f(xk|yk,m(t)k )
fin pour
C.1.5 Amélioration de la convergence
C.1.5.1 Etape de Metropolis Hastings
Nous avons pu observer de par la forte multi-modalité de la loi a posteriori que l’échantillonneur
de Gibbs proposé pouvait rester bloqué dans des minima locaux des variables indicatrices bk.
En effet, pour la plupart des itérations de l’échantillonneur, et même après un long temps
chauffe, les échantillons générés à l’itération (t) par l’échantillonneur vont être constitués de
variables indicatrices b(t)i,k toutes égales à 1, mais dont pour certaines les valeurs correspon-
dantes de m(t)i,k seront très faibles (et correspondent à des valeurs théoriques nulles et donc
des indicatrices théoriquement égales à 0). Pour pallier ce problème, nous allons pousser
l’échantillonneur à tester b(t)i,k = 0 pour des valeurs faibles de m
(t)
i,k et à accepter le nouvel
échantillon proposé par une règle de Metropolis Hastings. La démarche ainsi proposée s’ap-
pelle Metroplis Hastings move en anglais, et est présentée dans l’algorithme 8. L’étape se
situe après la génération de tous les échantillons τ2i
(t), b(t)i,k et m
(t)
i,k.
Algorithme 8 Metropolis Hastings move
Initialisation b¯(t)k = bk(t)
Mettre les indices de b¯(t)k qui valent 1 correspondant à des valeurs |µmi,k | < γ à 0
Tirer m¯(t)k suivant f(mk|yk,x(t−1)k , τ 2k (t), b¯(t)k )
Tirer τ¯ 2k
(t)
suivant f(τ 2k |m¯(t)k , λ(t−1)k , b¯(t)k )
Prendre {bk(t), τ 2k (t)} = {b¯(t)k , τ¯ 2k } avec la probabilité min
(
f(b¯(t)
k
,τ¯2
k
(t)|yk,x(t−1)k ,pk,λk)
f(bk(t),τ2k (t)|yk,x
(t−1)
k
,pk,λk)
, 1
)
Si la proposition a été acceptée, retirer m(t)k
C.1.5.2 Calcul de la probabilité d’acceptation
Les composantes du couple {bk, τ 2k } étant mutuellement indépendantes, on a
f(bk, τ 2k |xk,xk, pk, λk) =
2sk∏
i=1
f(bi,k, τ2i,k|yi,k,xk, pk, λk) (C.40)
164 ANNEXE C. ANNEXES DU CHAPITRE 3
et pour i = 1, . . . , 2sk
f(bi,k, τ2i,k|.) =
∫
R
f(bi,k, τ2i,k,mi,k|yi,k,xk, pk, λk)dmi,k
∝
∫
R
f(yi,k|mi,k,xk)f(mi,k|bi,k, τ2i,k, )f(bi,k|pk)f(τ2i,k|λk)dmi,k
∝
∫
R
exp
(
−(yi,khixk −mi,k)
2
2σ2i,k
)(1− pk)δ(bi,k) + pk√
2piτ2i,k
exp
(
−m
2
i,k
2τ2i,k
)
δ(1− bi,k)

× exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
dm2i,k
∝
[
ui,k
ui,k + vi,k
δ(bi,k) +
vi,k
ui,k + vi,k
δ(1− bi,k)
]
exp
(
−w
2
i,kλ
2
kτ
2
i,k
2
)
(C.41)
avec ui,k, vi,k définis dans la partie C.1.4.2 avec
σ2mi,k =
σ2i,kτ
2
i,k
σ2i,k + τ2i,k
µmi,k =
τ2i,k
σ2i,k + τ2i,k
(yi,k − hi,kxk). (C.42)
d’où
f(bi,k, τ2i,k|yi,k,xk, pk, λk) ∝

1−pk
1−pk+pk
√
σ2mi,k
τ2
i,k
exp
(
µ2mi,k
2σ2mi,k
) exp(−w2i,kλ2kτ2i,k2 ) si bi,k = 0
pk
√
σ2mi,k
τ2
i,k
exp
(
µ2mi,k
2σ2mi,k
)
1−pk+pk
√
σ2mi,k
τ2
i,k
exp
(
µ2mi,k
2σ2mi,k
) exp(−w2i,kλ2kτ2i,k2 ) si bi,k = 1
.
(C.43)
N.B., les deux dénominateurs, bien qu’égaux, dépendent de τ2i,k, et on ne peut donc pas
simplifier l’expression précédente en invoquant que seule la proportionnalité suffit.
C.1.6 Estimateurs
Nous allons utiliser ici les deux estimateurs Bayésiens présentés précédemment : l’estima-
teur MAP et l’estimateur MMSE. Plus précisément, nous allons utiliser l’estimateur MAP
pour estimer bk et l’estimateur MMSE pour les autres paramètres, conditionnellement à la
valeur estimé de bk, i.e.,
bˆk = arg max
b
#{t > kburn-in, bk(t) = b} (C.44)
qui est donc le mode de l’ensemble des vecteurs générés après la période de chauffe. Pour les
autre paramètres, on utilise alors la moyenne réduite à l’ensembleM(bˆk) = {t > kburn-in, bk(t) =
bˆk} et pour ηk ∈ {xk,mk, τ 2k , bk,ak,pk} on prend la moyenne des vecteurs générés après la
période de chauffe restreinte aux réalisations t de la loi a posteriori où bk(t) = bˆk
ηˆk =
1
#(M(bˆk))
∑
t∈M(bˆk)
η
(t)
k . (C.45)
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C.2 Expérimentations
C.2.1 Données synthétiques
C.2.1.1 Pour une date fixée
Dans un premier temps nous avons testé la méthode Bayésienne proposée sur un ensemble
de mesures à une date fixée avant de la tester sur le filtrage de la position. Pour cela, nous
choisissons de travailler avec 8 satellites (donc 16 mesures) et d’utiliser des matricesQk etHk
issues des données précédemment présentées et nous générons xk suivant sa loi a priori (C.14).
Pour le vecteur mk nous fixons le vecteur suivant afin de nous affranchir de le loi a priori
choisie (mais tout en gardant l’hypothèse de parcimonie)
mk =
[
0 0 −20 0 50 0 10 0 0 0 10 0 25 0 −5 0
]T
. (C.46)
Finalement les mesures sont générées d’après leur vraisemblance(C.13). Nous avons d’autre
part fixé les caleurs de C/N0 avec l’hypothèse que ce dernier est important en absence de
multitrajet, et faible dans le cas contraire. Plus précisément nous avons choisi
C/N0 =
[
45 43 35 42 32 45 34 45
]T
(C.47)
afin de déterminer les poids de la matriceW k. Nous pouvons dans un premier temps regarder
les histogrammes des valeurs estimées de mk sans l’étape de Metropolis Hastings. Nous les
avons représentés dans la figure C.2 pour les pseudodistances d’une part et les pseudovitesses
d’autre part. On remarque que chaque paramètre a une distribution avec une variance non
nulle (i.e., pas de Dirac centré autour de 0), et que donc l’échantillonneur proposé va plutôt
estimer des valeurs faibles de mi,k théoriquement nuls plutôt que de les estimer égaux à
0. Cela peut paraître peu gênant pour l’estimation de xk, mais cela donne une mauvaise
détection des multitrajets, c’est pourquoi on aimerait améliorer l’estimation des indicatrices
bk. Les histogrammes des biais estimés avec étape de Metropolis Hastings sont donnés dans
la figure C.3. On remarque cette fois-ci que les seuls distributions avec une variance non-nulle
n’apparaissent que sur les mesures avec un biais théoriquement non-nul alors que les autres
ont bien des distributions de Dirac en 0. D’autre part, l’estimation des biais pour les pseudo-
vitesses est très satisfaisantes, et leurs distributions a posteriori ont des variances très faibles.
Pour les pseudodistances en revanche, les estimations semblent biaisées, mais quand même
satisfaisantes, avec des variances plus importantes. Nous allons voir dans la suite, en rajoutant
une dimension temporelle au filtrage, si ces biais d’estimation sont gênant pour l’estimation
de la position. Nous avons de plus représenté les histogrammes des hyperparamètres dans la
figure C.4. D’autre part, l’échantillonneur a été réglé à 10000 itérations dont une période de
chauffe de 1000 afin de garantir la convergence. Nous avons pu vérifier cette convergence en
calculant le PSRF sur 10 chaînes en parallèles et vérifié que celui-ci n’excède pas 1,2 comme
conseillé dans Brooks et Gelman [1998].
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Figure C.2 – Lois a posteriori estimées sans étape de Metropolis Hastings et valeurs théoriques (lignes
verticales) pour les vecteurs de biais pseudodistance (à gauche) et pseudovitesse (droite) à un instant
fixé. Théoriquement, seuls 3 canaux sont affectés par des multitrajets (satellites 3, 5 et 7).
Figure C.3 – Lois a posteriori estimées avec étape de Metropolis Hastings et valeurs théoriques (lignes
verticales) pour les vecteurs de biais pseudodistance (à gauche) et pseudovitesse (droite) à un instant
fixé. Théoriquement, seuls 3 canaux sont affectés par des multitrajets (satellites 3, 5 et 7).
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Figure C.4 – Lois a posteriori estimées avec étape de Metropolis Hastings pour les différents hyper-
paramètres.
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C.2.1.2 Au cours du temps
Pour rajouter une dimension temporelle à l’estimation, nous avons généré des données avec
et sans multitrajets à l’aide des équations du système (3.9) et (3.10) pour k = 1, . . . , 200. Pour
les valeurs de multitrajets, nous avons de choisi de ne pas en mettre pour k ∈ {1, . . . , 49} ∪
{131, . . . , 200} et de prendre à ces instants
mk =
[
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
]T
(C.48)
C/N0 =
[
45 43 45 42 42 45 43 45
]T
. (C.49)
En revanche, pour k ∈ {50, . . . , 130}, nous prenons la configuration précédente (C.46) et
(C.47). Nous avons de plus effectué ces calculs pour 100 itérations de Monte-Carlo. La
moyenne des résultats plus ou moins leur écart-type sont donnés dans la figure C.5 pour
les biais de mesure et C.6 pour l’erreur de position correspondante. On peut tirer les mêmes
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Figure C.5 – Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudodistances (à gauche) et les pseudovitesses (à droite).
remarques que précédemment sur l’estimation des biais
— la détection des biais est majoritairement satisfaisante (peu de fausse détection, et
quelques détections manquées, représentées par les pics de variance dans l’estimation)
— les pseudodistances ont une plus grande variance que les pseudovitesses et leurs esti-
mations sont plus biaisées.
En revanche, l’erreur de position dans la figure C.6 est nettement réduite par rapport à l’EKF.
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Figure C.6 – Erreur de position au cours du temps pour l’EKF et la méthode Bayésienne proposée.
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La modélisation des biais multitrajet précédemment considérée est un peu naïve : les biais
sont constants dans le temps, et apparaissent et disparaissent aux mêmes moments, mais elle
permet d’apprécier la méthode de détection/estimation Bayésienne proposée. Nous allons
modifier cette simulation en faisant apparaître et disparaître les biais dans le temps et leur
donner une évolution temporelle, comme cela est fait dans Giremus et al. [2007]. Pour cela
on a fixé plusieurs dates d’apparition/disparition de biais pour 4 satellite, une valeur initiale,
et un modèle d’évolution
mi,k+1 = mi,k + νi,k, νi,k ∼ N (νi,k; 0, σ2i,m) (C.50)
avec σ2i,m = 0.1m pour les pseudodistances (i = 1, . . . , sk) et σ2i,m = 0.01m pour les pseudo-
vitesses (i = sk+1, . . . , 2sk). Les résultats d’estimation des biais sont donnés dans la figure C.7
pour les pseudodistances et dans la figure C.8 pour les pseudovitesses pour 100 itérations de
Monte-Carlo. L’erreur de position correspondante est donnée dans la figure C.9 Une fois
Figure C.7 – Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudodistances.
de plus, la détection des biais et majoritairement efficace. En revanche, l’estimation des biais
semble moins efficace que dans le scénario précédent, notamment pour les pseudodistances
et le satellite #3. Cependant les résultats sont toujours aussi convaincants sur l’erreur de
position.
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Figure C.8 – Biais de mesure estimés moyens (pointillés) plus ou moins leur variance et biais
théoriques (traits plein) pour les pseudovitesses .
Figure C.9 – Erreur de position au cours du temps pour l’EKF et la méthode Bayésienne proposée
pour des biais multitrajets plus réalistes.
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Annexe D
Annexes du Chapitre 4
D.1 Estimation de densités
D.1.1 Mélange de Gaussiennes
Les travaux de cette partie se basent sur l’article Dempster et al. [1977], qui est aussi
présenté de manière simplifiée dans le livre [Bishop, 2006, Chap. 9] et les articles Zhang et al.
[2003] et Bilmes [1998]. On rappelle qu’on veut estimer la pdf du vecteur
νi = νi,1:Ki , i = 1, . . . , 2sk (D.1)
où les νi,k sont i.i.d. et suivent un mélange de M gaussiennes, i.e.,
p(νi) =
Ki∏
k=1
p(νi,k)
=
Ki∏
k=1
M∑
j=1
αi,jfN (νi,k;µi,j , σ2i,j) (D.2)
où αi,j désigne les proportions du mélange (avec αi,j ∈ [0, 1] et∑Mj=1 αi,j = 1) et fN (νi,k;µi,j , σ2i,j)
désigne la pdf d’une loi normale de moyenne µi,j et de variance σ2i,j en νi,k (N.B., la moyenne
et la matrice de covariance diffèrent pour chaque satellite i), i.e.,
fN (νi,k;µi,j , σ2i,j) =
1√
2piσ2i,j
exp
(
− 12σ2i,j
(νi,k − µi,j)2
)
. (D.3)
Le vecteur des paramètres à estimer pour déterminer le mélange est alors
Θi = {αi,j , µi,j , σi,j}j=1,...,M (D.4)
La vraisemblance de ce vecteur s’écrit
L(Θi|νi) =
Ki∏
k=1
M∑
j=1
αi,jfN (νi,k;µi,j , σi,j). (D.5)
et la log-vraisemblance
log (L(Θi|νi)) =
Ki∑
k=1
log
M∑
j=1
αi,jfN (νi,k;µi,j , σi,j) (D.6)
qui semble difficile à maximiser par rapport à Θi de par le logarithme de la somme. Ce
problème serait plus simple à résoudre si on avait un vecteur ci = (ci,k)k=1,...,Ki ∈ RKi tel
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que ci,k indiquerait dans quelle mélange a été distribuée la donnée νi,k. En effet, on aurait
alors
L(Θi|νi, ci) = log p(νi, ci|Θi)
= log
Ki∏
k=1
p(νi,k, ci,k|Θi)
=
Ki∑
k=1
log (p(νi,k|ci,k,Θi)p(ci,k|Θi))
=
Ki∑
k=1
log
(
fN (νi,k;µi,ci,k , σ2i,ci,k)pii,ci,k
)
(D.7)
qui est cette fois plus facile à maximiser et donc plus commode pour calculer le maximum
de vraisemblance de Θi. Un tel problème peut être résolu par une méthode itérative dite
EM. Comme son nom l’indique, cette méthode comporte deux étapes : une étape dite E
d’expectation, consistant à calculer la valeur de vraisemblance attendue pour les données
complètes et une étape dite M de maximisation, visant à maximiser la fonction trouvée
à l’étape E. Plus concrètement, supposons qu’à l’itération t, on obtienne une estimation
Θ
(t)
i = {α(t)i,j , µ(t)i,j , σ(t)i,j }j=1,...,M du vecteur de paramètre Θ. Nous allons décrire les deux étapes
à l’itération t.
D.1.1.1 Etape E
L’étape E à l’itération t consiste alors à calculer la valeur attendue de log-vraisemblance
pour les données complètes sachant les données connues (incomplètes) et la dernière estima-
tion du vecteur des paramètres Θ(t), i.e., à calculer
Q(Θ,Θ(t)i ) = E
[
log (L(Θi|νi, ci))|νi,Θ(t)i
]
(D.8)
soit dans le cas d’un mélange de Gaussiennes Bilmes [1998]; Zhang et al. [2003]
Q(Θi,Θ(t)i ) =
M∑
j=1
Ki∑
k=1
log
(
αi,jfN (νi,k;µi,j , σ2i,j)
)
p(j|νi,k,Θ(t)i ) (D.9)
où
p(j|νi,k,Θ(t)i ) =
p(νi,k|j,Θ(t)i )p(j|Θ(t)i )
p(νi,k|Θ(t)i )
=
fN (νi,k;µ(t)i,j , (σ
(t)
i,j )2)pi
(t)
i,j∑M
`=1 fN (νi,k;µ
(t)
i,` , (σ
(t)
i,` )2)pi
(t)
i,`
. (D.10)
Une fois que cette fonction a été exprimée, il faut alors l’optimiser par rapport à Θ, ce qui
est expliqué à la prochaine partie.
D.1.1.2 Etape M
La nouvelle valeur Θ(t+1) de Θ après l’itération t+ 1 est donnée par
Θ
(t+1)
i = arg max
Θi
Q(Θ,Θ(t)i ) (D.11)
ce qui donne dans le cas d’un mélange de Gaussiennes la mise à jour suivante Bilmes [1998];
Zhang et al. [2003]
Θ
(t+1)
i {α(t+1)i,j , µ(t+1)i,j , σ(t+1)i,j }j=1,...,M (D.12)
D.1. ESTIMATION DE DENSITéS 175
avec
α
(t+1)
i,j =
1
Ki
Ki∑
k=1
p(j|νi,k,Θ(t)i ) (D.13)
µ
(t+1)
i,j =
∑Ki
k=1 νi,kp(j|νi,k,Θ(t)i )∑Ki
k=1 p(j|νi,k,Θ(t)i )
(D.14)
(σ(t+1)i,j )2 =
∑Ki
k=1
(
νi,k − µ(t+1)i,j
)2
p(j|νi,k,Θ(t)i )∑Ki
k=1 p(j|νi,k,Θ(t)i )
(D.15)
D.1.2 Modèle de Markov caché
Il existe 3 problèmes de base lorsque l’on travaille avec des HMM : calculer la vraisem-
blance des observations pour un modèle donné, trouver la succession d’état qui explique le
mieux un modèle et des observations données, et enfin estimer le modèle qui explique le mieux
des observations données au sens du maximum de vraisemblance L’algorithme présenté ici est
très célèbre et se nomme algorithme de Baum-Welch 1 Bilmes [1998]; Rabiner [1989]. C’est
ce dernier problème qui nous intéresse, car nous voulons estimer les densités relatives des
erreurs de mesures formulées comme HMM, et donc pour chaque mesure i, on cherche alors
à estimer
λˆi = arg max
λi
p(νi|λi) (D.16)
où νi est défini dans (D.1). Pour ce problème, une fois de plus, l’estimation des différents
paramètres va se faire EM, car c’est un problème de données manquantes. En revanche, le
calcul de la vraisemblance p(νi|λi), nécessaire dans l’étape E, ne peut pas se faire directement
du fait du nombre très importants de séquences à visiter (il faut calculer la vraisemblance sur
toutes les combinaisons possibles d’enchaînement des états au cours du temps). Cependant,
cette étape E peut être accélérée par une méthode de calcul de la vraisemblance appelée
Forward Backward. La solution correspondante est toujours un algorithme itératif dont le
but est d’augmenter la vraisemblance du modèle à chaque itération. Notons que l’étape de
mise à jour des paramètres des Gaussiennes est la même que pour la méthode précédente,
cependant certaines étapes sont nécessaires en amont Bilmes [1998]. Dans la suite, on suppose
qu’à l’instant t on dispose de l’estimation λ(t)i = {Ai(t),Πi(t),Θ′i(t)} des paramètres du modèle,
avec Ai(t) = ((Ai)(t)m,`)1≤m,`≤M , Πi(t) = ((Πi)
(t)
` )1≤`≤M et Θ′i(t) = {µ(t)i,` ; (σ2i,`)(t)}1≤`≤M .
Calculs des variables forward et backward
La variable de forward fi,` à l’itération t pour la mesure i et l’état ` à l’instant k est
définie comme
fi,`(k) = p(nˆi,1, . . . , νi,k, ci,k = `|λ(t)i ) (D.17)
qui est donc la vraisemblance d’observer la mesure nˆi,1, . . . , νi,k et de terminer dans l’état `
à l’instant k. Ce paramètre peut se calculer de manière récursive pour k = 1, . . . ,Ki par
fi,`(1) = (Πi)(t)` fN (nˆi,1;µ
(t)
i,` , (σ
2
i,`)(t)) (D.18)
fi,m(k + 1) =
(
M∑
`=1
fi,`(k)(Ai)(t)`,m
)
fN (nˆi,k+1;µ(t)i,m, (σ2i,m)(t)) (D.19)
dont on peut déduire la vraisemblance
p(νi|λ(t)i ) =
M∑
`=1
fi,`(Ki). (D.20)
1. un code complet est disponible à l’adresse https://www.cs.ubc.ca/~murphyk/Software/HMM/hmm.html
176 ANNEXE D. ANNEXES DU CHAPITRE 4
La variable de backward bi,` à l’itération t pour la mesure i et l’état ` à l’instant k est quant
à elle définie comme
bi,`(k) = p(nˆi,k+1, . . . , nˆi,Ki |ci,k = `, λ(t)i ) (D.21)
et désigne donc la vraisemblance des mesures à venir sachant qu’on est le modèle et qu’on est
parti de l’état ` à la date k. Cette variable peut se calculer de même de manière récurrente
par
bi,`(Ki) = 1 (D.22)
bi,`(k) =
M∑
m=1
bi,m(k + 1)(Ai)(t)`,mfN (nˆi,k+1;µ
(t)
i,m, (σ2i,m)(t)) (D.23)
dont on peut aussi déduire la vraisemblance
p(νi|λ(t)i ) =
M∑
`=1
bi,`(1)(Πi)(t)` fN (nˆi,1;µ
(t)
i,` , (σ
2
i,`)(t)). (D.24)
Il faut faire attention lors des implémentations de ces différentes étapes car plus Ki est grand,
et plus les probabilités calculées vont devenir faible. Il faudra alors procéder à une version mise
à l’échelle de l’algorithme Rabiner [1989]; Shen [2008], qui revient à chaque fois à normaliser
les variables de forward et backward par leurs sommes. Si cette approche est envisagée, les
expressions qui suivent seront alors légèrement modifiée.
Calculs de probabilités intermédiaires
Ces variables permettent de calculer différentes probabilités à l’itération t, notamment
γi,`(k) = p(ci,k = `|νi, λ(t)i ) (D.25)
= fi,`(k)bi,`(k)∑M
m=1 fi,m(k)bi,m(k)
(D.26)
et
ζi,`,m(k) = p(ci,k = `, ci,k+1 = m|νi, λ(t)i ) (D.27)
=
γi,`(k)(Ai)(t)`,mfN (nˆi,k+1;µ
(t)
i,m, (σ2i,m)(t))bi,m(k + 1)
bi,`(k)
. (D.28)
Ces deux probabilités vont finalement nous permettre de donner l’estimation du modèle à
l’itération t+ 1.
Paramètres de la chaîne de Markov
On obtient à la fin de l’itération t+ 1 l’estimation des paramètres de la chaîne de Markov
de la mesure i suivante
(Πi)(t+1)` =γi,`(1) (D.29)
(Ai)(t+1)`,m =
∑Ki−1
k=1 ζi,`,m(k)∑Ki−1
k=1 γi,`(k)
. (D.30)
D.2. MéTHODES DE FILTRAGE ASSOCIéES 177
Paramètres des Gaussiennes
On obtient à la fin de l’itération t+ 1 l’estimation pour la mesure i des paramètres des `
différentes Gaussiennes
µ
(t+1)
i,` =
∑Ki
k=1 νi,kγi,`(k)∑Ki
k=1 γi,`(k)
(D.31)
(σ(t+1)i,j )2 =
∑Ki
k=1
(
νi,k − µ(t+1)i,j
)2
γi,`(k)∑Ki
k=1 γi,`(k)
. (D.32)
D.2 Méthodes de filtrage associées
D.2.1 Filtrage sous l’estimation de mélanges de Gaussiennes
Le problème de filtrage revient toujours à estimer la densité p(ξk|z1:k). On rappelle le
modèle utilisé
ξk = Fξk−1 + uk−1, uk−1 ∼ N (uk−1; 0,Q) (D.33)
zk = hk(ξk) + nk(ck), ni,k(ci,k) ∼ N (ni,k;µi,ci,k , σ2i,ci,k) (D.34)
P (ci,k = j) = pii,j (D.35)
Le calcul de la loi a posteriori est similaire à celle du filtre de Kalman, sauf que l’on suppose
que la loi a posteriori à l’instant précédent k−1 s’écrit comme un mélange de qk−1 Gaussiennes
p(ξk−1|z1:k−1) =
qk−1∑
j=1
αj,k−1fN (ξk−1; ξˆj,k−1|k−1,P j,k−1|k−1|z1:k−1) (D.36)
on a alors
p(ξk|z1:k) =
qk∑
j=1
p(ξk|z1:k, ck = j)P (ck = j|z1:k)︸ ︷︷ ︸
αj,k
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)p(ξk|z1:k−1, ck = j)
p(zk|z1:k−1, ck = j)
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)p(ξk−1|z1:k−1)dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)
qk−1∑
`=1
α`,k−1fN (ξk−1; ξˆ`,k−1|k−1,P `,k−1|k−1)dξk−1
(D.37)
où l’on voit apparaître un mélange de qkqk−1 Gaussiennes. Pour éviter la surcharge de calcul,
on effectue une étape de merging ici, c’est-à-dire que l’on fait l’hypothèse
p(ξk−1|z1:k−1) =
qk−1∑
`=1
α`,k−1fN (ξk−1; ξˆ`,k−1|k−1,P `,k−1|k−1)
≈ fN (ξk−1; ξ¯k−1|k−1, P¯ k−1|k−1) (D.38)
où
ξ¯k−1|k−1 =
qk−1∑
`=1
α`,k−1ξˆ`,k−1|k−1 (D.39)
P¯ k−1|k−1 =
qk−1∑
`=1
α`,k−1
(
P `,k−1|k−1 + (ξˆ`,k−1|k−1 − ξ¯k−1|k−1)(ξˆ`,k−1|k−1 − ξ¯k−1|k−1)T
)
(D.40)
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ce qui dans (D.37) donne
p(ξk|z1:k) =
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
fN (ξk;Fξk−1,Q)fN (ξk−1; ξ¯k−1|k−1, P¯ k−1|k−1)dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)fN (ξk; ξˆk|k−1,P k|k−1)
avec
ξˆk|k−1 = F ξ¯k−1|k−1 (D.41)
P k|k−1 = F P¯ k−1|k−1F T +Q (D.42)
et finalement
p(ξk|z1:k) =
qk∑
j=1
αj,kfN (ξk; ξˆj,k|k,P j,k|k)
où
ξˆj,k|k = ξˆk|k−1 +Kj,k(zk − zˆj,k|k−1) (D.43)
P j,k|k = P k|k−1 −Kj,kSj,kKTj,k (D.44)
zˆj,k|k−1 = hk(ξˆk|k−1) + µj (D.45)
Sj,k = HkP k|k−1HTk +Rj (D.46)
Kj,k = P k|k−1HTkS−1i,k (D.47)
où Hk est la matrice Jacobienne de la fonction hk évaluée en ξˆk|k−1, µj est le vecteur
correspondant aux moyennes des mélanges de Gaussiennes et Rj la matrice diagonale des
variances correspondant à la j-ème combinaison possible. Il ne reste maintenant plus qu’à
exprimer la mise à jour des poids. On a par définition
αj,k = P (ck = j|z1:k)
∝ p(zk|ck = j,z1:k−1)p(ck = j)
∝ fN (zk; zˆj,k|k−1,Sj,k)p(ck = j)
et d’autre part, ck = j correspond à une réalisation possible du vecteur ck parmi toutes les
combinaisons des modes des différentes mesures ci,k = ji, i = 1, . . . , 2sk. En supposant que
les modes dans lesquels se trouvent chaque mesure sont indépendants, on a
p(ck = j) =
2sk∏
i=1
p(ci,k = ji)
=
2sk∏
i=1
pii,ji (D.48)
donc en connaissant les proportions des modèles de chacune des mesures, on obtient l’expres-
sion finale en normalisant ces coefficients par leur somme
αj,k =
fN (zk; zˆj,k|k−1,Sj,k)p(ck = j)∑qk
m=1 fN (zk; zˆm,k|k−1,Sm,k)p(ck = m)
. (D.49)
Les équations (D.49), (D.40), (D.41), (D.42), (D.43), (D.44), (D.45), (D.46), (D.47) et (D.49)
permettent d’en déduire la mise à jour de la loi a posteriori du vecteur d’état à l’instant k.
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D’autre part, on peut en déduire une estimation du vecteur d’état ξk et des indicatrices ck
en choisissant la composante ayant le poids le plus important (estimateur MAP)
cˆk = arg max
j
αj,k (D.50)
ξˆk|k = ξˆcˆk,k|k. (D.51)
D.2.2 Filtrage sous l’hypothèse de modèles de Markov cachés
On rappelle qu’à l’instant k, le modèle est gouverné par les équations
ξk = Fξk−1 + uk−1, uk−1 ∼ N (uk−1; 0,Q) (D.52)
zk = hk(ξk) + nk(ck), ni,k(ci,k) ∼ N (ni,k;µi,ci,k , σ2i,ci,k) (D.53)
P (ci,k = j|ci,k−1 = `) = (Ai)`,j (D.54)
P (ci,0 = j) = (Πi)j (D.55)
où pour chaque mesure i, Ai désigne la matrice de transition et Πi le vecteur des probabilités
initiales . Dans la suite, nous désignerons par ck l’ensemble des réalisations du vecteur ck pour
développer les calculs. En effet, ck désigne le mode dans lequel se trouve chaque mesure, et
il y a donc une valeur de ck possible par combinaison des composantes du vecteur ck dont le
cardinal vaut qk = M2sk ,. On suppose qu’à l’instant k − 1, la loi a posteriori de l’état s’écrit
p(ξk−1|z1:k−1) =
qk−1∑
j=1
αj,k−1fN (ξk−1; ξˆj,k−1|k−1,P j,k−1|k−1|z1:k−1) (D.56)
on a
p(ξk|z1:k) =
qk∑
j=1
p(ξk|z1:k, ck = j)P (ck = j|z1:k)︸ ︷︷ ︸
αj,k
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)p(ξk|z1:k−1, ck = j)
p(zk|z1:k−1, ck = j)
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)p(ξk−1|z1:k−1, ck = j)dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)
×
rk−1∑
`=1
p(ξk−1|z1:k−1, ck−1 = `)P (ck−1 = `|ck = j,z1:k−1)︸ ︷︷ ︸
α`,j,k−1
dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)
qk−1∑
`=1
α`,j,k−1p(ξk−1|z1:k−1, ck−1 = `)dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
p(ξk|ξk−1)
qk−1∑
`=1
α`,j,k−1fN (ξk−1; ξˆ`,k−1|k−1,P `,k−1|k−1)dξk−1
(D.57)
où l’on voit apparaître un mélange de qkqk−1 Gaussiennes. Pour éviter la surcharge de calcul,
l’IMM effectue une étape de merging ici (de manière analogue à la section précédente), c’est-
à-dire que l’on fait l’hypothèse
p(ξk−1|z1:k−1, ck = j) =
qk−1∑
`=1
α`,j,k−1fN (ξk−1; ξˆ`,k−1|k−1,P `,k−1|k−1)
≈ fN (ξk−1; ξ¯j,k−1|k−1, P¯ j,k−1|k−1) (D.58)
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où
ξ¯j,k−1|k−1 =
qk−1∑
`=1
α`,j,k−1ξˆ`,k−1|k−1 (D.59)
P¯ j,k−1|k−1 =
qk−1∑
`=1
α`,j,k−1
(
P `,k−1|k−1 + (ξˆ`,k−1|k−1 − ξ¯j,k−1|k−1)(ξˆ`,k−1|k−1 − ξ¯j,k−1|k−1)T
)
(D.60)
ce qui dans (D.57) donne
p(ξk|z1:k) =
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)
∫
fN (ξk;Fξk−1,Q)fN (ξk−1; ξ¯j,k−1|k−1, P¯ j,k−1|k−1)dξk−1
=
qk∑
j=1
αj,k
p(zk|ξk, ck = j)
p(zk|z1:k−1, ck = j)fN (ξk; ξˆj,k|k−1,P j,k|k−1)
avec
ξˆj,k|k−1 = F ξ¯j,k−1|k−1 (D.61)
P j,k|k−1 = F P¯ j,k−1|k−1F T +Q (D.62)
et finalement
p(ξk|z1:k) =
qk∑
j=1
αj,kfN (ξk; ξˆj,k|k,P j,k|k)
où
ξˆj,k|k = ξˆj,k|k−1 +Kj,k(zk − zˆj,k|k−1) (D.63)
P j,k|k = P j,k|k−1 −Kj,kSj,kKTj,k (D.64)
zˆj,k|k−1 = Hξˆj,k|k−1 + µj (D.65)
Sj,k = HP j,k|k−1HT +Rj (D.66)
Kj,k = P j,k|k−1HTS−1j,k (D.67)
où µj est le vecteur correspondant aux moyennes des mélanges de Gaussiennes et Rj la
matrice diagonale des variances correspondant à la j-ème combinaison possible. Il ne reste
maintenant plus qu’à exprimer la mise à jour des poids αj,k et l’expression des poids in-
termédiaires α`,j,k−1 qui interviennent dans l’étape de merging. On a par définition
αj,k = P (ck = j|z1:k)
∝ p(zk|ck = j,z1:k−1)p(ck = j|z1:k−1)
∝ fN (zk; zˆj,k|k−1,Sj,k)
qk−1∑
`=1
p(ck = j|ck−1 = `)p(ck−1 = `|z1:k−1)
(D.68)
et d’autre part, ck = j correspond à une réalisation possible parmi toutes les combinaisons
des modes des différentes mesures ci,k = ji, i = 1, . . . , 2sk. En supposant que les modes dans
lesquels se trouvent chaque mesure sont indépendants, on a
p(ck = j|ck−1 = `) =
2sk∏
i=1
p(ci,k = ji|ci,k−1 = `i)
=
2sk∏
i=1
(Ai)`i,ji (D.69)
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d’après l’hypothèse que chaque ci,k suit une chaîne de Markov. Ainsi en injectant dans (D.68)
αj,k ∝ fN (zk; zˆj,k|k−1,Sj,k)
qk−1∑
`=1
2sk∏
i=1
(Ai)`i,ji
α`,k−1 (D.70)
dont on obtient l’expression finale en normalisant ces coefficients par leur somme
αj,k =
fN (zk; zˆj,k|k−1,Sj,k)
∑qk−1
`=1
[∏2sk
i=1(Ai)`i,ji
]
α`,k−1∑qk
m=1 fN (zk; zˆm,k|k−1,Sm,k)
∑qk−1
`=1
[∏2sk
i=1(Ai)`i,mi
]
α`,k−1
. (D.71)
et finalement,
α`,j,k−1 = P (ck−1 = `|ck = j,z1:k−1)
∝ P (ck = j|ck−1 = `)P (ck−1 = `|z1:k−1)
∝
2sk∏
i=1
(Ai)`i,ji
α`,k−1
dont on déduit
α`,j,k−1 =
[∏2sk
i=1(Ai)`i,ji
]
α`,k−1∑qk
m=1
[∏2sk
i=1(Ai)mi,ji
]
αm,k−1
(D.72)
Les équations (D.71), (D.60), (D.61), (D.62), (D.63), (D.64), (D.65), (D.66), (D.67), (D.71) et
(D.72) permettent d’en déduire la mise à jour de la loi a posteriori du vecteur d’état à l’instant
k. D’autre part, on peut en déduire une estimation du vecteur d’état ξk et des indicatrices
ck en choisissant la composante ayant le poids le plus important (estimateur MAP)
cˆk = arg max
j
αj,k (D.73)
ξˆk|k = ξˆcˆk,k|k. (D.74)
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