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We continue to investigate the connection between the spectrum of self-adjoint ordinary
differential operators with arbitrary deﬁciency index d and the number of linearly
independent square-integrable solutions for real values of the spectral parameter λ. We
show that if, for all λ in an open interval I , there are d linearly independent square-
integrable solutions, then there is no continuous spectrum in I . This for any self-adjoint
realization with boundary conditions which may be separated, coupled, or mixed. The
proof is based on a new characterization of self-adjoint domains and on limit-point (LP)
and limit-circle (LC) solutions established in an earlier paper.
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1. Introduction
The spectrum of a self-adjoint ordinary differential operator in Hilbert space H = L2( J ,w), J = (a,b), is real, consists of
eigenvalues of ﬁnite multiplicity and of essential spectrum. A number λ is an eigenvalue if the corresponding differential
equation has a nontrivial solution which satisﬁes the boundary conditions. This happens ‘coincidentally’. On the other hand,
the essential spectrum is independent of the boundary conditions and thus depends only on the coeﬃcients, including the
weight function w , of the equation. This dependence is implicit and highly complicated. The coeﬃcients and the weight
function also determine the deﬁciency index d of the minimal operator Smin determined by the equation. For real-valued
coeﬃcients this is the number of linearly independent solutions in H for nonreal values of the spectral parameter λ and
this number is independent of λ provided Im(λ) = 0. For real values of λ the number of linearly independent solutions r(λ)
which lie in H is always less than or equal to d [27, Theorem 2]. In this paper we continue to explore the relationships
between r(λ) and the nondiscrete spectrum.
One such relationship is the well-known result [29] that if r(λ) < d, then λ is in the essential spectrum of every self-
adjoint extension of Smin. What if r(λ) = d? Questions of this kind date back to Hartman and Wintner [16] for the second
order Sturm–Liouville case and to Weidmann [29] for the higher order case. On page 166 in [29] Weidmann states: “It
may be expected that: if for every λ ∈ (μ1,μ2) there exist ‘suﬃciently many’ L2-solutions of (M − λ)u = 0, then (μ1,μ2)
contains no points of the essential spectrum.” And in [29] this is ‘almost’ proven for the case when the deﬁciency index d is
minimal. This result was recently extended by Sun, Wang and Zettl [27] to the general deﬁciency index case. These authors
also made the following conjecture in [27] (for k > 1):
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X. Hao et al. / J. Math. Anal. Appl. 376 (2011) 696–712 697Conjecture 1. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k 1, be a symmetric differential expression, w ∈ Lloc(R), w > 0 on J , and let the
endpoint a of J be regular. Let d be the deﬁciency index of (M,w) and assume that the equation has d linearly independent solutions
which lie in H for every λ in an open interval I of the real line. Then there is no essential spectrum in I for any self-adjoint realization
S of Smin .
Here M = MQ is a very general symmetric differential expression of even order with real-valued coeﬃcients. (See Sec-
tion 2 below for the deﬁnition of M .)
In this paper we prove this conjecture, also for the important case k = 1, under a mild additional hypothesis. As in [27]
and [29] we construct operators St , acting in the Hilbert space Ht = L2((a, t),w), which converge in an appropriate sense
to a given operator S in H as t → b. Such a construction was also used [29] for the minimal deﬁciency case where there is
no singular boundary condition. For all other values of d there are singular boundary conditions present. To overcome the
formidable obstacles posed by these, we use the construction of singular boundary conditions from [26], which is based on
the characterization of self-adjoint domains in [24,25]. A key feature of this characterization is the construction of LC and
LP solutions. These solutions determine which of the boundary conditions of St are ‘inherited’ from those of S and which
ones are not. This determination plays a critical role in the limit St → S .
2. Statement of the main results
We study spectral properties of the self-adjoint realizations of the equation
My = λwy on J = (a,b), −∞ < a < b∞ (2.1)
in the Hilbert space H = L2( J ,w), where M is a general symmetric quasi-differential expression of order n = 2k, k 1, with
real-valued coeﬃcients, w ∈ Lloc( J ), w > 0 on J , the endpoint a is regular and the endpoint b is singular. The case when b
is regular and a is singular is entirely similar and therefore will not be explicitly stated separately.
For suﬃciently smooth real-valued coeﬃcients, the most general symmetric (formally self-adjoint) differential expres-
sions of order n = 2k, k 1, have the form [6,21],
My =
k∑
j=0
(
p j y
( j))( j). (2.2)
We are interested in using much weaker conditions, i.e., local Lebesgue integrability, on the coeﬃcients. For this purpose
Eq. (2.2) is modiﬁed by using quasi-derivatives y[ j] as follows:
For J = (a,b) an interval with −∞ < a < b∞ and n = 2k, k 1, let
Zn( J , R) :=
{
Q = (qrs)nr,s=1, qrs real-valued
qr,r+1 = 0 a.e. on J , q−1r,r+1 ∈ Lloc( J ), 1 r  n − 1,
qrs = 0 a.e. on J , 2 r + 1 < s n;
qrs ∈ Lloc( J ), s = r + 1, 1 r  n − 1
}
. (2.3)
For Q ∈ Zn( J ,R) we deﬁne V0 := {y: J → C, y is measurable} and
y[0] := y (y ∈ V0). (2.4)
Inductively, for r = 1, . . . ,n, we deﬁne
Vr =
{
y ∈ Vr−1: y[r−1] ∈
(
ACloc( J )
)}
,
y[r] = q−1r,r+1
{
y[r−1]′ −
r∑
s=1
qrs y
[s−1]
}
(y ∈ Vr), (2.5)
where qn,n+1 := 1, and ACloc( J ) denotes the set of complex-valued functions which are absolutely continuous on all compact
subintervals of J . Finally we set
My = MQ y := (−1)k y[n] (y ∈ Vn). (2.6)
The expression M = MQ is called the quasi-differential expression associated with Q . For Vn we also use the notations
V (M) and D(Q ). The vector function y[r] (0  r  n) is called the rth quasi-derivative of y. Since the quasi-derivative
depends on Q , we sometimes write y[r]Q instead of y[r] .
We now deﬁne symmetric quasi-differential expressions Q , these generate symmetric and self-adjoint operators in the
Hilbert space H .
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Q = −E−1Q ∗E, where E = En =
(
(−1)rδr,n+1−s
)n
r,s=1. (2.7)
Then M = MQ is called a symmetric differential expression. Below we will also consider simplectic matrices E j for other
integers j.
A simple example of a symmetric differential expression is
My = (−1)k y(2k) + qy, q ∈ Lloc( J ,R). (2.8)
For a discussion of symmetric quasi-differential expressions see [9,10,12,19,23,30].
Deﬁnition 2. Let Q ∈ Zn( J ,R), J = (a,b). The expression M = MQ is said to be regular at a if for some c, a < c < b, we
have
q−1r,r+1 ∈ L(a, c), r = 1, . . . ,n − 1;
qrs ∈ L(a, c), 1 r, s n, s = r + 1.
Note that, from (2.3) it follows that if the above hold for some c ∈ J then they hold for any c ∈ J .
Deﬁnition 3. Let Q ∈ Zn( J ,R), and assume that M = MQ is symmetric and regular at a. The deﬁciency index d = d(M,w)
is the number of linearly independent solutions of (2.1) with λ = i which lie in H .
It is well known [29], that d is independent of λ for all λ ∈ C with Im(λ) = 0, and if one endpoint is regular, satisﬁes
the inequality
k d 2k (2.9)
and all values of d in this range are realized.
For real λ the number of linearly independent solutions of (2.1) lying in H may be less than d but cannot be greater than
d, see Theorem 4 below. The minimal deﬁciency case d = k is called the limit-point (LP) case and the maximal deﬁciency
case d = 2k is called the limit-circle (LC) case in analogy with the celebrated Weyl terminology when k = 1. We refer to
the cases when k < d < 2k as the ‘intermediate deﬁciency’ cases; these have no analogue when n = 2 and are much more
diﬃcult to study. As in [25], by a self-adjoint realization of Eq. (2.1) we mean any operator S in H which satisﬁes
Smin ⊂ S = S∗ ⊂ Smax. (2.10)
See [25] for a deﬁnition of Smin and Smax.
Next we give deﬁnitions of various parts of the spectrum. In some of the literature ‘essential spectrum’ and ‘continuous
spectrum’ are used interchangeably, we use Weidmann’s deﬁnitions in [28] which differentiate between these terms, see
Deﬁnitions 4, 5 and 6.
Deﬁnition 4. (See [28].) Let T be a self-adjoint operator on H . Let Hp denote the closed linear hull of all eigenfunctions
of T , we call Hp = Hp(T ) the discontinuous subspace of H with respect to T . The orthogonal complement of Hp is called
the continuous subspace of H with respect to T . This is denoted by Hc = Hc(T ).
We denote by T p , Tc the restrictions of T to Hp , Hc , respectively. These operators are called the (spectral) discontinuous,
and continuous parts of T , respectively.
Deﬁnition 5. (See [28].) The continuous spectrum σc(T ) of T is deﬁned as the spectrum of Tc . The point spectrum σp(T ) is
deﬁned as the set of eigenvalues of T . Below, by the multiplicity of an eigenvalue we mean its geometric multiplicity.
Remark 1. The point spectrum σp(T ) is also the eigenvalues of T p ; however, in general, we only have σ(T p) = σp(T ). The
set σc(T ) is closed, and σ(T ) = σp(T ) ∪ σc(T ). We say that T has a pure point spectrum if Hp = H , i.e. σ(T ) = σp(T ). (See
page 209 in [28].)
Another basic partition of the spectrum is in terms of the discrete spectrum and the essential spectrum.
Proposition 1. (See [28].) Any isolated point λ of the spectrum of a self-adjoint operator T is an eigenvalue of T .
Deﬁnition 6. (See [28].) The essential spectrum σe(T ) of a self-adjoint operator T is the set of those points of σ(T ) that
are either accumulation points of σ(T ) or isolated eigenvalues of inﬁnite multiplicity. (In fact the eigenvalues of differential
operators all are ﬁnite multiplicity.)
The set σd(T ) = σ(T ) \ σe(T ) is called the discrete spectrum of T .
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is the set of isolated points of the spectrum σ(T ). We say that T has a pure discrete spectrum if σe(T ) is empty.
We now state our main results. The proofs of Theorems 1 and 2 are long and technical and will be given below in
Sections 3 and 4.
Theorem 1. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k  1, be a symmetric differential expression, w ∈ Lloc(R), w > 0 on J , and let the
endpoint a of J be regular. Let d be the deﬁciency index of (M,w) and suppose that k  d  2k. Assume there exists an open interval
I = (μ1,μ2), −∞ μ1 < μ2 ∞, of the real line such that Eq. (2.1) has d linearly independent solutions which lie in H for every
λ ∈ I . Then for any self-adjoint realization S of (2.1), the intersection σc(S) ∩ I is empty.
Remark 3. The special case when d = k and w = 1 is due to Weidmann [29]. In [27] it is shown that, for arbitrary deﬁciency
index d, there exists a self-adjoint realization S with separated boundary conditions for which the conclusion holds. When
d = 2k it is well known that the spectrum is discrete and so the conclusion holds automatically.
Theorem 2. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k  1, be a symmetric differential expression with real coeﬃcients, w ∈ Lloc(R),
w > 0 on J , and let the endpoint a of J be regular. Let d be the deﬁciency index of (M,w), k d 2k.
Assume there are d linearly independent solutions u1(·, λ), . . . ,ud(·, λ) of Eq. (2.1) in H and there is an open set G in the complex
plane containing an open interval I = (μ1,μ2), −∞  μ1 < μ2 ∞, of the real line with μ1 and μ2 on the boundary of G such
that v1(·, λ), . . . , vd(·, λ) are analytic on G and real-valued for λ ∈ I .
Then the spectrum of every self-adjoint realization S has no accumulation point in I .
Theorem 3. Let the notation and hypotheses of Theorem 2 hold. Then there is no essential spectrum in I for any self-adjoint realiza-
tion S.
Proof. Let S be a self-adjoint realization. By Theorem 1 σc(S) ∩ I is empty and from Theorem 2 we have that σp(S) \ σd(S)
is empty. By problem 7.33, page 210 in [28] we have
σe(S) = σc(S) ∪
(
σp(S)
) \ σd(S)
and the conclusion follows. 
Deﬁnition 7. For real λ, let r(λ) denote the number of linearly independent solutions of (2.1) which lie in H = L2( J ,w).
Theorems 1, 2, 3 add to our understanding of the relationship between the spectrum of self-adjoint realizations of
Eq. (2.1) and the number of square-integrable linearly independent solutions in H of this equation for real values of the
spectral parameter λ. In the next two theorems we collect some additional results.
Theorem 4. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k  1, be a symmetric differential expression with real coeﬃcients, w ∈ Lloc(R),
w > 0 on J . Suppose that one endpoint is regular and the other singular. Let d denote the deﬁciency index of (M,w) and let r(λ) be
deﬁned by Deﬁnition 7. Then for every λ ∈ R we have r(λ) d.
Proof. We prove the case when a is regular. The proof of the case when b is regular is entirely similar and therefore omitted.
Assume that for some λ0 ∈ R there exist r = r(λ0) linearly independent solutions of (2.1) which lie in H = L2( J ,w). Then
there exist r linearly independent real-valued solutions u1, . . . ,ur in H for this λ0. Suppose that r > d and deﬁne
Du = Dmin  span{u1, . . . ,ud},
Dr = Dmin  span{u1, . . . ,ur}.
We show that it follows from the GKN Theorem [25] that Du is the domain of a self-adjoint operator S in H : To prove
part (i) of GKN assume that some linear combination
z =
d∑
i=1
ciui
is in Dmin. Since the endpoint a is regular it follows that z[ j](a) = 0, j = 0, . . . ,n − 1 which implies that z is the trivial
solution contradicting the linear independence of u1, . . . ,ud . Part (ii) follows from the Lagrange identity and the fact that
the ui,u j (i, j = 1, . . . ,d) are all real-valued solutions for the same λ,
[ui,u j](b) − [ui,u j](a) =
b∫
a
{u jMui − uiMu j} =
b∫
a
{λu jui − λuiu j} = 0.
Part (iii) follows from the fact that the deﬁciency index of Smin is d and Du is a d-dimensional extension of Dmin.
700 X. Hao et al. / J. Math. Anal. Appl. 376 (2011) 696–712From the proofs of (i) and (ii) it also follows that (i) and (ii) hold for u j , j = 1, . . . , r. Hence Dr is the domain of a proper
symmetric extension Sr of S . But a self-adjoint operator in a Hilbert space has no proper symmetric extensions:
S ⊂ Sr ⊂ S∗r ⊂ S∗
implies that S = Sr . This contradiction completes the proof. 
Theorem 5. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k  1, be a symmetric differential expression with real coeﬃcients, w ∈ Lloc(R),
w > 0 on J , and suppose one endpoint is regular, the other singular. Let d be the deﬁciency index of (M,w) and let r(λ) be deﬁned by
Deﬁnition 7 for λ ∈ R. Then the following results hold:
(1) If r(λ) < d, then λ is in the essential spectrum of every self-adjoint realization Eq. (2.1). In particular, if r(λ) < d for every λ ∈ R,
then σe = (−∞,∞).
(2) Let λ ∈ R, 1 j  n. If Eq. (2.1) has j linearly independent solutions in H, then it has j linearly independent real-valued solutions
in H.
(3) If, for some λ ∈ R, r(λ) = d, then λ is an eigenvalue of geometric multiplicity d for some self-adjoint realization S of (2.1).
Proof. Part (1) is well known [29]. See also the proof given in [21] for a special case, it extends readily to our hypotheses.
Part (2) follows from the observation that, since the real and imaginary parts of a complex solution are real solutions,
every complex solution is a linear combination of two real solutions. For part (3) let u1, . . . ,ud be linearly independent real
solutions in H for some λ1 ∈ R. From the proof of Theorem 4 it follows that the operator Su with domain Du given by
Du = Dmin  span{u1, . . . ,ud}
is a self-adjoint realization of (2.1). Hence each u j , j = 1, . . . ,d is an eigenfunction of this λ1. 
Remark 4. We comment on our approach using knowledge of the number of square-integrable solutions for real values
of the spectral parameter λ to obtain information about the spectrum. This approach contrasts with the commonly used
methods based on asymptotic approximations of solutions and on perturbation theory, see [1–8,11,13–15,17–22,29] and the
references in these books and papers.
It is interesting to observe that, by Theorem 4, r(λ) d for all λ ∈ R; by (1) of Theorem 5, r(λ) < d implies that λ is in
the essential spectrum of every self-adjoint realization S , and by (3) of Theorem 5, r(λ) = d for some particular λ, implies
that λ is an eigenvalue with multiplicity d of some self-adjoint realization S and this eigenvalue may be embedded or
isolated.
3. Local absence of continuous spectrum
In this section, we prove that if, for all λ in an open interval I = (μ1,μ2), the number of linearly independent solutions
of Eq. (2.1) is equal to the deﬁciency index d, then there is no continuous spectrum in I for any self-adjoint realization S .
We continue to use the notations and deﬁnitions from Sections 1 and 2 above. In this proof the characterization of self-
adjoint domains in terms of real-parameter square-integrable solutions and the construction of LC and LP solutions play
important roles.
For this reason we recall the deﬁnitions of the LC and LP solutions constructed in [25].
Lemma 1. Assume that the endpoint a is regular and b is singular. Let d denote the deﬁciency index of Smin , and let m = 2d − 2k.
Assume that for some λ0 ∈ R there exist d linearly independent solutions of (2.1) for λ = λ0 lying in H. Then there exist d linearly
independent real-valued solutions u j = u j(·, λ0), j = 1, . . . ,d of (2.1) for λ = λ0 which satisfy the following three conditions:
(1) The m ×m matrix
U = ([ui,u j](a)), 1 i, j m
is given by U = (−1)k+1Em and is therefore nonsingular.
(2) [ui,u j](a) = 0 = [ui,u j](b), for i = 1, . . . ,d; j =m + 1, . . . ,d.
(3) For every y ∈ Dmax we have
[u j, y](b) = 0, for j =m + 1, . . . ,d.
When m = 0 then (1) is vacuous.
Proof. See [25]. 
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limit-point (or LP) type at b.
As shown in [25] it follows from property (3) of Lemma 1 that um+1, . . . ,ud do not contribute to the self-adjoint bound-
ary conditions and the solutions u1, . . . ,um do contribute. This is the motivation for the deﬁnition of LC and LP solutions.
Lemma 2. Let the notation and hypotheses of Lemma 1 hold. If k d < 2k, and the solutions u j = u j(·, λ0), j = 1, . . . ,d which lie in
H are completed to a full basis of solutions of My = λ0wy:
u j = u j(·, λ0), j = 1, . . . ,m,m + 1, . . . ,d,d + 1, . . . ,n
where the solutions ud+1, . . . ,un are not in H. Then (n − d) × (n − d) matrix
U2 =
([ui,u j](a)), m + 1 i  d, d + 1 j  n
is nonsingular.
Proof. Since([ui,u j](a))n×n = (−1)kU T EnU ,
and rank(U ) = rank(En) = n, where U =
( u1(a) ··· un(a)
··· ··· ···
u[n−1]1 (a) ··· u[n−1]n (a)
)
, we can conclude that the matrix ([ui,u j](a))n×n is nonsingular.
Since the LC solutions u1, . . . ,um satisfy the conditions of Lemma 1 and the matrix ([ui,u j](a))n×n is nonsingular, by
using appropriate linear transformations, we obtain
([ui,u j](a))1i, jn =
⎛⎜⎜⎝
([ui,u j](a))m×m 0m×(n−m)
0(n−m)×m
U (n−m)×(n−m)
⎞⎟⎟⎠
n×n
,
where U (n−m)×(n−m) = ([ui,u j](a)),m + 1 i, j  n is nonsingular.
Let
U (n−m)×(n−m) =
(
U1 U2
U3 U4
)
,
where
U1 =
⎛⎝ [um+1,um+1](a) . . . [um+1,ud](a). . . . . . . . .
[ud,um+1](a) . . . [ud,ud](a)
⎞⎠ ,
U2 =
⎛⎝ [um+1,ud+1](a) . . . [um+1,un](a). . . . . . . . .
[ud,ud+1](a) . . . [ud,un](a)
⎞⎠ .
By (2) of Lemma 1 we have U1 = 0(n−d)×(n−d) , and noticing that U (n−m)×(n−m) is nonsingular, we get that U2 is nonsingu-
lar. 
The next theorem gives the characterization of the self-adjoint domains in terms of LC solutions established in [25].
Theorem 6. Let d be the deﬁciency index. Assume there exists λ0 ∈ R such that (2.1) has d linearly independent real-valued solutions
u1, . . . ,ud for λ = λ0 lying in H. Let u1, . . . ,um be the LC solutions as deﬁned above. Then a linear submanifold D(S) of Dmax is the
domain of a self-adjoint extension S of Smin if and only if there exist a complex d × n matrix A and a complex d ×m matrix B such
that the following three conditions hold:
(1) The rank(A : B) = d;
(2) AEn A∗ = BEmB∗;
(3) D(S) = {y ∈ Dmax:
A
⎛⎝ y(a)...
y[n−1](a)
⎞⎠+ B
⎛⎝ [y,u1](b)...
[y,um](b)
⎞⎠=
⎛⎝0...
0
⎞⎠}. (3.1)
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Proof. See [25]. 
The real parameter solutions ui in (3.1) and self-adjoint operators S depend on λ0 but in following we will not always
indicate their λ0 dependence in the notation in the interest of simplicity.
The next result was established in [26] and relates the number of boundary conditions at the two endpoints and gives
the relationship between the ranks of the matrices A, B in (3.1).
Theorem 7. Let the notation and hypotheses of Theorem 6 hold. Assume that the matrices A, B satisfy the self-adjointness conditions
(1), (2) of Theorem 6. Then
(1) k rank(A) d, d − k rank(B)m = 2(d − k);
(2) If
rank(A) = k + r
where 0 r  d − k, then
rank(B) = d − k + r.
Proof. See [26]. 
The next lemma follows from the proof of Theorem 7 in [26].
Lemma 3. If d < n, then in the characterization of the self-adjoint domain D(S) given by Theorem 7, there must be k − r separated
boundary conditions at the regular endpoint a, where 0 r  d − k. If d = k, then there are k separated boundary conditions at a and
no other conditions.
Remark 5. When d < n, then k− r  k− (d−k) = n−d > 0. These separated boundary conditions are important in the proof
of Theorem 1.
In the next theorem we give a variant of the characterization of self-adjoint domains given by Theorem 6. This charac-
terization will be used in the construction of ‘inherited’ operators St used in the proof of Theorem 1.
Notation 1. For convenience we introduce some notation. For n-tuples α = (α0, . . . ,αn−1), β = (β0, . . . , βn−1), α j, β j ∈ C,
and for any y ∈ D(Smax), we deﬁne [α,β](a) and [y,α](a) by
[α,β](a) = [x,w](a), [y,α](a) = [y, x](a),
where x,w ∈ D(Smax) satisfy
x[ j](a) = α j, w[ j](a) = β j, j = 0,1, . . . ,n − 1.
Such maximal domain functions x,w exist by the basic theory [25].
Theorem 8. Let the notation and hypotheses of Theorems 6, 7 hold. Let D(S) be a self-adjoint domain given by (3.1) of Theorem 6. Then
there exist linearly independent vectors α1, . . . ,αk+r in Cn and linearly independent solutions vk−r+1, . . . , vd satisfying the following
conditions:
span{α1, . . . ,αk+r} = span{α1En, . . . ,αk−r En}⊥, (3.2)
v j ∈ span{u1, . . . ,um}, j = k − r + 1, . . . ,d; (3.3)
such that D(S) is the set of all y ∈ Dmax which satisfy the following three conditions
(1) [y,αi](a) = 0, i = 1, . . . ,k − r,
(2) [y,αi](a) = [y, vi](b), i = k − r + 1, . . . ,k + r,
(3) [y, vi](b) = 0, i = k + r + 1, . . . ,d.
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D(S). These three restrictions combined represent d conditions. In some special cases one or two of these three conditions
is vacuous. If r = 0 all conditions are separated with k conditions at a and d − k at b. If d > k and r > 0 then there are
2r coupled boundary conditions given by (2). So (1) and (2) together represent k + r conditions, the remaining d − k − r
conditions are separated conditions at b. If d < n, then k − r  k − (d − k) = n− d > 0 and so there is at least one separated
condition at a. If d = n and r = k all conditions are coupled, in this case (1) and (3) are vacuous. On the other hand if d = k
then r = 0 and there are no other conditions besides the k separated conditions at a given by (1). In this case (1) and (3.2)
are equivalent to B = 0 and A satisfying: rank(A) = d and AEn A∗ = 0.
Proof. Since the matrices A and B satisfy the conditions of Theorem 6 and Theorem 7, without loss of generality, let
A = (aij)d×n =
(
A˜(k+r)×n
0(d−k−r)×n
)
, B = (bij)d×m =
(
0(k−r)×m
B˜(d−k+r)×m
)
, (3.4)
where A˜ = (aij)(k+r)×n , B˜ = (bi+k−r, j)(d−k+r)×m , rank( A˜) = k + r and rank(B˜) = d − k + r.
Let
vi =
m∑
j=1
biju j, i = k − r + 1, . . . ,d, (3.5)
where u1, . . . ,um are LC solutions as deﬁned in Theorem 6.
By the Naimark Patching Lemma (see Lemma 4 of [25]), we may choose functions w1, . . . ,wd in Dmax such that(
wi(a), . . . ,w
[n−1]
i (a)
)= ( a˜i1, . . . , a˜in), i = 1, . . . ,k + r,(
wi(a), . . . ,w
[n−1]
i (a)
)= (0, . . . ,0), i = k + r + 1, . . . ,d,(
wi(a1), . . . ,w
[n−1]
i (a1)
)= (0, . . . ,0), wi(x) = 0, x a1, i = 1, . . . ,k − r,(
wi(a1), . . . ,w
[n−1]
i (a1)
)= (vi(a1), . . . , v[n−1]i (a1)), wi(x) = vi(x), x a1, i = k − r + 1, . . . ,d, (3.6)
where ( a˜i1, . . . , a˜in) = (−1)k(ai1, . . . ,ain) · En , a < a1 < b.
Let αi = ( a˜i1, . . . , a˜in) = (−1)k(ai1, . . . ,ain) · En , i = 1, . . . ,k + r. By (3.5) and (3.6), noticing E−1n = −En , we have
−A
⎛⎝ y(a)...
y[n−1](a)
⎞⎠= −( A˜
0
)
E−1n En
⎛⎝ y(a)...
y[n−1](a)
⎞⎠= ( A˜En
0
)
En
⎛⎝ y(a)...
y[n−1](a)
⎞⎠
= (−1)k
(
(−1)k A˜En
0
)
En
⎛⎝ y(a)...
y[n−1](a)
⎞⎠
= (−1)k
(w1(a) . . . w[n−1]1 (a)
. . . . . . . . .
wd(a) . . . w
[n−1]
d (a)
)
En
⎛⎝ y(a)...
y[n−1](a)
⎞⎠
=
⎛⎝ [y,w1](a)...
[y,wd](a)
⎞⎠=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
[y,α1]
...
[y,αk+r]
0
...
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
and
B
⎛⎝ [y,u1](b)...
[y,um](b)
⎞⎠=
⎛⎝ [y,w1](b)...
[y,wd](b)
⎞⎠=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
[y, vk−r+1](b)
...
[y, vd](b)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Therefore the boundary conditions (3.1) of Theorem 6 becomes the boundary conditions (1), (2) and (3) of Theorem 8.
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[wi,w j]ba = 0, i, j = 1, . . . ,d. (3.7)
Combining the ﬁrst k − r boundary conditions are separated, we have
[αi,α j](a) = 0, i = 1, . . . ,k + r, j = 1, . . . ,k − r,
i.e.
(αi,α j En) = 0, i = 1, . . . ,k + r, j = 1, . . . ,k − r. (3.8)
Since rank((−1)k A˜En) = rank((−1)k A˜En) = rank( A˜) = k+ r, we conclude that α1, . . . ,αk+r are linearly independent, com-
bining (k + r) + (k − r) = 2k, we know that (3.2) holds. 
Remark 7. We comment on the orthogonality condition (3.2). The coeﬃcient matrices A, B in the d equations (3.1) of
Theorem 6 are not unique. Theorem 7 determines the relationship between the ranks of A and B . Thus, by using elementary
transformations the matrices A, B can be given the “standard forms” of (3.4) where the matrix A˜ describes the boundary
conditions (separated and coupled) which involve the regular point a and the matrix B˜ and LC solutions vi , describe the
boundary conditions (separated and coupled) involving the singular endpoint b. Let
A˜ = (aij)(k+r)×n =
⎛⎝ α˜1...
α˜k+r
⎞⎠
where α˜i = (ai1,ai2, . . . ,ain), i = 1,2, . . . ,k + r. Noticing that αi = (−1)kα˜i En , En · En = −I and (3.8), we have
0 = (αi,α j En) = −
(
(−1)kα˜i En, (−1)kα˜ j
)= −( α˜i En, α˜ j).
So
( α˜i, α˜ j En) =
(
α˜i E
−1
n En, α˜ j En
)= −( α˜i En, α˜ j) = 0
where i = 1, . . . ,k + r, j = 1, . . . ,k − r.
If d < n, we get that the ﬁrst k − r rows of A˜, α˜1, . . . , α˜k−r , which describe separated boundary conditions at point a,
satisfy:
span{α˜1, . . . , α˜k+r} = span{α˜1En, . . . , α˜k−r En}⊥. (3.9)
If d = k, then r = 0, the boundary conditions are strictly separated, and (3.9) becomes
span{α˜1, . . . , α˜k} = span{α˜1En, . . . , α˜k En}⊥,
i.e. [α˜i, α˜ j] = 0, i, j = 1, . . . ,k. These are the self-adjoint boundary conditions for the minimal deﬁciency case d = k (see
Theorem 4.9(b) of [29]).
We now deﬁne regular self-adjoint operators St on the interval (a, t) acting in the Hilbert spaces Ht = L2((a, t),w) for
t ∈ (a,b). These operators St are deﬁned in terms of boundary conditions which are ‘inherited’ from those of S . Since we
are investigating all self-adjoint realizations S we have three classes of boundary conditions to consider: separated (every
condition is speciﬁed at only one of the two endpoints), coupled (all conditions involve both endpoints), and mixed (there is
at least one separated condition and at least one coupled condition). The number of independent boundary conditions of S
is d and, since St is regular, it has n independent boundary conditions. At the regular endpoint a the boundary conditions
of St are the same as those of S . To get n independent conditions on (a, t) we have to add another 2k−d = n−d conditions.
For this we use n − d LP solutions um+1, . . . ,ud , m = 2d − n and the LC solutions vi in the representation of Theorem 8 to
construct boundary conditions on (a, t) as follows:
D(St) =
{
y ∈ Dmax(a, t): [y,αi](a) = 0, i = 1, . . . ,k − r,
[y,αi](a) = [y, vi](t), i = k − r + 1, . . . ,k + r,
[y, vi](t) = 0, i = k + r + 1, . . . ,d,
[y,um+(i−d)](t) = 0, i = d + 1, . . . ,n
}
. (3.10)
Next we prove that D(St) so deﬁned is a self-adjoint domain in Ht .
Lemma 4. Let St be the ‘inherited’ operator of S deﬁned as above (3.10), then St is a self-adjoint operator acting in the Hilbert space
Ht = L2((a, t),w).
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wi(a), . . . ,w
[n−1]
i (a)
)= 0, (wi(a1), . . . ,w[n−1]i (a1))= (um+(i−d)(a1), . . . ,u[n−1]m+(i−d)(a1)),
wi(x) = um+(i−d)(x), a1  x t, i = d + 1, . . . ,n, (3.11)
where um+1, . . . ,ud are LP solutions deﬁned in Lemma 1. It is obvious w1,w2, . . . ,wn are linearly independent modulo
Dmin; and the domain described in (3.10) become
D(St) =
{
y ∈ D[(St)max] ∣∣ [y,wi](t) − [y,wi](a) = 0, i = 1, . . . ,n}. (3.12)
Because um+1, . . . ,ud are LP solutions satisfying property (3) of Lemma 1 we have:
[ui, v j](b) = 0, i =m + 1, . . . ,d, j = k − r + 1, . . . ,d,
where v j ( j = k− r + 1, . . . ,d) are deﬁned in (3.5). Noticing ui , v j all are real parameter solutions of (2.1), we have for any
t ∈ (a,b):
[ui, v j](t) = [ui, v j](b) = 0, i =m + 1, . . . ,d, j = k − r + 1, . . . ,d;
[ui,u j](t) = [ui,u j](b) = 0, i, j =m + 1, . . . ,d.
So we get
[wi,w j]ta = 0, i = d + 1, . . . ,n, j = k − r + 1, . . . ,n. (3.13)
It is obvious [wi,w j]ta = 0 (i = d + 1, . . . ,n, j = 1, . . . ,k − r). Combining (3.7) we conclude
[wi,w j]ta = 0, i, j = 1, . . . ,n.
Then by GKN Theorem [25] we conclude
D(St) =
{
y ∈ D[(St)max] ∣∣ [y,wi](t) − [y,wi](a) = 0, i = 1, . . . ,n},
i.e. (3.10) is a self-adjoint domain in the Hilbert space Ht . 
Lemma 5. Let S and St be self-adjoint operators deﬁned as above, which are described by real parameter solutions of (2.1) for λ = λ0 .
If λ0 is not an eigenvalue of S, then λ0 is not an eigenvalue of St for t ∈ (a,b).
Proof. Suppose that λ0 is not an eigenvalue of S . If λ0 is an eigenvalue of St , there is a nontrivial solution y =∑nj=1 ciui
of (2.1) which satisﬁes the boundary conditions (3.10). By Lemma 1 and Lemma 2, we have that u1, . . . ,ud satisfy the last
n−d conditions of (3.10): [y,um+(i−d)](t) = 0 (i = d+1, . . . ,n), and ud+1, . . . ,un do not satisfy these. So cd+1 = . . . = cn = 0,
i.e., y must be a linear combination of u1, . . . ,ud and is therefore in H .
Substituting y into boundary conditions of S and noticing u j , vi are real parameter solutions, we have
[y,αi](a) = 0, i = 1, . . . ,k − r;
[y,αi](a) − [y, vi](b) =
[
d∑
j=1
c ju j,αi
]
(a) −
[
d∑
j=1
c ju j, vi
]
(t) −
[
d∑
j=1
c ju j, vi
]b
t
= [y,αi](a) − [y, vi](t) = 0, i = k − r + 1, . . . ,k + r;
[y, vi](b) = [y, vi](t) = 0, i = k + r + 1, . . . ,d.
So y satisﬁes the boundary conditions of S and hence λ0 is an eigenvalue of S . This contradiction completes the proof. 
Lemma 6. Let S and St deﬁned as above. Denote operator S˜t := St ⊕ Ot , where Ot is the zero operator in Ht = L2((t,b),w), Then
operator S˜t converge to S in the sense of strong resolvent convergence.
Proof. To prove that S˜t → S in the sense of strong resolvent convergence it suﬃces (see [29]) to ﬁnd a core D˜ of S , such
that for each f ∈ D˜ , there exists a t0 with f ∈ D( S˜t) for t  t0 and S˜t f → S f (t → ∞). Here we choose
D˜ = { f ∈ D(S): f (x) = 0 for x close to b},
the proof is completed. In fact um+1, . . . ,ud are LP solutions, by (3) of Lemma 1 we know that [y,u j](t) → 0 ( j =m + 1,
. . . ,d) as t → b for any y ∈ Dmax. This means that the last d −m = n − d boundary conditions of (3.10) are not present in
the deﬁnition of S . 
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Now we start the proof of Theorem 1 which we restate here for the convenience of the reader.
Theorem 1. Let M = MQ , Q ∈ Zn( J ,R), n = 2k, k  1, be a symmetric differential expression, w ∈ Lloc(R), w > 0 on J , and let the
endpoint a of J be regular. Let d be the deﬁciency index of (M,w) and suppose that k  d  2k. Assume there exists an open interval
I = (μ1,μ2), −∞ μ1 < μ2 ∞, of the real line such that Eq. (2.1) has d linearly independent solutions which lie in H for every
λ ∈ I . Then for any self-adjoint realization S of (2.1), the intersection σc(S) ∩ I is empty.
Proof. When d = 2k it is well known that the spectrum is discrete and so the conclusion holds automatically. We only
consider the case when k  d < n. For any self-adjoint realization S of (2.1), assume λ ∈ (μ1,μ2) is not an eigenvalue
of S . Having constructed S in terms of self-adjoint boundary conditions by real parameter solutions on the interval (a,b)
and then St in terms of self-adjoint boundary conditions on the interval (a, t) ‘inherited’ from those of S , we are now in
position to adapt Weidmann’s proof, used in [29] for the case d = k when there are no singular conditions at the endpoint b,
to our situation when k d < n and there are singular boundary conditions involving the endpoint b which may be coupled
or separated.
Because St is a regular self-adjoint operator, its spectrum is discrete. Let ρi , i = 1,2, . . . . denote its eigenvalues and ηi
the corresponding orthonormalized eigenfunctions. These depend on t but we will not indicate their t dependence in the
notation in the interest of simplicity.
Since the ηi are in D(St), they satisfy the boundary conditions at a by the above construction of St . So [η j,αi](a) = 0
(i = 1, . . . ,k − r) by (3.10) and (3.2) we have(
ηi(a) . . . η
[n−1]
i (a)
) ∈ span{α1En, . . . ,αk−r En}⊥ = span{α1, . . . ,αk+r}.
Therefore they satisfying the following normalized initial conditions
(
ηi(a) . . . η
[n−1]
i (a)
)= k+r∑
j=1
γi jα j,
k+r∑
j=1
|γi j|2 = 1. (3.14)
By Lemma 5 λ is also not an eigenvalue of St , the symbols (·,·)t and ‖ · ‖t denote the usual inner product and the norm
in L2((a, t),w), respectively. For LP solutions u j ( j =m + 1, . . . ,d) deﬁned in Lemma 1 which lie in H , we have
∞ >
d∑
j=m+1
‖u j‖2 
d∑
j=m+1
‖u j‖2t . (3.15)
By the Bessel inequality, we have
d∑
j=m+1
‖u j‖2t 
d∑
j=m+1
∑
i
∣∣∣∣〈u j, ηi‖ηi‖t
〉
t
∣∣∣∣2  d∑
j=m+1
∑
{i: |λ−ρi |ε}
∣∣〈u j, ηi〉t∣∣2‖ηi‖−2t .
Since {u j}dj=m+1 are LP solutions of (2.1), in terms of the Lagrange brackets [·,·]ta , we have
d∑
j=m+1
∑
{i: |λ−ρi |ε}
∣∣〈u j, ηi〉t∣∣2‖ηi‖−2t = ∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2
d∑
j=m+1
∣∣[u j, ηi]ta∣∣2.
Because ηi are the eigenfunctions of St , ηi satisfy the boundary conditions of St at t . Hence
[ηi,u j](t) = 0, j =m + 1, . . . ,d.
So
∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2
d∑
j=m+1
∣∣[u j, ηi]ta∣∣2 = ∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2
d∑
j=m+1
∣∣[u j, ηi](a)∣∣2.
Let
C(λ) = inf
{
d∑ ∣∣∣∣∣
[
u j,
k+r∑
δiαi
]
(a)
∣∣∣∣∣
2
:
k∑
|δi |2 = 1
}
. (3.16)j=m+1 i=1 i=1
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k+r∑
i=1
|δi |2 = 1 and
∣∣∣∣∣
[
u j,
k+r∑
i=1
δiαi
]
(a)
∣∣∣∣∣= 0, j =m + 1, . . . ,d,
which implies that
[u j,αi](a) = 0, j =m + 1, . . . ,d, i = 1, . . . ,k + r. (3.17)
Since u j ( j =m + 1, . . . ,d) are LP solutions, so by Lemma 1
[u j, vi](t) =
m∑
s=1
bis[ui,us](t) = 0, i = k − r + 1, . . . ,d, j =m + 1, . . . ,d,
[u j,ui](t) = 0, i, j =m + 1, . . . ,d, (3.18)
By (3.17) and (3.18), we conclude that u j ( j =m + 1, . . . ,d) satisfy the self-adjoint boundary conditions (3.10) of St , which
implies that λ is an eigenvalue of St , contradicting Lemma 5. Therefore C(λ) > 0. Thus∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2
d∑
j=m+1
∣∣[u j, ηi]a∣∣2  C(λ) ∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2.
And from the preceding analysis we have
d∑
j=m+1
‖u j‖2  C(λ)
∑
{i: |λ−ρi |ε}
‖ηi‖−2t (λ − ρi)−2.
Therefore ∑
{i: |λ−ρi |ε}
‖ηi‖−2t  C1(λ)ε2. (3.19)
Let u ∈ H have compact support in [a,b), and let Et denote the spectral family of St . Since St is a regular self-adjoint
operator, for t suﬃciently large (such that the support of u is contained in (a, t)), we have〈(
Et(λ + ε) − Et(λ − ε−)
)
u,u
〉= ∑
{i: |λ−ρi |ε}
∣∣〈u, ηi〉∣∣2‖ηi‖−2t . (3.20)
Because the eigenfunctions {ηi} satisfy the initial conditions (3.14), the functions {ηi} are uniformly bounded on the support
of u for all ρi ∈ I . From this and (3.19) we get∑
{i: |λ−ρi |ε}
∣∣〈u, ηi〉∣∣2‖ηi‖−2t  C(u) ∑
{i: |λ−ρi |ε}
‖ηi‖−2t  C(λ,u)ε2,
i.e., 〈(
Et(λ + ε) − Et(λ − ε−)
)
u,u
〉
 C(λ,u)ε2. (3.21)
By Lemma 6 we have S˜t → S in the sense of strong resolvent convergence. In term of Theorem 9.19 in [28] we obtain
that Et( S˜t) = Et(St) → E(S) in the sense of strong convergence if λ is not an eigenvalue of S . Hence from (3.21) we have〈(
E(λ + ε) − E(λ − ε))u,u〉 C(λ,u)ε2 (3.22)
whenever λ ± ε are not eigenvalues of S .
With Pc the orthogonal projection onto the continuous subspace (see deﬁnition in [28, p. 206]) then (3.22) implies that
for u with compact support the function 〈E(·)Pcu,u〉 is continuous and differentiable at every λ ∈ I which is not an eigen-
value of S . It follows that 〈E(·)Pcu,u〉 is absolutely continuous for u with compact support. By (3.22) we know the derivative
is zero almost everywhere and this shows that the function 〈E(·)Pcu,u〉 is constant in I . By Theorem 7.29 and Theorem 7.22
in [28] this means there is no continuous spectrum in the interval I . This completes the proof of Theorem 1. 
Remark 9. The LP solutions um+1, . . . ,ud and the LC solutions u1, . . . ,um deﬁned in Deﬁnition 8 play an important role in
the proof of Theorem 1.
Remark 10. The proof of Theorem 1 does not use the analytic dependence on λ assumption.
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In this section we prove Theorem 2 by constructing, for any given self-adjoint realization S of (2.1), a characteristic
function (λ) whose zeros in the interval (μ1,μ2) are precisely the eigenvalues of S in this interval. This construction uses
LC solutions and other notations and deﬁnitions from the previous sections.
Proof of Theorem 2. Let S be an arbitrary self-adjoint extension of Smin. By Theorem 6, the domain of S , D(S), is given by:
D(S) =
{
y ∈ Dmax: A
⎛⎝ y(a)...
y[n−1](a)
⎞⎠+ B
⎛⎝ [y,u1](b)...
[y,um](b)
⎞⎠=
⎛⎝0...
0
⎞⎠}
where A, B satisfy the conditions (1) and (2) of Theorem 6, ui (i = 1,2, . . . ,m, m = 2d − 2k) are square-integrable real-
parameter LC solutions of differential equation:
My = λ0wy on J = (a,b), −∞ < a < b∞, (4.1)
for some ﬁxed λ0 ∈ (μ1,μ2). These boundary conditions consist of the system of d equations:
Ui(y) =
n∑
j=1
aij y
[ j−1](a) +
m∑
j=1
bij[y,u j](b), i = 1, . . . ,d. (4.2)
Let ϕ j(·, λ), j = 1, . . . ,d denote d linearly independent solutions of (2.1) which satisfy the hypotheses of Theorem 2 on G .
By Theorem 4, the number of linearly independent solutions of (2.1) which lie in H is less than or equal to d. So if y(·, λ)
is eigenfunction of S for some λ ∈ (μ1,μ2), then y is a nontrivial linear combination of solutions ϕ j(·, λ), j = 1, . . . ,d, i.e.
y(·, λ) =
d∑
j=1
c jϕ j(·, λ), c j ∈ C,
and y(·, λ) satisﬁes the boundary conditions (4.2). Substituting y(·, λ) into boundary these boundary conditions, we have
Ui(y) = Ui
(
d∑
j=1
c jϕ j(·, λ)
)
=
d∑
j=1
c jUi
(
ϕ j(·, λ)
)= 0, i = 1, . . . ,d. (4.3)
This is a homogeneous system of linear equations in c1, . . . , cd . Let
(λ) = det[Ui(ϕ j(·, λ))], i, j = 1, . . . ,d. (4.4)
Note that (λ) is the determinant of the matrix of coeﬃcients of the system of linear equations (4.3) and that the number
of linear equations in (4.3) is equal to the number of coeﬃcients c1, . . . , cd . Therefore the system of linear equations (4.3)
has a nontrivial solution for c1, . . . , cd if and only if (λ) = 0. Thus for any λ ∈ (μ1,μ2) we have: λ ∈ σp(S) if and only if
(λ) = 0.
Suppose (λ) = 0. Then the system (4.3) has a nontrivial solution c1, . . . , cd , i.e. there is a nontrivial solution y(·, λ) =∑d
j=1 c jϕ j(·, λ) of (2.1) in H such that Ui(y) = 0, i = 1, . . . ,d. This means that λ is an eigenvalue of S .
Conversely, if λ ∈ (μ1,μ2) is an eigenvalue of S and y is an eigenfunction of λ, then y is a nontrivial solution of
the boundary value problem consisting of Eq. (2.1) and boundary condition (4.2). Since r(λ)  d we have that y(·, λ) =∑d
j=1 c jϕ j(·, λ) and the system of linear equations (4.3) has a nontrivial solution and therefore (λ) = 0.
By (4.2) and (4.3), we have
Ui
(
ϕ j(·, λ)
)= n∑
j=1
aijϕ
[ j−1]
j (a, λ) +
m∑
j=1
bij[ϕi,u j](b, λ), i = 1, . . . ,d,
so
(λ) = det[Ui(ϕr(·, λ)]= det
⎡⎣⎡⎣
∑n
j=1 a1 jϕ
[ j−1]
1 (a, λ) . . .
∑n
j=1 a1 jϕ
[ j−1]
d (a, λ)
. . . . . . . . .∑n
j=1 adjϕ
[ j−1]
1 (a, λ) . . .
∑n
j=1 adjϕ
[ j−1]
d (a, λ)
⎤⎦
+
⎡⎣
∑m
j=1 b1 j[ϕ1,u j](b, λ) . . .
∑m
j=1 b1 j[ϕd,u j](b, λ)
. . . . . . . . .∑m
j=1 bdj[ϕ1,u j](b, λ) . . .
∑m
j=1 bdj[ϕd,u j](b, λ)
⎤⎦⎤⎦
= det
[
A
[
ϕ1(a, λ) . . . ϕd(a, λ)
. . . . . . . . .[n−1] [n−1]
]
+ B
[ [ϕ1,u1](b, λ) . . . [ϕd,u1](b, λ)
. . . . . . . . .
]]
.ϕ1 (a, λ) . . . ϕd (a, λ) [ϕ1, vm](b, λ) . . . [ϕd, vm](b, λ)
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the open set G of the complex plane which contains the real interval (μ1,μ2). Note that (λ) is not identically zero on G
since all eigenvalues of S are real. Therefore, from the well known distribution of zeros of analytic functions, we conclude
that the eigenvalues of S have no accumulation point in the interval (μ1,μ2). This completes the proof of Theorem 2. 
5. The Sturm–Liouville equation
We illustrate some of the above results for the Sturm–Liouville equation
−(py′)′ + qy = λwy on J = (a,b), −∞ < a < b∞,
1
p
,q,w ∈ Lloc( J ,R), p > 0, w > 0 a.e. on J . (5.1)
Recall that by a self-adjoint realization of (5.1) we mean a self-adjoint operator S in the Hilbert space H = L2( J ,w)
which satisﬁes
Smin ⊂ S = S∗ ⊂ Smax.
The next theorem summarizes the results from the theorems of Section 2 to the second order case n = 2.
Theorem 9. Let the endpoint a of J be regular and let d be the deﬁciency index of (M,w) and let r(λ) be deﬁned by Deﬁnition 7 for
λ ∈ R. Then d = 1 or d = 2 and the following results hold:
(1) For every λ ∈ R we have r(λ) d.
(2) If d = 2, then for every λ ∈ C all solutions of (5.1) are in L2( J ,w). In particular r(λ) = 2 for each λ ∈ R. In this case the spectrum of
every self-adjoint realization is discrete and each λ ∈ R is an eigenvalue of geometric multiplicity 2 of some self-adjoint realization
of (5.1).
(3) Assume d = 1. Then, for any self-adjoint realization S, the spectrum σ(S) = σd(S) ∪ σe(S) where the discrete spectrum σd(S)
or the essential spectrum σe(S), but not both, may be empty. For each λ ∈ R, r(λ) is 1 or 0. If r(λ) = 0, then λ is in the essential
spectrum of every self-adjoint realization of (5.1). Thus if r(λ) = 0 for every λ ∈ R, then the essential spectrum of every self-adjoint
realization of (5.1) is (−∞,∞).
(4) Assume d = 1 and r(λ) = 1 for some λ ∈ R. Then λ is an eigenvalue of geometric multiplicity 1 of some self-adjoint realization
of (5.1).
(5) Assume there exists an open interval I = (μ1,μ2), −∞  μ1 < μ2 ∞, of the real line such that Eq. (5.1) has d linearly
independent solutions which lie in H for every λ ∈ I . Then for every self-adjoint realization S, the intersection σc(S) ∩ I is empty.
(6) Assume there is a solution u1(·, λ) of Eq. (5.1) in H and an open set G in the complex plane containing an open interval I =
(μ1,μ2), −∞  μ1 < μ2 ∞, of the real line with μ1 and μ2 on the boundary of G such that u1(·, λ) is analytic on G and
real-valued for λ ∈ I . Then no self-adjoint realization of (5.1) has any essential spectrum in I .
Next we discuss the periodic coeﬃcient case to illustrate the close connection between r(λ) and the spectrum of self-
adjoint realizations of (5.1).
Example 1 (Flochet theory). Assume that each of p,q,w is s-periodic with fundamental interval [a,a + s]. Then, see [31,
pp. 210–211], Eq. (5.1) on (a,∞) is LP at ∞ and the endpoint a is regular. So each of the self-adjoint realizations of (5.1)
on (a,∞) in the Hilbert space H = L2((a,∞),w) is determined by a boundary condition at a only. These have the form
cos(α)y(a) + sin(α)(py′)(a) = 0, α ∈ [0,π). (5.2)
If S(α) is any one of the self-adjoint realization determined by (5.2) for any α ∈ [0,π), then the essential spectrum
σe(S(α)) of S(α) is independent of α and is given by
σe
(
S(α)
)= ∞⋃
j=0
I j (5.3)
where the compact intervals I j are given by
I0 =
[
λP0 , λ
S
0
]
, I1 =
[
λS1, λ
P
1
]
, I2 =
[
λP2 , λ
S
2
]
, I3 =
[
λS3, λ
P
3
]
, I4 =
[
λP4 , λ
S
4
]
, . . . (5.4)
with λPj and λ
S
j denoting the eigenvalues of the regular problems consisting of Eq. (5.1) on the interval [a,a + s] with
periodic (P)
y(a) = y(a + s) and (py′)(a) = (py′)(a + s)
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y(a) = −y(a + s) and (py′)(a) = −(py′)(a + s)
boundary conditions, respectively.
The compact intervals I j are called the spectral bands and the complementary open intervals(
λS0, λ
S
1
)
,
(
λP1 , λ
P
2
)
,
(
λS2, λ
S
3
)
,
(
λP3 , λ
P
4
)
, . . .
are called the spectral gaps. If λSj = λSj+1 or λPj = λPj+1 for some j then the corresponding ‘gap’ is missing. Thus there may
be no gap, a ﬁnite number of gaps, an inﬁnite number but not all of them, or all gaps may be ‘present’. From Theorem 5
we get
Corollary 1. If λ is in any gap, including the ‘gap’ (−∞, λP0 ), then d(λ) = 1 and λ is an eigenvalue with multiplicity one of some self-
adjoint realization S(α). If λ ∈ σe then either r(λ) = 0 or r(λ) = 1. If r(λ) = 1, then λ is an embedded eigenvalue of some self-adjoint
realization S(α). If r(λ) = 0, then λ is not an eigenvalue, because otherwise its eigenfunction u would be in H making r(λ) = 1.
Remark 11. Eq. (5.1) on (a,∞) has deﬁciency index d = 1. By Theorem 4 r(λ)  1 but r(λ) = 0 implies, by Theorem 5,
part (1), that λ ∈ σe . Hence r(λ) = 1 for any λ in any gap including (−∞, λP0 ) and by Theorem 5, part (3) λ is an eigenvalue
of some self-adjoint realization S(α) of (5.1) on (a,∞). Also if λ ∈ σe and r(λ) = 1, then λ is an eigenvalue of some
self-adjoint realization S(α) by Theorem 5, part (3). Not much seems to be known about the relationship between the
eigenvalues and α.
Remark 12. The endpoints λSj and λ
P
j of the spectral bands and gaps can be computed with the Bailey–Everitt–Zettl code
SLEIGN2. When the coeﬃcients are not periodic, this code can also be used to approximate the ﬁrst few spectral bands and
gaps. See [31] for more information about the code, including how to download it from the Web, together with its user
friendly interface and other associated helpful ﬁles.
The next example considers the Fourier equation on (0,∞). Although it is, of course, well known that σe = [0,∞) we
nevertheless discuss this case to illustrate the analytic dependence assumption and how r(λ) can be used to obtain spectral
information.
Example 2. Let
My = −y′′ = λy on J = (0,∞), (5.5)
with self-adjoint boundary conditions
cos(α)y(0) + sin(α)y′(0) = 0, 0 α < π.
Here Smin ⊂ S(α) ⊂ Smax are all the self-adjoint realizations of (5.5) in the Hilbert space H = L2(0,∞). Observe that 1, t are
two linearly independent solutions of for λ = 0 and both are not in L2(0,∞). Therefore the deﬁciency index d of (M,w)
is 1, and we have
(1) For λ > 0, ei
√|λ|t and e−i
√|λ|t are two linearly independent solutions of (5.5) and both are not in L2[0,∞). So for λ 0,
r(λ) = 0 < 1, by Theorem 9 we conclude that for any self-adjoint realization S of Eq. (5.5), [0,∞) ⊂ σe(S).
(2) For λ < 0, e
√|λ|t and e−
√|λ|t are two linearly independent solutions of (5.5), and
e−
√|λ|t ∈ L2[0,∞), e
√|λ|t /∈ L2[0,∞),
so r(λ) = 1.
Let λ ∈ G , where G = {c + hi | c < 0, −ε < h < ε}. If Imλ = h  0, let λ = reiθ , π2 < θ  π , ei
√
λt and e−i
√
λt are two
linearly independent solutions of (5.5), and
ei
√
λt ∈ L2[0,∞), e−i
√
λt /∈ L2[0,∞).
where ei
√
λt = ei
√
r(cos θ2 +i sin θ2 )t . The initial value of the L2 solution ei
√
λt is (1, i
√
λ). Since λ = 0, (1, i√λ) analytically
depend on λ ∈ G , and if h → 0, θ → π , ei
√
λt → e−
√
rt = e−
√|λ|t is a real parameter solution lying in L2[0,∞). Similarly,
we have that if Imλ = h < 0, the initial value (1,−i√λ) of the L2[0,∞) solution e−i
√
λt depend analytically on λ ∈ G .
By Theorem 9, we have σe(S(α))∩(−∞,0) = ∅ for any self-adjoint realization S(α) of Eq. (5.5), i.e the spectrum of S(α)
is discrete in (−∞,0) and thus from this and (1) we conclude that σe = [0,+∞).
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In the fourth order case with one regular endpoint, n = 4, k = 2, the deﬁciency index d satisﬁes 2 d  4 and all three
case occur. Of particular interest is the intermediate deﬁciency case d = 3 which has no parallel when n = 2.
Consider the equation[(
py′′
)′ + sy′]′ + qy = λwy on J = (a,b), −∞ < a < b∞,
1
p
, s,q,w ∈ Lloc( J ,R), p > 0, w > 0 a.e. on J . (6.1)
Note the ‘extra’ bracket [ ] on the left of the equation; this is needed to accommodate the general local integrability
assumptions in Section 2 on the coeﬃcients. This bracket was omitted by an oversight in the classic book by Naimark [21].
By a self-adjoint realization of (6.1) we mean a self-adjoint extension of the minimal operator Smin in the Hilbert space
H = L2( J ,w). The next theorem summarizes some results from the theorems of Section 2 for the case n = 4.
Theorem 10. Let the endpoint a of J be regular and let d be the deﬁciency index of (M,w) and let r(λ) be deﬁned by Deﬁnition 7 for
λ ∈ R. Then d satisﬁes 2 d 4 and all three possibilities d = 2,3,4 occur.
(1) For every λ ∈ R we have r(λ) d.
(2) If d = 4, then for every λ ∈ C all solutions of (6.1) are in L2( J ,w). In particular r(λ) = 4 for each λ ∈ R. In this case the spectrum of
every self-adjoint realization is discrete and each λ ∈ R is an eigenvalue of geometric multiplicity 4 of some self-adjoint realization
of (6.1).
(3) Assume d = 2. For any self-adjoint realization S, the spectrum σ(S) = σd(S) ∪ σe(S) where the discrete spectrum σd(S) or the
essential spectrum σe(S), but not both, may be empty. Then for each λ ∈ R, r(λ) = 2 or r(λ) = 1 or r(λ) = 0. If r(λ) = 0, then
λ is in the essential spectrum of every self-adjoint realization of (6.1). If r(λ) = 2, then λ is an eigenvalue of multiplicity 2 of
some self-adjoint realization. If r(λ) = 1, then λ is in the essential spectrum of every self-adjoint realization of (6.1) and λ is an
embedded eigenvalue with multiplicity one of some self-adjoint realization of (6.1).
(4) Assume d = 3. For any self-adjoint realization S, the spectrum σ(S) = σd(S) ∪ σe(S) where the discrete spectrum σd(S) or
the essential spectrum σe(S), but not both, may be empty. Then for each λ ∈ R, r(λ) = 3 or r(λ) = 2 or r(λ) = 1 or r(λ) = 0.
If r(λ) = 0, then λ is in the essential spectrum of every self-adjoint realization of (6.1). If r(λ) = 3, then λ is an eigenvalue of
multiplicity 3 of some self-adjoint realization. If r(λ) = 1, or r(λ) = 2, then λ is in the essential spectrum of every self-adjoint
realization of (6.1) and λ is an embedded eigenvalue with multiplicity one or two, respectively, of some self-adjoint realization
of (6.1).
(5) Assume there exists an open interval I = (μ1,μ2), −∞  μ1 < μ2 ∞, of the real line such that Eq. (6.1) has d linearly
independent solutions which lie in H for every λ ∈ I . Then for every self-adjoint realization S, the intersection σc(S) ∩ I is empty.
(6) Assume there are d solutions u1(·, λ), . . . ,ud(·, λ) of Eq. (6.1) in H and there is an open set G in the complex plane containing
an open interval I = (μ1,μ2), −∞μ1 < μ2 ∞, of the real line with μ1 and μ2 on the boundary of G such that u j(·, λ) is
analytic on G and real-valued for λ ∈ I , j = 1, . . . ,d. Then no self-adjoint realization of (6.1) has any essential spectrum in I .
Proof. Parts (1) and (2) are special cases of Theorem 4 and Theorem 5; parts (5) and (6) are special cases of Theorem 1
and Theorem 2. Also (3) is either well known or follows directly from these theorems except for the last part of the last
sentence. Suppose r(λ) = 1. Let u = u(·, λ) be nontrivial real-valued solution in H and deﬁne
Du = Dmin  span{u}.
Proceeding as in the proof of Theorem 4 we show that Du is the domain of a symmetric operator Su . Now Su is not a
self-adjoint realization of (6.1) since dim(Du) mod Dmin is 1, not 2. But the deﬁciency index of the symmetric operator Su
is 1. Let T be a self-adjoint extension of Su . Then we have
Smin ⊂ Su ⊂ T = T ∗ ⊂ S∗u ⊂ Smax.
Hence T is a self-adjoint realization of (6.1). Since λ is an eigenvalue of Su (with eigenfunction u) it is also an eigenvalue
of T . The proof of part (4) is similar to the proof of part (3). This completes the proof of Theorem 10. 
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