In this paper we present a new Ant Colony Optimisation-based algorithm for Sudoku, which out-performs existing methods on large instances. Our method includes a novel anti-stagnation operator, which we call Best Value Evaporation.
Introduction
Sudoku is a well-known logic-based puzzle game that was first published in 1979 under the name of "Number Place". It was popularised in Japan in 1984 by the puzzle company Nikoli, and later named "Sudoku", which roughly translates to "single digits". The puzzle gained attention in the West in 2004, after The Times published its first Sudoku grid (at the instigation of Hong Kong-based judge Wayne Gould, who first encountered the puzzle in 1997, and developed a computer program to automatically generate instances). Sudoku is now a global phenomenon, and many newspapers now carry it alongside their existing crosswords (see [4] for a general history of the puzzle).
The simplest variant of Sudoku uses a 9×9 grid of cells divided into nine 3×3 subgrids (Figure 1 (left) ). The aim of the puzzle is to fill the grid with digits such that each row, each column, and each 3×3 subgrid contains all of the digits 1-9 ( Figure 1 (right) ). An instance of Sudoku provides, at the outset, a partially-completed grid, but the difficulty of any grid derives more from the range of techniques required to solve it than the number of cell values that are provided for the player.
Sudoku is an NP-complete problem [12] , as first shown in [35] (via a reduction from the Latin Square Completion problem [2] ). As such, the problem offers itself as a useful benchmark challenge, and a number of different types of algorithm have been proposed for its solution.
The rest of the paper is structured as follows: in Section 2 we briefly review closely-related recent work on the application of various algorithms to Sudoku. This motivates the description, in Section 3 of our own method, based on Ant Colony Optimisation (ACO), which introduces a novel operator which we call Best Value Evaporation. In Section 4 we present the results of experimental investigations, which confirm that our algorithm out-performs existing methods, and we conclude in Section 5 with a discussion of our findings, and discuss possible future work in this area.
Related work
The Exact Cover Problem [18] is a type of constraint satisfaction problem which may be phrased as follows: given a binary matrix, find a subset of rows in which each column sums to 1 (that is, find a set of rows in which each column contains only a single 1). In [19] , Knuth describes the "dancing links" implementation of his Algorithm X (called DLX), a "brute force" backtracking algorithm for Exact Cover. As any Sudoku puzzle may be transformed into an instance of Exact Cover [15] , DLX naturally offers an effective solution method for Sudoku [11] .
In [27] , Peter Norvig presents an alternative approach, based on constraint propagation followed by a search process (we discuss this in more detail shortly). Other notable approaches to solving Sudoku include formal logic [34] , an artificial bee colony algorithm [28] , constraint programming [3, 21] , evolutionary algorithms [5, 24, 31, 33] , particle swarm optimisation [14, 25] , simulated annealing [17] , tabu search [32] , and entropy minimization [13] .
In this paper, we focus on the application of ACO to the solution of Sudoku. ACO is a population-based search method inspired by the foraging behaviour of ants [7, 9] , and it has been successfully applied to a wide range of computational problems (see [6, 22] for overviews of both the algorithm and its applications).
In [23] , Mantere presents a hybrid ACO/genetic algorithm approach to Sudoku, which combines global (evolutionary) search with greedy local (ACObased) search. Schiff [30] and Sabuncu [29] also present relatively recent work on applying ACO to Sudoku, but, in both cases, the performance of the algorithm is relatively poor.
For the purposes of comparison, in this paper we focus mainly on the work of Musliu, et al. [26] , who present an iterated local search algorithm with constraint programming which represents the state-of-the-art in stochastic search algorithms for the Sudoku problem, plus the algorithms of Knuth and Norvig [19, 27] .
Our algorithm
In [27] , Norvig describes a two-component approach to solving Sudoku, using a combination of constraint propagation (CP) and search. CP ensures that the "rules" of Sudoku are observed, and repeatedly prunes the value set of each cell (that is, the set of possible values that cells might take). Importantly, by using CP during search, we effectively "parallelise" the process, by eliminating large numbers of possible cell values every time we fix a cell's value (because selecting a specific value for a cell immediately rules out that value's presence in a large number of other cells). In [27] , Norvig combines CP with a recursive depth-first search which, at each iteration, selects the cell with the smallest value set (which essentially maximises the probability of "guessing correctly"), and then chooses the first value (in numeric order) for that cell; this is the Minimum Remaining Values Heuristic.
Here, we present a variant of constraint propagation inspired by Norvig's method, and use ACO (rather than depth-first search) to search the space of solutions. We now describe our CP method in more detail. For clarity, this is written in terms of the 9 × 9 Sudoku puzzle, but the method generalises trivially to larger sizes (e.g. 16 × 15, 25 × 25).
Constraint propagation
A Sudoku problem is made up of a grid of cells (or squares), arranged into 3×3 subgrids known as boxes. A unit is a row, column or box, each containing exactly nine cells. A problem is solved when each unit (that is, every row, column and box) contains a permutation of the digits 1. . . 9 [27] Figure 2: Units and peers for a specific highlighted cell.
Any given cell has exactly three units and 20 peers; the units are the row, column and box in which the cell resides, and the set of peers is made up of the other cells in those units (that is, 2×8=16 neighbours in the relevant row and column, plus 4 other cells occupying the same box; see Figure 2 ). Throughout the CP process, each cell maintains its value set -a list of possible values it might take; every cell starts with the same value set, [1 . . . 9]. Once a set has been reduced to a single value, we call that value fixed for that cell. Our CP algorithm implements two basic rules, which are applied to a cell's peers when it has its value fixed:
1. Eliminate from a cell's value set all values that are fixed in any of the cell's peers. 2. If any values in a cell's value set are in the only possible place in any of the cell's units, then fix that value.
Note that since this can lead to other cells having their values fixed, the procedure is recursive, and terminates when no further changes are possible.
In Figure 3 we show the instance from Figure 1 after the initial pass of our CP algorithm (which occurs when the board is set up, before any search is performed). For easy cases, the application of the CP algorithm is often sufficient to solve the board, and no further search is required (see Section 4 for a discussion). However, in most cases, some search will be required, and we now describe our ACO-based method for this. 
Our ACO algorithm
Our algorithm is based on Ant Colony System (ACS), which is a variant of ACO introduced in [8] . We first give an informal description of the algorithm, and then formally specify its various components.
At each iteration, each ant starts with a "fresh" copy of the puzzle, and the aim of each ant is to fix as many cell values as possible. Each ant starts on a different, randomly-selected cell, and then iterates over all cells on the board. Whenever it leaves a cell that does not have a fixed value (that is, a cell with a number of possible values), an ant must make a decision on which element of that cell's value set to choose (thus setting the cell to that value). Importantly, as soon as an ant sets the value of a cell, the constraints that it introduces are propagated across the board.
Decisions on which value to choose are based on relative pheromone levels, which are assigned to each possible value. These are stored in a pheromone matrix, which keeps track of a single pheromone amount for each possible value in each cell. This is, for an order-3 (9 × 9) Sudoku puzzle, a matrix of 81 × 9 values, with each cell corresponding to the pheromone level for each possible value (1 . . . 9) in a cell (indexed 1 . . . 81). Depending on the "greediness" of the selection, either the value with the highest pheromone value is chosen, or a weighted (roulette) selection is made. 23 end After the cell's value is set, the standard ACS local pheromone operator is applied, which reduces the probability of that value being selected by the following ant (thus preventing early convergence).
Once all ants have covered every square of the board, we then perform the global pheromone update, which rewards only the best solution found (in line with ACS principles). We characterise the "best" solution, at each iteration, as the sequence of value selections that lead to the greatest number of cells having their values fixed (that is, the best solution is effectively found by the ant that "guesses" correctly the highest number of times). At this point, we introduce a variation to the standard ACS algorithm, which we call best value evaporation (BVE). In standard ACS, the global pheromone operator increases the pheromone concentrations of all components of the global best solution with an amount of pheromone that is directly propor-tional to the absolute quality of that solution. However, this can gradually lead to stagnation, where all ants end up selecting the same route (citation needed). Instead, the amount of pheromone that is added globally (which we call the best value is measured in terms of the proportionate quality of the best solution; that is a new "best ant" is an ant that proportionately adds more pheromone than the current best ant. Importantly, the best value itself is subject to evaporation over time, which prevents "lock in"; taken together, these two components of BVE prevent premature stagnation (which is confirmed by our later experimental observations).
We give a pseudo-code description of our approach in Algorithm 1, components of which we now formally specify.
. τ , then we define the value set, v i of cell i as the set of all available values for that cell, from which we have to choose one. We have a choice of two methods to use when making a selection; we might make a greedy selection, in which case the member of v with the highest pheromone concentration is selected:
or we might make a weighted (i.e., "roulette wheel") selection, in which case the "weighted probability", wp, of value s ∈ v in cell i being selected is denoted as
The relative probabilities of each type of selection are determined by the greediness parameter, q 0 (0 ≤ q 0 ≤ 1), where 0 ≤ q ≤ 1 is a uniform random number. A value selection, s, is therefore made, as follows:
Line 15: The local pheromone update is handled as follows; every time an ant selects a value, s, at cell i, its pheromone value in the matrix is updated as follows:
with ξ = 0.1 (the standard setting for ACS). Line 20: In order to perform the global pheromone update, we must first find the best-performing ant. At each iteration, each of the m ants keeps track of the number of cells, f , that it has managed to set to a specific value. We then calculate the amount of pheromone to add, ∆τ , as follows:
Line 21: If the value of ∆τ exceeds the current "best pheromone to add" value, ∆τ best , then we set ∆τ best ← ∆τ . We then update all pheromone values corresponding to values in the current best solution, where ρ is the standard evaporation parameter (0 ≤ ρ ≤ 1):
Note that in ACS, there is no global evaporation of pheromone; the global pheromone update (equation 6) is only applied to pheromone values corresponding to fixed values in the best solution. Line 22: In order to prevent "lock in", we then evaporate the current best pheromone value, where 0 ≤ f BV E ≤ 1:
Experimental results
Our ant colony algorithm (ACS) was evaluated by comparing it with (1) iterated local search code from Musliu et al. (ILS) [26] , (2) a C++ implementation of the Dancing Links algorithm (DLX) [20] , and (3) our own implementation of backtracking search, using the minimum remaining values heuristic, which uses the same problem representation and constraint propagation code as the ant colony algorithm (BS). The code presented in [26] was itself compared against a number of other stochastic algorithms, and was shown to be the best performing. We include the Dancing Links and backtracking algorithms for comparison with deterministic, exhaustive search. Furthermore, including a backtracking search which uses the same underlying constraint propagation code allows us to evaluate the effectiveness of the ant colony algorithm in searching the problem space, independent of the details of the underlying implementation.
Experimental environment
All of the codes were compiled using the same compiler and optimisation setting (g++ v4.9.0 with -O3). Experiments were run on a machine with an Intel Core-i7 3770 processor with a clock speed of 3.4GHz, running Debian Linux. The parameter settings for the iterated local search solver (ILS) were taken from the recommendations given in [26] . For the ant colony code (ACS), we used the following settings: ρ = 0.9, q 0 = 0.9, f BV E = 0.005, m = 10. Our code, and all the instance files used for the experiments, may be downloaded from https://github.com/huwlloyd-mmu/sudoku_acs.
Logic-solvable 9 × 9 instances
We first selected instances based on known difficulty, or on previous use in the literature. We selected the ten instances used in [29] (labelled here sabuncu1 to sabuncu10), five named instances identified by [10] as the most difficult (Platinum Blond, Golden Nugget, Red Dwarf, coly013, tarx0134), and one instance (AI Escargot) [16] , commonly regarded as an extremely difficult puzzle. These instances are all logic solvable; in other words, they each have a unique solution which can be deduced from the given numbers. We ran the ACS, Iterated Local Search (ILS), Dancing Links (DLX) and backtracking search (BS) algorithms 100 times on each instance, with a timeout of 5 seconds. The puzzles were successfully solved in all cases by all four algorithms; there were no time-outs. Figure 4 shows the timing results for the four algorithms: For ACS and ILS, we give boxplots for the distribution of times (the boxes represent the quartiles, the whiskers the minimum and maximum, and the central line the median). For DLX and BS, the average runtime is given, since these algorithms are deterministic, and we should not therefore show a distribution of run times.
The ten puzzles from [29] (sabuncu1-sabuncu10) are generally solved in less time by all the algorithms than the six harder puzzles. In four cases (sabuncu1, sabunuc2, sabuncu5 and sabuncu10) the puzzle is solved by a single application of our constraint propagation procedure, so that no searching is required for either the ACS or BS algorithms. The difference in runtimes between the two algorithms for these instances may be explained by the difference in set-up times; in the case of ACS, the overhead of creating the ant colony and initializing the pheromone matrix is clearly significant. On these four "trivial" instances, the BS algorithm is the fastest of all (running in times of order a microsecond). DLX requires at least of order a millisecond to solve all the puzzles; in all but the most difficult cases, the time is most likely dominated by the calculations to convert the instance to and from an instance of the exact cover problem.
ACS is competitive with DLX for most of the instances, and in most cases the median time is at least an order of magnitude less than the median time for ILS, although the variation in times seems to be greater for ACS. We note that the times recorded by [29] (typically 1 to 3 seconds) are several orders of magnitude slower than our times using ACS for the same instances (of the order of milliseconds, or less); this is more than can be accounted for by differences in hardware or efficiency of implementation.
General instances
Following [21] and [26] , we generated random instances for the 9 × 9, 16 × 16 and 25 × 25 Sudoku problem. These were generated by running the ACS code with an initially blank grid, to produce a set of Sudoku solutions. These are then converted into problem instances by randomly blanking a number of the cells. The instances generated in this way are not guaranteed to have a unique solution. For each of the sizes 9 × 9, 16 × 16 and 25 × 25, we generated 100 instances for fixed cell fractions in steps of 0.05 from 0 to 0.95, giving a total of 6000 individual instances. We ran the ACS, ILS, DLX and BS codes once on each instance, with timeouts set to 5 seconds for the 9 × 9 instances, 20 seconds for 16 × 16 and 120 seconds for 25 × 25. These timeouts are shorter than those used by [26] ; however we ran our experiments on a faster processor, and with compiler optimisations enabled. Taken together, these two differences should amount to a factor of approximately 3 in time.
We designed the experiment so that each instance is used for one run; this is preferable to carrying out multiple runs on each of a smaller number of instances [1] .
Figures 5, 6 and 7 show the results for average execution time (for successful runs) and success rate for the four algorithms. As in [26] and [21] , we Figure 4 : Solution times over 100 runs for ACS, ILS, BS and DLX for the sixteen named logic-solvable 9 × 9 instances. In all cases ACS is plotted on the left side of the band corresponding to an instance, and ILS (the previous best stochastic algorithm) on the right.
observe a "phase transition" in the difficulty of the instances as a function of the fixed cell fraction; the difficulty is markedly greater at fixed cell fractions of around 40 − 50%. For low values of the fixed cell fraction, the search space is large, but there also exist many possible solutions. As the grid becomes denser, the size of search space decreases as well as the number of possible solutions. At around 45%, the combination of rarity of solutions and the size of the search space leads to a sharp peak in difficulty.
The most difficult puzzles are the 25 × 25 instances with a fixed cell fraction of 45%. For these instances, ACS outperforms the other three algorithms by a significant margin; ACS achieves a success rate of 92% (compared to 14% for ILS, 53% for DLX and 14% for BS) with an average solution time of 7.9 s (compared to 56.2 s for ILS, 27.1 s for DLX and 53 s for BS). It is interesting to note the difference in performance between ACS and BS. These two codes use the same underlying problem representation and constraint propagation code; the only difference between them is the search strategy. This comparison is compelling evidence that ACS is very efficient at searching the solution space, giving markedly improved performance over an exhaustive search strategy using the same underlying evaluation routines.
We analyzed the general instances to determine how many of them are "trivial" (that is, they are solved by one application of the constraints) and the mean size of the initial value sets. Figure 8 shows the fraction of instances at each fixed cell percentage which were found to be trivial, and the mean value set size per cell after the initial application of constraints. We find that there are no trivial instances for fixed cell percentages less than 55% for the 25 × 25 instances, 50% for 16 × 16, and 40% for 9 × 9. For the hardest puzzles (25 × 25, 45%), the mean initial value set size per cell is 3.6. We note that, at higher fixed cell fractions, the instances are mostly -or entirely -trivial, which explains the levelling off of the average solution time for ACS and BS in the timing plots.
Evaluation of Best Value Evaporation
In order to evaluate the effectiveness of BVE as an anti-stagnation mechanism, we ran the same set of experiments as in Sections 4.2 and 4.3 using the ACS algorithm, but with best-value evaporation disabled (f BV E = 0). For the named 9 × 9 logic-solvable instances, we find that ACS without BVE performs very poorly on the harder instances, failing to solve these in most cases (see Table 1 ). Performance on the ten instances from [29] is similar to BVE, with the exception of sabuncu6, with a success rate of 95%. This shows that these ten instances are not sufficiently difficult to provide a good benchmark for solution algorithms: the search space after applying constraints is either too small or, as is the case for four of the instances, non-existent. Figure 9 shows the results for the general 25 × 25 instances. We see that the performance of ACS is significantly degraded without the BVE operator. The mean solution time is similar, but the number of failures is significantly higher; for the 45% fixed cell instances, the success rate is 58%, compared to 92% with BVE enabled. The average solution time for these instances is 5.8s, well inside the timeout of 120s, suggesting that the failures are due to the search stagnating at a local minimum. 
Conclusions
In this paper we presented a new algorithm for the Sudoku puzzle, based on Ant Colony Optimisation. Our method includes a new operator, which we call Best Value Evaporation, and we show that this addition to the base algorithm is essential for the prevention of premature convergence (or stagnation) of solutions. Experimental results show that our new algorithm significantly out-performs existing algorithms on large instances of Sudoku, and we provide evidence that our method provides a much more efficient search of the solution space than traditional backtracking algorithms. Future work will focus on investigating the broader applicability of our Best Value Evaporation operator to general Ant Colony Optimisation.
