In this paper we present the necessary modifications of the proof by Mozolyako and Havin in [5] to work for Lipschitz domains instead
Introduction
In this article we will present a result (Theorem 2) on the variation of positive harmonic functions on Lipschitz domains. The development of results of this type starts with a theorem by Bourgain ([2] ) asserting that the radial variation of a positive harmonic function on the unit disc in C is bounded at least in one direction.
In 2016, Mozolyako and Havin published the following result for subdomains of R n+1 with a C 2 boundary. The article is dedicated to give a proof of Theorem 2. It is along the lines of the proof of Mozolyako and Havin in [5] . Therefore we want to point out the similarities and differences before going into the details of the proof.
First we isolate the places in [5] where the C 2 assumption is used explicitly:
• On page 5 (Proof of (3.7)) the authors select a ball tangent to the boundary. They use the C 2 assumption to estimate the Poisson kernels of a domain using Poisson kernels of balls ( [5] Corollary 1, page 27).
Havin and Mozolyako used Poisson kernels with respect to surface measure. The approximation of the domain allowed Havin and Mozolyako to prove (3.7) in [5] which is
for y 1 ≤ y 2 . The constant c(S) depends expressly on the C 2 -norm of the parametrization of the domain. The inequality is systematically exploited throughout [5] . Emphasis is on the exponent 1 on the righthand side of (1).
• Continuity of the Poisson kernel is used throughout the paper.
For Lipschitz domains the above approximation of the domain is not possible. The resulting kernel estimates do not hold and continuity is not guaranteed. Therefore some modifications are necessary:
• We replace the Poisson kernel with respect to surface measure by the Martin kernel with respect to harmonic measure with pole at a fixed point. Correspondingly we replace surface measures in the definition of the kernel operators K y , C y , B y , Ω y , · · · by harmonic measures with pole at a fixed point.
• For Martin kernels we obtain the following substitute for (1):
for y 1 ≤ y 2 , where α is a large number.
In the following sections we execute the basic line of proof of [5] using (2) instead of (1) . This led to some regrouping of the original Havin and Mozolyako argument, but no serious obstacle arose.
• We establish convergence of the Π µ kernels giving rise to the central kernel ω ∆ at the end of section 3.5.
• We give a proof of Lemma 11, which states properties corresponding to (1)-(5) on page 22 in [5] .
• Finally, we note that Havin and Mozolyako obtained the differential equation, Φ-Property and the other Lemmata at the end of the proof using (1)-(5) on page 22 in [5] only. Therefore those proofs carry over easily, as is seen towards the end of the proof given here.
Preliminaries

Notation
We use the notation B or B d for the unit ball of R d , S for its boundary, the unit sphere, D for the unit disc of the complex plane C, B r or B(r) for the ball with center 0 and radius r. The Euclidean distance between two points or a set and a point will be denoted by d(·, ·) and the diameter of a set A with diam(A). For domains E their Euclidean boundary is denoted by ∂E, the inward unit vector of a point x of ∂E, if it is well-defined, by N(x).
Poisson Kernel
The Poisson kernel on the unit ball p : B d × S → R is given by p(z, ζ) := 1−|z| 2 ω d−1 |ζ−z| d for |z| < 1, |ζ| = 1 and ω d−1 the surface area of the unit sphere.
Harnack's Inequality
We will use Harnack's inequality to compare values of positive harmonic functions and to get a bound for their gradients. then for all x such that dist(x, x 0 ) = r < R we have
Let f be a positive harmonic function on a domain Ω and
x ∈ Ω then we have the following estimate for the gradient: 
Harmonic Measure
Given a set E, we use the notation w z 0 (F, E) for the harmonic measure with pole z 0 ∈ E of F ⊂ ∂E. It is a probability measure on ∂E. In z it is a harmonic function on E solving the Dirichlet problem with boundary data equal to the indicator function of F . And it is the probability of the Brownian motion started in z 0 , stopped at ∂E, to be stopped in F . See [7] .
Green's Function
A Green's function for a domain Ω ⊂ C is a function g :
such that for each w ∈ Ω 1. g(·, w) is harmonic on Ω\{w} and bounded outside each neighbourhood of w 2. g(w, w) = ∞ and as z → w
In R d the singularity is of the form 
Lipschitz domains
We will prove and use a theorem on positive harmonic functions on a Lipschitz domain. Therefore we want to give the definition of a Lipschitz domain.
A domain Ω ⊂ R d is called Lipschitz domain if for every point p ∈ ∂Ω there is, up to translation an rotation, a Lipschitz function g : R d−1 → R and real numers r > 0, h > 0 such that
Martin Boundary and Martin Kernel
We will make extensive use of the Martin kernel of a (Lipschitz) domain Ω denoted by k Ω . It will, for example, substitute the Poisson kernel used in [5] . 3 Proof of Theorem 2
Definition of domain
Let Φ : R d−1 → R a Lipschitz function satisfying the following conditions:
• Φ(0) = 0,
• there exists r ∈ (0, 1) such that for any
The the near half space O is given by
From now on u is a fixed positive harmonic function with
Throughout the chapter we use the notation x y = x + y e d , where x ∈ R d y ∈ R and e d is the last of the standard basis vectors in R d . Analogously, the sets are shifted: E y := E + y e d . For functions φ on subsets of R d we write φ y (x) = φ(x y ). We also fix a point z 0 that will be the pole of the harmonic measure that we use.
As Φ is a Lipschitz function we know that
for all x ∈ § and y > 0.
Definition and Properties of basic kernels
In the following by a kernel we mean a function defined on S ×S. We now give the definition of the three basic kernels in the proof. The first familiy of kernels is given by
where k is the Martin kernel of O. The other two families also depend on the positive harmonic function u. We have
where σ(x) := sgn((∇u)(x)) and sgn(q) is the normalization of q (sgn(q) = 0 for q = 0, and then also ∂ 1 k ∂σ(q) = 0). The last kernel is given by
Properties of k y : Lemma 1. The kernel k y has the following properties:
1. For any positive harmonic function u on O we have for all x ∈ S that
2. For any y 1 , y 2 > 0 we have the following semi-group property: k y 1 +y 2 = k y 1 • k y 2 3. For y 1 ≤ y 2 we have
is a constant only depending on S.
K y (1) = 1
Proof.
Proof of 1:
is the harmonic continuation of u y 1 S evalutated at x y 2 . This is u y 1 (x y 2 ) = u(x y 1 +y 2 ).
Proof of 2:
This is a special case of 1.
Proof of 3:
Let c = c(S) be a constant such that dist(x y , S) ≥ cy as in (4) . We then know that for any x ∈ S and any y > 0 the ball B(x y , cy) is contained in O. Therefore k y (·, ζ) is a positive harmonic function on B(x y , cy). We will thus be able to apply Harnack's inequality in this setting. Let n ∈ N be such
.., n. We then know by Harnack's inequality that
where c = c(d) only depends on the dimension of the domain. As (1 − c 2 ) n ≤ y 1
Proof of 4:
By definition we have for all x ∈ S and all y > 0:
Properties of c y :
The kernel c y has the following properties:
Proof of 1:
We use the definition of c y to obtain:
Proof of 2:
By definition of the kernel, the Harnack inequality and the fact that dist(x y , S) ≥ c(S)y we get:
Proof of 3:
We differentiate property 4 of k y to obtain C y (1) = 0.
Properties of b y : Lemma 3. The kernel b y has the following properties:
Proof. Proof of 1:
By definition of b y , the positivity of k y , property 2 of c y and properties 2 and 3 of k y we have:
Proof of 2:
Using property 3 of c y and get B y (1) = K y (C y (1)) = K y (0) = 0.
Proof of 3:
. For a fixed y the kernel k y is bounded and therefore the constant function is an integrable majorant of k y (x, η)c y (η, ζ) (we use property (2) of c y ).
As c y (x, ζ) = ∂ 1 k ∂σ(x 2y ) (x y , ζ), it is continuous except for the zeros of ∇u. The harmonicity of u yields analyticity of ∇u and therefore we only have a discrete set of zeros for any y > 0. Therefore b y is continuous.
Variations
We will use the following mean vertical variation
|∇u(x 3y )|dy. Therefore the mean vertical variation is (up to the constant 1 3 ) greater than the variation along the vertical line.
The Main Lemma
In this section we state the central lemma. The proof will be done in Section 3.10. 
Construction of kernel ω ∆
Notation for segments: The set of all non-degenerate compact intervals (segments) in (0, ∞) will be denoted by segm + . For ∆ ∈ segm + we use the following notation for the minimum, maximum and length of ∆:
Notation for Partitions of a Segment We want to partition segments ∆ into smaller segments. Therefore we call a finite set µ ⊂ segm + a partition of ∆ if it is a set of non-overlapping intervals, the union of which is ∆.
The elements of the partition will be denoted by j s for s = 1, ..., K. We
For refinements of partitions we write µ 2 ≻ µ 1 if any element of µ 2 lies in some element of µ 1 .
The dyadic partition of ∆ consisting of the segments ∆ ∩ [ s 2 n , s+1 2 n ], s ∈ Z will be denoted by τ n (∆). The dyadic partition is regular and τ n+1 (∆) ≻ τ n (∆).
Definition and properties of b
Lemma 5. The kernel b ∆ has the following properties:
Using property (1) of b y we get
Proof of 2: We use the continuity of b y and the constant function as an
Definition and properties ofω ∆ We introduce a new kernelω ∆ which is dependent on a small real number ǫ. The value of ǫ will be fixed at a later
Definition and Properties of Π µ Given a partition µ of the segment ∆ we define the kernel Π µ by
We will now break up the kernel Π µ into three different parts, that we will be able to treat separately. By definition
Using the notation N q for subsets of {1, 2, · · · , K} of cardinality q as well as
Now we want to isolate the sum where q = 1. In this case only one r l s is of the form −ǫb js and therefore we get
where k 0 is understood as the identity.
For further calculations we will use the notation
We will now show a series of lemmata, that will be of use when we prove the existence of the limit of Π τn . Lemma 6. We have the following estimate:
Proof. We will use
which we know by the following calculation:
b js − v s | = I + II in two steps. We start by estimating I:
The second part is
Now we have proven that
|b js −v s | ≤ c(S)|j s ||∆| M(∆) α−1 (3M(∆) − m(∆)) α m(∆) 2α+1 + (M(∆) + |∆|) α−1 m(∆) α+1 k m(∆) .
Summing up we obtain
The next step is the analysis of ρ µ .
Lemma 7. We have the following estimate for ρ µ for regular partitions but without restrictions for ∆:
Proof. For l ∈ N q we use the following notation:
Summing up we obtain
Lemma 8. For regular partitions µ we have the following estimate:
Proof. The proof consists of collecting information from the lemmata above.
Lemma 9. For regular partitions we have the following estimate for |Π µ |
Proof. We obtain the estimate by using Lemma 8 and the definition ofω ∆ .
Lemma 10. We have the following estimate for the refinement of a partition:
Then σ k is a partition of ∆ k and σ = K k=1 σ k . We put σ − 1 := ∅ and for i = 2, 3, · · · , K the partition σ − i is the part of σ which lies to the left of ∆ i , so σ − i := 1≤q<i σ q . For i = 1, 2, 3, · · · , K we denote by τ + i the part of τ which lies to the right of ∆ i , so τ + i := i<q≤K ∆ q and τ + K+1 := ∅. Finally for i = 1, 2, · · · , K we let τ (i) := σ − i ∪ ∆ i ∪ τ + i and τ (K + 1) := σ. Now we write the kernel Π τ (i) as Π i and obtain in particular Π 1 = Π τ ,
If we now interpret Π ∅ as convolution identity operator we have for i = 1, 2, · · · , K
If we now use Lemma 9 and Lemma 8, we obtain
).
The right hand side is bounded by
Existence of ω ∆ : We now define ω ∆ := lim n→∞ Π τn(∆) .
This limit exists as a uniform limit because
for all n ∈ N as in Lemma 10 and
3.6 Properties of ω ∆ Lemma 11. The kernel ω ∆ has the following properties:
As allω ∆ are continuous, ω ∆ is continuous as a uniform limit of continuous functions.
Proof of 2:
We observe thatΩ ∆ (1) = 1, the limit in (7) is uniform and ω z 0 is a probability measure.
Proof of 3:
We put ∆ := [a, c], ∆ − = [a, b], ∆ + = [b, c] and τ ′ n (∆) := τ n (∆ − ) ∪ τ n (∆ + ). Note that τ ′ n (∆) is almost the same as τ n (∆) with the exception of one segment that might be split into two by b. Therefore τ ′ n (∆) ≻ τ n (∆), by Lemma 10
and lim n→∞ Π τ ′ n (∆) = ω ∆ . Lemma 9 applied to τ n (∆ + ) and τ n (∆ − ) provides an integrable majorant so that the limit passage in
Proof of 4:
see section 3.7
Proof of 5:
By Lemma 8 we know that there is a constant c such that for any ∆ with |∆| ≤ m(∆) and any regular partition µ we have
This is therefore valid for the dyadic partitions and for the limit ω ∆ .
Positivity of Π µ and ω ∆
First we prove that for any segment ∆ with m(∆) ≤ |∆| ≤ 3m(∆) and any regular partition µ of ∆ the kernel Π µ is positive.
As we already know we can rewrite Π µ :
For further calculations we will use the notation v s = k M (∆)−M (js) • b js • k m(js)−m(∆) and ρ µ = K q=2 l∈Nq π l and (6) is equivalent to
As a first step we will show that 
Summing up, we obtain
The next step is the analysis of ρ µ . Here we use the regularity of the partition:
For l ∈ N q we use the following notation: 
Proof. Let J ∈ segm + with J ⊂ ∆. Using the notation
We now estimate the three terms separately, starting with |K |J| (ψ) − ψ|:
where η = η(x) ∈ (0, |J|). As dist(x η , S −y ) ≥ c 1 y and v is positive and harmonic on O −y , by Harnack's inequality
For the estimate of |ǫB J (ψ)| we first observe that for θ ∈ J
By the definition of b ∆ (5) we can estimate as follows:
Next, we will estimate |R J (ψ)| using Lemma 11 (5) :
Collecting the estimates we get
). Let K = K(∆, y) be a positive integer large enough such that 2c 8 |∆| Ky =: σ K < 1 2 and |∆| Km(∆) 2 ≤ 1. We will now decompose ∆ into K non-overlapping segments J 1 , · · · , J K of equal length such that ∆ = K k=1 J k , |J k | = |∆| K and m(J k ) < m(J k+1 ) for all k. Our choice of K also implies that ρ J k ≤ σ K . Now by Lemma 11 (3) we can decompose Ω ∆ and use (8):
Similarly, the estimate from below is given by
The estimates from above and below imply the assertion in the lemma.
Lemma 13. Let ǫ ∈ (0, ǫ(S) and let ψ ∈ C(S). Then for any ∆ ∈ segm + with |∆| ≤ m(∆) we have:
Proof. The proof is very similar to the one of Lemma 12. We again start with
We do not estimate the first term. The second one is now done in the following way:
For the third term we get (again by Lemma 11 (5))
Similarly as in Lemma 12 we reach the conclusion by taking the supremum norm.
From now on we use the notation ω y := ω [y, 1] and Ω y := Ω [y,1] .
Lemma 14. For ρ ∈ (0, 1 2 ) and ǫ ∈ (0, ǫ(S) we have the following estimates
where c + (S) and c − (S) are positive constants. Proof. We start by estimating ω [y,2y] for y > 0. In the following estimates we use Lemma 11 (5) , the definition ofω ∆ and b ∆ and Lemma 3 as well as Lemma 1:
Now let K = K(ρ) be the natural number such that 2 K ρ ≤ 1 ≤ 2 K+1 ρ. This implies K log(2) ≤ log( 1 ρ ) ≤ (K + 1) log (2) . We partition the segment [ρ, 1] as follows
Using Lemma 11(3) we obtain
Now we use (9) and obtain
The second inequality can be proven similarly starting with ω Proof. We will start by proving that f x is Lipschitz on any segment [y 0 , 1] for 0 < y 0 < 1. Then we will compute the left derivative (f x ) ′ − which exist everywhere on (0, 1] and is continuous. By the Lipschitz property we obtain For any x ∈ S by the mean value theorem there is a θ = θ(x) ∈ (y − h, y)
such that
where the second inequality holds because of Harnack's inequality.
Hence
Finally,
Now we will compute the left derivative of f x . For x ∈ S, y ∈ (0, 1) and
As a first step we will prove that lim As a second step, we will prove that lim h↓0 I+II h = ǫB y (φ y ) on S. Using the notation ω ∆ =ω ∆ + r ∆ , we have
As K h (φ y ) = φ y+h we have lim 
The last limit is zero by Lemma 11 (5) and the calculation of the left derivative and therefore the proof is finished.
Lemma 16. Let φ be a positive harmonic function on O with a finite limit lim z→∞ φ(z). Then for 0 < η < y ≤ 1
Proof. This is a direct consequence of the Φ-property Lemma 12. We put ∆ = [η, y] and ψ = φ y so that Ω η (φ y ) = Ω y (Ω ∆ (φ y )) ≤ (1 + c(S))Ω y (φ y ).
Measures
For any probability measure κ on S and a fixed ǫ ∈ (0, ǫ(S)) we obtain a transformed measure as follows:
the measures we are interested in are the ones with density γ y with respect to the harmonic measure ω z 0 . The limit of those will be our desired measure ν ǫ :
Existence of ν ǫ We will now prove the weak convergence of the measures with density γ y . We now choose ρ > 0 large enough so that
By definition of ν ǫ and γ y this is
Now we use Lemma 12 to obtain the following estimate for ν ǫ ({∞})
For L → +∞ the harmonic measure of S \B L tends to 0 on S ρ and is bounded by 0 from below and 1 from above. Considering that κ is a probability measure on S the estimate for ν ǫ ({∞}) tends to 0 as L → +∞ and ν ǫ ({∞})
is zero.
It remains to show that lim y↓0 S αγ y dω z 0 = S αdν ǫ (10) for all α ∈ C(S). First we assume that α coincides with K σ (ψ) for some positive ψ ∈ C(S) and σ > 0. We can exploit Lemma 12, Lemma 11(3,2) and the fact that κ is a probability measure to show that for all 0 < y < y k < 1/2
As y k → 0 as k → ∞, the convergence is proven in this case. It remains to note that for any α ∈ C(S) we have K σ (α) − α ∞,S → 0 as σ ↓ 0.
Properties of ν ǫ :
Lemma 18. The measure ν ǫ has the following properties:
1. For any ǫ ∈ (0, ǫ(S)) we have Let ψ be a function with 0 ≤ ψ ≤ 1, ψ ≡ 1 on 1 2 B, ψ ≡ 0 outside of B and |∇ψ| ≤ 2 r . Let φ be a function on S coinciding with ψ. As usual, we will denote by φ also the harmonic extension of φ to O.
For y ∈ (0, r) we will now consider Ω y (φ y ) = Ω r (φ r ) − As we know that the first term is larger than a constant, this applies also to the last and as the limit of the measures Ω * δ (κ) is the density of ν ǫ we obtain S φ y dν ǫ > c for all y ∈ (0, r) and therefore the proof is finished.
Proof of the Main Lemma
We now use Lemma 18 to prove Lemma 4. As the probability measure κ in Lemma 18 was arbitrary, we can choose the harmonic measure ω The argument used for the near-half space is now also applicable to the upper part of the cylinder C + as it is a Lipschitz domain and because of its special geometry. In particular, if we take the cylinder with half the height of the original one, we can shift it in direction of e d and remain inside O, where the function u is positive and harmonic.
