The time-interleaved analog-to-digital converters (TIADCs), performance is seriously affected by channel mismatches, especially for the applications in the next-generation communication systems. This work presents an improved all-digital background calibration technique for TIADCs by combining the Hadamard transform for calibrating gain and timing mismatches and averaging for offset mismatch cancellation. The numerical simulation results show that the proposed calibration technique completely suppresses the spurious images due to the channel mismatches at the output spectrum, which increases the spurious-free dynamic range (SFDR) and signal-to-noise and distortion ratio (SNDR) by 74 dB and 43.7 dB, respectively. Furthermore, the hardware co-simulation on the field programmable gate array (FPGA) platform is performed to confirm the effectiveness of the proposed calibration technique. The simulation and experimental results clarify the improvement of the proposed calibration technique in the TIADC's performance.
Introduction
With the remarkable growth of next-generation radio communication systems and the development of the new communication standards, the analog-to-digital converters (ADCs) become the essential components. They are responsible for converting the analog signal from the antenna and the high frequency processing unit to the digital signal processing unit. Thus, they are required to be high speed, high resolution, and energy efficient [1] [2] [3] . Using time-interleaved ADCs (TIADCs) is a promising solution to fulfill these goals [2] [3] [4] [5] . It was first introduced by W. C.Black and D. A. Hodges in [3] . TIADC uses M sub-ADCs that have a low sampling frequency to sample the analog input signal in the time-interleaving mechanism, as depicted in Figure 1 . The digital output of each ADC is then multiplexed together to get the overall digital output of TIADC. Theoretically, TIADC's sampling rate increases to M times the speed of single ADC (where M is the number of single ADCs used for time-interleaving). However, the channel mismatches between sub-ADCs (offset, gain, and timing mismatches) severely decrease the performance of TIADCs [5, 6] . Thus, an effective channel mismatch compensation technique is required to eliminate these channel mismatches in order to further boost the system performance. There are many works coping with the channel mismatches in TIADCs. Some of these perform the channel mismatch calibration in either the all-analog domain or mixed-signal domain [7] [8] [9] [10] [11] [12] . The all-analog calibration techniques have the drawbacks of very complicated analog estimation circuits, low accuracy, and CMOS technology unsuitability [13] . On the other hand, the mixed-signal calibration techniques require low power consumption and small chip area. However, the correction accuracy is low, and the mixed-signal calibration techniques require some additional analog circuits [14] .
Taking the advantages of CMOS scaling and portability between technology nodes, all-digital calibration techniques eliminate the above analog and mixed-signal issues [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . These techniques often focus on one or two types of mismatches among the gain and timing mismatches, without the offset mismatch [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] . The authors in [30] proposed a technique to calibrate all of three above mismatches. However, the main limitation of this technique is that there is an overlap between the basic function and desired signal when the input signal is single tone spaced at kπ/M. S. R. Khan et al. [31] proposed a method to compensate all offset, gain, and timing mismatches by combining a statistical model for offset calibration, the reference channel for gain compensation, and a derivative filter together with a fractional delay filter for timing skew elimination. However, the TIADC performance in [31] needed to be further improved. In our recent work [32] , a calibration technique was proposed for all offset, gain, and timing mismatches with preliminary results without detail analysis, hardware validation, and state-of-the-art comparison. Moreover, in [33] , channel deviations were corrected by a similar approach. However, the gain mismatch was calibrated by computing the power ratio between each sub-ADC and the first ADC. Hence, the calibration efficiency needed to be improved, and the hardware validation was not carried out.
Therefore, this work develops an improved all-digital background calibration technique for all offset, gain, and timing mismatches with field programmable gate array (FPGA) hardware validation to further enhance the calibration efficiency in TIADCs and provide a solution for designing high speed ADCs in emerging applications. In the proposed calibration technique, firstly, the offset deviation is calibrated by taking the average of sub-ADC outputs. Next, the gain and timing errors are calibrated by combining a Hadamard transform block and a bandpass derivative filter. Instead of using the ideal differential filter as in [16, 32] , this work proposes to use a bandpass derivative filter to improve the TIADC performance. This filter allows the proposed TIADC to be applied directly in the next generation direct sampling receivers such as software defined radios, broadband satellite receivers, and sub-sampling receivers. In these receivers, the TIADC can sample the band limited signals in the higher Nyquist band (NB). Moreover, by optimizing the adaptation step of the least mean squares (LMS) algorithm, the proposed calibration method can achieve higher performance and convergence speed compared with the previous techniques. The proposed calibration technique is also validated with an FPGA hardware platform.
The rest of this paper is organized as follows. Section 2 presents the proposed fully digital background calibration technique. Simulation and experimental results on FPGA hardware are analyzed and discussed in Section 3. Finally, Section 4 concludes the paper.
Proposed Fully Digital Background Calibration Technique
Consider that the M-channel TIADC model only includes offset mismatch o i , gain mismatch g i , and timing mismatch t i , as shown in Figure 2 . With the band limited input and by ignoring the effect of numerical quantization, the ith channel sub-ADC digital output can be written as:
These outputs are then multiplexed together to produce the overall digital output of TIADC as follows: The proposed calibration technique includes two sequential steps to cope with all three above mentioned mismatches. The first step performs the offset calibration, and the second step calibrates gain and timing mismatches. The proposed calibration technique is illustrated in Figure 3 , where F is the M-order Hadamard matrix with the omitted first row.
Firstly, for the offset calibration, letô i be the estimated value of the offset o i for the ith sub-ADC. To calibrate the offset mismatch, the offset o i of the each individual ADC channel needs to be estimated. With the assumption of the wide sense stationary (WSS) input signal, the expected value of the input signal is zero, i.e., 1
By averaging the output of each sub-ADC over N samples, the estimated offset of the i th sub-ADC is given as:
Once the estimated offset is known, the offset error can be subtracted from the output of each individual ADC to generate the corrected signal as displayed in Figure 3 . Moreover, for gain and timing mismatches' calibration, the two steps of mismatch correction and estimation are required. The TIADC output after offset mismatch calibration is expressed by:
As presented in [16, 32] , the pseudo aliasing signal and its derivative are written as:
x e n = Fy n (5)
x e n = Fy n * h d n where x e [n] and x e [n] are pseudo aliasing signal vectors caused by gain and timing mismatches, respectively; y[n] is the TIADC output. Conventional methods [16, 21] used the ideal derivative filter to determine the derivative of the WSS band limited signal at the first NB. The impulse response of the derivative filter (h d [n]) is expressed as:
Since the ideal derivative filter is effective for the input signal located inside the first NB only, it is not suitable for applications requiring higher NB sampling, i.e., software defined radios, broadband satellite receivers, and sub-sampling receivers. Hence, this work proposes to use another differentiator filter to calculate the derivative of the TIADC output. This filter can work with the input signal at any NB. It is called the bandpass derivative filter, as shown in Figure 4 . It consists of a scaling factor dependent on the NB order (k NB ) and two constant coefficient finite impulse response (FIR) filters including an FIR Hilbert filter h h [n] and an ideal differentiator h d [n]. The impulse response of Hilbert filter can be expressed as:
With a continuous-time WSS bandpass input signal inside the k th NB , its two frequency components must fulfill Shannon sampling conditions as follows:
where f L and f H are the lowest and highest frequencies of the input bandwidth, respectively. To avoid aliasing, the condition (8) must be satisfied. Therefore, the proposed structure uses the Hilbert filter to rotate the signal phase by 90 degrees. The impulse response of the bandpass derivative filter is expressed by:
By substituting h d [n] by h bd [n], Equation (5) is rewritten as:
x e n = Fy n (10)
x e n = Fy n * h bd n
The corrected signal can be calculated as:
in which c g and c t are the coefficient vectors, which can be calculated as:
where g and t are mismatch vectors that contain values g i and t i , respectively. It is noted that the gain and timing errors are defined as the differences from the average, and the total mismatch of each channel is approximately equal to zero. Therefore, for M-channel TIADCs, it is necessary to reconstruct (M − 1) pseudo aliasing signals that cause the gain error and clock skew, respectively. These signals are multiplied by the mismatch coefficient vector and then subtracted from the nonlinear output of TIADC to generate the reconstructed output signalŷ[n] in (11) and as shown in Figure 3 . Obviously, the gain and timing mismatch coefficients, expressed in (12) , are determined by the proposed estimation technique presented in the next part.
The proposed estimation technique is illustrated in Figure 3 . It uses only a bandpass derivative filter as described in Figure 4 and the Hadamard matrix to create the pseudo aliasing signal vector y e n and its derived signal vectorŷ e n . These signal vectors are then correlated with the output of the notch filter. The notch filter is used to eliminate the estimation errorŷ n at kπ/M. Since the offset mismatch is removed in the previous step, the correlator works correctly. The proposed estimation technique uses the least mean squares (LMS) algorithm to define the coefficients of (12) as follows:
c t n =ĉ t n − 1 + µ tŷ n ŷ e n
where µ g and µ t are the adaptation step sizes forĉ g andĉ t , respectively.
Results and Discussion

Simulation Results
To demonstrate the efficiency of the proposed calibration technique, a four channel, 60 dB SNR TIADC clocked at f s = 2.7 GHz with offset, gain, and timing mismatches as presented in Figure 3 was modeled and simulated in MATLAB software. The standard deviations of offset δo, gain δg, and timing δt were 0.07, 0.05, and 0.33 ps, respectively [14] . A 33 tap fixed FIR filter was utilized in the simulations to make the derivative function for both the correction and estimation blocks. To reduce the truncation error, the coefficients of the bandpass derivative filter were determined by multiplying the exact coefficients by the Hanning window. The adaptive steps (µ g and µ t ) of the LMS algorithm were 2 −10 and 2 −11 , respectively. A single tone sinusoidal signal with f in = 0.45 f s was used as an analog input signal.
The simulation results in Figure 5 show that by using the proposed correction technique, the spurs in the output spectrum of TIADC due to three types of channel mismatches were mitigated completely. The TIADC performance was improved significantly. The SNDR after calibration was 59.6 dB, resulting in an improvement of 43.7 dB over the uncompensated output (15.9 dB). Similarly, with the spurious-free dynamic range (SFDR) after calibration being 92.2 dB, an improvement of 74 dB over the uncompensated output (18.2 dB) was achieved. The TIADC output spectrum for multi-tone sinusoidal input signal before and after calibration for three types of channel mismatches is shown in Figure 6 . The fundamental frequencies were 135 MHz, 486 MHz, 780 MHz, and 1094 MHz, respectively. As shown in this figure, the spurs were mitigated completely by employing the proposed technique.
The convergence behavior of the estimated offset, gain, and timing mismatch coefficients is shown in Figure 7a -c, respectively. As can be seen, the estimated offsetô i converged very fast, only after 50 samples. The estimated gainĉ g and timingĉ t coefficients converged after about 10,000 and 9000 samples, respectively. The calibration efficiency depended on the simulated variables such as channel mismatches, the input frequency, and the number of channels. 
Hardware Implementation and Validation
To confirm the effectiveness of the proposed technique, the hardware validation for the calibration method on the FPGA platform was carried out. The FPGA implementation was to validate that the proposed calibration method could be implemented in hardware. The FPGA design and verification flow using hardware co-simulation with MATLAB/Simulink and Xilinx FPGA design tools were utilized in this framework so that a VHDL (Very High Speed Integrated Circuit Hardware Description Language) model of the TIADC was generated from the MATLAB/Simulink model. The hardware architecture of the proposed calibration technique was designed and optimized in terms of fixed point representation characterized by the signal ranges and signal word length optimized by the design tools.
The hardware based verification flow for the proposed technique with the System Generator tool in MATLAB simulation and the Xilinx FPGA in-the-loop (FIL) methodology is shown in Figure 8 . With the TIADC output generated by the computer, both the conventional simulation by MATLAB and the hardware co-simulation with the FPGA board using the FIL methodology were performed. The TIADC output signal included all deviations as described in Section 1 generated by MATLAB 2019a software on the computer. These signals were then loaded into the FPGA board that had the proposed calibration technique embedded through the JTAG USB cable. The results after hardware execution were fed back into the computer for comparison with the simulation results in MATLAB/Simulink. The results included SNDR, SFDR, the output spectrum, and the convergence time. Figure 9 shows the experimental setup for our FPGA implementation consisting of the Xilinx ZYNQ-7000 SoC ZC702 evaluation board, JTAG USB cable, and PC using the FIL method and Xilinx Vivado HL System Edition 2019.1 tool. Figure 9a is the block diagram for the experiments. Figure 9b illustrates the settings and experimental results of the proposed technique in our laboratory. The experimental results on the FPGA based hardware implementation of the proposed method are shown in Figure 10 . The simulation results in Figure 5 and the experimental results in Figure 10 showed good agreement. The performance of TIADC before and after calibration on FPGA hardware implementation was also achieved close to the simulation results. Due to the difference between fixed point and floating point representations, there was still a slight bias in the experimental results.
The convergence behavior of the estimated offset, gain, and timing mismatch coefficients on FPGA hardware is shown in Figure 11a -c, respectively. As can be seen, the estimated offsetô i converged very fast, only after 50 samples. The estimated gainĉ g and timingĉ t coefficients converged after about 8000 and 9000 samples, respectively. These results were identical to the simulation ones, which again showed the good agreement between the MATLAB simulation and the FPGA hardware experimental results of the proposed technique.
More importantly, the FPGA hardware implementation results confirmed that the synthesized circuit operated properly and consumed small hardware resources of the FPGA chip, as shown in Table 1 . Moreover, Table 2 presents the key performance comparison of the proposed calibration with state-of-the-art techniques. It was clear that the proposed calibration technique achieved better performance in terms of the convergence speed, SFDR, and SNDR compared with the previous works. In Table 1 , the maximum clock frequency of 102.7 MHz was achieved for the FPGA implementation due to the technology limitation of the XC7Z020 device. For future work, this proposed calibration method will be implemented with an application specific integrated circuit (ASIC) library to obtain better results. 
Conclusions
An improved all-digital background calibration technique to calibrate all offset, gain, and timing mismatches for TIADCs was presented. In this work, the offset mismatch was corrected by averaging the output samples of each sub-ADC. The gain mismatch and timing skew were compensated by employing the Hadamard transform and a bandpass derivative filter to reconstruct the error signal that was caused by these mismatches. The estimated error signal was subtracted from the output of TIADC to create the corrected one. Simulation and experimental results on FPGA hardware clarified the improvement of the proposed technique in terms of SNDR, SFDR, and convergence time with a little hardware overhead. In our future work, the bandwidth mismatch will be considered to further improve the TIADC performance. Moreover, the fixed point presentational optimization, ASIC synthesis, and chip fabrication for the all-digital background calibration method will be carried out so that it can be applied for next-generation direct sampling receivers. 
