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ALESˇ DRA´PAL†
Let G(◦) and G(∗) be two groups of the finite order n, and let d be the size of the set {(a, b) ∈
G × G; a ◦ b 6= a ∗ b}. Let P and Q be Sylow 2-subgroups of G(◦) and G(∗), respectively. If d is
less than n2/4, then there exists an isomorphism ϑ : P ' Q, and the normalizers of P and Q have
the same order.
c© 2000 Academic Press
We address a problem suggested many years ago by L. Fuchs [8]. We give a full solution of
the problem for 2-groups, and provide some information for other groups.
If G(∗) and G(◦) are two groups on G, then their distance dist(G(◦),G(∗)) is defined as
the number of pairs (a, b) ∈ G×G with a ◦b 6= a ∗b. For a fixed group G(◦) define ν(G(◦))
to be the minimum of dist(G(◦),G(∗)) where G(∗) runs through all groups on G that are not
isomorphic to G(◦). The order of G will be denoted by n, and we shall consider only those
orders n where there are at least two non-isomorphic groups.
By [4], ν(G(◦)) is greater than n2/9. However, this estimate is not sharp enough, and it has
been conjectured [4] that ν(G(◦)) ≥ n2/4 holds in all cases. Examples of G(◦) and G(∗)with
distance equal to n2/4 are abundant [4, 6], and we describe an infinite set of such examples in
Section 8.
Our main goal is to prove that dist(G(◦),G(∗)) < n2/4 yields an isomorphism of the
corresponding Sylow 2-subgroups. In fact, we shall prove more—if 2k divides n, then we
shall construct such a bijection between all 2k-element subgroups of G(◦) and all 2k-element
subgroups of G(∗) that sends a subgroup of G(◦) to an isomorphic subgroup of G(∗).
Such a bijection was constructed in [5] for the case k = 1. As there are more 2-element
subgroups in an elementary-abelian 2-group than in any other group of the same order, the
existence of such a mapping implies ν(E2k ) = 22k−2 for all elementary-abelian groups E2k
with k ≥ 2. However, in this paper we shall not look for invariants that characterize a given
group, but we shall construct the required isomorphism and bijection in an outright manner.
Donovan, Oates-Williams and Praeger [6] were the first who suggested that the subgroup
structure could play an important roˆle when distances are to be determined. The present paper
uses no explicit result of theirs, but its author would like to acknowledge that he was moved
by [6] to consider the interplay of the distance set and the subgroup structure more closely.
The problem of distances was formulated by L. Fuchs both for non-isomorphic and (pos-
sibly) isomorphic groups. Moreover, it has been considered in a strict version (distances of
multiplication tables) and a relaxed version (distances of tables that arise from multiplication
tables by permutations of rows and columns). L. De´nes [1] solved the relaxed version for the
case when isomorphic groups are admitted, and his result has been precised by S. Frische [7]
(see also [2] and [3, p. 315]). The strict version (when isomorphic groups are admitted) was
solved in [4] by A. Dra´pal for n ≥ 51. It does not seem that anybody has considered the
relaxed version of the problem for the case of non-isomorphic groups.
†Partially supported by the Grant Agency of Czech Republic, grant number 201/96/0312.
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This paper is divided into eight sections, and Section 1 contains some easy facts that do not
need the presence of two distinct group operations.
The crucial notion of s-tests appears in Section 2. An s-test is a pair (ϕ, ψ) of mappings
that map some sets L and R to integers in the interval [−s/2, s/2]. The sets L and R have
the same size m, and they are later interpreted as left and right cosets of some subgroup H of
G(◦), with |H | = s and |G : H | = m. The values ϕ(a), a ∈ L , and ψ(b), b ∈ R provide
some measure of structural similarity between G(◦) and G(∗). However, in our approach there
are many ways how these measures can be taken, and thus we deal, in fact, with families of
s-tests. Members of the same family share the same method of measurement and some basic
data.
In fact, there are just two measurement methods—one is developed in Section 4 and one in
Section 5. The former method is based on equivalences ≡σ and σ≡, where σ isomorphically
maps H onto a subgroup K ≤ G(∗). The isomorphism σ has to satisfy some additional
criteria, and each such σ yields a member (ϕσ , ψσ ) of the respective family of s-tests. The
definition of equivalences ≡σ and σ≡ can be found at the beginning of Section 4. If α is a left
coset of H (i.e., α ∈ L), then ϕσ (α) gives the size of the greatest block of ≡σ that is included
in α. However, this size is diminished by s/2 since some formulas look more simple then.
In this paper, H will be always a 2-group. To each 2-group H ≤ G(◦) we shall determine a
unique 2-group K ≤ G(∗) and a unique isomorphism σ : H ' K that satisfy certain criteria.
This is not done directly for an isolated subgroup H , but by an intricate induction process that
is described in Section 7 and proceeds by the order of H . The selection of K is controlled by
the measurement method of Section 5, while the selection of the isomorphism σ is controlled
by the measurement method of Section 4.
The process of selection can be formulated in an abstract way, and that is done in Section 2.
However, to express it abstractly, we need to introduce distance values into the s-test environ-
ment. If A ⊆ L and B ⊆ R, then η(A, B) is defined as the relative number of differences on
the product of ∪(α; α ∈ A) and ∪(β; β ∈ B). Thus η yields values in the interval [0, 1] and
is rightly called a density mapping.
The families of s-tests are called, in fact, η-families of s-tests, indicating in this way that
they are concerned with various properties of the families in which the density mapping is
involved. The properties we expect to be satisfied by an η-family of s-tests are listed as con-
ditions (B), (C), (L) and (R) in Section 2 in an axiomatic way.
In Sections 4 and 5 we prove that the η-families of s-tests which enter the induction process
of Section 7 really satisfy (B) (verification of (C), (L) and (R) is easier and more intertwined
with the induction process). Section 3 supplies some prerequisites for Sections 4 and 5.
In Section 7 the mechanism of Section 2 is invoked several times in order to single out
exactly one s-test from a particular η-family of s-tests. There are some further results that are
needed to show that this s-test really provides us with what is required, and these results are
contained in Section 6.
The last section discusses possible further developments and contains a general example of
non-isomorphic 2-groups with the least possible relative distance.
1. SUBSQUARES OF MULTIPLICATION TABLES
In this section G denotes a finite group, and L(H) and R(H), respectively, denote the set
of left and right cosets of H ≤ G. Thus both L(H) and R(H) contain |G : H | elements.
It is well known (see, e.g., [2]) and easy to prove that any Latin subsquare of the multiplica-
tion table of G is connected to a left and to a right coset of a subgroup of G. More precisely:
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PROPOSITION 1.1. Let α ⊆ G and β ⊆ G be of the same size, say s, and suppose that αβ
contains just s elements. Then there exists a unique subgroup H ≤ G with α ∈ L(H) and
β ∈ R(H).
If H is a subgroup of G, then the sets αβ, α ∈ L(H) and β ∈ R(H), partition G if and only
if H is normal in G. However, we always have:
LEMMA 1.2. Assume S ≤ G, αi ∈ L(S) and βi ∈ R(S), with i ∈ {1, 2}. If α1β1 ∩ α2β2
is non-empty, then its size divides |S|.
PROOF. Choose ui ∈ αi and vi ∈ βi , with i ∈ {1, 2}. Then α1β1 = u1Sv1 and α2β2 =
u2Sv2. Choose w ∈ α1β1 ∩ α2β2 and denote by ei , i ∈ {1, 2}, the element of S with
w = ui eivi . Then ui Svi = ui Seivi = ui Su−1i w, and the size of α1β1 ∩ α2β2 thus equals the
order of u1Su−11 ∩ u2Su−12 . 2
LEMMA 1.3. Assume S < G, αi ∈ L(S) and βi ∈ R(S), with i ∈ {1, 2}. Assume also α1 6=
α2, β1 6= β2, and put α = α1 ∪ α2 and β = β1 ∪ β2. If α1β1 = α2β2 and α1β2 ∩ α2β1 6= ∅,
then α1β2 = α2β1, and there exists a unique subgroup H ≤ G with S < H and α ∈ L(H),
β ∈ R(H).
PROOF. By our assumption, there exist ui ∈ αi , vi ∈ βi , i ∈ {1, 2}, with u1v2 = u2v1.
Define f ∈ S by u1v1 = u2 f v2. To obtain α1β2 = α2β1 we just need to show that u1ev2
belongs to α2β1 = u2Sv1 for every e ∈ S. However, there exists e′ ∈ S such that u1ev2 =
u1u
−1
2 u2ev2 equals u1u
−1
2 u1e
′v1, and hence we have u1ev2 = u1v1v−12 e′v1 = u2 f e′v1 ∈
α2β1. The rest follows from Proposition 1.1. 2
The preceding lemma tells us how subgroups of a double order will be constructed. The
following two statements deal with a construction of an isomorphism for such groups.
LEMMA 1.4. Let σ : S ' T be an isomorphism of groups, and let H and K be groups
with |H : S| = 2 = |K : T |. Suppose that h ∈ H \ S and k ∈ K \ T are such elements
that σ(h−1eh) = k−1σ(e)k holds for all e ∈ S, and define ϑ : H → K by ϑ(e) = σ(e) and
ϑ(he) = kσ(e), for all e ∈ S. Then ϑ(eh) = σ(e)k is also true for all e ∈ S.
PROOF. The equalities ϑ(eh) = ϑ(hh−1eh) = kσ(h−1eh) = kk−1σ(e)k = σ(e)k hold
for every e ∈ S. 2
COROLLARY 1.5. If there exist, in addition, elements h1, h2 ∈ H \ S with σ(h1h2) =
ϑ(h1)ϑ(h2), then ϑ : H → K is an isomorphism.
PROOF. Consider arbitrary e, f ∈ S. We clearly have ϑ(e f ) = ϑ(e)ϑ( f ), ϑ( f · eh) =
σ( f )σ (e)k = ϑ( f ) · ϑ(eh) and ϑ(he · f ) = kσ(e)σ ( f ) = ϑ(he) · ϑ( f ). It remains to show
that ϑ(eh ·h f ) equals ϑ(eh)·ϑ(h f ) = σ(e)·k2 ·σ( f ). Define e1, e2 ∈ S by h = e1h1 = h2e2.
Then ϑ(eh2 f ) = σ(eh2 f ) = σ(ee1)σ (h1h2)σ (e2 f ) = σ(e)ϑ(e1)ϑ(h1)ϑ(h2)ϑ(e2)σ ( f ) =
σ(e) · ϑ(e1h1) · ϑ(h2e2) · σ( f ) = σ(e)k2σ( f ). 2
We end this section with an easy observation.
LEMMA 1.6. Let K and K ′ be subgroups of G, and suppose that α ∈ L(K ) and α′ ∈
L(K ′) have a common element. Then α ∩ α′ ∈ L(K ∩ K ′). In particular, |α ∩ α′| divides
both |K | and |K ′|.
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2. FAMILIES OF TESTS
Throughout this section, L and R will be finite sets of the same size m, s > 0 an even
integer, and η : L × R→ I a (density) mapping into the unit interval I = [0, 1].
If A ⊆ L and B ⊆ R are non-empty, then put
η(A, B) = 1|A| · |B|
∑
(a,b)∈A×B
η(a, b).
By an s-test we shall understand any pair (ϕ, ψ) of mappings
ϕ : L → {−s/2, . . . ,−1, 0, 1, . . . , s/2} and ψ : R→ {−s/2, . . . ,−1, 0, 1, . . . , s/2}.
If T is a family of s-tests, then for every a ∈ L and every b ∈ R put
µT (a) = max{ϕ(a); (ϕ, ψ) ∈ T } and νT (b) = max{ψ(b); (ϕ, ψ) ∈ T }.
The set T will be called an η-family of s-tests, if it is non-empty and satisfies:
sϕ(a)+sψ(b)−4ϕ(a)ψ(b) ≤ s2η(a, b) for all (ϕ, ψ) ∈ T and (a, b) ∈ L×R;
(B)
2(ϕ1(a)+ ϕ2(a)) ≤ s and 2(ψ1(b)+ ψ2(b)) ≤ s
for all (ϕk, ψk) ∈ T and (a, b) ∈ L × R, k ∈ {1, 2}, (ϕ1, ψ1) 6= (ϕ2, ψ2); (C)
4νT (b) < s, b ∈ R, implies 4η(L , b) ≥ 1; and (L)
4µT (a) < s, a ∈ L , implies 4η(a, R) ≥ 1. (R)
PROPOSITION 2.1. Let T be an η-family of s-tests. If 4η(L , R) < 1 is true, then there
exists a unique s-test (ϕ, ψ) ∈ T with
4
∑
a∈L
ϕ(a) > sm.
PROOF. Let us assume 4
∑
a∈L ϕ(a) ≤ sm for all (ϕ, ψ) ∈ T , and consider an ele-
ment b ∈ R. By postulate (L), 4η(L , b) ≥ 1 holds if there is 4νT (b) < s. Suppose that
there exists (ϕ, ψ) ∈ T with 4ψ(b) ≥ s. Then s2mη(L , b) = ∑a∈L s2η(a, b) ≥ (s −
4ψ(b))(
∑
a∈L ϕ(a))+ smψ(b) holds by postulate (B), and s2mη(L , b) ≥ smψ(b)+ sm(s−
4ψ(b))/4 = s2m/4 follows. Hence 4η(L , b) ≥ 1 holds for all b ∈ R, and we obtain
4η(L , R) ≥ 1, a contradiction.
Assume now 4
∑
a∈L ϕk(a) > sm for (ϕk, ψk) ∈ T, k ∈ {1, 2}. Then 2
∑
(ϕ1(a)+ϕ2(a)) >
sm, and 2
∑
(ϕ1(a) + ϕ2(a)) ≤ sm follows from postulate (C) if (ϕ1, ψ1) does not equal
(ϕ2, ψ2). 2
The test structures we consider are left–right symmetric, and hence we not only have a
unique (ϕ, ψ) ∈ T with 4∑ϕ(a) > sm, but also a unique (ϕ′, ψ ′) ∈ T with 4∑ψ ′(b) >
sm. It is natural to ask if (ϕ, ψ) must equal (ϕ′, ψ ′). The answer is yes, but the proof seems
to require some preparation.
Put t0 = [s/4] and t1 = −t0 + s/2. Thus t0 is the greatest integer with 2t0 ≤ s/2, and
δ = t1 − t0 is either 0, or 1.
To simplify notation, write, for a while, ϕˆ(i) and ψˆ(i) in place of |ϕ−1(i)| and |ψ−1(i)|,
respectively, for every (ϕ, ψ) ∈ T and −s/2 ≤ i ≤ s/2.
Let T be an η-family of s-tests.
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LEMMA 2.2. Suppose that (ϕ, ψ) ∈ T satisfies 4∑ϕ(a) > sm. Then
t0∑
i=0
(2i + δ)ϕˆ(t1 + i)+
t0∑
i=−s/2
(2i − s/2)ϕˆ(i) > 0.
PROOF. First note that
∑t0
i=0(2i + δ)ϕˆ(t1 + i) can be also expressed as (
∑s/2
i=t1 2i ϕˆ(i)) −
(s/2)
∑s/2
i=t1 ϕˆ(i), and that the inequality 4
∑
ϕ(a) > sm can be expressed as
∑
2i ϕˆ(i) >
(s/2)
∑
ϕˆ(i). Hence
0 <
t0∑
i=−s/2
2i ϕˆ(i)−
t0∑
i=−s/2
(s/2)ϕˆ(i)+
s/2∑
i=t1
2i ϕˆ(i)−
s/2∑
i=t1
(s/2)ϕˆ(i)
=
t0∑
i=−s/2
(2i − s/2)ϕˆ(i)+
t0∑
i=0
(2i + δ)ϕˆ(t1 + i). 2
LEMMA 2.3. Let (ϕk, ψk) ∈ T , k ∈ {1, 2}, be distinct and suppose that 4∑ϕ1(a) > sm
holds. Then
t0∑
i=0
(2i + δ)ϕˆ1(t1 + i) >
t0∑
i=0
(2i + δ)ϕˆ2(t1 + i).
PROOF. Assume −s/2 ≤ i ≤ s/2 and −s/2 ≤ j ≤ s/2. The size of ϕ−11 (i) ∩ ϕ−12 ( j)
will be denoted by c(i, j). By postulate (C), this integer vanishes when i + j > s/2. Hence
we have
ϕˆ1(i) =
∑
j
c(i, j) =
s/2−i∑
j=−s/2
c(i, j) and ϕˆ2( j) =
∑
i
c(i, j) =
s/2− j∑
i=−s/2
c(i, j).
Now, t0∑
j=0
(2 j + δ)ϕˆ2(t1 + j) =
t0∑
j=0
(2 j + δ)
t0− j∑
i=−s/2
c(i, t1 + j)
≤
t0∑
j=0
t0− j∑
i=−s/2
(2 j + δ)c(i, t1 + j)+
t0∑
j=0
t0− j∑
i=−s/2
2(t0 − i − j)c(i, t1 + j)
=
t0∑
j=0
t0− j∑
i=−s/2
(−2i + s/2)c(i, t1 + j) =
t0∑
i=−s/2
(−2i + s/2)
t0−i∑
j=0
c(i, t1 + j)
≤
t0∑
i=−s/2
(−2i + s/2)
s/2∑
j=−s/2
c(i, j) =
t0∑
i=−s/2
(−2i + s/2)ϕˆ1(i)
<
s/2∑
i=0
(2i + δ)ϕˆ1(t1 + i),
where the last inequality follows from Lemma 2.2. 2
LEMMA 2.4. Let (ϕk, ψk) ∈ T , k ∈ {1, 2}, be distinct, and put Ak = {a ∈ L; ϕk(a) > t0},
Bk = {b ∈ R; ψk(b) > t0}, A0 = L \ (A1 ∪ A2) and B0 = R \ (B1 ∪ B2). Then:
(i) A1 ∩ A2 = ∅ = B1 ∩ B2;
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(ii) 4η(a, b) ≥ 1 holds if a ∈ A1 ∪ A2 and b ∈ B0;
(iii) 4η(A0, R) ≥ 1 holds if 4∑ψ1(b) ≥ sm or 4∑ψ2(b) ≥ sm; and
(iv) 4η(A1∪A2, B1∪B2) ≥ 1+ 4s−2m−2∑i≥0(2i+δ)(ϕˆ1(t1+i)−ϕˆ2(t1+i))·∑i≥0(2i+
δ)(ψˆ2(t1 + i)− ψˆ1(t1 + i)).
PROOF. If a ∈ L , then both ϕ1(a) > t0 and ϕ2(a) > t0 cannot be true by postulate (C).
If a ∈ Ak , k ∈ {1, 2}, and b ∈ B0, then s2η(a, b) ≥ s(ϕk(a) + ψk(b)) − 4ϕk(a)ψk(b) =
sψk(b) + (s − 4ψk(b))ϕk(a) ≥ sψk(b) + (s − 4ψk(b))t1 = st1 + (s − 4t1)ψk(b) ≥ st1 +
(s − 4t1)t0 = s2/4 + δ2 follows from postulate (B) and from ϕk(a) ≥ t1, s ≥ 4ψk(b) and
ψk(b) ≤ t0.
Suppose 4
∑
ψ2(b) ≥ sm and choose a ∈ A0. By postulate (B), s2∑b∈R η(a, b) ≥∑
b∈R(sϕ2(a)+sψ2(b)−4ϕ2(a)ψ2(b)) = smϕ2(a)+(s−4ϕ2(a))
∑
b∈R ψ2(b)≥ smϕ2(a)+
(s − 4ϕ2(a))sm/4 = s2m/4. Hence 4η(a, R) ≥ 1 takes place, and 4η(A0, R) ≥ 1 holds as
well. 2
It remains to prove (iv). Let j and q be integers with 1−δ ≤ j ≤ t0 and 1−δ ≤ q ≤ t0, and
consider all ak ∈ Ak , bk′ ∈ Bk′ , k, k′ ∈ {1, 2}, with ϕk(ak) = t1 + j and ψk′(bk′) = t1 + q .
We shall apply postulate (B) to obtain estimates of s2η(ak, bk′) for all k, k′ ∈ {1, 2}.
If k = k′, then s2η(ak, bk) ≥ s(2t1 + j + q)− 4(t1 + j)(t1 + q) = (2st1 − 4t21 )− 4 jq −
( j + q)(4t1 − s) = s2/4− δ2 − 2δ( j + q)− 4 jq = s2/4− (2 j + δ)(2q + δ).
To estimate s2η(a1, b2)we shall use both (ϕ1, ψ1) and (ϕ2, ψ2). First we find s2η(a1, b2) ≥
s(t1+ j +ψ1(b2))− 4(t1+ j)ψ1(b2) = s(t1+ j)−ψ1(b2)(4t1+ 4 j − s). Now, 4t1+ 4 j − s
is non-negative, and ψ1(b2)+ ψ2(b2) = ψ1(b2)+ t1 + q ≤ t1 + t0 = s/2, by postulate (C).
Hence ψ1(b2) ≤ t0 − q , and we obtain s2η(a1, b2) ≥ s(t1 + j) − (t0 − q)(4t1 + 4 j − s) =
s(t1+ t0)−4t0t1+4 jq+ ( j−q)(s−4t0)+4q(t1− t0) = s2/4+δ2+4 jq+2δ( j−q)+4δq .
Proceeding in a symmetric way with respect to (ϕ2, ψ2), we find s2η(a1, b2) ≥ s(t1 + q +
ϕ2(a1))−4(t1+q)ϕ2(a1) ≥ s2/4+ δ2+4 jq+2δ(q− j)+4δ j . By averaging both estimates
we finally have s2η(a1, b2) ≥ s2/4 + (2 j + δ)(2q + δ). Due to the left–right symmetry,
s2η(a2, b1) ≥ s2/4+ (2 j + δ)(2q + δ) holds as well.
Put M = (ϕ−11 (t1 + j) ∪ ϕ−12 (t1 + j))× (ψ−11 (t1 + q) ∪ ψ−12 (t1 + q)). By adding up the
preceding estimates, we obtain
s2
∑
(a,b)∈M
η(a, b) ≥ (s2/4)(ϕˆ1(t1 + j)+ ϕˆ2(t1 + j))(ψˆ1(t1 + q)+ ψˆ2(t1 + q))
+ (2 j + δ)(2q + δ)(ϕˆ1(t1 + j)ψˆ2(t1 + q)+ ϕˆ2(t1 + j)ψˆ1(t1 + q)
− ϕˆ1(t1 + j)ψˆ1(t1 + q)− ϕˆ2(t1 + j)ψˆ2(t1 + q)).
Put N = (A1 ∪ A2) × (B1 ∪ B2). By summing over all j and q with 1 − δ ≤ j ≤ t0 and
1− δ ≤ q ≤ t0 we find
s2
∑
(a,b)∈N
η(a, b) ≥ (s2/4)|A1 ∪ A2| · |B1 ∪ B2|
+
∑
(2 j + δ)(ϕˆ1(t1 + j)− ϕˆ2(t1 + j)) ·
∑
(2q + δ)(ψˆ2(t1 + q)− ψˆ1(t1 + q)).
Thanks to the vanishing effect of the zero multiplication, the ranges of j and q can be uni-
formly adjusted to 0 ≤ j ≤ t0 and 0 ≤ q ≤ t0. The rest is clear, as (|A1∪ A2| · |B1∪ B2|)−1 ≥
m−2.
Distances of groups 307
PROPOSITION 2.5. Let T be an η-family of s-tests with 4η(L , R) < 1. Then there exists
(ϕ, ψ) ∈ T such that
4
∑
a∈L
ϕ(a) > sm and 4
∑
b∈R
ψ(b) > sm.
Moreover, if (ϕ′, ψ ′) ∈ T is another s-test, then
4
∑
a∈L
ϕ′(a) ≤ sm and 4
∑
b∈R
ψ ′(b) ≤ sm.
PROOF. Let (ϕ1, ψ1) ∈ T be the unique s-test with 4∑ϕ1(a) > sm, and (ϕ2, ψ2) ∈ T
the unique s-test with 4
∑
ψ2(b) > sm. Assume (ϕ1, ψ1) 6= (ϕ2, ψ2) and define Ak and
Bk , 0 ≤ k ≤ 2, in the same way as in Lemma 2.4. By Lemma 2.3, ∑i≥0(2i + δ)(ϕˆ1(t1 +
i) − ϕˆ2(t1 + i)) is a positive integer, and ∑i≥0(2i + δ)(ψˆ2(t1 + i) − ψˆ1(t1 + i)) is positive
by the symmetric version of this lemma. Hence, by Lemma 2.4(iv), there exists c > 0 with
4η(A1 ∪ A2, B1 ∪ B2) ≥ 1 + c. The inequality 4∑ϕ1(a) > sm implies A1 6= ∅, and
4
∑
ψ2(b) > sm yields B2 6= ∅. Furthermore, 4η(A0, R) ≥ 1 holds by Lemma 2.4(iii), and
4η(A1 ∪ A2, B0) ≥ 1 holds by Lemma 2.4(ii). It follows 4η(L , R) > 1, a contradiction. 2
We shall finish this section by a few observations that ease verification of postulate (L), and
by an easy, but important existential corollary of inequalities that are guaranteed by Proposi-
tion 2.5.
LEMMA 2.6. Let (ϕ, ψ) be an s-test that satisfies postulate (B), and let b ∈ R be such that
either:
(1) 4ψ(b) = s, or
(2) 4ψ(b) < s and 4∑ϕ(a) ≥ sm, or
(3) 4ψ(b) > s and 4∑ϕ(a) ≤ sm.
Then 4η(L , b) ≥ 1 takes place.
PROOF. Inequalities ms2η(L , b) = s2∑a∈L η(a, b) ≥ msψ(b)+ (s − 4ψ(b))∑ϕ(a) ≥
msψ(b)+ (s − 4ψ(b))(sm/4) = ms2/4 are satisfied under any of the above assumptions. 2
LEMMA 2.7. If b ∈ R is such that 4η(a, b) ≥ 1 holds for every a ∈ L, then 4η(L , b) ≥ 1.
LEMMA 2.8. Let (ϕ, ψ) be an s-test that fulfils postulate (B), and satisfies inequalities
4
∑
a∈L ϕ(a) ≥ sm and 4
∑
b∈R ψ(b) ≥ sm. If 4η(L , R) < 1 holds, then there exists a pair
(a, b) ∈ L × R with 4ϕ(a) > s, 4ψ(b) > s and 4η(a, b) < 1.
PROOF. The assumption 4η(L , R) < 1 implies the existence of b ∈ R with 4η(L , b) < 1.
By Lemma 2.6, such an element b satisfies 4ψ(b) > s. The inequality 4η(L , b) < 1 also
yields the existence of an element a ∈ L with 4η(a, b) < 1. By postulate (B), s2η(a, b) +
(2ϕ(a)−s/2)(2ψ(b)−s/2) > s2/4 holds, and therefore, since s2η(a, b) < s2/4 and 2ψ(b) >
s/2 are true, we obtain 2ϕ(a) > s/2. 2
3. LATIN SQUARES
A Latin square of order s > 0 usually means a table of s columns and s rows, in which
every column and every row contain all integers 1, . . . , s. Here we shall take a more relaxed
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approach, and allow rows, columns and values to be formed by any s-element set, say α, β and
γ , respectively. The Latin square Q is then a mapping Q : α×β → γ such that x 7→ Q(a, x)
and y 7→ Q(y, b) is a bijection for all a ∈ α and b ∈ β. Instead of Q(a, b) we shall also write
a · b or ab.
A (Latin) subsquare of a Latin square Q : α×β → γ is every Latin square Q′ : α′×β ′→
γ ′ such that α′, β ′ and γ ′ are subsets of α, β and γ , respectively, and Q′(a, b) = Q(a, b) for
all (a, b) ∈ α′ × β ′. A subsquare is fully determined by its row set α′ and its column set β ′,
and we talk about a subsquare on α′ × β ′.
Every group G (and, in fact, every quasi-group Q) can be regarded as a Latin square in the
sense of the above. If S ≤ G, α ∈ L(S) and β ∈ R(S), then G has a Latin subsquare on α×β
and, by Proposition 1.1, all Latin subsquares of G are of this form.
It turns out that many of inequalities needed for estimates concerning subsquares of groups
are true for general Latin squares, and this section presents some of these results.
There are two functions in three real variables that will often come up in our estimates. We
shall denote them by F0 and F1. Both of them depend on the choice of a fixed integer s.
Put F0(x, y, z) = s(y+z)−2xy and F1(x, y, z) = x(s−2y−2z)+2sy+2sz−2yz−s2/2.
Note that F1(x, y, z) = (s− x)(2(y+ z)− s)−2yz+ s2/2 and F1(x, y, z) = F0(x, y, z)+
(s − 2z)(x + y − s/2).
LEMMA 3.1. Suppose s ≥ 2z. Then F1(x, y, z) ≥ F0(x, y, z) holds if and only if 2(x +
y) ≥ s.
Put F(x, y, z) = max{F0(x, y, z), F0(x, z, y), F1(x, y, z)}.
LEMMA 3.2. Assume 0 ≤ y ≤ z ≤ s/2, and put f (x) = F(x, y, z) with 0 ≤ x ≤ s.
Then f (x) = F0(x, y, z) if 0 ≤ x ≤ s/2 − y, and f (x) = F1(x, y, z) if s/2 − y ≤ x ≤ s.
Furthermore, if s ≤ 2(y + z) takes place, then f is decreasing on the interval [0, s], and if
2(y + z) ≤ s holds, then f attains its minimum at s/2− y, is decreasing on [0, s/2− y] and
increasing on [s/2− y, s].
COROLLARY 3.3. Assume 0 ≤ y ≤ s/2, 0 ≤ z ≤ s/2 and 0 ≤ x ≤ s. If s ≤ 2(y+ z), then
F(x, y, z) ≥ max{s(y − z), s(z − y), s2/2 − 2yz}, and if s ≥ 2(y + z), then F(x, y, z) ≥
max {sz + 2y2, sy + 2z2}.
PROPOSITION 3.4. Let Q : α × β → γ be a Latin square of order s > 0, and let W ⊆ γ
consist of x elements. Furthermore, let A ⊆ α and B ⊆ β be sets of size a + s/2 and
b + s/2, respectively. Put C = C0 ∪ C1 ∪ C2, where C0 = {(u, v) ∈ A × B; uv /∈ W },
C1 = {(u, v) ∈ A × (β \ B); uv ∈ W } and C2 = {(u, v) ∈ (α \ A)× B; uv ∈ W }. Then C
has at least F(x, a, b) elements.
PROOF. Let us have b ≥ a. Each w ∈ γ \W appears in A×β exactly |A| times, and hence
it appears in A × B at least |A| − (s − |B|) = a + b times. Therefore C0 contains at least
(s − x)(a + b) elements.
Each w ∈ W appears in (α \ A)× B at least (s−|A|)− (s−|B|) = b− a times, and hence
C0 ∪ C2 has at least (s − x)(a + b)+ x(b − a) = F0(x, a, b) elements.
To obtain the other estimate, first set C3 = {(u, v) ∈ (α \ A) × (β \ B); uv ∈ W }. Then
|C2| + |C3| = x(s − |A|) = x(s/2 − a), |C1| + |C3| = x(s − |B|) = x(s/2 − b) and
2|C3| ≤ 2(s − |A|)(s − |B|) = s2/2− s(a + b)+ 2ab yield |C2| + |C1| ≥ x(s − b − a)−
s2/2+ s(a+b)−2ab. Therefore |C | ≥ (s− x)(a+b)+ x(s−b−a)− s2/2+ s(a+b)−2ab
= F1(x, a, b). 2
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LEMMA 3.5. Let Q : α × β → γ be a Latin square of order s > 0, and let W ⊆ γ
consist of x elements. Let B ⊆ β be a set of size s/2 + b and let λ be an equivalence on α
such that each of its blocks has at most s/2 + a elements. Suppose that C ⊆ α × β and ,
a ≥  ≥ −s/2, satisfy:
(1) u ∈ A, A a block of λ, v ∈ B, (u, v) /∈ C, u · v ∈ W H⇒ |A| ≤  + s/2; and
(2) ui ∈ α, vi ∈ B, (ui , vi ) /∈ C, i ∈ {1, 2}, u1 · v1 = u2 · v2 H⇒ (u1, u2) ∈ λ.
Then C has at least s(b − a)+ x(a − ) elements.
PROOF. Choose w ∈ α · β. There are s/2 + b pairs (u, v) ∈ α × B with u · v = w and,
by (2), those of them that are not in C (if there are any at all) have u in one block of λ. Thus
we obtain at least b −  pairs in C , if w ∈ W , and at least b − a pairs in C , if w /∈ W . By
addition we obtain x(b − )+ (s − x)(b − a) = s(b − a)+ x(a − ) pairs. 2
4. COSETS AND ISOMORPHISMS
Let G(◦) and G(∗) be two groups on the same set, and let 1◦ and 1∗ be the respective unit
elements. If H ≤ G(◦) and K ≤ G(∗) are subgroups, then the left and right cosets will be
denoted by L◦(H), R◦(H), L∗(K ) and R∗(K ), respectively.
If A ⊆ G and B ⊆ G are two sets, then the size of {(a, b) ∈ A × B; a ◦ b 6= a ∗ b} will be
denoted by d(A, B).
The aim of this section is to develop a general framework for a situation when σ is an
isomorphism of S ≤ G(◦) onto T ≤ G(∗). The existence of such an isomorphism will be
assumed throughout the section, and the common order of S and T will be denoted by s.
LEMMA 4.1. Let u, v ∈ G and h, h1, h2 ∈ S be such that
u ◦ h = u ∗ σ(h) = v ◦ h1 = v ∗ σ(h1) and v ◦ h2 = v ∗ σ(h2).
Then there exists k ∈ S with u ◦ k = u ∗ σ(k) = v ◦ h2 = v ∗ σ(h2).
PROOF. Put k = h◦h′1◦h2, where h1◦h′1 = 1◦. Then u◦k = u◦h◦h′1◦h2 = v◦h1◦h′1◦h2 =
v ◦ h2 = v ∗ σ(h2) = v ∗ σ(h1) ∗ σ(h′1) ∗ σ(h2) = u ∗ σ(h) ∗ σ(h′1) ∗ σ(h2) = u ∗ σ(k). 2
For w1, w2 ∈ G put w1 ≡σ w2 if there exist u ∈ G and h1, h2 ∈ S with
w1 = u ◦ h1 = u ∗ σ(h1) and w2 = u ◦ h2 = u ∗ σ(h2).
PROPOSITION 4.2. The relation ≡σ is an equivalence on G. Moreover, if u ∈ G and
Su = {h ∈ S; u ◦ h = u ∗ σ(h)}, then u ◦ Su = u ∗ σ(Su) is the block of ≡σ that contains u.
PROOF. The reflexivity of ≡σ follows from u ◦ 1◦ = u = u ∗ 1∗. The relation is symmetric
by the definition, and the transitivity follows from Lemma 4.1.
Denote by A the block of ≡σ that contains u. The inclusion u ◦ Su ⊆ A is clear. For
every w ∈ A there exist v ∈ G and h1, h2 ∈ S such that u = v ◦ h1 = v ∗ σ(h1) and
w = v ◦ h2 = v ∗ σ(h2). Set h = 1◦ and apply Lemma 4.1. Then k belongs to Su and w to
u ◦ Su . 2
COROLLARY 4.3. Let A ⊆ G be a block of ≡σ and u ∈ A. If both α ∈ L◦(S) and
α′ ∈ L∗(T ) contain u, then A ⊆ α ∩ α′.
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The left–right symmetry yields the equivalence σ≡, where w1 σ≡ w2 if there exist u ∈ G
and h1, h2 ∈ S with w1 = h1 ◦ u = σ(h1) ∗ u and w2 = h2 ◦ u = σ(h2) ∗ u.
PROPOSITION 4.4. Assume α ∈ L◦(S) and β ∈ R◦(S), and suppose that u ∈ α, v ∈ β
and w ∈ α ◦ β are such that w = u ◦ v = u ∗ v. Furthermore, suppose that u′ ∈ α and v′ ∈ β
are such that w = u′ ◦ v′ holds as well.
(i) If u ≡σ u′ and v σ≡ v′, then u′ ∗ v′ = w;
(ii) if u ≡σ u′ and v σ 6≡ v′, then u′ ∗ v′ 6= w; and
(iii) if u 6≡σ u′ and v σ≡ v′, then u′ ∗ v′ 6= w.
PROOF. There exist h, k ∈ S with u′ = u ◦ h and v′ = k ◦ v, and u′ ◦ v′ = w = u ◦ v
implies h ◦k = 1◦. The element w can be thus expressed as (u ∗σ(h))∗ (σ (k)∗v). If u ∗σ(h)
equals u ◦ h = u′, then w = u′ ∗ v′ clearly holds if and only if v′ equals σ(k) ∗ v, which is
equivalent, by Proposition 4.2, to v σ≡ v′. 2
For every α ∈ L◦(S) define ϕσ (α) so that ϕσ (α) + s/2 is the size of the greatest block of
≡σ that is contained in α. Similarly, ψσ (β)+ s/2, β ∈ R◦(S), is the size of the greatest block
of σ≡ that is contained in β.
Let A ⊆ α be a block of ≡σ with ϕσ (α) + s/2 elements. It is clear that A is determined
uniquely if ϕσ (α) is positive. On the other hand, if ϕσ (α) ≤ 0 holds, then there can exist
distinct blocks A1 and A2 with ϕσ (α)+ s/2 elements.
LEMMA 4.5. Let Ai ⊆ α, α ∈ L◦(S), i ∈ {1, 2}, be two distinct blocks of size ai + s/2.
Then a1 + a2 ≤ 0 always holds, and a1 > 0 implies a2 < 0.
LEMMA 4.6. Assume α ∈ L◦(S) and β ∈ R◦(S). Then d(α, β) ≥ s(ψσ (β)− ϕσ (α)).
PROOF. Let B be a block of σ≡ with ψσ (β) + s/2 elements, and let A be a block of ≡σ
with ϕσ (α)+ s/2 elements. It is enough to show that for any w ∈ α ◦ β, the |B|-element set
W = {(u, v) ∈ α × B; u ◦ v = w} contains at least |B| − |A| pairs (u, v) with w 6= u ∗ v.
This is clear if u ∗ v 6= w holds for all (u, v) ∈ W , and we can thus assume that the set
W ′ = {(u, v) ∈ W ; u ∗ v = w} is non-empty. By Proposition 4.4, there exists a class Aw of
≡σ such that u is in Aw for all (u, v) ∈ W ′. The set W ′ thus has at most |Aw| elements, and
|W \W ′| ≥ |B| − |Aw| ≥ |B| − |A| = ψσ (β)− ϕσ (α) follows. 2
Consider α ∈ L◦(S), β ∈ R◦(S), A ⊆ α a block of ≡σ and B ⊆ β a block of σ≡. Suppose
also that A is of size ϕσ (α) + s/2 and B is of size ψσ (β) + s/2. Propositions 3.4 and 4.4
immediately yield d(α, β) ≥ F(x, ϕσ (α), ψσ (β)), where x is the size of W = {w ∈ A ◦ B;
there exist (u, v) ∈ A × B with w = u ◦ v = u ∗ v}. This estimate will be used mostly in the
case when ϕσ (α) and ψσ (β) are positive (then both A and B are uniquely determined), and
we record it as
LEMMA 4.7. Let A ⊆ α ∈ L◦(S) and B ⊆ β ∈ R◦(S) be blocks of ≡σ and σ ≡, with
sizes ϕσ (α) + s/2 and ψσ (β) + s/2, respectively, and let W = {u ◦ v; u ∈ A, v ∈ B and
u ◦ v = u ∗ v}. Then d(α, β) ≥ F(|W |, ϕσ (α), ψσ (β)).
LEMMA 4.8. Assume s/2 ≥ b ≥ s/4, s/2 ≥ a ≥ 0 and s ≥ x ≥ 0. Then F(x, a, b) ≥
s(a + b)− 4ab.
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PROOF. The inequality F0(x, a, b) = s(a+b)−2xa ≥ s(a+b)−4ab is satisfied if a = 0,
or if a > 0 and 2b ≥ x . Thus it suffices to show that F1(x, a, b) ≥ s(a+b)−4ab is true when
x ≥ 2b ≥ s/2 and a > 0. This means that we need to verify x(s − 2(a + b)) + s(a + b) ≥
s2/2−2ab for all x , s ≥ x ≥ 2b. If s ≤ 2(a+b), then x(s−2(a+b))+s(a+b) ≥ s2−s(a+b)
is greater than or equal to s2/2−2ab because (s−2a)(s−2b) ≥ 0. Assume s > 2(a+b). Then
x(s−2(a+b))+s(a+b) ≥ 2b(s−2(a+b))+s(a+b) = 3bs−4b2−4ba+sa is greater than
or equal to s2/2−2ab if inequalities sa ≥ 2ab and 4b2−3bs+s2/2 = (2b−s/2)(2b−s) ≤ 0
are true. However, both inequalities immediately follow from our assumptions. 2
LEMMA 4.9. Assume α ∈ L◦(S) and β ∈ R◦(S). If ϕσ (α) ≤ 0 or ψσ (β) ≤ 0 or ϕσ (α) ≥
s/4 or ψσ (β) ≥ s/4 are satisfied, then d(α, β) ≥ s(ϕσ (α)+ ψσ (β))− 4ϕσ (α)ψσ (β).
PROOF. Assume ϕσ (α) = a ≤ b = ψσ (β). If a ≤ 0, then d(α, β) ≥ s(b − a) ≥
s(a + b)− 4ab by Lemma 4.6, and if b ≥ s/4 and a ≥ 0, then d(α, β) ≥ s(a + b)− 4ab by
Lemmas 4.7 and 4.8. 2
The preceding lemma is not completely satisfactory, as to employ the machinery of test
families we need to know that the inequality d(α, β) ≥ s(ϕσ (α) + ψσ (β)) − 4ϕσ (α)ψσ (β)
holds for all values ϕσ (α) and ψσ (β). The missing cases will be supplied by an induction
argument, which uses the following arithmetical lemma.
LEMMA 4.10. Let ai ≥ ei and bi ≥ fi be real numbers, i ∈ {1, 2}, and put a = a1 + a2,
b = b1 + b2, e = e1 + e2 and f = f1 + f2. Let s > 0 be a real number with s ≥ 2e, s ≥ 2 f ,
s ≥ 2ai and s ≥ 2bi , i ∈ {1, 2}, and suppose that ai > ei implies ai + ei ≤ 0, and bi > fi
implies bi + fi ≤ 0, for both i ∈ {1, 2}. Then
2s(e + f )− 4e f ≤ 2s(a + b)− 4ab.
PROOF. If a1 = e1 and a2 = e2, then a + e ≤ s by s ≥ 2e. If a1 > e1, then a + e ≤
2a2 + a1 + e1 ≤ 2a2 ≤ s by the other assumptions. Thus we see that a + e ≤ s always holds.
Put x = a − e ≥ 0 and y = b − f ≥ 0. Our aim is to verify
2xy ≤ sx + sy − 2ey − 2 f x = (s − 2e)y + (s − 2 f )x .
This will be true when xy ≤ (s − 2e)y and xy ≤ (s − 2 f )x are satisfied. Let us verify, for
example, the former inequality. In fact, it has been already proved, as x ≤ s−2e is equivalent
to a + e ≤ s. 2
PROPOSITION 4.11. Let S be of order s = 2k , k ≥ 1 an integer. Then
d(α, β) ≥ s(ϕσ (α)+ ψσ (β))− 4ϕσ (α)ψσ (β)
holds for all α ∈ L◦(S) and β ∈ R◦(S).
PROOF. Put s j = 2 j , 0 ≤ j ≤ k, and choose S j ≤ S so that |S j | = s j and S j−1 < S j ,
1 ≤ j ≤ k. Put T j = σ(S j ), and denote by σ j the restriction of σ to S j . We shall prove, by
induction on j , 1 ≤ j ≤ k, that
d(α j , β j ) ≥ s j (ϕσ j (α j )+ ψσ j (β j ))− 4ϕσ j (α j )ψσ j (β j )
holds for every α j ∈ L◦(S j ) and β j ∈ R◦(S j ).
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Put e = ϕσ j (α j ) and f = ψσ j (β j ), and assume e ≤ f . If e ≤ 0 or f ≥ s j/4 are true, then
the inequality holds by Lemma 4.9. If j = 1, then e ∈ {0, 1}, and hence one of these cases
always applies. So let us assume k ≥ j > 1, 2e ≤ s j−1 and 2 f ≤ s j−1.
Then there exist α′i ∈ L◦(S j−1) and β ′i ∈ R◦(S j−1), i ∈ {1, 2}, such that α j = α′1 ∪ α′2 and
β j = β ′1 ∪ β ′2. For i ∈ {1, 2} put ai = ϕσ j−1(α′i ), bi = ψσ j−1(β ′i ), ei = |A ∩ α′i | − s j−1/2
and fi = |B ∩ β ′i | − s j−1/2, where A ⊆ α j is a block of ≡σ j with e + s j−1 elements,
and B ⊆ β j is a block of σ j ≡ with f + s j−1 elements. Finally, denote a1 + a2 by a, and
b1 + b2 by b. As A ∩ α′i is a block of ≡σ j−1 , we have ei ≤ ai , i ∈ {1, 2}, and ei < ai
implies ei + ai ≤ 0 by Lemma 4.5. Similar relations hold for fi and bi , and we see that the
assumptions of Lemma 4.10 are satisfied (with s j−1 in place of s). We obtain
s j (e + f )− 4e f ≤ s j (a + b)− 4ab =
2∑
i=1
2∑
i ′=1
s j−1(ai + bi ′)− 4ai bi ′ .
By the induction hypothesis, the latter sum is ≤∑2i=1∑2i ′=1 d(α′i , β ′i ′) = d(α j , β j ), and we
are done. 2
5. COSETS AND SUBGROUPS
Throughout this section S ≤ G(◦) and T ≤ G(∗) will again be subgroups of order s, and
σ : S ' T their isomorphism. We shall assume that d(α0, β0) ≥ s(ϕσ (α0) + ψσ (β0)) −
4ϕσ (α0)ψσ (β0) holds for all α0 ∈ L◦(S) and β0 ∈ R◦(S). By Proposition 4.11, this assump-
tion is fulfilled whenever s is a power of two.
We shall also assume that H ≤ G(◦) and K ≤ G(∗) are subgroups of order 2s, with S < H
and T < K . Every α ∈ L◦(H) (or β ∈ R◦(H)) can be expressed as α1 ∪ α2 (or β1 ∪ β2) with
αi ∈ L◦(S), i ∈ {1, 2}, and α1 ∩ α2 = ∅ (or βi ∈ R◦(S), i ∈ {1, 2}, and β1 ∩ β2 = ∅).
Similar decompositions can also be made for the cosets of K , of course.
Define ϕK (α) to be the maximum of |A1| + |A2| − s, where Ai ⊆ αi , i ∈ {1, 2}, are either
empty or blocks of ≡σ , and such that there exists α′ ∈ L∗(K ) with A1 ∪ A2 ⊆ α′.
Similarly, define ψK (β) to be the maximum of |B1| + |B2| − s, where Bi ⊆ βi , i ∈ {1, 2},
are either empty or blocks of σ≡, and such that there exists β ′ ∈ R∗(K ) with B1 ∪ B2 ⊆ β ′.
Some properties of ϕK (α) are clear:
LEMMA 5.1. (i) −s < ϕσ (αi )− s/2 ≤ ϕK (α) ≤ ϕσ (α1)+ ϕσ (α2) ≤ s, i ∈ {1, 2};
(ii) if ϕK (α) ≥ 0, then ϕσ (α1) ≥ 0 or ϕσ (α2) ≥ 0, and if ϕK (α) > 0, then ϕσ (α1) > 0 or
ϕσ (α2) > 0; and
(iii) if ϕK (α) ≥ s/2, then ϕK (α) = ϕσ (α1)+ ϕσ (α2).
In the following lemmas α ∈ L◦(H), αi ∈ L◦(S), β ∈ R◦(H) and βi ∈ R◦(S), i ∈ {1, 2},
are always as above.
LEMMA 5.2. d(α, β) ≥ 2s(ψK (β)− ϕK (α)).
PROOF. By the definition of ψK (β), there exist sets B1 ⊆ β1 and B2 ⊆ β2 such that
|B1| + |B2| − s = ψK (β), B1 ∪ B2 ⊆ β ′ for some β ′ ∈ R∗(K ), and each Bi , i ∈ {1, 2}, is
either empty or a block of σ≡.
Choose w ∈ α ◦β and put W = {(u, v) ∈ α× (B1 ∪ B2); u ◦ v = u ∗ v = w}. Suppose that
W is non-empty. There exists only one coset α′ ∈ L∗(K ) with w ∈ α′ ∗ β ′, and hence u ∈ α′
holds for all (u, v) ∈ W . Let (u, v) ∈ W and (u′, v′) ∈ W be such that u and u′ belong to the
same left coset of S (i.e., either to α1 or to α2). Then there exists i ∈ {1, 2} with {v, v′} ⊆ Bi ,
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and hence v σ≡ v′ holds. Now, u ≡σ u′ follows from Proposition 4.4, and we see that W has
at most s+ϕK (α) elements. Thus there are at least |B1∪B2|−(s+ϕK (α)) = ψK (β)−ϕK (α)
pairs (u, v) ∈ α × (B1 ∪ B2) with u ◦ v = w 6= u ∗ v, and the rest follows from the fact that
there are 2s choices for the element w. 2
LEMMA 5.3. If ϕK (α) = ϕσ (α1)+ϕσ (α2) andψK (β) = ψσ (β1)+ψσ (β2), then d(α, β) ≥
2s(ϕK (α)+ ψK (β))− 4ϕK (α)ψK (β).
PROOF. Use
∑2
i=1
∑2
j=1 s(ϕσ (αi )+ψσ (β j ))− 4ϕσ (αi )ψσ (β j ) ≤
∑2
i=1
∑2
j=1 d(αi , β j )= d(α, β). 2
LEMMA 5.4. If ϕK (α) ≤ s/2 and ψK (β) ≤ s/2, then d(α, β) ≥ 2s(ϕK (α) + ψK (β)) −
4ϕK (α)ψK (β).
PROOF. Put ai = ϕσ (αi ), ei = |Ai | − s/2, bi = ψσ (βi ) and fi = |Bi | − s/2, where
i ∈ {1, 2}, and take Ai and Bi from the definition of ϕK (α) and ψK (β), respectively. The rest
follows from Lemma 4.10. 2
LEMMA 5.5. Assume ϕK (α) ≤ ψK (β). If ϕK (α) ≤ 0 or ψK (β) ≤ s/2 or ϕK (α) ≥ s/2 is
true, then d(α, β) ≥ 2s(ϕK (α)+ ψK (β))− 4ϕK (α)ψK (β).
PROOF. If ϕK (α) ≤ 0, then −2sϕK (α) ≥ 2sϕK (α) − 4ϕK (α)ψK (β) holds, and hence
Lemma 5.2 can be used. Lemma 5.4 yields the case ψK (β) ≤ s/2, and for ϕK (α) ≥ s/2 the
inequality follows from Lemmas 5.1(iii) and 5.3. 2
The case of 0 < ϕK (α) < s/2 and s/2 < ψK (β) ≤ s requires a little more atten-
tion, and we shall need several lemmas to solve it. We can assume ϕσ (α1) ≥ ϕσ (α2). By
Lemma 5.1, ψK (β) equals ψσ (β1)+ψσ (β2), and ϕσ (α1) is positive. By Lemma 5.3, only the
case ϕK (α) < ϕσ (α1)+ ϕσ (α2) needs to be considered.
Let Ai and Bi , i ∈ {1, 2}, be of the same meaning as in the above definition of ϕK (α) and
ψK (β). Put a = ϕK (α), b = ψK (β), ai = ϕσ (αi ) and bi = ψσ (βi ), and note that the equality
ψK (β) = ψσ (β1)+ ψσ (β2) implies bi + s/2 = |Bi |, i ∈ {1, 2}.
Let j ∈ {1, 2} be such that  = |A j | − s/2 is different from a j . The existence of such j
follows from ϕK (α) < ϕσ (α1) + ϕσ (α2). By Lemma 4.5, a j +  ≤ 0 always holds, and the
case j = 1 would imply a ≤ a2 +  ≤ a1 +  ≤ 0, a contradiction.
We thus have |A2| =  + s/2, |A1| = a1 + s/2,  ≤ −a2,  < a2,  < 0, a = a1 + ,
0 < a < s/2 and 0 < a1 ≤ s/2. We also have b = b1 + b2, s/2 < b ≤ s and 0 < bi ≤ s/2,
for both i ∈ {1, 2}.
Denote by β ′i , i ∈ {1, 2}, those right cosets of T (∗) that contain Bi , and recall that β ′ =
β ′1∪β ′2 is a right coset of K (∗). Similarly, let α′1 be the left coset of T (∗) that contains A1. Then
there exists a unique α′ ∈ L∗(K ) with α′1 ⊆ α′. Because α′1 is uniquely determined, the coset
α′ is uniquely determined as well, and there exists a unique α′2 ∈ L∗(T ) with α′ = α′1 ∪ α′2.
For a while, denote by λ the restriction of ≡σ to α2. Then s/2 +  equals the size of the
greatest block of λ that is contained in α2 ∩ α′, and the sizes of blocks of λ are, in general,
restricted by s/2+ a2 > s/2+ .
For i ∈ {1, 2} set Wi = {w ∈ A1◦Bi ; there exist u ∈ A1 and v ∈ Bi withw = u◦v = u∗v},
and denote by xi its size. Clearly, 0 ≤ xi ≤ s, i ∈ {1, 2}.
LEMMA 5.6. Let w ∈ W2, u ∈ α2 and v ∈ B1 be such that u ∗ v = w. Then u belongs to
α2 ∩ α′2 ⊆ α2 ∩ α′.
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PROOF. We havew = u′◦v′ = u′∗v′ for some u′ ∈ A1 ⊆ α′1 and v′ ∈ B2 ⊆ β ′2. Therefore
w = u ∗ v belongs to α′1 ∗ β ′2 = α′2 ∗ β ′1, and v ∈ β ′1 thus gives u ∈ α′2. 2
LEMMA 5.7. d(α2, β1) ≥ s(b1 − a2) + x2(a2 − ) ≥ s(b1 + ) − 2x2 and d(α2, β2) ≥
s(b2 − a2)+ x1(a2 − ) ≥ s(b2 + )− 2x1.
PROOF. Let us prove, for example, the former inequality. Put C = {(u, v) ∈ α2 × β1;
u ◦ v 6= u ∗ v}. We shall make two observations. (1) If A is a block of λ, u ∈ A, v ∈ B1 and
u ◦ v = u ∗ v ∈ W2, then Lemma 5.6 gives A ⊆ α2 ∩ α′, and hence A has at most s/2 + 
elements. (2) If ui ∈ α2, vi ∈ B1, ui ◦ vi = ui ∗ vi = wi , i ∈ {1, 2}, and w1 = w2, then
(u1, u2) ∈ λ by Proposition 4.4.
We have verified that C satisfies the assumptions of Lemma 3.5, and hence d(α2, β1) = |C |
is greater than or equal to s(b1 − a2)+ x2(a2 − ) = sb1 − x2 − a2(s − x2) ≥ sb1 − x2 +
(s − x2) = s(b1 + )− 2x2. 2
Now put x = x1 + x2. Summing up the estimates of Lemma 5.7 we obtain d(α2, β) ≥
s(b + 2) − 2x. As a1 = ϕσ (α1) and bi = ψσ (βi ), i ∈ {1, 2}, we also have d(α1, β) ≥
s(b + 2a1) − 4ba1. We shall now distinguish two cases and assume first x ≥ 2b. Since  is
negative, our assumption yields d(α2, β) ≥ s(b + 2) − 4b, and d(α, β) ≥ s(2b + 2a1 +
2)− 4b(a1 + ) = 2s(b + a)− 4ba follows.
The value d(α1, β) can be also estimated by
∑
F0(xi , a1, bi ) = s(b + 2a1) − 2a1x ≤
d(α1, β). If x < 2b holds, then d(α, β) ≥ s(2b+2a1+2)−2x(+a1) = 2s(b+a)−2xa >
2s(b + a)− 4ba.
Thus d(α, β) ≥ 2s(b + a) − 4ba is always true, and with respect to Lemma 5.5 we can
state:
PROPOSITION 5.8. Let S ≤ G(◦) and T ≤ G(∗) be subgroups of order s and σ : S ' T
an isomorphism. Suppose that d(α0, β0) ≥ s(ϕσ (α0)+ ψσ (β0))− 4ϕσ (α0)ψσ (β0) holds for
all α0 ∈ L◦(S) and β0 ∈ R◦(S). If H ≤ G(◦) and K ≤ G(∗) are subgroups of order 2s with
S < H and T < K , then
d(α, β) ≥ 2s(ϕK (α)+ ψK (β))− 4ϕK (α)ψK (β)
holds for all α ∈ L◦(H) and β ∈ R◦(H).
6. AN ARITHMETICAL LEMMA WITH AN APPLICATION
In this section ai , b j and xi, j , with i, j ∈ {1, 2}, will be real numbers such that 0 ≤ ai ≤
s/2, 0 ≤ b j ≤ s/2 and 0 ≤ xi, j ≤ s, where s > 0 is fixed. We shall assume ∑ xi, j ≤ 3s,
a1 + a2 ≥ s/2 and b1 + b2 ≥ s/2, and put fi, j = F(xi, j , ai , b j ).
Our goal is to prove
∑ fi, j ≥ s2. We shall start from the contrary and assume∑ fi, j < s2.
Put a = a1 + a2, b = b1 + b2, mi, j = min{ai , b j } and Mi, j = max{ai , b j }.
As we assume 2a ≥ s and 2b ≥ s, we also have a + b ≥ s.
LEMMA 6.1. We have 2(a1 + b1) ≥ s or 2(a2 + b2) ≥ s, and also 2(a1 + b2) ≥ s or
2(a2 + b1) ≥ s.
PROOF. Suppose 2(a1 + b1) < s and 2(a2 + b2) < s. The sum gives 2(a + b) < 2s, a
contradiction. The other case is similar. 2
LEMMA 6.2. There exists at most one pair (i, j) with i, j ∈ {1, 2} and 2(ai + b j ) < s.
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PROOF. Suppose that there are at least two such pairs. Because of symmetry between a
and b, and between indices 1 and 2, we can, with respect to Lemma 6.1, consider just the case
s > 2(a1 + b2) and s > 2(a2 + b2). Then Corollary 3.3 gives f1,2 + f2,2 ≥ s(a1 + a2) = sa,
and it also gives, by Lemma 6.1, f1,1+ f2,1 ≥ s2−2b1a. The inequality sa ≥ 2b1a is clearly
true, and
∑ fi, j ≥ s2 follows. 2
LEMMA 6.3. Assume 2(a2 + b2) < s. Then M2,2 < m1,1.
PROOF. By Corollary 3.3, f2,2 ≥ s M2,2, and fi, j ≥ s2/2 − 2ai b j for (i, j) 6= (2, 2).
Hence
∑ fi, j ≥ s2 + (s2/2− 2a2b1 − 2a1b2)+ (s M2,2 − 2a1b1), and 2(a2 + b2) < s yields
2a2b1 + 2a1b2 ≤ 2M1,1(a2 + b2) ≤ s2/2. As M2,2 ≥ m1,1 gives s M2,2 ≥ 2a1b1, we see that
in such a case
∑ fi, j ≥ s2 takes place. 2
LEMMA 6.4. Suppose that a2 + b2 = min{ai + b j ; 1 ≤ i, j ≤ 2} and x2,2 = s/2− m2,2.
Then
∑ fi, j ≥ s2.
PROOF. By our assumption, f2,2 is equal to s M2,2+2m22,2. The inequality a1+b2 ≤ a2+b1
can be assumed without loss of generality, and a2+b1 ≤ a1+b1 follows from a2+b2 ≤ a1+
b2. With respect to Lemmas 3.2 and 6.2 we see that the function
∑
(i, j)6=(2,2) F1(xi, j , ai , b j ),
with variables x1,1, x1,2 and x2,1 subjected to the restriction x1,1+ x1,2+ x2,1 ≤ 5s/2+m2,2,
attains a minimum for x1,1 = s = x2,1 and x1,2 = s/2 + m2,2. This gives ∑ fi, j ≥ s2 −
2a1b1−2a2b1+ s M2,2+2m22,2+ s(a1+b2)+m2,2s−2m2,2(a1+b2)−2a1b2 = s2+a1(s−
2b1)+b2(s−2a1)+s(M2,2−a2)+a2(s−2b1)+m2,2(s−2(a1+b2−m2,2)) ≥ s2+m2,2(s−
2(a1+b2−m2,2)). Thus we just need to verify s ≥ 2(a1+b2−m2,2). This is clear if b2 = m2,2.
However, the case a2 = m2,2 is clear as well, because a1+b2−m2,2 ≤ a2+b1−m2,2 follows
from the assumed inequality. 2
LEMMA 6.5. Suppose that a2 + b2 = min{ai + b j ; 1 ≤ i, j ≤ 2}. Then x1,2 + x2,2 > s
and x2,1 + x2,2 > s.
PROOF. It is enough to prove just the former inequality. Suppose x1,2 + x2,2 ≤ s. By
Lemma 6.2, s ≤ 2(ai + b1) for both i ∈ {1, 2}. Corollary 3.3 therefore gives f1,1 + f2,1 ≥
s2 − 2ab1. We have assumed a1 ≥ a2, and hence also m1,2 ≥ m2,2 is true. The function∑
F0(xi,2,mi,2,Mi,2) with the restriction x1,2+ x2,2 ≤ s attains a minimum for x2,2 = 0 and
x1,2 = s, and therefore f1,2+ f2,2 ≥ s(a1+ b2)− 2a1b2+ s(a2+ b2) ≥ sa+ 2b2s− 2m1,2s.
We have received
∑ fi, j ≥ s2 + a(s − 2b1)+ 2s(b2 − m1,2) ≥ s2. 2
We shall now make the final steps. Without loss of generality a2 + b2 = min{ai + b j ;
1 ≤ i, j ≤ 2} and a2 = m2,2 can be assumed.
Let us first consider the case x2,2 < s/2 − a2. Define δ ≥ 0 so that x2,2 + δ = s/2 − a2.
By Lemma 6.5, there is x2,1 − δ ≥ s/2 + a2, and 2a2 ≥ 2(b1 + a2) − s together with
Lemma 3.2 imply F(x2,2, a2, b2) + F(x2,1, a2, b1) = F0(x2,2, a2, b2) + F1(x2,1, a2, b1) ≥
F0(x2,2 + δ, a2, b2) + F1(x2,1 − δ, a2, b1) = F1(s/2 − a2, a2, b2) + F1(x2,1 − δ, a2, b1) =
F(s/2 − a2, a2, b2) + F(x2,1 − δ, a2, b1). The inequality ∑ fi, j ≥ s2 now follows from
Lemma 6.4.
The case x2,2 ≥ s/2 − a2 will be treated similarly. For i, j ∈ {1, 2}, (i, j) 6= (2, 2), first
find δi, j ≥ 0 such that xi, j + δi, j ≤ s and x2,2 − δ = s/2− a2, where δ = δ1,2 + δ2,1 + δ1,1.
The existence of such δi, j follows from
∑
xi, j ≤ 3s and s/2 ≥ a2. Now, s − 2(a2 + b2) ≥
s − 2(ai + b j ) and s − 2(a2 + b2) ≥ −2mi, j for all i, j ∈ {1, 2}, and hence Lemma 3.2 gives∑
F(xi, j , ai , b j ) ≥ F(x2,2 − δ, a2, b2)+∑(i, j)6=(2,2) F(xi, j + δi, j , ai , b j ), and this is ≥ s2
by Lemma 6.4.
We have proved:
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LEMMA 6.6. If ai , b j and xi, j , where i, j ∈ {1, 2}, satisfy 0 ≤ ai ≤ s/2, 0 ≤ b j ≤ s/2
and 0 ≤ xi, j ≤ s, and if ∑ xi, j ≤ 3s, a1 + a2 ≥ s/2 and b1 + b2 ≥ s/2 are true, then∑
F(xi, j , ai , b j ) ≥ s2.
PROPOSITION 6.7. Suppose that S ≤ G(◦) and T ≤ G(∗) are subgroups of order s, and
σ : S ' T is their isomorphism. Furthermore, suppose that H ≤ G(◦) is a subgroup of
order 2s, with S < H, and that α = α1 ∪ α2, β = β1 ∪ β2 are left and right cosets of H,
respectively, with αi ∈ L◦(S) and βi ∈ R◦(S), i ∈ {1, 2}. If a = ϕσ (α1) + ϕσ (α2) ≥ s/2,
b = ψσ (β1) + ψσ (β2) ≥ s/2 and d(α, β) < s2 are true, then there exists a subgroup
K ≤ G(∗) of order 2s with a = ϕK (α) and b = ψK (β).
PROOF. Put ai = ϕσ (αi ), i ∈ {1, 2}, and let Ai ⊆ αi be the block of ≡σ with ai + s/2
elements. Define b j , j ∈ {1, 2}, and B j ⊆ β j in a similar way. There exist unique cosets
α′i ∈ L∗(T ) and β ′j ∈ R∗(T ) with Ai ⊆ α′i and B j ⊆ β ′j . We shall construct the subgroup K
in such a way that α′ = α′1∪α′2 ∈ L∗(K ) and β ′ = β ′1∪β ′2 ∈ R∗(K ). Put Wi, j = {w ∈ αi ◦β j ;
there exist ui ∈ Ai and v j ∈ B j with w = ui ◦ v j = ui ∗ v j }, and denote |Wi, j | by xi, j .
Furthermore, put fi, j = F(xi, j , ai , b j ), and note that Lemmas 4.7 and 6.6 together imply∑
xi, j > 3s.
Thus we can assume 2(x1,1+ x2,2) > 3s without loss of generality. We have W1,1∪W2,2 ⊆
α1◦β1 = α2◦β2, and hence W1,1 ∩ W2,2 contains more than s/2 elements. Now, W1,1 ∩ W2,2
is also contained in (α′1 ∗ β ′1) ∩ (α′2 ∗ β ′2), and Lemma 1.2 yields α′1 ∗ β ′1 = α′2 ∗ β ′2.
The inequalities
∑
xi, j > 3s and x1,1 + x2,2 ≤ 2s give x1,2 + x2,1 > s, and because
W1,2 ∪ W2,1 is contained in α1 ◦ β2 = α2 ◦ β1, we see that W1,2 ∩ W2,1 is non-empty.
However, then (α′1 ∗ β ′2) ∩ (α′2 ∗ β ′1) is non-empty as well, and Lemma 1.3 yields α′1 ∗ β ′2 =
α′2 ∗ β ′1. Moreover, Lemma 1.3 guarantees the existence of K ≤ G(∗) with α′ ∈ L∗(K ) and
β ′ ∈ R∗(K ). 2
Proposition 6.7 can in fact, be strengthened in the following way:
PROPOSITION 6.8. Suppose that H ≤ G(◦) and K ≤ G(∗) are subgroups of an order
2s that contain, respectively, subgroups S and T of the order s. Let σ : S ' T be an iso-
morphism, and let α ∈ L◦(H) and β ∈ R◦(H) be cosets with a = ϕK (α) ≥ s/2 and
b = ψK (β) ≥ s/2. If d(α, β) < s2 is true, then there exists an isomorphism ϑ : H ' K with
a = ϕϑ (α) and b = ψϑ (β), and such that ϑ extends σ .
PROOF. Our starting situation is the resulting situation of Proposition 6.7. We can thus
retain all notation from Proposition 6.7, and Lemma 6.6 again gives
∑
xi, j > 3s. Let us
assume, for a change, that 2(x1,2 + x2,1) > 3s takes place.
Then W = W1,2 ∩ W2,1 has at least x1,2 + x2,1 − s > s/2 elements.
Choose ui ∈ Ai , vi ∈ Bi , i ∈ {1, 2}, in such a way that u1 ◦ v2 = u2 ◦ v1 = w ∈ W is true.
Then u1 ∗ v2 = u2 ∗ v1 by Proposition 4.4, and there exist uniquely determined h, h′ ∈ H \ S
and k, k′ ∈ K \ T that satisfy u1 ◦ h ◦ v1 = w, u1 ◦ h = u2, h ◦ v1 = v2, u1 ∗ k ∗ v1 = w,
u1 ∗ k = u2, k ∗ v1 = v2, h ◦ h′ = 1◦ and k ∗ k′ = 1∗.
Put C = {e ∈ S; u1 ◦ e ◦ v2 ∈ W }. As e 7→ u1 ◦ e ◦ v2 is a bijection C → W , we are sure
to have 2|C | > s.
Consider e ∈ C and put z = u1◦e◦v2. By the definition of W there exist ei ∈ S and fi ∈ S,
i ∈ {1, 2}, with ui ◦ei ∈ Ai , fi ◦vi ∈ Bi and (u1◦e1)◦( f2◦v2) = z = (u2◦e2)◦( f1◦v1). Then
e1 ◦ f2 equals e, and u2 = u1 ◦h with v1 = h′ ◦v2 imply e2 ◦ f1 = h′ ◦e◦h. Now, ui ◦ei ∈ Ai ,
fi ◦ vi ∈ Bi , i ∈ {1, 2}, and z ∈ W yield, by Proposition 4.4, z = u1 ∗ σ(e1) ∗ σ( f2) ∗ v2 =
u1 ∗ σ(e) ∗ v2 = u2 ∗ σ(e2) ∗ σ( f1) ∗ v1. From u2 = u1 ∗ k and v1 = k′ ∗ v2 we receive
σ(e2 ◦ f1) = k′ ∗σ(e)∗ k, and this means that σ(h′ ◦ e ◦h) = k′ ∗σ(e)∗ k holds for all e ∈ C .
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The mappings e 7→ σ(h′ ◦ e ◦ h) and e 7→ k′ ∗ σ(e) ∗ k are thus two isomorphisms that
coincide on more than half of the elements of S, and hence they are equal. We have proved
σ(h′ ◦ e ◦ h) = k′ ∗ σ(e) ∗ k for all e ∈ S. (1)
We shall now utilize the non-empty intersection of W1,1 and W2,2. Choose z ∈ W1,1 ∩ W2,2
and find u′i ∈ Ai and v′i ∈ Bi , i ∈ {1, 2}, with u′1 ◦ v′1 = z = u′2 ◦ v′2. Then Proposition 4.4
gives u′1 ∗ v′1 = z = u′2 ∗ v′2, and there exist ei ∈ S, fi ∈ S, i ∈ {1, 2}, with u′i = ui ◦ ei
and v′i = fi ◦ vi . The equalities u′i = ui ∗ σ(ei ) and v′i = σ( fi ) ∗ vi hold as well, and
we receive z = u1 ◦ e1 ◦ f1 ◦ v1 = u2 ◦ e2 ◦ f2 ◦ v2 = u1 ◦ h ◦ e2 ◦ f2 ◦ h ◦ v1 and
z = u1 ∗ σ(e1) ∗ σ( f1) ∗ v1 = u2 ∗ σ(e2) ∗ σ( f2) ∗ v2 = u1 ∗ k ∗ σ(e2) ∗ σ( f2) ∗ k ∗ v1. If we
set h1 = h ◦ e2, h2 = f2 ◦ h, k1 = k ∗ σ(e2) and k2 = σ( f2) ∗ k, then the preceding equations
imply
σ(h1 ◦ h2) = k1 ∗ k2. (2)
Now define ϑ : H → K in such a way that ϑ(e) = σ(e) and ϑ(h ◦ e) = k ∗ σ(e) for every
e ∈ S. By Lemma 1.4 and Corollary 1.5, the mapping ϑ is an isomorphism of groups. The
rest is clear. 2
7. THE INDUCTION
We shall now apply the machinery of test families to chains of subgroups.
If H is a subgroup of G(◦), then ηH denotes the density mapping ηH : L◦(H)× R◦(H)→
[0, 1], (α, β) 7→ d(α, β)|H |−2.
Fix a chain of subgroups S0 < S1 < · · · < Sk ≤ G(◦), |Sr | = 2r for every r , 0 ≤ r ≤ k,
and assume 4d(G,G) < n2.
Write ηr in place of ηSr , 0 ≤ r ≤ s, and put sr = 2r .
Our goal is to construct a chain of subgroups T0 < T1 < · · · < Tk ≤ G(∗) and isomor-
phisms σr : Sr ' Tr , 0 ≤ r ≤ k, such that conditions (I1)–(I4) take place for every r ,
1 ≤ r ≤ k.
(I1) 4 ∑
α∈L◦(Sr )
ϕσr (α) > n and 4
∑
β∈R◦(Sr )
ψσr (β) > n.
(I2) Let 6r be the set of all isomorphisms σ : Sr ' Tr that extend σr−1.
Then {(ϕσ , ψσ ); σ ∈ 6r } is an ηr -family of sr -tests.
(I3) Let Er−1 be the set of all subgroups K ≤ G(∗) with Tr−1 < K and
|K : Tr−1| = 2. Then {(ϕK , ψK ); K ∈ Er−1} is an ηr -family of sr -tests.
(I4) 4 ∑
α∈L◦(Sr )
ϕTr (α) > n and 4
∑
β∈R◦(Sr )
ψTr (β) > n.
To state (I3) precisely, we must relate ϕK and ψK , K ∈ Er−1, to such an isomorphism
σ : S ' T and to such a group H ≤ G(◦) that S < H and T < K are of index 2,
respectively. However, it is clear from the context that our choices are S = Sr−1, T = Tr−1,
H = Sr and σ = σr−1. The same choices are also used in (I4).
LEMMA 7.1. Let us have 0 ≤ r < k. Suppose that for every r ′, 1 ≤ r ′ ≤ r , isomorphisms
σr ′ : Sr ′ ' Tr ′ are determined, and conditions (I1) and (I2) are satisfied. Then (I3) holds for
r + 1.
PROOF. The set Er is non-empty by elementary properties of finite groups. We have to
verify postulates (B), (C), (L) and (R), but (R) can be dropped by reasons of symmetry.
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Put S = Sr , T = Tr , H = Sr+1, σ = σr and s = sr . We wish to show that {(ϕK , ψK ); K ∈
Er } is a family of 2s-tests. Consider K ∈ Er . If r = 0, then H is necessarily isomorphic to K ,
and postulate (B) follows immediately from Proposition 4.11. If r ≥ 1, then one obtains (B)
from Propositions 4.11 and 5.8.
To verify (C), start from the contrary and suppose that ϕK (α) + ϕK ′(α) > s holds for
some K , K ′ ∈ Er and α ∈ L◦(H). By the definition of ϕK , there exist γ ∈ L∗(K ) and
γ ′ ∈ L∗(K ′) with |α ∩ γ | ≥ s + ϕK (α) and |α ∩ γ ′| ≥ s + ϕK ′(α). We obtain |γ ∩ γ ′| ≥
|(γ ∩ α) ∩ (γ ′ ∩ α)| ≥ |γ ∩ α| + |γ ′ ∩ α| − |(γ ∩ α) ∪ (γ ′ ∩ α)| > s, and K = K ′
follows from Lemma 1.6.
To prove (L) we have to show 2d(G, β) ≥ ns for every β ∈ R◦(H) with ψK (β) < s/2 for
all K ∈ Er .
First assume that r = 0. Then ψK (β) ∈ {0, 1}, and the condition ψK (β) < s/2 = 1/2
means that β is never a right coset of a 2-element subgroup. Then Proposition 1.1 yields
d(α, β) ≥ 1 for all α ∈ L◦(H), and d(G, β) ≥ n/2 follows from Lemma 2.7.
Let us now have r ≥ 1, and let β = β1 ∪ β2, with βi ∈ R◦(S), i ∈ {1, 2}. Put bi = ϕσ (βi )
and b = b1 + b2. Proceeding like in the proof of Lemma 2.6, we obtain d(G, β) ≥ nb+ (s −
2b)
∑
α0∈L◦(S) 2ϕσ (α0), as d(α0, β) ≥ s(2ϕσ (α0)+ b)− 4ϕσ (α0)b holds for all α0 ∈ L◦(S)
by the induction assumption and postulate (B). However, ∑α0∈L◦(S) 2ϕσ (α0) > n/2 by (I1),
and hence s ≥ 2b yields d(G, β) ≥ nb + (s − 2b)n/2 = sn/2.
Suppose now 2b > s. By Lemma 2.7, we can assume d(α, β) < s2 for some α ∈ L◦(H).
Let α = α1 ∪ α2, where αi ∈ L◦(S), i ∈ {1, 2}, and put ai = ϕσ (αi ) and a = a1 + a2.
Postulate (B), when applied to (ϕσ , ψσ ), gives d(α, β) ≥ 2s(a+b)−4ab = 2b(s−2a)+2sa.
From s ≥ 2a it follows that d(α, β) > s(s − 2a)+ 2sa = s2, and hence we have 2a > s.
Now, Proposition 6.7 guarantees the existence of a group K ∈ Er with b = ψK (β). How-
ever, ψK (β) > s/2 contradicts our assumption on β, and the proof of (L) is finished. 2
LEMMA 7.2. Let us have 0 ≤ r < k. Suppose that for every r ′, 1 ≤ r ′ ≤ r , isomor-
phisms σr ′ : Sr ′ ' Tr ′ are determined, and conditions (I1) and (I2) are satisfied. (Hence, by
Lemma 7.1, condition (I3) holds for r + 1.) Then there exists unique K ∈ Er such that
4
∑
α∈L◦(Sr )
ϕK (α) > n and 4
∑
β∈R◦(Sr )
ψK (β) > n
are true. Moreover,
4
∑
α∈L◦(Sr )
ϕK ′(α) ≤ n and 4
∑
β∈R◦(Sr )
ψK ′(β) ≤ n
hold for every K ′ ∈ Er , K ′ 6= K .
Put 6 = {ϑ : Sr+1 ' K ; ϑ extends σr }. Then {(ϕϑ , ψϑ ); ϑ ∈ 6} is an ηr+1-family of
2sr -tests.
PROOF. The existence of K ∈ Er that satisfies the required inequalities, and the properties
of K ′ ∈ Er , K ′ 6= K , follow from Proposition 2.5, as (I3) is true.
Our next goal is to show that 6 is non-empty. We shall keep the notation introduced in the
proof of Lemma 7.1. By Lemma 2.8, there exist α ∈ L◦(K ) and β ∈ R◦(K ) with
2ϕK (α) > s, 2ψK (β) > s and s2 > d(α, β).
The existence of an isomorphism ϑ ∈ 6 therefore follows from Proposition 6.8.
Thus 6 is really non-empty, and we have to verify (B), (C) and (L). However, (B) follows
directly from Proposition 4.11.
Distances of groups 319
Consider ϑ, ϑ ′ ∈ 6, and α ∈ L◦(H), and let A ⊆ α and A′ ⊆ α be blocks of ≡ϑ and ≡ϑ ′
with s+ϕϑ (α) and s+ϕϑ ′(α) elements, respectively. Express α as α1 ∪α2, with αi ∈ L◦(S),
i ∈ {1, 2}, and put Ai = A ∩ αi and A′i = A′ ∩ αi . Both ϑ and ϑ ′ extend σ , and hence both
Ai and A′i are blocks of ≡σ .
Let us now assume ϕϑ (α) + ϕϑ ′(α) > s. This means |A| + |A′| > 3s, and we see that
both A1 ∩ A′1 and A2 ∩ A′2 are non-empty. Intersecting blocks of ≡σ are identical, and
hence Ai equals A′i for both i ∈ {1, 2}. Therefore A coincides with A′. Choose u ∈ A and
put U = {h ∈ H ; u ◦ h ∈ A}. As A = A′, we have u ∗ ϑ(h) = u ◦ h = u ∗ ϑ ′(h) for all
h ∈ U , and hence ϑ and ϑ ′ coincide on |A| > 3s/2 > s elements. Thus ϑ equals ϑ ′, and 6
satisfies (C).
To prove (L), we have to show 2d(G, β) ≥ ns for every coset β ∈ R◦(H) that satisfies
ψϑ (β) < s/2 for all ϑ ∈ 6.
Start from the contrary and assume 2d(G, β) < ns and ψϑ (β) < s/2 for all ϑ ∈ 6. If
ψM (β) < s/2 holds for all M ∈ Er , then (I3) yields 2d(G, β) ≥ ns when (L) is applied
to Er . Thus there exists M ∈ Er with ψM (β) ≥ s/2. The case ψM (β) = s/2 is covered by
Lemma 2.6(1), and hence ψM (β) > s/2.
If M 6= K , then 4∑ϕM (α) ≤ n follows from the first part of the lemma, and Lemma 2.6(3)
gives 2d(G, β) ≥ ns again. Hence M equals K and, by Lemma 2.7, there exists α ∈ L◦(H)
with d(α, β) < s2. Assume ϕK (α) ≤ s/2. Then postulate (B) implies d(α, β) ≥ 2ψK (β)(s−
2ϕK (α))+ 2sϕK (α) ≥ s(s − 2ϕK (α))+ 2sϕK (α) = s2, and we see that
2ϕK (α) > s, 2ψK (β) > s and s2 > d(α, β)
must be true. However, then Proposition 6.8 yields an isomorphism ϑ : H ' K , ϑ ∈ 6,
with ψϑ (β) = ψK (β) > s/2, and this contradicts the assumption on β. The proof of (L) is
finished. 2
PROPOSITION 7.3. There exist groups T0 < T1 < · · · < Tr ≤ G(∗) and isomorphisms
σr : Sr ' Tr , 1 ≤ r ≤ k, such that (I1), (I2), (I3) and (I4) hold for all r , 1 ≤ r ≤ k.
PROOF. Consider r , 0 ≤ r < k, and suppose that for every r ′, 1 ≤ r ′ ≤ r , the isomorphism
σr ′ : Sr ′ ' Tr ′ exists, and conditions (I1) and (I2) are satisfied. Note that nothing is assumed,
in fact, if r is 0.
Condition (I3) for r+1 follows from Lemma 7.1, and hence the assumptions of Lemma 7.2
are satisfied. Put Tr+1 = K , where K ∈ Er is the same group as in Lemma 7.2. We see that
(I4) holds for r+1, and that the set6 from Lemma 7.2 coincides with the set6r+1 from (I2).
Thus (I2) holds for r+1, and the existence of σr+1 fulfilling (I1) follows from Proposition 2.5
when it is applied to 6r+1. 2
THEOREM 7.4. Suppose that G(◦) and G(∗) are two finite groups of order n and that the
set {(a, b) ∈ G × G; a ◦ b 6= a ∗ b} has less than n2/4 elements. Then for every 2-group
H ≤ G(◦) there exists exactly one element in the set {(σ, K ); σ : H ' K and K ≤ G(∗)}
with ∑
α∈L◦(H)
ϕσ (α) > n/4 and
∑
β∈R◦(H)
ψσ (β) > n/4.
Denote this element by (σH , K H ). If (σ ′, K ′) is another element of the set, then the inequali-
ties ∑
α∈L◦(H)
ϕσ ′(α) ≤ n/4 and
∑
β∈R◦(H)
ψσ ′(β) ≤ n/4
are satisfied.
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The mapping H 7→ K H sends 2-subgroups of G(◦) onto 2-subgroups of G(∗) in a bijective
way. If H ≤ H ′ ≤ G(◦) holds, then K H ≤ K H ′ ≤ G(∗) holds as well, and the isomorphism
σH ′ extends the isomorphism σH .
PROOF. The existence of (σH , K H ) follows from Proposition 7.3. To obtain the unique-
ness, note first that for the case H ≤ H ′ ≤ G(◦), K ≤ K ′ ≤ G(∗), σ ′ : H ′ ' K ′,
σ ′(H) = K and 4∑α∈L◦(H ′) ϕσ ′(α) > n one also has 4∑α∈L◦(H) ϕσ (α) > n, where σ
denotes the restriction of σ ′ to H → K . The uniqueness of (σH , K H ) now follows from (I2)
by an easy induction on the order of H .
The mapping H 7→ K H must be injective, as otherwise we would obtain a contradiction
with the first part of the proof, while the roˆles of G(◦) and G(∗) can be switched. For the
same reason, there exists a corresponding injective mapping of 2-subgroups of G(∗) to the set
of 2-subgroups of G(◦), and the two mappings are mutually inverse. 2
COROLLARY 7.5. Suppose that G(◦) and G(∗) are two finite groups of order n and that
the set {(a, b) ∈ G × G; a ◦ b 6= a ∗ b} has less than n2/4 elements. Then G(◦) and G(∗)
have the same number of Sylow 2-subgroups, and these subgroups are isomorphic.
COROLLARY 7.6. Suppose that G(◦) and G(∗) are two finite groups of order 2n and that
the set {(a, b) ∈ G×G; a ◦b 6= a ∗b} has less than 22n−2 elements. Then G(◦) is isomorphic
to G(∗).
8. EXAMPLES AND PROBLEMS
Say that groups G(◦) and G(∗) can be positioned in the distance d if there exist groups
G1(◦) ' G(◦) and G1(∗) ' G(∗) with dist(G1(◦),G1(∗)) = d . It is clear that one may
require G1(◦) = G(◦) or G1(∗) = G(∗), as any possible mutual position can be (up to a
common isomorphism) obtained by just renaming elements of one of the groups, say G(∗).
PROPOSITION 8.1. Let G(◦) and G(∗) be non-isomorphic groups of a finite order n, and
let H be their common subgroup of index 2. Suppose that a ∈ G \ H induces the same
automorphism of H in both G(◦) and G(∗). Then G(◦) and G(∗) can be positioned in the
distance n2/4.
PROOF. Rename elements of G(∗) so that a ◦ h = a ∗ h holds for all h ∈ H , and consider
Lemma 1.4 with H in the place of both S and T , and with the identity in the place of σ . Then
ϑ : G(◦) → G(∗) is also identity, and we see that u ◦ v = u ∗ v holds whenever u ∈ H or
v ∈ H . By Corollary 1.5, u ◦ v 6= u ∗ v is true whenever either u or v is in H . 2
The above proposition covers many known cases of pairs of groups with the distance equal
to one-quarter of the square of their order—for example C2m×C2 versus C4m , m ≥ 1, or Q2k
versus D2k , k ≥ 3. The proposition gives a sufficient condition, not a necessary one.
The precise characterization of those pairs of finite groups that can be positioned in the
distance of one-quarter of the square of their order seems to be an interesting problem. Once it
is solved, one might be able to decide if for any finite 2-groups G(◦) and G(∗), |G| = n, there
exists a chain of groups G0, . . . ,Gk such that all these groups are defined on G, G0 ' G(◦),
Gk ' G(∗) and dist(Gi−1,Gi ) = n2/4, 1 ≤ i ≤ n.
The obvious way of how to generalize the results in this paper is to apply a similar method
to p-groups, p an odd prime. Research in this direction has been only partly successful up to
now, and there are obstacles remaining even for the case p = 3.
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There are also some problems concerning this paper more directly. Note that our results
together with Sylow theorems imply that the normalizers of Sylow 2-subgroups in G(◦) and
G(∗) have the same order, if dist(G(◦),G(∗)) < n2/4 is true, |G| = n. It is conjectured,
that if, in such a situation, two 2-groups, which are subgroups of G(◦) and G(∗), respec-
tively, are connected by the correspondence described in Theorem 7.4, then the orders of their
normalizers within G(◦) and G(∗), respectively, are the same.
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