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Introducción Ante la necesidad de formación del futuro profesional en re-
lación a principios de estadística y probabilidad, la presente 
cartilla apunta a una introducción general de la estadística, 
aborda inicialmente conceptos fundamentales de la misma, 
tales como la clasificación de la estadística en estadística des-
criptiva y estadística inferencial, conceptos asociados a pobla-
ción, muestra y variables estadísticas. El desarrollo de la carti-
lla luego se adentra en temas relacionados con organización 
y presentación de datos, enmarcados en el área de la estadís-
tica descriptiva, específicamente si se trata las distribuciones 
de frecuencia apoyados en ejemplos.
Las distribuciones de frecuencias presentadas en tablas, son 
la base para el tratamiento de una temática no menos im-
portante dentro del campo de la estadística: la presentación 
gráfica de datos. En esta representación gráfica de datos es-
pecíficamente se estudian los diagramas de barra, los gráfi-
cos circulares, los histogramas entre otros. La temática de la 
cartilla finaliza con un abordaje básico de las medidas de ten-
dencia central, entre las que se destaca la media aritmética o 
promedio y se presentan cálculos de la misma para los casos 
de datos originales y datos agrupados.
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Metodología
Muy seguramente la principal recomendación que se debe dar al futuro profesional es la 
adopción de una actitud de compromiso frente a su proceso de formación, no solo en lo que 
se refiere a esta cartilla, sino al curso en su totalidad; sin embargo, tal recomendación resulta 
muy general. De manera específica, se recomienda hacer cuidadosa lectura del  presente 
material, tratando de elaborar versiones resumidas a través de un mapa conceptual, un cua-
dro sinóptico o cualquier otra forma que considere conveniente; tal resumen ha de contem-
plar las ideas básicas relacionadas con clasificación de la estadística, población, muestra, 
variables, clasificación de variables, distribuciones de frecuencias, representación gráfica de 
datos y medidas de tendencia central. Es muy importante la asociación  de los diferentes 
conceptos y formularse el reto de describir otros ejemplos diferentes a los aquí presentados. 
Es útil también que realice la verificación de las operaciones numéricas de los ejemplos da-
dos.
El estudiante además, debe comprender que la lectura de esta cartilla no es el único elemen-
to propuesto para alcanzar el deseado nivel de comprensión, se presentan también recursos 
de videoconferencias, resúmenes, videodiapositivas y ejercicios de repaso. En la sección co-
rrespondiente a videocápsulas se muestran una serie de videos orientados al fortalecimien-
to de las temáticas que son objeto del curso. El seguimiento de las recomendaciones aquí 
dadas puede facilitar el afianzamiento del tema y brindar la posibilidad de adquirir mayor 
confianza frente a  los contenidos posteriores.
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Desarrollo temático
Una introducción general a la esta-
dística
A continuación se presentan un conjunto de 
conceptos básicos de estadística, muchos 
de ellos serán usados a lo largo del desarro-
llo del módulo y será importante que como 
estudiante los tenga en cuenta y se remita 
a ellos cada vez que lo considere necesario.
¿Qué es la estadística? 
El término estadística se deriva de la pala-
bra ESTADO, en razón a que los gobiernos 
para su planificación, han llevado registros 
de muchas variables como población, na-
cimientos, defunciones, exportaciones, im-
puestos, producción, entre otros. La estadís-
tica es una rama de la matemática dedicada 
al análisis de datos con el fin de poder sa-
car conclusiones apropiadas que apoyen la 
toma decisiones. La tarea de la estadística 
demanda la previa recolección de datos y 
su organización de tal manera que se faci-
lite el análisis. Esta cuenta con un conjunto 
de principios, procedimientos y métodos 
basados, entre otros, en la elaboración de 
tablas de datos, representaciones gráficas 
y expresiones matemáticas asociadas a me-
didas representativas del conjunto de datos 
bajo análisis, con el fin llevar a cabo las ta-
reas propias que contemplan el estudio o 
investigación estadística. La estadística es 
una valiosa herramienta de investigación 
en campos tales como las ciencias natura-
les, ciencias sociales, educación, ciencias de 
la salud, ingeniería, administración, econo-
mía y negocios. Se clasifica en dos grandes 
ramas: la estadística descriptiva y la estadís-
tica inferencial. 
Estadística descriptiva
Es la rama de la estadística cuya tarea se 
centra en la recolección, organización y 
presentación de los datos a fin de ser inter-
pretados y analizados apropiadamente. Sus 
conclusiones son aplicables al grupo del 
cual se obtienen los datos y no a la totalidad 
de casos posibles. Por ejemplo, la coordina-
ción del programa de Negocios Internacio-
nales de la Fundación Universitaria del Área 
Andina, está interesada en la obtención de 
información estadística relacionada con el 
rendimiento académico de sus estudiantes, 
si aplica procedimientos estadísticos sobre 
la información correspondiente a los estu-
diantes de segundo semestre, el análisis 
realizado no necesariamente se extiende o 
generaliza a todos los estudiantes del pro-
grama, y mucho menos a la totalidad de es-
tudiantes de la institución. 
Estadística inferencial
Dada la frecuente dificultad para realizar es-
tudios sobre la totalidad de casos posibles, 
se suele seleccionar un conjunto restringi-
do de casos sobre los cuales es más viable 
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realizar el estudio. Tomando como base la 
información correspondiente a casos de-
bidamente seleccionados, la estadística 
inferencial se centra en la inferencia o de-
ducción respecto a la totalidad de casos po-
sibles. Por ejemplo, una firma encuestadora 
realiza un estudio sobre la preferencia de 
los ciudadanos en relación a los candidatos 
que participarán en la próxima elección de 
alcalde; puesto que a la firma no le resulta 
práctico encuestar a todos los votantes, se-
lecciona un grupo de personas habilitadas 
para votar, y con base en el análisis de los 
resultados plantea generalizaciones sobre 
todos los posibles votantes.
El proceso de generalización o inferencia, a 
partir de la información de un grupo peque-
ño, es arriesgado y no puede realizarse con 
certeza absoluta, inherente a él está la in-
certidumbre o margen de error; sin embar-
go, esta incertidumbre se puede controlar 
al tiempo que es posible medir el nivel de 
confianza de las deducciones, para lo cual 
resulta esencial el uso de fundamentos de 
cálculo de probabilidad. Esta primera car-
tilla y la correspondiente a la semana 2, se 
centran en el estudio y aplicación de prin-
cipios y procedimientos de estadística des-
criptiva, las cartillas de la 2 a la 8 se dedican 
al estudio de cálculo de probabilidad. Para 
iniciar el curso se presentan a continuación 
un conjunto de conceptos propios del ám-
bito estadístico en general.
Conceptos básicos de estadística
Un estudio estadístico llevado a cabo de 
manera sistemática involucra un conjunto 
de conceptos, a continuación se relacionan 
los conceptos básicos de la estadística:
Población o universo
En un estudio o investigación estadística, la 
población corresponde a la totalidad de ele-
mentos o unidades que forman el área de 
interés, es decir, el conjunto total de perso-
nas, elementos u objetos con características 
comunes respecto a los cuales se requiere 
obtener información. Nótese que el término 
población hace referencia no solo a las per-
sonas que habitan en una ciudad, región o 
país.
En un estudio estadístico la población debe 
estar perfectamente delimitada en el tiem-
po y en el espacio, por ejemplo, para hacer 
un análisis de las pequeñas empresas, se 
debe especificar cuáles empresas y en qué 
período de tiempo se analizan, un caso po-
dría ser las pequeñas empresas de la capital 
del país en el año 2008.
Muestra
El término muestra se refiere a una porción 
de la población, que es  seleccionada para 
realizar un estudio. Las causas por la cuales 
se realizan estudios a partir de muestras, y 
no siempre sobre toda la población, son va-
riadas, una de ellas es la dificultad o impo-
sibilidad de realizarlo sobre toda la pobla-
ción, lo cual está ligado a grandes costos y 
demasiado tiempo requerido para para la 
recolección de datos. Otra razón puede ser 
la naturaleza destructiva de la selección, por 
ejemplo, al realizar control de calidad sobre 
un lote de fósforos, no tiene sentido probar 
todos los elementos del lote.
La muestra debe ser seleccionada de tal ma-
nera que sea representativa de la población, 
un punto sería si se hace una investigación 
sobre hábitos de consumo de alcohol, quizá 
no sea apropiado tomar una muestra de un 
grupo de personas en una discoteca, tam-
poco en un convento o en una comunidad 
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cristiana. La selección de la muestra debe 
cumplir requisitos para que sea representa-
tiva, estos requisitos se refieren a lo que se 
conoce como  proceso de muestreo.
Individuo
Un individuo, en un estudio estadístico, es 
cada una de las unidades que forman la po-
blación, por ejemplo al considerarla como 
población la totalidad de personas con em-
pleo formal, un individuo es cualquiera de 
las personas debidamente empleada. Se-
gún este concepto, se puede decir que la 
población es la totalidad de los individuos.
Variable estadística
En estadística una variable es una caracte-
rística de interés de cada uno de los indi-
viduos, por ejemplo: edad, ingreso, nacio-
nalidad de una persona, cantidad de lluvia 
caída, entre otras. Las variables usualmente 
se representan con letras mayúsculas como 
X, Y, Z, u otra de mayor significado en el con-
texto. Los  valores de una variable corres-
ponden al conjunto de posibles resultados 
de la observación en un estudio estadístico, 
todos los valores obtenidos conforman los 
datos del estudio. 
Clasificación de las variables estadísticas
Las variables pueden clasificarse de dife-
rentes formas. Una clasificación diferencia 
variables cualitativas y cuantitativas, y entre 
las cuantitativas distinguimos las discretas y 
continuas. A continuación se presentan es-
tos conceptos asociados a las variables.
Variables cualitativas
Las variables cualitativas hacen referencia 
a una característica cuyo valor puede indi-
carse a través de una cualidad o valor no 
numérico, por ejemplo, el departamento de 
origen de un estudiante; ocupación, sexo, 
cargo de un grupo de personas, entre otras.
Variable cuantitativa
Las variables cuantitativas se refieren a ca-
racterísticas cuyos valores pueden expre-
sarse numéricamente y realizar con ellos 
operaciones matemáticas, ejemplo: peso, 
estatura, salarios. Entre las variables cuanti-
tativas distinguimos las discretas de las con-
tinuas.
Variable discreta
Las variables discretas toman sus valores 
del conjunto de números naturales, fre-
cuentemente se asumen como variables 
de conteo, a través de la cual no es posible 
expresar valores fraccionarios. Ejemplos de 
variables discretas son: número de automó-
viles que entran a un parqueadero y núme-
ro de cheques girados al mes.
Variable continua
Las variables continuas toman sus valo-
res del conjunto de números reales, por lo 
que  pueden tomar cualquier número com-
prendido entre dos valores específicos, es 
decir, se permite que tome valores decima-
les. Ejemplos de variables continuas son: el 
peso, duración de una conversación, tiempo 
gastado en  ir de la casa al trabajo.
Pasos de una investigación estadística
El proceso de aplicación de la estadística 
implica una serie de pasos, los principales 
se describen brevemente a continuación:
 ■ Definición de población o muestra y 
variables: En el caso de que se desee to-
mar una muestra, es necesario determi-
nar el tamaño y el tipo de muestreo a rea-
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lizar (probabilístico o no probabilístico).
 ■ Obtención de los datos: Este paso pue-
de realizarse mediante observación di-
recta de los elementos, aplicación de en-
cuestas y entrevistas, y la realización de 
experimentos.
 ■ Clasificación, tabulación y organiza-
ción de los datos. Esto incluye el trata-
miento de datos considerados anómalos 
que pueden en un momento dado falsear 
el análisis de los resultados. La tabulación 
implica el resumen de los datos en tablas 
y gráficos.
 ■ Análisis descriptivo de los datos. El 
análisis se complementa con la obten-
ción de indicadores estadísticos como las 
medidas, las cuales se estudiarán en este 
módulo.
 ■ Análisis inferencial. Se aplican técnicas 
de tratamiento de datos, que involucran 
elementos probabilísticos, permitiendo 
inferir conclusiones a partir de una mues-
tra.
Distribución de frecuencias
En estadística el término frecuencia se refie-
re al número de  veces que se presenta un 
valor específico de la variable. Una distribu-
ción de frecuencias es una tabla que resume 
información de los diferentes valores o cate-
gorías y las veces que ocurren. En un estudio 
estadístico se puede elaborar distribuciones 
de frecuencias para variables cualitativas y 
cuantitativas. 
Frecuencia absoluta y frecuencia relativa
La frecuencia absoluta o simplemente fre-
cuencia se refiere al número de veces que se 
presenta un valor específico de la variable, 
mientras que la frecuencia relativa repre-
senta la fracción del total de datos que co-
rresponde a un valor o categoría específica. 
La frecuencia relativa se calcula dividiendo 
la respectiva frecuencia absoluta por el nú-
mero total de datos. Las frecuencias absolu-
ta y relativa se pueden calcular tanto para 
variables cualitativas como cuantitativas.
Frecuencia absoluta acumulada y relati-
va acumulada
A las variables cuantitativas aplica el con-
cepto de frecuencia acumulada. La fre-
cuencia absoluta acumulada de un valor 
corresponde a la suma de las frecuencias 
absolutas de valores menores o iguales que 
el valor especificado, mientras que la fre-
cuencia relativa acumulada es la frecuencia 
absoluta acumulada dividida por el número 
total de datos.
Ejemplo 1.1: En la Tabla 1 se muestra la dis-
tribución de frecuencias correspondiente a 
preferencias de colores de carros. La Tabla 
2 muestra la distribución de frecuencias de 
los resultados obtenidos en 200 lanzamien-
tos de un dado. Se presentan las frecuencias 
relativas en forma de fracción y en forma 
decimal.




Antes de continuar con el estudio de conceptos y principios correspondientes a este curso, 
conviene analizar brevemente la notación sigma. En estadística y en matemática en general, 
se usa el símbolo Σ (Letra griega sigma en mayúscula) para abreviar la suma de un conjunto 
de términos que dependen del valor de un índice. La siguiente expresión muestra una suma 
genérica abreviada con la notación sigma.
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Distribuciones de frecuencia de variables cuantitativas
Cuando se observan variables de interés se obtiene un conjunto de resultados llamados da-
tos originales, si el conjunto de posibles valores es pequeño, como cuando se lanza un dado, 
no existe dificultad al elaborar la tabla que muestre la frecuencia de cada valor; pero si hay 
un gran número de posibles valores, puede ser poco práctico crear una tabla de distribución 
con la frecuencia de cada valor, en estos casos conviene más crear clases, grupos o intervalos 
de valores y elaborar la distribución de frecuencias de datos agrupados, en la cual se mues-
tre la información concerniente a la frecuencia de cada grupo. Las clases creadas deben ser 
mutuamente excluyentes y exhaustivas, lo que significa que cada dato debe pertenecer a 
una y solo una clase, la tabla se construye de tal forma que las clases se escriben en orden 
ascendente según los valores. 
Frecuencias absolutas y relativas de clases
La frecuencia absoluta de la  i-esima clase es el número de ocurrencias de valores que están 
entre los valores que definen la clase, se denota mediante el símbolo      La frecuencia relativa 
i-esima clase es el cociente de su frecuencia absoluta y el número total de datos, si la repre-
sentamos mediante  y  N es el número total de datos, se tiene:  
Para efectos de cálculos a partir de la tabla de distribución de frecuencias, es útil asignar un 
índice o número a cada clase: 1 a la primera, 2 a la segunda y así sucesivamente. En los en-
cabezados de la tabla de frecuencia y en las diferentes fórmulas de cálculo se usa el número 
i  como subíndice para referirse a valores asociados a la clase que ocupa el lugar i por ejem-
plo     representa la frecuencia de la clase  donde toma valores desde                 hasta  
  lo que usualmente se representa mediante
La suma de las frecuencias relativas de todas las clases es igual a la unidad, es decir:
La frecuencia absoluta acumulada de la k-esima clase corresponde a la suma de las frecuen-
cias absolutas hasta esa clase. La frecuencia absoluta de la k-esima  clase se denota median-
te         y está dada por:  
La frecuencia relativa acumulada de la k-esima  clase es el cociente de la frecuencia acumu-
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lada de la clase y el número total de datos, 
se denota mediante        Para un total de N 
datos, la frecuencia relativa acumulada de la 
k-esima clase está dada por: 
La frecuencia relativa acumulada de la últi-
ma clase corresponde a la unidad o al 100 
%. 
A continuación se presentan otros concep-
tos que se deben tener en cuenta en la ela-
boración de una distribución de frecuencias. 
Rango de datos y límites de clase
El rango de un conjunto de datos es la dife-
rencia entre el mayor valor y el menor valor 
de todas las observaciones. Los límites de 
clase son los valores que definen una clase, 
se identifica en ellos el límite inferior y el lí-
mite superior. Se deben elegir de tal manera 
que un valor especifico pertenezca a una y 
exactamente una clase, una forma de ase-
gurarse de esto en el caso de variables con-
tinuas es usar la notación de intervalos. 
Amplitud o ancho de clase
La amplitud de una clase es una medida del 
rango de valores de la clase. No es obliga-
torio que todas las clases tengan igual am-
plitud, pero lo usual es definirlo así para fa-
cilitar los cálculos. Cuando una distribución 
de frecuencias está claramente definida, el 
valor de la amplitud de una clase, excepto 
la última, se puede calcular restando el lí-
mite inferior de la respectiva clase, al límite 
inferior de la clase siguiente. El cálculo de 
amplitud de clase también puede hacerse 
restando el límite superior de la clase ante-
rior al límite superior de la respectiva clase, 
excepto para la primera. 
Existen situaciones en las que a la prime-
ra clase no se le defina límite inferior o a la 
última no se le defina límite superior, por 
ejemplo, al considerar rangos de edades 
medidas en años cumplidos, podría tener el 
siguiente conjunto de clases:
De 0 a 5 años.
De 6 a 12 años.
De 13 a 25 años.
26 años o más.
Marca o punto medio de una clase
La marca de una clase es el valor que se en-
cuentra en la mitad del intervalo de valores 
de la clase y se considera como su valor re-
presentativo. Para cada una de las clases, la 
marca de clase se representa mediante el 
símbolo      y se calcula promediando los va-
lores extremos de la clase. 
Construcción de tabla de distribución de 
datos agrupados
Ante la necesidad de elaborar tablas de dis-
tribución de frecuencias de datos agrupa-
dos se debe elegir el número de clases y por 
ende, la amplitud de las clases.
Elección del número de clases
Para elegir el número de clases que agrupen 
N datos, una útil sugerencia es tomar un nú-
mero de clases   c  tal c que  sea el menor 
número que satisfaga la siguiente desigual-
dad:
Por ejemplo, para N=100, datos se busca el 
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primer número natural c tal que        iguale o supere a N=100. Al probar con  c=6, se observa 
que la potencia                es menor que 100, por lo tanto se prueba con un número mayor. 
Tomando c=7, se tiene que el número                          supera a 100, con lo cual c=7 es un apro-
piado número de clases. 
Elección de la amplitud de clase
A partir del valor del rango de datos y el número de clases a crear, se puede definir la ampli-
tud de las clases con base en la siguiente operación:
En la práctica se suele hacer aproximaciones hacia un número superior de tal forma que se 
tenga un valor de cómodo manejo. Por ejemplo, para 120 datos, en donde el mayor valor 
observado es 224 y el menor es 97, se tiene que el rango de valores es:
Un número apropiado de clases es c=7 puesto que                                      Por tanto, para el cál-
culo de amplitud de clase se tiene:
Un valor más cómodo para la amplitud de clase              podría ser 
Ejemplo 1.2: a los 150 estudiantes de ingeniería de una universidad se les pregunta sobre la 
cantidad de obras literarias que han leído en su vida, los datos recogidos se muestran en la 
siguiente Tabla; con la información se pide construir la tabla de distribución de frecuencias 
que muestre la marca de clase, las frecuencias absolutas, relativa, absoluta acumulada y re-
lativa acumulada, nótese que se trata de un estudio sobre una variable cuantitativa discreta. 
24 96 83 54 85 51 85 69 25 49 30 75 33 58 60
84 63 28 34 76 85 31 97 28 74 71 23 53 63 55
38 33 52 41 79 84 60 51 62 30 40 87 25 58 32
83 78 31 28 40 97 55 56 80 32 59 92 39 91 52
81 85 96 32 97 38 49 73 97 88 65 47 89 32 53
44 52 37 76 79 54 80 62 48 58 25 85 24 33 62
40 47 81 32 33 62 96 31 96 57 57 29 76 86 53
96 87 37 32 31 74 42 67 73 85 57 27 70 51 75
95 86 36 44 38 93 33 27 45 97 53 96 78 42 89
43 28 32 40 95 43 64 61 53 86 26 95 72 53 53
Tabla 1.3. Datos originales de un estudio sobre cantidad de obras leídas.
Fuente: propia.
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Solución:
Cantidad de clases: con un total de N= 150 datos, un apropiado número de clases es c= 8 
ya que                       es la primera potencia de 2 que supera a N= 150.
Rango de datos: el mayor valor de todas las observaciones es X=97, mientras que el menor 
valor es  X=20, por lo tanto el rango está dado por:
R= 97-24=73
Amplitud de clases: como se tomarán 8 clases para la distribución, la amplitud de clases se 
obtendrá a partir del cociente entre el rango de datos y el número de clases, es decir:
Un valor conveniente al cual aproximar la amplitud de clase es: 
Definición de los límites de clase  y conteo de valores: los límites de clase se pueden ele-
gir sin que necesariamente correspondan a valores reales de observaciones, para los casos 
específicos de la primera y última clase, se pueden considerar valores inferiores al mínimo de 
las observaciones y mayores al máximo, respectivamente. En este caso, dado que los valores 
son algo mayores que 20 y menores que 100 se consideran las clases que se indican en la 
Tabla 1.4, que también muestra las marcas del conteo de valores.
Clase X Conteo
1 20-29 ////   ////   ////   //   =14
2 30- 39 ////   ////   ////   ////   ////   ////  //  = 26
3 40-49 ////   ////   ////   ////   /  = 17
4 50-59 ////   ////   ////   ////   ////   ////   /  = 25
5 60-69 ////   ////   ////   /   = 13 
6 70-79 ////   ////   ////   ////  = 16 
7 80-89 ////   ////   ////   ////    ////  // =22  
8 90-99 ////   ////   ////   ////   /  = 17 
Tabla 1.4. Definición de clases y conteo.
Fuente: propia.
Elaboración de la tabla de distribución de frecuencias: con base en las clases definidas y 
el conteo realizado, se presenta en la Tabla 1.5 la distribución de frecuencias, en ella aparece 
las frecuencias absolutas, relativas y acumuladas y las marcas de clase. 
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Tabla 1.5. Tabla de distribución de frecuencias incluyendo marcas de clase.
Fuente: propia.
Ejemplo 1.3: en estudios oftalmológicos se realizan pruebas respecto al tiempo entre par-
padeo de los pacientes. Se toman datos de 200 pacientes, los tiempos están dados en se-
gundos y aparecen en la Tabla 1.6, se pide la tabla de distribución de frecuencias.
Solución:
Cantidad de clases: con N= 200, datos un razonamiento similar al del ejemplo anterior se 
encuentra que  c= 8 es un apropiado número de clases.
11,064 19,1 12,17 11,23 8,12 16,32 19,01 16,29 15,77 17,69
6,156 15,5 5,499 18,87 6,749 15,76 8,784 13,94 5,774 12,77
9,643 17 16,95 11,52 13,13 19,86 6,447 18,78 12,59 15,81
8,04 12,2 9,927 15,02 8,267 18,97 19,14 12,21 9,631 18,93
13,343 11,1 10,13 13,56 12,44 13,74 16,77 19,51 13,5 13,96
7,396 15,7 19,05 19,53 17,21 15,43 13,44 19,83 5,959 19,25
5,753 11,8 13,49 15,93 12,57 15,84 6,047 6,627 12,6 9,522
14,427 9,2 10,62 8,998 19,43 13,75 16,03 16,57 13,56 9,494
12,569 15,7 10,44 7,337 11,21 19,9 10,38 13,22 6,917 9,459
5,359 8,93 13,09 11,14 13,13 7,394 10,87 11,02 13,57 19,01
18,595 12,1 16,65 11,5 6,512 15,34 19,22 13,72 8,761 5,973
6,638 12,3 16,9 14,29 6,078 10,9 18,54 11,73 9,02 17,42
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18,965 6,67 7,754 14,51 19,81 11,16 13,02 14,35 10,62 13,57
16,794 17,9 14,09 16,87 6,116 12,84 8,153 17,59 12,17 13,51
14,921 5,62 9,071 16,61 5,614 6,826 6,531 11,32 8,736 9,007
6,485 7,13 14,58 18,02 19,86 15,61 9,619 9,357 11,1 13,42
8,689 11,2 16,19 15,96 8,727 12,82 9,207 14,55 17,73 13,77
18,581 14,7 5,931 12,14 15,28 14,85 9,682 5,732 8,438 13
15,231 14,7 11,77 15,24 17,25 13,04 18,88 6,66 17,06 12,82
16,999 15,2 9,061 13,79 19,67 18,1 11,4 8,382 15,81 18,08
Tabla 1.6. Datos originales de un estudio sobre tiempos entre parpadeos.
Fuente: propia.
Rango de datos: El mayor valor que toma la variable es  =19,901, y el menor es 
                           lo que arroja un valor para el rango dado por: 
Amplitud de clases: Con 8 clases y rango 14,542, un cálculo para longitud de clases es:
Límites de clase y conteo de valores: análisis similares a los del ejemplo 1.2 y revisando los 
valores extremos del conjunto, es pertinente considerar clases cuyos límites inferiores sean 
4, 6, 8, 10, 12, 14, 16 y 18. La Tabla 1.7 muestra las clases y el conteo
Clase Conteo
1 [4,6) ////   ////   //        =10
2 [6,8) ////   ////   ////   ////   ////        =20
3 [8,10) ////   ////   ////   ////   ////   ////   ////         =28
4 [10,12) ////   ////   ////   ////   ////   ///        =23
5 [12,14) ////   ////   ////   ////   ////  ////   ////   ////   ////   ////       =40
20Fundación Universitaria del Área Andina 16Fundación Universitaria del Área Andina
6 [14,16) ////   ////   ////   ////   ////  ////   ////  /      =29
7 [16,18) ////   ////   ////   ////   ////  //      =22
8 [18,20) ////   ////   ////   ////   ////  ////   ////       =28
Tabla 1.7. Definición de clases y conteo de valores.
Fuente: propia.
Elaboración de la tabla de distribución de frecuencias: la Tabla 1.8 es la tabla de dis-
tribución de frecuencias, muestra las clases, las marcas de clase, las frecuencias absoluta, 
relativa, absoluta acumulada y relativa acumulada. 
Tabla 1.8. Distribución de frecuencia incluyendo marcas de clase.
Fuente: propia.
Presentación gráfica de datos
La presentación gráfica de datos es una herramienta muy útil ya que permite tener una rá-
pida idea del comportamiento de los datos, se diferencia la elaboración de gráficos de varia-
bles cualitativas y cuantitativas.
Gráficos de barra
Un gráfico de barras se usa en la representación de datos de variables cualitativas. Se ela-
boran a partir de una tabla de distribución de frecuencia considerando los valores de la 
frecuencia absoluta o frecuencia relativa. Su construcción se da en un plano cartesiano, ge-
neralmente el eje horizontal se usa para indicar las etiquetas de las categorías, mientras que 
el eje vertical se usa  para representar los valores de frecuencias. Las barras son rectángulos 
cuya base, por lo general de ancho fijo, se traza sobre cada etiqueta de valores y su altura se 
traza hasta que coincida con el valor de la frecuencia. Las barras pueden dibujarse notable-
mente separadas.  
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Ejemplo 1.4: la figura 1.1 muestra los grá-
ficos de barras de frecuencia absoluta y de 
frecuencia relativa del Ejemplo 1.2.
Gráfico circular
Los gráficos circulares o diagrama de torta, 
son otra forma de presentación de datos 
cualitativos, consiste en un círculo dividido 
en diferentes sectores. Un gráfico circular se 
elabora a partir de los valores de frecuencia 
absoluta y relativa, a cada categoría corres-
ponde un sector cuya área es proporcional 
a su frecuencia.  El área de cada categoría 
se asigna teniendo en cuenta que al núme-
ro total de datos  le corresponde 360º los 
del círculo. El cálculo para asignar medidas a 
cada categoría se base en lo siguiente:
Ejemplo 1.5: la figura 1.2 corresponde 
al gráfico circular de los datos del ejem-
plo 1.1. Como el número total de datos es 
               para el caso en que la frecuencia 
absoluta es                  se tiene que la medida 
del ángulo es:
 
Histograma de  y polígono de frecuencia
Los histogramas y polígonos de frecuencias 
se usan en la representación de datos de 
variables cuantitativas a partir de una distri-
bución de frecuencia de datos agrupados. 
El histograma se construye sobre un plano 
cartesiano, en el horizontal se indica los lí-
mites de clases y en el vertical los valores 
de las frecuencias de clase. Los elementos 
fundamentales del histograma son rectán-
gulos, cuya base se define según el ancho 
de cada clase y su altura por la frecuencia. 
Un polígono de frecuencia se construye 
a partir de los mismos ejes del histograma, 
pero en el eje horizontal se toma los valo-
res de la marca de clase y en el vertical, la 
frecuencia respectiva. Los elementos fun-
damentales del polígono de frecuencias 
son pares de puntos determinados por las 
marcas de clase y la respectiva frecuencia, 
los puntos resultantes se unen mediante 
segmentos de recta, para una mejor visuali-
zación, se acostumbra  considerar dos pun-
tos adicionales sobre el eje horizontal, uno 
que coincida con el límite inferior de la pri-
mera clase y otro con el límite superior de 
la última, aunque en algunos documentos 
se agrega dos clases ficticias de frecuencia 
cero, una antes de la primera y la otra des-
pués de la última.
Se puede dibujar el polígono de frecuencia 
sobre el mismo histograma, en cuyo caso 
basta con unir los puntos medios de la par-
te superior de los rectángulos sucesivos del 
histograma. 
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Figura 1.3. Histograma y polígono de frecuencia a) Número de obras leídas por 150 estudiantes  b) tiempo entre parpadeo.
Fuente: propia.
En un histograma también se puede representar las frecuencias acumuladas, resultando el 
histograma de frecuencia acumulada. Por otra parte un polígono de frecuencia acumulada, 
también conocido como Ojiva, se construye de tal forma que en el eje horizontal se conside-
ran los valores de los límites superiores de clases en lugar de la marca de clase; sin embargo, 
en el caso de variables discretas, se debe tener en cuenta que hay  un salto entre el límite 
superior de una clase y el límite inferior de la siguiente, por lo que realmente se conside-
ra el promedio de estos límites consecutivos. Si se desea se puede dibujar la ojiva a partir 
del histograma de frecuencia acumulada, en cuyo caso basta con unir los puntos extremos 
derechos de la parte superior de los rectángulos sucesivos del histograma. Los siguientes 
ejemplos ilustran estas ideas.
Ejemplo 1.6: la figura 1.3 muestra los histogramas y polígonos de frecuencias de los datos 
de los ejemplos 1.3 y 1.4.
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Figura: 1.4. 
Fuente: Propia.
Las medidas de tendencia central
Al describir un conjunto de datos, con frecuencia es de deseable hacerlo de la manera más 
resumida posible, por ejemplo, con un número que proporcione información sobre todo 
el grupo. Para tal fin, no es pertinente tomar el valor más elevado ni el más pequeño como 
único representante, ya que solo representan a los extremos y no a los valores típicos. Una 
solución habitual es buscar un valor central. Las medidas que describen un valor típico en un 
grupo de observaciones suelen llamarse medidas de tendencia central.  
La media aritmética
La media aritmética o promedio es la medida de tendencia central más usual; se calcula para 
variables cuantitativas y se usa diferente notación para referirse a la media de una muestra y 
de una población, aunque la fórmula de cálculo es igual en ambos casos. Los símbolos son:
Cálculo de la media aritmética para datos no agrupados
La media aritmética se define como el cociente de la suma de todos los valores observados y 
el número total de observaciones. Si el número total de observaciones de una variable es 
 y los valores observados son                              la media aritmética está dada por:
Ejemplo 1.7: la figura 1.4 muestra las ojivas de los datos de los ejemplos 1.3 y 1.4.
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Ejemplo 1.8: calcular la media aritmética de un conjunto de datos correspondiente a la 
edad de un grupo de 15 personas. Las edades son las siguientes. 
12 15 12 14 17 17 15 14 15 16 16 13 15 19 15
Solución: denotando la variable edad mediante , y asumiendo que los datos correspon-
den a una muestra, la media aritmética de esta variable está dada por:
Cálculo de la media aritmética para datos agrupados
El cálculo de la media aritmética de un conjunto de datos agrupados, a partir de una tabla 
de distribución de frecuencias, se hace con base en el número  de datos, las marcas de clase 
          y las frecuencias absolutas  . La expresión correspondiente es:
Ejemplo 1.9: la muestra los datos requeridos para calcular la media aritmética de datos del 
ejemplo, se tiene una columna con las marcas de clase y una con las frecuencias absolutas, 
nótese que frente a la necesidad calcular el producto de marcas de clase y frecuencias de 
clase, resulta conveniente incluir una columna con tales productos, al final de tal columna 
también se muestra la suma de productos. Esta forma de proceder facilita los cálculos.
Tabla 1.9. Tabla para cálculo de 
media de datos del ejemplo 1.2
Fuente: propia.
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Puesto que el número de datos es                      la media aritmética está dada por: 
La mediana
La mediana es una medida de tendencia central que corresponde al valor que ocupa la po-
sición central considerando el conjunto de datos ordenados, es decir, divide el conjunto de 
datos en dos partes iguales. Para representar la mediana se utiliza el símbolo           La me-
diana se puede calcular para datos originales o no agrupados y para datos agrupados. En la 
sección de lecturas complementarias de esta semana se encuentra la descripción detallada 
del cálculo de la mediana para datos agrupados.
Cálculo de la mediana para datos sin agrupar
Para el caso de datos no agrupados, simplemente se debe ordenar el conjunto de datos y 
observar cuál de ellos ocupa la posición central del conjunto. Si se tiene un número impar de 
datos efectivamente uno de ellos divide al conjunto en dos partes iguales, ese corresponde 
a la mediana. En los casos en que se tiene un número par de valores, se toma como mediana 
el promedio de los dos valores centrales. 
Los ejemplos siguientes ilustran estas situaciones.  
Ejemplo 1.10: los siguientes once números corresponden a los resultados de observaciones 
en un simple estudio estadístico:
23, 18, 7, 8, 20, 9, 15, 8, 12, 18, 21. 
Al ordenar el conjunto se tiene: 
7, 8, 8, 9, 12, 15, 18, 18, 20, 21, 23.
Fácilmente se observa que, al ocupar la sexta posición, el número 15 corresponde a la me-
diana. Hay el mismo número de observaciones antes y después del 15. 
Ejemplo 1.11: número par de datos.
Los siguientes diez números corresponden a observaciones ordenadas en un estudio. 
52, 73, 76, 78, 84, 86, 89, 90, 92, 95
Se puede observar que en este conjunto ordenado de 10 datos, los valores escritos en rojo 
(posiciones quinta y sexta) están en la mitad del conjunto, entonces la mediana será el pro-
medio de ellos dos, es decir: 
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Este resultado indicaría que el 50% de los valores más bajos tienen un  máximo de 85.
La moda
En un conjunto de datos, la moda corresponde al valor que se presenta con mayor frecuen-
cia, se representa mediante el símbolo   Por ejemplo, dado el conjunto de datos 2, 3, 3, 
4, 4, 4, 5, 5, es claro que, al ser el valor que se presenta con mayor frecuencia, el 4 es la moda 
del conjunto. La moda se puede hallar para variables cualitativas y cuantitativas. En el caso 
de datos no agrupados, si se tiene dos o más valores de la variable con la mayor frecuencia 
se dice que el conjunto de datos es multimodal. También se presenta el caso de conjuntos de 
datos en los que no hay un valor que se pueda considerar como moda. Se suele decir tam-
bién que la moda es una medida de la popularidad que refleja la tendencia de una opinión. 
Ejemplo 1.12: atendiendo a la información sobre el nivel de formación académica alcanza-
do por los 80 empleados de una mina de carbón, mostrada en la siguiente tabla, se puede 
observar que la moda entre los valores del nivel académico alcanzado es primaria completa.
Nivel de Instrucción Nivel de Instrucción Frecuencia
Sin Instrucción 1 2
Primaria Incompleta 2 9
Primaria Completa 3 23
Bachillerato Incompleto 4 20
Bachillerato Completo 5 17
Superior Incompleta 6 5
Superior completa 7 4
Tabla 1.10.
Fuente: propia.
Propiedades de la media, mediana y moda
Finalizamos esta cartilla de esta semana señalando algunas propiedades de las medidas de 
tendencia central.
Propiedades de la media aritmética
 ■ Puede ser calculada en distribuciones con escala de razón o de intervalo. 
 ■ Todos los valores son incluidos en el cómputo de la media. 
 ■ Una serie de datos solo tiene una media. 
 ■ Es una medida muy útil para comparar dos o más poblaciones. 
 ■ Tiene como desventajas que si alguno de los valores es extremadamente grande o extre-
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madamente pequeño, la media no es el 
promedio apropiado para representar la 
serie de datos.
Propiedades de la mediana
 ■ Hay solo una mediana en una serie de da-
tos. 
 ■ No es afectada por los valores extremos 
(altos o bajos). 
 ■ Puede ser calculada en distribuciones de 
frecuencia con intervalos abiertos, si no 
se encuentra en el intervalo abierto. 
Propiedades de la moda
 ■ La moda se puede determinar en todos 
los tipos de mediciones (nominal, ordi-
nal, de intervalo, y de razón). 
 ■ La moda tiene la ventaja de no ser afecta-
da por valores extremos. 
 ■ Al igual que la mediana, puede ser cal-
culada en distribuciones con intervalos 
abiertos. 
Con la presentación de estas propiedades 
de las medidas de tendencia central finaliza 
el estudio de esta semana. En aras de alcan-
zar un mejor acercamiento al dominio de los 
principios de cálculo tratados, se recomien-
da al estudiante la minuciosa revisión de 
los ejemplos desarrollados y la aplicación 
de las estrategias de trabajo a los ejercicios 
propuestos. En la cartilla correspondiente a 
la próxima semana se trabajarán los prime-
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Introducción En la cartilla de la semana 1 hemos señalado que la estadís-
tica  se divide en estadística descriptiva y estadística inferen-
cial. La estadística inferencial trata precisamente de realizar 
inferencias o deducciones a partir de estudios realizados so-
bre muestras seleccionadas en lugar de trabajar sobre toda la 
población; sin embargo, se debe tener en cuenta que tales in-
ferencias no se obtienen directamente de la visión que otorga 
el análisis sobre la muestra, sino que se requiere la aplicación 
de métodos probabilísticos para determinar que tan conclu-
yentes son los valores dados por el estudio sobre la muestra.  
Dado que a través de este curso se quiere proporcionar al es-
tudiante los fundamentos que le permitan comprender o lle-
var a cabo estudios estadísticos, se hace necesario abordar los 
principios fundamentales del cálculo de probabilidad. En esta 
cartilla estudiamos las ideas preliminares asociadas a algunos 
cálculos, por lo que se trata inicialmente las nociones de ex-
perimento aleatorio, eventos  y técnicas de conteo de puntos 
muestrales, principios de álgebra de conjuntos aplicables al 
cálculo de probabilidad, entre otros; todo ello apuntando a 
los principios de cálculo que se trabajarán en la semana 3.
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Metodología
La principal recomendación que se da al estudiante frente al reto de estudio de la introduc-
ción a la probabilidad, es la cuidadosa lectura de los elementos contenidos en esta cartilla. 
Una forma eficiente de acercarse a la comprensión puede ser la elaboración de síntesis de las 
temáticas a través de un mapa conceptual, un mapa mental, un cuadro sinóptico u otra for-
ma de resumir información; esto a razón de que la elaboración de tal resumen demande una 
importante dosis de reflexión alrededor del temas relacionados con espacios muestrales, 
eventos, principios de conteo y otros conceptos. En los casos en que se presenta ejemplos 
numéricos resueltos es útil verificar tales cálculos a lápiz y papel.
La principal recomendación que se da al estudiante frente al reto de estudio de la introduc-
ción a la probabilidad, es la cuidadosa lectura de los elementos contenidos en esta cartilla. 
Una forma eficiente de acercarse a la comprensión puede ser la elaboración de síntesis de las 
temáticas a través de un mapa conceptual, un mapa mental, un cuadro sinóptico u otra for-
ma de resumir información; esto a razón de que la elaboración de tal resumen demande una 
importante dosis de reflexión alrededor del temas relacionados con espacios muestrales, 
eventos, principios de conteo y otros conceptos. En los casos en que se presenta ejemplos 
numéricos resueltos es útil verificar tales cálculos a lápiz y papel.
Se debe tener claro que esta cartilla no es el único recurso propuesto al estudiante para 
alcanzar el deseado nivel de comprensión, se presentan también recursos de videoconfe-
rencias, resúmenes, videodiapositivas y ejercicios de repaso; todo ello orientado a brindar 
oportunidades de adquisición de conocimientos y desarrollo de habilidades a través de di-
ferentes medios. En la sección correspondiente a videocápsulas se presentan una serie de 
videos orientados al fortalecimiento de los temas objeto de estudio. 
El seguimiento de las recomendaciones aquí dadas puede facilitar el afianzamiento del tema 
y brindar la posibilidad de adquirir mayor confianza frente a los contenidos posteriores. 
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Desarrollo temático
Elementos preliminares del cálculo 
de probabilidad
La estadística inferencial se refiere funda-
mentalmente a estudios sobre conjunto de 
datos que son resultados de observaciones 
particulares, los mismos que a priori son im-
predecibles. Por ejemplo, si en un estudio 
estadístico se toma datos sobre la prefe-
rencia de los electores por los candidatos a 
un cargo público, diferentes observaciones 
pueden dar resultados significativamente 
diferentes, todos ellos pertenecientes a un 
conjunto de posibles valores. Lo anterior da 
pie para enunciar algunos conceptos preli-
minares aplicables al cálculo de probabili-
dad.
Experimento aleatorio
En estadística un experimento aleatorio 
se entiende como toda acción orientada a 
obtener como resultado un dato o un con-
junto de datos, de los cuales a priori no se 
tiene certeza de los resultados. El interés es 
registrar los datos y a partir de ahí realizar 
los análisis pertinentes. Se recalca aquí la 
naturaleza impredecible de los resultados 
del experimento. Ejemplos de experimentos 
aleatorios y los respectivos datos de interés 
son: lanzamiento de un dado en dos ocasio-
nes; la selección de tornillos en forma suce-
siva de un lote de producción para observar 
si son defectuosos (D) o no defectuosos (N); 
la medición del tiempo de retardo en la lle-
gada de los empleados en días de lluvia.
Espacio muestral y puntos muestrales de 
un experimento.
En el ámbito del cálculo de probabilidad, el 
espacio muestral de un experimento alea-
torio es el conjunto de todos los posibles 
resultados del mismo. En lo que concierne 
a este curso el espacio muestral  se denota 
mediante la letra . 
Ejemplo 2.1: si consideramos el experimen-
to correspondiente al lanzar dos veces un 
dado, el espacio muestral es:
S= {(1,1),(1,2 ),(1,3 ),(1,4 ),(1,5 ),(1,6 )
 (2,1),(2,2 ),(2,3 ),(2,4 ),(2,5 ),(2,6 )
 (3,1),(3,2 ),(3,3 ),(3,4 ),(3,5 ),(3,6 )
 (4,1),(4,2 ),(4,3 ),(4,4 ),(4,5 ),(4,6 )
 (5,1),(5,2 ),(5,3 ),(5,4 ),(5,5 ),(5,6 )
 (6,1),(6,2 ),(6,3 ),(6,4 ),(6,5 ),(6,6 )}
Ejemplo 2.2: el espacio muestra para la ob-
servación sucesiva de tres tornillos es:
S={NNN,DNN,NDN,NND,DDN,DND,NDD,
DDD}
Ejemplo 2.3: si estamos interesados en el 
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espacio muestral para el experimento en 
el que se mide la duración de un bombillo, 
debemos tener claro que un bombillo se 
puede dañar en el preciso instante que se 
enciende o en cualquier instante posterior, 
que no podemos limitar, por lo tanto el es-
pacio muestral está dado por: 
S={t:  t≥0}
Cada uno de los posibles valores que con-
forman el espacio muestral se denomina a 
su vez punto muestral, si un valor x es uno 
de los resultados posibles de un experimen-
to, se dice que  
Eventos
En cálculo de probabilidad un evento se 
define como un subconjunto específico del 
espacio muestral. Frecuentemente resulta 
útil realizar la representación de los eventos 




Ejemplo 2.4: consideremos el experimen-
to correspondiente al lanzar dos veces un 
dado, un ejemplo de evento podría ser 
aquel en que la suma de los puntajes es me-
nor que 7, si denotamos mediante A a este 
evento, tenemos que:
A={(1,1),(1,2 ),(1,3 ),(1,4 ),(1,5 ), 
(2,1),(2,2 ),(2,3 ),(2,4 ),(3,1),
(3,2 ),(3,3 ),(4,1),(4,2 ),(5,1)}
Es decir el evento A ocurre siempre que cual-
quiera de los resultados anteriores, ya que 
en cada uno de ellos la suma de los puntajes 
de cada dado no alcanza a ser.
Ejemplo 2.5: en el experimento que mide la 
duración de un bombillo podemos definir 
diferentes eventos, por ejemplo, el evento 
A como aquel en el cual la duración de un 
bombillo es menor que 120 horas, es decir:
A= {t:  t<120 horas}
Evento seguro y evento imposible
Recordando los conceptos de conjuntos ve-
mos que entre todos los subconjuntos de un 
conjunto hay dos de particular importancia, 
el mismo conjunto y el conjunto vacío. En 
probabilidad, todo evento que coincida con 
el espacio muestral se conoce como evento 
seguro, es decir, el evento que siempre ocu-
rre, mientras que el que se asocia al conjun-
to vacío se conoce como evento imposible. 
El evento imposible se suele representar 
mediante el símbolo      .
Ejemplo 2.6: en el experimento del lanzar 
dos veces un dado un evento seguro podría 
ser aquel que especifica que la suma es me-
nor que 13, puesto que en este experimen-
to la suma máxima es 12, se encuentra que 
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siempre ocurre el evento. Un ejemplo de evento imposible podría ser precisamente el que 
indica que la suma es mayor que 12.  
Complemento de un evento
Dado un evento A, asociado a un espacio muestral S, el complemento de A es el evento que 
ocurre precisamente cuando no ocurre A, esto significa que el complemento de A está for-
mado por todos los puntos del espacio muestral que no están en A. El complemento de A se 
denota mediante         . 
Ejemplo 2.7: En el experimento de lanzar dos dados, anteriormente consideramos el evento 
A correspondiente a aquel en que la suma de puntos es menor que 7, el complemento del 
evento A es entonces:
A^c= {(1,6 ),(2,5 ),(2,6 )  ,(3,4 ),(3,5 ),(3,6 ),(4,3 ), 
(4,4 ),(4,5 ),(4,6 ),(5,2 ),(5,3 ),(5,4 ),(5,5 ),
(5,6 ),(6,1),(6,2 ),(6,3 ),(6,4 ),(6,5 ),(6,6 )}
Vemos que la suma de puntos en cada uno de estos resultados posibles es un número mayor 
o igual que 7.
Operaciones entre eventos de un espacio muestral
En lo que hemos venido tratando es claro que los eventos están asociados a conjuntos, por 
lo que resulta pertinente preguntarse si se puede presentar operaciones entre eventos, la 
respuesta es sí y su sustentación se presenta a continuación. 
Unión de eventos e intersección de eventos
Dados dos eventos A y B incluidos en un espacio muestral S la unión de A y B, denotada 
mediante mediante                es aquel evento que  ocurre si ocurre el evento A, o si ocurre el 
evento B o si ocurren ambos eventos. Esto significa que para que un punto muestral perte-
nezca a la unión de dos eventos debe pertenecer al menos a uno de los dos.
Por su parte la intersección de A y B, denotada mediante            , es el evento que ocurre 
siempre que ocurran los eventos A y B al mismo tiempo. Para que un punto muestral perte-
nezca a la intersección de dos eventos debe pertenecer a ambos.
Ejemplo 2.8: sea S el espacio muestral del experimento de lanzar un dado dos veces y sean 
los eventos:
A={La suma de puntos es múltiplo de 3} 
B={El resultado del primer lanzamiento es mayor que el del segundo}
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En este caso los eventos corresponden exactamente a:
A= {(1,2 ),(1,5 ),(2,1),(2,4 ),(3,3 ),(3,6 )
(4,2 ),(4,5 ),(5,1),(5,4 ),(6,3 ),(6,6 )}
B= {(2,1),(3,1),(3,2 ),(4,1),(4,2 ),(4,3 ),(5,1),(5,2 ), 
(5,3 ),(5,4 ),(6,1),(6,2 ),(6,3 ),(6,4 ),(6,5 ),}
Con lo que se tiene que el evento   es:
= {(1,2 ),(1,5 ),(2,1),(2,4 ),(3,1),(3,2 ),(3,3 ),(3,6 ),(4,1),(4,2 ),
(4,3 ),(4,5 ),(5,1),(5,2 ),(5,3 ),(5,4 ),(6,1)(6,2 ),(6,3 ),(6,4 ),(6,5 )(6,6 )}
Observamos que con la ocurrencia de cualquiera de los posibles resultados que pertenecen 
a           estaría ocurriendo al menos uno de los dos eventos A o B.
La intersección   está dada por:
={ (2,1),(4,2 ),(5,1),(5,4 ),(6,3 )}
Aquí observamos que cada uno de los elementos de la intersección efectivamente está en 
ambos eventos, lo que significa que ambos eventos pueden ocurrir al mismo tiempo. 
Eventos mutuamente excluyentes
Dados dos eventos A y B incluidos en un espacio muestral S, se dice que son mutuamente 
excluyentes si la intersección entre ellos es el evento nulo o evento imposible, es decir, no 
hay puntos muestrales comunes a ambos eventos.
Ejemplo 2.9: tomando el evento B del ejemplo anterior y el evento C consistente en todos 
los puntos del espacio muestral cuyo segundo número es 6, se tiene: 
C={ (1,6),(2,6),(3,6),(4,6),(5,6),(6,6)}
Lo que deja ver que entre los eventos B y C no hay puntos muestrales en común, por lo tanto 
son eventos mutuamente excluyentes.
Partición de un espacio muestral
Dado un espacio muestral S, una partición de S es cualquier conjunto de eventos 
                   mutuamente excluyentes y que la unión de todos ellos equivale al espacio 
muestral. Una idea gráfica de una partición se muestra en el siguiente diagrama.
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Principios de conteo
En el cálculo de probabilidad, buena parte 
de los problemas requieren el conocimiento 
de la cantidad de puntos pertenecientes a 
un espacio muestral, sin que necesariamen-
te se deba realizar una lista de todos ellos; 
por tal razón, es necesario contar con un 
conjunto de principios que permitan reali-
zar tal conteo. A continuación se presenta 
un conjunto de principios empleados en el 
conteo de puntos muestrales.
Principio fundamental del conteo
Si una acción      se puede dar en un núme-
ro        de formas y por cada una de ellas 
se puede dar una acción       en un número 
de       formas, las dos acciones en conjunto 
se pueden realizar en               formas.
Ejemplo 2.10: en el experimento de lanzar 
un dado dos veces se tiene que la acción 
del primer lanzamiento se puede dar en 6 
formas diferentes, es decir, el primer lan-
zamiento puede dar como resultado cual-
quiera de los números de 1 a 6, por cada 
uno de esos resultados posibles el segundo 
lanzamiento podría ser también cualquier 
número de 1 a 6, es por eso que se da las 36 
parejas de números que conforman el res-
pectivo espacio muestral.
El principio fundamental de conteo se pue-
de extender a más de dos acciones, con lo 
que tenemos el siguiente principio:
Generalización del principio fundamen-
tal del conteo
Si una acción 1 se puede dar en un núme-
ro         de formas y por cada una de ellas una 
acción 2 se puede dar en           formas, y por 
cada una de todas las combinaciones ante-
riores una acción 3 se puede dar en        for-
mas, y así sucesivamente hasta un número 
de m acciones, se tiene que las m acciones 
combinadas se pueden dar en un número 
de formas dado por:
Ejemplo 2.11: en una empresa se usa un es-
quema de identificación usando dos letras 
seguidas de dos números, en el caso de las 
letras no se permiten repeticiones y el pri-
Imagen 2. 
Fuente: propia.
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mer número debe ser un número impar. Calcular el número de posibles identificaciones 
distintas.
Solución: tomando una de las 26 letras del alfabeto para la primera de las letras, quedan 25 
posibilidades para la segunda, por tanto el número total de combinaciones de letras es:
Mientras que para el primero de los números se cuenta con 5 posibilidades y para el segun-
do se tiene 10, por consiguiente el número de posibilidades de números es:  
Por lo tanto el número de identificaciones diferentes es: 
Permutaciones
Se entiende por permutación cada una de las posibles formas en que se puede organizar un 
conjunto o una parte de un conjunto de objetos.
Ejemplo 2.12: en una bolsa se tienen tres fichas, una roja (r), una amarilla (a) y una verde (v). 
Se saca de la bolsa una a una las fichas. ¿Cuántas formas diferentes existen para el orden de 
extracción de las fichas?
Solución: las diferentes posibilidades del orden en que se podría sacar las fichas es el con-
junto:
Vemos que el número de 6 resultados está de acuerdo con la generalización del principio 
fundamental de conteo, esto porque se tiene 3 posibilidades para la primera extracción, 2 
para la segunda y 1 para la primera, esto es:
Si en lugar de 3, tenemos 4 ficha de diferentes colores, el número de posibilidades o permu-
taciones es:
En general para n fichas el número de permutaciones es: 
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Este producto de n por todos los números naturales menores se conoce como el factorial de 
n lo que también se puede escribir como:
Número de permutaciones de n objetos
El número total de permutaciones de n  objetos diferentes está dado por:
Número de permutaciones al tomar r objetos de un conjunto de r 
Si en lugar de tomar los r objetos se toma r de ellos, para el primer objeto se tiene  n posi-
bilidades, para el segundo se tiene  y así sucesivamente, de tal manera que para el 
r-esimo  se tiene                   posibilidades. Siguiendo el principio fundamental de conteo, el 
número de permutaciones de n objetos tomados de un conjunto de  r está dado por:
Si multiplicamos y dividimos por                                                            encontramos:
 
Ejemplo 2.13: si se tiene 5 fichas de diferentes colores en una bolsa y se han de extraer dos 
de ellas, una luego de la otra, la cantidad de posibilidades diferentes que existen es:
 
En el anterior cálculo hemos descompuesto el factorial de un número como el producto del 
factorial de un número menor por los siguientes factores requeridos.
Permutaciones n objetos con grupos de objetos indistinguibles
Si se tiene  objetos de los cuales hay         de clase 1,  de clase            2, hasta de clase j, el 
número de permutaciones diferente es:
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Ilustramos la validez de esta afirmación con el siguiente ejemplo:
Ejemplo 2.14: en una bolsa hay 4 fichas rojas y 3 azules, para hallar el número de permuta-
ciones diferentes se tiene en cuenta que con 7 fichas, si todas fueran diferentes, se tendría 
un total de 7! permutaciones, pero el hecho de tener 4 fichas rojas, el total se reduce en un 
factor de 4!, al haber 3 fichas azules, el total se reduce además en un factor de 3! lo que arroja 
un resultado de:
Lo que está de acuerdo con la fórmula antes señalada, el resultado total es: 
Ejemplo 2.15: si además de tener  4 fichas rojas y 3 azules, se tiene 2 blancas, el número total 
de permutaciones es:
Combinaciones
En las permutaciones hemos visto que se debe considerar el orden de los objetos, es decir, la 
permutación ab   es diferente de la permutación ba. Una combinación es cada una de las po-
sibilidades en las que se puede seleccionar  k objetos de un conjunto sin importar el orden. 
Esto se puede considerar como una permutación en la que  k objetos son de una clase y los 
restantes  por lo tanto el número de combinaciones está dado por: 
Es costumbre abreviar el valor                 mediante  
Con lo que se tiene:
Ejemplo 2.16: si se tienen 5 objetos y se han de tomar 3 de ellos, el número de combinacio-
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Introducción Tal como se indicó en su momento, la cartilla de la semana 2 
se dedicó al estudio de elementos preparatorios para afrontar 
el cálculo de probabilidad; las temáticas a tratar aquí, en esta 
cartilla de la semana 3, se centran en el estudio de los elemen-
tos fundamentales del cálculo de probabilidad. Se estudiarán 
principios básicos del cálculo de probabilidad tales como fór-
mula de Laplace, reglas aditivas, reglas multiplicativas, proba-
bilidad condicional, probabilidad total y regla de Bayes; todo 
ello, a menos que se indique lo contrario, se hace dentro del 
contexto de experimentos aleatorios cuyo espacio muestral 
es un conjunto finito.
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Metodología
El objeto de estudio de esta semana obedece al cálculo de probabilidad en el que se consi-
deran experimentos,  cuyo espacio muestral es un conjunto finito, por tal razón, aplica los 
fundamentos previos trabajados en la semana 2. Frente a esta situación, la recomendación 
que se da al estudiante es la cuidadosa lectura de los elementos contenidos en esta cartilla 
y tener siempre presente los principios tratados en la semana anterior. Además de esto, una 
forma eficiente de acercarse a la comprensión puede ser la elaboración de síntesis de las te-
máticas a través de un mapa conceptual, un mapa mental, un cuadro sinóptico u otra forma 
de resumir información. La elaboración de un resumen requiere que el estudiante realice 
importantes reflexiones alrededor de los temas correspondientes a cálculo de probabilidad. 
En los casos en que se presenta ejemplos numéricos resueltos es útil verificar tales cálculos 
a lápiz y papel.
Se recalca al estudiante que la presente cartilla no es el único recurso propuesto para alcan-
zar el deseado nivel de comprensión, se presentan también recursos de videoconferencias, 
resúmenes, videodiapositivas y ejercicios de repaso, los cuales están orientados a brindar 
oportunidades de adquisición de conocimientos y desarrollo de habilidades a través de dife-
rentes medios. En la sección de video cápsulas se presentan una serie de videos que buscan 
fortalecer de los temas objeto de estudio.
El seguimiento de estas recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a contenidos posteriores. 
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Desarrollo temático
Probabilidad
Cuando se hace referencia al término de 
probabilidad, bien se podría decir que este 
concepto está referido a una medida de la 
creencia de que ocurra determinado he-
cho, fenómeno o situación, o más especí-
ficamente, a un evento en el sentido de lo 
que se ha comentado antes. Por ejemplo, 
frecuentemente se escuchan expresiones 
como: “es muy probable que llueva en la 
tarde de hoy”, “es altamente probable que 
el resultado de las elecciones dé como ga-
nador a determinado candidato” o “existe 
un 45% de posibilidades de que podamos 
acceder a una beca universitaria”; en todos 
estos ejemplos, así como en muchos otros, 
se ha de tener en cuenta que tal medida de 
la creencia no es caprichosa, sino que está 
fundamentada en el conocimiento histórico, 
en estudios realizados y en la aplicación de 
principios debidamente formalizados, entre 
otros. La determinación de tal medida de la 
creencia pertenece al campo del cálculo de 
probabilidad. En lo que resta de esta carti-
lla se estarán tratando algunos principios 
de probabilidad referidos principalmente 
a eventos en los cuales el espacio muestral 
es un conjunto finito de posibles resultados 
asociados a un experimento aleatorio.
Probabilidad de un evento en un expe-
rimento aleatorio con espacio muestral 
finito
La medida de la probabilidad correspon-
diente a un evento en el contexto de un 
experimento aleatorio en el que el espacio 
muestral es finito, se fundamenta en la asig-
nación de un probabilidad a cada punto del 
espacio muestral, de tal manera que la suma 
de las probabilidades de todos los puntos 
muestrales sea igual a 1. La probabilidad del 
evento corresponde entonces a la fracción 
de las probabilidades asignadas a todos los 
puntos muestrales pertenecientes al even-
to. A la cantidad de puntos pertenecientes 
al evento se le suele llamar casos favorables 
al evento. 
Con lo anterior se tiene que, si un espacio 
muestral está formado por N puntos mues-
trales, cada uno de ellos con igual proba-
bilidad de ocurrencia, y al evento A perte-
necen     la probabilidad  A del evento 
denotada mediante          está dada por:
La anterior fórmula es conocida como fór-
mula de Laplace. En el caso que no todos los 
puntos del espacio muestral tenga la misma 
probabilidad, se debe considerar los pesos 
correspondientes. 
Ejemplo 3.1: considerando el experimento 
aleatorio de lanzar dos veces un dado, cal-
cular la probabilidad de que la suma de los 
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resultados sea un número múltiplo de 3.
Solución: el espacio muestral, tal como lo hemos visto antes, está compuesto por 36 puntos, 
de los cuales hay 12 casos favorables al evento A, que son los mostrados a continuación:
Aplicando la fórmula de Laplace encontramos que la probabilidad del evento A es entonces:
Propiedades de la probabilidad
Es claro que el evento nulo tiene cero puntos muestrales, mientras que el evento seguro, 
al corresponder al mismo espacio muestral, tiene N puntos muestrales, de resto cualquier 
otro evento está formado por un número de puntos que está entre  0 y N, por en un espacio 
muestral se tiene:
Ejemplo 3.2: considerando  el experimento aleatorio de lanzar un dado dos veces, calcular:
a. La probabilidad de que en los dos lanzamientos se obtenga una suma múltiplo de 3.
b. La probabilidad de que el resultado del primer lanzamiento sea mayor que el segundo.
c. La probabilidad de que la suma de los lanzamientos sea múltiplo de 3 o que el resultado 
del primer lanzamiento sea mayor que el segundo.
d. La probabilidad de que la suma de los lanzamientos sea múltiplo de 3 y que el resultado 
del primer lanzamiento sea mayor que el segundo.
Solución: En este caso los eventos referidos en los literales son respectivamente los even-
tos      presentados a continuación: 
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Entonces las probabilidades pedidas son:
Algunas reglas de probabilidad
En ciertos casos es más fácil calcular la probabilidad de un evento a partir del conocimiento 
de la probabilidad de otro, esto es útil, por ejemplo, cuando se trata de operaciones entre 
eventos, tales como unión y eventos complementarios. A continuación se enuncia y ejem-
plifica algunas reglas de este tipo.
Sea A,B y C eventos incluidos en el espacio muestral de un experimento aleatorio, Entonces:
Las pruebas de estas y otras propiedades se ilustran en la sección lecturas complementarias 
de esta semana.
Ejemplo 3.3: en el Ejemplo 3.2, vimos que:
Fácilmente se puede ver que se cumple la relación 
Aquí mismo se puede verificar que el complemento del evento A está compuesto por 24 
puntos muestrales, por lo que: 
Vemos entonces que:
Fundación Universitaria del Área Andina 45Fundación Universitaria del Área Andina 8
Probabilidad condicional
En diversas situaciones del cálculo de probabilidad se requiere hallar la probabilidad de un 
evento A sobre la base que ha ocurrido un evento B. A la probabilidad de ocurrencia de A, 
sabiendo que ocurre el evento B, se le llama probabilidad condicional del evento A dada la 
ocurrencia del evento B, y se denota mediante:
Es usual leer los símbolos anteriores simplemente como “probabilidad de A dado B”. 
Ejemplo 3.4: En el experimento en el que se lanza un dado dos veces, podemos considerar, 
por ejemplo, que el evento A es aquel en que la suma de los dos lanzamientos es un número 
par y el evento B es aquel en que los dos números son pares o los dos son impares, estos 
eventos son:
Al pedir la probabilidad de A dado B realmente se está considerando un espacio muestral 
que se reduce a las 18 posibilidades del evento B, de este espacio muestral reducido, solo 
hay 5 posibilidades de ocurrencia del evento A, por tanto, la probabilidad de A sabiendo que 
se da B es: 
Aquí hemos realizado el cálculo con base en las 18 posibilidades correspondientes a B, sin 
embargo, al dividir cada término por el número total de posibilidades del espacio muestra 
original, podemos reescribir el cálculo como sigue:
Lo interesante del planteamiento anterior es que el numerador  corresponde a la probabi-
lidad de la intersección y el denominador   corresponde a la probabilidad de B, calculadas 
con base en el espacio muestral original, lo cual es una muestra de la siguiente expresión 
para hallar la probabilidad condicional.
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La fórmula se puede transformar para considerar la probabilidad de B dado A, con lo que se 
obtiene:
De las dos expresiones anteriores se deduce que la probabilidad de la intersección de dos 
eventos A y B está dada por:
Ejemplo 3.5: Se tiene en una urna 4 fichas naranja y 8 fichas verdes y se realiza el experimen-
to aleatorio de sacar una de las fichas, dejarla por fuera de la urna y realizar nuevamente una 
extracción. Calcular la probabilidad de que la segunda ficha sea verde dado que la primera 
es naranja.
Consideremos como N el evento de obtener una ficha Naranja en la primera extracción y 
como V el de extraer una ficha verde en la segunda.  En este caso se tiene para la primera 
extracción un total de 12 fichas de las cuales 4 son naranja, con lo que se tiene:
Para la segunda extracción, si en la primera se obtuvo una ficha naranja, se tiene
Ejemplo 3.6: consideremos como espacio muestral a los estudiantes de una universidad 
que han alcanzado los requisitos para obtener título profesional. Estas personas se han clasi-
ficado según su género y estado civil, los datos correspondientes son los siguientes:
Soltero Casado Total
Hombre 230 20 250
Mujer 70 130 200
Total 300 150 450
Se ha de seleccionar aleatoriamente una de estas personas para que pronuncie el discurso 
de despedida el día de la graduación. Se pide calcular la probabilidad de que el seleccionado 
Fundación Universitaria del Área Andina 47Fundación Universitaria del Área Andina 10
sea un hombre dado que es soltero. 
Solución: definamos los eventos H y E como sigue:
H= {El seleccionado es hombre}
E = {El seleccionado es soltero}
En este caso el espacio muestral se reduce a 300 posibilidades, de las cuales 230 son favora-
bles al evento H, por lo tanto, la probabilidad pedida corresponde a:
Se obtiene el mismo resultado si realizamos el cálculo mediante la fórmula basada en el es-
pacio muestral original, tal como se muestra a continuación:
Independencia de eventos
En el primer ejemplo ilustrativo de la probabilidad condicional (Ejemplo 3.4) vemos 
que      mientras que la probabilidad de ocurrencia del evento A es              En el Ejem-
plo 3.5, la probabilidad de obtener una ficha verde en el segundo lanzamiento dado que la 
primer fue naranja es                        estos  ejemplos muestran claramente que la probabilidad 
de un evento puede estar influenciada por la probabilidad de ocurrencia de otro; sin embar-
go, también existen situaciones en las que la probabilidad de ocurrencia de un evento no 
depende de la ocurrencia de otro, en este caso se dice que los eventos son independientes, 
para ilustrarlo consideremos el siguiente ejemplo:
Ejemplo 3.7: Se tiene en una urna 4 fichas naranja y 8 fichas verdes y se realiza el experi-
mento aleatorio de sacar una de las fichas, registrar su color, devolverla a la urna y realizar 
nuevamente una extracción. Consideremos como N el evento de obtener una ficha Naranja 
en la primera extracción y como V el de extraer una ficha verde en la segunda.  En este caso 
se tiene:
Si nos interesamos por la probabilidad de que la segunda ficha extraída sea verde dado que 
la primera es naranja encontramos que                                       lo que indica que la probabilidad 
de ocurrencia del evento V no se ve afectada por la ocurrencia de N, por lo tanto, los eventos 
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son independientes.
En el caso de eventos independientes vemos entonces que   por lo tanto:
Propiedad de la independencia de eventos
Dos eventos A y B son independientes si y sólo si la probabilidad de su intersección es igual 
al producto de sus probabilidades, es decir:
Probabilidad total
Iniciamos el estudio de esta parte del tema considerando nuevamente la situación del Ejem-
plo 3.6, referida a los estudiantes a obtener el título profesional en una universidad. Agrega-
mos en este caso que 18 de los 6 de los casados tienen ofertas de trabajo en una prestigiosa 
compañía extranjera. Hallar la probabilidad de que la persona seleccionada para pronunciar 
el discurso de despedida sea una de las que recibió oferta laboral de la compañía. 
Soltero Casado  Total
Hombre 230 20 250
Mujer 70 130 200
Total 300 150 450
Para una mejor comprensión conviene tener en cuenta la figura 3.3, en la cual se represen-
ta el espacio muestral S particionado en los eventos E (solteros)  y C (Casados),  además se 
representa el evento A que consiste en que la persona seleccionada es una de las que tiene 
oferta laboral de la compañía extranjera.
Imagen 1.
Fuente: Propia.
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Podemos notar que el evento A es la unión de los eventos   con lo que, al 
aplicar probabilidad de la unión para eventos mutuamente excluyentes,  se tiene:
Al aplicar principios de probabilidad condicional se encuentra que:
Con lo que la probabilidad de A es:
Al sustituir los datos de la tabla en la anterior expresión encontramos los valores de proba-
bilidades requeridos para hallar la probabilidad de A:
La probabilidad calculada se conoce como probabilidad total y en este caso se ha calculado 
para un evento A contenido en el espacio muestral S, y una partición de S en los eventos E 
y C.  A partir de este análisis se puede extender a los casos en que el espacio muestral está 
particionado en n eventos con lo cual se tiene el siguiente teorema:
Teorema 3.3: es un espacio muestral S particionado en los eventos                       tal que la 
probabilidad             de cada uno de los eventos que constituye la partición es distinta de cero. 
Entonces, para cualquier evento A contenido en S se tiene:
Ejemplo 3.8: en una urna rotulada con la letra A se tiene 6 fichas color naranja  y 4 verdes, 
una segunda urna B tiene 4 fichas naranja y 8 verdes. Se lanza un dado, si el resultado del 
lanzamiento es menor que 3; se extrae una ficha de la urna A; si el resultado es mayor o igual 
que 3 la ficha se extrae de la urna B. calcular a) La probabilidad de que se saque una ficha 
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Naranja de la urna B b) La probabilidad de que la ficha sea verde.
Solución: definimos los siguientes eventos asociados al problema planteado:
A = la ficha se extrae de la urna A
B = la ficha se extrae de la urna B
N = la ficha que se extrae es de color naranja
V = la ficha que se extrae es de color Verde
a) Es claro que                       La probabilidad que se saque una ficha  Naranja y que sea de la 
urna B corresponde a                       y la probabilidad que se saque una ficha naranja al hacerlo 
de la urna B corresponde a la probabilidad de N dado B, es decir                   estas probabilida-
des se relacionan mediante:
Tenemos que de las 12 fichas de la urna B, 4 son naranja, con lo cual:
b) Al extraer una ficha Verde esta puede provenir de la urna A o de la B, entonces se pide la 
probabilidad P(V), la cual corresponde a una probabilidad total, esta viene dada por:
Teorema de Bayes
En la sección anterior, para un evento A contenido en un espacio muestral particionado en 
n eventos   hemos visto la expresión para calcular la probabilidad total de 
A, la cual se encuentra en términos de las probabilidades condicionales del evento A; sin 
embargo, así como se puede hallar la probabilidad condicional de A dado cualquiera de los 
eventos   de la partición del espacio muestral S  también se puede hallar la probabilidad 
de cualquiera de los eventos      dada la ocurrencia de A . Partiendo de la fórmula de la pro-
babilidad condicional se tiene:
Pero puesto que P(A)  es la probabilidad total de A está dada por: 
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Se encuentra finalmente que la probabilidad condicional de la ocurrencia de cualquiera de 
los eventos       dado que ocurrió A está dada por:
Esta expresión se conoce como regla de Bayes y puede decirse que mide la probabilidad de 
que un evento dado haya sido causado por la ocurrencia de uno de evento específico que 
constituye una partición del espacio muestral.
Ejemplo 3.9: consideremos la situación de las fichas de colores en las urnas A y B descrita en 
el Ejemplo 3.8. Hallar la probabilidad de que la extracción se hiciera de la urna A dado que la 
ficha extraída fue de color verde:
Solución: la probabilidad en este caso viene dada por la Regla de Bayes, por tanto corres-
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Introducción En la primera semana se introdujo el concepto de variable, 
definiéndolo como una característica observable de cada uno 
de los individuos de una población. En el campo de proba-
bilidad se utiliza el término variable aleatoria de manera sig-
nificativamente diferente. La temática a tratar en esta cartilla 
de la semana 3 se centra precisamente en el estudio de distri-
buciones de probabilidad de una variable aleatoria, donde se 
considera esta última como una función que asigna un  nú-
mero real a cada punto de un espacio muestral. Se estudia en 
forma general los casos de variable aleatoria discreta y varia-
ble aleatoria continua. Por su parte, una distribución de pro-
babilidad es una función o regla que asigna una probabilidad 
a cada valor real que toma la variable.
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Metodología
En la presente semana, al afrontar el estudio de variable aleatoria y distribuciones de pro-
babilidad, es importante que el estudiante tenga presente los principios básicos de cálculo 
integral; además, tal como sucede con todas las cartillas, es recomendable la cuidadosa lec-
tura de los elementos contenidos en ésta y tener siempre presente los principios tratados en 
la semana 3, ya que en esta cuarta semana se hace fuerte de principios de probabilidad ya 
tratados. Además de lo anterior, una forma eficiente de acercarse a la comprensión puede 
ser la elaboración de síntesis temática. La elaboración de un resumen requiere que el estu-
diante realice importantes reflexiones en relación a los temas de cálculo de probabilidad. En 
los casos en que se presenta ejemplos numéricos resueltos es útil verificar tales cálculos a 
lápiz y papel.
El estudiante debe tener en cuenta que la presente cartilla no es el único recurso propuesto 
para alcanzar el deseado nivel de comprensión, se presentan también recursos de videocon-
ferencias, resúmenes, videodiapositivas y ejercicios de repaso, ejercicios resueltos, ejercicios 
propuestos; los cuales están orientados a brindar oportunidades de adquisición de conoci-
mientos y desarrollo de habilidades a través de diferentes medios. En la sección de video-
cápsulas se presentan una serie de videos que buscan fortalecer los temas objeto de estudio. 
El seguimiento de estas recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a temas posteriores.
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Desarrollo temático
Variable aleatoria
En buena parte de la cartilla de la semana 
1 hablamos de variables estadísticas en-
tendidas como características observables 
de los individuos de una población, en lo 
que sigue de este curso se hará referencia 
al concepto de variable aleatoria, la cual se 
estudia en el contexto del cálculo de proba-
bilidad.  Para poder comprender la impor-
tancia y necesidad de una variable aleato-
ria conviene retomar las ideas trabajadas 
alrededor de espacio muestral. Un experi-
mento aleatorio se asocia a un conjunto de 
posibles resultados cuyo valor puede ser de 
diferente naturaleza, por ejemplo, al lanzar 
una moneda el resultado puede ser cara 
(C) o sello (S), al lanzar un dado dos veces 
el resultado puede ser cualquier pareja de 
números en el que cada número está entre 
1 y 6 inclusive, a realizar experimentos alea-
torios de extracción de fichas de una urna 
los resultado de interés pueden ser los po-
sibles colores. Como se puede ver, los resul-
tados no necesariamente son números rea-
les. Considerando esto tenemos entonces el 
concepto de variable aleatoria.
Concepto e Variable aleatoria
Una variable aleatoria es una función que 
asigna un número real a cada punto de un 
espacio muestral asociado a un experimen-
to aleatorio. Es usual denotar la función mis-
ma mediante letras mayúsculas X como  y 
letras en minúsculas x como  para referirnos 
a valores de la variable aleatoria. Una inter-
pretación gráfica del concepto de variable 
aleatoria se muestra a continuación:
Espacio 
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En notación de funciones (desde la perspec-
tiva de funciones matemática) se tiene:
Ejemplos de variables aleatorias
Tal vez la mejor manera de ilustrar el con-
cepto de variable aleatoria es mediante 
ejemplos, es por eso que presentamos los 
siguientes:
Ejemplo 4.1: si consideramos el experimen-
to de seleccionar sucesivamente tres torni-
llos y anotar D si el tornillo es defectuoso y N 
no defectuoso, el espacio muestral es:
S={NNN,DNN,NDN,NND,DDN,DND,NDD,DDD}
A partir de este espacio muestral podemos 
definir la variable aleatoria 
X= Número de tornillos defectuosos
Es claro que el número de tornillos defec-
tuosos puede ser 0, 1, 2 o 3. Estos son enton-
ces los valores que toma la variable aleato-
ria. La asignación de números reales a cada 











Ejemplo 4.2: Consideremos el experimento 
aleatorio de lanzar un dado dos veces, el es-
pacio muestral es:
S= {(1,1),(1,2 ),(1,3 ),(1,4 ),(1,5 ),(1,6 )
(2,1),(2,2 ),(2,3 ),(2,4 ),(2,5 ),(2,6 )
(3,1),(3,2 ),(3,3 ),(3,4 ),(3,5 ),(3,6 )
(4,1),(4,2 ),(4,3 ),(4,4 ),(4,5 ),(4,6 )
(5,1),(5,2 ),(5,3 ),(5,4 ),(5,5 ),(5,6 )
(6,1),(6,2 ),(6,3 ),(6,4 ),(6,5 ),(6,6 )}
Si nuestro interés se centra en la suma de los 
puntajes de cada par de lanzamientos, po-
demos definir una variable aleatoria suma 
(X), de tal manera que a cada punto muestral 
le asigna la suma de puntos, por tanto, los 
valores que podría tomar la variable aleato-
ria X corresponden al siguiente conjunto:
X={2,3,4,5,6,7,8,910,11,12}
Variables aleatorias discretas y conti-
nuas
Así como un espacio muestral puede ser 
discreto o continuo, una variable aleatoria 
también se puede clasificar como variable 
aleatoria discreta y variable aleatoria conti-
nua. Una variable aleatoria es discreta si se 
puede numerar sus posibles valores, por el 
contrario, si una variable aleatoria  puede 
tomar un conjunto de valores que coinciden 
con el conjunto de puntos de un segmen-
to de recta, se denomina variable aleatoria 
continua.
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Distribución discreta de probabilidad
Hemos visto en la cartilla de la semana 3 que la probabilidad de cualquier evento es un nú-
mero entre 0 y 1, inclusive, es decir, pertenece al intervalo cerrado [0, 1]. En este apartado 
estamos interesados en la asignación de un valor específico de probabilidad a cada valor de 
una variable aleatoria, con tal fin se define un nuevo concepto, el de función de distribución 
de probabilidad. A una variable aleatoria discreta le corresponde una función de distribu-
ción de probabilidad discreta. Para ilustrar la idea de distribución discreta de probabilidad 
se debe tener en cuenta el Ejemplo 4.2, n el cual no hay razón para creer que los diferentes 
puntos muestrales tengan diferente probabilidad, en este caso cada punto tiene una proba-
bilidad de           Con base en ello podemos escribir la siguiente tabla en la que se asigna la 
correspondiente probabilidad a cada valor de la variable aleatoria considerada.
Tabla 1. 
Fuente: propia.
Como se puede observar, a cada valor x de la variable aleatoria se le asigna una probabi-
lidad P(x) determinada por el número de casos favorables en el espacio muestral, además 
se observa que la suma de todas las probabilidades es igual a la unidad. Apoyados en esta 
ilustración podemos pasar a plantear la siguiente definición 
Definición: dada una variable aleatoria discreta X asociada al espacio muestral S de un ex-
perimento aleatorio, la distribución de probabilidad es una función o regla que asigna la 
correspondiente probabilidad a cada valor de la variable aleatoria. La asignación de proba-
bilidad obedece las siguientes condiciones:
Ejemplo 4.3: Un lote de 8 televisores contiene tres televisores defectuosos. Si compramos 
2 de los ocho televisores, hallar la distribución de probabilidad de la variable aleatoria co-
rrespondiente al número de televisores defectuosos que pueden resultarnos en la compra.
Solución: al comprar dos televisores, los únicos valores posibles de la variable aleatoria son 
0, 1 y 2. En este caso debemos tener en cuenta que la cantidad de posibilidades en que se 
pueden seleccionar 2 de los ocho televisores está dada por el número de posibles combina-
ciones, es decir:
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Por otro lado, el número de formas en que se puede seleccionar televisores defectuosos 
de 3 que se compran es:
El número de formas en que se puede seleccionar 1 televisor defectuoso es:
El número de formas en que se puede seleccionar 2 es:
Por tanto los valores de las probabilidades son:
Distribución de probabilidad discreta acumulada
Frecuentemente resulta de interés el cálculo no de la probabilidad de un valor específico 
de una variable aleatoria discreta, sino el valor de la probabilidad que la variable aleatoria 
tome un valor menor o igual que el valor dado; para ello, resulta necesario definir una nueva 
función que tome los valores acumulados de probabilidad, a esta función se le conoce como 
función de probabilidad acumulada y se define a continuación:
Definición: la función de distribución de probabilidad acumulada de una variable aleatoria 
discreta X, cuya función de distribución de probabilidad es           está dada por: 
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Ejemplo 4.4: para el caso de la variable aleatoria del Ejemplo 4.2 se muestra a continuación 
las funciones de distribución de probabilidad y de probabilidad acumulada distribución de 
probabilidad:
Muchas veces resulta útil realizar la gráfica de las funciones de distribución de probabilidad, 
para lo cual se aplica los principios señalados en la cartilla de la semana 1.
Distribución continua de probabilidad
Un hecho muy importante en el cálculo de probabilidad, y que a muchos podría parecer 
sorprendente, es que la probabilidad de que la variable aleatoria tome exactamente un va-
lor específico tiende a cero; esto se debe a que entre dos posibles valores que una variable 
aleatoria continua pueda tomar, existen infinitos valores, y al realizar la distribución de la 
totalidad de probabilidad entre esos infinitos valores se tendría el valor cero. Esta situación 
lleva a interesarnos en la probabilidad que la variable aleatoria tome un valor comprendido 
entre dos valores específicos.
La función de distribución de probabilidad de una variable aleatoria continua no se puede 
representar en forma tabular, porque requeriríamos infinitas entradas en la respectiva tabla, 
sin embargo si se puede representar mediante una fórmula a la que seguramente se puede 
asociar una curva continua, aunque puede darse casos en que la gráfica de la función pre-
sente saltos o discontinuidades. A una función de distribución continua de probabilidad se 
le suele llamar función densidad de probabilidad o simplemente función densidad.  
Una función densidad de probabilidad debe ser tal que el área total bajo la curva de la fun-
ción sea igual a la unidad, además, del cálculo integral se sabe que el área limitada por la 
curva         de una función , el eje y las rectas X=a y X= b está dada por la integral de la función 
entre  X=a y X= b es decir, la probabilidad de que la variable aleatoria, cuya función de densi-
dad de probabilidad es              tome un valor comprendido entre  X=a y X= b, está dada por:
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Con base en las consideraciones anteriores podemos definir la función de distribución de 
probabilidad como sigue:
Definición: una función               es la distribución de probabilidad de una variable aleatoria 
X si cumple las siguientes condiciones:
Nota: En la integral de la condición b) vemos que se debe considerar la posibilidad que la 
variable aleatoria tome cualquier número real; sin embargo, en muchas ocasiones se tiene 
conocimiento de los intervalos de valores que no corresponden a la variable aleatoria, por lo 
que la contribución de la integral es cero en tales intervalos.
Ejemplo 4.5: una variable aleatoria continua      tiene la siguiente función de densidad de 
probabilidad:
a. Verificar que efectivamente es una función de densidad de probabilidad
b. Hallar la probabilidad de que x tome un valor entre 0 y ½.
Solución:
a. Es claro que para los valores de   en                       la función es no negativa, por tanto se 
cumple la condición                           para todo   . También podemos ver que:
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Lo anterior evidencia el cumplimiento de la condición 2.
b. La probabilidad de que x se encuentre entre 0 y 1/2 corresponde a:
Una interpretación geométrica se muestra en la siguiente gráfica, donde se ve que el área 









Área entre  0 Y 1/2 = 1/4
Imagen 2.
Fuente: propia.
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Ejemplo 4.6: La fracción de personas que responden a una encuesta enviada por correo es 
una variable aleatoria continua       a la cual le corresponde la siguiente función densidad de 
probabilidad:
a. Mostrar que 
b. Hallar la probabilidad de que más de la cuarta parte de las personas pero menos de la 
mitad responden la encuesta.
Solución:
a. 
b. La probabilidad de que más de la cuarta parte de la personas pero menos de la mitad 
responden la encuesta corresponde       a y está dada por:
Distribución acumulada de una variable aleatoria continua
La definición de la distribución de probabilidad de una variable aleatoria continua es aná-
loga a la correspondiente a una variable aleatoria discreta, a continuación se presenta la 
definición:
Definición: sea   una variable aleatoria continua cuya función de de densidad de probabi-
lidad es    la función de distribución de probabilidad acumulada está dada por:
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La distribución está dada por: 
Ejemplo 4.7: la variable aleatoria X del Ejemplo 4.5, tiene función densidad de probabilidad:
La función de distribución de probabilidad acumulada está dada entonces por:
Con base en la definición de distribución acumulada de una variable aleatoria continua y el 
hecho que:
Se encuentra que: 
Además con base en principios de cálculo integral se tiene:
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Distribuciones de probabilidad conjunta de variables aleatorias discretas
Hasta este punto hemos estudiado algunos aspectos del cálculo de probabilidad en el con-
texto de experimentos aleatorios asociados a una sola variable aleatoria, pero diversas situa-
ciones probabilísticas se estudian adecuadamente considerando dos o más variables, por 
ejemplo, el análisis del comportamiento del nivel de precios de un producto        y el de un 
producto  da lugar a un espacio muestral en el que cada punto muestral está compuesto 
por dos variables.
Si dos variables aleatorias discretas ,  la distribución de probabilidad conjunta de su 
ocurrencia simultánea se representa mediante la función    donde:
Estas breves descripciones permiten extender las ideas de distribución de probabilidad al 
caso de dos variables a través de la siguiente definición:
Definición: una función                      es una distribución de probabilidad conjunta de las va-
riables aleatorias discretas ,  si   cumple las siguientes condiciones:
Distribuciones de probabilidad conjunta de variables aleatorias continuas
Para el caso de variables aleatorias continuas la definición de distribución de probabilidad 
conjunta corresponde a lo siguiente:
Definición: la función   es una función de distribución de densidad de probabilidad 
conjunta de las variables aleatorias  X,Y si cumple las siguientes condiciones.
                        corresponde a la probabilidad que la pareja  (X,Y) se encuentre en una zona 
      del plano xy.
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Ejemplo 4.8: una empresa fabricante de dulces vende cajas de chocolate con surtido de 
crema, almendras y galleticas recubiertas con chocolate claro y oscuro. Si se selecciona alea-
toriamente una caja de dulces sean X y Y, respectivamente,  las proporciones de chocolate 
claro y oscuro que son cremas, y si la función conjunta de distribución de probabilidad es:  
Verificar que se cumple la segunda condición de la definición de distribución de probabili-
dad conjunta y hallar la probabilidad de que  
Solución: 
Lo anterior muestra el cumplimiento de la condición 2. El cálculo de la probabilidad está 
dada por:
Distribuciones marginales de probabilidad
A partir de la distribución de probabilidad conjunta  de dos variables aleatorias X y 
Y, se puede definir las distribuciones de probabilidad de las variables individuales, a tales 
distribuciones se les llama distribuciones marginales de las variables aleatorias, estas defini-
ciones se presentan a continuación:
Definición: la distribución marginal de la variable aleatoria X y la de la variable aleatoria Y 
están dadas por:
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Media y varianza de 
una variable  
aleatoria
Autor: Danilo de Jesús Ariza Agámez
Estadística de probabilidades    
Fundación Universitaria del Área Andina 68Fundación Universitaria del Área Andina 3
Introducción La cartilla de la semana anterior se centró en el estudio de 
variables aleatorias y distribuciones de probabilidad para los 
casos discretos y continuos; también se presentó una breve 
introducción al estudio de distribución de probabilidad con-
junta de dos variables aleatorias. En el campo de la probabi-
lidad y la estadística inferencial se usa un conjunto de pará-
metros de las variables aleatorias, entre ellas se destaca las de 
esperanza matemática o media de una variable aleatoria y la 
varianza. Apoyados en el estudio de la cartilla de la semana 
4, en esta semana 5 se tratará precisamente el cálculo de es-
tos parámetros. Se estudiarán los procedimientos de cálculo 
de manera general para variables aleatorias discretas y conti-
nuas, y se ilustrarán brevemente los parámetros análogos en 
el caso de distribuciones de probabilidad conjunta.
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Metodología
Esta cartilla bien puede considerarse una continuación de la correspondiente a la semana 
anterior en la que se inició el estudio de variable aleatoria y distribuciones de probabilidad, 
razón por la cual, aplica las recomendaciones antes dadas. Estas recomendaciones se re-
fieren a la necesidad de que el estudiante tenga presente los principios básicos de cálculo 
integral, los principios generales de cálculo de probabilidad estudiados al inicio de la sema-
na 3, y la recomendación que se ha planteado siempre en el sentido de realizar una síntesis 
conceptual de los contenidos de esta cartilla, además de su cuidadosa lectura y verificación 
de los cálculos presentados en los ejemplos.
Esta cartilla no constituye el único recurso propuesto para alcanzar el deseado nivel de 
comprensión en lo referente a media y varianza de variables aleatorias, se deben tener en 
cuenta también los recursos de videoconferencias, resúmenes, videodiapositivas y ejercicios 
de repaso, ejercicios resueltos, ejercicios propuestos; los cuales están orientados a brindar 
oportunidades de adquisición de conocimientos y desarrollo de habilidades a través de dife-
rentes medios. En la sección de videocápsulas se presentan una serie de videos que buscan 
fortalecer de los temas objeto de estudio. 
Seguir este conjunto de recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a contenidos posteriores.
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Desarrollo temático
Esperanza matemática de una variable aleatoria
En la cartilla de la semana 1 se trataron las medidas de tendencia central de observaciones 
de un conjunto de valores. En esta cartilla, entre otros temas, se tratará una medida análo-
ga a la media aritmética de las observaciones, pero referida ahora a una variable aleatoria. 
Para introducir el concepto de media aritmética de una variable aleatoria, conviene hacerlo 
a partir de la consideración de una situación en la que se lanza muchas veces dos monedas 
rotuladas, cada una con las letras A y B. En esta situación tomamos como variable aleatoria X 
aquella que cuenta el número de veces que se obtiene A como resultado de un lanzamiento, 
lo cual indica que en un lanzamiento se podría obtener 0, 1 o 2 veces la letra A. supongamos 
ahora que realizamos 32 lanzamientos de las dos monedas, dándose  que en 8 de las 32 ve-
ces no salió ninguna A, 14 veces salió una A y 10 veces el resultado del lanzamiento fue dos 
A.
Con base en lo anterior, y realizando cálculos como los estudiados en la semana 1, encontra-
mos que la media aritmética de los resultados es:
Aunque 1,0625 no es ninguno de los posibles valores que tome la variable aleatoria, se espe-
raría que el número promedio de veces que se obtiene A como resultado es el valor citado.
El anterior procedimiento de cálculo lo podríamos reescribir de la siguiente forma:
Los valores  corresponden a la frecuencia relativa de ocurrencia de los valores 0, 
1 y 2 correspondientes a la variable aleatoria que mide el número de veces que se obtiene 
la A. Esto muestra que es posible calcular la media aritmética de un conjunto de datos con 
base en el conocimiento de la frecuencia relativa con la que ocurre cada uno de los posibles 
valores.
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Esta idea de cálculo se puede emplear para 
hallar el número promedio de veces que se 
obtiene la letra A como resultado de muchos 
lanzamientos, en cuyo caso nos estaríamos 
refiriendo a la media aritmética o prome-
dio de la variable aleatoria. Dado el carác-
ter probabilístico del hecho, al promedio de 
una variable aleatoria  se le llama también 
esperanza matemática o valor esperado y se 
simboliza mediante                              En caso 
que no haya lugar a confusión se puede 
omitir la referencia a la variable X y escribir 
simplemente  
Los comentarios y cálculos anteriores se ba-
saron en un caso particular de un conjunto 
de lanzamientos, pero podemos realizar el 
análisis a partir del conocimiento de las pro-
babilidades asociadas al respectivo experi-
mento aleatorio, para ello podemos consi-
derar la situación de una moneda legal, en 
cuyo caso el espacio muestral del experi-
mento de lanzar dos veces la moneda es:
Dado que en cada lanzamiento existe igual 
probabilidad de obtener A o B, con lo que la 
probabilidad de cada resultado de un lan-
zamiento A o B        es en razón a que el 
resultado del primer lanzamiento no afecta 
el resultado del segundo, los lanzamientos 
son independientes y por tanto la probabili-
dad de cada uno de los resultados posibles 
contenidos en el espacio muestral es .
La distribución de probabilidad de la varia-
ble es entonces: 
Esta distribución de probabilidad indica que 
a la larga, en muchos lanzamientos que se 
realice, la mitad de las veces se obtendrá 
como resultado una letra A y una cuarta 
parte de las veces se obtiene cada uno de 
los otros dos valores de X  (0 o 2), pudiéndo-
se decir entonces que estas probabilidades 
corresponden a los valores de frecuencias 
relativas, por lo cual el valor de la media co-
rresponde a: 
Lo cual indica que es razonable esperar 
obtener una A por cada instancia del ex-
perimento consistente en un par de lanza-
mientos. Con base en estos razonamientos 
podemos definir el concepto y fórmula de 
cálculo de la esperanza matemática o valor 
esperado de variables aleatorias discretas y 
continuas. 
Esperanza matemática de una variable 
aleatoria discreta
Definición: dada una variable aleatoria 
discreta X, cuya función de distribución de 
probabilidad  la media aritmética, es-
peranza matemática o valor esperado está 
dado por:
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Es decir, la esperanza matemática de una variable aleatoria discreta es la suma de los pro-
ductos de cada valor de la variable y su respectiva probabilidad.
Esperanza matemática de una variable aleatoria continua
Definición: dada una variable aleatoria continua , cuya función de distribución de proba-
bilidad  la media aritmética, esperanza matemática o valor esperado está dado por:
Es decir, la esperanza matemática de una variable aleatoria continua es la integral del los 
productos de cada valor de la variable y su respectiva probabilidad.
Ejemplos de cálculo de la esperanza matemática de variables aleatorias
Ejemplo 5.1: hallar el valor esperado de la variable aleatoria X del Ejemplo 4.3 correspon-
diente al número de televisores defectuosos que pueden resultarnos en la compra de dos sí 
se sabe que del lote de 8 televisores hay 3 defectuosos. 
Solución: En la solución del Ejemplo 4.3, encontramos que la función de distribución de 
probabilidad es: 
Por tanto el valor esperado de la variable se calcula como sigue:
Ejemplo 5.2: hallar el valor esperado de la distribución de probabilidad de la variable alea-
toria X correspondiente a la suma de los puntajes obtenidos al lanzar un dado dos veces.
Solución: en la cartilla de la semana 4 presentamos la introducción de distribución de pro-
babilidad de una variable aleatoria discreta con base en el experimento de lanzar el dado 
dos veces, ahí encontramos que la distribución de probabilidades es:
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Tabla 1. 
Fuente: propia.
Con base en la anterior tabla podemos presentar la siguiente en la que además se muestra 
el producto de cada valor de X por su probabilidad. 
Tabla 2. 
Fuente: propia.
El estudiante puede verificar que la suma de estos productos es:
Ejemplo 5.3: hallar el valor esperado de la variable aleatoria continua presentada en el 
Ejemplo 4.5. 
Solución: en el Ejemplo 4.5, vimos que la función de densidad de probabilidad era:
Por lo tanto, el valor esperado está dada por:
Ejemplo 5.4: hallar el valor esperado de la variable aleatoria X del Ejemplo 4.6 correspon-
diente a la fracción de personas que responden a una encuesta enviada por correo, cuya 
función densidad de probabilidad es:
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Solución: se aplica, al igual que el ejemplo anterior, la fórmula correspondiente al valor es-
perado de una variable continua:
Medidas de dispersión
En la estadística en general, la media se considera como una medida de gran importancia en 
razón a que es un descriptor que indica el valor en que se centra la distribución de datos. En 
el caso de probabilidad, la esperanza matemática es el valor alrededor del cual se centra la 
distribución de probabilidad; sin embargo, se ha de tener en cuenta que la media no es un 
indicador suficiente para describir completamente un conjunto de datos o una distribución 
de probabilidad. 
Para sustentar la anterior afirmación, en lo que concierne a un conjunto de datos, considé-
rese los puntajes obtenidos en una prueba de aptitud matemática por dos grupos de estu-
diantes, los puntajes de cada grupo son:
Puntajes Grupo A 69 72 69 73 69 68 68 70 73 69
Puntajes Grupo B 91 90 47 50 90 88 45 87 70 42
Tabla 3. 
Fuente: propia.
El estudiante puede verificar que el cálculo de la media para cada grupo da como resultado 
70 puntos, pero si se observa la diferencia de los datos en relación con la media, se tiene 
que en el grupo A hay desviaciones relativamente pequeñas, de hecho la máxima diferencia 
respecto a la media es de 3 unidades y la máxima separación encontrada entre cualquier par 
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de datos es de cinco unidades. Por su parte, en el grupo B se encuentran desviaciones de 
hasta 21 unidades respecto a la media y una máxima separación entre datos de 49 unidades. 
Se tiene entonces que la media por sí sola no es un adecuado descriptor debido a que no 
da información de la variabilidad que presentan los datos. Frente a situaciones de este tipo, 
se requiere de otros descriptores que midan la variabilidad de los datos y que se comple-
menten con las media. Estas nuevas medidas son las medidas de dispersión entre las que se 
encuentra la varianza y la desviación estándar.
La varianza y la desviación estándar
De todas las medidas de dispersión, tal vez la más importante, más conocida y usada es la 
varianza. Se define como la media aritmética de los cuadrados de las desviaciones respecto 
a la media. El símbolo empleado para la varianza es Por su parte la desviación estándar, 
también conocida como desviación típica, corresponde a la raíz cuadrada positiva de la va-
rianza. El símbolo empleado para la desviación estándar es 
La desviación estándar se mide en las mismas unidades que los valores de los datos o de la 
variable, por lo tanto, resulta más fácil la comparación directa de la desviación estándar con 
la media aritmética. La desviación estándar se interpreta como la variación promedio de los 
datos con respecto a la media.
Cálculo de la varianza y la desviación estándar
Decir que la varianza equivale al promedio de los cuadrados de las desviaciones respecto a 
la media, significa que para calcular la varianza, primero se debe hallar la desviación de cada 
observación respecto a la media, luego se halla el cuadrado de cada desviación y sobre estos 
cuadrados se calcula el promedio. Para un conjunto de N datos, en el que la media aritmética 
es          la fórmula que permite el cálculo de la varianza es: 
A manera de ilustración consideremos los puntajes de los grupos A y B antes citados y calcu-
lemos las respectivas varianzas.
Para hallar los valores conviene escribir en una tabla los valores de las desviaciones res-
pecto a la media, los cuadrados de las desviaciones, la media y la suma de los cuadrados de 
las desviaciones. A continuación se muestra las tablas y cálculo de varianza para cada grupo.
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Con base en las tablas las varianzas                   de los grupos A y B respectivamente están 
dadas por:
 
La gran diferencia que registran las varianzas de los dos grupos es un reflejo de la diferencia 
en la variabilidad de los datos. Se evidencia también cómo la varianza mide la variabilidad 
de los datos.
En el caso de una variable aleatoria X se calcula como el valor esperado de                       A 
continuación sepresenta las expresiones de cálculo de la varianza y la desviación estándar 
de variables aleatorias discretas y continuas.
Tabla 4 y 5. 
Fuente: propia.
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Varianza y desviación estándar de una variable aleatoria discreta.
Definición: Dada una variable aleatoria discreta X, cuya función de distribución de proba-
bilidad es                 y sea                       la media aritmética o valor esperado. La varianza de la 
variable aleatoria es el valor esperado de                       es decir: 
La desviación estándar es: 
Ejemplo 5.5: hallar la varianza y la desviación estándar de la variable aleatoria X  correspon-
diente al número de televisores defectuosos que pueden resultarnos en la compra de dos si 
se sabe que del lote de 8 televisores hay 3 defectuosos. 
Solución: En la solución del ejemplo 5.1 encontramos que la media aritmética o valor espe-
rado de la variable aleatoria de una  función de distribución de probabilidad es:
También se tiene que los valores de las probabilidades son:
Con base en ello se presenta a continuación la tabla que resume los valores de , 
                  y los productos 
Entonces los valores de                     se dan a continuación:
Tabla 6. 
Fuente: propio.
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Con base en la tabla anterior se encuentra que la varianza es: 
La desviación estándar es entonces:  
Varianza y desviación estándar de una variable aleatoria continua
Definición: Dada una variable aleatoria continua X , cuya función de densidad de probabili-
dad es                y sea                  la media aritmética o valor esperado. La varianza de la variable 
aleatoria es el valor esperado de                        es decir: 
La desviación estándar es: 
Ejemplo 5.6: hallar la varianza y la desviación estándar de la variable aleatoria continua 
presentada en el ejemplo 5.3. 
Solución: en el ejemplo 5.3 vimos que la función de densidad de probabilidad es:
Y la media es:
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Por tanto la varianza está dada por el siguiente cálculo.
La desviación estándar es entonces:
Fórmula alternativa para calcular la varianza de una variable aleatoria
Una expresión para el cálculo de la varianza, deducida de la fórmula de la definición es la 
siguiente.
Ejemplo 5.6: hallar la varianza de la variable aleatoria continua presentada en el ejemplo 
anterior mediante el uso de la fórmula alternativa. 
Solución: primero calculamos                  según se muestra a continuación:
Se tiene además que el valor esperado es                    con lo cual el valor de la varianza es:
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El cálculo realizado mediante el uso de la fórmula alternativa evidencia la mayor facilidad 
para realizar el cálculo, por lo cual se le invita al estudiante a aprovechar las facilidades que 
ofrece.
Teorema de Chebishev
El valor de la varianza es una medida de la variabilidad de posibles valores de una variable 
aleatoria respecto al valor esperado. Una variable aleatoria con varianza pequeña presenta 
poca variabilidad respecto al valor esperado, esto indica que la mayor parte de los datos 
presentan la tendencia a estar cercanos a la media o valor esperado, lo cual indica que la 
probabilidad de encontrar un valor de la variable dentro de un intervalo alrededor del valor 
esperado es superior que la correspondiente a una variable aleatoria con varianza mayor. 
Un principio matemático que trata estas características del comportamiento de una variable 
aleatoria es el teorema de Chebishev, establecido por P. Chebishev (1821- 1894), el teorema 
establece lo siguiente:
Teorema de Chebyshev: dada cualquier variable aleatoria X con valor esperado es    y 
desviación       estándar . La probabilidad de que la variable tome un valor dentro de k 
desviaciones estándar de la media es al menos                          Es decir:
El estudiante podría preguntarse qué sentido tiene un principio que sólo da una cota supe-
rior para la probabilidad de que la variable aleatoria tome un valor contenido en determina-
do rango, si se podría calcular el valor exacto de la probabilidad a partir del conocimiento de 
su distribución de probabilidad. Frente a este interrogante indicamos que el teorema tiene 
su gran valor en situaciones en las que no se conoce la distribución de probabilidad de la 
variable. El siguiente ejemplo ilustra esta afirmación.
Ejemplo 5.7: Una variable aleatoria, de la que no se conoce su distribución de probabilidad, 
tiene valor esperado                   y desviación estándar                  Hallar un estimativo de la pro-
babilidad de que la variable aleatoria tome un valor mayor que -4 y menor que 20.
Solución: Se nos pide hallar             haciendo uso de los valores de 
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Introducción El desarrollo de la cartilla de la semana 4 trató sobre distribu-
ciones de probabilidad de variables aleatorias considerando 
en general los casos discreto y continuo. La cartilla de la sema-
na 5 se centró en el estudio de esperanza matemática o media 
de una variable aleatoria, la varianza y la desviación estándar. 
Tomando en cuenta las definiciones de esas dos semanas an-
teriores, en esta semana 6 se tratará una de las distribuciones 
de probabilidad discreta de mayor importancia en cálculo de 
probabilidad y estudios estadísticos, esta es la distribución de 
probabilidad de una variable aleatoria binomial. Una variable 
aleatoria binomial se entiende como aquella que se asocia a la 
repetición de múltiples ensayos independientes, en los cuales 
los resultados posibles se clasifican en dos categorías, éxito o 
fracaso. Cada ensayo se conoce como proceso de Bernoulli. El 
interés es hallar la probabilidad de que en  ensayos se dé un 
determinado número de éxitos. Además, a partir de las ideas 
subyacentes, se encontrarán expresiones de cálculo para ha-
llar la media y la varianza de la variable aleatoria binomial. 
Finalmente se extiende la ideas de variables aleatorias bino-
miales a los casos en que los el número de posibles resultados 
es superior a 2, lo cual corresponde al estudio de una variable 
aleatoria conocida como multinomial.
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Metodología
Esta cartilla trata un caso particularmente importante dentro del contexto de las distribu-
ciones de probabilidad de variables aleatorias discretas, es por eso que se recalca el segui-
miento del mismo conjunto de recomendaciones dadas en las cartillas anteriores; tales re-
comendaciones se refieren a la necesidad de permanente revisión de principios generales 
de cálculo de probabilidad estudiados al inicio de la semana 3, y la recomendación que se 
ha planteado siempre en el sentido de realizar una síntesis conceptual de los contenidos de 
la cartilla, de su cuidadosa lectura y verificación de los cálculos presentados en los ejemplos.
La lectura aquí planteada no es el único recurso que se presenta para alcanzar el deseado 
nivel de comprensión en lo referente a al estudio de la distribución de probabilidad de va-
riables aleatorias binomiales, debe tener en cuenta que se presenta también recursos de 
videoconferencias, resúmenes, videodiapositivas, ejercicios de repaso, ejercicios resueltos y 
ejercicios propuestos; los cuales, están orientados a brindar oportunidades de adquisición 
de conocimientos y desarrollo de habilidades a través de diferentes medios. En la sección de 
videocápsulas se presentan una serie de videos que buscan fortalecer los temas objeto de 
estudio. 
Seguir este conjunto de recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a contenidos posteriores.
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Desarrollo temático
Proceso de Bernoulli y distribución 
binomial
Un proceso de Bernoulli es un experimento 
aleatorio en el que los resultados se pue-
den clasificar en dos categorías, éxito con 
probabilidad de ocurrencia p y fracaso con 
probabilidad  q=1-p. Siempre que se repita 
el experimento, es decir, el resultado de una 
instancia del experimento, no se alterarán 
los valores de las probabilidades de éxito y 
fracaso. Un ejemplo de proceso de Bernoulli 
es el lanzamiento de una moneda, en este 
caso sólo se considera dos posibles resulta-
dos y si la moneda es legal, la probabilidad 
de cada posible resultado es de 0,5. Otro 
ejemplo de proceso de Bernoulli puede ser 
la extracción de un tornillo de un lote de 
producción y clasificarlo como defectuoso 
(éxito) o no defectuoso (fracaso). Se aclara 
aquí que la clasificación de los resultados 
como éxito o fracaso puede ser arbitraria.
Variable aleatoria binomial y distribu-
ción binomial
La repetición varias veces de un proceso 
de Bernoulli, da lugar a la variable aleatoria 
conocida como variable aleatoria binomial. 
Una variable aleatoria binomial cuenta el 
número de veces que se presenta el resul-
tado catalogado como éxito cuando se rea-
liza un número n del proceso de Bernoulli. 
El estudio de la distribución binomial se 
debe al matemático suizo Jakob Bernoulli 
(1654‐1705), ésta es quizá la principal distri-
bución de probabilidad discreta. 
El interés frente al estudio de una variable 
aleatoria binomial es establecer su función 
de distribución de probabilidad, es decir, 
definir el valor de la probabilidad para cada 
uno de los valores x cuando se realiza n en-
sayos de Bernoulli en los que el resultado 
catalogado como éxito tiene probabilidad  
en cada ensayo, esto se simboliza mediante:
P(X=x)=B(n,x,p)
P(X=x) es la probabilidad de que 
la variable aleatoria tome el valor 
x cuando se realiza n ensayos de 
Bernoulli, en los que el resultado 
éxito tiene probabilidad.
El estudiante se preguntará como calcular 
esta probabilidad. Para ilustrar las caracte-
rísticas de la distribución de probabilidad 
de una variable aleatoria binomial, pode-
mos considerar el experimento aleatorio 
descrito en el Ejemplo 4.1, consistente en la 
extracción sucesiva de tres tornillos y ano-
tar D si el tornillo es defectuoso y N si no es 
defectuoso. Bien podría decirse que este 
experimento se puede asociar a una varia-
ble aleatoria binomial, ya que solo se toma 
en cuenta dos resultados de interés; sin 
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embargo se recalca la necesidad de que la probabilidad de un ensayo no debe verse afecta-
da por el resultado de ensayos anteriores. 
Recuérdese del Ejemplo 4.1 que el espacio muestral correspondiente al experimento es:
S={NNN,DNN,NDN,NND,DDN,DND,NDD,DDD}
A partir del cual se definió la variable aleatoria  que cuenta el número de tornillos defec-
tuosos. Siendo los posibles resultados 0, 1, 2 y 3, la variable aleatoria quedó definida como 













Se supone en este caso, que los tornillos se seleccionan de un lote en el que hay una gran 
cantidad de unidades, y se sabe, por procedimientos previos de control de calidad, que de 
cada 10 unidades se encuentra una defectuosa, es decir, en cada ensayo 
con lo cual, teniendo en cuenta que los ensayos son independientes, se puede ampliar la 
tabla anterior para mostrar las probabilidades de cada punto muestral.
Fundación Universitaria del Área Andina 86Fundación Universitaria del Área Andina 7
Tabla 2. 
Fuente: propia.
Con lo anterior se encuentra que la distribución de probabilidad es:
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Con el fin de obtener una expresión general que sea útil a todos los posibles casos de va-
riable aleatoria binomial, se tenga en cuenta que en esta ilustración hemos considerado el 
caso   de la probabilidad de éxito      y por consiguiente la probabilidad de 
fracaso     Vemos en la distribución de probabilidad que:
Para x=3 (3 éxitos y 0 fracasos) aparece el factor           no aparece  q
Para x=2 (2 éxitos y 1 fracaso) aparecen los factores 
Para x=1 (1 éxito y 2 fracasos) aparecen los factores 
Para x=0 (0 éxitos y 3 fracaso) no aparece  p  y si aparece
En general, lo anterior indica que con n  ensayos y x éxitos, y por consiguiente n-x  fracasos, 
la expresión de la correspondiente probabilidad contiene los factores  
Por otra parte, podemos analizar que el número de puntos muestrales en los que se dan x 
éxitos y n-x  fracasos corresponde al número de combinaciones de n objetos tomando x de 
ellos (se recomienda al estudiante remitirse nuevamente al estudio de combinaciones dado 
en la cartilla de la semana 2), este valor es el coeficiente binomial             por lo tanto, se está 
en condiciones de enunciar .
Distribución de probabilidad de una variable aleatoria binomial
Sea X una variable aleatoria binomial que cuenta el número de éxitos en n ensayos de Ber-
noulli, cada uno con probabilidad de éxito p  y probabilidad de fracaso q=1-p, la probabili-
dad de obtener  é éxitos está dada por:
Recuérdese que el coeficiente   corresponde a:
Ejemplo 6.1: apoyados en estudios genéticos se tiene información que la probabilidad de 
que una pareja de esposos tenga una niña es de 0,65, la de que tenga un niño es entonces 
de 0,35. Hallar la probabilidad de que en 3 partos de la pareja el número de niñas sea 3.
Solución: la elección de éxito o fracaso es arbitraria, para hallar la probabilidad de que en 3 
partos resulten 2 niñas se considera como éxito el hecho de tener una niña en un parto, por 
tanto:
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Ejemplo 6.2: se sabe que 2 de cada 5 estudiantes de una universidad han solicitado crédito 
educativo. Hallar la probabilidad de que dos de los próximos 4 estudiantes que ingresen a la 
cafetería hayan solicitado crédito.
Solución: si 2 de cada 5 estudiantes han solicitado crédito educativo se puede afirmar que 
la probabilidad (éxito) de que un estudiante seleccionado al azar sea solicitante de crédito 
es  de,      por tanto la probabilidad de fracaso es  al    considerar estudiantes 
(ensayos), la probabilidad de que 2 de ellos sean solicitantes es:
Si se considera n ensayos de Bernoulli, la variable aleatoria  asociada puede tomar n+ 1 posi-
bles valores                                    Un hecho particularmente importante es que los valores de   
          para los valores , coinciden con los términos del desarrollo 
del binomio   (razón por la cual se le da el nombre de distribución binomial) es decir:
Dado que (p+q)=1,  se tiene también que                               y por tanto:
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Este último resultado es precisamente una de las condiciones que debe cumplir una distri-
bución de probabilidad.
Uso de tablas de sumas binomiales
Usualmente se pregunta por la probabilidad que la variable aleatoria tome un valor conte-
nido entre dos valores específicos, o que tome un valor mayor o menor que un valor dado, 
por ejemplo P(a<X<b),P(X>b), estos requerimientos podrían llevar a tediosos cálculos; sin 
embargo, existen tablas de sumas binomiales que dan el valor de la probabilidad acumulada 
hasta determinado valor x menor o igual que n . En la carpeta Recursos para el aprendizaje 
correspondiente a esta semana 6 se incluye una tabla de probabilidades acumuladas hasta 
n =20 y valores de p del orden de las décimas e incluso de centésimas. A continuación se 
presenta un ejemplo que ilustra el uso de tales tablas, al tiempo que se refuerza el uso de los 
principios de la distribución binomial.
Ejemplo 6.3: considerando una variable aleatoria binomial en la que se realizan n =18 ensa-
yos de Bernoulli, cada uno con probabilidad de éxito  p=0,2  y probabilidad de fracaso q=0,8. 
Hallar a) La probabilidad que el número de éxitos sea a lo sumo de 5, b) La probabilidad de 
que el número de éxitos sea de al menos 9. c) La probabilidad de que el número de éxitos 
sea mayor que 3 y menor que 9.     
Solución:
a. La probabilidad de que el número de éxitos sea a lo sumo de 5 corresponde a:
Se podrían realizar los cálculos de cada una de la probabilidades individuales con base en la 
fórmula de la distribución binomial, los valores de n,x,p y q  y luego realizar la suma; sin em-
bargo, como se ha comentado antes, se puede usar la tabla de probabilidades acumuladas, 
en este caso con n=18; x=5 y p=0,2  se observa en la tabla que el valor de la probabilidad 
acumulada hasta x=5 es 0,8671.
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Tabla 3.
Fuente: propia.
b. La probabilidad de que el número de éxitos sea de al menos 9 corresponde a:
Dado que las tablas dan la probabilidad acumulada hasta un valor específico, es necesario 




Pero la probabilidad P(X<9) es la misma que P(X≤8). La tabla muestra que P(X≤8)=0,9957, 
entonces:
P(X≥9)=1-P(X<9)=1-0,9957=0,0043
c. La probabilidad de que el número de éxitos sea mayor que 3 y menor que 9 equivale a la 
probabilidad de que x sea un número mayor que 3 y menor o igual que 8, es decir:
(3<X≤8)=P(X≤8)-P(X≤3)
La tabla en este caso da los valores:
P(X≤8)=0,9957
P(X≤7)=0,5010
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Entonces:
P(3<X≤8)=0,9957-0,5010=0,4947
Cálculo de la media y la varianza de la distribución binomial
La media y la varianza de la distribución binomial se puede calcular aplicando las respectivas 
definiciones de media y varianza de variables aleatorias. A continuación se emplean tales 
definiciones y la expresión de la distribución de probabilidad de una variable aleatoria bino-
mial para hallar su media y su varianza.
A partir de una variable aleatoria binomial de n ensayos de Bernoulli, con probabilidad de 
éxito igual a p y probabilidad de fracaso igual a q, se denota el resultado del k-esimo ensayo 
mediante una nueva variable aleatoria , esta variable toma el valor 1 con probabilidad p 
y 0 con probabilidad q, con base en lo anterior, en un experimento binomial el número de 
éxitos es igual a la suma de los valores de los  , por tanto el valor de X corresponde a:
Con lo cual la media de la n variables independientes          es la suma de la media 
de cada una es decir np, el cual es el valor del promedio o valor esperado de la variable alea-
toria binomial.
Por otro lado, para cualquier         la varianza es:
Para las n variables aleatorias  la varianza es la suma de todas ellas, es decir npq y ese valor 
es precisamente la varianza de la variable binomial.
Resumiendo los resultados de estos razonamientos se tiene que:
Dada una variable aleatoria binomial consistente en n ensayos de Bernoulli, en donde la 
probabilidad de éxito en cada ensayo es p y la probabilidad de fracaso es q, la media o valor 
esperado es μ=np y la varianza es 
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Ejemplo 6.4: en un experimento binomial con n=16 la probabilidad de éxito es p=0,3. Hallar 
la media y la varianza.
Solución: la media es igual a:
μ=np=(16)(0,3)=4,8
Mientras que la varianza es:
Ejemplo 6.5: con base en el histórico de las planillas de calificaciones entregadas a la coordi-
nación académica, por parte de un profesor de Cálculo de Probabilidad, se sabe que la pro-
babilidad de que un estudiante apruebe el curso es de 0,8. ¿Cuál es la probabilidad de que 
de un grupo de 20 estudiantes aprueben el curso 16 de ellos seleccionados al azar? ¿Cuál es 
la media de aprobación y la varianza en grupos de 20 estudiantes?
Solución: con n=20; x=11; p=0,8; q=0,2 se tiene:
El cálculo anterior puede resultar algo tedioso, pero podemos usar las tablas de probabili-
dad binomial acumuladas. La probabilidad de que el número de aprobados sea exactamen-
te de 16 es:
P(X=16)=P(X≤16)-P(X≤15)
P(X=16)=0,5886-0,3704=0,2146
La media de aprobación del mismo profesor en grupos de 20 estudiantes es:
μ=np=(20)(0,8)=16
Mientras que la varianza es:
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Variable aleatoria multinomial y distribución multinomial
La distribución binomial estudiada hasta la sección anterior, se basa en la repetición de en-
sayos de Bernoulli, en los cuales solo se considera dos posibles resultados, éxito y fracaso 
con probabilidades p y q respectivamente. En diversas situaciones de diferentes contextos, 
se debe considerar más de dos resultados posibles por cada ensayo, lo que se conoce como 
ensayo multinomial, mientras que la repetición de múltiples de éstos, corresponde a varia-
bles aleatorias multinomiales.
En general, si un experimento aleatorio consiste en la repetición de n ensayos, en los cuales 
los posibles resultados son                cada uno con probabilidades de ocurrencia  
    La variable aleatoria multinomial cuenta la cantidad de veces         de veces 
que ocurre el resultado         la cantidad de veces          que ocurre el resultado        … y la can-
tidad de veces          que ocurre el resultado           
Distribución de probabilidad de una variable aleatoria multinomial
Sea X una variable aleatoria multinomial que consiste en un experimento compuesto por n 
ensayos independientes, cada uno con posibles resultados            y probabilida-
des de ocurrencia    respectivamente, donde 
La distribución de probabilidad de la variable aleatoria multinomial mide la probabilidad 
de que      La correspondiente distribución de probabilidad 
se denota mediante:
Para hallar la expresión de cálculo correspondiente se debe tener en cuenta que al ser ensa-
yos independientes, la probabilidad de cualquiera de las posibilidades de obtener veces 
 veces …, veces es:
Además, la cantidad total de particiones de n ensayos en k grupos, donde se da  veces, 
 se da        veces, …  se da  veces, está dado por: 
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En razón a que cada una de estas posibilidades son mutuamente excluyentes, y ocurren con 
la misma probabilidad, la distribución multinomial corresponde a:
Es decir, si un experimento puede dar los resultados    con probabilida-
des       entonces la distribución de probabilidad de las variables aleatoria 
    correspondientes al número de ocurrencias para cada                             en n 
pruebas independientes es:
Ejemplo 6.6: la valoración académica a  cada estudiante de una institución educativa  se 
puede expresar como Excelente (E), Bueno (B), Aceptable (A) e Insuficiente (I). Se tiene el 
conocimiento histórico de que el 40% de los estudiantes se clasifican como excelentes, el 
30% como buenos,  20% como aceptables y 10% como insuficientes. Se elige aleatoriamente 
9 estudiantes, ¿cuál es la probabilidad de que se distribuyan en 3 estudiantes excelentes, 3 
buenos, 1 aceptable y 2 insuficientes?
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Introducción Otra de las distribuciones de probabilidad de variables alea-
torias discretas, junto a la distribución binomial estudiada en 
la semana 6, es la distribución de Poisson. La distribución de 
Poisson es útil para describir diferentes procesos tales como 
el conteo de número de personas que ingresan a un banco 
durante un tiempo específico, la cantidad de llamadas realiza-
das por minuto a través de una central telefónica, entre mu-
chísimos otros casos. Como se puede observar, las variables 
aleatorias asociadas descritas son de tipo discreto.
Cada una de estas variables aleatorias representa el número 
total de ocurrencias de un fenómeno a lo largo de un determi-
nado tiempo o en una región del espacio. Es claro que no solo 
se considera el tiempo en el cual se dan las ocurrencias del 
hecho de interés, pero en lo que sigue de la presente cartilla, a 
menos que se especifique lo contrario, se usará esta variable. 
La distribución de probabilidad de una variable de Poisson 
expresa la probabilidad de que en un tiempo dado ocurra k 
hechos o fenómenos, tales fenómenos ocurren con una fre-
cuencia promedio conocida y son independientes del tiempo 
que ha transcurrido desde la última ocurrencia. El objetivo de 
la presente cartilla es brindar al estudiante la oportunidad de 
apropiación de conocimientos y desarrollo de destrezas re-
queridas en el uso adecuado de los principios de la distribu-
ción de Poisson en el cálculo de probabilidades. 
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Metodología
Esta cartilla trata un caso particularmente importante dentro del contexto de las distribu-
ciones de probabilidad de variables aleatorias discretas, es por eso que se recalca el segui-
miento del mismo conjunto de recomendaciones dadas en las cartillas anteriores; tales re-
comendaciones se refieren a la necesidad de permanente revisión de principios generales 
de cálculo de probabilidad estudiados al inicio de la semana 3, y la recomendación que se 
ha planteado siempre en el sentido de realizar una síntesis conceptual de los contenidos de 
cada cartilla, además de su cuidadosa lectura y verificación de los cálculos presentados en 
los ejemplos.
La lectura aquí planteada no es el único recurso que se presenta para alcanzar el deseado 
nivel de comprensión en lo referente a al estudio de la distribución de probabilidad de va-
riables aleatorias binomiales, debe tener en cuenta que se presenta también recursos de 
videoconferencias, resúmenes, videodiapositivas, ejercicios de repaso, ejercicios resueltos 
y ejercicios propuestos; los cuales están orientados a brindar oportunidades de adquisición 
de conocimientos y desarrollo de habilidades a través de diferentes medios. En la sección de 
videocápsulas se presenta una serie de videos que buscan fortalecer de los temas objeto de 
estudio. 
Seguir este conjunto de recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a contenidos posteriores.
Fundación Universitaria del Área Andina 98
U4
i  i rsit ri  l r  i 5
Desarrollo temático
Experimento de Poisson
Un experimento de Poisson es aquel en el 
cual los resultados son números que corres-
ponden a la cantidad de ocurrencias de va-
lores de una variable aleatoria durante un 
intervalo dado o en una región específica. 
En un experimento de Poisson se debe te-
ner claridad de la unidad de tiempo o de 
medida de la región del espacio. Si lo que se 
considera es el tiempo, la unidad puede ser 
cualquiera elegida arbitrariamente y acorde 
al contexto de la situación bajo análisis, por 
ejemplo, un segundo, un minuto, un día, 
entre otras. De acuerdo con esto, es posible 
que nos interese como variable aleatoria el 
número de llamadas por hora que se reali-
zan a una central de atención al cliente. A 
un experimento de Poisson se asocia lo que 
se conoce como Proceso de Poisson, las ca-
racterísticas del proceso de Poisson se des-
criben en el siguiente numeral.
Proceso de Poisson
El proceso de Poisson, asociado a un expe-
rimento de Poisson, se caracteriza por lo si-
guiente:
 ■ La cantidad de resultados presentes en 
un intervalo dado es independiente de la 
que se presenta en cualquier otro inter-
valo disjunto. Con esta característica se 
suele afirmar que el proceso de Poisson 
no tiene memoria.
 ■ La probabilidad de ocurrencia de un re-
sultado en un intervalo muy corto (ma-
temáticamente se suele decir que tiende 
a cero), es proporcional a la duración del 
intervalo o tamaño de la región y su va-
lor es independiente de la cantidad de 
resultados que puedan ocurrir fuera del 
intervalo o región. 
 ■ La probabilidad de ocurrencia de más de 
un resultado en un intervalo muy corto 
tiende a cero.
Distribución de probabilidad de una 
variable aleatoria de Poisson
Se llama variable aleatoria de Poisson al nú-
mero X  de ocurrencias del hecho de interés 
en un experimento de Poisson. La expresión 
que da la probabilidad de cada valor de la 
variable se conoce como distribución de 
probabilidad de Poisson. La cantidad pro-
medio de resultados μ  se calcula mediante 
μ=λt siendo t la duración del intervalo de 
tiempo y  el valor de la rapidez promedio 
de ocurrencias. La probabilidad de ocurren-
cia de cada valor de la variable aleatoria de 
Poisson depende de λ,por tal razón, nos re-
ferimos simbólicamente a la probabilidad 
de que la variable aleatoria de Poisson X 
tome el valor x mediante P(x; λt).  La deduc-
ción de la fórmula o expresión que define la 
distribución de probabilidad de la variable 
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de Poisson supera los objetivos y alcance de este curso, sin embargo se relaciona a conti-
nuación y se utiliza para el cálculo de probabilidades en buena parte de la presente cartilla. 
Distribución de probabilidad de Poisson: sea X una variable aleatoria de Poisson corres-
pondiente al número de resultados de interés en un experimento de Poisson en un intervalo 
dado o región t, si λ  es la cantidad promedio de resultados por unidad de tiempo o región, 
la distribución de probabilidad de la variable X está dada por la siguiente expresión:
Donde e es el número de Euler, un número irracional cuyo valor aproximado a cuatro cifras 
decimales es e=2,7182 (le siguen infinitas cifras). A una variable aleatoria de Poisson con ra-
pidez de ocurrencia λ, se le suele referir como variable de Poisson de parámetro λ.
Ejemplo 7.1: se sabe que a una central de servicio de atención al cliente ingresan en prome-
dio 6 llamadas por minuto ¿cuál es la probabilidad de que en un minuto cualquiera ingresen 
4 llamadas? ¿Cuál es la probabilidad de que ingresen 10 llamadas en dos minutos consecu-
tivos?
Solución: La variable aleatoria  X puede tomar los valores X=1.2,3,… Esta variable se puede 
considerar como una variable aleatoria de Poisson, en la cual λ=6. La probabilidad de que en 
un minuto lleguen 4 llamadas es:
La probabilidad de 10 llamadas en dos minutos consecutivos es:
Ejemplo 7.2: en un proceso de control de calidad de tornillos galvanizados se detectan en 
promedio 0,2 tornillos imperfectos por minuto. Hallar: a) La probabilidad de que se encuen-
tre un tornillo imperfecto en un tiempo de 3 minutos b) la probabilidad de detectar al menos 
dos tornillos imperfectos en 5 minutos, c) a lo sumo un tornillo imperfecto en 15 minutos.
Solución: la variable aleatoria de Poisson de este ejemplo se caracteriza por un valor de 
parámetro  λ=0,2, por tanto:
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Para  
La probabilidad de que el número de tornillos imperfectos sea mayor o igual que 2 corres-
ponde a:
Con λt=1;x=0;x=1
La probabilidad de hallar a lo más un tornillo en 15 minutos, con λt=0,2*15=3, es:
Uso de tablas de probabilidades de Poisson acumuladas
En el Ejemplo 7.2 ¿cuál es el valor de la probabilidad de que el número de tornillos defec-
tuosos sea a lo sumo 10? La respuesta, tal como lo sugeriría la solución del mismo ejemplo 
corresponde a:
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Aunque es claramente posible realizar los cálculos correspondientes cada vez que sea ne-
cesario, es claro también que tales cálculos pueden resultar bastante tediosos, por fortuna, 
al igual que para el caso de la distribución binomial, existen tablas que dan la probabilidad 
acumulada hasta determinado valores de X P(X≤x) y un importante rango de valores del 
producto λt. En la sesión de recursos para el aprendizaje el estudiante podrá encontrar una 
tabla de probabilidades acumuladas de la variable aleatoria de Poisson.
Ejemplo 7.3: a un pequeño puerto, el promedio diario de llegadas de barcos pesqueros es 
10 ¿Cuál es la probabilidad de que en un día cualquiera lleguen al menos 16 barcos?
Solución: denotamos con X  la variable aleatoria que cuenta el número de barcos que llega 
cada día. Se quiere calcular P(X≥16).
Se tiene entonces que:
Tabla 1.
Fuente Poisson.
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Con λ=10 y t=1  la tabla de probabilidades acumuladas de Poisson nos da:
Por tanto, la probabilidad de que al puerto lleguen al menos 16 barcos es:
Representación gráfica de la distribución de Poisson
Tomando los valores de las probabilidades en el eje y y los valores de la variable aleatoria en 
el eje X, la gráfica siguiente corresponde al comportamiento de los valores de la probabili-
dad tomados por una variable aleatoria de Poisson con μ=λt=3.
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Media y varianza de la distribución de Poisson
Partiendo de la expresión genérica de cálculo de la media o valor esperado de una variable 
aleatoria discreta, para el caso de la distribución de Poisson se tiene:
La anterior sumatoria toma valores diferentes de cero a partir de x=1, por lo que se puede 
escribir:
En la anterior expresión podemos realizar el cambio de variable z=x-1, con lo cual se tiene:
Según las condiciones que debe cumplir cualquier distribución de probabilidad, se debe dar 
que:
Por lo tanto:
La varianza la encontramos valiéndonos inicialmente del siguiente cálculo:
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La última sumatoria toma valores diferentes de cero desde x=2, por tanto:
En la última sumatoria podemos realizar el cambio de variable  z=x-2 con lo que se tiene:
Pero
Entonces:
De donde resulta que:
La anterior expresión corresponde a la varianza.
En resumen se tiene que dada una distribución de Poisson de parámetro λ, la media y la va-
rianza en un periodo t tienen el valor de λt.
La distribución de Poisson como aproximación a la distribución binomial
Un hecho particularmente importante que se encuentra en el contexto de las distribuciones 
discretas, es que la distribución de Poisson se puede considerar como una aproximación 
de la distribución binomial para los casos en que el número de ensayos de Bernoulli de la 
distribución binomial es significativamente grande, y la probabilidad de éxito p es bastante 
pequeña. 
Para verificarlo consideremos la distribución de probabilidad de una variable aleatoria bino-
mial, dada por:
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Si en esta expresión realizamos la sustitución                encontramos:
Si                                         permanecen constantes se tiene que:
Por otro lado tenemos, con base en la definición del número de Euler dado en cálculo, que:
De donde se deduce que:
Es decir, si X es una variable aleatoria binomial cuya distribución de probabilidad es    
            permanece constante, la distribución de probabili-
dad binomial tiende a ser la misma distribución de Poisson con 
Ejemplo: en la elaboración de cerámica algunas bajas notables de temperatura dan lugar 
a imperfecciones. Se tiene conocimiento que en promedio de cada mil objetos producidos, 
uno de ellos resulta no apto para la comercialización. ¿Cuál es la probabilidad de que una 
muestra de 8000 piezas contenga menos de 7 defectuosas?
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Solución: este problema encaja en el marco de variable aleatoria binomial donde n 
        En este caso podemos considerar que el valor       es lo suficientemen-
te grande y       lo suficientemente pequeño como para poder aplicar la aproximación de la 
distribución binomial a la distribución de Poisson; para tal efecto el valor de = es:







Autor: Danilo de Jesús Ariza Agámez
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Introducción La distribución de probabilidad continua de mayor importan-
cia en estadística es quizá la de distribución normal. En esta 
cartilla se presenta la función de densidad de probabilidad 
de variables aleatorias de este tipo, se estudia el proceso para 
transformar una variable normal cualquiera a una conocida 
como variable aleatoria normal estándar, y a partir de ello, se 
hace uso de tablas de probabilidad acumulada para hallar la 
probabilidad de un valor de cualquier variable aleatoria nor-
mal entre dos valores específicos de la misma. La cartilla ter-
mina con la presentación de unos ejemplos que ilustran la 
utilidad de esta distribución.
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Metodología
Esta cartilla trata del que es tal vez, el caso más importante dentro del contexto de las distri-
buciones de probabilidad de variables aleatorias continua, la de distribución de probabilidad 
normal; por ello, se recalca nuevamente el seguimiento del mismo conjunto de recomenda-
ciones dadas en las cartillas anteriores. Tales recomendaciones se refieren a la necesidad de 
permanente revisión de principios generales de cálculo de probabilidad estudiados al inicio 
de la semana 3, y la recomendación que se ha planteado siempre de realizar síntesis concep-
tuales de los contenidos de las cartillas, además de una cuidadosa lectura y verificación de 
los cálculos presentados en los ejemplos.
Las lecciones aquí planteadas, no son el único recurso que se presenta para alcanzar el de-
seado nivel de comprensión en lo referente  al estudio de la distribución de probabilidad 
de variables aleatorias binomiales. Se debe tener en cuenta que se presenta también re-
cursos de videoconferencias, resúmenes, videodiapositivas, ejercicios de repaso, ejercicios 
resueltos y ejercicios propuestos; los cuales están orientados a brindar oportunidades de 
adquisición de conocimientos y desarrollo de habilidades a través de diferentes medios. En 
la sección de videocápsulas se presentan una serie de videos que buscan fortalecer de los 
temas objeto de estudio. 
Seguir este conjunto de recomendaciones puede facilitar el afianzamiento del tema y pro-
porcionar la posibilidad de adquirir mayor confianza frente a contenidos posteriores.
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Desarrollo temático
Vimos en la cartilla de la semana 4 que una variable aleatoria es continua si puede tomar 
todos los infinitos valores contenidos en un intervalo. Una de las distribuciones de proba-
bilidad de variable aleatoria continua que está presente en muchos fenómenos, es la de 
distribución normal, también conocida como distribución de Gauss. 
La distribución normal fue desarrollada por Abraham de Moivre(1667-1754), pero posterior-
mente Carl Friedrich Gauss(1777‐1855), presentó trabajos más detallados en los que formuló 
la ecuación de la curva, razón por la cual a la curva resultante, que tiene forma de campana, 







µ-30 µ-20 µ-0 µ µ+0 µ+20 µ+30
Imagen 1.
Fuente: propia.
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La distribución normal queda completamente determinada por la media y la desviación 
estándar. Desde una perspectiva científica, la distribución normal aproxima notablemente 
los valores obtenidos para variables que se miden sin errores sistemáticos. Se ha visto que 
buena parte de experimentos físicos presentan distribuciones que son aproximadamente 
normales, ejemplo de ello son estaturas, pesos de los individuos, la duración de un produc-
to, entre otros. 
Una variable aleatoria continua X cuya representación gráfica tiene forma de campana de 
Gauss se dice que es una variable aleatoria normal.
Función densidad de probabilidad de una variable aleatoria normal
Dada una variable aleatoria normal, cuya media aritmética es μ y desviación estándares σ la 
función de densidad de probabilidad correspondiente está dada por:
Conocidos los valores de  μ y σ  se puede calcular, para diferentes valores de x, el correspon-
diente valor de N(x,μ,σ) a partir de la ecuación anterior, con lo cual se podría trazar la curva 
respectiva.
Es claro que diferentes variables aleatorias que obedecen una distribución normal, con di-
ferentes escalas de valores, presentan diferentes valores de media y desviación estándar, lo 
que lógicamente da lugar a representaciones gráficas diferentes, pero todas conservando la 
forma de campana de Gauss. La figura 8.2 muestra diferentes curvas normales, tres de ellas 
con media igual a 0 y otra con media igual a -2. La figura 8.3, tres curvas normales con media 
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Propiedades de la función densidad de probabilidad Normal
Apoyados en análisis fundamentados en cálculo diferencial, se puede encontrar las siguien-
tes propiedades de la función densidad de probabilidad normal:
 ■ La moda ocurre en  x=μ, es decir, el valor de la abscisa en el cual la curva alcanza su máxi-
mo.
 ■ La curva de la función es simétrica alrededor de la línea vertical que pasa por la media.
 ■ En los valores de x=μ±σ, la curva presenta puntos de inflexión. La curva es cóncava hacia 
abajo en la región μ-σ<X<μ-σ, siendo cóncava hacia arriba en los otros valores de 
 ■ A medida que x se aleja del valor de la media, la curva se acerca al eje x.
 ■ El área bajo la curva de la función densidad de probabilidad y sobre el eje X, es igual a 1.
Media y varianza a partir de la función de densidad de probabilidad
El propósito de este aparte es mostrar, a partir de la función densidad de probabilidad, que 
los valores de μ y σ  son efectivamente la media y la desviación estándar de la distribución 
de la variable aleatoria normal.
A partir de la definición de valor esperado o media de una distribución de probabilidad, y la 
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En la anterior integral podemos plantear la sustitución:
Entonces:
Con lo cual se tiene:
La primera integral es la integral de la función densidad multiplicada por μ, lo que según 
condiciones de una distribución corresponde a μ por y resolviendo la segunda integral se 
encuentra que es igual a cero, por tanto:
Por su parte la varianza está dada por:
Ahora aplicamos la misma sustitución anterior:
Con lo cual se obtiene:
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Aplicando procedimientos de cálculo integral, particularmente integración por partes, la 
sustitución:
Conduce:  
Lo que finalmente lleva a:
Gran parte de la importancia de la distribución normal radica en que muchas distribuciones 
de probabilidad pueden ser descritas mediante la curva de la distribución normal, siempre 
que se tenga claridad de los valores de  μ y σ. Además, bajo el cumplimiento de algunas con-
diciones específicas, otras distribuciones de probabilidad se pueden aproximar a la distribu-
ción normal, ejemplo de ello es la distribución binomial, en lo que llama la atención que la 
distribución de una variable aleatoria discreta se aproxime a la de una continua.
El área bajo la curva de la función de densidad de la distribución normal
En la cartilla de la semana 4 se señala la igualdad numérica entre el área bajo la curva de la 
función densidad de probabilidad de una variable aleatoria continua, entre dos valores de la 
variable, y la probabilidad que la variable tome un valor contenido entre los dos valores es-
pecíficos; esto es claramente aplicable al caso de la distribución normal, con lo cual se tiene 
que la probabilidad de que la variable aleatoria normal X, cuya media y desviación estándar 
son respectivamente μ y σ, tome un valor comprendido entre                   corresponde a:
La figura 8.4 muestra la representación gráfica de esta idea, donde el valor de la probabilidad 
es el área sombreada. Dado que la configuración de la curva depende de los valores de la 
media y la desviación estándar, es claro que el área sombreada entre dos valores específicos 
de la variable, y por ende el valor de la probabilidad, depende de tales parámetros.
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Distribución normal estándar y uso de tablas de probabilidad
En este punto vale la pena señalar lo tedioso que resultaría estar realizando cálculos de in-
tegrales de la función densidad siempre que se quiera hallar el valor de una probabilidad, 
razón por la cual cobra importancia el uso de tablas que proporcionan valores de área bajo la 
curva normal, pero sería intratable la situación de crear tablas para cada uno de los posibles 
valores de la media y la desviación estándar, por fortuna contamos con la posibilidad de con-
vertir los valores de cualquier variable aleatoria  X que obedezca una distribución normal, en 
una nueva variable aleatoria Z , a la que se le llama variable aleatoria normal estándar, cuya 










Fundación Universitaria del Área Andina 116Fundación Universitaria del Área Andina 11
Lo anterior significa que el valor de Z asociado a un valor específico de X se halla res-
tando  μ del valor x de  y dividiendo el resultado por σ. Si necesitamos calcular la proba-
bilidad     de que la variable aleatoria X tome un valor comprendido entre 
   tendremos:
Con la posibilidad de usar la transformación de la distribución de probabilidad de cualquier 
variable aleatoria normal en la distribución de probabilidad de la variable aleatoria normal 
estándar, solo requerimos de una tabla de probabilidades de distribución normal. En la sec-
ción recursos para el aprendizaje se encuentra tablas de probabilidades de la distribución 
normal estándar. Los ejemplos que se muestran a continuación ilustran el uso de esta distri-
bución de probabilidad.
Ejemplo 8.1: sea X una variable aleatoria normal con media μ y desviación estándar σ. Hallar 
la probabilidad de que X  tome un valor del intervalo [μ-3σ,μ+3σ].
Solución: haciendo uso de la trasformación de estandarización se tiene:
Lo que significa que debemos hallar la probabilidad: 
La tabla de áreas de la curva normal nos da probabilidades acumuladas            por tanto 
la probabilidad pedida corresponde a:
El uso de tablas indica que        tal como 
muestran las imágenes 8.5 y 8.6, con lo cual: 
Lo que indica que el 99,73% están en un rango de valores que va desde tres desviaciones 
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Ejemplo 8.2: en una ciudad se considera que la mayor temperatura a mitad de año (mes 
de junio), obedece una distribución normal; si el promedio de temperatura es de 23 grados 
Celsius y la desviación estándar es de 5 grados, hallar la cantidad de días del mes en los que 
se esperaría alcanzar temperaturas máximas entre 21 y 27 grados.
Solución: tomamos la variable X como la correspondiente a las temperaturas máximas, en-
tonces:
Por tanto requerimos hallar:
Lo que viene dado por:
Las tablas muestran que:
Entonces:
La anterior probabilidad representa aproximadamente el 44% de los días del mes, es decir 
13 días.
Ejemplo 8.3: cierto tipo de microorganismo tiene un tiempo de vida promedio de 3 años, 
con una desviación estándar de medio año. Si esta variable aleatoria que mide el tiempo de 
vida del microorganismo obedece una distribución normal, hallar la probabilidad de que un 
microorganismo viva menos de 2,3 años.
Solución:
Lo que significa que la probabilidad:
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Ejemplo 8.4: en la fabricación de roscas empleadas en tuberias de conducción de gas, se 
acepta que el diámetro de las mismas se encuentren en el rango de   cm. Es sa-
bido que en el proceso de producción el valor de los diámetros obedece una distribución 
normal con media 3,0 y desviación estándar 0,005. ¿Cuál será la cantidad promedio de ros-
cas desechadas? 
Solución: para que una rosca no sea rechazada su diámetro debe estar entre  2,99 y 3,01 
centímetros, lo cual corresponde  a los siguientes valores de Z:
Por tanto requerimos hallar:
Lo que viene dado por:
Con ayuda de las tablas encontramos que:
Lo que significa que la probabilidad de que una rosca sea rechazada es de 1-0,9545=0,455, 
por tanto, en promedio se rechaza el 4,55% de las roscas fabricadas.
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