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Abstrak 
 
Uji normalitas dengan menggunakan metode Anderson-Darling, Cramer-von 
Mises dan Lilliefors pada data inflasi bulanan Kota-kota di Bali dan Nusa Tenggara 
dari bulan Januari 2009 sampai bulan Juni 2013 telah diuji dan dihasilkan data 
berdistribusi normal. Metode bootstrap diterapkan untuk data tersebut dengan 
pengulangan B = 10.000, 20.000, 30.000, 40.000 dan 50.000 kali diperoleh nilai-p 
yang sama atau  mendekati hasil pada program R. Selanjutnya dibangkitkan sampel 
dari distribusi normal dengan ukuran sampel n yang berbeda-beda yaitu n = 10, 20, 
30, 40, 50, 100, 200, 500, 1000 dan 2000 kemudian berdasarkan sampel tersebut 
diuji apakah sampel yang dibangkitkan tersebut memenuhi distribusi normal atau 
tidak dengan menggunakan ketiga metode tersebut. Bila prosedur tersebut diulang 
sebanyak B = 10.000, 20.000, 30.000, 40.000 dan 50.000 kali dan ditentukan nilai-p 
maka seperti yang diharapkan data normal acak yang dibangkitkan dengan mean dan 
simpangan baku yang sama diperoleh data berdistribusi normal. Sedangkan untuk 
data acak yang dibangkitkan berdasarkan distribusi eksponensial diperoleh nilai-p 
lebih kecil dari  0.05 sehingga disimpulkan bahwa data tidak berdistribusi normal. 
 
Kata kunci: Anderson-Darling, Cramer-von Mises, Lilliefors dan Bootstrap 
 
A. PENDAHULUAN 
Latar Belakang 
Analisis data menggunakan metode statistik parametrik biasanya mengasumsikan data 
berasal dari distribusi yang normal. Jika data tidak berdistribusi normal atau ukuran sampel 
sedikit dan jenis data adalah nominal atau ordinal maka metode yang digunakan adalah metode 
statistik non parametrik. Uji Normalitas merupakan salah satu uji statistik yang digunakan untuk 
menguji apakah suatu data berdistribusi normal atau tidak. Uji ini dapat digunakan untuk 
mengukur data berskala ordinal, interval ataupun rasio.  
Ada berbagai metode yang dapat digunakan untuk menguji apakah suatu data 
berdistribusi normal atau tidak, diantaranya adalah Kolmogorov-Smirnov, Lilliefors, Anderson-
Darling, Cramer-von Mises, Shapiro-Wilk dan Shapiro Francia serta termasuk juga dalam hal 
ini yaitu metode Bootstrap. Dalam penelitian sebelumnya telah diuji normalitas data dengan 
menggunakan metode Anderson-Darling, Cramer-von Mises, dan Lilliefors beserta dengan 
perbandingan ketiga metode tersebut (Fallo dkk, 2013). Dalam penelitian ini akan diuji 
normalitas data berdasarkan ketiga metode tersebut menggunakan metode Bootstrap. Data real 
tentang inflasi bulanan dari Badan Pusat Statistik yang akan digunakan sebagai ilustrasi. 
Data inflasi bulanan dari BPS tersebut adalah data inflasi bulanan kota-kota yang ada di 
daerah Bali dan Nusa Tenggara dari bulan Januari 2009 sampai dengan Juni 2013 dan akan 
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dianalisis apakah data berdistribusi normal. Melalui proses perhitungan akan diperoleh nilai 
kritis dari masing-masing metode dan nilai kritis tersebut yang kemudian akan dibandingkan 
dengan nilai hitung uji statistik ketiga metode yang dari hasil perbandingannya dapat diketahui 
apakah data yang digunakan diambil dari populasi yang berdistribusi normal atau tidak (Fallo 
dkk, 2013). Kemudian dengan menggunakan metode bootstrap akan dilihat besarnya nilai 
signifikansi atau nilai-p (p-value) dan jika nilai-p lebih besar 0.05 maka data berdistribusi 
normal, sedangkan jika sebaliknya maka data tidak berdistribusi normal. 
Perumusan Masalah 
Berdasarkan latar belakang di atas maka maka permasalahan yang akan dibahas dalam 
makalah ini adalah bagaimana melakukan uji normalitas berdasarkan metode Anderson-Darling, 
Cramer-von Mises dan Lilliefors menggunakan metode bootstrap.  
Tujuan Penelitian 
Tujuan dari penelitian ini adalah menerapkan metode Anderson-Darling, Cramer-von 
Mises dan Lilliefors menggunakan metode bootstrap dalam uji normalitas. 
Manfaat Penelitian 
Untuk mengembangkan dan mengaplikasikan pengetahuan dan keilmuan di bidang 
matematika khususnya pengujian distribusi normal berdasarkan metode Anderson-Darling, 
Cramer-von Mises dan Lilliefors serta metode bootstrap. 
 
B. DASAR TEORI 
Metode Anderson-Darling 
Metode Anderson-Darling digunakan untuk menguji apakah sampel data berasal dari 
populasi dengan distribusi tertentu. Anderson-Darling merupakan modifikasi dari uji 
Kolmogorv-Smirnov (KS). Nilai-nilai kritis dalam uji KS tidak tergantung pada distribusi 
tertentu yang sedang diuji sedangkan uji Anderson-Darling memanfaatkan distribusi tertentu 
dalam menghitung nilai kritis. Ini memiliki keuntungan yang memungkinkan tes yang lebih 
sensitif, tetapi kelemahannya adalah nilai-nilai kritis harus dihitung untuk setiap distribusi. 
Tabel nilai-nilai kritis untuk normal, lognormal, eksponensial, Weibull, nilai ekstrim tipe I, dan 
distribusi logistik dapat dilihat di Anderson dan Darling (1954), Law dan Kelton (1991).  
Misalkan ݔଵ, ݔଶ, … , ݔ௡ adalah data yang akan diuji distribusi normalnya dengan tingkat 
signifikan α maka uji Anderson-Darling dapat diperoleh dengan menggunakan rumus sebagai 
berikut : 
ܣ = −݊ − ܵ																																																																																												(1) 
dengan 
ܵ = 1݊ 	෍[2݅ − 1]ൣln൫ܨ(ܼ௜)൯ + ln	(1 − ܨ(ܼ௡ାଵି௜))൧௡
௜ୀଵ
																		(2) 
ܼ௜ = 	 ݔ௜ − ̅ݔݏ .																																																																																												(3) 
Akibatnya persamaan (1) menjadi  
ܣ = −݊ − 1݊ 	෍[2݅ − 1]ൣln൫ܨ(ܼ௜)൯ + ln	(1 − ܨ(ܼ௡ାଵି௜))൧௡
௜ୀଵ
								(4) 
dengan 
ܣ= statistik uji untuk metode Anderson-Darling, 
n= ukuran sampel, 
ݔ௜= data ke-i yang telah diurutkan, 
ܼ௜= data ݔ௜ 	yang distandarisasi, 
̅ݔ= rata-rata data, 
ݏ= standar deviasi data, 
ܨ(ܼ௜) = nilai fungsi distribusi kumulatif normal baku di ݖ௜. 
Modifikasi dari metode Anderson-Darling menggunakan rumus di bawah ini :  
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ܣ∗ = ܣ ൬1 + 0.75
݊
+ 2.25
݊ଶ
൰ .																																																																					(5) 
Nilai kritis yang diperoleh adalah dengan menghitung : 
ܿఈ = ܽఈ ൬1 + ܾ௢݊ + ܾଵ݊ଶ൰																																																																													(6) 
dengan nilai ܽఈ , ܾ௢ , dan ܾଵ dilihat berdasarkan Tabel A.6 (D’Agustino dan Stephens, 1986). 
Selain dengan cara menghitung sendiri nilai kritisnya dapat juga dengan melihat tabel nilai kritis 
untuk Uji Anderson-Darling pada Tabel 4.1-Tabel 4.5 (Kahya, 1991). 
Pengujian menggunakan Metode Anderson-Darling dilakukan sebagai berikut : 
ܪ଴: data pada sampel berasal dari populasi yang berdistribusi normal,  
ܪ௔: data pada sampel berasal dari populasi yang berdistribusi tidak  normal. 
Jika ܣ∗ > ܿఈ maka  ܪ଴ ditolak yang berarti data tidak berdistribusi normal dan jika sebaliknya 
maka ܪ଴ diterima yang berarti data berdistribusi normal. 
Metode Cramer-von Mises 
Dalam menguji apakah suatu data berdistribusi normal atau tidak maka suatu data dapat 
diuji  dengan  menggunakan metode Cramer-von Mises, yang merupakan metode dari H. 
Cramer dan R. von-Mises yang dipublikasikan oleh D’Agustino dan Stephens (1986). Metode 
Cramer-von Mises dinyatakan dalam rumus (D’Agustino dan Stephens, 1986) : 
ܹଶ = 112݊ + ෍൬ܨ(ܼ௜) − 2݅ − 12݊ ൰ଶ																																																		௡
௜ୀଵ
(7) 
dengan 
ܹଶ = statistik uji untuk metode Cramer-von Mises, 
n= ukuran sampel, 
ܼ௜= data ݔ௜ 	yang distandarisasi berdasarkan (3), 
ܨ(ܼ௜) = nilai fungsi distribusi kumulatif normal baku di ݖ௜. 
Modifikasi dari metode Cramer-von Mises dinyatakan dalam rumus di bawah ini : 
ܹଶ∗ = ܹଶ ൬1 + 0.5݊൰																																																																														(8) 
nilai kritis diperoleh dari (D’Agustino dan Stephens, 1986) : 
ܿఈ = ܿ∗
ቀ1 + 0.5݊ቁ																																																																																										(9) 
dengan nilai ܿ∗ dilihat pada Tabel 8.4 (D’Agustino dan Stephens, 1986). Selain dengan cara 
menghitung sendiri nilai kritisnya dapat juga dengan melihat tabel nilai kritis untuk Uji Cramer-
von Mises pada Tabel 4.11-Tabel 4.15 (Kahya, 1991). Dengan hipotesis yang sama dengan 
hipotesis pada Metode Anderson-Darling maka ܪ଴ ditolak jika  ܹଶ∗ > ܿఈ yang berarti tidak 
berdistribusi normal dan jika sebaliknya maka ܪ଴ diterima yang berarti berdistribusi normal. 
Metode Lilliefors 
`Metode Lilliefors menggunakan data dasar yang belum diolah dalam tabel distribusi 
frekuensi. Data ditransformasikan dalam nilai Z untuk dapat dihitung luasan kurva normal 
sebagai probabilitas kumulatif normal. Probabilitas tersebut dicari bedanya dengan probabilitas 
kumulatif empiris. Beda terbesar kemudian akan dibanding dengan tabel Lilliefors. Persyaratan 
yang harus dipenuhi supaya metode ini dapat digunakan adalah  
a. Data berskala interval atau ratio (kuantitatif). 
b. Data tunggal / belum dikelompokkan pada tabel distribusi frekuensi. 
c. Dapat untuk n besar maupun n kecil. 
Misalkan ݔଵ, ݔଶ, … , ݔ௡ adalah data yang akan diuji distribusi normalnya dengan tingkat 
signifikansi 5% maka nilai statistik uji dengan metode Lilliefors dapat diperoleh dengan 
menggunakan rumus di bawah ini : 
ܮ = max
ଵஸ௜ஸ௡
(|ܨ(ܼ௜) − ܵ(ܼ௜)|)																																																													(10) 
dengan,  
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ܵ(ܼ௜) = #	(ݖଵ, ݖଶ, … , ݖ௡ 	ݕܽ݊݃ ≤ ݖ௜)݊ ,																																																(11) 
L = statistik uji dengan metode Lilliefors, 
ܼ௜= data ݔ௜ yang distandarisasi berdasarkan (3), 
ܨ(ܼ௜) = nilai fungsi distribusi kumulatif normal baku di ݖ௜. 
ܵ(ܼ௜) = nilai fungsi distribusi kumulatif empiris di ݖ௜. 
Nilai statistik uji Lilliefors kemudian akan dibandingkan dengan nilai kritis ܮ்௔௕௘௟ 
berdasarkan tabel nilai kritis Lilliefors (Lilliefors, 1967), jika tingkat signifikan yang diambil 
adalah 5% dan n diasumsikan lebih dari 30 maka berdasarkan tabel nilai kritis ܮ்௔௕௘௟ -nya 
dinyatakan dengan : 
ܮ்௔௕௘௟ = 0.886
√݊
.																																																																																			(12) 
Sedangkan untuk ݊ ≤ 30 nilai ܮ்௔௕௘௟ mengikuti nilai pada tabel nilai kritis Lilliefors. 
Dengan hipotesis yang sama dengan hipotesis pada Metode Anderson-Darlling maka dari hasil 
perhitungan L dan ܮ்௔௕௘௟ hipotesis ܪ଴ ditolak jika ܮ > ܮ்௔௕௘௟ dan jika tidak demikian maka 
hipotesis ܪ଴ diterima. 
Metode Bootstrap 
Menurut Shao dan Tu (1995) serta Davison dan Hinkley (1997) dalam inferensi statistik 
parametrik klasik, distribusi sampling dianggap sebagai suatu model dengan sifat-sifat 
probabilitas yang diketahui, seperti asumsi distribusi yang memerlukan formula analitis 
berdasarkan pada model untuk mengestimasi secara analitis parameter dalam distribusi 
samplingnya. 
Metode bootstrap adalah metode berbasis resampling atau pengambilan sampel terhadap 
sampel awal satu persatu dengan pengembalian, dan prosedur tersebut diulang sebanyak 
bilangan besar  B kali (Tunang, 2012 dan Kabasarang dkk, 2013).  Bootstrap bisa dijelaskan 
sebagai berikut : 
Misalkan dimiliki sampel awal X1, X2, … , Xn. Membuat sampel baru dengan cara 
membangkitkan sampel dari distribusi anggapan yaitu distribusi normal dengan mean dan 
simpangan baku diperoleh dari sampel awal. Berdasarkan sampel X*1, X*2, …, X*n digunakan 
untuk menghitung statistik Anderson-Darling, Cramer-von Mises dan Lilliefors. 
T*(X*1, X*2, … , X*n)       (13) 
Prosedurnya diulang sebanyak bilangan besar B kali, sehingga diperoleh 
T*1, T*2, … , T*B       (14) 
Nilai-p ditentukan dengan, 
nilai-p	= #( ೔்∗ழ்ೌೢೌ೗)
஻
																																																																																														(15) 
dengan, i = 1, 2, ..., B dan ௔ܶ௪௔௟ = nilai statistik uji berdasarkan sampel awalnya (Tunang, 
2012). Pengujian normalitas dengan menggunakan metode Bootstrap dilakukan dengan 
hipotesis berikut : 
ܪ଴ : sampel diambil dari populasi yang berdistribusi normal, 
ܪ௔ : sampel diambil dari populasi yang tidak berdistribusi normal. 
Jika tingkat signifikan ߙ =0.05 maka ܪ଴ diterima jika nilai-p lebih besar ߙ dan ܪ଴ ditolak jika 
sebaliknya. 
 
C. METODE PENELITIAN 
a. Data univariat diperoleh dari data sekunder yang merupakan data inflasi bulanan kota-
kota di Bali dan Nusa Tenggara dari bulan Januari 2009 sampai bulan Juni 2013 
sebanyak 54 sampel. 
b. Langkah-langkah analisis data yaitu : 
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 Menentukan nilai mean dan simpangan baku dari data di masing-masing kota. 
 Untuk menguji data berdistribusi normal atau tidak maka hasil statistik uji akan 
dibandingkan dengan nilai kritis untuk masing-masing metode. 
c. Nilai-p (metode bootstrap) dihitung dengan cara menggunakan data inflasi pada kota-
kota di Bali dan Nusa Tenggara dengan menggunakan metode Anderson-Darling, 
Cramer-von Mises dan Lilliefors dengan pengulangan B=10.000, 20.000, 30.000, 
40.000 dan 50.000 kali sehingga diperoleh nilai-p dan akan dilihat apakah nilai-p yang 
diperoleh sama atau saling mendekati dengan nilai-p pada hasil program R. Nilai-p 
Bootstrap akan diperoleh berdasarkan sampel. 
d. Nilai-p (metode bootstrap) dihitung dengan cara membangkitkan sampel normal ukuran 
n yang berbeda dengan mean dan simpangan baku yang diperoleh dari data asal yang 
dipilih yaitu data inflasi pada kota Maumere. Dihitung dengan menggunakan metode 
Anderson-Darling, Cramer-von Mises dan Lilliefors dengan pengulangan B=10.000, 
20.000, 30.000, 40.000 dan 50.000 kali sehingga diperoleh ଵܶ, ଶܶ , … , ஻ܶ . Data yang 
digunakan adalah data simulasi yang merupakan data acak berdistribusi normal yang 
dibangkitkan dengan ukuran sampel yang berbeda yaitu n= 10, 20, 30, 50, 100, 200, 
500, 1000, 2000. Nilai-p bootstrap ditentukan berdasarkan sampel yang diperoleh dan 
diharapkan akan cenderung menerima hipotesis nol. Dengan cara yang sama akan pula 
dicari untuk data acak yang berdistribusi eksponensial dengan ukuran sampel yang 
berbeda yaitu n= 10, 20, 30, 50, 100, 200, 500, 1000, 2000. Dan diharapkan akan 
cenderung menolak hipotesis nol. Jika nilai-p lebih besar dari tingkat signifikansi α 
maka ܪ଴ diterima artinya sampel berasal dari distribusi normal sedangkan jika  nilai-p 
lebih kecil dari tingkat signifikansi α maka  ܪ଴ ditolak artinya sampel tidak berasal dari 
distribusi normal.  
 
D. ANALISIS DAN PEMBAHASAN 
Uji normalitas dengan menggunakan Metode Anderson Darling, Cramer-von 
Mises dan Lilliefors. 
Akan diuji kenormalan dari data Inflasi bulanan kota-kota di Bali dan Nusa Tenggara dari 
bulan Januari 2009 sampai bulan Juni 2013 untuk n=54. Berdasarkan data tersebut maka kita 
peroleh mean dan simpangan baku yang disajikan dalam Tabel 1. Untuk Anderson-Darling 
hipotesis ܪ଴ ditolak jika	ܣ∗ > ܿఈ dan diterima jika ܣ∗ < ܿఈ. Pada Tabel 3 terlihat bahwa ܣ∗ 
untuk kelima kota tersebut < ܿఈ	pada Tabel 2  sehingga ܪ଴ diterima artinya data yang 
dibangkitkan berdistribusi normal. Untuk Cramer-von Mises hipotesis ܪ଴ ditolak jika	ܹଶ∗ > ܿఈ 
dan jika sebaliknya maka ܪ଴ diterima yang dan diterima jika ܹଶ∗ < ܿఈ. Dari hasil terlihat 
bahwa ܹଶ∗ untuk kelima kota tersebut < ܿఈ sehingga ܪ଴ diterima artinya data yang 
dibangkitkan berdistribusi normal. Dan untuk Lilliefors hipotesis ܪ଴ ditolak jika ܮ > ܮ்௔௕௘௟ dan 
jika tidak demikian maka hipotesis ܪ଴ diterima. Dari hasil terlihat bahwa ܮ < ܿఈ sehingga ܪ଴ 
diterima artinya data yang dibangkitkan berdistribusi normal. 
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Uji Hipotesis dengan metode Bootstrap 
Untuk menguji normalitas data inflasi bulanan kota-kota di Bali dan Nusa Tenggara akan 
dilakukan dengan hipotesis ܪ଴ : sampel diambil dari populasi yang berdistribusi normal, ܪ௔ : 
sampel diambil dari populasi yang tidak berdistribusi normal. Dengan tingkat signifikan ߙ =5% 
akan diuji dengan menggunakan metode Anderson-Darling, Cramer-von Mises dan Lilliefors. 
Kesimpulan untuk ܪ଴ adalah dengan melihat besarnya nilai-p, jika nilai-p lebih besar 0.05 maka 
ܪ଴ diterima artinya data inflasi bulanan kota-kota di Bali dan Nusa Tenggara berdistribusi 
normal.  
Berdasarkan metode bootstrap dengan pengulangan B=10000, 20000, 30000, 40000 dan 
50000 kali maka diperoleh nilai-p pada Tabel 5 untuk data inflasi bulanan kota-kota di Bali dan 
Nusa Tenggara. Terlihat bahwa untuk semua nilai-p > 0.05 sehingga ܪ଴ diterima yang berarti 
data berdistribusi normal. Untuk nilai-p pada metode Anderson-Darling dan Cramer-von Mises 
pada setiap pengulangan dibandingkan dengan hasil nilai-p dari program R pada Tabel 4 
diperoleh nilai yang hampir sama atau mendekati. Sedangkan untuk nilai-p pada metode 
Lilliefors terdapat perbedaan yang cukup besar. 
 
 
Studi Simulasi 
Pada simulasi ini dibangkitkan data acak dari distribusi normal dengan ukuran n= 10, 20, 
30, 50, 100, 200, 500, 1000, 2000 dan dengan tingkat signifikansi ߙ=5%, akan diuji dengan 
menggunakan metode Anderson-Darling, Cramer-von Mises dan Lilliefors. Berdasarkan metode 
bootstrap dengan pengulangan B=10.000, 20.000, 30.000, 40.000 dan 50.000 kali dan ukuran n= 
10, 20, 30, 50, 100, 200, 500, 1000 dan 2000 dengan mean dan simpangan baku yang sama 
maka diperoleh nilai-p pada Tabel 6 untuk data yang dibangkitkan berdasarkan data inflasi 
bulanan kota Maumere yang mean dan simpangan bakunya sama yaitu 0.5102 dan 0.9256. 
Terlihat bahwa untuk semua nilai-p pada data normal yang diperoleh sesuai dengan harapan 
yaitu > 0.05 sehingga ܪ଴ diterima yaitu data berdistribusi normal. Sedangkan untuk data yang 
dibangkitkan berdasarkan distribusi eksponensial diperoleh nilai-p pada Tabel 7 terlihat bahwa 
untuk n=10 dan 20 pada pengulangan B=10.000, 20.000, 30.000, 40.000 dan 50.000 terdapat 
beberapa nilai-p yang tidak sesuai dengan harapan yaitu > 0.05. Sedangkan untuk n lain yang 
semakin membesar nilai-p yang diperoleh sesuai dengan harapan yaitu < 0.05 yang berarti data 
tidak berdistribusi normal. 
PROSIDING                                                          ISBN : 978 – 979 – 16353 – 9 – 4 
 
Seminar Nasional Matematika dan Pendidikan Matematika FMIPA UNY 
Yogyakarta, 9 November  2013                                                                                                MS - 157 
 
 
 
 
E. PENUTUP 
Hasil pembahasan uji normalitas menggunakan metode Anderson-Darling, Cramer-von 
Mises dan Lilliefors adalah uji normalitas pada data inflasi bulanan kota-kota yang ada di Bali 
dan Nusa Tenggara dengan n=54 diperoleh nilai statistik uji yang lebih besar dari nilai kritis 
sehingga ܪ଴ diterima yang berarti data inflasi bulanan kota-kota di Bali dan Nusa Tenggara 
berdistribusi normal. Dari data inflasi bulanan kota-kota di Bali dan Nusa Tenggara dengan 
menggunakan pengulangan B=10.000, 20.000, 30.000, 40.000 dan 50.000 diperoleh nilai-p 
untuk metode Anderson-Darling dan Cramer-von Mises yang hampir sama atau mendekati 
nilai-p sesuai perhitungan R, sedangkan untuk Lilliefors hasilnya cenderung berbeda tetapi 
hasilnya masih tetap sama yaitu data berdistribusi normal. Kemudian dengan sampel dari 
distribusi normal data acak yang dibangkitkan dengan n=10, 20, 30, 50, 100, 200, 500, 1000 dan 
2000 dilakukan simulasi dengan membangkitkan data acak yang berdistribusi normal dengan 
pengulangan B=10.000, 20.000, 30.000, 40.000 dan 50.000 dan diperoleh hasil sesuai dengan 
yang diharapkan yaitu untuk data normal acak yang dibangkitkan diperoleh hasil nilai-p yang > 
0.05 sehingga ܪ଴ diterima yang berarti data berdistribusi normal. Sedangkan untuk distribusi 
eksponensial pada n yang kecil = 10 dan 20 terdapat nilai-p yang > 0.05, dan untuk n lain yang 
semakin membesar nilai-p < 0.05 yang berarti data tidak berdistribusi normal. 
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