We prove that the list-chromatic index and paintability index of K p+1 is p, for all odd primes p. This implies that the List Edge Coloring Conjecture holds for complete graphs with less than 10 vertices. It also shows that there exist arbitrarily big complete graphs for which the conjecture holds, even among the complete graphs of class 1. Our proof combines the Quantitative Combinatorial Nullstellensatz with the Paintability Nullstellensatz and a group action on symmetric Latin squares. It displays various ways of using different Nullstellensätze. We also obtain a partial proof of a version of Alon and Tarsi's Conjecture about even and odd Latin squares.
Introduction
Given a graph G = (V, E) and a nonempty list (set) L e for every edge e ∈ E, we set L := e∈E L e and say that G is L-list-edge colorable or edge L-choosable if it is possible L to assign to each edge e ∈ E a color (an element) from the list L e in such a way that any two adjacent edges of G receive different colors. We call the Cartesian product L a k-list product if |L e | = k for all e ∈ E. If G is edge L-choosable for every k-list product L, we say G is k-list-edge colorable or edge k-choosable. The list-chromatic index of G, denoted by χ (G), is the smallest positive integer k such that G is k-list-edge colorable. Obviously, χ (G) χ (G), where χ (G) is the (ordinary) chromatic index of G, refer-χ eing to the special situation of equal lists, L e = {1, 2, . . . , k} for all e ∈ E. The opposite, i.e. that χ (G) χ (G), was conjectured independently by several researchers [JeTo, Section 12.20 ]: Conjecture 1.1 (List Coloring Conjecture). χ (G) = χ (G) for every multigraph G.
The List Coloring Conjecture is a long standing open conjecture. The biggest partial success was achieved by Galvin, who could prove it for all bipartite graphs in [Ga] . It also holds asymptotically in some sense [Ka] . However, even for relatively small single graphs it can be very difficult to find a proof. Problems with small complete graphs like K 6 may surprise even more, since complete graphs, as complement of empty graphs, do not carry any structure. These difficulties might indicate that the core of the problem does not lie in the graph theoretic structure. Certainly, a complicated graph structure will not make things easier but there could be a more primal problem contained in the List Coloring Conjecture. This combinatorial problem may occur in its purest form in the study of complete graphs as graphs without structure. Therefore, it seems reasonable to investigate the List Coloring Conjecture for complete graphs first. Moreover, the study of this special case is of interest in its own right, too. For example, it has applications in time scheduling of complete tournaments, as described in [Sch4] . The purpose of this paper is to present some progress in this direction.
It is well known (see e.g. [FiWi] ) that the chromatic index of the complete graph K n Kn on n > 1 vertices is given by χ (K n ) = n − 1 if n is even, n if n is odd.
Hence, restricted to complete graphs, Conjecture 1.1 states that the list-chromatic index of K n should equal the quantity indicated above. For complete graphs of class 2 (odd n) this was proven by Häggkvist and Janssen, who presented the following upper bound for all n ∈ Z + in [HäJa] (the generalization to paintability can be found in [Sch4] ):
Theorem 1.2. χ (K n ) n for every positive integer n.
This result leaves the question open for complete graphs of even order only, the complete graphs of class 1. For even n, Häggkvist and Janssen's inequality would need to be improved by one. To clarify the task, we state this case separately, as a special case of the List Coloring Conjecture:
Note that the Häggkvist-Janssen Theorem can easily be deduced from Conjecture 1.3, because χ (H) χ (G) if H ⊆ G, and K 2m−1 ⊆ K 2m . However, previously known are only the cases m = 1, 2, 3 of Conjecture 1.3. The case m = 1 is trivial. The case m = 2 follows from the fact that every 1-factorable planar graph satisfies Conjecture 1.1, a fact established by Ellingham and Goddyn in [ElGo] . A short elementary proof of the case m = 2 was also given by David Cariolaro and Ko-Wei Lih in [CaLi] . The case m = 3 was proven by David Cariolaro et al. in [CCSS] . The author of the present paper has tried to prove Conjecture 1.3 before he became colleague and friend of David Cariolaro, but had already given up after many attempts. It was then David Cariolaro who encouraged us to try it again, and we wrote the paper [CCSS] together. Sadly, after his tragic early death, we cannot show him the newest progress anymore. We dedicate the current paper to his memory.
Our main objective in this paper is to prove Conjecture 1.3 for K p+1 (2m = p + 1), (2m = p + 1), for all odd primes p, i.e. to prove the following theorem: Theorem 1.4. χ (K p+1 ) = p for every odd prime p.
Together with the observations and results mentioned above, this implies that the List Coloring Conjecture (Conjecture 1.1) holds for complete graphs with less than 10 vertices. It also shows that there exist arbitrarily big complete graphs for which the conjecture holds, even among the complete graphs of class 1. Moreover, we can easily generalize Theorem 1.4 to paintability, a concept that we introduced in [Sch3] and [Sch1] , and that later also was called on-line list coloring. In the concept of paintability, the lists can be modified during an interactive coloration process. We explain this briefly for vertex colorings:
The idea is that, if only positive numbers are allowed as colors, we may try to use color 1 at first, of course, only for vertices v whose lists L v contain color 1. Afterwards, we allow changes of the remaining lists L v \{1} that do not change their cardinalities, before we extend the partial coloring with color 2. This extension process is then repeated with color 3, color 4 and so forth, where in between, the remaining tails of the color lists may be altered in arbitrary, possible unfortunate ways. Surprisingly, the great majority of all list coloring theorems in graph theory could already be generalized to paintability, see e.g. [Ca, HKS, HWZ, RiSch, Sch3, Sch4, Sch5, Zhu] . Our generalization is interesting for theoretical reasons, but might find practical applications in time scheduling as well, as discussed in [Sch4] in connection with complete tournament graphs. An elegant recursive way to define k-paintability might even improve clarity in some proofs of list coloring theorems. Again, if one colors edges and not vertices, the smallest number k for which k-paintability is given is called index -the paintability index -denoted χ P (G). We will χ P prove the following strengthening of Theorem 1.4: Theorem 1.5. χ P (K p+1 ) = p for every odd prime p.
The general polynomial approach to coloring problems is explained in the next section, Section 2. There, we also provide some useful corollaries of the Combinatorial Nullstellensatz and explain how to use them. This will lead us to the consideration of a certain "leading coefficient", in a certain polynomial associated to K p+1 . This coefficient is then reinterpreted in Section 3 as the number of so called idempotent symmetric Latin squares (with some of them counted negative). Theorem 3.1 will accumulate these reinterpretations and will provide a sufficient condition to Conjecture 1.3. Eventually, we will show in Section 4 that this sufficient condition is fulfilled if p is an odd prime. To achieve this, we have to count the idempotent symmetric Latin squares. Actually, we will count only modulo p, which will allow us to ignore the nontrivial orbits under a certain group action. Hence, we will only have to count the symmetric Latin squares that are fixed under that group action. We found this crucial trick in [Dr] (see also [StWa] ), where Drisko used it the electronic journal of combinatorics 21(3) (2014), #P3.43 to give a partial proof of Alon and Tarsi's Conjecture about even and odd Latin squares. The main result of Section 4, Theorem 4.2, may be seen as a partial proof of a version of this conjecture, which is stated explicitly at the end of the paper. Theorem 4.2 will yield, in combination with Theorem 3.1, our main results, Theorem 1.4 and Theorem 1.5.
The Polynomial Approach
In this section, we introduce the edge distance polynomial of graphs and some Combinatorial Nullstellensätze (plural of Nullstellensatz, a German expression meaning Root Theorem). We explain how they can be used to detect graph colorings.
To prove that χ (K p+1 ) = p for odd primes p, we will examine the edge distance polynomial
. . , v n is a polynomial in the variables x 1 , x 2 , . . . , x n , with one variable x i for each vertex v i . It is defined as the product over all differences x i − x j with v i v j ∈ E(G) and i < j. It is also called the graph polynomial and was introduced in [Pe] . We may view it as a polynomial over any integral domain R.
. . , x m ) then the assignment e i → x i is a proper edge coloring of G. If the colors x i are supposed to lie in certain lists L e i , or L i for short, then the point (x 1 , x 2 , . . . , x m ) just has to be taken from the list product
Here, we simple need to assume that the sets L i lie in R, or in an extension ring of R. This is no restriction, as one can easily embed the color lists (and their full union i L i ) into any big enough ring R. We might just take R = Z.
To prove that K p+1 = (V, E) is edge p-choosable if p is prime, we will show that the coefficient of the monomial e∈E X p−1 e in P L(K p+1 ) is non-zero. The famous Combinatorial Nullstellensatz [Al2] will then guarantee a non-zero in any p-list product L. This Nullstellensatz can elegantly be formulated as follows:
n occurs as a monomial of maximal degree in a polynomial P = P (x 1 , x 2 , . . . , x n ) over a field F, then P has a
In this theorem, the monomial
This condition is usually easy to verify. However, x d must occur in P in the first place, i.e. the coefficient P d of x d must be nonzero,
The calculation of P d is the difficult part in all known applications (except in proofs of non-uniqueness, where one better uses [Sch2, Corollary 3.4 or 3.5] 
where
One easily spots the Combinatorial Nullstellensatz as corollary of Theorem 2.2. If P d = 0, the sum in the Quantitative Combinatorial Nullstellensatz is nonzero, so that at least one summand must be nonzero and P cannot vanish at all points of L. However, as said, we will us this formula to calculate the "leading coefficient" P d first. This calculation simplifies if we chose the domain L cleverly. A sufficient simplification can already be obtained by choosing equal lists, L 1 = L 2 = · · · = L n . This will allow us to express P d as the number of usual edge colorings of K p+1 , but with some colorings counted negative.
The next task is to count the edge colorings of K p+1 . Unfortunately, the set of all edge colorings of K p+1 with p colors is not known. Therefore, we continue by reinterpreting colorings as certain Latin squares and, eventually, as certain permutations. To prove that the number of these permutation (with odd ones counted negative) does not vanish, we want to use Theorem 2.2 again, but need to simplify it further, at first. In [Sch2] , we calculated the function N (x) in that formula for important domains L. If all L j are finite fields, then N (x) is constant and equal to (−1) n , by [Sch2, Lemma 1.4(iv) ]. In particular, this yields the following very well known special case of Theorem 2.2: Theorem 2.3. Let F p be the prime field with p elements, P = δ∈N n P δ X δ a polynomial over a field extension of F p and d := (p−1, p−1, . . . , p−1). If deg(P ) n(p − 1), then
With an additional double application of this simplified Quantitative Nullstellensatz, and some other tricks, we will be able to prove that P d = 0. After that, a single application of the usual Combinatorial Nullstellensatz will yield our main result, Theorem 1.4. The disadvantage in using Theorem 2.3 is that it restricts us to primes p and the graphs K p+1 . Therefore, we prefer to use Theorem 2.2 as long as possible and switch to the simpler more special version Theorem 2.3 only in the last section, where we do not see another way. Actually, we hope that the general Quantitative Combinatorial Nullstellensatz can be used to generalize our results. In the literature, e.g. in [Wi] and [Su] , one can find the electronic journal of combinatorics 21(3) (2014), #P3.43 generalizations from prime characteristic to prime power characteristic in results around Chevaley and Warning's Theorem and Olson's Theorem. The generalized polynomials in [Sch6] can also be used to achieve such generalizations. However, the situation in the present paper seems to be complicated. We could not yet generalize our results, not even to prime powers p α and the graphs K p α +1 . In [Sch5] , we also provided a paintability version of the Combinatorial Nullstellensatz. If we use this version in the very last step of our calculation, instead of the usual Combinatorial Nullstellensatz, we obtain Theorem 1.5 instead of the weaker Theorem 1.4. The alternative usage of the Paintability Nullstellensatz does not provide any additional difficulty. The formulation of that Theorem only requires the generalization of the painting concept from graphs to polynomials, as described in [Sch5] . It can then be stated as follows, where, for simplicity, k is just a constant here:
n occurs as a monomial of maximal degree in a polynomial P (x 1 , x 2 , . . . , x n ), then P is k-paintable for every k > max j d j .
Interpreting the Coefficient
At the end of this section, we provide with Theorem 3.1 a result that in combination with Theorem 4.2 proves our main theorems, Theorem 1.5 and Theorem 1.4. In the whole section, p is only required to be an odd integer greater then 1. Let
be the set of vertices of K p+1 , where ♦ is just a symbol. The edges of K p+1 can be written ♦ as ij ij = ji := {i, j}, with i, j ∈Ī p and i = j.
These edges are also the vertices of the line graph
Hence, the variables of the edge distance polynomial
can be written as
Since
we only have to show that the coefficient P d of the monomial 
By the definition of P, a point x = (x e ) e∈V ∈ L is a non-zero of P if and only if e −→ x e a proper edge coloring of K p+1 . Therefore, we may restrict the summation range in the Quantitative Combinatorial Nullstellensatz to the set C p ⊆ L of these colorings. As in a
Cp
proper edge coloring x ∈ C p every color occurs (p+1)/2 many times, we can calculate N (x) in Theorem 2.2 without further information about x ∈ C p . Up to the sign, the function N (x) in Theorem 2.2, as function on C p , is equal to the (p + 1) th power of
where > is any strict linear order on L 0 . With that
Now, for every fixed x ∈ C p ,
This is easy to see. Indeed, the line graph of K p+1 is the edge disjoint union of p + 1 many copies of K p , one copy for every vertex i ∈Ī p of K p+1 . Hence, P factors accordingly,
where P i is the edge distance polynomial of the complete graph on the vertex set
Here, for every fixed x ∈ C p ,
which explains Equation (14). Our findings also gives rise to the definitions 
Here the functions sgn i : C p −→ {+1, −1} also can be expressed independently from P, up to a neglectable constant factor of ±1. This is not difficult, but, to simplify notation, we assume additionally that, from here on,
Then
where the sign ± before the function sgn does not depend on x. The sign ± is constant, it is either + for all x ∈ C p or − for all x ∈ C p . Indeed, both sides of this equation have absolute value 1, depend only on the p (different) values of x i♦ , x i0 , x i1 , . . . ,ẍ ii , . . . , x i(p−1) and react in the same way if we permute these values. Hence, if we choose the prefixed sign in such a way that the equation holds in one point x, then it holds for all x ∈ C p . Now, with our new definitions, we can write
Our calculations show that, in order to guarantee edge p-choosability (and edge p-paintability) of K p+1 , we only have to verify that x∈Cp sgn(x) = 0.
In fact, this insight can even be formulated for arbitrary p-regular graphs in the place of K p+1 . This is a straight forward generalization. It was first observed using another approach in [Al] . We include this calculation here since it explains the central position of the function sgn(x) in this paper. (Remarkably, the sgn(x) takes the same value for all edge colorings x if the regular graph is additionally planar, [ElGo] , [Sch4, Theorem 3.12] .) Next, we write the proper edge colorings x ∈ C p of K p+1 as symmetric Latin squares M = M (x), i.e. as symmetric (p + 1) × (p + 1)-matrices in which every row and every M column contains every symbol ofĪ p exactly once. We define
where we view ♦ as first index, corresponding to the first row and the first column of M, 0 as second index, etc. Obviously, M is a unipotent symmetric Latin square, i. , then the map
is bijective. The row sign sgn(M ) of M = (M i,j ) ∈ USLS p is the product of the signs of its rows M i, * as permutations of the symbols ♦, 0, 1, . . . , p − 1 in their usual order. Hence,
sgn(M ) is the product over the p + 1 many signs
with i = ♦, 0, 1, . . . , p − 1. Here we see that (27) where, again, ± is always + or always −, independently of x. Hence, our bijection preserves the sign, up to a neglectable constant factor of ±1,
and
We even go a bit further. We call a Latin square M = (M i,j ) overĪ p reduced if its first row is
We write RUSLS p for the set of all reduced unipotent symmetric Latin squares overĪ p .
RUSLSp
We always can bring an M ∈ USLS p into reduced form by applying an appropriate permutation of the p elements in I p to all entries of M. The set USLS p is partitioned into the orbits under this group action, and RUSLS p is a transversal of this partition. Moreover, the described group action preserves the sign. Indeed, if we apply any permutation to all entries of an M ∈ USLS p , the signs of the rows will either all change or all remain unchanged, so that the product over all even many row signs will not change. This yields
To study the reduced unipotent symmetric Latin Squares overĪ p , we will use a bijection ϕ from the set RUSLS p of these Latin squares into the set ISLS p of idempotent symmetric 
Our bijection ϕ is given by
where the first row and the first column are deleted, but their elements take the place of the old diagonal elements ♦. The off-diagonal entries behind the stars * remain unchanged. If we define the sign of a Latin square over I p in the same way as for Latin squares over I p , we see that, for i ∈ I p ,
(34) Therefore, and because the sign of the first row of a reduced matrix is 1,
Summarizing, all this yields
Therefore, in order to prove Conjecture 1.3, it remains to show that
We will do this for odd primes p in the next section, in Theorem 4.2, by showing that this sum is not dividable by p. This will entail Theorem 1.4 and Theorem 1.5. We conclude this section by summarizing its main content:
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Theorem 3.1. For every odd p > 1,
To be very precise, this theorem and its underlying definitions do not really depend on any structure on the set L 0 = I p of symbols, one can replace it with any other set of p symbols.
A group action on Latin squares
At the end of this section, we provide with Theorem 4.2 a result about symmetric Latin squares that, in combination with Theorem 3.1, proves our main theorems, Theorem 1.5 and Theorem 1.4. To accomplish this task, we investigate some group action and apply Theorem 2.3 twice. From here on p always denotes a fixed odd prime. We examine the
Here, in contrast to the situation in the last section, it will become important that the set Z p of symbols caries the algebraic structure of a field, as we will see later. The symmetric group S Zp on the set Z p acts on the set Z Zp×Zp p of all matrices M by simultaneous S Zp permutation of rows, columns and symbols. More precisely, for g ∈ S Zp , the image
under g is the matrix with the entries
If g is the cyclic permutation (0, 1, . . . , p − 1) then
Apparently, a matrix M is fixed under (0, 1, . . . , p − 1), and under the subgroup
generated by (0, 1, . . . , p − 1), if and only if it is diagonally cyclic (see [Wa] ), i.e. of the form
the electronic journal of combinatorics 21(3) (2014), #P3.43 This even holds for non-prime p.
Obviously, M (x 0 , x 1 , . . . , x p−1 ) is symmetric if and only if
In this system of equations, the first equation and the last equation are the same, and also the second and the second to the last, etc. Hence, with the abbreviationp
we can rewrite the requirement for symmetry as 
Obviously, the set ISLS p of idempotent symmetric Latin squares M over Z p (M i,i = i for all i ∈ Z p ) is invariant under the action of G and can be decomposed into the different orbits under the group action of G. As |G| = p, these orbits either have length p or length 1. The orbits of length 1 are basically given by the set of fixpoints Fix G (ISLS p ) in ISLS p .
Fix G
We have seen that
where x 0 is replaced by 0 to guarantee idempotence. Next, we examine the row sign sgn(M ) of Latin squares M, i.e. the product of the
signs of its rows as permutations of the symbols in their usual order. This sign is invariant under the action of G (even under the action of S Zp ), which is easy to check. Therefore, all elements in any given orbit of G have the same sign. Since the non-trivial orbits have length p, this yields
If the Latin square M is of the form M (0, x 1 , x 2 , . . . , x p−1 ), then all its rows have the same sign. That is because the (i + 1) th row can be obtained from the i th row by, first, applying the cyclic permutation (0, 1, . . . , p−1) to each element in the i th row and, second, the electronic journal of combinatorics 21(3) (2014), #P3.43 permuting the positions of these p modified entries cyclically. One does not even need to know that the cyclic permutation (0, 1, . . . , p − 1) is even to see that this transformation does not change the sign. All rows have the same sign as the first row (see also [Wa, Theorem 12] ). Since p is odd, it follows that sgn(M (0, x 1 , . . . , x p−1 )) = sgn 0 1 .
Hence,
Now, we also can prove the following lemma:
Lemma 4.1.
Proof. For a ∈ Z p and s, t ∈ Z + , we set 
and D D a (x 1 , . . . , x t ; y 1 , . . . , y t ) := C a (x 1 , . . . , x t )B(x 1 , . . . , x t ; y 1 , . . . , y t )C −a (y 1 , . . . , y t ). (53) It is easy to see that, with D :
where the polynomial on the right side is the C-polynomial in s = 2t variables (while the C-polynomials inside D on the left side have s = t many variables). We further have that
With these polynomials, we can go back to the sign of the permutation in the lemma. If m denotes its number of inversions, so that (−1) m is its sign, then
As C(1, 2, . . . , p − 1) = 0 in Z p , this leaves us with the calculation of the sum
However, if (0, x 1 , . . . , x p−1 ) ∈ J p then, by Equation (54) and Property (a) and (b) of J p ,
Now, D(x 1 , . . . , xp) is non-zero at a point (x 1 , . . . , xp) of the domain
only if (0, x 1 , x 2 . . . , xp , xp −p, . . . , x 2 − 2, x 1 − 1) ∈ J p . This follows from the definition of D and from the insight that the additional factor p i=1 x i (x i − i) guarantees that all x i , all x p−i := x i − i and all differences x p−i − x i = i are non-zero for i = 1, 2, . . . ,p. It follows that in D(x 1 , . . . , xp). Here, for the last equality in that line, we actually had to know that p is prime to be able to use Theorem 2.3. To calculate D d , as required, we change the polynomial D slightly, but without changing its homogenous component of maximal degree. We set 
and this sum can be calculated easily. Using Equation (56), we see that D(x 1 , . . . , xp) = C 2 (x 1 , . . . , xp)C 1 (x 1 , . . . , xp)C −1 (x 1 , . . . , xp)p
is non-zero in L only if all x i are different from 0 and from each other by more than 1. This leaves only one possibility open for the set of thep many x i . Necessarily, if D(x 1 , . . . , xp) = 0, {x 1 , x 2 , . . . , xp} = {2, 4, 6, . . . , p − 1}.
Thus, we havep! many ways to choose the x i . However, if we permute the x i in D(x 1 , . . . , xp) then the value of D(x 1 , . . . , xp) does not change, because the factor C 2 (x 1 , . . . , xp) does not change, and the factor C 1 (x 1 , . . . , xp)C −1 (x 1 , . . . , xp) =
does not change either. Therefore, 
This concludes our calculation. We only have to check our main steps (57), (62), (64) and (68) to confirm that the lemma holds.
Lemma 4.1 together with Equation (49) This theorem about the row signs of idempotent symmetric Latin squares shows that the sum M ∈ISLSp sgn(M ) is nonvanishing for odd primes p. To encourage further research, we make the following conjecture: Obviously, the restriction to odd numbers p in Conjecture 4.3 is necessary. The set ISLS p is just empty for even p, because idempotence and symmetry together imply that every symbol occurs odd many times in a matrix M, so that there also must be odd many rows and columns if M shall be a Latin square.
