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Abstract
This thesis concerns molecules with potential uses for information storage on the atomic
scale. Density functional theory (DFT) calculations are used to study the molecules in
depth, to further understand their properties and to ascertain whether they are suited
to such applications.
Throughout this thesis, particular attention is paid to the effect of the surface on
the properties of the adsorbates. This includes the effect of dispersion interactions, the
quenching effect of a metal surface on the spin moment of the adsorbate and the role
of a polarising thin film in stabilising various charge states of a molecule.
The molecule 4-carboxy-TEMPO (4CT) is studied, adsorbed on Cu(110). In gas-
phase, this molecule has an unpaired electron on the NO group, surrounded by methyl
groups which could shield the radical from being quenched when adsorbed on a metal
surface. Spin-polarised DFT calculations are used in combination with scanning tun-
nelling microscopy simulations to identify the adsorption geometry of 4CT on Cu(110).
Information about the electronic structure of the system from the DFT calculations
is then used to determine that the NO radical is not preserved upon adsorption on
Cu(110).
Following this, DFT calculations of cobalt tetraphenylporphyrin (CoTPP), also ad-
sorbed on Cu(110), are used to examine the magnetic properties of the system. Specif-
ically, whether the spin moment of the central Co atom is quenched upon adsorption
on the metal. The treatment of the highly-correlated d-electrons of the Co atom is
problematic for semi-local DFT, such as GGA. As a result, the impact of the inclusion
of an on-site Coulomb repulsion, U , is studied to understand its effect on the spin
moment of the Co. Methods for the self-consistent calculation of U are assessed and
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comparisons are made with experimental measurements of the spin moment of the Co
by X-ray magnetic circular dichroism (XMCD). An overestimation of the value of U
by self-consistent methods is discovered, which leads to qualitatively wrong magnetic
behaviour, however, it is found that the experimentally observed moment is observed
for calculations carried out for a narrow range of U -values.
The copper complex, bis-dibenzoylmethanato-copper (Cu(dbm)2), is next to be
studied. Experimental work on this complex showed that, upon being exposed to
an STM voltage pulse, it exhibited a reversible switching behaviour when adsorbed on
a NaCl bilayer on Cu(111) and Cu(100). By using a recently developed perfect con-
ductor (PC) model, where the metal substrate is replaced by a PC, calculations of the
oxidation and reduction of this system can be carried out. Such calculations reveal that
the ionic polarisation of the NaCl thin-film is able to stabilise various charge-states of
the complex. Furthermore, it is shown that charging of the complex is not sufficient to
explain the switching, with a new charged state being found to be necessary to explain
the switching process. This new charge state, predicted by the theoretical calculations,
was later observed experimentally.
Finally, a study of the hydrogen transfer in porphycene (Pc) on Cu(110) is con-
ducted. A nudged elastic band calculation is used to determine the minimum energy
path and barrier height of hydrogen transfer in this molecule, showing that the transfer
proceeds step-wise through a short lived trans state, and not via concerted motion of
the hydrogens. By calculation of the frequencies of the N-H modes of the adsorbed
molecule it is shown that the zero point energy of the hydrogens has a significant role
in lowering the barrier of the transfer process.
These results show the important part played by the surface in the behaviour of
the adsorbates, and illustrate how interaction with a surface can qualitatively alter the
behaviour of adsorbates in comparison to the gas-phase. Theory and experiment are
brought into contact and used to both refine theoretical understanding, and to direct
further experimental studies.
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Chapter 1
Introduction
1.1 Introduction to Molecular Electronics
The idea of making electronic components out of individual molecules has long been
an attractive one. Traditional electronic components (for example silicon transistors
or capacitors) have physical size limits and drawbacks such as dissipative heating [1].
These put intrinsic limits on the size to which they can be reduced to and the efficiencies
at which they can operate.
Thus it has long been known that, despite ingenuity bringing ever higher densities
of information processing and storage, eventually, a fundamental change of approach
would be required. This is necessary for two reasons, firstly because of limitations in-
herent to the lithography techniques used to fabricate such devices [2, 3] and, secondly,
because quantum effects, such as tunnelling, become of increasing importance as de-
vice sizes shrink, requiring fundamental changes in the principles by which electronic
components function.
In light of this, molecular electronics, in which electronic components would be
fashioned out of mere tens of atoms, is a natural and compelling avenue to explore. Such
electronic components would be built from the ‘bottom up’, out of the individual atoms
and molecules for the task they’re designed for, using principles such as molecular self-
assembly and molecular recognition to control design. This is opposed to the ‘top down’
approach employed for the fabrication of conventional electronic components, whereby
larger, externally controlled, processes (such as lithography and ink-jet printing) are
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used and where the components are commonly etched out of a bulk piece of material.
Ideas of the fabrication of the bottom up components from individual atoms can
trace their genesis back over a long period of time; Richard Feynman is popularly cited
as being one of the first to consider the idea of bottom up construction of molecular
machines in his 1960 speech, ‘There’s Plenty of Room at the Bottom’ [4], although the
actual influence of his speech is questionable [5] and others, for example von Hippel in
1956 [6] had similar ideas.
A fundamental obstacle to making progress towards bottom up fabrication was the
lack of a means to address, manipulate and control atoms and molecules on an atomic
scale. This obstacle was overcome by the invention in the 1980s by Binnig and Rohrer
of the scanning tunnelling microscope (STM) [7, 8, 9] which enabled individual atoms
to not only be imaged, but also to be manipulated on the surface. Eigler and Schweizer
manipulated individual Xe atoms on Ni(110) and by picking them up with the atomic
tip of an STM were able to move them at will on the surface, to the extent where they
could spell out the letters ‘IBM’ [10].
Techniques for the manipulation of atoms on surfaces with an STM range from
manipulation of molecules on surfaces [11], to inducing chemical reactions [12, 13],
to cutting or creating bonds [14, 15], to inducing tautomerizations [16]. Such a rich
range of techniques make it possible to probe the behaviour of molecules and test their
behaviour and its often sensitive dependence on molecular composition, substrate type
and chemical environment. An understanding of these factors and the roles they play
is a necessary prerequisite to integrating molecules in functional molecular electronic
circuits.
However, there is a limit to the amount of information that can be deduced from
STM experiments. The design of functional systems requires an understanding of the
processes and mechanisms behind the adsorption and manipulation of the molecular
components, on the level of understanding the electronic structure of these systems
and the specific atomic configuration in which the molecule is adsorbed. Only once
the principles that lay behind these systems are understood can larger, more complex,
systems be effectively realised.
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Answers to such questions can only be completely provided with the aid of theoret-
ical studies. The determination of the electronic structure of a system is a many-body
quantum mechanical problem, once this is solved, theoretical work can be combined
with experimental work through comparing experimental STM images and STS spectra
to theoretical simulations, which can be obtained from theory via the electronic local
density of states (LDOS) [17, 18]. Similarly, the vibrational spectrum of molecules can
be linked back to STM experiments [14].
The theoretical determination of the electronic structure of a system is a complex
problem and is discussed in more detail in Section 2.1. It would be intractable but
for the development of density functional theory (DFT) by Kohn, Sham, Hohenberg
and others which provide the route towards making approximations that facilitate the
determination of the electronic structure of systems of such size that they would be
useful in molecular electronics.
This thesis consists of the theoretical treatment of a series of such systems where the
goal is to use theory to help understand the principles behind their behaviour with a
view towards informing the design of future molecular electronic devices. There follows
a discussion of the properties it is desirous for a molecular switch to possess and a
review of previous work on example systems.
1.2 Molecular Switches
Molecular switches are molecules with (at least) two meta-stable states and a reliable
method of switching between them. Information encoded as the different states of a
molecular switch has the potential to be stored at unprecedented densities, and so the
study of them is of obvious interest.
In addition to their exciting potential practical use, molecular switches are of inter-
est to study on a fundamental level, since they are small confined systems that exhibit a
variety of behaviours which (depending on the switching mechanism) include electron-
electron interaction, electron-phonon interaction and electron-photon interaction [19].
A diagrammatic representation of the energy landscape of a molecular switch is
given in Figure 1.1. It consists of two meta-stable states and an accessible path between
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Figure 1.1: Schematic of the energy landscape of a molecular switch, featuring two
meta-stable states and an accessible path between them, along a generalised ‘reaction
coordinate’
Azobenzene Naphthalocyanine Au on NaClCu
Figure 1.2: Three examples of molecular switches, involving different switching mech-
anisms. (a) azobenzene, a conformal switch that switches via stereoisomerization (b)
naphthalocyanine, a conformal switch that switches via structural isomerisation (c) Au
on NaCl(2ML) Cu(111) an example of a redox switch.
them. Switching can proceed in two ways, either by exciting the molecule into an
excited state (for example by illumination [20, 21]) followed by a decay with a certain
probability into one of the meta-stable states, or by pushing it over the barrier directly,
for example, by the application of an electric field [22] or through vibrational modes
excited either by heating or by tunnelling electrons [23].
The path between the meta-stable states can be parameterized in terms of a gen-
eralised ‘reaction coordinate’. The nature of this reaction coordinate can be used to
categorise different types of molecular switches. Molecular switches can be split into
two fundamental groups, conformal switches and redox switches.
Conformal switches switch between two different meta-stable conformers of a molecule,
and the reaction coordinate will be some coordinate that links these two conformers.
For example, in azobenzene (see Figure 1.2) the reaction coordinate is the dihedral
angle between the two benzene planes and in naphthalocyanine the reaction coordinate
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is the displacement of the H atoms from the N atoms they are bonded to. Conformal
switches can be divided into two further sub-groups; switches which undergo stereoiso-
merisation, that is, there is is a change in the conformation, but no bonds are made or
broken, and switches which undergo structural isomerisation, that is, bonds are broken
and made when the switching process takes place. An example of a switch that switches
via stereoisomerisation is azobenzene, which just switches by a rotation around a bond.
An example of a switch that switches by structural isomerisation is naphthalocyanine,
where two H bonds are broken with one pair of N atoms and remade with another pair.
Redox switches are switches in which the switch is between different charge state of
the molecule. Switching the molecule involves reducing or oxidising the molecule, this
will entail some sort of conformational change, but the main change is in the charge
state of the molecule. As an example of a redox switch there is a single Au atom
adsorbed on a NaCl bilayer on Cu(111) (see Figure 1.2), which it was shown by Repp
and co-workers could be charged by applying an STM bias voltage, with relaxations of
the polarising NaCl film acting to stabilise the atom in two different charge states.
1.2.1 Stability, Reversibility and Reliability
In addition to a molecular switch having two meta-stable states and a way of switching
between them, for a molecular switch to be useful in an actual device a number of
different aspects should be taken into consideration. These include that a molecular
switch should be stable, reversible and reliable.
For a switch to be stable means that there should be a negligible chance of a
spontaneous switching at the typical operating temperature, T , of the component. In
other words, the relation:
∆Ebarrier  kBT (1.1)
should hold, for an energy barrier of size, ∆Ebarrier.
The energy of activation can be estimated, either experimentally by observing the
temperature dependence of switching and applying the Arrhenius rate law, or theoret-
ically, by calculating the lowest energy barrier on the potential energy surface between
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the two meta-stable states, for example with the nudged elastic band method (see
section 2.3).
A switch should also be reversible if it is to be useful, and reliable, that is to say
that when an attempt is made to switch the switch into a certain state there should be
a very good probability that it has indeed been switched into that state.
1.2.2 External Influences on Switch
For a molecular switch in gas-phase to have a practical use in molecular electronics it
should maintain its switching behaviour when exposed to a number of external influ-
ences. It is important to bear these external influences in mind since the coupling of a
molecule with these external influences can make a switchable molecule passive, or, in
rare cases, can make a passive molecule switchable [19].
The utilisation of a molecular switch in a logic circuit involves connecting the switch
to electrodes, and this will impact on the switching behaviour and electron transport
through the switch. A common simplification, often applied when looking at the effect
of electrodes, is to model them as semi-infinite and made out of homogeneous jellium,
as was done in a study of benzene dithiolate [24]. This study also nicely illustrated
the importance of the molecule-electrode interface in determining the behaviour of the
system. The qualitative results obtained were much improved upon the introduction
of a single gold atom to each of the jellium electrodes, which had the effect of making
the theoretical model’s molecule-electrode interface more like its physical counterpart.
In the work done in this thesis, the switching of systems is investigated experimen-
tally using the scanning tunnelling microscope (STM). Here, one electrode will be the
surface the switch is adsorbed on, and the other will be the tip of the STM. The com-
putational work contained in this thesis simulates the effect of the surface and describes
the tunnelling electrons using a method based on time-dependent perturbation theory
known as Bardeen’s tunnelling theory with the electronic states of the tip replaced by
a single s-wave (this is known as the Tersoff-Hamann approximation). Thus, in this
work, the effect of the tip electrode is treated in a very generic way. Such a set of ap-
proximations, despite seeming drastic, have nonetheless obtained good agreement with
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experiment in previous works [25, 26, 27].
The interaction of the adsorbate with the surface has a large effect on the behaviour
of the adsorbed molecule. In Cu(dbm)2 (Chapter 5) the presence of the surface changes
which conformation is most stable when the molecule is charged. For Porphycene
(Chapter 6) the most stable isomer changes from trans to cis because of the effect of
the Cu [11¯0] rows. The surface is therefore important to describe accurately and the
approaches to this adopted in this thesis are described in Section 1.4.
A final external influence to be considered is that of a molecular switch with
its neighbours. A practical molecular electronic device would consist of an array of
switches, arranged on the surface at a high density. Therefore the influence of a switch
on its neighbours becomes important. For example, when azobenzene derivatives were
adsorbed on Au(111) the hydrogen bonds they formed between each other prevented
their switching [28]. This consideration makes switches that involve only a small amount
of conformational change are attractive, such as switches that involve tautomerisation
in a nitrogen cage, such as happens in naphthalocyanine [29] and porphycene [30, 31].
1.3 Self-Assembly
For molecular electronic systems to have practical use they would have to be address-
able, and to achieve this there should be control over how they are deposited on the
surface. Because of this, there is interest in the factors that control self-assembly, where
knowledge of surface-molecule and molecule-molecule interactions enable bottom-up
control over the creation of nanostructures of various dimensions [32, 33, 34, 35, 36].
Such nanostructures have their characteristics determined by the interplay of a wide
range of different interactions; hydrogen bonding, pi-pi stacking, dipolar, van der Waals,
metal-ligand and covalent interactions. Understanding how these determine the struc-
ture of the nanostructure is important for controlling the process of self-assembly.
As a first example, thiol-functionalised molecules form densely packed self assembled
monolayers when adsorbed on group 1-b metals and are or interest for enabling the
controlled construction of well ordered molecular electronics components [37, 38]. By
functionalising the thiols with a molecule with a redox centre, Chen and coworkers
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created self-ordering arrays of redox switches [39, 40].
Grill and coworkers carried out work with porphyrins with bromine and iodine sub-
stituents. Upon heating, the bromine and iodine atoms evaporate and the porphyrin
molecules covalently bond into networks. By controlling the site where the halogens are
substituated, molecular dimers, chains, or grids can be created [41]. The different evap-
oration temperatures of bromine and iodine enable further control over the assembly
of the networks [42].
Additionally, the orientation of the chains was controlled by the corrugation of the
reconstruction of the Au(100) surface, which created a preferred orientation for the
molecular chains. Lipton-Duffin and coworkers used the corrugation of the Cu(110)
surface, with its close-packed rows, to constrain the growth of diobenzene chains to a
specific direction [43]. A similar effect was observed in the growth of PEDOT chains
[44]. Chapter 3 looks at a network of organic radicals, whose long range ordering is
governed by the corrugation of the Cu(110) surface.
1.4 Surface Influence
As was intimated in the previous section, the influence of the surface has a large effect
on the adsorption properties of an adsorbate.
One of the most striking effects of the surface is the capability of insulating thin
films to decouple the electronic states of the adsorbate from that of the substrate. Even
a thin film of two monolayers of NaCl can support multiple charge states of Au and
Ag atoms on a Cu substrate [45, 46]. That such a thin film can have such an effect
is convenient experimentally, since it means that the redox processes of these atoms
can be investigated using STM. Chapter 5 looks at a copper complex that exhibits two
different charge states, stabilised by a NaCl bilayer.
On an ionic film, such as NaCl, adsorbates will be dispersion bonded, meaning that
the van der Waals (vdW) interaction will play a dominant role, contributing signifi-
cantly to the adsorption energy and adsorption geometry of the adsorbate. As discussed
in Section 2.1.3, special care needs to be taken to incorporate such effects in density
functional theory. By using a vdW-density functional, Chen and coworkers [47] showed
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that salicylic acid adsorbed on NaCl derives a large amount of its adsorption energy
from the vdW interaction and has its adsorption height reduced.
The large effect of the vdW force is not confined to molecules adsorbed on ionic
films. Kim and coworkers showed that, on metals too, the vdW interaction plays a
large role, in the study of a pi-conjugated hydrocarbon molecule on Au(111), reducing
the adsorption height by 20% [48]. On Cu, also, hydrogenated carbon structures derive
a large part of their adsorption energy from the vdW interaction [49], although in this
case the adsorption height is actually increased by the inclusion of vdW effects.
An accurate determination of the adsorption geometry is of special importance
in Chapters 3 and 4, which both deal with the question of whether a spin magnetic
moment is preserved upon adsorption onto a metal surface. Preserved spins on a metal
surface have potential applications in spintronics, however, the tendency of a metal
surface is to quench magnetic moments via bonding and charge transfer. The question
of whether a spin moment is preserved is one that can have sensitive dependence on the
distance between the site on which the spin resides and the metal surface. For example,
Wa¨kerlin and coworkers were able to observe that for Co porphyrins adsorbed on Ni
the preserved moment could be enhanced or quenched by using more or less bulky
substituents. In a similar vein, Robin and coworkers [50] found indications that the
carboxylate groups of 3CP were enough to shield the NO radical upon adsorption onto
Cu(110) and ensure its preservation. In both cases, the influence of the surfaces is
paramount to the problem.
The influence of the surface is also important when considering molecular switches;
with the influence of the surface sometimes being such that a molecule that is a switch
in solution loses this characteristic upon adsorption. An example of this is that the
molecular switch azobenzene, when adsorbed on Au(111), no longer exhibits switching
properties. To overcome the interaction with the surface, however, it is possible to
introduce tert-butyl side groups which raises the molecule from the surface and mean
that the switching behaviour is preserved upon adsorption [20].
In general, the surface is an essential part a molecular electronic system, and should
be included accurately in a theoretical treatment of such systems.
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1.5 Role of Theory
The work in this thesis uses density functional theory (DFT) to calculate the energies,
geometries and electronic structure of the systems studied. DFT is well suited to
systems of this size, since it is scalable enough to allow inclusion of the many atoms
needed to accurately describe an adsorbate-surface system, and yet it is still ab-initio
and still provides information about the electronic structure.
The Tersoff-Hamann approximation provides a simple way for going from the elec-
tronic structure to a simulated STM image; the tunnelling current is given in Tersoff-
Hamann to be proportional to the local density of states in that area. Such simulated
STM images often display a very good agreement with experimentally derived images
and provide a point of contact between theory and experiment. Through the compari-
son of experimental with simulated STM images, it is frequently possible to determine
the adsorption geometry that is being observed experimentally.
When conducting spin polarised DFT studies, the electronic structure provides
information about the local spin density. By projecting this onto atomic orbitals, the
moment that can be attributed to a single site can be determined. In such a way,
it is calculated in Chapters 3 and 4 whether the spin moments of the adsorbates are
preserved upon adsorption.
The electronic structure also provides insight into what bonding mechanisms are
taking place in a system. It is also possible to observe whether charge transfer has
taken place, which is of importance in Chapter 5 for determining whether the adsorbed
molecule is reduced upon adsorption or not.
In summary, the amount of information that is available from a DFT calculation
about energies, geometries and electronic structure is valuable in understanding why
adsorbed molecules behave the way they do. Such understanding can lead to insights
about the interactions between adsorbates and surfaces which helps aid the design
of molecular electronics systems that have desirable properties, such as controlled re-
versible switching, or preserved magnetic moments, with long range ordering.
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Chapter 2
Theory and Computational
Methods
This thesis concerns understanding the behaviour of molecules on surfaces with po-
tential applications in molecular electronics. To reach this end an understanding of
the electronic structure of such systems is essential. However, for these systems, which
must include the molecule and the substrate and therefore consist of hundreds of atoms,
the calculation of the electronic structure is a substantial challenge. The formulation
of Density Functional Theory (DFT) by Hohenberg, Kohn and Sham helped to make
such calculations tractable, and this chapter covers the theoretical and computational
methods that underpin the rest of the chapters.
This chapter gives a brief overview of DFT, including the Hohenberg-Kohn theorems
and the formulation of the Kohn-Sham equations that enable the principles of the
Hohenberg-Kohn theorems to be practically applied.
Particular attention is then paid to aspects of DFT of importance for the study
of the systems discussed in this thesis. This includes the inclusion of electron spin in
DFT, and modifications to the density functional to both include non-local Van der
Waals interactions and to more accurately treat strongly correlated electrons.
Following this discussion, the theory of the Scanning Tunnelling Microscope (STM)
is discussed, which uses the electronic structure calculated by DFT to simulate STM
images and spectroscopy measurements and thus provides a link between the calculated
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electronic structure and experiment.
2.1 Density Functional Theory
2.1.1 The Hohenberg-Kohn Theorems
The problem of calculating the ground-state electronic structure of a many-electron
system can be stated deceptively simply. In the non-relativistic limit, the equation to
be solved is the many-body time-independent Schro¨dinger equation, in atomic units:
{
N∑
i=1
−1
2
∇2i +
1
2
N∑
i 6=j
1
|~ri − ~rj | +
N∑
i=1
vext(~ri)
}
Ψ(~x1, ~x2, . . . , ~xN ) = EΨ(~x1, ~x2, . . . , ~xN )
(2.1)
Here Ψ(~x1, ~x2, . . . , ~xN ) is the many-body wavefunction, which is subject to the Pauli
exclusion principle, i.e. it should be anti-symmetric on exchange of any two electrons.
The notation ~xi is used to refer to a combination of position and spin index, ~xi = (~ri, σi),
~ri is the position vector of the ith electron, ∇2i = ∂2/∂x2i + ∂2/∂y2i + ∂2/∂z2i , vext(~r) is
an external potential, and E is the energy of the system.
The ground state of the system is then the state corresponding to the wavefunction
that minimises the energy in Eq. (2.1).
Wavefunction methods seek to approximate the ground state by minimising the
energy of Eq. (2.1) for a truncated sum of determinants of single particle wavefunctions.
The problem is that such a minimisation takes place in a parameter space of p3N
dimensions, where p is the number of parameters used to describe a single particle
wavefunction, and to store a many-body wavefunction requires q3N bits, where q is the
number of bits required to store a single particle wavefunction.
Thus, when wavefunction methods are applied to large problems, they very quickly
hit an ‘exponential wall’ where the parameter space is too huge for minimisation to
be computationally feasible [51] and where the amount of bits required to store the
many-body wavefunction becomes larger than the number of baryons in the Universe
[52].
Inspired by how the properties of disordered metal alloys could be explained by
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empirical reasoning based on electron density maps, Hohenberg and Kohn in 1967
established a pair of key theorems where finding the ground state energy of a system
uses the electron density, n(~r), as the key variable [53].
These theorems essentially state that:
1. For a many-particle system moving in an external potential, vext(~r), the particle
density, n(~r), is uniquely defined by vext(~r) (up to an additive constant).
2. A universal functional of the density, E[n(~r)], yielding the energy of the system
with density n(~r) can be defined, and is valid for all vext(~r). The global minimum
of this functional with respect to n(~r) for a system in a given vext(~r) will yield
the ground state particle density for that vext(~r).
The consequences of the Hohenberg-Kohn theorems are that the ground state energy
of a system, rather than being given by the minimisation of E over all anti-symmetric
wavefunctions, Ψ(~x1, ~x2, . . . , ~xN ), is instead obtained by the minimisation of:
E = FHK[n(~r)] +
∫
vext(~r)n(~r)d
3~r (2.2)
over all valid densities, n(~r). The Hohenberg-Kohn functional, FHK[n(~r)], nicknamed
by Ann Matson ‘the divine functional’, works without modification for all electron
systems. Eq. (2.2) is formally exact; its minimisation yields the exact ground state
energy and ground state density. The problem now is that FHK[n(~r)] is not known, the
next section discusses the steps that are taken in order to be able to use Eq. (2.2) to
obtain ground state properties.
2.1.2 The Kohn-Sham Equations
The Hohenberg-Kohn theorems formally establish that there exists a one-to-one cor-
respondence between an external potential, vext(~r), and the electron density, n(~r).
However, the idea of obtaining the ground state energy of a system from a functional
of the density predates the formulation of the Hohenberg-Kohn theorems. Work in the
1920s by Thomas and Fermi took the non-interacting homogeneous electron gas as a
starting point for constructing their ‘density functional theory’. For a non-interacting
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homogeneous electron gas, an expression for the kinetic energy density as a function of
electron density, E(n(~r)), is readily obtained, and by integrating this over all space the
kinetic energy of a given n(~r) is calculated.
The resulting kinetic energy functional gives the kinetic energy of a given n(~r) under
the approximation that the kinetic energy in the region d3~r, is the same as the kinetic
energy of a homogeneous electron gas of the same density. Thus a quantity (here the
kinetic energy of the system) is approximated as an integral over all space of its density
in a homogeneous electron gas. Such an approximation is known in DFT as a ‘local
density approximation’.
This kinetic energy functional can be combined with the Coulomb interaction energy
of the electron distribution with itself, the Hartree interaction energy:
EH[n(~r)] =
1
2
∫
n(~r1)n(~r2)
|~r1 − ~r2| d
3~r1d
3~r2, (2.3)
the interaction energy of the electron distribution with vext(~r):
Eext[n(~r)] =
∫
vext(~r)n(~r)d
3~r, (2.4)
and Dirac’s local density approximation of the exchange energy:
ELDAx [n(~r)] = Cex
∫
n(~r)4/3d3~r, (2.5)
(where Cex is a constant) to give the Thomas-Fermi-Dirac density functional:
ETF[n(~r)] = T [n(~r)] + EH[n(~r)] + Ex[n(~r)] + Eext[n(~r)] (2.6)
By minimising this functional with respect to n(~r), subject to a constraint in the
total number of electrons, a ground state energy and density can be obtained for any
vext(~r). However the results of this theory are very disappointing, not even predicting
the binding of molecules [54].
One reason for the poor performance is the neglect of electron correlation in the
model. The Hartree interaction energy gives the Coulomb interaction of an electron
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density with itself given that there is no correlation between the position of an electron
at ~r1 and an electron at ~r1. In reality, the position of an electron at ~r1 will effect
the probability of finding an electron at ~r2, firstly because of the requirement that the
wavefunction resulting in the electron density be anti-symmetric, and secondly because
Coulomb repulsion from the electron at ~r1 will effect the probability of finding an
electron at ~r2. The first source of correlation, commonly referred to as the exchange
energy, is accounted for by Ex, while the Coulomb energy of the second source of
correlation must be accounted for by an extra term termed Uc. This leaves the energy
functional as:
E[n(~r)] = T [n(~r)] + EH[n(~r)] + Ex[n(~r)] + Uc[n(~r)] + Eext[n(~r)]. (2.7)
where the kinetic energy functional is denoted by T [n(~r)].
The main reason for the poor performance of the Thomas-Fermi-Dirac model,
though, is that the approximation for T [n(~r)] is very poor, and in fact it is extremely
difficult to find a good approximation for the kinetic energy as a functional of the
density.
In the absence of a good approximation for T [n(~r)], Kohn and Sham [55] proposed
that progress could be made by introducing a set of non-interacting electrons, defined
by the facts that their states are orthogonal to one another and they represent an
electron density that is equal to the density of the interacting system:
〈ψσ′m | ψσn〉 = δσ′,σδm,n (2.8)
∑
σ
∑
n
fnψ
σ
n(~r)ψ
∗σ
n (~r) = n(~r) (2.9)
Here, the nth non-interacting electron state with spin σ is denoted by ψσn, and the
occupation of the nth state by the occupation number fn.
Following Blo¨chl [56], the kinetic energy of these non-interacting electrons can be
written as a functional of n(~r), with the constraints maintained by the two Lagrange
multipliers, veff(~r) and the diagonal matrix Λm,n:
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TKS[n(~r)] = min{fn∈[0,1],|ψn〉}
{∑
n
∫
d3~r
∑
σ
fnψ
∗σ
n (~r)(−
1
2
∇2)ψσn(~r)
+
∫
d3~rveff(~r)
(∑
n
∑
σ
fnψ
σ
n(~r)ψ
∗σ
n (~r)− n(~r)
)
−
∑
m,n
Λm,n
(
〈ψσ′m | ψσn〉 − δσ′,σδm,n
)}
(2.10)
Note that the kinetic energy of the Kohn-Sham orbitals, TKS, will differ from that of the
many-body wavefunction, T . This difference is combined with the previous exchange
and correlation potential energy of Eq. (2.7) to define the new exchange-correlation
functional, Exc:
Exc[n(~r)] = T [n(~r)]− TKS[n(~r)] + Ex[n(~r)] + Uc[n(~r)] (2.11)
The first Hohenberg-Kohn theorem and the fact that the Kohn-Sham orbitals are
defined to represent n(~r) guarantees that all terms in Eq. (2.11) can be expressed as
functionals of n(~r).
Equation. 2.11 provides a new expression for T [n(~r)], which can be substituted into
Eq. (2.7):
E[n(~r)] = TKS[n(~r)] + EH[n(~r)] + Exc[n(~r)] + Eext[n(~r)]
= min
{fn∈[0,1],|ψn〉}
{∑
n
∫
d3~r
∑
σ
fnψ
∗σ
n (~r)(−
1
2
∇2)ψσn(~r)
+
∫
d3~rveff(~r)
(∑
n
∑
σ
fnψ
σ
n(~r)ψ
∗σ
n (~r)− n(~r)
)
−
∑
m,n
Λm,n
(
〈ψσ′m | ψσn〉 − δσ′,σδm,n
)}
+EH[n(~r)] + Exc[n(~r)] + Eext[n(~r)] (2.12)
The minimisation over the Kohn-Sham orbitals, | ψσn〉, leads to the so called Kohn-
Sham equations:
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(
− 1
2
∇2 + veff(~r)
)
| ψσn〉 = n | ψσn〉, (2.13)
where the n are elements of Λm,n once it has been diagonalised. An expression for
veff(~r) can be obtained by minimising Equation. 2.12 with respect to n(~r). This yields:
veff(~r) =
δEH
δn(~r)
+
δExc
δn(~r)
+
δEext
δn(~r)
. (2.14)
δEH/δn(~r) and δEext/δn(~r) may easily be calculated from Eq. (2.3) and Eq. (2.4)
respectively, while δExc/δn(~r) can be calculated once an appropriate approximation for
Exc has been made (such approximations will be discussed in Section 2.1.3).
The introduction of the Kohn-Sham orbitals is thus seen to reduce a problem in-
volving a 3N dimensional many-body wavefunction into a problem involving N non-
interacting 3 dimensional wavefunctions, whose solution involves solving the Schro¨dinger-
like equation Eq. (2.13). Unlike the Schro¨dinger equation, the equation Eq. (2.13) is
nonlinear, its solutions are implicitly linked through veff(~r), which is dependent on n(~r),
which in turn depends on the solutions, | ψσn〉, of Eq. (2.13).
This non-linearity means that an iterative approach must be made towards the
determination of | ψσn〉. Schematically, a trial density nin is first chosen and used to
construct an effective potential veff . The Kohn-Sham equations (Eq. (2.13)) can then
be solved for this effective potential and the resultant Kohn-Sham wavefunctions used
to construct a new density nout. This process can be repeated; nin and nout can be
combined to produce a new input charge density, nin, which would result in a new
effective potential. The loop is broken when a self-consistent solution is reached, that
is, when E[nin(~r)] = E[nout(~r)] to within an acceptable degree of accuracy.
The efficient self-consistent solution to the Kohn-Sham equations involves lots of
subtleties. For a more in-depth discussion of their efficient solution, see for example
the papers by Kresse and Furthmu¨ller [57, 58] which discuss the algorithms used in the
VASP program, used for the work in this thesis.
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2.1.3 The Exchange-Correlation Functional
It is worthwhile reiterating at this point that Eq. (2.12) contains no approximations
and DFT is an exact theory [56]. However, the exchange correlation functional, Exc is
not known and it is with the creation of exchange correlation functionals that approx-
imations enter the theory. In this section various approximations to Exc are discussed.
The Local Density Approximation
The local density approximation (LDA) has previously been mentioned with regards to
a local density approximation of the kinetic energy functional used in Thomas Fermi
theory and Dirac’s calculation of the exchange functional of a homogeneous electron
gas.
In the LDA of Exc, Exc is split into separate exchange and correlation parts:
Exc[n(~r)] = Ex[n(~r)] + Ec[n(~r)] (2.15)
Ex can be calculated exactly for a homogeneous electron gas and is given in Eq.
(2.5). No such analytical expression exists for Ec. However c, the correlation energy
per electron, can be found in the limit of high density [59] and low density [60] and
Perdew and Yang [61] provide an expression for intermediate densities, with parameters
that can be fitted, for example, to Quantum Monte Carlo simulations [62], c can then
be used to obtain Ec through the integration:
Ec[n(~r)] =
∫
d3~rn(~r)c(n(~r)) (2.16)
The Generalised Gradient Approximation
Despite being quite a drastic simplification, the LDA provides surprisingly good results,
especially in the field of solid state physics. The reasons for this are three fold; firstly,
the LDA satisfies an important sum rule, that the exchange correlation hole contains
exactly one electron. Secondly, in metals, electrons are very often highly delocalised
and can be well approximated by a nearly free electron gas, where n(~r) varies only
slowly over space, and this agrees well with the approximations in the LDA. Lastly, in
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solid state physics bonds are rarely broken, they are more often merely rearranged, and
this fact covers up the LDA’s gravest shortcoming, that it systematically over estimates
bonding energies. In solid state physics these errors are less serious.
An obvious extension to the LDA is not only to include the local density in the
approximation of the exchange-correlation functional, but also include the gradient of
the density. A simple Taylor expansion of Exc is known but does not lead to a consistent
improvement on the LDA [63, 64] because it violates the basic sum rules of the exchange
correlation hole.
Instead, functionals including dependence on the density gradient are constructed
in such a way that they behave in a manner that provides improvements over the
LDA, and approaches of such a sort are known as generalised gradient approximations
(GGAs).
In GGAs, Exc is written as a product of the LDA and an additional ‘enhancement
factor’, F (s(~r)):
Exc[n(~r)] =
∫
d3~rA(n(~r))F (s(~r)), (2.17)
where A is the LDA exchange-correlation energy density, and s is the dimensionless
gradient of the electron density:
s(~r) =
∇n(~r)
n(~r)
4
3
(2.18)
The functional form of the enhancement factor is guided by physical arguments.
The reduced gradient, s has its highest value when the the electron density is decaying
exponentially, at distances far from the nucleus. At this distance, the exchange correla-
tion hole induced by an electron far from the nucleus will be, to a good approximation,
centred on the nucleus. This means that the exchange correlation energy of an electron
at a point far from the nucleus, ~r, will just be the interaction energy of this electron
with its hole:
xc(n(~r), s) = −1
2
e2
|~r| . (2.19)
19
The enhancement factor can be set in such a way so as to enforce this behaviour
at large gradients (s → ∞). For s = 0 we know that F (s) = 1 so as to recover the
behaviour of the homogeneous electron gas when the density does not change over
space.
There are several ways to interpolate between these criteria and, as a consequence,
several flavours of GGAs. Some of the most common include PW91 [65, 66] and PBE
[67].
The corrections provided by GGA in the vacuum tails of the atomic wavefunction
lead to the stabilisation of the tail region by GGA compared to LDA. Because of this,
bond energies in GGA are less than LDA, and are, in general, a great improvement. It
is GGA’s stabilisation of the vacuum tails that made density functional theory useful
for chemists.
van der Waals Density Functional
The van der Waals interactions (vdW interaction) arise as an attraction due to the
electrostatic interaction of correlated fluctuations in the electron density in neighbour-
ing molecules. As the London formula suggests, this attraction is stronger between
systems with higher polarisability [68].
For sparse systems vdW interactions become important. For example, molecules
with aromatic rings obtain a significant part of their adsorption energy on NaCl from
the vdW interaction [47, 69]. As discussed by Chen and coworkers [47] this affects
not merely the adsorption energy, but also the adsorption height. These observations
suggest that the inclusion of vdW effects will be important for some of the systems
looked at in this thesis, where the adsorption height can have an impact on other
aspects of behaviour of the system which are of interest.
vdW interactions are not accounted for in the local and semi-local approximations
to Exc provided by the LDA and GGA, which are both based on the local electron
density. In response to this shortcoming there are various schemes for including vdW
interactions, including semi-empirical ‘C6 corrections’ where pair-potentials between
atoms with a 1/|~r|6 behaviour are fitted with a variety of different methods.
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However, the work in this thesis will instead use a vdW-DF, developed by Dion and
coworkers [70], building on work by Langreth and coworkers [71] where the exchange
correlation functional is modified. The benefit of this method is that, in-keeping with
the approach adopted by the LDA and GGA approximations to Exc, only the electron
density is used to describe the vdW interactions.
The modification to Exc is made by introducing a new exchange correlation func-
tional, Exc,vdW, defined in the following way:
Exc,vdW = Ex,GGA + Ec,LDA + Ec,nl. (2.20)
Here, the GGA description of exchange, Ex,GGA, is retained, but the correlation
functional is replaced by the LDA approximation to correlation, Ec,LDA, to account
for local correlation, and a new functional to account for long range correlation, called
Ec,nl.
The derivation of Ec,nl is described by Dion and coworkers [70]. An exact expression
for Ec is expanded in terms of a quantity s = 1− −1, where  is the dielectric function.
An approximation is then made for s as a functional of the density. One advantage
of this method is that the long range terms of the correlation energy are insensitive
to approximations of dielectric response, only a good approximation of polarisation
properties needs to be made [71].
The result of this expansion is a double space integral:
Ec,nl =
∫ ∫
d3~rd3~r′n(~r)n(~r′)φ(~r, ~r′). (2.21)
where φ(~r, ~r′) is a general function that can be tabulated, derived from the expansion
of Ec.
A subtlety in the treatment arises when choosing the GGA for the exchange func-
tional. Many GGAs have an enhancement factor that becomes saturated for large
values of the reduced density gradient. This means that the stabilisation of the ‘vac-
uum tails’ mentioned before in the discussion of the GGA has a limit and the property
of the exchange part of the LDA functional to promote an increase of n leads to a
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‘dispersion like’ bonding at long distances described by the GGA exchange functional
but not reproduced by exact exchange Hartree-Fock calculations [72, 71, 73]. Care
must be taken when choosing the GGA exchange functional that the prescription of
the enhancement factor does not include these correlation effects in its exchange part.
Klimesˇ et al. [74, 75] tested various modified vdW functionals and constructed one
that provided good results for a large array of test data. This functional, optB86b, is
what is used in this thesis. It was found that even for hard solids there was a systematic
improvement in the prediction of a variety of materials properties.
2.1.4 Spin-polarised DFT, local spin density approximation
In two of the systems that are looked at in this thesis, the organic radical 4CT (Chapter
3) and CoTPP (Chapter 4), a quantity of primary interest is the spin polarisation of
the systems. So far, in the outline of the density functional theory given in Section 2.1,
spin has been neglected.
von Barth and Hedin [76] generalised the theorems of Hohenberg and Kohn to
include the spin degree of freedom. For spin-polarised density functional theory the role
of the electron density is replaced by a density matrix. It can be shown that, unlike in
the non-spin-polarised case, when spin is included, there is no one-to-one relationship
between a general external potential and the spin density [76, 77]. However, there is
still a unique relationship between the many-body wavefunction of the ground-state
and the density matrix.
A spin-polarised DFT then can be developed; the task is to find equivalents to the
LDA and GGA that include spin. In this thesis, and in most systems in general, it
is safe to assume that spins are co-linear. The exceptions are cases when spin-orbit
coupling takes a significant role, when you have competing exchange interactions from
different neighbours (in FCC Fe and Cr, for instance) or for finite systems such as metal
clusters, where the direction of spin quantisation changes through space.
Under this assumption there are two separate spin channels, corresponding to two
different spin densities, n↑(~r) and n↓(~r), with the electron density given by n(~r) =
n↑(~r)+n↓(~r). Assuming co-linear spins the extension of the LDA to the local spin den-
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sity approximation (LSDA) is quite straightforward. Two different sets of Kohn-Sham
orbitals are introduced, defined to represent densities equal to the two different spin
densities, and the minimisation of the resultant functional with respect to the two spin
densities yields two Schro¨dinger-like equations for the non-interacting wavefunctions
with two different effective potentials.
The Hartree-like part of the effective potential is the same as results from taking
the functional derivative of Eq. (2.3):
vH(~r) =
∫
n(~r′)
|~r − ~r′|
d~r′, (2.22)
whereas the exchange potential in the LSDA is given by the functional derivative of
Eq. (2.5):
δEx
δn↑(~r)
=
4
3
Cexn
↑(~r)
1
3 , (2.23)
with a similar expression holding for the down-spin case.
The correlation potential can be interpolated from the non-spin-polarised correla-
tion potentials [78], for example, by using an interpolation formula based on the random
phase approximation [79].
It is important that, in contrast to the non-spin-polarised case, the extra spin degree
of freedom means that there will be multiple self-consistent solutions with different
metastable spin-densities [80]. Depending on the initial spin-density in a self-consistent
calculation, different self-consistent solutions to the Kohn-Sham problem will be found
with different energies. To find the global minimum it may be necessary to start from
a variety of starting spin densities, for instance, with different initial spin moments
applied to atoms.
2.1.5 DFT+U
Some of the systems in this thesis involve transition metal complexes (Chapters 4 and
3), with highly localised and correlated d-electrons. Such systems are problematic for
the LDA and GGA approximations to deal with because they possess electron densities
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that vary rapidly over space, whereas the LDA and GGA approximations assume a
density that is locally uniform.
This problem can be summarised by noting that the self interaction correction term
in the LDA and GGA functionals is inaccurate, and the more localised electrons are,
the worse this problem becomes. Both functionals exhibit a tendency to delocalise
electrons.
Examples of the failures of LDA and GGA to describe the electronic structure of
systems involving localised electrons are numerous, and typically involve the band-gap
of such systems being underestimated. For example, in Wu¨stite (FeO), crystal field and
electronic structure effects are not sufficient to open up a gap in the d-electrons and so
LDA and GGA do not reproduce the observed insulating behaviour of Wu¨stite at low
pressure [81]. Another well known example where the LDA and GGA produce qualita-
tively wrong properties is with NiO, which is predicted with these approximations to
be a small-gap semiconductor as opposed to an insulator [82, 83]. Closer to some of the
systems looked at in this thesis; for transition metal complexes such as iron porphyrins
[84, 85] and cobalt porphyrins [86], the LDA and GGA produce incorrect spin moments
on the central transition metal ion, something which is of primary interest in Chapter
4.
Anisimov and coworkers looked at problems of this type in the context of Mott
insulators [87]. Such materials are poorly described by semi-local functionals but are
well described by Hubbard type tight-binding models [88, 89]. In the Hubbard model,
d- or f -electrons are subject to on-site interactions, represented by an on-site Coulomb
interaction term, U . U is defined to be the Coulomb energy cost of adding an electron
to an atomic site (typically a d-orbital) given that there is already an electron present
[87]:
U = E(nd + 1)− E(nd)− (E(nd)− E(nd − 1)) (2.24)
= E(nd + 1) + E(nd − 1)− 2E(nd) (2.25)
=
∂2E
∂n2d
. (2.26)
24
where E(nd) is the energy of the system with nd d-electrons present.
An idea of what effect the addition of a on-site Coulomb repulsion term, U , has on
the LDA can be seen when one neglects exchange and assumes a central field approxi-
mation [90]. One then defines a set of orbitals on an atomic site, each with occupancy
ni. Under these assumptions the energy due to the on-site Coulomb interaction is:
EU =
U
2
∑
i 6=j
ninj , (2.27)
where ni is the occupancy of state i .
The LDA will already take into account the Coulomb interaction in an averaged
way, so, in order to avoid double counting this term, the ‘double counting’ energy, Edc,
should be calculated:
Edc =
U
2
N(N − 1), (2.28)
where N =
∑
i ni is the total number of electrons on the atomic site. This must be
subtracted from the total energy expression.
The total energy expression is then given by:
E = ELDA + EU − Edc (2.29)
= ELDA +
U
2
∑
i
(ni − n2i ). (2.30)
Hence the total energy expression is minimised when the individual ni’s are equal
to 1 or 0, and integer occupations of the atomic site are energetically favourable.
From Janak’s theorem [91] the eigenvalue, i of a state i is given by:
i =
∂E
∂ni
(2.31)
= LDA + U(
1
2
− ni). (2.32)
where LDA is the eigenvalue of the state under the local density approximation.
This result shows that the energies of unoccupied orbitals are pushed up by U/2
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and occupied orbitals are pushed down by U/2, hence it has been shown, heuristically,
that the effect of adding an on-site Coulomb repulsion term is to increase the splitting
between occupied and unoccupied orbitals, and the size of this splitting is given by U .
In order to generalise the occupation numbers, ni, to cases where the orbitals to
which the Hubbard U is applied are not orthogonal to each other the ni must be
replaced with an occupation matrix containing elements, nii′ =
∑
k,ν fk,ν〈ψkν |Pii′ |ψkν〉,
where |ψkν〉 are the Kohn-Sham eigenfunctions and Pii′ is some projection operator
onto a subspace of the Hilbert space of the system to which U is to be applied. These
projectors could be i) normalised atomic wavefunctions ii) projections onto Wannier
wavefunctions iii) the Mulliken population or iv) integrated values in spherical regions
around the atoms of the angular momentum decomposed charge densities. However,
in this work the projected augmented wave projectors are used.
When exchange is included, the exchange interaction, J , enters the expression for
the energy. Dudarev and coworkers [92] showed by spherically averaging U and J that
the energy expression is then invariant under unitary transformations of the orbitals.
Including spin as well, the expression for the total energy becomes:
E = ELSDA +
(U − J)
2
∑
σ
(ni,σ − n2i,σ), (2.33)
Thus in this case the role of U in Eq. (2.30) is taken by an ‘effective U ’, Ueff = U−J
and so the value of J does not enter the energy expression explicitly.
With this expression for the energy and a suitable definition for the projectors, Pii′ ,
DFT + U calculations can be carried out. However, the question remains how U is to
be obtained.
U can be used as a fitting parameter, using it to make the Kohn-Sham band-
gap match that which is observed experimentally, or to match experimental magnetic
properties [84, 86]. It is also possible to obtain U from the definition given in Eq. (2.26).
Anisimov and coworkers [87] determined U by doing LMTO calculations. By setting
the hopping integrals between orbitals to zero they could constrain the occupations of
the subspace of orbitals and thus calculate U from how the energy of the system varied
with occupation of the orbitals.
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Such calculations are difficult to carry out in a plane wave based code and this
thesis follows the method of Cococcioni and coworkers [81] for calculating U . In this
method constant potential shifts are applied in the orbital region and the linear response
of the occupation numbers is calculated as a function of the applied potential shift.
The inverse of the gradient of this linear response is equal to ∂2E/∂n2d and therefore
equal to U . In fact this is not quite accurate; rehybridisation effects will lead to a
change in the occupation number that should not be included in the calculation of
U . These can be corrected for by doing similar calculations to those just described,
but non-self-consistently (i.e. in the effective potential that results from a calculation
with no applied potential shifts), where the system will rehybridise without additional
Coulombic effects. The difference of these two inverse gradients will then give U .
Finally the work of Kulik et al. [93] should be mentioned. In this work the linear
response procedure to calculate U is carried out not just for a plain GGA calculation
but also also for GGA+Uin calculations for a range of trial Uin’s. It is found that
the Uout’s obtained using this method displayed a linear dependence on Uin over a
broad range of values. By extrapolating this linear dependence back to Uin = 0 a self
consistent USCF can be extracted.
2.1.6 Plane Wave Basis Sets
For periodic structures exhibiting translational symmetry the effective potential, veff(~r),
of Eq. (2.13) will be periodic as well. This suggests an expansion of both the potential
and the Kohn-Sham wavefunctions in plane waves. This thesis looks at molecules at
surfaces, Chapters 3 and 4 contain adsorption geometries that are periodic in the xy-
plane. These can be described by a plane wave basis set in a periodic supercell with a
lattice vector in the z-direction large enough so that the periodic images in this direction
have a negligible interaction with each other. The semi-infinite slab of a metal surface
can be approximated by a slab of a few layers (in this thesis four layers are used) where
the bottom layers (in this thesis the bottom two layers) are constrained at the bulk
geometry and are not subjected to relaxation forces.
Even isolated systems can be handled in a supercell geometry if the lattice vectors
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in the xy-plane are made large enough to avoid interaction between the periodic images.
For a periodic system all observables must remain unchanged under a translation
of the lattice vectors, {~R}. As a consequence the wavefunctions obey Bloch’s theorem,
which states that an eigenfunction can be written as the product of a function periodic
in {~R}, denoted uk(~r), and a phase factor ei~k·~r:
ψk(~r) = e
i~k·~ruk(~r), (2.34)
so that:
ψk(~r + ~R) = e
i~k·(~r+~R)uk(~r) (2.35)
= ei
~k·~Rψk(~r). (2.36)
Since both uk(~r) and veff(~r) are periodic in {~R} they can be expanded in plane
waves:
uk(~r) =
∑
~G
ck,Ge
i ~G·~r (2.37)
veff(~r) =
∑
~G
vGe
i ~G·~r, (2.38)
where {~G} are the reciprocal lattice vectors defined such that ~G · ~R = 2pin, where n is
an integer.
Upon substitution of Eq. (2.37) and (2.38) into (2.35) and (2.13) you get a set of
coupled simultaneous equations to be solved for the coefficients ck, ~G:
∑
~G
{
|~k + ~G|2
2
δ ~G, ~G′ + v ~G− ~G′
}
c~k, ~G = ~kc~k, ~G′ (2.39)
At this stage two points must be addressed; firstly, the sum over {~G} is an infinite
sum and must be truncated. This truncation is normally specified as a kinetic energy
cut-off:
Ecut =
|~k + ~G|2
2
, (2.40)
with the convergence controlled by the size of Ecut.
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Secondly, the eigenenergies of Eq. 2.39 vary with ~k. In practice reciprocal space
is sampled at just a few ~k-points, meaning that equation 2.39 is solved for just a few
values of ~k. The number of ~k-points that result in an acceptable convergence of the
total energy will depend on both the system size and the system itself. In this thesis
the method used to choose the distribution of ~k-points is the Monkhorst-Pack scheme
[94].
2.1.7 Projector Augmented Wave Method
The Kohn-Sham wavefunctions near the nucleus will exhibit rapid oscillations in order
to ensure orthogonality to the other wavefunctions, and this has a number of conse-
quences. One unfortunate consequence is that these rapid oscillations require a very
large plane wave basis set to represent them accurately. Another, more fortunate, con-
sequence of these oscillations is that the large kinetic energy of the wavefunctions in
these core regions means that the Schro¨dinger equation in these regions is stiff, with
the potential energy part playing a lesser role, and its solution being quite insensitive
to the chemical environment.
The projector augmented wave (PAW) method [95] is designed to circumvent the
first consequence and take advantage of the second. The basic idea is to replace the
rapidly oscillating core part of the wavefunctions with node-less wavefunctions while
still maintaining the long-range behaviour of the valence electron’s wavefunctions.
The PAW method builds upon two previous approaches to this problem; augmented
wave methods and pseudopotential methods. The augmented wave methods break the
system down into two types of region; core regions, near atomic centres, and interstitial
regions. In the core regions the wavefunction is treated with an atomic-like basis set
while in the interstitial regions a different basis set is used (for example plane waves).
The partial solutions in these two regions are matched at the interface with value and
energy derivative.
The pseudopotential approaches involve replacing the effective potential of the
Kohn-Sham equations with a pseudopotential that produces wavefunctions with a sim-
ilar behaviour to all electron calculation wavefunctions outside the core region, but
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which have no nodes.
The PAW method combines these two approaches. A transformation operator is
created that transforms the Kohn-Sham wavefunctions into auxiliary wavefunctions
which can more conveniently be expanded in plane waves. By inverting this procedure
the physical wavefunctions can be reconstructed and used to evaluate all physical prop-
erties. This procedure would give an exact theory when converged, but approximations
are made by truncating the plane wave basis set that is used for describing the auxiliary
wavefunctions, by making the so called ‘frozen core’ approximation, that the nature of
the core electrons are not affected too much by the chemical environment of the atom,
and that a finite set of projectors are used for defining the transformation operators.
2.1.8 Charged Unit Cells and the Perfect Conductor Model
Chapter 5 involves calculations of various charge states of a redox switch. In plane
wave calculations, having a supercell with a net charge can be problematic and systems
such as these must be dealt with carefully.
The immediate problem is that in periodic boundary conditions a supercell with a
net charge will lead to a total energy that is divergent; the most common way to avoid
this divergence is to include a compensating background homogeneous charge-density,
thus setting the average electrostatic potential of the system to zero and preventing a
divergence in energy [96].
A secondary problem is that the energy one is usually interested in is the energy of
a single charged molecule, and not of an infinite array of charged molecules interact-
ing with one another and the homogeneous neutralising background. The electrostatic
interaction between a charged molecule and its periodic images will reduce as the su-
percell of the calculation is increased, but will converge only slowly. By considering the
interaction energy of a point charge q with the rest of the infinite array of point charges
and the neutralising uniform background density one obtains a leading correction to-
wards calculating the interaction energy of a single charged supercell in a repeating
array of neutral supercells:
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Emono =
q2α
2L
(2.41)
where α is the Madelung constant of a point charge in the supercell lattice of the system
and L is some characteristic dimension of this supercell.
Equation 2.41 will only be the leading correction to the energy. A charged supercell
with a neutralising uniform background will also exhibit spurious dipole and quadrapole
interactions with its periodic images. Makov and Payne [97] outlined an approach
whereby the electrostatic potential of a periodic system:
φ(~r) =
∞∑
~l=0
∫
cell
ρ(~r)
|~r − ~r′ +~l|
d3~r, (2.42)
can be split, with the aid of a convergence factor, into:
φ(~r) =
∫
cell
ρ(~r)
(
ψ(~r, ~r′) +
4pi
3Vcell
~r · ~r′ − 2pi
3Vcell
~r′
2
)
d3~r′, (2.43)
where ψ(~r, ~r′) is a L−5 convergent series. The second and third terms represent dipole-
dipole and quadrapole-dipole interactions. Both of these terms can be evaluated once
the final charge distribution is known and by subtracting them from the final energy
of the calculation the energy of an isolated charged molecule can be approached at a
rate of L−5.
The importance of the role of the surface in affecting the behaviour of molecular
electronic systems was mentioned in the introduction. Studying adsorbed charged
molecules on substrates requires its own set of considerations. When the charged
molecule is adsorbed on a thin insulating layer on a metal substrate (as in Chapter
5) the molecule will induce an image charge in the metal substrate. This separation of
charges will result in a dipole and hence dipole-dipole interactions between neighbour-
ing cells.
Neugebauer and Scheﬄer [98] and Bengtsson [99] describe an approach to this dipole
problem, whereby the net surface dipole of the system in the direction perpendicular
to the surface is compensated by introducing a dipole layer at a position z = zdip. The
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surface dipole density is given by:
m =
∫ ∞
−∞
ρav(z)zdz (2.44)
where ρav(z) is the charge density averaged in the xy-plane. For an isolated slab
the electrostatic potential far outside the slab should equal 2pim above the slab and
−2pim below the slab. However the imposition of periodic boundary conditions require
an emergence of a linear term in the electrostatic potential in order to ensure that
φ(0) = φ(L) (note, the supercell is defined in such a way as the slab lays in the centre
of it). The interactions of these dipoles with one another can be compensated by the
inclusion of an opposing dipole layer at z = zdip (zdip should be taken to be in the
vacuum region between two slabs) which would have a charge distribution:
ρdip(z) = mδ
′(z − zdip) (2.45)
and result in a potential:
Vdip(z) = 4pim
{
z
L
− 1
2
}
. (2.46)
When this potential is added to the system it compensates for the linear term in
the potential that emerges upon the imposition of periodic boundary conditions. The
result is a discontinuity in the electrostatic potential, which can be seen in Figure 2.1
(a), which shows the laterally averaged electrostatic potential. The energy of adding
this opposing dipole layer can be calculated and the forces corrected for its addition
[99].
With this linear correction added to the potential it becomes possible to calculate
the work function for asymmetric slabs. The work function is defined as the energy
required to take an electron from the Fermi level to vacuum. From Figure 2.1 it can
be seen that the addition of a polar NaCl bilayer to Cu(100) leads to a decrease of the
work function compared to bare Cu(100).
As mentioned in the introduction, the charge states of molecules on thin insulating
films on conductors can be modified via voltage pulses provided by STM, and it is
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Figure 2.1: Laterally averaged electrostatic potential for (a) a NaCl bilayer on Cu(100)
and (b) a bare Cu(100) surface. Electrostatic potential is given relative to the Fermi
level. The work function (difference in potential between the Fermi level and the
vacuum level) is given in each case. In (a) the effect of the dipole correction, resulting
in a discontinuity in the electrostatic potential, can clearly be seen.
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possible even for insulating layers of just two atoms thickness to support molecules
with multiple stable charge states [45, 46]. The investigation of such systems through
theoretical methods is problematic since the chemical potential of the metal substrate
cannot be set independently of the adsorbates. For example, previous work of Repp and
coworkers on a Au atom adsorbed on 2ML NaCl Cu(100) found the various charge states
of Au by altering the ionic configuration of the NaCl bilayer to find the configuration
that resulted in a stable Au0 state and the configuration that resulted in a stable
Au− state. However, finding such geometries will be problematic for larger adsorbates,
where the charge on the adsorbate is expected to be more delocalised with the stabilising
deformations of the NaCl bilayer being consequentially smaller.
Another problem that arises when treating such systems in DFT is related to the
over-delocalisation of electrons in the GGA and LDA which can lead to the nonphysical
fractional occupation of the adsorbate, which happened during investigations by Olsson
and coworkers on Ag atoms adsorbed on NaCl on Cu(100) and had to be circumvented
through the addition of a U term [46].
These problems are tackled in this thesis by the utilisation of a recently developed
perfect conductor (PC) model [100]. In this model all the electronic states of the
conducting substrate are removed and replaced with the surface charge distribution
of the classical perfect conductor with a constant chemical potential. The interaction
between the adsorbate and the metal is then electrostatic, and expressions can be
derived for the energy of the system and forces.
Such a model is built on the assumption that the charge densities of the system and
the metal do not overlap. This means that Pauli exclusion is not included in the model.
To account for the repulsive Pauli forces a parametrised force field was developed [101].
The PC model has numerous advantages. The first is that since the electronic states
of the metal substrate do not have to be included explicitly there is a large saving in
computational effort. Additionally, the chemical potential of the metal can be set
independently to the rest of the system and so the energies of different charge states
of the adsorbate can be easily calculated. This allows ionisation and affinity energies
of the adsorbate on the surface to be determined. By relaxing the system with the
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perfect conductor model and then reintroducing an explicit metal substrate it can be
determined whether relaxations of the NaCl bilayer support metastable charge states
of the adsorbate.
2.2 Theory of the Scanning Tunnelling Microscope
The scanning tunnelling microscope (STM), invented in 1981 by Binnig and Rohrer,
provided the unique capabilities to image, characterise and manipulate surfaces on
the atomic scale [7, 8]. This chapter will establish a link between the STM and the
electronic structure of the sample being imaged. In such a way, a point of contact
between experiment and theory can be established, either through the comparison
of experimental and theoretical STM images, or via the comparison of experimental
and theoretical scanning tunnelling spectroscopy data, where the tip is held at a fixed
location and the tunnelling current as a function of applied bias voltage is measured.
This connection between theory and experiment is used in Chapters 5 and 3.
STM exploits the fact that in Quantum Mechanics it is possible for an electron
to tunnel through a barrier that it does not have enough energy to cross classically.
An atomically sharp tip (typically made from tungsten or platinum-iridium alloy) is
brought to within 5 - 15 A˚ from the sample surface and scanned across the surface. By
applying a bias to the sample relative to the tip, electrons tunnel through the vacuum
region barrier between sample and tip and a net current flows from the sample to the
tip (when a positive bias is applied to the sample relative to the tip) or from the tip to
the sample (when a negative bias is applied to the sample relative to the tip).
Electrons from near the Fermi level of the sample tunnelling to the tip will expe-
rience a constant potential, equal to the work function of the sample in the vacuum
region. The transmission ratio, T (z), (the ratio of the tunnelling current at a point z
in the vacuum to the impinging current at the surface) can be calculated by solving
the time independent Schro¨dinger equation for a constant potential:
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T (z) =
I(z)
I(0)
(2.47)
= exp
(
−2(2meφ)
1
2
~
z
)
(2.48)
where I(z) is the current at point z above the surface, me is the electron mass and
φ is the workfunction of the surface.
This result shows that the tunnelling current is expected to depend on the work
function of the sample.
The exponential dependence of T (z) on the tip–sample distance, z, is the key reason
for the high resolution of the STM. The exponential decay of the current with distance
means that by far the biggest contribution to tunnelling current comes from electron
transmission between the small area where the tip and sample are nearest to each other,
therefore providing a high resolution.
2.2.1 Bardeen’s Tunnelling Theory
A more detailed examination of the tunnelling phenomenon requires Bardeen’s tun-
nelling theory. This is a first order approximation based upon an assumption of weak
tunnelling. The derivation here is based on the presentation given in Chen [102].
In Bardeen’s tunnelling theory, the system as a whole is separated into two regions,
the tip, T , and the sample, S, regions. The Schro¨dinger equation is solved for both
regions as if they were in isolation and the solutions in both regions are assumed to
be orthogonal to one another. Further approximations include a neglect of electron-
electron correlation for the tunnelling and the assumption that the tip and sample are
in electrochemical equilibrium, with separate chemical potentials.
A state, ν, initially on the sample, can be written as:
ψν(t) = ψν(0)e
−itEν/~ +
∑
i
ai(t)χi(0). (2.49)
Here, ψν(0) is a solution to the time independent Schro¨dinger equation in S with
Eν its associated energy. The {χi(0)} are the set of all bound states that are solutions
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to the time independent Schro¨dinger equation in T . All amplitudes ai are equal to zero
at t = 0 (the state ψ is initially on the sample) and, under the assumption of weak
tunnelling, are assumed to be small when t > 0.
By the approximation that the solutions of the Schro¨dinger equations in regions S
and T are orthogonal to one another the transition probability, |〈χj |ψν(t)〉|2, is found
to be :
|〈χj |ψν(t)〉|2 = |aj(t) + 〈χj |ψν(0)〉|2 (2.50)
≈ |aj(t)|2 (2.51)
The task now then is to evaluate all the amplitudes, ai, and their evolution with
time. By summing over all the tip and sample states, an expression for the tunnelling
current can be derived.
The amplitudes are found through substitution of Eq. (2.49) into the time dependent
Schro¨dinger equation and by keeping only first order terms. Solving the resulting
differential equation in ai leads to the expression:
|aj(t)|2 = 4sin
2(t(Ej − Eν)/2~)
(Ej − Eν)2 |M(χj , ψν)|
2, (2.52)
where the Bardeen matrix element, M(χj , ψν), is defined by:
M(χj , ψν) = 〈χj |UT |ψν〉, (2.53)
and UT is the potential in the tip region.
To proceed with the summing up over the tip states, it should be first noticed that:
lim
t→∞
sin2(t(Ej − Eν)/2~)
pi(t/2~)2(Ej − Eν)2 = δ(Ej − Eν). (2.54)
Another approximation to be made at this point include that the Bardeen matrix
elements for tip states in the energy region Ej ≈ Eν can be accurately replaced by an
average over the tip states, this is designated M(ψν). Finally, it is assumed that the
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Bardeen matrix elements and the density of tip states are uncorrelated, that is, that the
average of their product equals the product of their averages. These approximations
allow the total rate of tunnelling from the sample state into the tip states to be written
as:
d
dt
∑
i
|ai(t)|2 ≈ 2pi~ M
2(ψν)ρtip(Eν) (2.55)
where ρtip(E) is the density of tip states at energy, E.
As a final step, Eq. (2.55) should be summed over all sample states that can be
tunnelled into from unoccupied tip states and this subtracted from all unoccupied
sample states that can be tunnelled into from occupied tip states. The occupation
numbers of tip and sample states are given by the Fermi-Dirac distribution, FµS(T )(E),
where µS(T ) is the chemical potential of the sample (tip). This gives the net current
as:
I =
2pie
~
∑
n
{
FµT (En)(1−FµS (En))−(1−FµT (En))FµS ,(En)
}
ρtip(En)M2(ψn) (2.56)
At low temperatures the Fermi-Dirac distributions become step-functions and the
current can be written:
I = ±2pie
~
ρtip(µ)
∑
ν:µa<Eν<µb
M2(ψν), (2.57)
where the sum over ν is limited to ν’s corresponding to energies between whichever
chemical potential of the sample and tip is lowest to whichever is highest. The current
is positive if µT > µS and negative otherwise. The assumption is made that the value
of µS − µT is small enough such that the density of states can be approximated by a
constant value, ρtip(µ) across the region.
2.2.2 Tersoff-Hamann Formula
To evaluate the tunnelling current given in Eq. 2.57, the Bardeen matrix elements,
M(χj , ψν) must be evaluated. This task is simplified by making the Tersoff-Hamann
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approximation that the tip states contributing to the tunnelling can be approximated
by a spherical wave in the vacuum region:
χj(~r) = Aj
exp(
−(2mEj)
1
2
~ r)
r
, (2.58)
which means they satisfy the equation:
− ~
2
2m
∇2χj − Ejχj = ~
2
2m
4piδ0(~r). (2.59)
Now the potential in the tip region, UT , can be written by rearranging the time
independent Schro¨dinger equation in that region:
UTχj = − ~
2
2m
∇2χj − Ejχj (2.60)
=
~2
2m
4piδ0(~r). (2.61)
Substitution of Eq. 2.61 into the definition for the Bardeen matrix (Eq. 2.53) yields:
M(ψν , χj) = −~
2
m
2piAψ∗ν(~0). (2.62)
This can then be subbed into Eq. 2.57 to give the current:
I = ±2pie
~
ρtip(µ)A
2
∑
ν:µa<Eν<µb
(
2~2pi
m
)2
|ψν(~0)|2 (2.63)
=
eh3
m2
A2ρtip(µ)
∫ µT
µS
ρsample(~0, E)dE. (2.64)
Where ρsample(~0, E) is the so-called local density of states (LDOS) of the sample,
taken at the tip apex. The Tersoff Hamann approximation therefore shows that the
tunnelling current of an STM is proportional to the integrated LDOS of the sample
from the chemical potential the sample is held at, to the chemical potential of the tip.
In a DFT calculation the LDOS measured will be the density of Kohn-Sham states, and
this will result in discrepancies between simulated and experimental STMs, since the
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energies of the Kohn-Sham states are not the same as the solutions of the many-body
Schro¨dinger equation.
2.3 Nudged Elastic Band Method
The nudged elastic band (NEB) method is a method for finding the minimum energy
path (MEP) across a potential energy surface (PES) between two metastable states.
The MEP is the path for which the force, the negative potential energy gradient, is
always directed along the path. It is also the path with the greatest statistical weight in
transition state theory (TST). For an activated process, the MEP will always exhibit
a saddle point, which is a local maximum on the PES in one direction and a local
minimum in all others. The state of the system at the saddle point will be called the
transition state.
The PES can be calculated as a function of ionic positions using any method, for
example, force-field methods, but in this thesis DFT will be used to map out the PES.
The determination of the MEP is useful, for the energy of the saddle point will give
an approximation of the activation energy of a transition in harmonic TST (see Section
2.5) [103, 104, 105], and allow the calculation of the rate constant of such a transition.
The activation energy, Ea, is given through:
Ea = Etrans − Einit. (2.65)
where Etrans is the system energy at the transition state and Einit is the system
energy in the reactant state.
The activation energy of a reaction can be determined experimentally, for example,
by measuring the temperature dependence of a reaction. The results of such an exper-
iment are given in Chapter 6, for porphycene tautomerisation, where the NEB method
is used to determine the reaction path for and energy barrier to tautomerisation.
In the NEB method [106, 107], a series of images between the initial and final
states are created, with coordinates ~Ri for the ionic positions of the ith image. These
images are then connected by spring forces proportional to the displacement of two
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neighbouring image vectors, ~Ri and ~Ri+1 from one another. The MEP is then found
by minimising the total force of all the images.
What distinguishes the NEB method from other elastic band methods is that only
the component of the spring force parallel to the tangent of the MEP at an image point
is included in the total force of an image, along with the component of the true force
perpendicular to this tangent. This prevents the true force from moving the images
along the MEP and causing the images to slide away from the saddle point and towards
the local energy minima.
In this scheme, therefore, the force on an image, i, is:
~Fi = ~F
s
i‖ −∇E(~Ri)⊥, (2.66)
where ~F si‖ is the spring force component parallel to the tangent of the MEP at image,
i and −∇E(~Ri)⊥ is the true force perpendicular to this tangent.
For this equation to be applied, the tangent unit vector to the MEP at i, τˆi, must
be approximated. In the simplest approximation, τˆi would be defined as:
τˆi =
~Ri+1 − ~Ri−1
|~Ri+1 − ~Ri−1|
, (2.67)
but this can lead to convergence problems in the method due to ‘kinks’ in the elastic
band developing when the true force perpendicular to the MEP is much bigger than
the spring force. To deal with this problem Henkelman and coworkers [108] suggest a
different approximation to the definition of the local tangent of the energy path. This
approximation doesn’t calculate τˆi as the displacement vector between images i + 1
and i − 1 but as the displacement vector between image i and image i + 1 or i − 1,
whichever one has larger magnitude. When the image is a maximum or minimum, τˆi
is given as a weighted average of the two displacement vectors. This definition ensures
that τˆi always points ‘downhill’ on the PES from a saddle point, and never ‘uphill’
from a minimum point, since the latter does not guarantee that a saddle point is being
approached.
Using this definition of τˆi, the spring force along the tangent is:
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~F si‖ = k(|~Ri+1 − ~Ri| − |~Ri − ~Ri−1|)τˆi. (2.68)
This has an advantage over a conventional definition of a spring force (i.e. ~F si‖ =
k(~Ri+1 − ~Ri − (~Ri − ~Ri−1))τˆi) because it ensures the images are kept equally spaced
along the energy path.
One further alteration of the NEB method that is used in Chapter 6 is in the
treatment of the forces acting on the image that is highest in energy. This thesis
uses an implementation of climbing image NEB (CI-NEB), where the image highest in
energy is subject to forces that ensure it converges (or ‘climbs’) to the saddle point.
The forces on the image highest in energy do not include contributions from the spring
forces, rather they are defined to be:
~F si,max = −∇E(~Ri,max) + 2(∇E(~Ri,max) · τˆi)τˆi. (2.69)
The effect of Eq. (2.69) is to invert the component of the true force along the path
and so push the image up the path.
Once the activation energy, Ea, has been determined through the CI-NEB method
it can be compared with activation energies obtained experimentally. However further
corrections to account for the quantum nature of the reactants, for example through
the inclusion of ZPE effects (as in Henkelman et al. [109]), may be required. In this
case the calculation of the conformation at the saddle point can additionally be used as
input in a determination of the rate constant of a process using transition state theory
(described in Section 2.5). Such an approximation for the quantum nature of nuclei
lowering the barrier is applied in Chapter 6.
2.4 The Harmonic Approximation of Molecular Vibra-
tions
The scanning tunnelling microscope also can be used to probe the vibrations of a single,
adsorbed molecule by inelastic electron tunnelling [110]. The coupling of tunnelling
electrons with molecular vibrations is one way by which molecular switches can be
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activated [111, 112, 23] and therefore the theoretical determination of the vibrational
spectrum of such adsorbed molecules is important. For example, in Chapter 6, inelastic
tunnelling of electrons with a porphycene molecule causes an increase in the yield of
tautomerisation.
For a single atom, in a one dimension, at equilibrium in position x = 0, a generic
potential, V (x), can be Taylor expanded:
V (x) = V (x)|x=0 + dV (x)
dx
∣∣∣∣
x=0
x+
1
2
d2V (x)
dx2
∣∣∣∣
x=0
x2 +O(x3). (2.70)
The first term can be set to 0 as the potential energy is only defined up to a
constant, and the second term will be equal to 0 since the first derivative is evaluated
at the equilibrium position where the molecule will be subject to no forces.
This result means that up to second order the potential is:
V (x) =
1
2
d2V (x)
dx2
∣∣∣∣
x=0
x2, (2.71)
in other words, it is quadratic and Newton’s second law states:
m
d2x
dt2
= − d
2V
dx2
∣∣∣∣
x=0
x (2.72)
= −kx. (2.73)
The solutions to such differential equations are harmonic functions with angular
frequency:
ω =
√
k
m
(2.74)
and the equation:
(
1
m
d2V
dx2
∣∣∣∣
x=0
− ω2
)√
mx = 0 (2.75)
is satisfied.
This line of reasoning is easily extended to N atoms moving in 3 dimensions. In
such a case Equation 2.75 becomes an eigenvalue equation:
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(
M−1/2HM−1/2 − λ
)
x = 0, (2.76)
where H is the 3N × 3N Hessian matrix, consisting of components defined through
Hij = ∂
2V/∂xi∂xj and M is a diagonal matrix of the atomic masses with elements:
Mij = δijmn i = 3n− 2, 3n− 1, 3n, (2.77)
where mn is the mass of the n-th atom.
The potential energy, V , as a function of ionic positions can come from DFT calcu-
lations and the Hessian matrix, H, can be calculated by finite difference methods from
the forces.
The 3N component eigenvector, x, gives the mass-weighted displacements of one of
the 3N normal vibrational modes:
xᵀ =
[
√
m1x1
√
m1y1
√
m1z1
√
m2x2 . . .
]
(2.78)
and the 3N eigenvalues, λi, are related to the angular frequencies of the normal modes
through:
λi = ω
2
i (2.79)
where λi is the i-th eigenvalue and ωi is the angular frequency of the i-th mode.
Once the frequencies have been determined, the system can be treated as a quantum
harmonic oscillator, with the energy of the n-th eigenstate of the i-th normal mode given
through:
En,i = ~ωi(n+
1
2
) (2.80)
2.5 Transition State Theory
Transition State Theory (TST) provides a tractable way in which to calculate the rate
constant, k(T ), of a transition [113, 114, 115, 116, 117]. In TST a (3N−1) dimensional
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surface is defined, dividing the initial and final states of the transition, and this is called
the transition state. The rate constant is then:
kTST = P‡Γ‡, (2.81)
where P‡ is the probability of being in the transition state, and Γ‡ is the flux out
of the transition state. P‡ is given by:
P‡ =
σ
∫
‡ e
−V (~r)βd3N−1~r∫
R e
−V (~r)βd3N~r
(2.82)
=
σZ‡
ZR
, (2.83)
where β = 1/kBT , Z‡ and ZR are the configuration integrals of the transition state
and the reactant state, respectively, σ is an infinitesimal thickness of the transition
state, turning the 3N − 1 surface into a volume.
The flux out of the transition state will be given by the average velocity of the
system out of the transition state divided by σ. The average velocity of the system out
of the transition state will be half of the mean thermal velocity in this direction, so
that:
Γ‡ =
√
kBT
2piµ
1
σ
. (2.84)
where µ is the reduced mass.
Combining Eq. (2.83) and Eq. (2.84) results in the following expression for kTST:
kTST =
√
kBT
2piµ
Z‡
ZR
. (2.85)
In a similar fashion to Eq. (2.71), the potential energy surface, V (~r), in the con-
figuration integrals, Z‡ and ZR, can be expanded up second order, around both the
minimum of the reactant state, Vmin, and the saddle point of the transition state, VSP:
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VR(~r) = Vmin +
3N∑
i=1
1
2
kR,i~r
2 (2.86)
V‡(~r) = VSP +
3N−1∑
i=1
1
2
k‡,i, ~r2, (2.87)
where kR,i is the spring constant of the ith normal mode of the reactant minimum,
and k‡,i is the spring constant of the ith normal mode of the transition state saddle
point.
Putting these expressions for V (~r) into the configuration integrals in Eq. (2.85)
leads to the following expression for the rate constant in the harmonic approximation:
kHTST =
1
2pi
∏3N
i=1 ωR,i∏3N−1
i=1 ω‡,i
e−(VSP−Vmin)/kBT , (2.88)
where ωR,i is the angular frequency of the ith normal mode of the reactant min-
imum, ω‡,i is the angular frequency of the ith normal mode of the transition state
minimum, and VSP and Vmin are the potential energies at the saddle point and equilib-
rium positions, respectively.
Eq. (2.88) is based on the classical configuration integral, and so will only be valid at
high temperatures. At low temperatures, zero point energy effects might be expected to
become important. To include these, the partition function of the quantum harmonic
oscillator should be used:
Qi =
∑
n
e−~ωi(n+1/2)/kBT (2.89)
=
1
2 sinh(~ωi/2kBT )
(2.90)
≈ kBT
~ωi
, kBT  ~ωi
2
. (2.91)
Eq. (2.91) can be used to introduce the quantum harmonic oscillator partition
function for ωR,i and ω‡,i in Eq. (2.88). After this is done, the quantum harmonic
oscillator partition function that is valid for all T (Eq. (2.90)) can be used to yield an
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expression for kHTST that is valid for all temperatures:
kHTST =
2kBT
2pi~
∏3N
i=1 sinh(~ωR,i/2kBT )∏3N−1
i=1 sinh(~ω‡,i/2kBT )
e−(VSP−Vmin)/kBT . (2.92)
It should be noted that when the temperature is high compared to the ZPEs of all
the modes (i.e. when kBT  ~ωi/2), Eq. (2.91) is recovered. When the temperature is
low compared to the ZPEs of all modes (i.e. when kBT  ~ωi/2), then Arrhenius-like
behaviour is obtained from Eq. (2.92), with the effective barrier to the transition cor-
rected for the difference in the ZPEs between the modes of the reactant and transition
state:
kHTST =
kBT
2pi~
exp
(
−
{(
VSP +
3N−1∑
i=1
~ω‡,i
2
)
−
(
Vmin +
3N∑
i=1
~ωR,i
2
)}
/kBT
)
. (2.93)
Eq. (2.92) includes quantum zero point effects but no tunnelling behaviour.
To include tunnelling behaviour, Eq. (2.85) must first be altered to include the
partition functions of the reaction and transition states, QR and Q‡, instead of the
configuration integrals, ZR and Z‡:
kTST =
√
kBT
2piµ
Z‡
ZR
(2.94)
=
√
kBT
2piµ
1
h
∫
dpep
2/2µkBT
Q‡
QR
(2.95)
=
kBT
h
Q‡
QR
(2.96)
The introduction of Q‡ allows kTST to be written as an integral over energy of a
cumulative reaction probability, N(E):
kTST =
1
hQR
∫ ∞
−∞
dEN(E)e−E/kBT , (2.97)
where N(E) is defined through:
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N(E) =
kBT
h3N−1
∫
‡
∫
‡
d3N−1~p d3N−1~r δ(E −H(~p, ~r)). (2.98)
A naive approach to quantisation can now be made by changing the phase-space
average of Eq. (2.98) with a quantum mechanical trace, as described by Miller [118, 119]:
N(E) =
∑
n
h(E − E‡n), (2.99)
where E‡n are the eigenenergies of the transition state, and h(x) is the Heaviside
step function. Substitution of Eq. (2.99) into Eq. (2.97) results in Eq. (2.96).
By assuming the reaction coordinate can be separated from the 3N − 1 degrees
of freedom, some tunnelling aspect of the reaction degree of freedom can be included
in the calculation by replacing the Heaviside step function in Eq (2.99) with a 1-D
tunnelling probability:
N(E) =
∑
n
PF (E − E‡n) (2.100)
=
∑
n
PF (EF ), EF = E − E‡n (2.101)
Substitution of Eq. (2.101) into Eq. (2.97) leads to an expression for the rate con-
stant that takes tunnelling in the direction of the reaction coordinate into account:
kQMTST = κ(T )
kBT
h
Q‡(T )
QR(T )
(2.102)
with a multiplicative tunnelling correction factor, κ(T ):
κ(T ) =
1
kBT
∫ ∞
−∞
dEF e
−EF /kBTPF (EF ). (2.103)
The 1-D tunnelling probability, PF , can be approximated for an arbitrary barrier
by using, for example, the WKB approximation, whereby PF is given by:
PF (EF ) = exp
(
− 2
~
∫
dr
√
2m(V (r)− EF )
)
. (2.104)
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Transition state theory therefore provides a framework for the calculation of rate
constants of reactions based on an assumption that the reaction involves no recrossing
of the transition state surface, that the reaction state satisfies a Boltzmann distribution
and, for the tunnelling correction, that the reaction coordinate can be separated from
the other degrees of freedom of the system.
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Chapter 3
4CT on Cu(110): A
Self-Assembling Organic
Paramagnet?
In this chapter an organic free radical, 4-caboxy-TEMPO (4CT), adsorbed on Cu(110),
is investigated. STM images of this system at room temperature show that the molecule
forms a well-ordered, open framework. Previous work [50] on a closely related molecule,
2,2,5,5-tetramethyl-3-carboxypyrrolidine nitroxide (3CP) also adsorbed on Cu(110),
has indicated that the radical is preserved upon adsorption and is prevented from
being quenched by the Cu surface through the shielding of the radical by the methyl
groups of 3CP. If a similar process leads to the shielding of the radical of 4CT, then 4CT
on Cu(110) would form a self-assembling, well-ordered framework of organic radicals,
which could have many applications. Therefore it is of interest whether the radical of
4CT is preserved upon adsorption.
Here, calculations will be carried out on 4CT frameworks to determine their geo-
metric and electronic structure. It is shown that 4CT does not retain its radical when
adsorbed in these frameworks, but rather the radical of the NO group bonds with the
Cu surface. The experimental work in this section was carried out by Andrew Mark in
the group of Prof. Rasmita Raval at the University of Liverpool.
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3.1 Introduction
Organic molecules with an unpaired electron, also known as organic free radicals, are of
interest in the area of atomic level information storage for several reasons. Firstly, they
are of relevance to the area of spintronics, in which information is stored and processed
using the spin of electrons [120]. Secondly, they serve a useful role as precursor systems
on the route towards building arrays of molecular magnets [121], and finally they have
potential to be used as molecular switches, providing that a reversible and accessible
route between the redox states of the molecule can be found [122, 123].
In addition to the radicals being stable at ambient temperatures it is highly desir-
able for practical purposes that the organic molecules form a self assembled monolayer
(SAM). Such SAMs can be used as templates for building metal organic frameworks
[124], and an ordered monolayer would be advantageous when it comes to addressing
spintronic or molecular electronic devices.
4-carboxy-TEMPO (4CT) was chosen for investigation because of its similarity to
2,2,5,5-tetramethyl-3carboxypyrrolidine nitroxide (3CP) . As can be seen from Figure
3.1, both molecules contain a radical NO group with methyl groups and a carboxyl
group. Previous work on 3CP showed that when the molecule is adsorbed at 86 K it
bonds to the surface via the carboxy group and sits upright in such a way that the NO
points away from the surface. DFT calculations of the system showed that the radical
on the NO was expected to be preserved [50], since it was protected from the metal
surface by the methyl groups attached to the pyrrolidine ring.
3CP adsorbed on Cu(110) showed only short range order, potentially due to the
asymmetry of the five membered ring, and the existence of two conformers of different
chiralities. In contrast, STM images of 4CT adsorbed on Cu(110) showed that 4CT
creates a long-range ordered self assembling monolayer. STM images of the system are
shown in Figure 3.2, where it can be observed that 4CT on Cu(110) self assembles into
a ordered monolayer. Here, theory plays an important role by answering questions such
as:
• What is the molecular configuration behind such images?
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Figure 3.1: Two organic radicals: (a) 2,2,5,5-tetramethyl-3carboxypyrrolidine nitrox-
ide (3CP) , which DFT calculations suggested retained its radical when adsorbed on
Cu(110) [50] and (b) 4-caboxy-TEMPO (4CT) a related radical which is looked at in
this chapter.
• Are the radicals of the 4CT molecules preserved in a similar fashion to what is
observed for 3CP?
• If so, is there any coupling between the unpaired spins of the radicals?
One of the more noticeable features in the STM data in Figure 3.2 (a) is that the
unit cell is composed of two inequivalent molecules oriented at 90◦ to one another.
This suggests that the unit cell contains either two different conformers of 4CT, or
4CT bonding via two different adsorption sites. The first part of this chapter will
look at molecules adsorbed at low surface-coverage to determine what the two different
conformers could be, and whether the radical is preserved upon adsorption for them in
a similar manner to 3CP. Following this investigation, the high coverage phase, created
from the low coverage components, will be investigated and the relative stabilities
of these two phases calculated and the amount of intermolecular interaction at high
coverage will be examined.
3.2 Gas-Phase Calculations
DFT calculations of 4CT in the gas-phase (approximated by a 20A˚ × 20A˚ × 20A˚
periodic supercell) using the optB86b van der Waals density functional (vdW-DF)
52
H1
H2
V
15.1 Å
29
.5
 Å
(a) (b) (c)
Figure 3.2: STM images of 4CT adsorbed on Cu(110), taken with a sample-bias of -
1.1 V (probing the filled states of the molecule) (a) the
[
3 4−3 4
]
unit cell of the monolayer
contains 3 molecules, labelled H1, H2 and V, the unit cell on Cu(110) is illustrated in
(b). (c) Image of long-range ordering with some islands of isolated molecules which
appear to be mobile on the surface at room temperature (RT). Image reproduced by
permission of A. Mark and R. Raval.
[74, 75] were carried out and three metastable conformers were identified (see Appendix
A for full calculation details). The geometries of the conformers along with their relative
stabilities are shown in Table 3.1. Also shown are two structures (axial-B (chair) and
axial-A (boat)) which are unstable in the gas-phase but are here shown to be stabilised
upon adsorption on Cu(110).
The gas-phase conformers are defined by three characteristics; the position of the
carboxyl group, denoted by the name ‘equatorial’ or ‘axial’, the rotation of the carboxyl
group, denoted by the label ‘A’ or ‘B’ and whether the TEMPO ring is in the chair or
the boat configuration.
The equatorial and axial conformers are distinguished by the orientation of the C4-
COOH bond that can be along two different vertices of the C4 tetrahedron. The labels
‘A’ and ‘B’ distinguish between the planes that the carboxyl lies in. Finally, when the
TEMPO ring is in what is referred to as the chair conformation [125] then atoms 1
and 4 (as labelled in Figure 3.1 (b)) are on opposite sides of the plane defined by the
central 2,3,5,6 atoms in the ring, whereas in the boat conformation they are located on
the same sides of this plane, see Figure 3.3.
Since the interaction of the NO group of the axial-B and equatorial conformations
with their neighbouring methyl groups would be similar to that of the axial-A (boat)
conformation, which was shown to be unstable, the axial-B (boat), equatorial-A (boat)
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Table 3.1: Calculated relative stability, Erel, of various gas-phase conformers of 4CT,
relative to the most stable gas-phase conformer, equatorial-B (chair). Also shown are
the starting configurations of two conformations, axial-B (chair) and axial-A (boat)
that are unstable in gas-phase but are later shown to be stable upon adsorption on
Cu(110).
System Front Side Erel (meV)
equatorial-B
(chair)
0
equatorial-A
(chair)
2
axial-A (chair) 74
axial-B (chair) Unstable
axial-A (boat) Unstable
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(a) chair (b) boat
Figure 3.3: Diagram showing the chair and boat configurations of the TEMPO ring.
The numbering of the ring atoms is the same as in Figure 3.1.
and equatorial-B (boat) conformations were not calculated.
It is noticeable that the two stable equatorial-B and -A conformers are separated by
a very small amount of energy, 2 meV. This result indicates that in the gas-phase the
potential energy surface the rotation of the caboxylate around the C4-COOH bond is
quite flat. Therefore it is quite plausible that the horizontal and vertical orientations of
the molecule in the high-surface coverage phase shown in Figure 3.2(a) are formed by
equatorial-A and -B conformers of 4CT. The unfavourable axial-A conformer and non-
existence of the axial-B conformer is the result of unfavourable interaction between the
carboxylate and the methyl groups of the ring: the distance between these two groups
being much smaller in the axial conformers.
3.3 Low Surface-Coverage
3.3.1 Energies
For the low surface-coverage calculations, a periodic slab constructed from 4× 5 units
of the Cu(110) unit cell was used, with 4 Cu layers. The lower two were fixed to remain
in the calculated Cu(110) bulk geometry, with the optB86b-vdW functional calculated
lattice constant of 3.60 A˚. This value is in good agreement with the experimental value
of 3.61 A˚. It was assumed that, in a similar fashion to the adsorption exhibited by 3CP
on Cu(110), 4CT would bond through the carboxyl group, and the carboxylic acid
would deprotonate. This assumption is supported by the RAIRS spectrum obtained as
4CT is deposited on Cu(110). This spectrum shows two characteristic peaks at 1393
cm−1 and 1367 cm−1. Work on 3CP by Robin et al. [50] showed similar peaks in the
RAIRS spectrum at 1450 cm−1 and 1396 cm−1, Robin et al. were able to assign these
peaks to vibrational modes obtained through DFT calculations and showed that the
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peak at 1396 cm−1 corresponded to a combination of a NO stretch and COO symmet-
ric stretch. This peak disappeared for adsorption configurations bonded through the
radical with the carboxylic acid group pointing away from the surface. The similarities
between the RAIRS spectra of 4CT and 3CP provide a very strong indication that the
molecule is bonding through the carboxyl group.
Illustrations of the various adsorption geometries of the low-coverage molecule, along
with adsorption energies and the relative stabilities of the different geometries are given
in Table 3.2. In the cases where a stable gas-phase conformer existed, this geometry
was placed on an adsorption site and relaxed. Where no stable gas-phase conformer
existed the starting geometries of the gas-phase calculations were used as shown in
Table 3.1.
All systems were adsorbed through the carboxylate, as this was shown to be favourable
by Robin and co-workers for 3CP. The adsorption sites chosen were the short bridge site
(sb), where the carboxylate is bonded along a Cu close-packed row, and the long bridge
site (lb), where the carboxylate bridges the Cu close-packed rows. The axial-A long
bridge site was stabilised through the interaction of the NO group with the substrate.
Since the distance between the surface and the NO group would be much larger for
the equatorial conformers on the lb site the NO-substrate interaction would be much
smaller and so the lb adsorption sites were not calculated for the equatorial conformers.
The adsorption energies of these systems are defined to be:
Eads(4CT/Cu) = E(4CT/Cu) + E(H/Cu)− (2E(Cu) + E(4CT(Eq.B))) (3.1)
Where E(4CT/Cu) is the total energy of the molecule adsorbed on Cu(110), E(H/Cu)
is the total energy of a hydrogen atom adsorbed on Cu(110), E(Cu) is the total energy
of the clean Cu(110) surface, and E(4CT(Eq.B)) is the total energy of the 4CT gas-
phase equatorial-B conformer (the most energetically favourable gas-phase conformer).
The results show that the presence of the Cu surface changes the energetics of
the different conformers substantially, with conformers that were unstable in gas-phase
being stabilised. Three factors appear to dictate the stability of the various conformers
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Table 3.2: Calculated relative stabilities of various conformers of 4CT adsorbed on
Cu(110) at low surface-coverage. ‘(lb)’ indicates adsorption through the carboxylates
via the long bridge site on Cu(110).
System Top Side
Adsorption
Energy
(meV)
Relative Sta-
bility (meV)
axial-A (boat) -2692 0
axial-B (boat) -2182 510
axial-A (boat, lb) -2128 564
axial-A (chair, 1) -2084 608
axial-A (chair, 2) -1839 853
equatorial-B (chair) -1814 879
equatorial-A (chair) -1733 959
axial-B (chair) -1697 996
axial-A (chair, lb) -1600 1092
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on the surface. First of all, it is generally the case that bonding through the carboxyl
via the sb site is favoured over bonding via the lb site. Hence, the axial-A (boat)
conformer is 564 meV more stable when bonded via the sb site than when bonded
via the lb site, and the axial-A chair conformer is 239 meV more stable when bonded
via the sb site as opposed to the lb site. This preference for bonding via the sb site
is similar to behaviour seen in the work carried out on 3CP, where the preference for
bonding via the sb site is 90 meV [50]. This preference for the sb site is explained
by the fact that the O-O distance in the carboxyl group (2.2 A˚) is much closer to the
Cu-Cu distance in the close packed rows (2.5 A˚) than to the Cu-Cu distance between
rows (3.6 A˚).
The second factor influencing the stabilities of the conformers is a favourable in-
teraction between the methyl groups on the TEMPO ring and the Cu surface. This
can be seen in the energetic favourability of the axial-A (chair, 1) conformation over
the axial-A (chair, 2) conformation. These two conformations are distinguished by the
angle the C4-COOH bond makes with the surface perpendicular; the axial-A (chair, 1)
molecule makes an angle of -11.8 ◦, whereas the axial-A (chair, 2) conformer makes an
angle of 13.8◦, thus increasing the distance between the methyls and the Cu surface,
resulting in the conformation becoming unfavourable by 245 meV.
The final factor influencing the energetics is a favourable interaction of the oxygen
in the NO group with the Cu surface. When 4CT is in the axial-A (boat) configuration
the NO oxygen and the oxygens in the carboxylate group can bridge the close packed
Cu[11¯0] rows. Hence, the NO oxygen can sit on the short bridge adsorption site of the
Cu(110) surface. With the axial-A (boat, lb) configuration the conformer is bonded via
the lb site and the oxygen of the NO group sits on the lb site of the Cu(110) surface. In
the axial-B (boat) conformation the match is not as convenient, and so the carboxylate
group must deform slightly in order to ensure that the NO oxygen is in a position near
the Cu(110) top site.
RAIRS studies of nitric oxide adsorbed on Cu(110) showed that it adsorbs on a
bridge site [126, 127] and oxygen adsorbed on Cu(110) also adsorbs on the long-bridge
site [128], which suggests the positioning of the NO group over a bridge site is energet-
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ically favourable, in accordance with what is observed here, where this interaction is
favourable enough to stablise the boat conformers over the chair.
This interaction between the surface and the NO group stabilises the boat conform-
ers that are unstable in the gas-phase, including the lb bonded molecule, over all the
chair-type molecules. The nature of this interaction, and the implications it has for the
preservation of the NO radical, will be looked at in the next section.
3.3.2 Preservation of Radical
Although it is known from DFT calculations that the NO group of 3CP does not bond
to the substrate upon adsorption it is not known whether this is the case for 4CT.
This is especially important in the case of 4CT, since, from what is shown in Section
3.3.1, it seems to favour adsorption with the NO group tilted towards the surface.
This decreases the distance between the NO radical and the surface and increases
the overlap between the orbitals of the NO group and the surface. This makes an
interaction possible between the surface and the radical which may lead to charge
transfer and the loss of the radical. An indication as to whether it would be expected
that the radical is preserved can be obtained by examining the electronic structure of
the adsorbed molecule, both in the form of a spin-density plot and a partial density of
states (PDOS).
For NO on Cu(111) two photon photoemission experiments [129] and theoretical
work with a model Hamiltonian [130] suggested that the NO radical can be preserved
upon adsorption. On Cu(110) STM experiments showed that NO adsorbed at the
short-bridge site, in an upright configuration with the N down and exhibited a preserved
radical at low temperature [131]. These results together show that the preservation of
the singly occupied 2pi∗ orbital in close proximity to the Cu surface is observed for NO
and so might exist for 4CT.
Figure 3.4 shows the PDOS of the equatorial-B conformer in gas-phase, as well as
a selection of adsorbed conformers. The PDOS is defined to be the density of states
of the Kohn-Sham wavefunctions of the systems projected onto spherical harmonics
centred on the positions of the N ions, the O ions and all the ions that make up the
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(a) Equatorial-B (chair) (gas-phase)
(b) Axial-A (chair, 1)
(c) Axial-A (boat)
(d) Axial-A (boat, lb)
(e) Axial-B (boat)
Figure 3.4: Partial density of states of 4CT on Cu(110) for contributions summed
over the molecule and the nitrogen and oxygen p-states, (a) in the gas-phase in the
equatorial-B (chair) configuration and adsorbed at low-coverage in the (b) axial-A
(chair, 1), (c) axial-A (boat), (d) axial-A (boat, lb), (e) axial-B (boat) configurations.
Figure 3.5: Spin-density difference plot of 4CT, in the axial-A (chair, 1) adsorption
geometry, showing the preservation of the radical upon adsorption. An isosurface of
the spin-up density minus the spin-down is shown, effectively showing the shape of the
singly occupied molecular orbital of 4CT. The isosurface plotted is 0.01 eA˚−3.
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molecule.
By comparing these plots it is possible to ascertain what effect adsorption has
on the electronic structure of the different conformations of 4CT and, in particular,
whether the singly occupied molecular orbital (SOMO) remains singly occupied when
the complex is adsorbed. It can be deduced that for the axial-A (chair, 1) conformation,
the SOMO is localised on the centres of the nitrogen and oxygen atoms and has p-orbital
character. In addition the electronic structure of the radical is not greatly changed by
adsorption; the SOMO is pushed slightly closer to the Fermi level upon adsorption, but
remains singly occupied.
Figure 3.5 is a plot of the spin-density difference of the axial-A (chair, 1) confor-
mation, defined as the difference between the charge densities in the up and down
spin-channels. This plot shows not only that the radical is localised on the NO group,
but that it appears to have the characteristics of a 2pi∗-orbital. This preservation of
the radical is once again very similar to previous calculations on 3CP.
The interaction between the NO group and the Cu surface proves to be very different
for the more energetically favourable boat conformers. Both the axial-A (boat) and
the axial-A (boat, lb) PDOS plots look very similar to each other and show that the
previously singly occupied NO pi∗-orbitals become doubly occupied. This contrasts with
the axial-B (boat) case where the NO pi∗-orbital remains singly occupied. However, the
radical-surface interaction is greater in the case of the axial-B (boat) conformation
than in the chair type conformers, as evidenced by the much broader appearance of the
singly occupied NO molecular orbital in this case.
The reasons for the three different types of NO-Cu interaction is due to the position
of the the O atom relative to the Cu surface. For both the axial-A (boat) cases the NO
oxygen atom is located at a bridge site, with the two closest Cu atoms being a distance
of ≈ 2 A˚ from the oxygen. For the axial-B (boat) configuration the NO oxygen is
located over a Cu top-site and so is only coordinated to one Cu atom at a distance of
≈ 2 A˚.
A five membered ring, such as 3CP, does not form boat and chair conformers.
Therefore, the fact that 4CT in the boat conformation can bridge Cu rows of Cu(110)
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and allow the NO group to interact with the surface with the possible loss of the
unpaired electron, is a result that is confined to 4CT and does not affect 3CP. These
results show that the greater flexibility of the six membered ring of 4CT can lead to
different adsorption sites and a critically different electronic structure to 3CP.
In summary, three different types of interaction between the NO group and the
surface are observed: a singly occupied pi∗-orbital with little interaction between the
surface and radical for the chair type conformers; a singly occupied pi∗-orbital with
interaction between the surface and radical for a boat conformer, where the NO group
sits over a top site; and a doubly occupied pi∗-orbital when the NO group sits over a
bridge site.
The PDOS of the nitrogen and oxygen atoms can be integrated up to the Fermi
level for each spin-channel and subtracted from one another to obtain a measure of the
magnetisation of the nitrogen and oxygen atoms. Table 3.3 shows these magnetisations
for the different configurations. It can be seen that the magnetic moment of the axial-A
(chair, 1) molecule is very similar to that of the gas-phase molecule, emphasising the
fact that when 4CT is adsorbed in the chair conformation there is little interaction
between the molecule and the surface. This contrasts with the magnetic moments on
the axial-B (boat) molecule where there is a clear reduction of the magnetic moment
of the oxygen atom compared to that found in the gas-phase. This is a consequence
of interaction between oxygen and the Cu surface, altering the state of the NO radical
compared to the gas-phase, with there being some charge transfer from the surface to
the oxygen atom. Finally, it can be seen, that for the two axial-A (boat) conformers,
there is no magnetic moment on the NO atoms, which is a consequence of the double
occupation of the NO pi∗-orbital.
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Table 3.3: The spin-density difference projected on spherical harmonics centred on
the nitrogen and oxygen radical ions and integrated up to the Fermi level to give the
magnetic moment of the various low-coverage adsorbed complexes. For reference, the
magnetic moment is provided for the equatorial-B (chair) system in gas-phase as well.
Magnetic moment (µB)
System N O
equatorial-B (chair) (gas-phase) 0.31 0.38
axial-A (boat) 0.00 0.00
axial-B (boat) 0.34 0.23
axial-A (boat, lb) 0.00 0.00
axial-A (chair, 1) 0.29 0.36
equatorial-B (chair) 0.29 0.33
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3.3.3 Low Coverage STM Simulations
STM simulations of the low coverage system were carried out to better understand the
structure of the high coverage phase. The results of these simulations are given in Table
3.4.
If the high coverage phase, as expected, consists of an arrangement of 4CT molecules
in geometries and with electronic structures similar to that of the low coverage phase,
then the STM simulations of the low coverage conformations should exhibit a number
of characteristics in order to be consistent with experimental STM images of the high
coverage phase.
Firstly, since the vertical and horizontal features in the STM images shown in Figure
3.2 have similar apparent heights, the two low-coverage conformers that make up the
high-coverage system should also have similar apparent heights. The apparent height of
a conformation will be influenced by a number of factors. The actual distance of the top
of the conformation from the surface will, of course, have an influence. Additionally,
since the STM current in the Tersoff-Hamann approach is proportional to the local
density of states (LDOS) integrated from the Fermi energy to the bias voltage, then the
number of states in this region will have an effect on the apparent height. The partial
density of states plotted in Figure 3.4 shows that there are important differences in
the density of states for the various low-coverage conformers in the region of the Fermi
level.
For instance, the axial-A (boat) and axial-A (boat, lb) conformers both have NO-
pi∗ states below the Fermi level and not above, in contrast to the other low-coverage
conformers. Also, the singly occupied NO-pi∗ state in the axial-A (boat, lb) conformer
is placed closer to the Fermi level than in the case for the axial-A and equatorial-B
conformers. This would be expected to alter the apparent heights of these systems for
positive biases close to the Fermi energy.
The maximum apparent height of each molecule in the STM simulations is given
in Table 3.4. It can be seen that the axial-A (boat) and axial-A (boat, lb) molecules
have similar apparent heights at both positive and negative biases. This is due to
two reasons; the actual height of the molecule above the surface is similar in each
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case and the states near the Fermi energy have similar character. These criteria are
not simultaneously matched for any other pair of conformers. The singly unoccupied
state of the axial-B (boat) conformer is located closer to the Fermi energy than that of
the axial-A (chair, 1) conformer, and this manifests itself in a much greater apparent
height at positive bias for the axial-B (boat) than the axial-A (chair, 1) at positive
bias. Finally, the equatorial-B molecule stands upright on the surface and so the STM
simulations of this system have a much greater apparent height than those of the axial
conformers, which tilt towards the surface.
These results provide an indication that, in the absence of any interaction between
molecules in the high-coverage case, the high-coverage system is likely to be made
out of axial-A (boat) molecules, bonded across the sb and lb sites, resulting in the
horizontal and vertical features seen in Figure 3.2. It remains to be seen how strong
the interactions between molecules in the high-coverage case there are and how these
interactions affect the precise adsorption sites and electronic structure of the molecules.
These questions will be addressed in the following section which investigates the high-
coverage phase.
Table 3.4: STM simulations of 4CT adsorbed at low coverage on Cu(110). Simulations
were carried out showing apparent height for a constant value of the LDOS of 1×10−14
eV−1 with the colour scheme running from 9.6 A˚ to 14.7 A˚. To the right of each image,
the maximum apparent height in the image is given.
System Bias Voltage (V)
-1.0 1.0
axial-A (chair, 1) 12.1A˚ 12.3A˚
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System Bias Voltage (V)
-1.0 1.0
axial-A (boat) 11.7A˚ 11.2A˚
axial-A (boat, lb) 11.8A˚ 11.5A˚
axial-B (boat) 12.3A˚ 13.0A˚
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System Bias Voltage (V)
-1.0 1.0
equatorial-B
(chair)
14.7A˚ 12.4A˚
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3.4 High Surface-Coverage
Section 3.3 has shown that, depending on the adsorption site and adsorption geometry,
the radical of 4CT is either preserved or quenched at low coverage. It remains to be seen
what combination of adsorption geometries make up the high-coverage phase, shown in
Figure 3.2. This combination is important since it determines the spin moment present
in the high-coverage phase. This question is the subject of this section.
Both a simple examination of the periodicity of the STM images and the results
of low energy electron diffraction experiments show that the unit cell of the ordered
structure is
[
3 4−3 4
]
, containing three 4CT molecules. These three molecules have two
different orientations, labelled ‘H’ and ‘V’ in Figure 3.2. The two horizontal features
labelled ‘H’ are most likely to be ‘A’ type conformers bonded along the Cu(110) close
packed rows, while the remaining 4CT molecule could be either a ‘B’ type conformer
or is an ‘A’ type conformer bonded across a long-bridge site.
A variety of different geometries were tested, which are detailed in Table 3.5. For
the vertical feature, ‘V’, the two most stable ‘B’ type conformations were tried, along
with the axial-A (boat, lb) conformer. For the horizontal feature, the two most stable
‘A’ type molecules, axial-A (boat, sb) and axial-A (chair) were tested. Boat and chair
molecules were not mixed in systems since their apparent heights in the low coverage
phase were substantially different and in the experimental STM results the features
labelled ‘H’ and ‘V’ have similar apparent heights.
3.4.1 Energies and preserved radicals
The adsorption energies of the high-coverage systems should not only be compared with
each other but should also be compared with the adsorption energies of the low-coverage
phases previously discussed. Experimentally, it can easily be observed that long-range
order is present at room temperature, with the exception of some isolated islands where
the presence of smearing in these regions indicates mobile molecules at low coverage
(see Figure 3.2). From this observation, one would expect that the adsorption energy
of the high coverage phase would be greater than that of the low-coverage phase.
The adsorption energy of the high coverage phase, E(ads, hc), is defined as:
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Eads(4CT/Cu,hc) = E(4CT/Cu, hc)+3×E(ads,H/Cu)−(E(Cu,hc)+3×E(4CT(eq.B))),
(3.2)
where, E(4CT/Cu, hc) is the total energy of the system in the high coverage phase,
E(ads,H/Cu) is the adsorption energy of H on Cu(110), E(Cu, hc) is the energy of the
Cu slab in the high coverage unit cell and E(4CT(eq.B)) is the energy of the gas phase
4CT molecule in its most stable conformer (equatorial-B (chair)).
Table 3.5 gives the relative stabilities of the various high-coverage systems. The two
systems 1 and 2, both made up of axial-A (boat, sb) and axial-A (boat, lb) conformers,
are separated by a relative small amount of energy. This result indicates that shifting
the axial-A (boat, lb) conformers along the close packed rows makes little difference
to the total energy but that the preferred adsorption site of the axial-A (boat, lb)
maximises the distance in front of the NO groups of the axial-A molecules. The low
coverage STM simulations pictured in Table 3.4 show that the orbital of the NO group
extends some way in front of the molecule, and the Coulomb repulsion between these
orbitals explains the large spaces found in the high-coverage system.
Table 3.6 shows the adsorption energies (defined through Equation 3.2) and also
the high-coverage stabilisation energy defined by:
Estab,hc = Eads,hc − 3× Eads(ax.A(boat)), (3.3)
where Eads,hc is the adsorption energy of the high-coverage phase and Eads(ax.A(boat))
is the adsorption energy of the axial-A (boat) conformer, the most stable conformation
at low coverage.
The high-coverage stabilisation energy represents the stabilisation of the high-
coverage phase over the low-coverage phase. The high-coverage phase is seen to be
more stable than the low-coverage only for the systems 1 and 2, and this fits in with
experimental results that show the spontaneous formation of the high-coverage phase
at RT.
Table 3.7 shows the spin-polarisation density projected onto atomic orbitals centred
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Table 3.5: Calculated relative stabilities of some selected high-coverage systems. The
‘H’-component and ‘V’-component refer to the components labelled in Figure 3.2
System Diagram 2 ‘H’-components ‘V’-component
Relative Stability
(meV)
1 axial-A (boat) axial-A (boat,lb) 0
2 axial-A (boat) axial-A (boat,lb) 124
3 axial-A (boat) axial-B (boat) 571
4 axial-A (chair)
equatorial-B
(chair)
2192
70
Table 3.6: Calculated adsorption energies (Eads,hc) and high coverage stabilisation en-
ergies (Estab,hc) of some selected high-coverage systems.
System Eads,hc (meV) Estab,hc (meV)
1 -8590 -510
2 -8470 -390
3 -8020 60
4 -6400 1680
Table 3.7: Spin polarisations projected onto atomic orbitals centred on N and O ionic
centres for the various high-coverage systems.The magnetisations of the radical at low
coverages are listed in Table 3.3. Components ‘V’, ‘H1’ and ‘H2’ refer to the labels
given in Figure 3.2.
System NO Magnetisation (µB)
‘V’ Cmpt. ’H1’ Cmpt. ‘H2’ Cmpt.
N O N O N O
1 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00
3 0.27 0.20 0.00 0.00 0.00 0.00
4 (FM) 0.30 0.34 0.28 0.34 0.28 0.34
4 (FM) -0.29 -0.33 0.28 0.34 0.28 0.34
on the N and O ions for the various systems. For all cases, it can be seen that there
is very little change in the spin polarisation from the low coverage case, as would be
expected given the distance between radicals.
For system 4 (consisting of two components with preserved radicals) two different
metastable spin-states were calculated, either with a total magnetisation equal to 3 µB,
corresponding to all the radicals being in the same spin-channel, or 1 µB, corresponding
to two radicals being in one spin-channel and one in the other. The radical in the
minority spin-channel could, in principle, be located on any of the three 4CT molecules,
but the only metastable spin-state with magnetisation of 1µB that was found had the
minority spin radical located on the axial-A (chair) molecule (c.f. Table 3.7).
Calculations showed a splitting between the 3 µB and 1 µB systems of only 0.3 meV,
meaning there is effectively no exchange splitting between the radicals. This coupling
would be expected to be small since the distance between the radicals is so large, more
than 4.9 A˚. The small exchange splitting means that the spin-ordering of the radicals
does not have a big effect on the energy of the systems.
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3.4.2 STM Images
The experimental STM images pictured in Figure 3.2 provide a point where experiment
and theory can be compared. STM simulations of the high-coverage systems at various
bias voltages were carried out and are pictured in Table 3.8.
The experimental STM images are shown in more detail in Figure 3.6 (a), where the
approximate distances between the main features are given, and in Figure 3.7 where the
bias dependence of the experimental images is shown. The images in these two figures
have a number of distinctive characteristics, which should be reproduced by simulated
STM images.
The experimental images are made up from vertically and horizontally aligned fea-
tures, with the vertically aligned features located approximately equidistant between
the horizontal. The mirror symmetry of the image across a vertically aligned plane is
broken by the presence of weak protrusions inside the boxes enclosed by the vertically
and horizontally aligned features. In Figure 3.6 these weak protrusions are to be found
on the right hand side of the boxes, but experimentally the presence of protrusions on
either side were to be found.
Another characteristic of the high-coverage STM images is that the horizontal and
vertical features have similar apparent heights. Finally, as can be seen in Figure 3.7,
where images at -1.1 V (probing the occupied states) and 1.1 V (probing the unoccu-
pied) are shown, there is very little dependence of the appearance of the STM image
on the bias. These characteristics should be reproduced by the STM simulations of the
high-coverage system.
Table 3.8 shows how the different combinations of components result in very dif-
ferent high-coverage simulated STM images. The STM simulations all represent a
mapping of the apparent height above the surface at which there is a constant LDOS
of 1 ×10−14 eV−1. The contrast of the different images is different, so that relative
brightnesses between the different systems should not be compared.
Certain features in the high-coverage images are to be expected from a simple
superposition of the images of the individual components. For example, the positive
bias images of system 3 show that the axial-B (boat) molecule has a much higher
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apparent height than the axial-A (boat), similar to what can be seen in Table 3.4. The
dominance of the equatorial-B feature at negative bias in the STM simulation of system
4 is also a feature present in the low-coverage STM simulations of Table 3.4.
Systems 1 and 2 give the best agreement with experiment at negative bias, with the
horizontal and vertical features having similar apparent heights, as is expected from
the low-coverage calculations. However, at positive bias, the axial-A (boat, lb) has
a greater apparent height than the axial-A (boat) feature, which is not seen in the
low-coverage calculations. At low positive bias for system 1, the apparent heights of
the two components are similar and hence the STM finger print shows good agreement
with experiment. The discrepancies that appear can be explained by the fact that the
LDOS being mapped in the STM simulations is the density of states of the Kohn-Sham
states [132]. Therefore, some mismatch between the energy levels of the orbitals in
theory and experiment is to be expected.
Overall, system 1 clearly bears the greatest resemblance to experiment and is also
the most stable high-coverage system. The simulated STM image is compared with
experiment in more detail in Figure 3.6, where an experimental image giving distances
between the main features (taken at a bias voltage of 1.1 V) is compared to simulated
images at -1.0 V and 0.5 V.
The images from experiment and theory are found to be in reasonable agreement.
In particular, the distances between adjacent horizontal features are in good agreement.
The main difference between theoretical and experimental results is the position of the
vertical feature. In the experimental results, it is seen to be roughly equidistant between
the horizontal features, with distances to the nearest horizontal feature being 9.8 A˚ and
9.3 A˚, whereas in the theoretical simulations the vertical feature sits to one side, the
distance to one horizontal feature being approximately 8 A˚ and the other 10 A˚. The
experimental results were obtained at room temperature, while the configuration from
which the STM simulations were obtained from a geometry that would correspond to a
temperature of 0 K. Since the results for systems 1 and 2 are only separated in energy
by 124 meV this suggests a small barrier to the movement of the vertical feature, along
the direction of the close-packed rows, into a position that is more central.
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The STM simulations also reproduce the weak protrusions inside the boxes seen ex-
perimentally. These are determined by the orientation of the axial-A (boat, lb) molecule
and result from tunnelling through the bonded carboxyl group. This effect can also
be seen in the low-coverage simulations (Table 3.4). Experimentally, highlights are ob-
served to occur on both the left- and right-sides of the boxes formed by the horizontal
and vertical features and form separate domains of left- and right-sided highlights. The
configurations and configuration energies obtained through DFT calculations would be
equivalent if the configuration was reflected so that the highlights were left-sided. Also,
the experimental domain boundaries are mobile, with boxes on the domain boundary
seen to flip from displaying a left-sided highlight to a right-sided one. For the theo-
retically obtained geometries, this would involve the moving of the axial-A (boat, lb)
a distance of two lattice parameters along the close-packed rows and a rotation of the
molecule around the C4-COOH bond. Although the calculation of the energy barrier
to such a procedure is prohibitively expensive, it has been demonstrated earlier in this
chapter how both a movement of one lattice parameter along the close-packed rows
leads to a configuration close in energy to the global minimum and how the rotation of
the molecule around the C4-COOH bond is low-cost, at least in gas-phase. This leads
to the conclusion that the flipping of sides of the weak protrusions is not precluded
with this geometry.
Figure 3.8 shows the electronic structure of the high-coverage system. The PDOS
for the three separate molecules is very similar to that of the component molecules at
low coverage (see Figure 3.4), illustrating that there is little interaction between the
molecules at high-coverage. This also explains why the images at high-coverage look
similar to a superposition of the low-coverage components.
To conclude this section, the STM simulations support the energetics of the DFT
calculations, which suggest that the system 1 configuration is observed experimentally.
3.4.3 Summary
This chapter has dealt with the organic radical 4CT, adsorbed on Cu(110). It has
shown that, although there are metastable configurations that preserve the radical on
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Table 3.8: Simulated STM images from different high-coverage structures, at various
bias voltages.
System -1.0 0.5 1.0
1
2
3
4
75
(a)
7.9 Å
10.4 Å
15.3 Å
7.2 Å
10.5 Å 10.4 Å
(b)
7.7 Å
10.2 Å
15.4 Å
5.5 Å
8.9 Å
10.1 Å
(c)
Figure 3.6: Experimental (a) STM image, taken at a bias of -1.1 V (i.e. probing the
occupied states of the sample) and simulated images from the most stable calculated
structure (b) at a bias voltage of -1.0 V (c) at a bias voltage of 0.5 V. Experimental
images reproduced by permission of A. Mark and R. Raval.
Figure 3.7: Experimental images of high-coverage 4CT taken at positive and negative
bias. Reproduced by permission of A. Mark and R. Raval.
76
−3
−2
−1
0
1
2
3
PD
O
S
Molecule
O p-states
N p-states
−3
−2
−1
0
1
2
3
PD
O
S
−15 −10 −5 0 5
E - Efermi (eV)
−3
−2
−1
0
1
2
3
PD
O
S
(a) axial-A (boat) #1
(b) axial-A (boat) #2
(c) axial-A (boat, lb)
Figure 3.8: Partial density of states of 4CT in the high-coverage structure 1, for con-
tributions summed over the molecule and nitrogen and oxygen p-states, (a) for the
first axial-A (boat) molecule, (b) for the second axial-A (boat) molecule, (c) for the
long-bridge bonded molecule.
the Cu surface, similar to the related molecule 3CP, the most stable configurations
involve an interaction of the NO group with the surface and a consequent loss of the
unpaired electron of the radical.
This greater interaction between the NO group and the substrate is possible because
of the greater flexibility of the six membered ring of 4CT in comparison to the five
membered ring of 3CP, specifically that 4CT can adopt a boat conformation that
bridges two close-packed Cu rows and allows the NO group to interact with the surface
without being shielded by the methyl groups.
The ordered high-coverage phase observed experimentally has been found to consist
of similar conformers of 4CT adsorbed at different adsorption sites, to form an ordered
structure where all the radicals are lost. Simulated STM images show good agreement
with those of experiment and the energetics of the low-coverage and high-coverage
systems show that it is favourable for the high-coverage configuration to form.
The electronic structure of the high-coverage phase, and its STM fingerprint show
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small differences to those of the component low-coverage systems, meaning that the
interaction between the molecules in the high-coverage phase has little effect on the
electronic structure.
Overall, this work demonstrates how electronic structure calculations can be used
to help determine whether a system designed to have certain attributes (in this case,
a radical preserved through shielding by methyl groups) retains these attributes in
practise, and can help inform future designs.
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Chapter 4
DFT+U Study Of Cobalt
Tetraphenylporphyrin
This chapter looks at cobalt tetraphenylporphyrin (CoTPP) adsorbed on Cu(110).
Sensitive X-ray magnetic circular dichroism (XMCD) experiments carried out by Gary
Ledger in the group of Prof. Rasmita Raval of the University of Liverpool indicate
that the spin of the central Co atom is not completely quenched by the adsorption
on a Cu(110) metal surface. This result is contrary to the expected quenching of
the magnetic moment of the Co atom following hybridisation of its d-states with the
conduction states of the metal substrate [133, 134].
The spin state predicted by DFT of CoTPP on Cu(110) is found to be highly
dependent on the treatment of the d-states of the Co atom. The inclusion of an on-site
Coulomb repulsion term, U , for the d-states of the Co atom affects how localised these
states are, and, through this, how much they interact with the Cu substrate. This, in
turn, affects which spin state of the Co atom is predicted to be most stable.
Self-consistent methods of calculating U [81, 93] for this system result in a U value
that predicts a high-spin state for CoTPP, which is not in agreement with XMCD
measurements. The experimental results are only consistent with DFT+U calculations
for a small window of U -values and the small magnetic moment observed is caused by
a partial occupation of Co dz2 states.
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Figure 4.1: Diagram of CoTPP.
4.1 Introduction
Porphyrins are macrocycles consisting of four pyrrole rings interconnected by a carbon
bridge. In general, porphyrin rings are very stable due to being unsaturated systems
with alternating single and double bonds [135]. There are many different points where
different functional groups can be added; this, along with the variety of atoms that
can be substituted in the centre of the ring, leads to a wide range of behaviour and
makes porphyrins of interest for study. Examples of this wide range of behaviour
include oxygen transport [136] and light harvesting in biological systems [137], switching
behaviour [138, 139], use as catalysts [140] and applications in data storage [141, 142].
This section will focus on the magnetic properties of a central Co atom when included
in the centre of the porphyrin system, and in particular, on the effect of a Cu substrate
on these properties. This could have applications in data storage, but also in spintronics
[143, 144].
CoTPP, illustrated in Figure 4.1, consists of a porphyrin ring, with phenyl ring
substituents and a central Co metal ion. This chapter will concentrate on CoTPP
adsorbed on Cu(110) and the spin state of the central Co ion.
The magnetic properties of Co on Cu are subtle and sensitively depend on the
chemical environment. Previous studies of Co adsorbed on Cu(100) [134] show that
there is a donation of σ-electrons from the Cu substrate which causes a quenching
of the Co magnetic moment. The magnetic state of the Co atom is determined by
the delocalisation of the its d-electrons. This delocalisation can be altered through
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the addition of a CO ligand. This results in back donation and delocalisation of the d-
electrons, changing the size of the exchange interaction with the Cu surface and through
this, the magnetic state of the Co.
This example illustrates the importance of both the surface and ligands in deter-
mining the magnetic state of the Co atom, and also how closely this state is related
to the localisation of the Co d-electrons. This is important because the treatment of
highly localised electrons is problematic within the semi-local approximations of the
Hohenberg-Kohn density functional, and care should be taken to describe them cor-
rectly. In this chapter, the DFT+U formalism (c.f. Section 2.1.5) is used and particular
attention is paid to what effect the value of the on-site Coulomb repulsion, U , has on
the behaviour of the system. This work uses the rotationally invariant Dudarev formu-
lation of DFT+U [92], in which the Coulomb parameter (U) and exchange parameter
(J) are replaced by an effective Ueff = U − J . This effective Ueff is referred to simply
as U , in what follows.
There have been multiple studies of CoTPP on Au(111), showing that the oxidation
state of the Co ion is reduced through interaction with the substrate and that the central
atom is chemisorbed [145], as the 3-p and 3-d states of the central Co atom interact
with Au(111) states [146]. Also expected to affect the magnetic state of the central
Co atom is the attractive interaction between the Co and the substrate, which leads to
the central Co ion dropping out of the porphyrin macrocycle [145]. These effects are
dependent upon the ligands of the Co atom, and the addition of an axial NO ligand
can suppress these quenching effects, by varying the distance of the substrate to the
Co ion [147].
This dependence of the magnetic moment on the distance between the surface and
the transition metal ion also means that when the TPP groups of the CoTPP are
replaced with less bulky substituents, reducing the Co to metal substrate distance, the
magnetic moment of the central Co changes. Wa¨cklerin and coworkers describe how
XMCD measurements show the magnetic moment of the central Co atom to be reduced
on Ni thin films when Co-octaethylporphyrin Co(OEP) is used in place of CoTPP and
is completely quenched for Co-porphycene on Ni [86].
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The particular case of CoTPP on Cu(110) was looked at in a joint experimental
and computational work by Donovan and coworkers [133]. Here DFT calculations
including vdW interactions were carried out on CoTPP on Cu(110). CoTPP on Cu(110)
nucleates to form ordered chiral domains. These are created because a combination of
the attractive interaction between the Co centre and substrate and the repulsive phenyl
ring-substrate interaction leads to a substantial deformation of the phenyl rings and
the generation of chirality.
When the calculated electronic structure of the adsorbed complex was examined it
was found that there was a charge redistribution of 1.3 e− from the substrate to the
molecule and this led to the double occupation of the Co dz2 orbital and subsequent
quenching of the spin-moment. However, when the same molecule was investigated
experimentally using XMCD, results indicated a small but detectable spin moment on
the central Co atom. In this chapter, DFT+U calculations of CoTPP adsorbed on
Cu(110) will be carried out to see what effect the site-dependent Coulomb interaction
parameter, U , has on the spin state of the Co ion and obtain an explanation for the
small spin moment observed in the XMCD experiments.
4.2 Gas-Phase
Calculations of CoTPP in the gas-phase were carried out, both with U = 0 applied
and with a self consistent U of 6.2 eV as calculated with the self-consistent U linear
response method of Cococcioni et al [81], using the optB86b-vdW density functional
[74, 75]. This value is higher than values of U typically used in DFT+U calculations
of metalloporphyrins, where U = 3 eV is found to give the correct spin state for
metalloporphyrins [148, 84, 149], and higher than the U value of 4.9 eV calculated by
Perera et al for tetrabromophenylporphyrin [150]. However it should be noted that
values for U will be expected to change depending on the projections that were used to
self-consistently determine U [151, 152] and also on the underlying exchange correlation
functional.
As discussed in section 2.1.4, in spin polarised DFT it is possible to obtain multiple
meta-stable spin states, and this happens for CoTPP. When a U value of 6.2 eV is
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Figure 4.2: PDOS of Co d-states of CoTPP, (a) from a calculation with U = 0 eV, (b)
from a meta-stable low-spin state (S = 1/2), with U = 6.2 eV, (c) from a high-spin
state (S = 3/2), also with U = 6.2 eV, more stable than the low-spin state by 77 meV.
applied, a high-spin state (S = 3/2) is found to be the most stable, with a low-spin
state (S = 1/2) meta-stable and higher in energy by 77 meV. The partial density of
states (PDOS) of the high- and low-spin systems, along with the PDOS of the system
when no U is applied given in Figure 4.2.
The extent to which the addition of the self-consistent U improves the energetics
of the Co d-states can be ascertained by comparing these CoTPP results with other
calculations and ESR spectra. A calculation by Liao and coworkers [153] looked at gas-
phase CoTPP using a Vosko-Wilk-Nusair spin density potential with Burke exchange
and Perdew’s correlation, with a molecular orbital basis set. This calculation resulted
in an electronic structure where the HOMO was of (dpi)
4 character, the SOMO of (dz2)
1
character was located below that and the HOMO-1 was of (dxy)
2 character. This is in
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agreement with analysis of ESR spectra [154].
da Silva and coworkers [155] did a GW study of TBrPP-Co (5, 10, 15, 20-Tetrakis-
(4-bromophenyl)-porphyrin-Co), i.e. CoTPP but with bromophenyls substituted in
place of the phenyl groups. For this system the behaviour of the Co d-orbitals would
be expected to be very similar. The results of this calculation were very similar to the
results of Liao, with the exception that the HOMO-1 was higher in energy than the
SOMO.
Both the results of the GGA calculation and the low-spin GGA+U calculation
have an orbital ordering that is similar to that calculated by da Silva [155], whereas the
high-spin state, with its dx2−y2 SOMO and unoccupied (dpi)2 orbital has an electronic
configuration that has not been reported in any other work.
By contrasting the PDOS plotted in figures 4.2 (a) and (b) it becomes apparent
that one of the main effects of the addition of the U parameter is that it increases
the splitting between the occupied and unoccupied d-orbitals, which is a well known
consequence of the U parameter [87] (c.f. Section 2.1.5 for a heuristic explanation). In
Table 4.1 the splitting of the dz2 SOMO and the HOMO-LUMO gap is compared for
the two low-spin GGA(+U) calculations and to the GW calculation of daSilva et al.
of TBrPP-Co. The GW calculation is more suited to the calculation of excited states
and so would be expected to give a better value for the splitting between ground and
excited states than ground-state DFT, such as GGA [132]. Table 4.1 shows that the
addition of the U parameter to the GGA calculation brings both energies into much
closer agreement with the GW calculation.
Table 4.1: Comparison of orbital properties between GW, [155] GGA+U (U = 6.2 eV)
and GGA calculations.
GW GGA+U GGA
dz2 Splitting (eV) 6.3 6.23 2.12
HOMO-LUMO Gap (eV) 2 1.91 0.49
In Liao [153] a Mulliken analysis of their results for CoTPP was carried out, in
Table 4.2 this is compared with a similar analysis of the GGA(+U) calculations, where
the charge is decomposed by projection onto the PAW projectors. This shows that the
low-spin calculations have a charge density that bears a much closer resemblance to
84
the work of Liao.
Table 4.2: Comparisons between Mulliken charge analysis between work involving a
molecular orbital basis set [153] and GGA and GGA+U (U = 6.2 eV) calculations.
Liao et al. [153] GGA + U (high-spin) GGA + U (low-spin) GGA
d 7.6 7.146 7.327 7.23
s 0.36 0.415 0.377 0.378
p 0.47 0.509 0.489 0.495
Co 0.57 0.93 0.807 0.897
In summary, for the gas phase, the addition of a self-consistent U has two effects.
Firstly, it brings the splitting of the Co dz2-states into agreement with GW calculations;
without its inclusion the occupied and unoccupied d-states are too close in energy.
Secondly, it makes a high-spin S = 3/2 state into the most stable spin state, which
runs contrary to what has been observed in previous calculations and in ESR spectra.
4.3 CoTPP on Cu(110)
Work by Donovan and coworkers [133] on CoTPP adsorbed on Cu(110) found that
upon adsorption the phenyl rings twist and interact with one another so as to form the
high surface-coverage phase pictured in Figure 4.3. In this adsorption geometry the Co
atom is located above the Cu(110) short-bridge site, at a distance of 2.5 A˚ from the
nearest neighbouring Cu atoms.
The geometry from this work was taken and used as a starting geometry for an
ionic relaxation using both the optB86b-vdW functional [75, 74] and one with a self-
consistent U = 6.2 eV applied.
The electronic structures resulting from these two calculations are shown in Figure
4.4 (a) and (b). For the calculation with U = 0 eV a spin state with S = 0 is formed.
Upon adsorption the formerly singly occupied dz2-orbital hybridises with the Cu states
of the substrate and becomes doubly occupied, quenching the spin moment of the
central Co. In contrast, the U = 6.2 eV calculation sees the porphyrin adopting a
high-spin configuration, similar to that seen in gas-phase. The dz2-orbitals hybridise
with the Cu substrate states in this case as well, as can be seen by the fact that the
dz2-states are much broader in Figure 4.4 (b) than they are in Figure 4.2 (c). However,
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Figure 4.3: Calculated adsorption geometry of CoTPP on Cu(110), as calculated by
Donovan and coworkers [133].
this has no effect on the spin moment of the complex since the spin moment of the high-
spin complex is due to singly occupied dpi- and dxy-orbitals, with the dz2-orbital being
doubly occupied even in gas-phase. The dpi- and dxy states do not interact significantly
with the Cu substrate and so remain singly occupied upon adsorption.
Table 4.3: Cobalt properties for Co(TPP) in gas-phase and adsorbed on Cu(110).
Co magnetic
moment (µB)
Co partial
charge (e)
d-shell
occu-
pancy
Nearest
Cu (A˚)
Co(TPP), gas-phase U = 6.2 eV 2.75 0.93 7.1 –
Co(TPP), Cu(110) U = 6.2 eV 2.73 1.1 7.1 2.59
Co(TPP), gas-phase U = 0.0 eV 1.0 0.90 7.2 –
Co(TPP), Cu(110) U = 0.0 eV 0.00 0.78 7.4 2.38
Table 4.3 shows the properties of the central Co atom in CoTPP for calculations
both with and without the self-consistent U applied. With the self-consistent U applied
the central Co interacts much less with the Cu substrate; the magnetic moment, d-shell
occupancy and partial charge of the Co atom all show very little change from the gas-
phase. When no U is applied there is much more interaction with the substrate, the
magnetic moment on the central Co is quenched, with a clear transfer of electrons from
the substrate to the d-orbitals of the Co atom. That there is more interaction between
the Co and the Cu substrate when no U is applied is further evidenced by the fact that
the Cu-Co distance is reduced by 8% in the U = 0 eV case compared to the U = 6.2 eV
case.
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(a) CoTPP, Cu(110) (U = 0.0 eV)
(b) CoTPP, Cu(110) (U = 6.2 eV)
Figure 4.4: PDOS of d-states of CoTPP adsorbed on Cu(110), (a) with no U parameter
applied (S = 1/2) and (b) with a self consistent U = 6.2 eV (S = 3/2).
It should be noted that no metastable low-spin state was found for the U = 6.2 eV
calculation on the substrate. This is in contrast with calculations in gas-phase where
a metastable S = 1/2 state was found.
To summarise, when vdW-DF calculations are carried out with no Hubbard U ap-
plied, an electronic structure with the spin-moment completely quenched is calculated.
This sits in contradiction to experimental XMCD measurements that show a small spin
magnetic moment of ≈ 0.2 µB to be present on CoTPP adsorbed on Cu(110). However,
gas-phase calculations show that when no U is applied the HOMO-LUMO gap of the
complex is underestimated (c.f. Table 4.1) and so the electron affinity energy will also
be underestimated. In gas-phase the application of a self-consistent U = 6.2 eV is
seen to create a meta-stable low-spin state with an increased HOMO-LUMO gap, but
also creates a high-spin state that is globally stable. When this system is adsorbed on
Cu(110) only the electronic structure of a high-spin state is seen with a magnetic mo-
ment of ≈ 3µB, which is much larger than the spin magnetic moment that is indicated
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by XMCD experiments.
The effect of U on the spin state of the molecule can be understood as being a
consequence of one effect of U being to localise electrons in the subspace to which it is
applied [156, 90]. As the electrons in the d-orbitals of the central Co atom became more
localised they will interact with the ligand-field of the N ligands less and so the crystal
field splitting of the d-orbitals will become smaller. The lifting of the degeneracy of the
d-orbitals by the crystal field is what causes the low-spin S = 1/2 state to be favoured.
In the case of degenerate d-orbitals, Hund’s rules state that the spin moment will be
maximised and a spin quartet (S = 3/2) will be formed. The self-consistent U = 6.2 eV
which has been applied in this case is apparently too large, with the effect that it
‘over-localises’ the d-electrons, makes the crystal field splitting unphysically small and
results in the central Co of the complex having an electronic structure more like atomic
Co.
A similar phenomena of a self-consistent U being calculated to be too large has been
reported by Schleris and coworkers [85] for Heme molecules. Scherlis did calculations
of a 6-coordinated Oxyheme, (FeIIP(Im)(O2)) which is known to form an open shell
singlet. However, when doing DFT+U calculations with a range of U values it was
found that, when U exceeded a certain threshold, the bond between the Fe centre of
the Heme and the O2 molecule was no longer formed and so the open shell singlet was
lost in favour of a spin quintuplet. The self-consistent U calculated by Scherlis was
in the region where the the spin quintuplet was calculated as the ground state. It is
clear that the behaviour observed by Schleris, that of a self-consistent U over-localising
the d-electrons of a central transition metal atom and resulting in qualitatively wrong
magnetic behaviour, is similar to what is observed for CoTPP.
4.4 Dependence of electronic structure on U parameter
A self-consistent U calculated based upon a linear-response approximation of its defini-
tion is attractive because it offers an unambiguous method of calculating U , although
it is still ambiguous as to how the subspace onto which it is to be applied should be
defined [157, 151, 152]. However, as was the case with Heme, it is apparent that for
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CoTPP the size of the self-consistently calculated U is too large and results in a quali-
tatively incorrect spin state. An alternative to self-consistently calculating U is rather
to treat the on-site Coulomb interaction as a parameter, conducting a scan of U -values,
and observing the impact the variation of U has on the electronic structure.
Figure 4.5 shows how the electronic structure projected onto Co d-states is altered
by the application of a U -value increasing from U = 0 eV to U = 7 eV.
For low values of U (U = 0 to U = 2 eV) the effect of U is simply to increase
the amount of splitting between the unoccupied and occupied orbitals. When U ≈
3 eV a small amount of exchange splitting is introduced and this results in a small
amount of magnetisation of the system (for U = 3 eV the spin magnetic moment
≈ 0.03 µB). However, increasing the value of U beyond this changes the electronic
structure significantly, eventually leading to the creation of a spin quartet state.
The calculations carried out for Figure 4.5 were all single point calculations, where
the geometry was not allowed to change from the relaxed U = 0 eV geometry.
After these results showed that there were three spin states at various values of U ,
these spin states and their dependence on U was looked at. Figure 4.6 shows how the
magnetic moment of the central Co atom for the three metastable spin states changes
with the applied U . All of these calculations were relaxed to within 0.01 eVA˚−1.
Once again it can be seen that for low U values the only metastable spin state is a
spin singlet. It is only around U = 3.4 eV that other spin states become meta-stable.
There is a low-spin state metastable between U = 3.4 eV and 4.0 eV with a spin
moment on the central Co that varies between µs = 0.7 – 0.8 µB and a high-spin state
metastable from U = 3.4 eV upwards with a spin moment that varies from µs = 2.40µB
to a value of µs = 2.74µB at U = 6.2 eV.
Figure 4.7 shows how the relative stabilities of the various metastable spin states
change as a function of the U parameter. The energies in this figure are given relative
to the energy of the spin-singlet state for a value of U = 0 eV. The gradients of E(U)
are different for the different metastable spin states. This can be explained by the fact
that the d-orbital occupations of the spin states are different, as is shown in Figure 4.8.
Since the effect of U is to change the energies of the d-orbitals, (effectively pushing the
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Figure 4.5: PDOS of Co d-states of CoTPP for increasing values of U parameter.
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Figure 4.6: Magnetisation of central Co ion for CoTPP adsorbed on Cu(110) with
increasing U parameter.
occupations towards integer values) when the occupations of the d-shell are different
the effect of varying U is different – it will have more effect on the total energy of
systems where the d-shell occupation is higher, i.e. the no- and low-spin systems.
A natural consequence of the E(U) gradients being different for different spin states
is that there will be a value of U for which the energy curves will intersect, and this
occurs at U = 3.4 eV. It is around this value, where the global minimum spin state
changes, that the low-spin state is found and Figure 4.7 shows that this is the global
minimum spin state between U = 3.4 eV and U = 3.6 eV. At U = 3.4 eV the low-spin
state is ≈ 50 meV more stable than the no-spin and high-spin metastable spin states.
To understand the electronic structure of the low-spin state, Figure 4.9 shows the
density of states of the adsorbed molecule and the surface projected onto the molecular
orbitals of the molecule in vacuum held in the same geometry as on the surface. Figure
4.9 shows that the partial magnetisation of the central Co atom is due to the partial
occupation of the dz2 former SOMO of the isolated molecule.
The effect of the different spin states on the geometry is minimal. When U = 3.5 eV
and the system is in the low-spin state, the distance between the Co and the nearest
Cu of the substrate is increased by 0.4% from that of the no-spin state. The high-spin
Co-Cu distance is increased by 0.6% from that of the no-spin state. The effect of the
U parameter on the Co-Cu distance is more substantial, with the distance increasing
as the U value increases. There is a 4.5% increase of the Co-Cu distance from when
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Figure 4.7: Relative energy of CoTPP adsorbed on Cu(110) as a function of U param-
eter, and given relative to adsorbed system with U=0 eV.
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Figure 4.8: d-occupation of central Co in CoTPP adsorbed on Cu(110) as a function
of U parameter.
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lated, without the presence of the substrate but constrained in the adsorption geometry.
Plot at the bottom shows the Kohn-Sham eigenvalues for the isolated system.
U = 0 eV to when U = 6.2 eV.
In summary, the existence of a low-spin state with non-integer spin on the central
Co atom, similar to what is observed in XMCD measurements, is seen to be stable for
GGA+U calculations of CoTPP when the on-site Coulomb interaction takes a certain
critical value near the value that induces a transition between a low-spin and a high-
spin state. The existence of this state shows that a low-spin state with non-integer spin
is stable and the non-integer spin-moment is due to the partial occupation of the dz2
orbital of CoTPP which is highly hybridised with the Cu(110) substrate.
4.5 Summary
This chapter has looked at CoTPP adsorbed on Cu(110). It has shown how qualitative
features of the electronic structure, such as the global minimum spin state, are depen-
dent on the treatment of the highly correlated d-electrons of the central Co through
the application of a Hubbard U term. Furthermore, this dependence is present both
in the gas-phase and on the surface. The linear response method of Cococcioni and
coworkers was used to calculate a self-consistent U value but this value was found to
give a high-spin state that did not agree with experimental EPR measurements or other
theory work. The alternative course of action, treating U as a parameter, does result
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in the calculation of a low-spin state similar to what is seen in XMCD measurements,
with the non-integer spin created by the partial occupation of the dz2 orbital of the Co.
Although the treatment of U as a parameter sacrifices the use of DFT+U as a
predictive tool, the work in this chapter shows that a partial magnetisation of the
central Co atom is stable and gives an insight into the underlying electronic structure
behind such a state. In addition, it can be observed that since the spin state has little
effect on the geometries, the geometries predicted by theory are meaningful.
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Chapter 5
Simulations of the Switching of a
Copper Complex on a Polar,
Thin Film
In this chapter, the copper complex Cu(dbm)2 is studied using density functional theory
with an orbital dependent screened Coulomb interaction (DFT+U). Previous scanning
tunnelling microscopy studies [158] show that, when adsorbed on two monolayers of
NaCl on Cu(111), Cu(dbm)2 behaves as a stable, reversible molecular switch. Applying
a bias voltage of Vbias ≥ 2 V causes isomerisation from a square planar (SP) to a
tetrahedral (Td) conformation, with the reverse process occurring when Vbias ≤ −2 V.
This effect was attributed to the transfer of an electron to the complex at Vbias = 2 V,
which is supported by arguments from crystal field theory.
In order to test this hypothesis, a Perfect Conductor model is utilised, where the Cu
substrate of the system is replaced by a surface charge density. This is used to find equi-
librium configurations of the neutral and charged copper complex. These calculations
indicate that displacements of the ions in the polar NaCl film result in different stable
charge states of the complex. STM simulations confirm that the switch observed is
from a SP to a Td conformation but show that charging is not expected to be sufficient
to cause such a switch. Rather, the molecule is expected to be more stable in the SP
conformation when charged and so a mechanism other than charge transfer must cause
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Figure 5.1: Cu(dbm)2, a copper complex that behaves like a molecular switch when
adsorbed on 2ML NaCl Cu(111).
the switch to Td. Rather than the switching process being initiated by the attachment
of an electron to the singly occupied orbital of Cu(dbm)2, the switching process is shown
to be coincidental with electrons tunnelling through the lowest unoccupied orbital of
the charged SP conformation.
5.1 Introduction
As outlined in Chapter 1, molecular switches offer performance improvements in terms
of size and speed over currently used technologies for information storage. The neces-
sary characteristics that a potential molecular switch must possess is that there must be
two metastable states and an accessible and reliably reversible transition path between
them.
In 2011, Le´oni et al. [158] reported on a Cu complex, bis-dibenzoylmethanato-
copper (Cu(dbm)2, see Figure 5.1), adsorbed on 2ML NaCl/Cu(111) that could be
switched reliably between two different states, pictured in Figures 5.2 (a) and (b). The
4 lobed structure pictured in Figure 5.2 (a) was identified as the square planar (SP)
conformation of Cu(dbm)2 while the less distinct fingerprint, with one large protrusion,
was identified with the tetrahedral (Td) conformation of Cu(dbm)2.
Cu(dbm)2 was originally synthesised by Ma et al. [159] who also carried out X-ray
diffraction experiments on crystallised Cu(dbm)2 and determined that it crystallised in
the SP conformation with the geometry illustrated in Figure 5.1. Using this method,
Le´oni et al. deposited Cu(dbm)2 on a NaCl thin film on Cu(110) and conducted scan-
ning tunnelling microscopy (STM), scanning tunnelling spectroscopy (STS) and non-
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Figure 5.2: (a) and (b): the two switchable metastable states identified in the STM
experiment conducted by Le´oni et al. [158] and (c) and (d): the square planar (SP)
and tetrahedral (Td) conformations of Cu(dbm)2 that these two states were identified
with.
contact atomic force microscopy (ncAFM) experiments.
The results from the STS experiments are shown in Figure 5.3. They show a
hysteresis in the I(V ) plot, with sudden current spikes at +2 V and −2 V. These peaks
correspond with the switching in the STM fingerprints pictured in Figure 5.2 and show
that there is a switch to a metastable state at ≈ 2 V which is stable until a bias voltage
of ≈ −2 V is applied, at which point there is a switch back to the original state.
The natural question to arise at this point is, what is the mechanism behind this
switch? Le´oni et al. attributed the switching to a change of charge state of Cu(dbm)2.
This conclusion was based on the results of ncAFM experiments. ncAFM experiments
measure how the frequency of an oscillating tip changes as a function of applied bias
voltage. In a model treating the tip and substrate as a pair of capacitors connected in
series, the force on the tip is found to be [160, 161]:
F =
1
2
∂Cseries
∂z
(VB − q
Csub
)2 (5.1)
Where q is the charge between the tip and substrate capacitors (equating to the
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Figure 5.3: Experimental I(V ) and dI/dV curves, taken from Ref. [158].
charge on the molecule in this model) and Cseries = CtipCsub/(Ctip + Csub). Ctip and
Csub are the capacitancies of the tip and substrate respectively. The frequency shift
is a weighted average of this force over one oscillation period [162], thus the plot of
frequency shift against applied bias voltage will show a parabola with its maximum
point shifted to q/Csub. Measuring the shift of this point has been used to determine
the charge states of quantum dots [160, 163, 164]. Le´oni et al. found that the peak
of the ∆f(V ) parabola shifted for the complex in its two different metastable states
and attributed this to the complex in the Td configuration having a negative charge.
However, in a molecule that is more spatially extensive than a quantum dot it should
be borne in mind that what is being measured is the local contact potential difference
[163, 165, 160]. A switch from a SP to a Td geometry would result in a significant
change in charge density distribution and therefore a shift in the ∆f(V ) parabola does
not imply unambiguously that the complex is charged when in the Td conformation.
It is well established that even an ultra-thin polarising film of just 2 monolayers
(2ML) is enough to decouple the electronic states of the adsorbate from those of the
metallic substrate and so increase the negative ion resonance lifetime enough to en-
able charging of the adsorbate through application of a bias voltage via an STM tip.
Furthermore, it is known that relaxations in the polarising film are can have a strong
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enough effect so as to prevent the charge from tunnelling into the substrate.
For example, Repp et al. [45] were able to reversibly switch a single Au adatom
absorbed on 2ML NaCl on Cu(111) between its neutral and negatively charged states.
It was determined that the Au− state was indeed charged by observing the scatter-
ing of electrons in the NaCl/Cu(111) interface state. This scattering was much more
pronounced for the Au− state because of interactions of the interface state electrons
with the long range electrostatic potential of the Au− adatom. Additional evidence
for charging came from noting that when the tip was held at positive bias the Au−
adatoms would be electrostatically repelled from the negatively charged tip.
In a similar study, Olsson et al. [46] were able to switch an Ag adatom between the
Ag−, Ag0 and Ag+ states and attributed the charge states once again by observing the
scattering of interface state electrons from the electrostatic potential of the Ag adatom.
For larger systems, Ho et al. [166] conducted a study of magnesium porphine
(MgP) on an ultra-thin alumina film and showed that it could be switched between
two different stable charge states. The charging of the molecule was established by
comparing STM images to DFT calculated orbital images of MgP in gas phase.
That the polarising effect of a NaCl bilayer is sufficient to stabilise charge states on
larger molecules was shown by Yan et al. [167] who studied MgP molecules adsorbed
on NaCl on Au(111). In this study, the charge state of the adsorbate was determined
by conducting STM simulations of the neutral and charged system (without including
the Au(111) substrate) and comparing this with experimental STM images of the two
distinct observed states.
An explanation for the conformational change from SP to Td was given by Le´oni et
al., using an argument from crystal field theory (CFT) [168, 169]. Figure 5.4 shows the
splitting of d-orbitals under both a SP and Td crystal field. The central Cu in neutral
Cu(dbm)2 is d
9, meaning there will be one hole in the d-orbitals. In a crystal field
this hole will lie at a higher energy for the SP complex than for the Td. The crystal
field stabilisation energy (CFSE) is defined as the energy difference that arises due to
the d-electrons being in the field of the ligands as opposed to a spherically symmetric
field. Since the single hole of the SP complex lies at a higher energy than that of the
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SP Td
Figure 5.4: Schematic showing the lifting of the degeneracies of the d-orbitals in a
square planar (SP) and tetrahedral (Td) crystal field, together with the occupation of
these orbitals for a d9 state.
Td complex, the CFSE of the SP configuration is higher than that of the Td. Upon
reduction of the complex all orbitals will be occupied and the total energy of the d-
orbitals will be equal in the SP and Td cases. In effect the CFSE will be lost and so
other effects will come to bear and this can be used to explain the switch to Td upon
reduction. This was the reasoning of Le´oni et al. used to explain why there was a
switch from SP to Td conformations.
In this chapter DFT calculations of Cu(dbm)2 on 2ML NaCl on Cu will be used to
try and further understand this molecular switch and its switching mechanism. Ques-
tions that are suited to being answered by theory include verifying that two different
charge states of Cu(dbm)2 can be stabilised by deformations of the NaCl bilayer, what
the size and nature of these deformations are and also whether comparisons of simu-
lated STM images of the various charge states with experimental images are able to
clarify the electronic structure of the complex in its SP and Td conformations.
5.2 Gas-Phase
As a first step, calculations of Cu(dbm)2 in the gas-phase were carried out. A 20 A˚
3 unit
cell was used to reduce interactions of the complex with its periodic images. Details of
the calculations are given in Appendix C. The calculations were done for SP and Td
conformations in both the neutral state (SP0 and Td0) and in a state with one surplus
electron (SP− and Td−).
For the charged calculations, a homogeneous neutralising background charge was
applied and the electrostatic energy of this corrected using the method of Makov-Payne
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[97] (as discussed in Section 2.1.8). The relative stabilities of the relaxed structures are
given in Table 5.1. The Td0 conformation was not stable in gas-phase, so a single-point
calculation was carried out to obtain those results, with the geometry used being that
of the relaxed Td− conformation.
System Relative Stability (eV)
U=0eV U=7.2eV
SP0 0.00 0.00
Td0 0.80 0.78
SP− -2.05 -1.74
Td− -1.85 -1.77
Table 5.1: Relative Stabilities of gas-phase Cu(dbm)2, with and without a self-consistent
U=7.2 eV applied.
It is apparent from Table 5.1 that the SP conformer is most stable both in the
neutral charge state (as would be expected from [159]) but also in the reduced state,
perhaps unexpectedly given the crystal field argument about charging making the Td
conformer more stable, and the experimental STM image of Figure 5.2 (b).
Although the influence of the surface will no doubt be important it should be borne
in mind that the d-orbitals of the central Cu atom play an important role in any confor-
mational change, and that they are poorly described by semi-local functionals such as
PBE, which is used here. As described in Section 2.1.5, a common way to compensate
for this shortcoming is to apply an on-site Coulomb repulsion to the d-orbitals. This
was calculated with the self-consistent method of Cococioni et al. described in 2.1.5
[81], which yielded an effective U = 7.2 eV.
The application of this on-site Coulomb repulsion leads to a shift in the relative
stabilities, as can be seen in the right column of Table 5.1. The addition of U has very
little effect on the relative stabilities of the neutral conformers but it reduces the energy
cost of charging the molecule and also makes the Td− conformer the most energetically
stable, by 30 meV.
Figure 5.5 shows the PDOS of the Cu d-states for the 4 different gas-phase systems.
As discussed in section 2.1.5, a simple model of the application of U is to increase the
splitting between occupied and unoccupied d-states, pushing the occupied states down
101
−8
−4
0
4
8
PD
O
S (a) SP
0
Cu: d-states, U = 0 eV
Cu: d-states, U = 7.2 eV
−8
−4
0
4
8
PD
O
S (b) SP
−
−8
−4
0
4
8
PD
O
S (c) Td
0
−10 −8 −6 −4 −2 0 2 4
E - Efermi (eV)
−8
−4
0
4
8
PD
O
S (d) Td
−
Figure 5.5: Partial density of states of Cu d-orbitals for neutral and charged SP and
Td Cu(dbm)2 in gas-phase. In can be seen that charging corresponds to the occupation
of the dx2−y2 SOMO. When an on-site Coulomb term, U , is added the splitting of the
d-orbitals in the ligand field is accentuated.
U/2 in energy and the unoccupied states U/2 up. This effect can be seen in Figure
5.5, with the SOMO of the SP0 complex having a higher energy when the U -term is
applied. This increase of splitting increases the effect of the CFSE and so makes the
Td− complex more stable relative to the SP−.
Hence it is seen that, depending on the accuracy of the treatment of the highly
correlated d-orbitals, qualitatively different behaviour of the complex upon reduction is
obtained. By treating the d-orbitals with a self-consistent on-site Coulomb repulsion,
the behaviour of the molecule in gas-phase is brought into line with what is expected
to be happening on the surface.
The geometries of the relaxed structures are shown in Figure 5.6. A noticeable
feature is that upon charging the SP configuration undergoes a ‘buckling’, with the
phenyl rings becoming distorted and dropping below the plane defined by the central
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Figure 5.6: Relaxed ionic geometries of Cu(dbm)2 in the (a) SP
0, (b) SP− and (c) Td−
configurations.
Cu and O ligands. The buckling results in a large gain in energy, the relaxation of the
charged system from the SP0 geometry lowers the energy of the system by 174 meV. The
distortion of the ionic geometry increases the Cu-O bond distance by 5%, from 1.9 A˚
to 2 A˚. The Td− geometry also exhibits a Cu-O bond distance of 2 A˚. This elongation
of the bond is down to an extra electron being present in the Cu-O hybridised orbitals
upon reduction.
5.3 Adsorbed
The experiments of Le´oni and coworkers involved Cu(dbm)2 adsorbed on NaCl (2ML)
Cu(111). The problem this poses for theory is that NaCl is not commensurate with
Cu(111) except on large length scales. This means that prohibitively large unit cells
are necessary to accommodate all the inequivalent Na and Cl atoms. For a model such
as the Perfect Conductor model, the repulsive forces between Na and Cl atoms and
the substrate must be modelled by a force-field. With a large number of inequivalent
Na and Cl atoms, such as exists for NaCl on Cu(111), this force-field would become
complicated. As such, the work presented here concentrates on NaCl (2ML) on Cu(100),
which is 2:3 commensurate following a slight (4%) compression of the NaCl over-layer
[170]. Justification for considering the systems near equivalent will be given in Section
5.3.2.
The investigation of Cu(dbm)2 on NaCl (2ML) Cu(100) proceeds as follows; firstly,
Cu(dbm)2 adsorbed on NaCl (2ML) is studied, with the adsorption site, the effect of
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vdW-forces and the effect of the Cu-Cl interaction on the adsorption geometry stud-
ied. Following this, a sheet of charge density is included in the system, following the
methodology of the perfect conductor model [100]. This allows the geometries of neu-
tral and charged states of Cu(dbm)2 to be calculated, along with the ionisation and
affinity energies of such states. Finally, in order to link theory with experiment STM
simulations of the various states found are made.
Using the perfect conductor model directly to conduct such simulations is problem-
atic, because it is unclear how the Fermi energy of the perfect conductor model should
be defined and because the metal states of the substrate contribute to the LDOS map
in regions where there are no contributions from molecular states. As such, an explicit
substrate of Cu(100) is included for these calculations, with the ionic geometries held
fixed in the positions obtained from the Perfect Conductor model. Such calculations,
where the substrate and adsorbate are in electrochemical equilibrium, also help as-
certain whether the deformations in the NaCl bilayer caused by the presence of the
charged adsorbate are enough to stabilise the extra charge on the molecule, and so
result in stable charge states in the absence of a bias voltage, such as are observed in
experiment.
5.3.1 Adsorbed on NaCl (2ML)
Calculations of Cu(dbm)2 adsorbed on a NaCl bilayer were carried out with the NaCl
bilayer constrained in the x and y directions to be at the bulk lattice constant of 5.64
A˚. A 6×6 super cell was used which had dimensions large enough to avoid interactions
with image molecules and also could be easily made to be commensurate with Cu(100).
For these calculations, no U -term was included on the central Cu atom. Since Cu
will later be shown to be physisorbed on NaCl, the treatment of the Cu d-orbitals with
a semi-local GGA functional does not obscure the broad features of the interaction of
the molecule with the bilayer, which will be dominated by electrostatic and vdW forces.
To determine the adsorption site, an array of high-symmetry adsorption sites were
chosen, illustrated in Figure 5.7. Cu(dbm)2 was taken in the SP
0 geometry from gas-
phase and, by being adsorbed with the central Cu atom over the sites shown in Figure
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Figure 5.7: Adsorption sites of Cu(dbm)2 over NaCl (2ML) that were tested.
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Figure 5.8: Binding curves of Cu(dbm)2 on NaCl (2ML) at various adsorption sites.
5.7, the binding curves plotted in Figure 5.8 were generated.
From Figure 5.8 it can be seen that dispersion forces play a significant role in the
adsorption of Cu(dbm)2 on NaCl (2ML). Upon the inclusion of dispersion forces via
the optB86b-vdW functional of Klimesˇ et al. [74, 75] the adsorption height is reduced
from 4.3 A˚ to 3.6A˚ and the adsorption energy increased from 0.2 eV to 1.7 eV.
Although calculations of the PDOS of the molecule showed that there was lit-
tle change in electronic structure of the molecule upon the adoption of the vdW-DF,
dispersion effects should still be included since they have such a large effect on the
adsorption geometry, similar to what was observed by Chen et al. [47].
Following the establishment of the approximate adsorption height of Cu(dbm)2 on
the NaCl bilayer, adsorption calculations were repeated, but this time with the complex
allowed to relax above the over Na and over Cl sites. Interestingly, when this step
was carried out, the preferential bonding sites swapped around, so that the site over
Cl became preferred (Eads = 2.29 eV) in comparison with the over Na site (Eads =
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Figure 5.9: Adsorption geometry of Cu(dbm)2 on NaCl(2ML). The central Cu of the
complex has dropped out to bond with a Cl ion of the substrate.
1.82 eV).
When the relaxed geometry of the system is examined, as shown in Figure 5.9, the
reason for the substantial increase in adsorption energy becomes clear: the central Cu
atom drops out of the complex and bonds with a Cl ion in the NaCl substrate. This
bonding is of the nature of DFT studies by Martins and coworkers, [171] of a single Cu
atom adsorbed on a NaCl bilayer. In the course of that work it was found that Cu’s
preferred adsorption site was over Cl with an adsorption height of 2.18 A˚, somewhat
similar to the adsorption height of 2.63 A˚ found in this calculation.
Finally, it should be remarked that the interaction of the central Cu atom with the
Cl ion leads to the SP0 complex taking on a geometry not unlike that of the SP− in
gas-phase, with its ‘buckled’ appearance. The fact that this geometry is favourable
upon adsorption might be expected to increase the stability of the SP− charge state
relative to that of the SP0.
5.3.2 NaCl on Cu(100), NaCl on Cu(111)
As mentioned in the introduction to this section, the experimental parts of this work
were carried out on NaCl (2ML) on Cu(111). NaCl and Cu(111) can be made com-
mensurate if the lattice constant of NaCl is increased by about 5% to the value of 5.9A˚
whereupon the supercell will be periodic with a dimension of 3 × 5.9 A˚ = 17.7A˚ in
the x and y directions, however, this is an inconveniently large size for the calculations
required for this work.
In contrast, NaCl on Cu(100) is 3:2 commensurate, when the lattice constant of
NaCl is compressed by 4% to 5.4 A˚, meaning that a super cell with dimensions 5
√
2×
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Figure 5.10: Diagram showing the adsorption position of the first layer of NaCl on
Cu(100). The small circles indicate Cl ions, the large Na ions.
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Figure 5.11: Electrostatic potential averaged in the x and y directions of NaCl (2ML)
Cu(100) and NaCl (2ML) Cu(111) together with a measurement of the workfunction.
5.40 A˚ = 19.1 A˚ can be used. Following calculations by Olsson et al. [170] the NaCl
bilayer was adsorbed on Cu(100) with a Cl ion over a Cu(100) top-site, as illustrated
in Figure 5.10.
To justify the assertion that the physics of the system will be similar after the
substitution of the Cu(100) metal substrate for the Cu(111), the workfunctions of both
NaCl (2ML) on both Cu(100) and Cu(111) were calculated. Calculations were done
with 2ML of NaCl adsorbed on 4 layers of Cu. The electrostatic potential was averaged
in the x and y directions and the results plotted in Figure 5.11.
The values of the workfunctions of the two systems are very similar, with φNaCl,Cu(100) =
3.69 eV and φNaCl,Cu(111) = 3.76 eV. Combined with the fact that the electronic struc-
ture of the NaCl bilayer changes very little upon adsorption, this means that the be-
haviour of Cu(dbm)2 on NaCl (2ML) Cu(100) should be very similar to those using
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NaCl (2ML) Cu(111) as a substrate.
It is also noteworthy that these values of the workfunction are larger than the
electron affinity energy of Cu(dbm)2 as calculated in section 5.2, 1.74 eV. This indi-
cates that a spontaneous transfer of an electron from the metal substrate is not to be
expected.
5.3.3 Cu(dbm)2 on NaCl (2ML) on Perfect Conductor
As a next step the perfect conductor substrate was introduced, as described by Scivetti
et al. [100]. A unit cell with the NaCl lattice compressed by 4 % to be commensurate
with Cu(100) was used.
Calculations were done of the SP0 and SP− systems relaxed over a NaCl bilayer on
the perfect conductor. Both systems were relaxed starting from the geometry obtained
by the relaxation over NaCl, described above. In addition to this, a rotated configura-
tion was found to be more stable when the complex was charged, and metastable for
a neutral complex. This configuration will be denoted SP0rot and SP
−
rot for the neutral
and charged systems, respectively.
The Td conformer was only found to be stable when the complex was charged.
There were three metastable conformations found, one with one phenyl ring slightly
raised, one with one phenyl ring raised more vertically, and one with one phenyl ring
slightly raised, but rotated on the surface. These will be denoted Td−, Td−v , and Td
−
rot
respectively.
The relaxed configurations and relative stabilities are given in Table 5.2. The most
stable neutral system is with the Cu atom adsorbed over a Cl ion and the O ligands
directly over Na ions. Upon charging, the most stable configuration becomes SP−rot,
where the O ligands have rotated so that they are no longer located over the Na ions.
This is more stable than the SP− configuration by 68 meV.
Some details of how the geometries of the conformers change upon charging are
given in Table 5.3. The largest change is an increase of the Cu-Cl bond length, because
of electrostatic repulsion between the negative Cl ion and the extra electron in the Cu
d-orbitals. Since there is an attractive electrostatic interaction between the positive Na
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ions and the extra electron in the Cu d-orbitals the distance between the Na and Cu
ions decreases. The rotation of the molecule in the SP−rot configuration moves the O
ligands away from being over the Na ions and allows the Na ions to move much further
out of the NaCl bilayer, reducing the Na-Cu distance, which will be favourable in terms
of the electrostatic energy and is the reason why the energy of the rotated conformation
is lower when the complex is charged.
It is these deformations of the NaCl bilayer that can make different charge states
stable, along with an attractive interaction with the screening charge in the metal
substrate and the polarisation of the ions in the bilayer. Repp at al [45] in their
studies of an Au atom on a NaCl bilayer calculated the deformations of the bilayer that
stabilised Au−. They found that the Cl− ion underneath the Au atom moved down by
0.6 A˚ while the surrounding Na+ ions moved up by 0.6 A˚. A similar deformation of the
bilayer happens in the case of Cu(dbm)2, with the Cl
− ion moving down by 0.1 A˚ and
the Na+ up by 0.2 A˚. The deformations are in the same direction as for the single Au
adatom, but much smaller, due to the more delocalised nature of the added electron,
occupying as it does the hybridised Cu-d and O-px orbitals.
As mentioned previously, the PC model allows the possibility of calculating the
energy needed to reduce (Ered) or oxidise (Eox) a previously neutral or charged complex
in its equilibrium geometry on the surface. These energies are given in Table 5.2. The
energy required to add an electron to the SP0 geometry is Ered = 1.1 eV, significantly
less than the bias voltage required experimentally to cause the switch from SP to Td,
which is about 2 V on NaCl 2ML on Cu(111) [158]. Similarly, the energy required to
remove an electron from the Td− geometry, is Eox = 1.3 eV, less than the threshold
bias experimentally applied to affect the switch from Td to SP, which is about -2 V on
NaCl (2ML) on Cu(111).
The results from this section raise a number of further questions. Firstly, they
suggest that the attachment of an electron to the adsorbed complex should occur at
a lower bias than was previously expected. Furthermore, if the polarising effect of the
NaCl layer is sufficient to stabilise the SP− geometry on the Cu complex (this will
be looked at Section 5.3.4) then a switch to the metastable SP− configuration, occurs
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Table 5.2: Adsorption geometries of SP0, SP− and Td− conformations of Cu(dbm)2 on
a NaCl bilayer above the perfect conductor model. Erel is the stability of the system
relative to the SP0 system. Ered is the energy required to add an electron to the system
if neutral, Eox is the energy required to take one away if charged.
System Top Side
Relative Sta-
bility (meV)
Ered (Eox
(eV))
SP0 0 1.129
SP0rot 104 1.064
SP− 251 (0.785)
SP−rot 183 (1.008)
Td− 434 (1.337)
Td−rot 394 (1.311)
Td−v 461 (1.099)
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Table 5.3: Details of the relaxed geometries of SP Cu(dbm)2 in various states. ‘Cu-Cl
bond length’ is defined to be distance between Cu atom of the complex and nearest
Cl ion, ‘Na-Cl bond length’ is defined to be distance between this Cl and the Na ion
directly below it, ‘Na - Cu distance’ is defined to be the average distance between the
four nearest Na ions and the central Cu. The percentage change is given relative to the
value for the SP0 conformation.
SP0 SP− Change (%) SP−rot Change (%)
Cu - Cl bond length 2.598 A˚ 2.839 A˚ 9.28 3.031 A˚ 16.67
Na - Cl bond length 2.723 A˚ 2.616 A˚ -3.93 2.624 A˚ -3.64
Cl z-coordinate 0.000 A˚ -0.083 A˚ -0.761 0.06 A˚ 0.55
Na z-coordinate 0.000 A˚ 0.166 A˚ 1.48 0.239 A˚ 4.59
Na - Cu distance 3.5525 A˚ 3.4995 A˚ -1.49 3.57675 A˚ -3.10
for bias voltages & 1.1 V, before the switch to Td− occurs. This could be coexistent
with the SP0 configuration. In the next section a Cu substrate will be introduced,
and by doing single point calculations in the presence of this explicit substrate the
metastability or otherwise of the SP− configuration can be established.
5.3.4 Cu(dbm)2 on NaCl 2ML Cu(100)
In this section the PC of the previous section is replaced by a Cu(100) surface below the
NaCl bilayer. This Cu(100) surface consists of 4 layers, the lowest two of which were
held constrained at the bulk lattice constant of 3.6 A˚. The Cu surface was positioned
in the same position that was used for the original fitting of the force-field of the PC
model.
Due to the large number of atoms in the system, only single point calculations were
done, with no ionic relaxation being performed due the expense of such calculations.
The forces on the NaCl bilayer after these single point calculations are shown in Table
5.4. They illustrate that the average forces on both the top and bottom NaCl layers are
small, all less than 0.05 eV A˚−1. While the maximum force in the bilayer is somewhat
larger, it is always less than 0.2 eV A˚−1
By doing calculations with an explicit Cu substrate, a number of further results
can be obtained. Firstly, since the Fermi level for the composite system is now well
defined, it can be determined whether the geometries obtained for the neutral and
charged complexes actually correspond to an electronic structure of the complex that
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Table 5.4: Forces on the NaCl bilayer for calculations carried out with the explicit
subtrate. These calculations are carried out using the equilbrium geometry of the PC
calculations. RMS(Fz,NaCl,b) is the root mean squared force in the z-direction on the
bottom layer of the NaCl bilayer, RMS(Fz,NaCl,t) that of the top. Max(Fz,NaCl,b) is the
maximum magnitude of the force in the z-direction on the bottom layer of the NaCl
bilayer, Max(Fz,NaCl,t) is that of the top.
System RMS(Fz,NaCl,b) RMS(Fz,NaCl,t) Max(Fz,NaCl,b) Max(Fz,NaCl,t)
SP0 0.01 0.03 0.05 0.08
SP− 0.03 0.02 0.09 0.07
SP−rot 0.04 0.02 0.17 0.05
Td−rot 0.04 0.02 0.18 0.05
Td− 0.03 0.02 0.15 0.06
Td−v 0.03 0.02 0.17 0.06
is neutral or charged. This can be done in a number of ways, either by looking at the
PDOS of the adsorbed complex and comparing it to those of the complex in gas-phase,
or by using a charge analysis method to determine how much of the charge density
calculated from DFT should be attributed to the complex and comparing this amount
to the charge density of the neutral and charged complexes in gas-phase.
Figure 5.12 shows the PDOS for the adsorbed complex and the d-states of the
central Cu atom for a number of geometries from the PC calculations. Contrasting
these with Figure 5.5 it is clear that the electronic structure of the adsorbed complex
is similar to the electronic structure calculated in the gas-phase.
The SP0 geometry on the explicit substrate has an unoccupied singularly occupied
molecular orbital (SOMO) of d-state character, similar to that of the SP0 complex in
gas-phase, albeit pinned much closer to the Fermi level than the gas-phase case. When
the ionic geometry is changed to that of the SP− case this SOMO is occupied, becoming
the highest occupied molecular orbital (HOMO) of the SP− geometry. Like the SP−
gas-phase complex, the HOMO is of Cu d-state character. Together these results show
that small deformations of the NaCl bilayer, of the type described in Table 5.3, are
sufficient to stabilise the molecule being adsorbed in either a neutral or a reduced
charge state.
Figures 5.12 (c) and (d) show that, when the molecule is adsorbed in the Td con-
formation, the Cu d-states of the molecule are all fully occupied and so the molecule is
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Figure 5.12: Partial density of states of Cu(dbm)2 and the central Cu d-states for
Cu(dbm)2 adsorbed on NaCl Cu(100). Geometries of the molecule and NaCl bilayer
were obtained from perfect conductor calculations. The system names ‘SP0’, ‘SP−’,
‘SP−rot’,‘Td−’, ‘Td−v ’ and ‘Td
−
rot’ refer to the perfect conductor model geometries shown
in Table 5.2.
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charged when in the Td geometry.
Table 5.5: Change in partial charge, ∆Q, (calculated using Bader analysis) of the
Cu(dbm)2 complex and its central Cu atom. Partial charges given in units of elementary
charge relative to the partial charge of the SP0 complex in gas-phase.
System
∆Q
Molecule Cu
SP− (gas-phase) -1.00 -0.38
SP0 -0.04 -0.17
SP− -0.92 -0.43
SP−rot -0.97 -0.43
Td−rot -0.98 -0.40
Td− -0.95 -0.43
Td−v -0.97 -0.43
Table 5.5 shows an analysis of the charge density of the systems, with the total
charge attributed to the complex and the central Cu of the complex by Bader analysis.
In Bader analysis the electron density is divided into discrete volumes separated by
surfaces defined in such a way that the normals of the surfaces are where the gradient
of the electron density is zero [172]. The total charge that exists in a volume can be
viewed as the amount of charge that can be attributed to the ion at the centre of the
volume.
Table 5.5 shows how the charge attributed to the complex and the central Cu of
the complex changes, relative to the SP0 complex in gas-phase, for the SP− state in
gas-phase and for various configurations adsorbed on NaCl Cu(100).
In gas-phase the charging of the complex results in an extra electron on the molecule,
38% of which is attributed to the central Cu atom. The ionic geometries that come from
the charged calculation on the PC all show a similar charge partitioning to the SP−(gas-
phase) case, with approximately one more electron attributed to the molecule than there
was for the SP0(gas-phase) system and with ≈ 40 % of this electron attributed to the
central Cu atom.
The SP0 molecule on the surface, in contrast, has almost exactly the same charge
attributed to it as in gas-phase, with the central Cu atom having slightly more charge,
but this is just a result of charge redistribution within the complex itself as there is no
charge transfer from the substrate.
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Table 5.6: Relative stabilities of Cu(dbm)2 conformations, pictured in Table 5.2, for
both the perfect conductor model (Erel(PC)) and a single-point calculation over a
Cu(110) substrate (Erel(Cu(110))). Energies are given relative to the most stable con-
former, SP0.
System Erel(PC) (meV) Erel(Cu(110)) (meV)
SP0 0 0
SP− 251 38
SP−rot 183 -40
Td− 434 257
Td−rot 394 211
Td−v 461 307
The Bader analysis and PDOS together show that small deformations of the NaCl
bilayer provide enough of a stabilising effect that the complex can be adsorbed in both
charge states, with the reduction of the complex corresponding to an occupation of the
central Cu d-state, similar to what occurs in gas-phase.
Now that it has been established that the charged and neutral geometries from the
PC model result in charged and neutral complexes when a Cu substrate is included,
energies of the various geometries can be calculated and compared with those from the
PC model. This is done in Table 5.6. The largest discrepancy between the relative
stabilities of the PC and explicit substrate (ES) systems is that the charged geometries
are much more relatively stable in the ES calculations than in the PC calculations.
The SP− configuration is only 38 meV less stable than the SP0 when the Cu(110)
substrate is included while it was 251 meV less stable in the PC calculation. In general,
the charged configurations become ≈ 200 meV more stable relative to the SP0 when the
ES is included compared to the PC model, i.e. the stability of the charged complexes
is underestimated by the PC model.
This increase of stability of the charged complexes has such an effect that it makes
the SP−rot conformation the most globally stable conformation. However, the amount
by which it is stable over the SP0 complex (40 meV) is not enough to suggest that
when the complex is adsorbed in its neutral charge state it will spontaneously charge.
The small energy differences between the SP0 and SP− systems suggest that both
charge states for the SP complex might be expected to be present and stable on the
surface. To ascertain whether this is consistent with what is observed through STM
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measurements on the surface, STM simulations of the various systems should be used
and this is the subject of the next section.
STM Simulations
The results of STM simulations of Cu(dbm)2 are shown in Tables 5.7 and 5.8 alongside
experimental STM images. The experimental STM images that were attributed to a
charged Td complex (first row of Table 5.8) bear a strong resemblance to both the
Td− and Td−rot images, with the protruding phenyl ring imaging bright and the other
phenyl rings being less conspicuous. The conclusion to be drawn then, is that the
STM image previously attributed [158] to a charged Td conformation of the complex
is indeed a Td− conformation, but with the Td conformation deformed such that three
of the phenyl rings lay flat on the surface and only one remains protruding.
The adsorption site of the complex is not clear, but the important point that has
been established is that the charging of the complex is necessary to stabilise the Td−
geometry and that this Td− geometry is metastable.
Of more interest are the results of Table 5.7, because for the SP conformation there
are two metastable charge states and these are equally as stable as each other. For
STM simulations conducted at negative bias both charge states have an STM image
that is similar to that obtained experimentally and it is hard to state which one bears
the most resemblance to experiment.
At low positive bias, however, there are large differences between the SP0 and SP−
STM images. The SP0 configuration has an STM image with a 6-lobe structure and a
node along only one of the two lines of mirror symmetry. Experimentally, at low bias,
the image is clearly 4-lobe with nodes along both mirror symmetry lines. Such features
are only exhibited by the SP− STM image at low positive bias. When the bias of the
simulated STM image is increased above a threshold of about 1 V the 4-lobe structure
of the SP− image becomes a 6-lobe image, similar to that of the SP0 at positive bias.
A similar 6-lobe image is seen experimentally at a bias of ≈ 2 V, just prior to
switching to the Td− geometry. The mismatch between the voltages of the appearance
of this orbital is likely to result from the fact that it is the LDOS of the Kohn-Sham
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Figure 5.13: Simulated STM image of SP0 conformation with the integration of the
LDOS running from an energy of E−EFermi = −1.0 eV to E−EFermi = −0.1 eV. This
is equivalent to artificially shifting the effective Fermi-level of the simulation to 1 V
lower bias and taking the image at a bias of 0.9 V.
states that are being mapped for the simulated STM image (see Section 2.2.2).
Figure 5.16 plots the simulated scanning tunnelling spectrum (STS) of the SP0 and
SP− complexes and shows this alongside the PDOS of the complex and the C atoms
of the complex. The simulated STS is taken from above one of the carbons of the
phenyl rings (indicated by a cyan star in Figure 5.16 (e)) since this is an area where
characteristic changes of the STM image take place. Figures 5.16 (c) and (d) show that
the 6-lobe image at ≈ 1 V is due to the inclusion of the SP−(LUMO) and SP−(LUMO
+ 1) orbitals inside the bias region. Figure 5.16 (c) shows that these orbitals are
predominantly of C pz character. Since this is the STM image that is seen just prior to
switching, the conclusion can be drawn that it is tunnelling through this orbital that
causes the switching to the Td− conformation.
For the SP0 configuration the PDOS plotted shows that the SP0(LUMO) and
SP0(LUMO + 1) orbitals are of similar character to the SP−(LUMO) and SP−(LUMO
+ 1) orbitals, only they are located much closer to the Fermi level. This is why the
6-lobe STM image is found even at low biases for the SP0 system. It is common that
the unoccupied Kohn-Sham states are placed closer to the Fermi energy than the quasi-
particle states observed experimentally, therefore it is of interest what the STM images
look like when the Fermi energy is artificially moved for the calculation of the simulated
STM images.
Figure 5.13 shows such an image. For this image, the integration of the LDOS was
carried out from E−EFermi = −1 eV to E−EFermi = −0.1 eV. This can be thought of
as artificially moving the Fermi level 1 eV lower in energy and making an STM image
at Vbias = 0.9 eV. The image in this region of the LDOS, where there is no contribution
from molecular states, looks very similar to the images of SP0 at negative bias.
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(a) (b)
Figure 5.14: Two experimental STM images of Cu(dbm)2 in the SP configuration. (a)
Imaged at 65 mV (b) Imaged at 80 mV. Tunnelling current is 500 fA. Image used by
permission of Le´oni and coworkers.
The STM images of the SP− complex at negative bias are seen to differ to those
of the SP0 because of the inclusion in the SP− case of the SP−(HOMO). For the SP0
system the SP0(SOMO) (which will be of similar character to the SP−(HOMO)) is
located much further from the Fermi level, at an energy of ≈ −2.5 eV.
SP Charging
Prompted by the theoretical results showing that the SP− state is predicted to be stable
on the surface, Le´oni et al conducted STM experiments of the SP molecule additional
to those reported in [158] and found that the SP molecule underwent an additional
transition at low bias.
The two SP states are pictured in Figure 5.14. Figure 5.14 (a) shows the image
of the molecule below ≈ 0.65 V while (b) shows the image for Vbias ≈ 0.8 eV. The
hysteresis of the two states can exist from a few mV to a few 100 mV as shown in
Figure 5.15 (b).
Additionally, when the switch occurred there was no rotation of the complex ob-
served. This means that when the complex was in its SP or SProt adsorption geometry
it stayed in that same position.
Figure 5.15 (c) and (d) show ∆f(V ) curves for the SP switch just described. There
are two separate ∆f(V ) parabolas for the two different SP conformations, when parabo-
las are fitted to them, the peak is seen to switch to the right for the parabola corre-
sponding to the state pictured in Figure 5.14 (b), consistent with the negative charging
of this state.
It seems clear that Figure 5.14 (a) corresponds to the SP0 configuration, with the
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Figure 5.15: (a) I(V ) and (b) ∆f(V ) curves for a SP Cu(dbm)2. Black line shows a
scan of increasing bias, the red line shows a scan of decreasing bias. The switch from
the state pictured in Figure 5.14 (a) to Figure 5.14 (b) occurs at ≈ 0.6 V. (c) I(V )
and (d) ∆f(V ) curves for a different Cu(dbm)2 complex in the SP conformation. Note
how in this case there is a much bigger hysteresis. The switch between the two states
pictured in Figure 5.14 occurs at 0.6 V and the shift of the peak of the ∆f(V ) parabola
indicates the charging of the state shown in Figure 5.14. Figures used by permission of
Le´oni and coworkers.
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Table 5.7: Experimental and simulated STM images of SP Cu(dbm)2. Experimental
images taken on a NaCl 2ML Cu(111) substrate, simulated images calculated on a NaCl
2ML Cu(100) substrate. For the experimental images the value of the bias a < 2 V
and b ≈ 2 V. For the simulated images a = 0.9 V, b = 1.1 V.
System Bias (V)
−b a b
Exp. SP
SP0
SP−
SP−rot
bias below the energy of the SP0(LUMO) resulting in an image similar to that pictured
in Figure 5.13. The switching reported experimentally between 0.65 and 0.8 V is then
to the SP− state, the STM image of this state being marked by a deeper depression
in the centre of the molecule. Figure 5.13 therefore corresponds to Figure 5.14 (a) and
Figure 5.14 (b) to the SP− image at low positive bias (see Table 5.7).
5.3.5 Conclusions and Summary
This chapter has reported the results of DFT calculations of a Cu complex on a po-
larising thin film, using a newly developed perfect conductor model to show that 2ML
of NaCl are sufficient to stabilise two different charge states of the complex on a Cu
substrate.
It has been shown that the inclusion of an orbital dependent screened Coulomb
interaction changes the predicted geometry of the charged state in qualitative way in
gas-phase, making the Td− conformation the most stable upon the charging.
From the calculations of the adsorbed complex, it has been shown that the charging
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Table 5.8: Experimental and simulated STM images of Td Cu(dbm)2. Experimental
images taken on a NaCl 2ML Cu(111) substrate, simulated images calculated on a NaCl
2ML Cu(100) substrate. For the experimental images the value of the bias a < 2 V
and b ≈ 2 V. For the simulated images a = 0.5 V, b = 1.5 V.
System Bias (V)
−b a b
Exp. Td
Td−
Td−v
Td−rot
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Figure 5.16: (a) PDOS and (b) STS of Cu(dbm)2 in the SP
0 state. (c) PDOS and (d)
STS spectrum of Cu(dbm)2 in the SP
− state. In (b) and (d) STS spectrum is taken
from the point indicated by the cyan star in (e). PDOS is of the states of the molecule
and its carbon pz states.
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of the complex is not sufficient to cause the switching from the SP to the Td confor-
mation. From the calculations of the adsorbed complex, it has been shown that the
switching of the complex from SP to Td occurs not because of a charging of the complex,
with the charging of the complex occurring at a lower bias voltage and not necessitat-
ing a substantial conformational change. This charged square planar conformation was
predicted theoretically before being found in experimental STM studies. The switch to
Td− conformation is instead shown to be the result of tunnelling through the LUMO
of the SP− state and the geometry of the adsorbed Td− conformation consists of just
one raised phenyl ring with the remaining three rings adsorbed flat on the surface.
In summary, Cu(dbm)2 is a combination of a redox and a conformational switch. A
NaCl bilayer is shown to be sufficient to stabilise charge on the molecule with a small
amount of conformational change and the charging of the complex is a necessary pre-
requisite to the conformational switch to a Td conformation. Despite the complex not
being a pure redox switch the experimental observations that it is stable and reversible
means that it is still of interest for applications in molecular electronics.
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Chapter 6
Calculation of Hydrogen Transfer
Barrier in Porphycene
This chapter looks at porphycene (Pc) adsorbed on Cu(110). Pc consists of a nitrogen
cavity containing two hydrogen atoms which can exist in either a cis conformation
(both hydrogens bonded on the same side of the cavity) or a trans conformation (both
hydrogens bonded on opposite sides of the cavity).
Here, the activation energy for hydrogen transfer in porphycene (Pc) is calculated
using the nudged elastic band (NEB) method. It is shown that there is an overestima-
tion of the barrier by this method and that the quantum nature of the hydrogens must
be taken into account in order to obtain a good agreement with experiment. This is
done through the calculation of the vibrational frequencies of the normal modes of the
hydrogens at the saddle points of the potential energy surface, from which an estimation
of the zero point energy (ZPE) can easily be obtained.
The inclusion of these zero point effects lowers the barrier to hydrogen transfer,
bringing the activation energy into line with experimental results determined from an
Arrhenius plot. The hydrogen transfer from a cis-to-cis tautomerisation of Pc is, in
such a way, seen to proceed via a two step mechanism whereby the Pc travels through
a short-lived trans state.
In this chapter, the determination of the geometries of the cis and trans conform-
ers and their energies was performed by Felix Hanke at the University of Liverpool.
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Figure 6.1: Molecular structure of porphycene.
Experimental work, classifying the hydrogen transfer and establishing its temperature
dependence, were done by Takashi Kumagai in the group of Leonard Grill at the Fritz-
Haber-Institute, Berlin [30, 31].
6.1 Introduction
Porphycene (Pc) (see Figure 6.1) is a planar and aromatic isomer of porphine (free-base
porphyrin). Whereas the four N atoms of porphine form a square cavity, the cavity
of Pc is rectangular. The N-N distance along the shortest side of the rectangle is 2.63
A˚ and is shorter than the N-N distance in porphine (2.89 A˚). The rectangular cavity
means that rather than there being two isomers as in porphine, cis (with the two H
atoms on adjacent vertices of the cavity) and trans (with the H atoms on diametrically
opposed verticies), porphycene has three; trans and two inequivalent cis conformers,
named cis and cis2.
The reduced distance between the H atoms and the N atoms opposite in the cis
conformation of porphycene leads to a significantly different behaviour of the H atoms
inside inside the cavity to porphine. This is predominantly due to a stronger hydrogen-
bond existing between the H atom and the N atom opposite than in porphine. That
this effect has a significant impact on the tautomerisation of Pc in comparison to
porphine is illustrated by the different rates of tautomerisation in Pc and porphine.
Braun et al. [173] used NMR techniques to determine the rate constant for trans-
trans tautomerisation of porphine in liquid and polycrystalline phase. They found that
porphine tautomerised through an intermediate cis tautomer with a rate constant that
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could only be observed at elevated temperatures, taking a value of 2×104 s−1 at 298 K.
In contrast, the Pc molecule exhibits a much higher rate constant for tautomerisation,
pump-probe spectroscopy showed that the tautomerisation proceeded via a concerted
trans-trans motion of the H atoms, taking a value of 5.8×1011 s−1 at room temperature
[174].
That Pc can be reversibly switched between two states makes it a molecule of in-
terest for applications in molecular electronics. There have been studies on similar
phenomena in molecules structurally related to porphine, for example, on naphthalo-
cyanine, which was adsorbed on a NaCl bilayer and switched between its two tautomers
via inelastic electron tunnelling induced by an STM [29]. Also, Auwa¨rter and coworkers
[175] conducted a study of free-base tetraphenyl-porphyrin adsorbed on a Ag surface
that was also switched between its two tautomers via electron tunnelling from an STM.
Molecular switches of this type are of particular interest because they do not involve
large conformational changes of the molecule and so would be more easily connected
to any nanoscale circuit in a practical application in molecular electronics. In addition,
they might be expected to be more robust than a switch involving large conformational
changes.
The first part of this chapter discusses experimental work by Takashi Kumagai and
theoretical work by Felix Hanke to characterise the adsorption geometry and energetics
of Pc on Cu(110). Then the geometries resulting from this work are used as a basis
for understanding theoretically the process of tautomerisation, first via calculation of
the activation energy and reaction path of tautomerisation and then by calculating the
vibrational modes that induce tautomerisation.
6.2 Pc on Cu(110)
The tautomerisation of porphycene (Pc) on Cu(110) was investigated through STM.
The Pc molecules were deposited on Cu(110) at 450 K, and then imaged with an STM
at 5 K in constant current mode. Figure 6.2 (a) shows a typical image obtained at
a bias voltage of 100 mV, where the symmetry of one of the two mirror planes of
the macrocycle is broken by a bright region, marking the position of the central H’s.
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Figure 6.2: (a) STM image of Pc on Cu(110) at 5 K, It = 10 nA, Vbias = 100 mV, (b)
simulated STM image at Vbias = 100 mV. Figure taken from [30].
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Figure 6.3: Voltage dependence of STM image of Pc molecule adsorbed on Cu(110).
All images taken at 5 K, scanning time ≈ 9 sec/image, It = 5 nA. Figure taken from
[30].
Figures 6.3 (a) - (h) show the dependence of the STM image on the bias voltage. The
two tautomers are both stable at lower bias (Figure 6.3 (a) and (e)) while the remaining
images show how a rapid switching begins as the bias is increased, with images (d) and
(h) showing that at both large positive and negative biases the asymmetry in the STM
image is blurred because the tautomerisation rate is higher than the image scanning
time.
The adsorption geometry and energy of Pc on Cu(110) was determined from a
DFT study [30], the results are summarised in Table 6.1. The effect of the surface
on the relative stabilities of the different tautomers can clearly be seen. In gas phase,
the trans tautomer of Pc is found to be the most stable, in agreement with previous
theoretical studies [176, 177]. However, upon adsorption, this changes and the cis
tautomer becomes the most stable by 190 meV, compared to the trans.
The reason for this becomes apparent from the geometries of adsorption, pictured in
Figure 6.4. The non-hydrogenated N atoms of a Pc molecule interact favourably with
the Cu [11¯0] close-packed rows. The cis conformer has both hydrogen atoms bonded on
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Table 6.1: DFT calculations of the relative stability, Erel, of various tautomers of Pc in
gas-phase, and the adsorption energy, Eads, of the same systems adsorbed on Cu(110).
Tautomer Erel gas-phase (meV) Eads Cu(110) (meV)
trans 0 5270
cis 80 5460
cis2 1320 4320
(a) (b) (c)
(d) (e) (f)
Figure 6.4: Geometries of Pc adsorbed on Cu(110) in (a) the cis configuration, (b) the
trans configuration and (c) the cis2. Figures (d), (e) and (f) show the systems from
the side.
the same side of the nitrogen cavity. This means that the conformer can adsorb slightly
off-centre across one of the Cu [11¯0] rows in such a way that the two non-hydrogenated
N atoms and drop out of the Pc macrocyle and interact with the Cu substrate, as
illustrated by Figure 6.4 (d).
However, such a deformation is not possible for the trans tautomer. While it can
rotate slightly about a Cu [11¯0] row, bringing the non-hydrogenated atoms closer to the
Cu atoms of the row, the distance between the Cu atoms and the non-hydrogenated
hydrogens is still larger than for the cis conformer, making this conformer less energet-
ically favourable than the cis.
The result of an STM simulation of the cis tautomer is shown in Figure 6.2 (b). This
simulation shows good agreement with Figure 6.2 (a), confirming that the Pc molecule
is adsorbed as the cis tautomer and that the bright side of the molecule corresponds to
the position of the two central H atoms. No trans or cis2 tautomers were ever imaged on
the surface, which is unsurprising given their higher energy relative to the cis conformer
(see Table 6.1).
In the next section, the minimum energy path between the cis-cis tautomerisation
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will be calculated. From the adsorption geometries pictured in Figure 6.4 it can be seen
that this switching involves not only the switching of the two central H atoms in the
cavity but also a slight movement of the whole macrocycle across the surface. However,
the exact nature of the reaction path is still to be determined, including details such
as whether the switching is concerted, with both H atoms moving simultaneously, or
step-wise, with one of the central H atoms moving prior to the other. This point will
be addressed in the next section.
6.3 Nudged Elastic Band Calculation
The transition states and energy barrier of tautomerisation were calculated using the
climbing image nudged elastic band (CI-NEB) method (see section 2.3) [178, 108].
Using this method, the minimum energy path for both a transition from cis to cis, via
a concerted motion of the hydrogens, and from cis to trans, via a step-wise motion of
the hydrogens, was calculated. However, the cis to cis tautomerisation converged on a
minimum energy path that passed through the trans conformer via a step-wise motion
of the H atoms, showing that there is no minimum energy path involving a concerted
motion.
The step-wise CI-NEB calculation consisted of 8 intermediate images between the
relaxed cis and trans geometries, and resulted in the barrier shown in Figure 6.5, with
the conformations at the stationary points pictured in Figure 6.6. The transition is
seen to be mostly a simple movement of one of the H atoms from one N site to another,
with the saddle point corresponding to the H atom being equidistant between the
two N sites. Accompanying the movement of the H atom there is a movement of the
macrocycle, since the cis conformation Figure 6.6 (a) is not adsorbed symmetrically
over the close packed Cu row, but is offset slightly to facilitate greater interaction of
the non-hydrogenated N atoms with the substrate, as discussed earlier.
From these calculations, it appears that the tautomerisation of the Pc molecule is a
two step process, with the barrier of the first cis-trans transition being 340 meV and the
barrier of the second trans-cis transition being 160 meV. In apparent disagreement to
this result, investigation of the temperature dependence of the switching rate (Figure
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Figure 6.5: Minimum energy path between of the adsorbed Pc molecule in the cis con-
formation and the trans conformation. Path was calculated with the climbing nudged
elastic band method, red points indicate the energies of the individual image configu-
rations.
6.7) indicated a barrier to tautomerisation of about 170 meV, and no trans tautomers
were identified on the surface.
The CI-NEB calculation therefore seems to underestimate the barrier to tautomeri-
sation, and the depth of the potential energy well of the trans tautomer. The reasons
for this underestimations could be a poor description of the hydrogen bond inside the
N cavity, leading to an incorrect description of the potential energy surface between
the two tautomers, or it could be due to the classical treatment of the barrier crossing
ignoring the quantum nature of the protons.
6.4 Calculation of Rate Constant
By viewing the tautomerisation classically, as a movement of classical particles across a
potential energy surface, the quantum nature of the protons are ignored. This may be
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Figure 6.6: Transition states of Pc undergoing a tautomerisation from the cis confor-
mation (a) to the trans (c) via the saddle point conformation (b)
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Figure 6.7: Experimental Arrhenius plot showing the dependence of the rate of tau-
tomerisation, R, on temperature T . The barrier to tautomerisation is calculated to be
168 meV. Figure taken from [30].
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Figure 6.8: Theoretical Arrhenius plot showing the dependence of the rate constant
calculated under harmonic transition state theory, kHTST, on temperature T . Also
shown is a line of best fit, from which the barrier to tautomerisation is calculated to
be 209 meV.
problematic, specifically in the case of the protons, which, due to their small mass, have
more of a quantum nature and might be expected to exhibit tunnelling phenomena.
Also, for such light nuclei, zero point energy (ZPE) effects might be important even at
the temperatures for which the rate constant was measured experimentally.
A more complete treatment of the quantum effects involved with the calculation of
transition rates involves path integrals [179] but this is computationally expensive. A
common set of approximations that are used are called transition state theory (TST)
and this is discussed in Section 2.5.
To calculate the rate constant of tautomerisation the harmonic approximation of
TST (HTST) was used. The vibrational energies of the system in the harmonic approx-
imation were calculated in the cis configuration and in the saddle point configuration
(Figure 6.6 (b)), with all atoms held static except for the N and H atoms in the cav-
ity. These frequencies were then used in Equation 2.92 to calculate the rate constant,
kHTST, and this is plotted in an Arrhenius plot in Figure 6.8.
The calculated activation energy from Figure 6.8 is 209 meV, reduced from a value
of 340 meV for the barrier to tautomerisation calculated by the NEB method, and much
closer to the experimental value of 170 meV. Harmonic TST as used here includes ZPE
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Figure 6.9: Tunnelling correction, κ− 1, for Pc (Cu(110)), over the temperature range
used for the Arrhenius plot, Figure 6.8. The rate constant corrected for tunnelling is
given by κkHTST.
effects, so this result shows that ZPE effects play a substantial role in lowering the
effective barrier to tautomerisation.
Harmonic TST includes ZPE effects, but no tunnelling effects. As a first approxima-
tion, the role that tunnelling plays can be ascertained by assuming that the tunnelling
in the reaction coordinate direction can be separated from the other degrees of freedom.
With this approximation, tunnelling effects can be incorporated by multiplying the rate
constant from HTST by a factor κ, an expression for which is given in Eq. (2.103). The
probability of a H atom tunnelling through the barrier, PF , was calculated by applying
the WKB approximation to the energy barrier between the cis conformation and the
saddle point.
In Figure 6.9, κ−1 (the amount by which the rate constant incorporating tunnelling
differs from the calculated rate constant incorporating no tunnelling effects) is plotted
as a function of temperature. The tunnelling correction is very small compared to
the size of the rate constant at the temperatures for which the Arrhenius plot was
plotted, showing that in this temperature region tunnelling plays a minor role. The
difference in the experimental activation energy and the NEB barrier is therefore seen
to be predominantly down to ZPE effects and not tunnelling.
When the zero point energies of the vibrational modes are much larger than kBT
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then, as shown by Eq. (2.93), the rate constant is expected to show Arrhenius like
behaviour, but with the activation energy corrected by the difference in zero point
energies between the cis state and the saddle point configuration.
The calculated difference between the total ZPE of the cis and the saddle configura-
tions is ∆EZPE(cis− saddle) = 0.14 eV. When the N atoms are held static and only the
vibrational energies of the two H atoms inside the cavity are calculated the difference
in the ZPEs are changed by less than 0.1 meV, showing that the most substantial con-
tribution to ∆EZPE(cis− saddle) comes from the ZPE of the H atoms. The difference
in ZPEs leads to a reduction in the estimated effective barrier height given by:
Ebarrier,eff = Ebarrier −∆EZPE(cis− saddle) = 0.20 eV. (6.1)
This value is in close agreement with the activation energy calculated by HTST.
This shows that the difference in the ZPEs is dominated by the contribution from the
H atoms.
Applying a similar procedure to the trans and saddle configurations leads to a
∆EZPE(trans− saddle) = 0.13 eV, and reduces the effective depth of the energy well
for the trans configuration to be:
Ebarrier,eff(trans) = Ebarrier(trans)−∆EZPE(trans− saddle) = 0.02 eV. (6.2)
This small barrier is consistent with the trans state not being too short-lived to be
observed experimentally and having a very short lifetime at 5 K.
The changes in barrier height for a deuterated Pc (D-Pc) molecule due to the
quantum nature of deuterium atoms are simply calculated. This calculation gives
values of ∆EZPE(cis− saddle,D) = 0.10 eV and ∆EZPE(trans− saddle,D) = 0.09 eV
which means that the effective barrier increases to a value of Ebarrier,eff = 0.24 eV and
the height of the barrier to the trans conformation becomes Ebarrier,eff(trans) = 0.06 eV.
The changes in the ∆EZPE values upon deuteration are largely explained by the
change of of the vibrational frequencies due to the change of mass between H and D
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atoms. The angular frequency of a D atom in the harmonic approximation is:
ωD =
√
mH/mDωH, (6.3)
where ωH is the vibrational frequency of the same mode of a H atom and mH and
mD are the masses of hydrogen and deuterium respectively.
That the ∆EZPE,D values are, to very good approximation, given by the ∆EZPE for
hydrogen, multiplied by the
√
mH/mD factor, is due to the significant contribution of
the hydrogen nuclei to the ∆EZPE value.
Due to experimental limitations the thermal activation process of D-Pc could not be
measured. The threshold voltage for inducing tautomerisation with the STM is similar
for both Pc and D-Pc molecules, although the average number of electrons inducing
a tautomerisation at low biases is lower for D-Pc than for H-Pc. This is consistent
with a larger activation energy, but since the process of STM-induced tautomerisation
is complex this is not conclusive.
In summary, the over-estimation of the activation energy of tautomerisation by the
calculated potential energy barrier is shown, to a large extent, to be due to ignoring the
quantum nature of the H nuclei. When this is taken into account, in an approximate
manner through the calculation of ZPEs, the activation energy is brought much closer
into line with experiment. It is shown that the tautomerisation process is a two step
process, proceeding in a step-wise fashion via the trans state and also that the optB86b-
vdW functional of Klimesˇ and coworkers [74, 75] accurately describes the behaviour
of the hydrogen bonds within the cavity with respect to giving the correct adsorbed
conformer as observed by STM and the correct rate constant of tautomerisation (after
corrections for ZPE effects) compared to that observed experimentally.
6.5 Vibrational Spectrum of Pc
As discussed in Section 2.4, scanning tunnelling microscopy can be used to probe the
vibrational states of a molecule, and tautomerisation can be induced by tunnelling
electrons exciting vibrational modes [29]. In this section the vibrational modes of Pc
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on Cu(110) are calculated and used to help understand the tautomerisation process.
Figures 6.10 (a) and (b) show some experimental results from the STM investigation
of the Pc molecule on Cu(110) [30]. Figure 6.10 (a) shows the dependence of tautomeri-
sation yield on bias voltage. The onset of tautomerisation occurs at approximately the
same bias for both H-Pc and D-Pc, with both switching processes starting to occur at
about 150 mV. However, at around 250 mV, there is a clear increase in the rate by
which the yield grows for D-Pc. The thick line shows a curve fitted according to the
method outlined in Kumagai and coworkers [180]. This curve is determined mainly by
the energy of the vibrational mode excited to induce the tautomerisation. This fitting
procedure determines that a vibrational mode of energy 279 ± 5 meV is behind the
increase of yield in this bias region. For the lower bias regions such a method cannot be
applied because the tautomerisation process is shown not to be a one-electron process
from the current dependence of the tautomerisation rate. For the H-Pc molecule the
increase in yield is smaller, occurs over a much wider bias range and is broader than
the ‘shoulder’ of the D-Pc molecule’s process probably because of the anharmonicity of
the H-mode potential.
The excitation of vibrational modes by tunnelling electrons leads to discontinuities
in the tunnelling current as a function of bias voltage and consequentially dips in dI/dV
spectroscopy plots. dI/dV spectroscopy data, given in Figure 6.10 (b) shows dips in
the dI/dV curves at 284 meV for D-Pc and 380 meV for H-Pc, indicating coupling of
the tunnelling electrons with vibrational modes at these energies. The position of these
dips is affected by the substitution of D for H, with the position of the dip moving in
accordance with the ratio of N-H and N-D reduced masses (
√
µND/µNH ≈ 1.33). The
inset of Figure 6.10 (b) shows that there is also a peak in the dI/dV data at 175 meV,
roughly coincident with the onset of tautomerisation, and that this is not affected by
isotope substitution.
To put these experimental results in a theoretical context, the vibrational spectrum
of Pc on Cu(110) was calculated. This was done under the harmonic approximation
with the Cu atoms of the substrate held in fixed positions. This is a good approximation
since the Cu atoms are heavier than the atoms of the Pc molecule and so vibrational
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Figure 6.10: (a) Tautomerisation yield given as a function of yield for H-Pc (red circles)
and D-Pc (blue circles), measured by STM (b) dI/dV conductance spectra of single
H- and D-Pc molecules (after subtracting background from clean surface). Spectra
were obtained at the point indicated by the star in the STM image in the inset at an
apparent tip height that led to a current at 100 mV of 20 nA for H-Pc and 30 nA for
D-Pc. Figures taken from Kumagai and coworkers [30].
modes involving the Cu atoms will be located at much lower energies than the modes
looked at here.
Figure 6.11 shows the projected vibrational density of states (PVDOS) projected
onto the movement of the N and H (D) nuclei in the plane of the molecule. The peak at
377 meV for the H-Pc molecule and 279 meV for the D-Pc molecule in the calculated
spectrum can be attributed to N-H (N-D) stretching modes (both symmetric and anti-
symmetric, they are almost degenerate in energy and not separately resolved in the
PVDOS). It is the excitation of these vibrational modes that are the cause of the dip in
the dI/dV spectrum (see Figure 6.10 (b)) and the increase of tautomerisation yield at
this bias voltage. The energies of the N-H (N-D) stretching modes can be calculated in
a similar manner for Pc in the gas-phase. For H-Pc the symmetric and anti-symmetric
stretching modes were found to be at 267 and 261 meV respectively, for D-Pc they were
found at 189 and 185 meV. These are both at significantly lower energies than that of
(D-)Pc on Cu(110), showing that the interaction of the inner H (D) atoms with the
Cu(1¯10) rows of the substrate pushes the energies of the vibrations up. The energies
of the N-H (N-D) stretch modes are lower than that of free NH3 (417 meV) [181] and
free-based porphyrin (412 meV) [182]; a consequence of the hydrogen-bonding that
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takes place in the cavity of the Pc admolecule.
At lower energies, there is a band of in-plane modes between 120 meV and 180 meV,
which show a negligible shift upon deuteration. The broad peak at ≈ 175 meV in the
dI/dV spectrum can be attributed to this band of modes. Experimentally, the energy
of this peak does not shift upon deuteration, so the small shift of the energy of this
band of modes on the deuteration of Pc is in agreement with experiment. This peak
in the dI/dV spectrum is associated with the onset of tautomerisation and so it is the
excitation of this band of modes which causes the onset of tautomerisation.
The vibrational modes that activate tautomerisation are shown to be in-plane vi-
brations by Figure 6.12, which shows the projected vibrational density of states for the
out-of-plane motion of the N and inner H (D) nuclei. This shows that the modes in
the energy region where tautomerisation occurs are of an exclusively in-plane character
and have no out-of-plane components.
In Figure 6.13, the projected vibrational density of states for the Pc admolecule
is plotted, where only the two inner H (D) atoms are allowed to move and the re-
maining atoms of the molecule and the substrate are constrained. These PVDOS,
when compared with the PVDOS in Figure 6.11, shows that the N-H (N-D) stretching
modes couple very little with the rest of the molecule, with the energy of the N-H (N-D)
stretching modes not very dependent on whether the rest of the molecule is constrained
or not. This behaviour is in contrast with the band of modes at lower energies which
are much more coupled with the rest of the molecule. In particular, these modes couple
with C macrocycle and C-H bending motions. The peak in the PVDOS of Figure 6.10
(b) at 175 mV and the onset of tautomerisation is therefore linked to a band of in-plane
vibrational modes involving the inner H (D) atoms that are strongly coupled to the
rest of the molecule.
In conclusion, both the peaks and dips in the dI/dV spectra, shown in Figure 6.10
(b) and the increase of tautomerisation rate for the D-Pc admolecule shown in Figure
6.10 (a) are well described by DFT calculations of the vibrational spectrum in the
harmonic approximation. The onset of tautomerisation is linked to vibrational modes
involving the inner H (D) nuclei strongly coupled to the rest of the molecule while the
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Figure 6.11: Projected vibrational density of states (PVDOS) where the vibrational
spectrum is projected onto the in-plane motion of the N and H (D) nuclei for a) H-Pc
and b) D-Pc. A Gaussian broadening of 2 meV has been applied to the vibrational
modes.
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Figure 6.12: Projected vibrational density of states (PVDOS) where the vibrational
spectrum is projected onto the out-of-plane motion of the N and H (D) nuclei for a) H-
Pc and b) D-Pc. A Gaussian broadening of 2 meV has been applied to the vibrational
modes.
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Figure 6.13: Projected vibrational density of states (PVDOS) for Pc where only the
vibrational modes of the two inner H (D) nuclei are calculated. The vibrational spec-
trum is projected onto the in-plane motion of the H (D) nuclei for a) H-Pc and b) D-Pc.
A Gaussian broadening of 2 meV has been applied to the vibrational modes.
increase in tautomerisation rate is linked to an excitation of the N-H (N-D) stretching
mode.
6.6 Summary
This chapter has looked at the tautomerisation of Pc. When calculating the activation
energy of the switching process it is necessary to take into account the quantum nature
of the inner protons, but once this is done the barrier height is in good agreement with
experimental measurements. This shows that the description of H-bonding inside the
N-cavity by the optB86b-vdW functional of Klimesˇ and coworkers [74, 75] yields an
accurate calculation of the preferred conformation that is adopted upon adsorption of
Pc on Cu(110) and describes the tautomerisation process with sufficient accuracy that
a good value for the rate constant of tautomerisation is obtained.
The reaction path progresses with a step-wise movement of the inner H atoms, via
the trans state of Pc, which is not seen experimentally, with the trans calculated to lie
in a very shallow energy well.
Through a calculation of the vibrational spectra of Pc it is possible to identify the
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vibrational modes which, when excited, facilitate the tautomerisation. The behaviour of
this spectrum is seen to be consistent with the behaviour observed in experiment upon
isotope substitution, with the energy of the initial onset of switching being unaffected
upon deuteration. This has been seen to be due to the vibrations associated with
the onset of tautomerisation being strongly coupled with vibrations of the rest of the
admolecule. The observed increase in switching rate at higher energies, which is affected
by isotope substitution, is shown to be associated with the excitation of the N-H stretch
modes that are weakly coupled with vibrations of the rest of the molecule and show
the same isotope dependence as is observed experimentally.
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Chapter 7
Concluding Remarks and
Outlook
This thesis has been concerned with theoretical simulations of molecules on surfaces
and in particular on the use of these molecules in applications in finding alternative
routes towards information storage and transport on the atomic scale. Four different
systems have been investigated in the course of this work, and detailed descriptions of
the work and results can be found in Chapters 3 – 6. This chapter aims to summarise
the work done and offer conclusions that can be drawn across the Chapters and between
the systems.
The first conclusion to be drawn is that the role of the surface in adsorbed systems
can be critical. In Chapter 3, 4CT was calculated to have an NO radical in gas-phase
which was saturated upon adsoprtion on Cu(110). This is a behaviour that was not
observed in calculations of an ostensibly similar system, 3CP adsorbed on Cu(110)
[50]. The stark difference in behaviour of the molecules is fundamentally down to
differing interactions between the adsorbate and the surface. Whereas for 3CP the
methyl groups of the molecule shield and protect the NO radical, for 4CT, the extra
flexibility of the piperidine ring made possible an energitcally favourable adsorption
geometry whereby the molecule bridged two close-packed Cu rows, allowing the NO
group to interact with the surface and the radical to become quenched despite the
presence of the methyl groups. That this should happen is by no means apparent from
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chemical intuition, and this underscores the importance of both accurate simulation
and inclusion of surface effects in understanding these types of systems. Incidently, the
motivation for adsorbing 4CT on Cu(110) was the creation of an ordered framework of
NO radicals, by exploiting the achirality of 4CT as opposed to 3CP. This first aim, the
creation of an ordered framework, was seen to have proceeded as expected, providing
an example of successfully applying principles to acheive a design goal. The fabrication
of practical molecular electronic components will require the development of a thorough
understanding of similar principles. Theory has a key role to play in such a development.
The study of Cu(dbm)2 (Chapter 5) provided a similar example of chemical intuition
being modified by the influence of a surface. Arguments based on crystal field theory
suggest that the reduction of Cu(dbm)2 changes the d-electron occupation of the Cu
complex from d9 to d10 and changes the most stable conformation from being square
planar to being tetrahedral. Calculations showed that this change of conformation did
indeed happen in the gas-phase. However, upon adsorption on a NaCl bilayer, the
central Cu of the complex dropped out of the complex and interacted with a Cl ion of
the bilayer. Such a geometry is similar to that calculated for a square planar complex
upon reduction. These two effects combine for adsorbed Cu(dbm)2 to make the square
planar charged complex more stable than the tetrahedral charged, in contrast to what
might expected from a crystal field theory model. The inclusion of dispersion effects
greatly reduces the distance between the phenyl rings of Cu(dbm)2 and the NaCl surface
and is an essential phenomena to include in order to obtain the adsorption geometry
whereby the central Cu of Cu(dbm)2 interacts the a Cl ion of the NaCl bilayer. Thus
it is seen that the inclusion of relatively subtle effects such as dispersion interactions
can lead to quite qualitatively different behaviour such as radically different adsorption
geometries.
Yet another case of a surface having a radical influence on the adsorbate is observed
in the study of porphycene (Chapter 6). Here the close packed rows of Cu(110) play
an important role in determining the adsorption geometry of porphycene. While por-
phycene is most stable in a trans state in gas-phase, on Cu(110) interaction of close
packed Cu rows with the un-hydrogenated N atoms of porphycene mean that a cis
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conformation is the most stable for adsorbed porphycene. It is apparent that the ad-
sorption surface should be very carefully considered in order to obtain accurate results
and complete understanding.
A second conclusion that can be made is that systems of interest in molecular
electronics often involve highly correlated electrons, and that, despite such systems
being notoriously hard to accurately simulate in a tractable way, theory can still provide
useful insight when used in close contact with experiment. An initial illustration of this
occured in the study of CoTPP, described in Chapter 4. The d-orbitals of CoTPP are
ill-suited to being treated by a semi-local GGA functional, and an on-site Coulomb
interaction of the d-orbitals must be included to obtain an accurate electronic stucture
and spin-state, even in gas-phase. The strength of such a Coublomb interaction can be
represented by a parameter U . Self-consistent methods of calculating U [81] resulted in
expected results for CoTPP in gas-phase but resulted in a high-spin state for CoTPP
adsorbed on Cu(110). This was not in agreement with XMCD measurements of the
system. By treating the U value as a parameter, a small range of U values were found
to yield spin moments on the central Co in adsorbed CoTPP in good agreement with
the XMCD experiments. By looking at simulations of the system in this range of U , the
electronic structure of the system can be understood, providing a better understanding
of the reason why an unexpected small spin moment on the central Co is observed for
adsorbed CoTPP.
In a similar way, the treatment of the d-electrons of the central Cu in Cu(dbm)2 is
found to be important for finding accurate results in Chapter 5. The application of a
self-consistent U , and the impact it has on the localisation of the d-electrons, changes
the conformation that is most energetically favourable in gas-phase from being square
planar to being tetrahedral. Given the over-estimation of a self-consistenly calculated
U in Chapter 4 it is important that a strong link between theory and experiment is
established before theoretical results can be interpretted with confidence. In the case
of Cu(dbm)2, this link is established in the form of experimental and simulated STM
images. The neutral square planar, charged square planar and charged tetrahedral
complexes are all calculated to have distinctive STM images. The observation of these
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images experimentally and at at bias Voltages consistent with those expected by theory
leads to a confident interpretation of the experimental results.
Finally, Chapter 6 shows that the quantum nature of the ions can sometimes be
important for molecular electronics systems. In this chapter, the activation energy
of the tautomerization of porphycene was greatly overestimated by the compared to
experiment when the tautomerization of porphycene was modelled by transition state
theory, treating the ions of the system as classical particles. The inclusion of zero point
energy effects for the hydrogen ions is seen to be essential to obtaining good agreement
with experiment. On the other hand, the quantum effect of tunneling, which is included
in an approximate manner in the calculations by treating the transferred hydrogen
atoms as quantum particles tunnelling through a classical barrier, can be seen to be
of neglible importance. Here a combination of theory and experiment helps to identify
which quantum processes are important in a certain process.
In summary then, this work has endeavoured to increase the understanding of a
number of promising candidate molecules for application in the field of molecular elec-
tronics. The insights gained will prove useful in the further development of similar
systems. Furthermore, the range of systems investigated here emphasise important as-
pects of similar systems that attention should be paid to in future computational work.
These include, the important role of the surface, the role of dispersion interactions
in such systems and treatment of highly-correlated electrons when using (semi)-local
density functionals.
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Appendix A
Appendix to Chapter 3
A.1 Computational Details
All calculations were carried out using the Vienna Ab-initio Simulation Package (VASP)
[57, 58], using a plane wave basis-set, and with electron-ion core electrons described
using the Projector Augmented Wave (PAW) method [183]. The optB86B van der
Waals density functional [75] was used to describe exchange-correlation effects. The
energy cut-off of the plane wave basis-set was 400 eV.
The calculations of 4CT in gas-phase were carried out in a 20A˚ × 20A˚ × 20A˚ unit
cell with only the Γ-point sampled in reciprocal space.
At low surface coverage, a 4 × 5 Cu(110) unit cell was used, with 20A˚ of vacuum
above the Cu(110) surface. Four layers of Cu(110) were used to simulate the Cu(110)
surface, with the bottom two constrained with the calculated bulk lattice constant of
3.60 A˚, resulting in a unit cell of dimensions 14.4 A˚ × 12.7 A˚ × 43.8 A˚. For these
calculations a 2 × 2 × 1 k-point grid was used, using the Monkhorst-Pack scheme [94].
For the high-coverage calculations, a centred c(6 × 8) unit cell was used with a 2
× 2 × 1 k-point grid. Once again, the bottom two layers of the Cu(110) surface were
constrained.
Whenever structures were relaxed they were relaxed until all ionic forces were < 0.01
eV A˚−1.
147
Appendix B
Appendix to Chapter 4
B.1 Computational Details
All calculations were carried out using the Vienna Ab-initio Simulation Package (VASP)
[57, 58], using a plane wave basis-set, and with electron-ion core electrons described
using the Projector Augmented Wave (PAW) method [183]. The optB86B van der
Waals density functional [75] was used to describe exchange-correlation effects. Also,
an orbital dependent Coulomb interaction was included, parameterised by U . To do
this the rotationally invariant implementation of Dudarev and co-workers [92] was used.
The energy cut-off of the plane wave basis-set was 400 eV.
The calculations of CoTPP in gas-phase were carried out in a 20 A˚ × 20 A˚ × 20 A˚
unit cell with only the Γ-point sampled in reciprocal space. On Cu(110), calculations
were carried out with 15 A˚ of vacuum above the Cu(110) surface. The supercell was
suggested by previously carried out LEED experiments and is shown in Figure 4.3. For
these calculations a 4 × 4 × 1 k-point grid was used.
Whenever structures were relaxed they were relaxed until all ionic forces were < 0.01
eV A˚−1.
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Appendix C
Appendix to Chapter 5
C.1 Computational Details
All calculations were carried out using the Vienna Ab-initio Simulation Package (VASP)
[57, 58], using a plane wave basis-set, and with electron-ion core electrons described
using the Projector Augmented Wave (PAW) method [183]. The optB86B van der
Waals density functional [75] was used to describe exchange-correlation effects. Also,
an orbital dependent Coulomb interaction was included, parameterised by U . To do
this the rotationally invariant implementation of Dudarev and co-workers [92] was used.
The energy cut-off of the plane wave basis-set was 400 eV.
The calculations of Cu(dbm)2 in gas-phase were carried out in a 20 A˚ × 20 A˚ × 20 A˚
unit cell with only the Γ-point sampled in reciprocal space. On NaCl 2ML Cu(100),
calculations were carried out in a 22.9 A˚ × 22.9 A˚ × 36.0 A˚ which gave 16 A˚ of vacuum
above the surface when the Cu(dbm)2 adsorbate is in the tetrahedral conformation.
For these calculations only the Γ k-point was sampled. These settings were also used
when the Cu substrate was replaced by the perfect conductor model.
Whenever structures were relaxed they were relaxed until all ionic forces were < 0.01
eV A˚−1.
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Appendix D
Appendix to Chapter 6
D.1 Computational Details
All calculations were carried out using the Vienna Ab-initio Simulation Package (VASP)
[57, 58], using a plane wave basis-set, and with electron-ion core electrons described
using the Projector Augmented Wave (PAW) method [183]. The optB86B van der
Waals density functional [75] was used to describe exchange-correlation effects. The
energy cut-off of the plane wave basis-set was 400 eV.
The calculations of Pc in gas-phase were carried out in a 20 A˚ × 20 A˚ × 20 A˚ unit
cell with only the Γ-point sampled in reciprocal space. On Cu(110), calculations were
carried out in a 25.200 A˚ × 20.365 A˚ × 23.818 A˚ super-cell, which gave 18 A˚ of vacuum
above the surface. For the relaxations and barrier calculations, only the Γ k-point was
sampled. For STM simulations a 2 × 2 × 2 k-point grid was used.
Whenever structures were relaxed they were relaxed until all ionic forces were < 0.01
eV A˚−1. For the nudged elastic band calculations used to calculated the transition
barrier the Vasp Transition State Tools package was used [178, 108].
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