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ABSTRACT
In this paper, sensor fault diagnosis of a singular delayed linear parameter varying (LPV) system is con-
sidered. In the considered system, themodel matrices are dependent on some parameters which are
real-time measurable. The case of inexact parameter measurements is considered which is close to
real situations. Fault diagnosis in this system is achieved via fault estimation. For this purpose, an aug-
mented system is created by including sensor faults as additional system states. Then, an unknown
inputobserver (UIO) is designedwhichestimatesboth the systemstates and the faults in thepresence
ofmeasurement noise, disturbances and uncertainty induced by inexactmeasured parameters. Error
dynamics and the original system constitute an uncertain system due to inconsistencies between
real andmeasured values of the parameters. Then, the robust estimation of the system states and the
faults are achievedwithH∞ performance and formulatedwith a set of linearmatrix inequalities (LMIs).
The designed UIO is also applicable for fault diagnosis of singular delayed LPV systems with unmea-
surable scheduling variables. The efficiency of the proposed approach is illustrated with an example.
1. Introduction
In recent years, fault diagnosis has become an essential
part of industrial systems. Great effort has been carried
out to develop several approaches for fault diagnosis in
different systems. Model-based methods which are based
on the comparison between the estimated behaviour of
the system using a mathematical model and the physical
one obtained from sensor measurements have attracted
much attention in the control system community (see
Chen and Patton (2012), Ding (2008) and references
therein). Fault diagnosis via fault estimation is one of
the trends in this area which can be addressed using the
descriptor system approach. In this approach, the fault
vector is augmented with the state vector that leads to
a descriptor system representation for the augmented
system. Then, the new state vector can be estimated in
the presence of unknown inputs including disturbances
and faults (Aouaouda, Chadli, Cocquempot, & Tarek
Khadir, 2013; Gao &Ding, 2007; López-Estrada, Ponsart,
Astorga-Zaragoza, Camas-Anzueto, &Theilliol, 2015). In
this way, the three stages of fault diagnosis, namely fault
detection, isolation and estimation, are fulfilled directly
in a one-step procedure. Moreover, the residual gener-
ation and evaluation are not needed which reduces the
computational burden of this method.
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Nonlinear systems’ fault diagnosis has attracted much
attention during the past decades (Bokor & Szabó,
2009; De Persis & Isidori, 2001; Frank, 1994; Jiang
& Chowdhury, 2005). One approach to deal with
nonlinear systems is the multiple model represen-
tation. The local models in this approach can be
either linear (Hamdi, Rodrigues, Mechmeche, & Braiek,
2012a) or nonlinear (Moodi & Farrokhi, 2013). Linear
parameter varying (LPV) systems, also called lin-
ear parameter dependent (LPD) systems (Botmart &
Niamsup, 2010; De Souza, Trofino, & De Oliveira, 2003;
Karimi, 2006), are a powerful multiple model representa-
tion for nonlinear systems.AnLPV system is definedwith
a linear structure but with parameter varying (depen-
dent) matrices as coefficients of the model. LPV systems
were first proposed by Shamma (1988) as a generalisation
of the gain-scheduling control systems. The LPV repre-
sentation has been used for many real applications in var-
ious control problems (deOca, Puig,Witczak, &Dziekan,
2012; Giarré, Bauso, Falugi, & Bamieh, 2006; Masub-
uchi, Kato, Saeki, & Ohara, 2004; Rodrigues, Sahnoun,
Theilliol, & Ponsart, 2013). The considered parameters
in the LPV systems allow representing the entire system
behaviour when working in different operating points.
These parameters are usually either functions of the sys-
tem states or functions of the system inputs/outputs. The
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knowledge of these parameters is needed for adapting
the system parameters to the system operating point. In
the case that these parameters are functions of the sys-
tem states, they are unmeasurable and their exact val-
ues are not known. In the case that they are functions of
the system inputs/outputs, they may be measurable but
measurement noises or sensor/actuator faults can devi-
ate them from their true values. So, in both cases the
exact knowledge of these parameters may be unavailable
or inaccurate. In the observer design for fault diagno-
sis of LPV systems, the knowledge of these parameters
is needed to schedule the observer and as a consequence
some uncertainty is induced because of inexact knowl-
edge of parameters. Theilliol and Aberkane (2011) and
López-Estrada, Ponsart, Astorga Zaragoza, Theilliol, and
Aberkane (2014), Yoneyama (2009) have considered LPV
systems with unmeasurable parameters and Jetto and
Orsini (2010) have considered these systems with mea-
surable but uncertain parameters. The difference between
these two situations is that in the case of an unmea-
surable set of parameters, the convergence of parameter
estimation error to zero can lead to asymptotic conver-
gence of the observer; but in the case of uncertain or
noisy measurable parameters, there is always a bounded
error in the state estimation of the observer according
to the level of uncertainty or noise in the parameter
measurements.
Recently, many researchers have focused on fault diag-
nosis of singular systems. Fault diagnosis of this type of
systems has been considered with a UIO based on eigen-
structure assignment in the linear case (Duan, Howe,
& Patton, 2002) and with a fault estimation approach
in the nonlinear case (Gao & Ding, 2007). Singular
LPV systems’ fault diagnosis has attracted the atten-
tion of researchers very recently. Actuator fault estima-
tion for discrete singular LPV systems is carried out
in Astorga-Zaragoza, Theilliol, Ponsart, and Rodrigues
(2012) and Wang, Rodrigues, Theilliol, and Shen (2015),
with the assumption that the exact knowledge of schedul-
ing parameters is available. In Hamdi, Rodrigues, Mech-
meche, Theilliol, and Braiek (2012b) and Rodrigues,
Hamdi, Braiek, and Theilliol (2014), a proportional inte-
gral unknown input observer (PIUIO) for actuator fault
detection and isolation (FDI) and a fault tolerant con-
trol (FTC) system based on an adaptive observer for
continuous singular LPV systems have been designed
respectively, both with the assumption that the param-
eters are exactly known for the observer operation. For
the case of unmeasurable parameters, an LPV observer
for sensor fault estimation is suggested in López-Estrada
et al. (2015) while a robust fault detection observer based
on the H−/H∞ approach to characterise the unknown
input robustness and the fault sensitivity conditions
simultaneously is proposed in Estrada, Ponsart, Theilliol,
and Astorga-Zaragoza (2015).
Time delay occurs in the dynamics of many sys-
tems which can lead to poor performance or instability.
Fault diagnosis in systems which have delayed dynam-
ics has attracted much attention recently. A fault detec-
tion filter for both retarded and neutral time delay sys-
tems is designed based on the geometric approach in
Meskin andKhorasani (2009b)while inMeskin andKho-
rasani (2009a), FDI for distributed time delay systems has
been considered. The problem of robust fault detection
based on UIO design for uncertain time delay systems
is addressed in Ahmadizadeh, Zarei, and Karimi (2014)
such that the fault sensitivity is guaranteed by model-
matching the residual dynamics with a suitable reference
model. Fault detection for singular delayed systems has
been considered inChen, Zhong, andZhang (2011) based
on the H∞ fault detection filter and in Zhai, Zhang, and
Li (2014) based on the H−/H∞ approach.
Singular delayed LPV systems have been considered
recently. These systems present a general class of non-
linear systems in the LPV format in which delayed
dynamics and static relations between states are also con-
sidered. The applications of these systems have been
considered in open flow canal systems (Hassanabadi,
Shafiee, & Puig, 2016b) and in sewer systems (Has-
sanabadi, Shafiee, & Puig, 2016a). Robust admissibility
and H∞ filtering of continuous-time systems have been
considered in Li and Zhang (2012) and Li and Zhang
(2013), respectively, while the robust stability of discrete-
time counterparts are addressed in Zhang and Zhu
(2012). Actuator FDI system design based on perfect
unknown input decoupling has been carried out in Has-
sanabadi et al. (2016b). Hassanabadi et al. (2016a) have
considered robust actuator fault detection for these sys-
tems based on theH∞ theory of delayed LPV systems and
modelmatching the residual with some suitable reference
models to guarantee the minimum fault sensitivity. Sys-
tems with singular delayed LPV models such as open-
flowwater networks can be prone to faults in their sensors
(flow transmitters). To the best of authors’ knowledge, the
problem of sensor fault diagnosis in singular delayed LPV
systems has not been considered yet.
The goal of this paper is to consider the sensor fault
diagnosis problem of singular delayed LPV systems.
Moreover, the uncertainty in the scheduling parameters
of the system (which are either due to the unmeasura-
bility of the parameters or inexactness in the parame-
ter measurements) will be considered. Singular delayed
LPV systems under considering this uncertainty have
not been considered yet in the literature. Fault diagno-
sis is achieved with a direct fault estimation method by
making use of the descriptor system approach. In this
method, the state vector and the sensor fault vector are
augmented and then the new state is estimated with a
UIO. The advantage of this direct fault diagnosis method
is the reduction in computation burden of the diagno-
sis unit because the residual computation and evaluation
steps are not required. In the proposed method, the error
dynamics of the estimation procedure depends on both
real and inexact parameters. The uncertainty induced
by inexact parameters is considered by formulating the
error dynamics in an uncertain system structure as in
Theilliol and Aberkane (2011) and López-Estrada et al.
(2014), Yoneyama (2009). Then, the robust convergence
of the designed UIO in terms of the robust stability of
the uncertain error dynamics system is addressed with a
related bounded real lemma (BRL) and formulated with
a set of LMIs. The designed UIO provides the state and
fault estimates which can be used for both diagnosis and
control.
The remaining of the paper is organised as follows: In
Section 2, problem formulation is introduced. In Section
3, the structure of UIO for the systems under considera-
tion is proposed. In Section 4, the UIO design procedure
and fault diagnosis are addressed. In Section 5, the effec-
tiveness of the proposed approach is illustrated with an
example. Section 6 concludes the main paper results.
Notation
Throughout this paper, the following notation will be
used. R is the set of real numbers. In is the n-dimensional
identity matrix. For a matrix X , XT indicates its trans-
pose. X−1 is the inverse and X+ is the pseudo inverse
of X . ∗ is used to show the elements induced by sym-
metry in a symmetric matrix. sym{A} is a short notation
for A + AT . For a symmetric matrix X , X > 0 (X < 0)
denotes that it is positive (negative) definite. A ⊗ B indi-
cates the Kronecker product between the matrices A and
B. For a square integrable function x(t ), its L2 -norm is
defined as ‖x(t )‖2 =√∫∞0 x(t )T x(t )dt.
2. Problem formulation
In this paper, a class of singular delayed LPV systems
with sensor faults, disturbances and measurement noise
is considered:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
Ex˙(t ) = A0(θ (t ))x(t ) + A1(θ (t ))x(t − τ (t ))
+B(θ (t ))u(t ) + R(θ (t ))d(t )
y(t ) = Cx(t ) + Df f (t ) + Dnn(t )
0 ≤ τ (t ) ≤ τm
τ˙ (t ) ≤ μ
x(t ) = φ(t ) − τm < t < 0
(1)
where x(t ) ∈ Rn0 , u(t ) ∈ Rku , y(t ) ∈ Rm, d(t ) ∈ Rkd ,
n(t ) ∈ Rkn and f (t ) ∈ Rk f are vectors of states, input sig-
nals, output signals, exogenous disturbances, measure-
ment noise and sensor faults, respectively. In (1), E ∈
Rn0×n0 is a constant squarematrix thatmayhave rankdefi-
ciency (rank(E) = r ≤ n0). A0(θ (t )), A1(θ (t )), B(θ (t ))
and R(θ (t )) are matrices with appropriate dimensions
which depend affinely on the time-varying parameter
vector θ (t ) ∈ Rl that is real-time measurable. C, D f and
Dn are constant matrices with appropriate dimensions.
τ (t ) is a time-varying delay. τm and μ are the maximum
bounds on delay and delay derivative values, respectively.
φ(t ) is a continuous vector-valued initial function. The
time-varying parameter vector is assumed to be bounded
in a hyperbox:
θmk ≤ θk(t ) ≤ θMk k = 1, ..., l (2)
Definition 2.1 (Dai, 1989): The matrix pencil (E,A) is
regular if det(sE − A) is not identically zero.
Definition 2.2 (Dai, 1989): The matrix pencil (E,A) is
impulse-free if deg(det(sE − A)) = rank(E).
Definition 2.3 (Li & Zhang, 2012): System (1) is regu-
lar and impulse-free if the matrix pencils (E,A0(θ (t )))
and (E,A0(θ (t )) + A1(θ (t ))) are regular and impulse-
free for the all domains of θ (t ) defined in (2).
Definition 2.4 (Li & Zhang, 2012): System (1) is admis-
sible if it is regular, impulse free and stable.
Assumption 2.1: System (1) is assumed to be admissible.
Remark 2.1: For simplicity of notation, the case of linear
measurement equation is considered in (1). The method-
ology presented in this paper could be extended to the
case with parameter varying output equation. To see the
needed modifications, the interested reader is referred to
Ichalal, Marx, Ragot, and Maquin (2009).
The singular delayed LPV system (1) has matrices that
depend on the time-varying parameter θ (t ). A common
way of treating these systems is to convert them to poly-
topic format (Hassanabadi et al., 2016b) in which the
whole system is represented by a weighted summation of
linear subsystems in the h = 2l vertices of hyperbox (2).
This approach allows extending the methods present in
the literature for LTI systems to LPV systems. The asso-
ciated weights of vertex subsystems are represented by
ρ(θ (t )) ∈ Rh which satisfy:
0 ≤ ρi(θ (t )) ≤ 1 i = 1, · · · , h (3)
h∑
i=1
ρi(θ (t )) = 1 (4)
The polytopic representation of (1) is:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ex˙(t ) =
h∑
i=1
ρi(θ (t ))[A0ix(t ) + A1ix(t − τ (t ))
+Biu(t ) + Rid(t )]
y(t ) = Cx(t ) + Df f (t ) + Dnn(t )
(5)
In (5), for every i ∈ [1, h], the matrices A0i, A1i, Bi, Ri,
C, Df and Dn constitute the linear subsystem defined in
the ith vertex of the hyperbox and the summationmecha-
nism in structure (5) allows approximating the parameter
varying model (1).
Remark 2.2: The subsystem matrices A0i, A1i, Bi, Ri and
the subsystemweights ρi(θ (t )) can be calculated with the
method presented in Hassanabadi et al. (2016a) for any
number of parameters.
In order to estimate the states and sensor faults in sys-
tem (5) simultaneously, a new state vector is constructed
by augmenting the state vector of (5) with the fault vec-
tor:
x˜(t ) =
[
x(t )
f (t )
]
. (6)
The augmented system is presented by:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
E˜ ˙˜x(t ) =
h∑
i=1
ρi(θ (t ))[A˜0ix˜(t ) + A˜1ix˜(t − τ (t ))
+ B˜iu(t ) + R˜id(t ) + F˜ f (t )]
y(t ) = C˜x˜(t ) + Dnn(t )
(7)
where
E˜ =
[
E 0
0 0
]
, A˜0i =
[
A0i 0
0 −Ik f
]
,
A˜1i =
[
A1i 0
0 0
]
, B˜i =
[
Bi
0
]
,
R˜i =
[
Ri
0
]
, F˜ =
[
0
Ik f
]
, C˜ = [C D f ]
Remark 2.3: The order of augmented system (7), is n =
n0 + k f and all the matrices are with appropriate dimen-
sions.
3. UIO formulation
In order to estimate the states of the augmented system (7)
in the presence of unknown inputs, the following UIO is
proposed:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
z˙(t ) =
h∑
i=1
ρi(θˆ (t ))[N0iz(t ) + N1iz(t − τ (t ))
+ L0iy(t ) + L1iy(t − τ (t )) + Giu(t )]
ˆ˜x(t ) = z(t ) + H2y(t )
yˆ(t ) = C˜ ˆ˜x(t )
z(t ) = 0 − τm < t < 0
(8)
where ˆ˜x(t ) ∈ Rn, yˆ(t ) ∈ Rm and z(t ) ∈ Rn are the vec-
tors of the augmented state estimate, output estimate and
observer state, respectively. N0i, N1i, L0i, L1i, Gi and H2
are observer matrices with appropriate dimensions to be
computed. θˆ (t ) is the inexact measured parameters vec-
tor and ρi(θˆ (t )) for i = 1, . . . , h are the weighting func-
tions scheduling between different UIO subsystems cor-
responding to the inexact measured set of parameters.
The state estimation error of UIO (8) is:
e(t ) = x˜(t ) − ˆ˜x(t ). (9)
According to (7)-(8), the error becomes:
e(t ) = x˜(t ) − z(t ) − H2C˜x˜(t ) − H2Dnn(t )
= (In − H2C˜)x˜(t ) − z(t ) − H2Dnn(t ). (10)
Now, a matrixH1 ∈ Rn×n with the following constraint is
considered:
H1E˜ = In − H2C˜. (11)
Thus:
e(t ) = H1E˜x˜(t ) − z(t ) − H2Dnn(t ). (12)
So, the error dynamics is described by means of:
e˙(t ) = H1E˜ ˙˜x(t ) − z˙(t ) − H2Dnn˙(t ). (13)
Substituting (7) and (8) in (13) results in:
e˙(t ) =
h∑
i=1
ρi(θ (t ))[H1A˜0ix˜(t ) + H1A˜1ix˜(t − τ (t ))
+H1B˜iu(t ) + H1R˜id(t ) + H1F˜ f (t )]
−
h∑
i=1
ρi(θˆ (t ))[N0iz(t ) + N1iz(t − τ (t ))
+ L0iC˜x˜(t ) + L0iDnn(t ) + L1iC˜x˜(t − τ (t ))
+ L1iDnn(t − τ (t )) + Giu(t )] − H2Dnn˙(t ). (14)
Considering (12):
e˙(t ) =
h∑
i=1
ρi(θ (t ))[H1A˜0ix˜(t )
+H1A˜1ix˜(t − τ (t )) + H1B˜iu(t )
+H1R˜id(t )+H1F˜ f (t )]−
h∑
i=1
ρi(θˆ (t ))[ − N0ie(t )
+N0iH1E˜x˜(t ) − N0iH2Dnn(t ) − N1ie(t − τ (t ))
+N1iH1E˜x˜(t − τ (t )) − N1iH2Dnn(t − τ (t ))
+ L0iC˜x˜(t ) + L0iDnn(t ) + L1iC˜x˜(t − τ (t ))
+ L1iDnn(t − τ (t )) + Giu(t )] − H2Dnn˙(t ). (15)
the following mathematical manipulation of the terms of
ρi(θˆ (t )) :
h∑
i=1
ρi(θˆ (t ))Xi
=
h∑
i=1
ρi(θ (t ))Xi −
h∑
j=1
[(ρ j(θ (t )) − ρ j(θˆ (t ))]Xj
=
h∑
i=1
ρi(θ (t ))Xi −
h∑
i=1
ρi(θ (t ))
h∑
j=1
[ρ j(θ (t ))
− ρ j(θˆ (t ))]Xj (16)
allows to transform (15) into:
e˙(t )
=
h∑
i=1
ρi(θ (t )){(H1A˜0i − N0iH1E˜ − L0iC˜)x˜(t ) + (H1A˜1i
−N1iH1E˜ − L1iC˜)x˜(t − τ (t )) + N0ie(t )
+N1ie(t − τ (t )) + (H1B˜i − Gi)u(t ) + H1R˜id(t )
+H1F˜ f (t ) + (N0iH2Dn − L0iDn)n(t ) + (N1iH2Dn
− L1iDn)n(t − τ (t )) +
h∑
j=1
(ρ j(θ (t )) − ρ j(θˆ (t )))
×{(N0 jH1E˜ + L0 jC˜)x˜(t ) − N0 je(t ) + (N1 jH1E˜
+ L1 jC˜)x˜(t − τ (t )) − N1 je(t − τ (t )) + Gju(t )
− (N0 jH2Dn − L0 jDn)n(t ) − (N1 jH2Dn − L1 jDn)
× n(t − τ (t ))} − H2Dnn˙(t )}. (17)
If the following conditions are satisfied:
H1E˜ + H2C˜ = In (18)
N0iH1E˜ + L0iC˜ = H1A˜0i (19)
N1iH1E˜ + L1iC˜ = H1A˜1i (20)
Gi = H1B˜i (21)
H1R˜i = 0 (22)
H1F˜ = 0 (23)
the error dynamics can be written as:
e˙(t ) =
h∑
i=1
ρi(θ (t )){N0ie(t ) + N1ie(t − τ (t )) + (N0iH2Dn
− L0iDn)n(t ) + (N1iH2Dn − L1iDn)n(t − τ (t ))
+
h∑
j=1
(ρ j(θ (t )) − ρ j(θˆ (t ))){H1A˜0 j x˜(t ) − N0 je(t )
+H1A˜1 j x˜(t − τ (t )) − N1 je(t − τ (t )) + Gju(t )
− (N0 jH2Dn − L0 jDn)n(t ) − (N1 jH2Dn − L1 jDn)
× n(t − τ (t ))} − H2Dnn˙(t )}. (24)
Now, by defining a set of new variables as follows:
Ksi = Lsi − NsiH2 (25)
for s = 0, 1 and i = 1, ..., h, (19)-(20) are transformed to
a unified representation:
Nsi = H1A˜si − KsiC˜ (26)
Moreover, by using (25), (24) is simplified to:
e˙(t ) =
h∑
i=1
ρi(θ (t )){N0ie(t ) + N1ie(t − τ (t )) − K0iDnn(t )
−K1iDnn(t − τ (t )) +
h∑
j=1
(ρ j(θ (t )) − ρ j(θˆ (t )))
×{H1A˜0 j x˜(t ) − N0 je(t ) + H1A˜1 j x˜(t − τ (t ))
−N1 je(t − τ (t )) + Gju(t ) + K0 jDnn(t )
+K1 jDnn(t − τ (t ))} − H2Dnn˙(t )}. (27)
Now, by considering a new state vector as
ξ (t ) = [ x˜(t )T e(t )T ]T (28)
and a new input vector as
u¯(t ) =
[
u(t )T d(t )T f (t )T n(t )T n(t − τ (t ))T n˙(t )T
]T
,
(29)
the error dynamics system (27) is augmented with system
(7) to form the following uncertain system:
E¯ξ˙ (t ) =
h∑
i=1
ρi(θ (t )){(A¯0i + A¯0i)ξ (t ) + (A¯1i
+A¯1i)ξ (t − τ (t )) + (B¯i + B¯i)u¯(t )} (30)
where
E¯ =
[
E˜ 0
0 I
]
, A¯0i =
[
A˜0i 0
0 N0i
]
, A¯1i =
[
A˜1i 0
0 N1i
]
,
B¯i =
[
B˜i R˜i F˜ 0 0 0
0 0 0 −K0iDn −K1iDn −H2Dn
]
and the uncertain terms are defined by:
A¯0i = MA0A(t )NA (31)
A¯1i = MA1A(t )NA (32)
B¯i = MBB(t )NB (33)
where1
MA0 =
[
0 0[
H1A˜01 · · · H1A˜0h
]
−
[
N01 · · · N0h
]]
2n×2nh
,
MA1 =
[
0 0[
H1A˜11 · · · H1A˜1h
]
−
[
N11 · · · N1h
]]
2n×2nh
A(t ) =
[
	x(t ) 0
0 	x(t )
]
2nh×2nh
,
	x(t ) = diag(δ1(t ), ..., δh(t )) ⊗ In,
δ j(t ) = ρ j(θ (t )) − ρ j(θˆ (t )) (for j = 1, ..., h),
NA =
[
φx 0
0 φx
]
2nh×2n
, φx =
⎡
⎢⎢⎣
In
...
In
⎤
⎥⎥⎦
nh×n
MB =[
0 0 0 0 0 0[
G1 · · · Gh
]
0 0
[
K01Dn · · · K0hDn
] [
K11Dn · · · K1hDn
]
0
]
2n×ku¯h
ku¯ = ku + kd + k f + 3kn,
B(t ) = diag(	u(t ),	d, 	 f , 	n(t ),	n(t ), 	¯n),
	u(t ) = diag(δ1(t ), ..., δh(t )) ⊗ Iku, 	d = 0kdh×kdh,
	 f = 0k f h×k f h, 	n(t ) = diag(δ1(t ), ..., δh(t )) ⊗ Ikn,
	¯n = 0knh×knh
NB = diag(φu, φd, φ f , φn, φn, φ¯n)
φu =
⎡
⎢⎣
Iku
...
Iku
⎤
⎥⎦
kuh×ku
, φd = 0kdh×kd , φ f = 0k f h×k f ,
φn =
⎡
⎢⎣
Ikn
...
Ikn
⎤
⎥⎦
knh×kn
, φ¯n = 0knh×kn
Remark 3.1: Due to the convex properties of scheduling
functions:
−1 ≤ ρ j(θ (t )) − ρ j(θˆ (t ))︸ ︷︷ ︸
δ j(t )
≤ 1
⇒ diag(δ21(t ), ..., δ2h(t )) ≤ Ih,
So:
A(t )TA(t ) ≤ I2nh (34)
B(t )TB(t ) ≤ Iku¯h (35)
4. UIO design and fault diagnosis
4.1. Description and preliminary results
In this section, the matrices of UIO introduced in (8) are
determined such that (18)–(23) are satisfied. By augment-
ing (18) with (22)–(23), the following matrix equality is
obtained:
[
H1 H2
]︸ ︷︷ ︸
H¯
[
E˜ R˜ F˜
C˜ 0 0
]
︸ ︷︷ ︸
Y
= [ In 0 0 ]︸ ︷︷ ︸

(36)
where R˜ = [ R˜1 · · · R˜h ], H¯ ∈ Rn×(n+m), Y ∈
R(n+m)×(n+hkd+k f ) and  ∈ Rn×(n+hkd+k f ).
Remark 4.1: In the case of a constant disturbance dis-
tribution matrix (Ri = R for all subsystems), the formu-
lation derived in (36) is valid by introducing R˜ = R˜ =
[RT 0 ]T and replacing hkd with kd in the dimension of
the related matrices.
Remark 4.2: Matrix equation (36) is solvable if
rank[Y

] = rank(Y ) which is equivalent to the following
condition (Koenig, 2005):
rank(Y ) = n + rank(R˜) + rank(F˜ ) (37)
The solution of matrix equation (36) is:
H¯ = Y+ + K(In+m −YY+) (38)
where Y+ is the pseudo inverse of matrix Y and K is a
gain factor with compatible dimension. This gain adds an
additional degree of freedom that helps in the design of a
suitable UIO. Then, (38) is partitioned as follows:
H¯ = [H1 H2 ] =  [Y1+ Y2+ ]+ K [V1 V2 ]
=
[
Y1+︸ ︷︷ ︸
H10
+KV1 Y2+︸ ︷︷ ︸
H20
+KV2
]
(39)
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where Y+1 = Y+T1 and Y+2 = Y+T2 in which T1 =
[ In 0n×m ]T and T2 = [ 0m×n Im ]T . In a similar manner,
V1 = VT1 andV2 = VT2 in whichV = In+m −YY+.
Now, a Lemma that will be used to guarantee the
robust convergence of UIO is stated:
Lemma 4.1: Consider the following singular delayed LPV
system:
⎧⎨
⎩Ex˙(t ) =
h∑
i=1
ρi(θ (t ))[A0ix(t ) + A1ix(t − τ (t )) + Biw(t )]
z(t ) = Cx(t )
(40)
where w(t ) is a L2 –norm bounded exogenous input and
z(t ) is the measured output and all the matrices are with
compatible dimensions. For a given γ > 0, if there exist
matrices P and Q > 0 such that the following conditions
hold for i = 1, . . . , h :
PTE = ETP ≥ 0 (41)
i =
⎡
⎢⎣P
TA0i + AT0iP + Q +CTC PTA1i PTBi
∗ −(1 − μ)Q 0
∗ ∗ −γ 2I
⎤
⎥⎦ < 0
(42)
then, system (40) is asymptotically stable for w(t ) = 0
and ‖z(t )‖2 < γ ‖w(t )‖2 for zero initial conditions.
Proof: The following Lyapunov–Krasovskii functional is
considered:
V (t, xt ) = xT (t )PTEx(t )+
∫ t
t−τ (t )
xT (λ)Qx(λ)dλ (43)

in which PTE = ETP ≥ 0, Q = QT > 0 and xt := x(t +
ω) where ω ∈ [−τm, 0]. Consider the index:
J =
∫ ∞
0
[z(t )Tz(t ) − γ 2w(t )Tw(t )]dt. (44)
Showing that J < 0 for zero initial condition case and
V˙ (t, xt ) < 0 for zero input case proves the lemma. J can
be written as follows:
J =
∫ ∞
0
[z(t )Tz(t ) − γ 2w(t )Tw(t ) + V˙ (t, xt )]dt
+ V (t, xt )|t=0 − V (t, xt )|t=∞ (45)
in whichV (t, xt )|t=0 = 0 andV (t, xt )|t=∞ ≥ 0, so:
J ≤
∫ ∞
0
[z(t )Tz(t ) − γ 2w(t )Tw(t ) + V˙ (t, xt )]dt.
(46)
Considering the convex property of weighting
functions (4) and themaximumbound of delay derivative
(μ):
J ≤
∫ ∞
0
h∑
i=1
ρi(θ (t ))ζ (t )Tiζ (t )dt (47)
where ζ (t ) = [ x(t )T x(t − τ (t ))T w(t )T ]T . So, i < 0
assures J < 0. The asymptotic stability of (40) is deduced
from negative definiteness of the following submatrix of
i : [
PTA0i + AT0iP + Q PTA1i
∗ −(1 − μ)Q
]
which results in V˙ (t, xt ) < 0 in the non-actuated case.
Remark 4.3: The robust stability criterion presented in
Lemma 4.1 is a delay derivative dependent and delay
independent condition. This Lemma will be used in the
forthcoming parts to derive the UIO design procedure
in LMI format. A delay dependent condition for singular
delayed LPV systems’ robust stability has been presented
in Li and Zhang (2012) but using that condition to guar-
antee the convergence of the UIO needs resolving some
nonlinearities in the matrix inequalities which is beyond
the scope of the current study.
Lemma 4.2: (Yang, Wang, Hung, & Shu, 2005): Let M, N
and  be real matrices with appropriate dimensions and
matrix (t ) satisfying (t )T(t ) ≤ I, then
 + MN + NTTMT < 0 (48)
if and only if there exists a positive scalar ε such that
 + 1
ε
MMT + εNTN < 0 (49)
4.2. Main results
Using the material introduced so far, the following Theo-
rem can be stated.
Theorem 4.1: Considering system (7), if there exist sym-
metric positive definitematrices P2, Q1 andQ2 , matrices P1,
M andMsi for s = 0, 1 and i = 1, ..., h and positive scalars
γ¯ , εA0 , εA1 and εB obtained from the solution to the follow-
ing optimisation problem:
min
P1,P2,Q1,Q2,M,Msi,εA0 ,εA1 ,εB
γ¯ (50)
subject to the following LMI constraints for i = 1, ..., h :
PT1 E˜ = E˜TP1 ≥ 0 (51)
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	i =
⎡
⎢⎣
	i11 · · · 	i19
∗ . . . ...
∗ ∗ 	i99
⎤
⎥⎦ < 0 (52)
where
	i11 =
[
sym{PT1 A˜0i} + Q1 0
0 sym{PT2 H10A˜0i + MV1A˜0i − M0iC˜} + I + Q2
]
	i12 =
[
PT1 A˜1i 0
0 PT2 H10A˜1i + MV1A˜1i − M1iC˜
]
,
	i22 =
[−(1 − μ)Q1 0
0 −(1 − μ)Q2
]
	i13 =
[
PT1 B˜i PT1 R˜i PT1 F˜ 0 0 0
0 0 0 −M0iDn −M1iDn −PT2 H20Dn − MV2Dn
]
,
	i23 = 0, 	i33 = −γ¯ I 	i14 =
[
0 0[
01 · · · 0h
] − [ ¯01 · · · ¯0h ]
]
0 j = PT2 H10A˜0 j + MV1A˜0 j,
¯0 j = PT2 H10A˜0 j + MV1A˜0 j − M0 jC˜ (for j = 1, ..., h)
	i24 = 0, 	i34 = 0, 	i44 = −εA0I
	i15 =
[
εA0φ
T
x 0
0 εA0φTx
]
, 	i25 = 0, 	i35 = 0, 	i45 = 0,
	i55 = −εA0I
	i16 =
[
0 0[
11 · · · 1h
] − [ ¯11 · · · ¯1h ]
]
1 j = PT2 H10A˜1 j + MV1A˜1 j,
¯1 j = PT2 H10A˜1 j + MV1A˜1 j − M1 jC˜ (for j = 1, ..., h)
	i26 = 0, 	i36 = 0, 	i46 = 0, 	i56 = 0, 	i66 = −εA1I
	i17 = 0, 	i27 =
[
εA1φ
T
x 0
0 εA1φTx
]
, 	i37 = 0, 	i47 = 0,
	i57 = 0, 	i67 = 0, 	i77 = −εA1I
	i18 =
[
0 0 0 0 0 0[
ϒ1 · · · ϒh
]
0 0
[
M01Dn · · · M0hDn
] [
M11Dn · · · M1hDn
]
0
]
ϒ j = PT2 H10B˜ j + MV1B˜ j (for j = 1, ..., h)
	i28 = 0, 	i38 = 0, 	i48 = 0, 	i58 = 0,
	i68 = 0, 	i78 = 0, 	i88 = −εBI
	i19 = 0, 	i29 = 0, 	i39 = diag(εBφTu , εBφTd , εBφTf , εBφTn , εBφTn , εBφ¯Tn )
	i49 = 0, 	i59 = 0, 	i69 = 0, 	i79 = 0, 	i89 = 0, 	i99 = −εBI
then, the robust state and fault estimator (8) with the
attenuation level γ = √γ¯ exists and by means of the fol-
lowing variables:
K = P−12 M (53)
Ksi = P−12 Msi for s = 0, 1 and i = 1, ..., h, (54)
the UIO matrices Gi, H2, Nsi and Lsi can be calculated
from (21), (39), (26) and (25), respectively.
Proof: System (30) is considered with the output defined
as z(t ) = C¯ξ (t ) = [ 0 In ]ξ (t ) = e(t ). Lemma 4.1 is used
to guarantee the robust stability of this system. Applying
the conditions of Lemma 4.1 on uncertain system (30)
results in:
PT E¯ = E¯TP ≥ 0 (55)
i =
⎡
⎣sym{PT (A¯0i + A¯0i)} + Q + C¯TC¯ PT (A¯1i + A¯1i) PT (B¯i + B¯i)∗ −(1 − μ)Q 0
∗ ∗ −γ 2I
⎤
⎦
< 0 (56)

which can be transformed into:
i = 0i + sym{A0i } + sym{A1i } + sym{Bi } < 0
(57)
where
0i =
⎡
⎣PTA¯0i + A¯T0iP + Q + C¯TC¯ PT A¯1i PT B¯i∗ −(1 − μ)Q 0
∗ ∗ −γ 2I
⎤
⎦,

A0
i =
⎡
⎣PTA¯0i 0 0∗ 0 0
∗ ∗ 0
⎤
⎦ ,A1i =
⎡
⎣0 PTA¯1i 0∗ 0 0
∗ ∗ 0
⎤
⎦ ,
Bi =
⎡
⎣0 0 PTB¯i∗ 0 0
∗ ∗ 0
⎤
⎦
Considering (31)–(33), (57) transforms into:
i = 0i + sym{M˜A0A(t )N˜A0} + sym{M˜A1A(t )N˜A1}
+ sym{M˜BB(t )N˜B} < 0 (58)
where
M˜A0 =
⎡
⎣PTMA00
0
⎤
⎦ , M˜A1 =
⎡
⎣PTMA10
0
⎤
⎦ , M˜B =
⎡
⎣PTMB0
0
⎤
⎦,
N˜A0 =
[
NA 0 0
]
, N˜A1 =
[
0 NA 0
]
, N˜B =
[
0 0 NB
]
Due to properties (34) –(35) and by applying Lemma 4.2,
(58) can be rewritten as follows:
0i +
1
εA0
M˜A0M˜
T
A0 + εA0N˜TA0N˜A0 +
1
εA1
M˜A1M˜
T
A1
+ εA1N˜TA1N˜A1 +
1
εB
M˜BM˜TB + εBN˜TB N˜B < 0 (59)
and then by applying the Schur complement Lemma, (59)
results in:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0i M˜A0 εA0N˜
T
A0 M˜A1 εA1N˜
T
A1 M˜B εBN˜
T
B
∗ −εA0I 0 0 0 0 0
∗ ∗ −εA0I 0 0 0 0
∗ ∗ ∗ −εA1I 0 0 0
∗ ∗ ∗ ∗ −εA1I 0 0
∗ ∗ ∗ ∗ ∗ −εBI 0
∗ ∗ ∗ ∗ ∗ ∗ −εBI
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0.
(60)
Now, by choosing the following matrix blocks as
Lyapunov–Krasovskii matrices when using Lemma 4.1:
P =
[
P1 0
0 P2
]
Q =
[
Q1 0
0 Q2
]
the condition PT E¯ = E¯TP ≥ 0 is equivalent with (51)
and P2 = PT2 ≥ 0. Substituting the corresponding terms
of0i , M˜A0 , N˜A0 , M˜A1 , N˜A1 , M˜B and N˜B based on thematri-
ces of augmented system (30) in (60) and then by applying
the following change of variables to resolve the nonlinear-
ities in the matrix inequality obtained
M := P2K (61)
Msi := P2Ksi for s = 0, 1 and i = 1, ..., h (62)
γ¯ := γ 2, (63)
the LMI (52) is derived.Whenever the optimisation prob-
lem (50) under LMIs (51)–(52) is solved, K and Ksi are,
respectively, obtained by (53) –(54) which result from
(61) to (62). The unknown matrices of UIO (8) are then
calculated from (21), (39), (26) and (25). So, the robust
convergence of the state and fault estimator (8) with the
unknown input attenuation level γ = √γ¯ is achieved
considering Lemma 4.1. This ends the proof.
Remark 4.4: Theorem 4.1 has the constraint PT1 E˜ =
E˜TP1 ≥ 0 in its formulation which may result in numeri-
cal problems. To avoid these problems, this constraint can
be considered by parameter ising P1 as P1 = P1E˜ + SX
where P1 > 0 and X ∈ R(n−r)×n are the parameter matri-
ces and S ∈ Rn×(n−r) is any full column rankmatrixwhich
satisfies E˜TS = 0 (Lam & Xu, 2006).
Corollary 4.1: Considering the system (7), if there exist
symmetric positive definite matrices P1, P2, Q1 and Q2,
matrices X, M and Msi for s = 0, 1 and i = 1, ..., h and
positive scalars γ¯ , εA0 , εA1 and εB obtained as the solution
to the following optimisation problem:
min
P1,P2,Q1,Q2,X,M,Msi,εA0 ,εA1 ,εB
γ¯ (64)
subject to the following LMI constraints for i = 1, ..., h :
	˜i =
⎡
⎢⎣
	˜i11 · · · 	˜i19
∗ . . . ...
∗ ∗ 	˜i99
⎤
⎥⎦ < 0 (65)
where all blocks of 	˜i are equal with the corresponding
blocks of 	i defined in Theorem 4.1 except the blocks
	˜i11, 	˜i12 and 	˜i13 in which P1 is substituted with P1 =
P1E˜ + SX and S ∈ Rn×(n−r) is any full column rankmatrix
which satisfies E˜TS = 0. Then, the robust state and fault
estimator (8) with the unknown input attenuation level
γ = √γ¯ exists. The matrices K and Ksi are obtained by
(53) –(54) and the UIO matrices Gi, H2, Nsi and Lsi are
then calculated, respectively from (21), (39), (26) and
(25).
Remark 4.5: The formulation in this paper is derived
for the singular delayed LPV systems with inexact mea-
sured parameters. However, the results can also be used
for polytopic LPV systemswith unmeasurable scheduling
functions as in Theilliol and Aberkane (2011) and López-
Estrada et al. (2014). In this case, systems (5) and (7) are
scheduled according to ρi(x(t )) and UIO (8) is sched-
uled according to ρi(xˆ(t )). Considering the substitution
of ρi(θ (t )), ρi(θˆ (t )), ρ j(θ (t )) and ρ j(θˆ (t )), respectively,
with ρi(x(t )), ρi(xˆ(t )), ρ j(x(t )) and ρ j(xˆ(t )) in the cor-
responding equations, the results obtained are also valid
for the singular delayed LPV systems with unmeasurable
scheduling variables.
4.3. Fault diagnosis
The UIO (8) designed in this paper can be used for state
estimation and fault diagnosis in singular delayed LPV
systems with inexact parameters which can include both
cases of inexact measured parameters and unmeasur-
able parameters. The state estimation of this UIO is valid
both in fault free and faulty situations in comparison to
residual-based approaches for fault detection in which
state estimates are just valid in fault free conditions and
they deviate from true values in faulty conditions. Thus,
this UIO could be used for implementing an observer
based fault tolerant controller.
Based on this UIO, fault diagnosis is obtained directly
via estimating the size of faults in the system. The advan-
tage of this method is that unlike the common observer-
based fault detection methods, it is not needed to first
generate residuals and then evaluate them in order to
detect the possible faults in the system. Furthermore, for
the fault isolation phase, it is not needed to design a
bank of observers as being discussed inHassanabadi et al.
(2016b), because each fault is automatically isolatedwhen
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Figure . System states and their estimates in the ﬁrst scenario.
its estimate starts to have a significant deviation from
zero. Thus, fault estimation (last step of fault diagnosis)
is also automatically obtained.
Remark 4.6: Further research can be conducted for fault
diagnosis of discrete-time singular delayed LPV systems
based on discrete-time version of the UIO proposed in
this paper and the stability results proposed in Zhang and
Zhu (2012).
4.4. Summary of themethod
Algorithm 1. Robust state and fault estimation system
design for singular delayed LPV systems with inexact
parameters
5. Illustrative example
5.1. Description
An example is used to illustrate the performance of the
proposed state and fault estimation method. System (1)
with the following numerical values is considered:
Algorithm 
Step 0. Check Assumption . and condition ().
Step 1. Calculate H10 = Y1+ , H20 = Y2+ ,V1 = VT1 andV2 = VT2 .
Step 2. Solve the convex optimisation problem () and obtain
matrices P1 , P2 ,M, X ,Q1 ,Q2 andMsi (for i = 1, ..., h and s = 0, 1).
Step 3. Calculate K and Ksi (for i = 1, ..., h and s = 0, 1) from ()
and (), respectively.
Step 4. Calculate H1 and H2 from ().
Step 5. Calculate Nsi (for i = 1, ..., h and s = 0, 1) and Gi from ()
and (), respectively.
Step 6. Calculate Lsi (for i = 1, ..., h and s = 0, 1) from ().
E =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
⎤
⎥⎥⎦ ,
A0(θ (t ))
=
⎡
⎢⎢⎣
2.2 + 0.1θ1(t) −1.3 −7.8 1.7 + 0.5θ2(t)
6.1 −2.8 −11.8 − 0.3θ1(t) 0.5
9.2 −2.6 − 0.2θ1(t) −16.7 −0.7
12.8 −1.9 −4.1 − 0.1θ2(t) −14.4
⎤
⎥⎥⎦ ,
A1(θ (t )) =
⎡
⎢⎢⎣
0 1 + 0.2θ1(t ) 0 −0.5
−1.2 0 −1 + 0.4θ2(t ) 0.8
0 1 − 0.1θ1(t ) 0 0
−0.7 0 0.3 0
⎤
⎥⎥⎦ ,
Figure . Estimation of the faults on the ﬁrst and the second sensor in the ﬁrst scenario.
B(θ (t )) =
⎡
⎢⎢⎣
1 + 0.15θ1(t )
0.5
2 + 0.25θ1(t )
0
⎤
⎥⎥⎦
R =
⎡
⎢⎢⎣
0
1
0.5
0
⎤
⎥⎥⎦ ,C =
⎡
⎢⎢⎣
−1 1 0 2
4 −2 3 1
1 0 −1 5
−2 1 0 1
⎤
⎥⎥⎦ ,
Df =
⎡
⎢⎢⎣
1 0
0 1
0 0
0 0
⎤
⎥⎥⎦ ,Dn =
⎡
⎢⎢⎣
0.5
−0.7
1.2
0
⎤
⎥⎥⎦
The delay is τ (t ) = 0.6 + 0.4 sin(t ) seconds. The range
of the two parameters are θ1(t ) ∈ [−1, 1] and θ2(t ) ∈
[−1.5, 1.5]. In this case, the polytopic representation (5)
consists of four subsystems defined in one of the vertices
of the parameter variation domain. The gain matrices of
theses subsystems are calculated as follows:
X1 = X (θ (t ))| θ1(t )=θm1
θ2(t )=θm2
, X2 = X (θ (t ))| θ1(t )=θM1
θ2(t )=θm2
,
X3 = X (θ (t ))| θ1(t )=θM1
θ2(t )=θM2
, X4 = X (θ (t ))| θ1(t )=θm1
θ2(t )=θM2
(66)
where X represents A0, A1 and B. Xi for i = 1, . . . , 4 is
the corresponding matrix in the subsystem i. The corre-
sponding time-varying weights of the four subsystems of
the polytopic singular delayed LPV system (5) are calcu-
lated as follows:
ρ1(θ (t )) = α1(t )α2(t ), ρ2(θ (t )) = (1 − α1(t ))α2(t ),
ρ3(θ (t )) = (1 − α1(t ))(1 − α2(t )), ρ4(θ (t ))
= α1(t )(1 − α2(t )) (67)
where α1(t ) = (θM1 − θ1(t ))/(θM1 − θm1 ) and α2(t ) =
(θM2 − θ2(t ))/(θM2 − θm2 ).
5.2. Results
Now, a UIO in the form of (8) is designed based on
Algorithm 1. The convex optimisation (64) is solved with
the SeDuMi solver (Sturm, 1999) using the YALMIP
toolbox (Löfberg, 2004). The obtained UIO matrices
Figure . System states and their estimates in the second scenario.
are:
H2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.0000 0.0000 −0.0000 −0.0000
0.0000 0.0000 −0.1818 0.9091
0.0000 0.0000 −0.0909 0.4545
0.0000 0.0000 0.1818 0.0909
1.0000 −0.0000 −0.1818 −1.0909
−0.0000 1.0000 −0.2727 0.3636
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
G1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.8500
1.4500
2.1000
0.2500
−1.1000
−7.0500
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,G2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.1500
2.0500
2.4000
0.2500
−1.4000
−7.9500
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
G3 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1.1500
1.9136
3.0818
0.3864
−1.5364
−10.4045
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,G4 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.8500
1.3136
2.7818
0.3864
−1.2364
−9.5045
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Although there are four subsystems, due to space
limitations, only the results of the first subsystem
(i = 1) for the matrices N0i, N1i, L0i and L1i are presented
here:
N01 =
⎡
⎢⎢⎢⎢⎢⎢⎣
−0.5748 −1.0027 −0.2694 −0.1468 0.2885 1.8551
−1.1054 −1.9674 −0.4884 −0.2434 0.5847 3.2651
−0.7958 −1.1933 −0.5217 −0.3982 0.2501 4.0811
−0.0442 −0.0381 −0.0504 −0.0503 −0.0077 0.4452
0.6190 1.0408 0.3199 0.1971 −0.2808 −2.3003
2.5199 3.6942 1.7163 1.3456 −0.7273 −13.5787
⎤
⎥⎥⎥⎥⎥⎥⎦
N11 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.2886 0.6303 0.0339 −0.0531 −0.2399 0.0637
0.4823 1.0557 0.0448 −0.0911 −0.3988 0.1496
0.7632 1.6542 0.1485 −0.1279 −0.6456 −0.0476
0.0949 0.2048 0.0229 −0.0150 −0.0811 −0.0223
−0.3835 −0.8351 −0.0568 0.0680 0.3211 −0.0414
−2.5743 −5.5771 −0.5143 0.4285 2.1801 0.2096
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
L01 =
⎡
⎢⎢⎢⎢⎢⎢⎣
−0.0000 −0.0000 1.2711 −4.2547
−0.0000 −0.0000 2.2602 −7.6745
−0.0000 −0.0000 2.6814 −8.4293
−0.0000 −0.0000 0.2821 −0.8349
0.0000 0.0000 −1.5532 5.0896
0.0000 0.0000 −8.8905 27.7928
⎤
⎥⎥⎥⎥⎥⎥⎦ ,
Figure . The scheduling functions of the system and the UIO in the second scenario.
L11 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0.0000 0.0000 −0.2342 0.6709
0.0000 0.0000 −0.4070 1.1076
0.0000 0.0000 −0.5411 1.8421
0.0000 0.0000 −0.0614 0.2342
−0.0000 −0.0000 0.2956 −0.9052
−0.0000 −0.0000 1.8076 −6.2290
⎤
⎥⎥⎥⎥⎥⎥⎦
5.3. Simulation for the inexactmeasured
parameters case
The system under consideration and the designed UIO
have been simulated. In the simulation, the system is
actuated with the input u(t ) = cos (0.2t ). The time
variation of the two parameters are θ1(t ) = sin (0.3t )
and θ2(t ) = 1.5 cos (0.8t ). The parameter measures
θˆ1(t ) and θˆ2(t ) are corrupted with two zero-mean noises
with standard deviations of 0.2 and 0.3, respectively. The
measurement noise n(t ) is considered as a zero-mean
noise with standard deviation of 0.1 and the disturbance
signal is considered as a zero-mean noise with standard
deviation of 0.2. The vector of faults is f (t ) =
[ f1(t ) f2(t ) ]T . Considering the fault distribution matrix
Df , faults f1(t ) and f2(t ) affect the first and the second
sensor of the system, respectively. In the first scenario,
abrupt fault, incipient fault and sinusoidal fault occur on
the two sensors as follows:
f1(t ) =
⎧⎪⎪⎨
⎪⎪⎩
1 3 ≤ t < 7 s
(t − 11)/4 11 ≤ t < 15 s
sin(3t ) 19 ≤ t < 23 s
0 otherwise
f2(t ) =
⎧⎪⎪⎨
⎪⎪⎩
1 5 ≤ t < 9s
(t − 13)/4 13 ≤ t < 17s
sin(3t ) 21 ≤ t < 25 s
0 otherwise
The system and the estimated states are depicted in
Figure 1. As it can be observed from this figure, the
estimated states converge to real states in both fault
free and faulty situations despite the presence of noise,
disturbance, sensor fault and mismatch between the
system scheduling parameters and the UIO scheduling
Figure . Estimation of the faults on the ﬁrst and the second sensor in the second scenario.
parameters. In Figure 2, the fault estimates in this sce-
nario are depicted. Note from this plot that the effect of
unknown inputs and the noisy parameters are attenuated
on the fault estimates.Moreover, the faults on the two sen-
sors are detected and isolated from their estimated val-
ues as they occur. In this scenario, in the time intervals
between 5–7 seconds, 13–15 seconds and 21–23 seconds,
the faults appear simultaneously in the two sensors. Isola-
tion of the simultaneous faults in these intervals has been
successfully achieved using the fault estimation approach
that is proposed in this paper. Fast detection and
isolation of constant and time-varying faults allows to
carry out suitable fault tolerant actions manually or auto-
matically to prevent failures in the system.
5.4. Simulation for the unmeasurable set of
parameters case
In this part, it is assumed that the singular delayed LPV
system (5) is scheduled with ρi(x(t )) and according to
Remark 4.5, sensor fault diagnosis is performed for this
case. The numerical values for different subsystems are
similar to the numerical values of Section 5.1 calculated
based on (66). The scheduling functions that depend on
the unmeasurable variable x(t ) are considered as follows:
ρi(x(t )) = μi(x(t ))∑4
i=1 μi(x(t ))
for i = 1, . . . , 4 where
μ1(x(t )) = exp(2(x1(t ) + 1)2)
μ2(x(t )) = exp(2(x1(t ) − 1)2)
μ3(x(t )) = exp(2(x1(t ) + 0.5)2)
μ4(x(t )) = exp(2(x1(t ) − 0.5)2).
In this case, the UIO (8) is scheduled based on ρi(xˆ(t )).
With the UIO that was designed in Section 5.2, a second
scenario is simulated. In this scenario, the faults on the
two sensors and the measurement noise are considered
similar to the first scenario but the disturbance is assumed
to be a pulse as it is presented in Figure 5. The real states
and the estimated states are shown in Figure 3 where
it can be seen that the estimated states converge to real
ones with a bounded error. The convergence of the UIO
scheduling functions ρi(xˆ(t )) to the system scheduling
functions ρi(x(t )) is shown in Figure 4. Figure 5 depicts
the fault diagnosis task in this scenario despite the pres-
ence of unknown inputs and uncertainty induced by the
unmeasurable parameters in the system. Fault diagno-
sis is obtained directly via a fault estimation procedure
which combines the two phases of detection and isola-
tion in a single phase, avoiding the residual computation
and evaluation. Thus, the computation burden of the fault
diagnosis unit is remarkably reduced. In addition, it can
be observed from the results that perfect decoupling of
the unknown input signals d(t ) and f (t ) on the estima-
tion has been obtained due to constraints (22)–(23) in
the design procedure while the measurement noise and
the effect of parameters inexactness have been attenuated
in the H∞ manner. Perfect decoupling of f (t ) allows to
isolate the faults that appear simultaneously as shown in
Figure 5.
6. Conclusion
In this paper, a UIO-based fault diagnosis scheme for
singular delayed LPV systems with sensor faults, dis-
turbances, measurement noise and inexact measured
parameters has been designed. The sensor faults have
been considered as additional states in an augmented
system. A UIO was designed for estimation of the new
system states in the presence of unknown inputs includ-
ing disturbances, noise and faults added by the uncer-
tainty which is induced by inexact parameters. The
mismatch between real and measured parameters is con-
sidered via an uncertain system approach. The robust
state estimation for the uncertain system with unknown
inputs is formulated using the BRL for the singular
delayed LPV system. Fault diagnosis was achieved via
fault estimation which is an alternative to methods that
require both detection and isolation phases. The results
of this paper are also applicable to the singular delayed
LPV systems with unmeasurable scheduling functions.
Further researchmight be conducted to extend the results
presented in this paper to the multiple delays case and
to obtain delay dependent conditions for UIO design
and fault diagnosis of singular delayed LPV systems in
LMI format by resolving the nonlinearities which appear
when using delay dependent robust stability conditions
for guaranteeing robust convergence of the proposed
UIO. Finally, applying the results obtained in this paper
to design an active fault tolerant controller for singular
delayed LPV systemswill also be considered in the future.
Note
1. In the following notation, the dimension of matrix blocks
is represented as subscripts for the sake of clarity.
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