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IPv6: El IPv6 es un sistema direccional del 128-bit usado para identificar un 
dispositivo en una red. 
DIRECCION IP: Este protocolo es un conjunto de reglas para la comunicación a 
través de Internet, Una dirección IP identifica una red o dispositivo en Internet. 
IPv4:  Es un sistema direccional de 32 bits usado para identificar un dispositivo en 
una red. Es el sistema direccional usado en la mayoría de las redes informáticas, 
incluyendo Internet. 
Spanning Tree: STP (Spanning Tree Protocol), es un protocolo de red de nivel 2 del 
modelo OSI (capa de enlace de datos). 
VLAN:  Una red de área local virtual (VLA N) es una red de switch que es dividida en 
segmentos lógicamente por la función, el área, o la aplicación, sin consideración 














En este trabajo se desarrolla la prueba de habilidades del curso diplomado de 
profundización CCNP de cisco. En la parte inicial se realiza la configuración de un 
escenario propuesto, a continuación, se establece el enrutamiento de ipv4 e ipv6 de 
las redes y subredes, así como la conmutación y protocolos de comunicación. Paso 
seguido se inicia el desarrollo de la topología en el simulador Packet Tracer. 
Configuramos a continuación la capa 2 de la red y su correspondiente soporte host, 
hacemos el enrutamiento con el protocolo ospf versión 2 y 3, y bgp. A continuación, 
establecemos la redundancia por hsrp y así se provee una redundancia de primer 
salto a la red. En la siguiente parte de la configuración se asigna usuario y 
contraseña encriptada para ingresar a los dispositivos de la red de una forma 
segura. Al final se asignan las funciones de administración de la red, dándole 
entonces solución al escenario que se ha propuesto, a lo largo del trabajo se va 
dando una explicación de cada paso con su respectiva línea de comandos o códigos 















In this work the skills test of the Cisco CCNP in-depth diploma course is developed. 
In the initial part, the configuration of a proposed scenario is carried out, then the 
IPv4 and IPv6 routing of the networks and subnets is established, as well as the 
switching and communication protocols. The next step begins the development of the 
topology in the Packet Tracer simulator. Next, we configure layer 2 of the network 
and its corresponding host support, we do the routing with the ospf protocol version 2 
and 3, and bgp. Next, we set redundancy by hsrp and thus provide first-hop 
redundancy to the network. In the next part of the configuration, an encrypted 
username and password are assigned to enter the network devices in a secure way. 
At the end, the network administration functions are assigned, then giving a solution 
to the scenario that has been proposed, throughout the work an explanation of each 
step is given with its respective command line or codes used for the configuration of 













Las telecomunicaciones juegan un papel muy importante en la globalización que hoy 
vivimos, especialmente internet que se ha convertido en una herramienta para la 
competitividad global, por eso la importancia de este diplomado de profundización 
CCNP. La formación que se ha recibido permite que uno pueda desarrollar 
capacidades para implementar y mantener redes de internet ya sean empresariales 
locales o de áreas más amplias. 
Se presenta en este trabajo el desarrollo de la prueba de habilidades que se han 
adquirido en este curso y se ponen en práctica los conocimientos provenientes del 
estudio de los temas que hemos hecho propios relacionados, por ejemplo, con los 
principios básicos de la red, configuración de dispositivos además de los comandos 
que se deben usar para configuración avanzada de dichos dispositivos y protocolos 
de los diferentes enrutamientos. 
Las experiencias y los aprendizajes recogidas durante la realización de la situación 
problemática propuesta, serán claves en el futuro próximo cuando, como 














Escenario asignado  
Topología de la red 
 
 








Tabla 1. Enrutamiento escenario asignado 
Parte 1: Construir la red y configurar los parámetros básicos de los dispositivos y 
el direccionamiento de las interfaces 
Paso 1: Cablear la red como se muestra en la topología.  









Figura 2. Simulación de escenario asignado 
 
Paso 2: Configurar los parámetros básicos para cada dispositivo 
a. Mediante una conexión de consola ingrese en cada dispositivo, entre al modo de 
configuración global y aplique los parámetros básicos. Las configuraciones de 
inicio para cada dispositivo son suministradas a continuación 
Router 1 
Router>enable                          --ingresa al modo EXEC Privilegiado 
Router#config termin              --Configura la terminal manualmente desde la terminal de 
consola 
 Enter configuration commands, one per line. End with CNTL/Z. Router(config)#hostname               
---comando nombra router R1 
R1(config)#ipv6 unicast-routin ---Tipo de dirección ipv6 unidifusión 
R1(config)#no ip domain lookup --Habilita la conversión de nombre a 
15 
 
dirección en el router 
R1(config)#banner motd # R1, ENCOR Skills Assessment, Scenario 1 # ---habilita 
mensaje del día 
R1(config)#line con 0           --se ingresa a modo configuración línea 
R1(config-line) #exec-timeout 0 0        -- se retira el límite de tiempo 
R1(config-line) #logging synchronous    --depurar mensajes no solicitados consola  
R1(config-line) #exit                                --regresar al modo anterior 
R1(config)#interface g0/0/0  --configurar interfaces R1(config-if) # ip 
address 209.165.200.225 255.255.255.224     -–asignar una direccion  
R1(config-if) # ipv6 address fe80::1:1 link-local --asigna direccion 
R1(config-if) # ipv6 address 2001:db8:200::1/64 
R1(config-if) # no shutdown 
Exit                                                                        --inhabilita una interfaz  
interface s0/1/0 ip address 10.0.13.1 255.255.255.0  
ipv6 address fe80::1:3 link-local ipv6 address 2001:db8:100:1013::1/64 
 no shutdown 




Figura 3. Configuracion R1 





ipv6 unicast-routing no ip domain lookup 
banner motd # R2, ENCOR Skills Assessment, Scenario 1 # 
line con 0 
exec-timeout 0 0 logging synchronous exit 
interface g0/0/0 
ip address 209.165.200.226 255.255.255.224 
16 
 
ipv6 address fe80::2:1 link-local ipv6 address 2001:db8:200::2/64 no shutdown 
exit 
interface Loopback 0 
ip address 2.2.2.2 255.255.255.255 





ipv6 unicast-routing no ip domain lookup 
banner motd # R3, ENCOR Skills Assessment, Scenario 1 # line con 0 
exec-timeout 0 0 logging synchronous exit 
interface g0/0/1 
ip address 10.0.11.1 255.255.255.0 
ipv6 address fe80::3:2 link-local 




ip address 10.0.13.3 255.255.255.0 
ipv6 address fe80::3:3 link-local 









no ip domain lookup 
banner motd # D1, ENCOR Skills Assessment, Scenario 1 # 
line con 0 
exec-timeout 0 0 logging synchronous exit 
vlan 100 
name Management exit 
vlan 101 
name UserGroupA exit 
vlan 102 
name UserGroupB exit 
vlan 999 
name NATIVE exit 
interface g1/0/11 no switchport 
ip address 10.0.10.2 255.255.255.0 
ipv6 address fe80::d1:1 link-local 




interface vlan 100 
ip address 10.0.100.1 255.255.255.0 
ipv6 address fe80::d1:2 link-local ipv6 address 2001:db8:100:100::1/64 no shutdown 
exit 
interface vlan 101 
ip address 10.0.101.1 255.255.255.0 
ipv6 address fe80::d1:3 link-local ipv6 address 2001:db8:100:101::1/64 no shutdown 
exit 
interface vlan 102 
ip address 10.0.102.1 255.255.255.0 
ipv6 address fe80::d1:4 link-local ipv6 address 2001:db8:100:102::1/64 no shutdown 
exit 
ip dhcp excluded-address 10.0.101.1 10.0.101.109 
ip dhcp excluded-address 10.0.101.141 10.0.101.254 
ip dhcp excluded-address 10.0.102.1 10.0.102.109 




 ip routing 
ipv6 unicast-routing 
 no ip domain lookup 
banner motd # D2, ENCOR Skills Assessment, Scenario 1 #line con 0 exec-

















ip address 10.0.11.2 255.255.255.0 
ipv6 address fe80::d1:1 link-local 





interface vlan 100 
ip address 10.0.100.2 255.255.255.0 
ipv6 address fe80::d2:2 link-local 
ipv6 address 2001:db8:100:100::2/64 
 no shutdown 
exit 
interface vlan 101 
ip address 10.0.101.2 255.255.255.0 
ipv6 address fe80::d2:3 link-local  
ipv6 address 2001:db8:100:101::2/64 
no shutdown 
exit 
interface vlan 102 
ip address 10.0.102.2 255.255.255.0 
ipv6 address fe80::d2:4 link-local 
ipv6 address 2001:db8:100:102::2/64 
no shutdown 
exit 
ip dhcp excluded-address 10.0.101.1 10.0.101.209 
ip dhcp excluded-address 10.0.101.241 10.0.101.254 
ip dhcp excluded-address 10.0.102.1 10.0.102.209 
ip dhcp excluded-address 10.0.102.241 10.0.102.254 
ip dhcp pool VLAN-101 
network 10.0.101.0 255.255.255.0 
default-router 10.0.101.254 
exit 
ip dhcp pool VLAN-102 
network 10.0.102.0 255.255.255.0 
default-router 10.0.102.254 
exit 









no ip domain lookup 
banner motd # A1, ENCOR Skills Assessment, 
Scenario 1 # line con 0 
exec-timeout 0 0 logging synchronous exit 
vlan 100 




name UserGroupA exit 
vlan 102 
name UserGroupB exit 
vlan 999 
name NATIVE exit 
interface vlan 100 
ip address 10.0.100.3 255.255.255.0 
ipv6 address fe80::a1:1 link-local ipv6 address 
2001:db8:100:100::3/64 no shutdown 
exit 











b. Copie el archivo running-config al archivo startup-config en todos los dispositivos 
 
 
R2>enable --modo privilegiado 






R1#copy running-config startup-config 
 
R3>enable 
R3#copy running-config startup-config 





D1#copy running-config startup-config 




D2#copy running-config startup-config 




A1#copy running-config startup-config 




b. Configure el direccionamiento de los host PC 1 y PC 4 como se muestra en la 
tabla de direccionamiento. Asigne una dirección de puerta de enlace 
predeterminada de 10.0.100.254, la cual será la dirección IP virtual HSRP 
utilizada en la Parte 4. 
 
Para este paso se debe ingresar a cada PC, en desktop, ip configuración, se asigna los 










Parte 2: Configurar la capa 2 de la red y el soporte de Host 
 
En esta parte de la prueba de habilidades, debe completar la configuración de la capa 2 de 
la red y establecer el soporte básico de host. Al final de esta parte, todos los switches deben 
poder comunicarse. PC2 y PC3 deben recibir direccionamiento de DHCP y SLAAC. 





2.1 En todos los switches configure 
interfaces troncales IEEE 
802.1Q sobre los enlaces de 
interconexión entre switches. 
Habilite enlaces trunk 
802.1Q entre: 
• D1 and D2 
• D1 and A1 
• D2 and A1 
 
2.2 En todos los switches 
cambie la VLAN nativa en los 
enlaces troncales. 
Use VLAN 999 como la 
VLAN nativa. 
2.3 En todos los switches 
habilite el protocolo 
Rapid Spanning-Tree (RSTP) 





2.4 En D1 y D2, configure los 
puentes raíz RSTP (root 
bridges) según la información 
del diagrama de topología. 
 
D1 y D2 deben proporcionar 
respaldo en caso de falla del 
puente raíz (root bridge). 
Configure D1 y D2 como raíz 
(root) para las VLAN 
apropiadas, con prioridades 
de apoyo mutuo en caso de 
falla del switch. 
2.5 En todos los switches, cree 
EtherChannels LACP como se 
muestra en el diagrama de 
topología. 
Use los siguientes números 
de canales: 
• D1 a D2 – Port channel 12 
• D1 a A1 – Port channel 1 
• D2 a A1 – Port channel 2 
2.6 En todos los switches, configure 
los puertos de acceso del host 
(host access port) que se 
conectan a PC1, PC2, PC3 y 
PC4. 
Configure los puertos de 
acceso con la configuración de 
VLAN adecuada, como se 
muestra en el diagrama de 
topología. 
 
Los puertos de host deben 
pasar inmediatamente al 




2.7 Verifique los servicios DHCP IPv4. PC2 y PC3 son clientes 
DHCP y deben recibir 
direcciones IPv4 válidas. 
 
2.8 Verifique la conectividad de la 
LAN local 
PC1 debería hacer ping con 
éxito a: 
• D1: 10.0.100.1 
• D2: 10.0.100.2 
• PC4: 10.0.100.6 
PC2 debería hacer ping con 
éxito a: 
• D1: 10.0.102.1 
• D2: 10.0.102.2 
PC3 debería hacer ping con 
éxito a: 
• D1: 10.0.101.1 
• D2: 10.0.101.2 
PC4 debería hacer ping con 
éxito a: 
• D1: 10.0.100.1 
• D2: 10.0.100.2 
• PC1: 10.0.100.5 
 




D1>en -- modo privilegiado 
D1#conf term  
D1(config)#int g1/0/1-- se indica que conexión se va a configurar 
D1(config-if) #switchport trunk encapsulation dot1q -- encapsulación protocolo 802.1Q 
D1(config-if) #switchport mode trunk -- modo trunk (se establece como troncal) 
 
Tarea 2.2 
D1(config-if) #switchport trunk native vlan 999 /se asigna la vlan nativa 999 Se 
realiza esta configuración con cada conexión entre D1 y D2. 
D1(config)#int g1/0/2 
D1(config-if) #switchport trunk encapsulation dot1q 
 
D1(config-if) #switchport mode trunk D1(config-if)#switchport trunk native vlan 999 
Para g1/0/3 y g1/0/4 se usó la configuración de rango con el código: D1(config)#int 
range g1/0/3-4 
D1(config-if-range) #switchport trunk encapsulation dot1q D1(config-if-range) 
#switchport mode trunk 
24 
 
D1(config-if-range) #switchport trunk native vlan 999 
 
D1 and A1 
 
D1(config)#int range g1/0/5-6 
D1(config-if-range) #switchport trunk encapsulation dot1q D1(config-if-range) 
#switchport mode trunk 
D1(config-if-range) #switchport trunk native vlan 999 D2 and A1 
D2(config)#int range g1/0/5-6 
D2(config-if-range) #switchport trunk encapsulation dot1q D2(config-if-range) 
#switchport mode trunk 
D2(config-if-range) #switchport trunk native vlan 999 
 




















Validar el protocolo actual se realiza con el código: “A1#show spa”  
                                --configura el protocolo Rapid Spanning Tree (RSPT). 
A1#conf term                                                           --modo configuración  
A1(config)#spanning-tree mode rapid-pvst                  --Cambio al RSPT 










D1#conf terms                                     -- ingresa modo configuración 
D1(config)#spanning-tree vlan 100,102 root primary /se coloca prioridad 1 Vlan 100-
2 
D1(config)#spanning-tree vlan 101 root secondary    -- prioridad 2 Vlan 101 
 
D2#conf term 
D2#spanning-tree mode rapid-pvst D2(config)#spanning-
tree vlan 101 root primary 




D1 a D2 – Port channel 12 
D1#conf term 
D1(config)#interface range g1/0/1-4                                - – configuración Rango 
26 
 
D1(config-if-range) #channel-protocol lacp                                  -- Protocolo lasp 
D2(config-if-range) #channel-group 12 mode active 
D2(config-if-range) #Creating a port-channel interface Port-channel 12 
D2(config-if-range) #no shutdown 
 
D1 a A1 – Port channel 1 
 
D1(config)#interface range g1/0/5-6 
D1(config-if-range) #channel-protocol lacp 
D1(config-if-range) #channel-group 1 mode active 
 
A1#conf term A1(config)#interface range f0/1-2 
A1(config-if-range) #channel-protocol lacp  




D2 a A1 – Port channel 2 
D2(config)#interface range g1/0/1-6  
D2(config-if-range)#channel-protocol lacp 









Se configura los puertos según vlan 
 
D1(config)#int g1/0/23                                                      – selección del puerto 
D1(config-if) #switchport mode Access                             --modo de accesso             
D1(config-if) #switchport access vlan 100  --asigna la vlan 10 
D1(config-if) # spanning-tree portfast                      --configura protocolo 
 
Configuracion de los demás dispositivos  
 
A1(config)#interface f0/23 
A1(config-if)#switchport mode access 
A1(config-if)#switchport access vlan 101  
A1(config-if)#exit 
A1(config)#interface f0/24 
A1(config-if)#switchport mode access 




D2(config-if) #switchport mode access 
D2(config-if) #switchport access vlan 102 
 
 





Figura 8. Configuración DHCP 
 











Parte 3: Configurar los protocolos de enrutamiento 
 
 
En esta parte, debe configurar los protocolos de enrutamiento IPv4 e IPv6. Al final de esta 
parte, la red debería estar completamente convergente. Los pings de IPv4 e IPv6 a la 
interfaz Loopback 0 desde D1 y D2 deberían ser exitosos. 
 
Nota: Los pings desde los hosts no tendrán éxito porque sus puertas de enlace 
predeterminadas apuntan a la dirección HSRP que se habilitará en la Parte 4. 
 












R1#config term  
Enter configuration commands, one per line. End with CNTL/Z. 
R1(config)#router ospf 4  -- asigna ospf y id 4 
R1(config-router) #router-id 0.0.4.1 --asigna al router ID 
R1(config-router) #do show ip route connected / se muestran las interfaces conectadas 
 C 10.0.10.0/24 is directly connected, GigabitEthernet0/0/1 
C 10.0.13.0/24 is directly connected, Serial0/1/0 
C 209.165.200.224/27 is directly connected, GigabitEthernet0/0/0 
 
R1(config-router) #network 10.0.10.0 0.0.0.255 area 0 -- área 0 a la interfaz 
R1(config-router) #network 10.0.13.0 0.0.0.255 area 0  









Enter configuration commands, one per line. End with CNTL/Z. R3(config)#router ospf 4 
R3(config-router) #router-id 0.0.4.3 
R3(config-router) #do show ip route connected 
C 10.0.11.0/24 is directly connected, GigabitEthernet0/0/1 
C 10.0.13.0/24 is directly connected, Serial0/1/0 
R3(config-router) #network 10.0.11.0 0.0.0.255 area 0 
R3(config-router) #network 10.0.13.0 0.0.0.255 area 0 
 
D1(config)#router ospf 4 
D1(config-router) #router-id 0.0.4.131 
D1(config-router) #do show ip route connected 
C 10.0.10.0/24 is directly connected, GigabitEthernet1/0/11 
C 10.0.100.0/24 is directly connected, Vlan100 
 
C 10.0.102.0/24 is directly connected, Vlan102 
D1(config-router) #network 10.0.100.0 0.0.0.255 area 0 
D1(config-router) #network 10.0.101.0 0.0.0.255 area 0 
D1(config-router) #network 10.0.102.0 0.0.0.255 area 0 
D1(config-router) #network 10.0.10.0 0.0.0.255 area 0 
D1(config-router) #passive-interface default --deshabilita publicaciones OSPFv2 
D1(config-router) #no passive-interface g1/0/11 
 
D2(config)#router ospf 4 
D2(config-router) #router-id 0.0.4.132 
D2(config-router) #do show ip route connected 
C 10.0.11.0/24 is directly connected, GigabitEthernet1/0/11 
C 10.0.102.0/24 is directly connected, Vlan102 
D2(config-router) #network 10.0.100.0 0.0.0.255 area 0 
D2(config-router) #network 10.0.101.0 0.0.0.255 area 0 
D2(config-router) #network 10.0.102.0 0.0.0.255 area 0 
D2(config-router) #network 10.0.11.0 0.0.0.255 area 0 
D2(config-router) #passive-interface default   --deshabilita publicaciones OSPFv2 




Configuración para Ipv6: 
 
R1(config)#ipv6 router ospf 6                --configura ospf en ipv6 
R1(config-rtr)#router-id 0.0.6.1                 --asigna id 
R1(config-rtr)# default-information originate --declara información predeterminada 
31 
 
R1(config-rtr)#exit                                       -- salir de configuración  
R1(config)#int g0/0/1                          --interfaz que se va a configurar  
R1(config-if)#ipv6 ospf 6 area 0        --asigna área 0 en ipv6 
R1(config-if)#exit                             -- salir de configuración  
R1(config)#int s0/1/0   
R1(config-if)#ipv6 ospf 6 area 0 
 
Se configura para R3, D1 y D2 se realiza el mismo para cada dispositivo. 
 
R3(config)#ipv6 router ospf 6   
R3(config-rtr)#router-id 0.0.6.3 
R3(config-rtr)#exit 
R3(config)# interface g0/0/1 
R3(config-if)#ipv6 ospf 6 area 0 
R3(config-if)#exit 
R3(config)#int s0/1/0 




D1(config)#ipv6 router ospf 6 
D1(config-rtr)#router-id 0.0.6.131 
D1(config-rtr)# passive-interface default 
D1(config-rtr)# no passive-interface g1/0/11 
D1(config-rtr)#exit 
D1(config)# interface g1/0/11 
D1(config-if-range)#ipv6 ospf 6 area 0 
D1(config-if)#exit 
D1(config)#int interface vlan 100 
D1(config)#ipv6 ospf 6 area 0  
D1(config-if)#exit 
D1(config)#int interface vlan 101 
D1(config)#ipv6 ospf 6 area 0  
D1(config-if)#exit 
 
D1(config)#int interface vlan 102 




D2(config)#ipv6 router ospf 6 
D2(config-rtr) #router-id 0.0.6.132 
D2(config-rtr)# passive-interface default 
D2(config-rtr)# no passive-interface g1/0/11  
D2(config-rtr)#exit 
D2(config)#int range g1/0/11 
32 
 
D2(config-if-range)#ipv6 ospf 6 area 0 
D2(config-if)#exit 
D2(config)#int g1/0/11 
D2(config-if)#ipv6 ospf 6 area 0 
 
D2(config-if)#exit 
D2(config-if)#interface vlan 100 
D2(config-if)#ipv6 ospf 6 area 0 
D2(config-if)#exit 
D2(config-if)#interface vlan 101 
D2(config-if)#ipv6 ospf 6 area 0  
D2(config-if)#exit 
D2(config-if)#interface vlan 102 






Configure dos rutas estáticas predeterminadas a través de la interfaz Loopback 0: 
- Una ruta estática predeterminada IPv4. 
- Una ruta estática predeterminada IPv6. 
 
R2>en /Se ingresa al modo privilegiado 
R2#conf term /Se ingresa a configurar el terminal 
R2(config)# ip route 0.0.0.0 0.0.0.0 loopback 0 /Se llama la interfaz a conf. Loopback 0 
R2(config-if)# ipv6 route ::/0 loopback 0/ se establece los parámetros a configurar con ip y 
mascara de red, como indica el diagrama del escenario. 
 
Configure R2 en BGP ASN 500 y use el router-id 2.2.2.2. 
 
R2#en/ Se ingresa al modo privilegiado 
R2#conf term / Se ingresa a configurar el terminal 
R2(config-router)#router bgp 500 / se establece el router con bgp 500 
R2(config-router)#bgp router-id 2.2.2.2 /se asigna el id 2.2.2.2 
 
Configure y habilite una relación de vecino IPv4 e IPv6 con R1 en ASN 300. 
 
R2(config-router)#neighbor 209.165.200.225 remote-as 300 /se define la relación vecino 
ipv4 
R2(config-router)#neighbor 2001:db8:200::1/64 remote-as 300/se define la relación vecino 
ipv6 
 
En IPv4 address family, anuncie: 
• La red Loopback 0 IPv4 (/32). 




R2(config-router)#address-family ipv4 / se llama a configurar la familia ipv4  
R2(config-router)# neighbor 209.165.200.225 activate /red loopback 
R2(config-router)# no neighbor 2001:db8:200::1 activate /red loopback 
R2(config-router)# network 2.2.2.2 mask 255.255.255.255 /red y mascara  
R2(config-router)#neighbor 0.0.0.0/0 / ruta por defecto 
R2(config-router)# exit-address-family / salir de la configuración de familia 
 
En IPv6 address family, anuncie: 
• La red Loopback 0 IPv4 (/128). 
• La ruta por defecto (::/0). 
 
R2(config-router)#address-family ipv6 
R2(config-router)# no neighbor 209.165.200.225 activate 
R2(config-router)# neighbor 2001:db8:200::1 activate  
R2(config-router)# network 2001:db8:2222::/128 





Configure dos rutas resumen estáticas a la interfaz Null 0: 
Una ruta resumen IPv4 para 10.0.0.0/8. 
• Una ruta resumen IPv6 para 2001:db8:100::/48. 
 
R1#conf term / se ingresa a configuración de terminal 
R1(config)#ip route 10.0.0.0 255.255.255.255 null0 / se configura interfaz null ipv4 
R1(config)#ip route 2001:db8:100::/48 null0 / interfaz null opv6 
 
Configure R1 en BGP ASN 300 y use el router-id 1.1.1.1. 
 
R1#conf term  / se ingresa a la configuración de terminal 
R1(config)#router bgp 300 / se asigna bgp y ns 300 
R1(config-router)#bgp router-id 1.1.1.1 / se asigan id del router 
 
Configure una relación de vecino IPv4 e IPv6 con R2 en ASN 500. 
 
R1(config-router)#neighbor 209.165.200.226 remote-as 500 /se define la relación vecino 
ipv4 
 
R1(config-router)#neighbor 2001:db8:200::2 remote-as 500 /se define la relación vecino 
ipv6 
 
En IPv4 address family: 
• Deshabilite la relación de vecino IPv6. 
• Habilite la relación de vecino IPv4. 
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• Anuncie la red 10.0.0.0/8. 
 
R1(config-router) # address-family ipv4 unicast 
R1(config-router) # neighbor 209.165.200.226 activate 
R1(config-router) # no neighbor 2001:db8:200::2 activate 
R1(config-router) # network 10.0.0.0 mask 255.0.0.0 
 R1(config-router) # exit-address-family 
 
En IPv6 address family: 
• Deshabilite la relación de vecino IPv4. 
• Habilite la relación de vecino IPv6. 
• Anuncie la red 2001:db8:100::/48. 
 
R1(config-router) # address-family ipv6 unicast 
R1(config-router) # no neighbor 209.165.200.226 activate 
R1(config-router) # neighbor 2001:db8:200::2 activate  
R1(config-router) # network 2001:db8:100::/48 
R1(config-router) # exit-address-family 
 

















Parte 4: Configurar la Redundancia del Primer Salto (First Hop Redundancy) 
 
En esta parte, debe configurar HSRP versión 2 para proveer redundancia de primer salto 






















En D1, cree IP SLAs que 
prueben la accesibilidad 
de la interfaz R1 G0/0/1. 
Cree dos IP SLAs. 
 
• Use la SLA número 4 para IPv4. 
 
• Use la SLA número 6 para IPv6. 
 
Las IP SLAs probarán la disponibilidad de 
la interfaz R1 
G0/0/1 cada 5 segundos. 
 
Programe la SLA para una 
implementación inmediata sin tiempo de 
finalización. 
 
Cree una IP SLA objeto para la IP SLA 4 










En D2, cree IP SLAs que 
prueben la accesibilidad 
de la interfaz R3 G0/0/1. 
Cree IP SLAs. 
 
• Use la SLA número 4 para IPv4. 
 
• Use la SLA número 6 para IPv6. 
 
Las IP SLAs probarán la disponibilidad de 
la interfaz R3 
G0/0/1 cada 5 segundos. 
 
Programe la SLA para una 
implementación inmediata sin tiempo de 
finalización. 
 
Cree una IP SLA objeto para la IP SLA 4 
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and one for IP SLA 6. 
 

























D1 es el router primario para las VLANs 100 y 
102; por lo tanto, su prioridad también se 
cambiará a 150.. 
Configure HSRP version 2. 
Configure IPv4 HSRP grupo 104 para la VLAN 100: 
• Asigne la dirección IP virtual 10.0.100.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 y decremente en 60. 
Configure IPv4 HSRP grupo 114 para la VLAN 101: 
• Asigne la dirección IP virtual 10.0.101.254. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
Configure IPv4 HSRP grupo 124 para la VLAN 102: 
• Asigne la dirección IP virtual 10.0.102.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
Configure IPv6 HSRP grupo 106 para la VLAN 100: 
• Asigne la dirección IP virtual usando 
ipv6 autoconfig. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 6 y decremente en 60. 
Configure IPv6 HSRP grupo 116 para la VLAN 
101: 
• Asigne la dirección IP virtual usando 
ipv6 autoconfig. 
• Habilite la preferencia (preemption). 






















D2 es el router primario para la VLAN 101; por lo 
tanto, su prioridad también se cambiará a 150. 
Configure HSRP version 2. 
Configure IPv4 HSRP grupo 104 para la VLAN 100: 
• Asigne la dirección IP virtual 10.0.100.254. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 y decremente en 60. 
Configure IPv4 HSRP grupo 114 para la VLAN 101: 
• Asigne la dirección IP virtual 10.0.101.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
Configure IPv4 HSRP grupo 124 para la VLAN 102: 
• Asigne la dirección IP virtual 10.0.102.254. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
Configure IPv6 HSRP grupo 106 para la VLAN 100: 
• Asigne la dirección IP virtual usando ipv6 
autoconfig. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 6 para disminuir en 60. 
Configure IPv6 HSRP grupo 116 para la VLAN 101: 
• Asigne la dirección IP virtual usando ipv6 
autoconfig. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 






Cree dos IP SLAs. 
• Use la SLA número 4 para IPv4. 
• Use la SLA número 6 para IPv6. 
D1>enable  
D1#conf terminal   
D1(config)# ip sla 4  --nombra el seguidor del servidor a configurar  
D1(config-ip-sla)# icmp-echo 10.0.10.1   --indica la ip a configurar 
 
Las IP SLAs probarán la disponibilidad de la interfaz R1 G0/0/1 cada 5 segundos. 
 
D1(config-ip-sla-echo)# frequency 5 
D1(config-ip-sla-echo)# exit 
 
D1(config)# ip sla 6 
D1(config-ip-sla)# icmp-echo 2001:db8:100:1010::1 
D1(config-ip-sla-echo)# frequency 5 
D1(config-ip-sla-echo)# exit 
 
Programe la SLA para una implementación inmediata sin tiempo de finalización. 
D1(config-ip-sla)# ip sla schedule 4 life forever start-time now /se define el inicio y que se 
mantenga implementada. 
D1(config-ip-sla)# ip sla schedule 6 life-forever start-time now 
 
Cree una IP SLA objeto para la IP SLA 4 y una para la IP SLA 6. 
 
• Use el número de rastreo 4 para la IP SLA 4. 
• Use el número de rastreo 6 para la IP SLA 6. 
Los objetos rastreados deben notificar a D1 si el estado de IP SLA cambia de Down a Up 
después de 10 segundos, o de Up a Down después de 15 segundos. 
 
D1(config-ip-sla)# track 4 ip sla 4 / es el que permite actualizar el estatus de los cambios 
en la conexión o configuracion. 
D1(config-ip-sla-track)# delay down 10 up 15 / se declara el tiempo en el que actualiza los 
cambios o notifica. 
D1(config-ip-sla-track)#exit 
 
D1(config-ip-sla)# track 6 ip sla 6 











Cree dos IP SLAs. 
• Use la SLA número 4 para IPv4. 
• Use la SLA número 6 para IPv6. 
 
D2>en  
D2#conf term   
D2(config)# ip sla 4  --nombra el seguidor del servidor a configurar 
D2(config-ip-sla)# icmp-echo 10.0.11.1                           -- ip a configurar 
 
Las IP SLAs probarán la disponibilidad de la interfaz R1 G0/0/1 cada 5 segundos. 
 
D2(config-ip-sla-echo)# frequency 5 
D1(config-ip-sla-echo)# exit 
 
D2(config)# ip sla 6 
D2(config-ip-sla)# icmp-echo 2001:db8:100:1010::1 
D2(config-ip-sla-echo)# frequency 5 
D2(config-ip-sla-echo)# exit 
 
Programe la SLA para una implementación inmediata sin tiempo de finalización. 
 
D2(config-ip-sla)# ip sla schedule 4 life forever start-time now      --inicio y que se 
mantenga implementada. 
D2(config-ip-sla)# ip sla schedule 6 life-forever start-time now 
 
Cree una IP SLA objeto para la IP SLA 4 y una para la IP SLA 6. 
 
• Use el número de rastreo 4 para la IP SLA 4. 
• Use el número de rastreo 6 para la IP SLA 6. 
 
Los objetos rastreados deben notificar a D1 si el estado de IP SLA cambia de Down a Up 
después de 10 segundos, o de Up a Down después de 15 segundos. 
 
D2(config-ip-sla)# track 4 ip sla 4        --actualiza el estatus de los cambios en la conexión 
o configuracion. 
D2(config-ip-sla-track)# delay down 10 up 15          --declara el tiempo en el que actualiza 
los cambios o notifica. 
D2(config-ip-sla-track)#exit 
 
D2(config-ip-sla)# track 6 ip sla 6 






Nota: para la tarea 4.1 y 4.2 a pesar de haber cambiado la simulación y migrarla a una 
actividad previa, el packet tracer no reconoce los comandos para realizar esta 









D1 es el router primario para las VLANs 100 y 102; por lo tanto, su prioridad también se 
cambiará a 150. Configure HSRP versión 2. 
 
Configure IPv4 HSRP grupo 104 para la VLAN 100: 
• Asigne la dirección IP virtual 10.0.100.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 y decremente en 60. 
 
Para esto se utiliza el código: 
 
D1(config)#interface vlan 100                 -- ingresa a la vlan a configurar 
D1(config-if)#standby version 2                 --configura HSRP en la vlan 
D1(config-if)#standby 104 ip 10.0.100.254  --asigna la ip virtual 
D1(config-if)#standby 104 priority 150         --establece prioridad en 150 
D1(config-if)#standby 104 preempt     --configura como preferencia 
D1(config-if)#standby 104 track 4 decrement 60   --configura el rastreo del objeto y 
decremento 60 
 
Configure IPv4 HSRP grupo 114 para la VLAN 101: 
• Asigne la dirección IP virtual 10.0.101.254. 
• Habilite la preferencia (preemption). 
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• Rastree el objeto 4 para disminuir en 60. 
 
Se utiliza el código del paso anterior, y se configura la vlan 101, se cambia la ip virtual: 
 
D1(config)#interface vlan 101  
D1(config-if)# standby version 2 
D1(config-if)# standby 114 ip 10.0.101.254  
D1(config-if)# standby 114 preempt 
D1(config-if)#standby 114 track 4 decrement 60 
 
Configure IPv4 HSRP grupo 124 para la VLAN 102: 
• Asigne la dirección IP virtual 10.0.102.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
Se utiliza el código del paso anterior, y se configura la vlan 102, se cambia la ip virtual: 
D1(config)#interface vlan 102 
D1(config-if)# standby version 2 
D1(config-if)# standby 124 ip 10.0.102.254 
D1(config-if)# standby 124 priority 150 
D1(config-if)# standby 124 preempt 
D1(config-if)#standby 124 track 4 decrement 60 
Configure IPv6 HSRP grupo 106 para la VLAN 100: 
 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 6 y decremente en 60. 
 
Para este paso continuamos utilizando el código de configuración anterior y se cambia 
a ipv6, se cambia la vlan y la ip virtual: 
 
D1(config-if)#standby 106 ipv6 autoconfig 
D1(config-if)#standby 106 priority 150 
D1(config-if)#standby 106 preempt 
D1(config-if)#standby 106 track 6 decrement 60 
 
Configure IPv6 HSRP grupo 116 para la VLAN 101: 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Habilite la preferencia (preemption). 
• Registre el objeto 6 y decremente en 60. 
Continuamos con los mismos pasos de configuración cambiando el grupo y la vlan y no 
se establece prioridad: 
D1(config-if)#standby 116 ipv6 autoconfig 
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D1(config-if)# standby 116 preempt 
D1(config-if)# standby 116 track 6 decrement 60 
 
Configure IPv6 HSRP grupo 126 para la VLAN 102: 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 6 y decremente en 60. 
 
Continuamos con los mismos pasos de configuración cambiando el grupo y la vlan y se 
establece prioridad: 
 
D1(config-if)#standby 126 ipv6 autoconfig D1(config-if)# standby 126 priority 150 
D1(config-if)# standby 126 preempt 




Figura 15. HSRPv2 en D1. 
 
Tarea 4.4 
En D2, configure HSRPv2. 
Para esta tarea utilizamos el mismo código de configuración de la tarea 4.3 y 
cambiamos las vlan e ip según corresponda: 
 
D2 es el router primario para la VLAN 101; por lo tanto, su prioridad también se 
cambiará a 150. Configure HSRP versión 2. 
 
Configure IPv4 HSRP grupo 104 para la VLAN 100: 
• Asigne la dirección IP virtual 10.0.100.254. 
• Habilite la preferencia (preemption). 
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• Rastree el objeto 4 y decremente en 60. 
 
D2(config)#interface vlan 100                  --ingresar a la vlan a 
configurar 
 D2(config-if)# standby version 2            --configura HSRP en la vlan  
D2(config-if)# standby 104 ip 10.0.100.254          --asigna la ip virtual 
D2(config-if)# standby 104 track 4 decrement 60        --configura el rastreo del objeto y 
decremento 60 
 
Configure IPv4 HSRP grupo 114 para la VLAN 101: 
• Asigne la dirección IP virtual 10.0.101.254. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
 
Utilizamos los códigos del paso inmediatamente anterior cambiando la vlan, la ip virtual y 
el grupo. Se establece la prioridad 150: 
 
D2(config-if)#interface vlan 101 
D2(config-if)# standby version 2 
D2(config-if)# standby 114 ip 10.0.101.254 
D2(config-if)# standby 114 priority 150 
D2(config-if)# standby 114 preempt 
 
Configure IPv4 HSRP grupo 124 para la VLAN 102: 
• Asigne la dirección IP virtual 10.0.102.254. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 4 para disminuir en 60. 
 
Continuamos con la serie de codigos utilizados en el paso anterior cambiando la vlan y la 
ip virtual en este paso no se establece prioridad: 
 
D2(config-if)#interface vlan 102  
D2(config-if)# standby version 2 
D2(config-if)# standby 124 ip 10.0.102.254  
D2(config-if)# standby 124 preempt 
D2(config-if)#standby 124 track 4 decrement 60 
 
De acá en adelante se replica el código, pero ahora se configura la ipv6: Configure 
IPv6 HSRP grupo 106 para la VLAN 100: 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Habilite la preferencia (preemption). 




D2(config-if)#standby 106 ipv6 autoconfig 
D2(config-if)# standby 106 preempt 
D2(config-if)# standby 106 track 6 decrement 60 
 
Configure IPv6 HSRP grupo 116 para la VLAN 101: 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Establezca la prioridad del grupo en 150. 
• Habilite la preferencia (preemption). 
 
• Rastree el objeto 6 para disminuir en 60. 
Utilizamos los comandos anteriores se cambia a ipv6 se determina prioridad a la vlan 
correspondiente: 
 
D2(config-if)#standby 116 ipv6 autoconfig 
D2(config-if)# standby 116 priority 150 
D2(config-if)# standby 116 preempt 
D2(config-if)# standby 116 track 6 decrement 60 
 
Configure IPv6 HSRP grupo 126 para la VLAN 102: 
• Asigne la dirección IP virtual usando ipv6 autoconfig. 
• Habilite la preferencia (preemption). 
• Rastree el objeto 6 para disminuir en 60. 
Continuamos con la serie de códigos de configuración cambiando la vlan y grupo: 
D2(config-if) #standby 126 ipv6 autoconfig 
D2(config-if) # standby 126 preempt 




Figura 16. HSRPv2 en D2. 
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Parte 5: Seguridad 
 
En esta parte debe configurar varios mecanismos de seguridad en los dispositivos de la 
topología. Las tareas de configuración son las siguientes: 
 
 







En todos los dispositivos, 
proteja el EXEC privilegiado 









En todos los dispositivos, cree 
un usuario local y protéjalo 
usando el algoritmo de 
encripción SCRYPT. 
Detalles de la cuenta 
encriptada SCRYPT: 
• Nombre de usuario 
Local: 
sadmin 
• Nivel de privilegio 15 
 
5.3 
En todos los dispositivos 









En todos los dispositivos 
(excepto R2), configure las 




• Dirección IP del servidor 
RADIUS es 
10.0.100.6. 








En todos los dispositivos 
(excepto R2), configure la lista 




• Use la lista de métodos 
por defecto 




Verifique el servicio AAA en 
todos los dispositivos (except 
R2). 
Cierre e inicie sesión en 
todos los dispositivos 
(except R2) con el usuario: 




Tarea 5.1, 5.2 y 5.3 
 
En todos los dispositivos, proteja el EXEC privilegiado usando el algoritmo de 
encripción SCRYPT. Contraseña: cisco12345cisco 
 
Detalles de la cuenta encriptada SCRYPT: 
• Nombre de usuario Local: sadmin 
• Nivel de privilegio 15 
• Contraseña: cisco12345cisco 
-Habilite AAA (no en R2). 
 




R2#conf term  
R2(config)#enable password cisco12345cisco /se asigna contraseña a modo 
privilegiado 
R2(config)#service password-encryption        --encripta la contraseña 
R2(config)#exit                            --se sale del modo configuracion 
R2(config)#enable secret level 15 cisco12345cisco --crea sesión privilegio 15 
R2(config)#username sadmin privilege 15 secret cisco12345cisco --crea usuario y 
contraseña encriptada para el usuario. 
 
R1>en R1#conf term 
Enter configuration commands, one per line. End with CNTL/Z. 
R1(config)#enable password cisco12345cisco  
R1(config)#service password-encryption 
R1(config)#enable secret level 15 cisco12345cisco  
R1(config)#username sadmin privilege 15 secret cisco12345cisco  
R1(config)#aaa new-model    --se declara el modelo AAA 
 
R3(config)#enable password cisco12345cisco  
R3(config)#service password-encryption  
R3(config)#enable secret level 15 cisco12345cisco 
R3(config)#username sadmin privilege 15 secret cisco12345cisco  
R3(config)#aaa new-model 
 
D1(config)#enable password cisco12345cisco  
D1(config)#service password-encryption  
D1(config)#enable secret level 15 cisco12345cisco 






D2(config)#enable password cisco12345cisco  
D2(config)#service password-encryption  
D2(config)#enable secret level 15 cisco12345cisco 
D2(config)#username sadmin privilege 15 secret cisco12345cisco  
D2(config)#aaa new-model 
 
Tarea 5.4, 5.5 y 5.6 
 
Especificaciones del servidor RADIUS: 
• Dirección IP del servidor RADIUS es 10.0.100.6. 
• Puertos UDP del servidor RADIUS son 1812 y 1813. 
• Contraseña: $trongPass 
 
Especificaciones de autenticación AAA: 
• Use la lista de métodos por defecto 
• Valide contra el grupo de servidores RADIUS 
• De lo contrario, utilice la base de datos local. 
 
Cierre e inicie sesión en todos los dispositivos (except R2) con el usuario: raduser y la 
contraseña: upass123. 
 
Para estos pasos utilizamos los códigos: 
 
R1(config)#aaa new-model  --llamamos el modelo a configurar  
R1(config)#radius server RADIUS -- indica el servidor a configurar Radius 
R1(config-radius-server) #address ipv4 10.0.100.6 auth-port 1812 acct-port 1813 /se 
asigna la dirección ip y puertos del servidor Radius 
R1(config-radius-server) #key $trongPass   --asigna la contraseña $trongPass Se 
replica los códigos de configuración para los demás dispositivos exepto R2: 
R3(config)#aaa new-model  
R3(config)#radius server RADIUS 
R3(config-radius-server) #address ipv4 10.0.100.6 auth-port 1812 acct-port 1813 
R3(config-radius-server) #key $trongPass 
R3(config-radius-server) #exit 
R3(config)#aaa authentication login default group radius local R3(config)#end 
 
D2(config)#aaa new-model D2(config)#radius server RADIUS 
D2(config-radius-server) #address ipv4 10.0.100.6 auth-port 1812 acct-port 1813 





D2(config)#aaa authentication login default group radius local D2(config)#end 
 
D1(config)#aaa new-model D1(config)#radius server RADIUS 
D1(config-radius-server) #address ipv4 10.0.100.6 auth-port 1812 acct-port 1813 
D1(config-radius-server) #key $trongPass 
D1(config-radius-server) #exit 
D1(config)#aaa authentication login default group radius local D1(config)#end 
 
A1(config)#aaa new-model A1(config)#radius server RADIUS 
A1(config-radius-server) #address ipv4 10.0.100.6 auth-port 1812 acct-port 1813 
A1(config-radius-server) #key $trongPass 
A1(config-radius-server) #exit 
A1(config)#aaa authentication login default group radius local A1(config)#end 
 
 
En algunos dispositivos A1 y D1 no fue posible realizar la configuración ya que arroja 
error la configuración de packet tracer, pero son los códigos para utilizar en un 












Parte 6: Configure las funciones de Administración de Red 
 
En esta parte, debe configurar varias funciones de administración de red. Las tareas 
de configuración son las siguientes: 
 








En todos los dispositivos, 
configure el reloj local a la hora 
UTC actual. 




Configure R2 como un 
NTP maestro. 
Configurar R2 como NTP maestro en 





Configure NTP en R1, R3, 
D1, D2, y A1. 
Configure NTP de la siguiente manera: 
 
• R1 debe sincronizar con R2. 
 
• R3, D1 y A1 para sincronizar la hora 
con R1. 
 
• D2 para sincronizar la hora con R3. 
 
6.4 




Syslogs deben enviarse a la PC1 en 
























En todos los dispositivos, configure el reloj local a la hora UTC actual. 
Para esto validamos en los dispositivos la hora configurada con el código 
: R1#show clock -- se verifica la hora configurada 
*2:9:46.478 UTC Mon Mar 1 1993 
 
Como se evidencia que la hora no corresponde a la actual se configura con el código: 
 
R1# clock set 12:24:00 20 Nov 2021/ se configura fecha y hora actual 
 
Se repite el proceso en todos los dispositivos: 
R2#clock set 12:24:00 20 Nov 2021 
R3#clock set 12:24:00 20 Nov 2021 
D2#clock set 12:24:00 20 Nov 2021 
D1#clock set 12:24:00 20 Nov 2021 












Configure SNMPv2c en 
todos los dispositivos 
excepto R2 
Especificaciones de SNMPv2: 
• Unicamente se usará SNMP en 
modo lectura 
(Read-Only). 
• Limite el acceso SNMP a la dirección 
IP de la 
PC1. 
• Configure el valor de contacto 
SNMP con su nombre. 
• Establezca el community string en 
ENCORSA. 
• En R3, D1, y D2, habilite el 
envío de traps config y ospf. 
• En R1, habilite el envío de traps bgp, 
config, y 
ospf. 












Configurar R2 como NTP maestro en el nivel de estrato 3. Para esto utilizamos el código: 
 
R2(config)#ntp master 3 / se configura NTP maestro en el nivel de estrato 3 
 
 
Tarea 6.3, 6.4 y 6.5 
 
Para esta parte utilizamos el código: 
 
R1(config)#ntp server 2.2.2.2               --configura NTP 
R1(config)#logging trap warning          --Syslogs en nivel warning 
R1(config)#logging host 10.0.100.5      --enviarse a la PC1 en 10.0.100.5  




R1(config)#ip access-list standard SNMP-NMS   --configura SNMP lectura 




R1(config- snmp) #snmp-server contact Cisco Filadelfo --valor de contacto SNP 
R1(config- snmp) #snmp-server community ENCORSA ro SNMP-NMS /se establece 
R1(config- snmp) #snmp-server host 10.0.100.5 versión 2c ENCORSA /se declara el host 
R1(config- snmp) #snmp-server ifindex persist --habilita el envío de traps 
R1(config- snmp) #snmp-server enable traps bgp --habilita el envío de traps bgp 
R1(config- snmp) #snmp-server enable traps config   --habilita traps 
R1(config- snmp) # snmp-server enable traps ospf / --habilita el envió de traps osfp 
R1(config- snmp) #end /se finaliza la configuración 
 
Se replica en los demás dispositivos: 
 
R3(config)#logging host 10.0.100.5 R3(config)#logging on 
R3(config)#ip access-list standard SNMP-NMS  
R3(config-std-nacl) #permit host 10.0.100.5  
R3(config-std-nacl) #exit 
R3(config- snmp) #snmp-server contact CiscoFiladelfo 
R3(config- snmp) #snmp-server community ENCORSA ro SNMP-NMS 
R3(config- snmp) #snmp-server host 10.0.100.5 version 2c ENCORSA 
R3(config- snmp) #snmp-server ifindex persist 
R3(config- snmp) #snmp-server enable traps config  
R3(config- snmp) #snmp-server enable traps ospf 
 
D1(config)#logging host 10.0.100.5  
D1(config)#logging on 
D1(config)#ip access-list standard SNMP-NMS 
D1(config-std-nacl) #permit host 10.0.100.5  
D1(config-std-nacl) #exit 
D1(config)#snmp-server contact Filadelfo 
D1(config- snmp) #snmp-server host 10.0.100.5 version 2c ENCORSA  
D1(config- snmp) #snmp-server ifindex persist 
D1(config- snmp) #snmp-server enable traps config  
D1(config- snmp) #snmp-server enable traps ospf 
 
D2(config)#ntp server 10.0.10.1 
D2(config)#logging trap warning 
D2(config)#logging host 10.0.100.5 
D2(config)#logging on 




D2(config-std-nacl) #permit host 10.0.100.5  
D2(config)#snmp-server contact Cisco Filadelfo 
D2(config- snmp) #snmp-server community ENCORSA ro SNMP-NMS  
D2(config- snmp) #snmp-server host 10.0.100.5 version 2c ENCORSA  
D2(config- snmp) # snmp-server enable traps config 
D2(config- snmp) #snmp-server enable traps ospf 
 
A1(config)#ntp server 10.0.10.1  
A1(config)#logging trap warning A1(config)#logging host 10.0.100.5  
A1(config)#logging on 
A1(config)#ip access-list standard SNMP-NMS  
A1(config-std-nacl)#permit host 10.0.100.5  
A1(config-std-nacl) #exit 
A1(config)#snmp-server contact Cisco Filadelfo 
A1(config- snmp) #snmp-server community ENCORSA ro SNMP-NMS  
A1(config- snmp) #snmp-server host 10.0.100.5 version 2c ENCORSA  
A1(config- snmp) #snmp-server ifindex persist 
A1(config- snmp) #snmp-server enable traps config  
A1(config- snmp) #snmp-server enable traps ospf 
 
Nota: en los dispositivos configurados se relaciona la configuracion pero packet tracer no 













El escenario propuesto para esta actividad tubo un alto grado de complejidad, pues la 
recomendación desde el inicio fue hacerlo en el software de simulación GNS3, y no fue 
fácil montar una maquina virtual en el computador y luego instalar en esa maquina virtual 
el simulador GNS3 y hacer que funcionara, y aunque todo esto se logró, no se pudo 
colocar en GNS3 algunos dispositivos indispensables para el desarrollo de la actividad. 
Se migró entonces a el simulador PACKET TRACER que, si tiene los dispositivos, pero 
con la consideración de que este software no soporta algunos comandos necesarios 
para la simulación, caso que se observa por ejemplo en la tarea 4.1 y 4.2 donde packet 
tracer no reconoce los comandos para realizar esta configuración, en la tarea 5.4, 5.5 y 
5.6, observamos también que en los dispositivos A1 y D1 no fue posible realizar la 
configuración ya que arroja error la configuración, igual sucede en el paso 2 a de la 
parte 1 donde R1 no acepta un comando. 
 
La complejidad de la tarea hizo que el esfuerzo para desarrollarla fuera mas grande. La 
investigación fue mas profunda, fueron horas recabando informacion, viendo videos 
donde se explican los diversos temas, haciendo consultas, y lógicamente esto 
enriqueció nuestro conocimiento, logramos desarrollar habilidades valiosas para la vida 
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