In traditional ELM and its improved versions suffer from the problems of outliers or noises due to overfitting and imbalance due to distribution. We propose a novel hybrid adaptive fuzzy ELM(HA-FELM), which introduces a fuzzy membership function to the traditional ELM method to deal with the above problems. We define the fuzzy membership function not only basing on the distance between each sample and the center of the class but also the density among samples which based on the quantum harmonic oscillator model. The proposed fuzzy membership function overcomes the shortcoming of the traditional fuzzy membership function and could make itself adjusted according to the specific distribution of different samples adaptively. Experiments show the proposed HA-FELM can produce better performance than SVM, ELM, and RELM in text classification.
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Introduction: ELM has been applied to text classification research in recent years, because of that ELM has faster learning speed and better generalization performance compared with traditional machine learning method.
Xiang guo Zhao et al. proposed a Bagging-ELM method in document classification, they applied the REV and RCC methods to Bagging-ELM successfully and achieved better results than ELM [1] . Li juan Duan used KELM to classify historical patent documents and achieved better results than SVM [2] . Yu haiyan et al. reduced the text feature by information gain, and introduced wavelet into KELM to conduct the emotional classification of Chinese text [3] . Li Yongqiang proposed CPSO-ELM algorithm to select the input weights and bias of hidden nodes in ELM to classify XML documents by optimizing search strategy [4] .
The traditional ELM often has an overfitting problem when outliers exist in the training datasets. Fuzzy ELM provides an effective approach to deal with the problem [5] , which reduces the effects of outliers by fuzzy membership functions. In this paper, we propose a novel Hybrid Adaptive Fuzzy ELM (HA-FELM). To construct a suitable fuzzy membership function, we should not only consider the distance between the samples and the center of the class but also consider the density of the samples. In this paper, we design a hybrid adaptive fuzzy membership function based on distance and density. The traditional fuzzy density membership depends on the density of k samples that are the nearest neighbor to the sample, which is difficult to reflect the sample distribution. We utilize the advantage of clustering algorithm based on quantum harmonic oscillator model(CA-QHO), which can obtain the actual clustering number without prior knowledge, and automatically cluster the dataset into classes according to the distribution of samples. We introduce this clustering algorithm into fuzzy density membership function, so the density based membership function can be calculated according to the different distribution of samples adaptively. 
Derived by KKT conditions: (2) fuzzy matrix S is diagonal matrix, each element in
, the label of x can be achieved by:
Hybrid Adaptive Fuzzy Membership Function:
1)Fuzzy membership function based on distance We determine the fuzzy membership value of each sample according to the distance between the sample and the class center. The sample is closer to the center, the membership value is greater; otherwise, the membership value is smaller. [6] gives several commonly used distance-based fuzzy membership functions. 2)Fuzzy membership function based on density
The fuzzy membership function based on distance can not reflect the importance of samples accurately, and leads to deviation of classification results，if we only consider the distance factor. We have to think about distance factor and also density factor, when we compute fuzzy membership value. Given Set   | , 1, ,
where i
x is the sample, we define the fuzzy membership function based on density as follows:
  , the parameter k is user-specified constant in advance. Setting parameter k in advance but not The parameter k is set not according to different sample distributions but in advance, which could lead to density measurement deviation. We will solve this problem in the CA-QHO algorithm later. Combining with formula (4) and (5), we propose a hybrid adaptive fuzzy membership function :
Clustering algorithm based on quantum harmonic oscillator model(CA-QHO):
The physical change of the quantum harmonic oscillator to the ground state is very similar to the cluster centers in the clustering algorithm. Analogous to the physical process of the quantum harmonic oscillator, CA-QHO algorithm is depicted as follow: (1) Divide the dataset into n two-dimensional grids; (2) Project the samples in the dataset onto the grid; From Table1, it can be seen that mf1 and MF1 of HA-FELM are higher than all the other methods on the imbalanced dataset Reuters52 and WebKB; and HA-FELM is the second in the list of classification comparision on the balanced dataset 20Newsgroups. The performance of HA-FELM is more obvious on the imbalanced dataset Reuters52 and WebKB. HA-FELM shows stable performance, indicating that this method has good generalization performance. Conclusion:In this paper, we propose a hybrid adaptive fuzzy extreme learning machine model and apply it in text classification, which could overcome the problems of noises and imbalance. We assign low fuzzymembership values for training samples in large categories or contaminated by noises or imbalance. We note the optimal membership function based on sample distribution, so we design the CA-QHO algorithm and apply it to density-based fuzzy membership function. In general, HA-FELM achieves higher predictive accuracy compared to the other five algorithms.
