In this paper we construct directionally sensitive functions that can be viewed as directional time-frequency representations. We call such a sequence a rotational uniform covering frame and by studying rotations of the frame, we derive the rotational Fourier scattering transform and the truncated rotational Fourier scattering transform. We prove that both operators are rotationally invariant, are bounded above and below, are non-expansive, and contract small translations and additive diffeomorphisms. We also construct finite uniform covering frames.
Introduction
The extraction of informative and meaningful features from abstract data is an important step in many signal processing and data analysis applications. For example, a natural image typically comprises of a collection of objects, each having various shapes and patterns. Decomposing an image by orientation, location, and oscillation can separate and isolate individual objects from the remaining ones. For classification tasks, features also need to be stable to small distortions of the input data and encode underlying symmetries and invariances.
Motivated by classification problems, Mallat constructed a stable feature extractor called the windowed scattering transform, by incorporating a cascade of wavelet transforms and complex modulus [18] . Together with collaborators, they showed that it is useful for representing many types of data [4, 21, 1, 15] . Inspired by this theory and the use of Gabor representations in image analysis [13, 16, 2] , we developed a complementary time-frequency theory and studied the properties of the Fourier scattering transform [9] .
The main purpose of this paper is to further incorporate directional information into the Fourier scattering transform. For many classification tasks, the data's information content is invariant under rotations. To name a few, previous papers have used rotationally invariant feature extractors for face recognition [20] and texture classification [19] . We approach this problem by building upon our previous work. We introduced a class of frames called uniform covering frames and combined them with a neural network structure. We review these definitions in Section 2.
Uniform covering frames are not necessarily directionally sensitive, so in Section 3, we construct a subclass called rotational uniform covering frames. These functions are generated by modulations and a nested sequence of finite rotation groups. They are well-localized in both space and frequency, oscillate at various frequencies and directions, and their Fourier transforms are supported in wedges whose diameters are uniformly bounded.
In Section 4, we exploit the rotational structure of these frame elements to derive the rotational Fourier scattering transform and the truncated rotational Fourier scattering transform. To do this, we study the action of a finite rotation group on the frame and this group theoretic viewpoint gives us a natural way of combining the frame with a neural network structure. Our main result, Theorem 4.6, shows that both scattering transforms are invariant under these rotations and satisfy other desirable feature extraction properties.
The remaining sections answer natural questions about our theory. In Section 5, we show how to convert semi-discrete uniform covering frames to finite uniform covering frames. These can be used to compute features for machine learning and signal processing tasks. In Section 6, we discuss the connection between rotational uniform covering frames and other types of directional representations, namely, curvelets, ridgelets, shearlets, and Gabor ridge functions. We argue that rotational uniform covering frames are time-frequency analogues of curvelets.
Background
Let |·| be the Euclidean distance on
dx and this definition has a unique extension to
). The essential support of a Lebesgue measurable function f , denoted supp(f ), is the complement of the largest open set where f = 0 almost everywhere. We say a function
where Q R (0) is the closed cube of side length 2R centered at 0. Definition 2.1. Let P be a countably infinite index set. A uniform covering frame is a sequence of functions,
satisfying the following assumptions.
(a) Assumptions on f 0 and f
supported in a compact neighborhood of the origin and | f 0 (0)| = 1. For each
(c) Uniform covering property. For any R > 0, there exists an integer N > 0 such that for each p ∈ P, the set supp( f p ) can be covered by N cubes of side length 2R.
Uniform covering frames are generalizations of semi-discrete Gabor frames with band-limited windows and additionally, no wavelet frame is a uniform covering frame and vice versa [9] . We combined them with a network structure using the following method. Let P k be the product of P with itself k-times. We associate each multiindex p ∈ P k with the bounded operator
Definition 2.2. Given a uniform covering frame F , the Fourier scattering transform is the operator S F :
The reason we described this operator as "Fourier" is because each f * f p contains information about f at well-localized regions in the frequency domain. There is a natural way of truncating this operator to obtain a finite sized network. Recall the following fact [9, Proposition 2.5]. There exists C 1 > 0 and subsets {P[m] ⊆ P : m ≥ 1} such that for all M ≥ 1,
This result shows that even though P is an abstract index set, the tiling of the frequency domain, see equation (2.1), is done in a natural way. 
Our main results in [9, Theorems 3.6 and 4.3] showed that both of the Fourier scattering transforms, under suitable assumptions, are non-expansive, are bounded above and below, and contract sufficiently small translations and diffeomorphisms.
We will use precise versions of these results in Section 4.
Rotational uniform covering frames
We construct a family of functions R = R(A, B) that implicitly depends on two fixed parameters: A > 0 and an integer B ≥ 1. The functions are partially generated by finite rotation groups. For each integer m ≥ 1, let m * denote the unique integer of the form 2
Let R m be the 2 × 2 counter-clockwise rotation matrix
Let G m = G m (B) be the finite rotation group generated by the following set of
The identity element of G m is denoted e. We will see that G 1 is the most important group in this construction, so to simplify our notation, we write G = G 1 . If H is a subgroup of G, then we write H ≤ G. We have the nested subgroup property,
It follows that for any n ≥ m, each r ∈ G m is a bijection on G n . We need to introduce spherical coordinates. Let φ 1 , φ 2 , . . . , φ d−1 be the angular coordinates where
The following proposition contains two well-known results about the existence of certain cutoff functions whose modulus squared forms a partition of unity. 
We are ready to define the uniform covering frame elements in the Fourier domain and in spherical coordinates. For any ξ ∈ R d , we can write ξ = ρω where ρ ≥ 0 and ω ∈ S d−1 . Let f 0 be the smooth function such that
For each m ≥ 1 and r ∈ G m , let f m,r be the smooth function such that
The next result shows that the sequence of functions,
is a uniform covering frame, where the index set is
Theorem 3.2. Let R = {f 0 }∪{f m,r : (m, r) ∈ G} be the sequence of functions defined above. Then, R is a uniform covering frame for Proof. By construction, f 0 and f p are supported in a compact and connected sets. By Proposition 3.1, we have f 0 (0) = η A (0) = 1. Since f 0 and f p are Schwartz functions, they belong to
We check that the frame condition holds. Using (3.3), (3.4), and Proposition 3.1, we see that Figure 3 .1 for a visualization of G and the tiling properties of R. It remains check that the uniform covering property holds. For each m ≥ 1 and r ∈ G m , since supp( f m,r ) is a rotation of supp( f m,e ), it suffices to check the uniform covering property for the family of sets {supp( f m,e ) : m ≥ 1}. Further, it suffices to check the uniform covering property for the subset {supp( f m,e ) : m * B ≥ 4}, since the complement of this set is {supp( f m,e ) : m * B < 4}, which has finite cardinality. From here onwards, we assume m * B ≥ 4, or equivalently, B m ≤ π/2. Observe that f m,e is supported in the wedge,
To show that {W m : m * B ≥ 4} satisfies the uniform covering property, it suffices to show that the maximum distance between any two points in W m is bounded uniformly in m.
Let ξ, ζ ∈ W m and let (ρ, φ 1 , φ 2 , . . . , φ d−1 ) and (γ, θ 1 , θ 2 , . . . , θ d−1 ) be their spherical coordinates, respectively. We have
Since |φ 1 | ≤ B m ≤ π/2 and similarly for θ 1 , we see that
See Figure 3 .2 for an illustration of this inequality. Using the standard trigonometric inequality, |1 − cos(t)| ≤ t 2 /2 for all t ∈ R, we see that
Using that ρ ≤ A(m + 1), the trigonometric inequality | sin(φ 1 )| ≤ |φ 1 | ≤ B m , and similarly for | sin(θ 1 )|, we have
The same argument shows that
The inequalities (3.1), (3.6), (3.7), and (3.8) imply the Euclidean distance between any two points in W m is bounded uniformly in m, which completes the proof. 
be the sequence of functions constructed in this section. We call R a rotational uniform covering frame.
Remark 3.4. Observe that f m,r (ξ) = f m,e (r −1 ξ), so f m,r as a rotation of f m,e . We also have f m+1,e (ξ) = f 1,e (ξ − mA), so each f m,e is a modulation of f 1,e . For this reason, we say rotational uniform covering frames are generated by rotations and modulations. 
Rotational Fourier scattering transform
Let R be a rotational uniform covering frame and recall that its index set is G = {(m, r) : m ≥ 1, r ∈ G m } with G = G 1 . In order to derive a time-frequency scattering transform that is invariant under rotations G, we carefully study its group action on R. This is carried out in the subsequent steps. Both operations are well-defined in view of the nested subgroup property (3.2).
For any k ≥ 1, we define the left and right group actions of G on G k by extending the above definitions. Indeed, each r ∈ G acts on p ∈ G k on the left according to
and similarly for its right action.
2. The previous observations lead us to the following decomposition. We saw that G is a group action on G k . Then, there exists a set Q k ⊆ G k such that we have the disjoint union
Explicitly, we have
We can consider the action of
Using the identity (3.4), for any r ∈ G and (m, s) ∈ G,
This defines a group action of G on R. Further, this calculation shows that the invariant subsets of R under G are {f 0 } and {f m,s : s ∈ G m }, for each m ≥ 1.
4. For any r ∈ G and (m, s) ∈ G, by identity (4.2) and a change of variables,
By iterating this identity, for all integers k ≥ 1 and p ∈ G k , we obtain
Since definition (3.3) implies that f 0 is rotationally invariant, we see that
5. We now carry out the same steps but for specific finite subsets of G k and Q k . Fix integers k ≥ 1 and M ≥ 1. We define the finite set
By construction of R, we have
with itself k times. Using the same definition as before, we see that G is a group action on G[M]
k . Similar to before, there exists a finite set
k such that we have the disjoint union
k , the same argument as before shows that
(4.6) Definition 4.1. Given a rotational uniform covering frame R, the associated rotational Fourier scattering transform S R is formally defined as
Definition 4.2. Given a rotational uniform covering frame R and integers M, K ≥ 1, the associated truncated rotational Fourier scattering transform
Remark 4.3. We explain our choice of notation. Throughout this paper, we used F to denote a generic uniform covering frame whereas we used R to mean the rotational variant. By assumption, S F denotes the Fourier scattering transform and the subscript emphasizes that it depends on a fixed F . Similarly, the super-script in S R indicates that the rotational Fourier scattering transform depends on a fixed R. By Theorem 3.2, R is a perfectly valid uniform covering frame, so it can be used as the underlying frame in the Fourier scattering transform, and this operator is denoted S R . However, we emphasize that while both S R and S R use the same frame R, they are distinct operators, and likewise for their truncations. This can be easily seen from their definitions or by comparing their network structures. While the sub-script and super-script notation might seem odd, we use them to differentiate between these two operators. In the next two propositions, we derive their quantitative relationship. 
Proof. To prove the equality, we use the decomposition (4.1) to obtain
To prove the inequality, we apply the reverse triangle inequality for the ℓ 2 (G) norm in the definition of S R and the decomposition (4.1),
Proposition 4.5. Let R = {f 0 }∪{f m,r : (m, r) ∈ G} be a rotational uniform covering frame. There exists C 2 > 0 such that for any integers M, K ≥ 1 and integer N ≤
Proof. By comparing the identities (2.2) and (4.4), we see that there exists a constant
k . This fact and the disjoint decomposition (4.5) imply
We are ready to state and prove the main theorem, which shows that S R and S R [M, K] are effective feature extractors. We already did most of the work in the construction of S R and S R [M, K], and in proving Propositions 4.4 and 4.5. The basic strategy is to quantitatively relate S R to S R and then use known results about the latter. Theorem 4.6. Let R = {f 0 } ∪ {f m,r : (m, r) ∈ G} be a rotational uniform covering frame.
, and r ∈ G,
(c) Lower bound: Let ε ∈ [0, 1) and R > 0. For sufficiently large M, K ≥ 1, there exists C ∈ (0, 1) depending on R, ε, M, K, such that for all
(e) Translation contraction: There exists C > 0 depending only on R such that for all integers M,
(f ) Additive diffeomorphism contraction: There exists a constant C > 0 such that for all ε ∈ [0, 1),
Proof.
(a) For the first term in S R (f r ) and S R [M, K](f r ), we use that f 0 is rotationally invariant to obtain
For the remaining terms in S R (f r ), fix an integer k ≥ 1 and q ∈ Q k . By identity (4.3) and re-indexing the following sum, we have
This proves that S R (f r ) = S R (f ). For the remaining terms in S R [M, K](f r ), fix an integer 1 ≤ k ≤ K and q ∈ Q[M, k]. By identity (4.6) and re-indexing the following sum, we have
This proves that
(b) By definition and Proposition 4.4, we have
We apply [9, Theorem 3.6a] to complete the proof.
(c) By Proposition 4.5, there exists C 2 > 0 such that for all N ≤ C 2 M, we have 
Since S R is non-expansive, see [9, Theorem 3 .6b], the result follows.
(e) By definition and Proposition 4.4,
The rest follows by using the translation estimate for S R , see [9, Theorem 3.6c ].
(f) Again, we use the definition and Proposition 4.4 to deduce
We use the diffeomorphism estimate, [9, Theorem 3.6d], to complete the proof.
Remark 4.7. We saw in the proof of Theorem 4.6 that if we replaced the ℓ 2 (G) norm in the definition of S R and S R [M, K] with the ℓ p (G) norm for any 1 ≤ p < ∞, then the resulting operators would still be G-invariant. Additionally, since G is a finite set, all ℓ p (G) norms are equivalent up to constants depending on p and |G|, so our estimates carry generalize to the ℓ p (G) case. We chose the ℓ 2 (G) norm in the definitions of S R and S R [M, K] because it is more natural to work with a Hilbert space as opposed to a Banach space.
Discrete and finite uniform covering frames
For other data analysis and signal processing applications, all functions must be converted into arrays. We show how to construct discrete and finite versions of uniform covering frames. Throughout this section, let F be a uniform covering frame with index set P, and note that F does not necessarily have to be a rotational uniform covering frame.
We introduce the following standard notation to simplify the formulas in this section. For multi-integers n, m ∈ Z d , we write m ≤ n to mean m j ≤ n j for all
Discrete frames
To discretize uniform covering frames, we take advantage of the fact that f p is bandlimited for each p ∈ P and use ideas from classical sampling theory. By definition of a uniform covering frame, the diameter of supp( f p ) is bounded uniformly in p, see
) be the side lengths of the smallest rectangle that contains supp( f p ). Similarly, let S 0 = (S 0,1 , S 0,2 , . . . , S 0,d ) be the side lengths of the smallest rectangle that contains supp( f 0 ). Then, for n ∈ Z d , let
Definition 5.1. We call the sequence of functions
Proof. We will repeatedly use the well-known fact that for any multi-integer S ∈ Z d with S > 0, the sequence of functions,
is an orthonormal basis for L 2 (R d ) functions that are supported in any rectangle of side length S.
Since f p is supported in a translate of a rectangle with side length S, we see that
We use the same argument to handle terms that involve the inner product of f with f 0,n . Doing so, we obtain
Combining equations (5.1), (5.2) and (2.1), we conclude that
Finite frames
To define the finite uniform covering frames, we will replace the Euclidean Fourier transforms with the d-dimensional discrete Fourier transform (DFT), and replace f p with its samples on a lattice. Suppose F is an array of size N, which we want to decompose using the finite uniform covering frames. Let
Its DFT is N-periodic and we view them as samples of its Fourier series evaluated at the points m j = −N j , −N j + 1, . . . , N j , where N ∈ R d is defined as N j = (N j − 1)/2. Call this set of points supp( F ).
Let P N be the finite subset of P such that p ∈ P N if and only if supp( f p ) has nontrivial intersection with the rectangle
Let S p − 1 ∈ Z d be the side length of the smallest rectangle containing supp( f p ) ∩ supp( F ), and let S 0 be defined analogously. For each p ∈ P N and 0 ≤ n ≤ S p − 1, let F p,n be an array of size N, which we define according to its DFT,
Similarly, we define the array F 0,n by
If F and G are arrays of size N > 0, their Frobenius inner product is
and the Frobenius norm is F 2 = F, F . 
a finite uniform covering frame.
Proposition 5.4. For any N = (N 1 , N 2 , . . . , N d ) > 0, the set F finite is a finite Parseval frame for arrays of size N: for all arrays F of size N,
Proof. By Parseval, we have
Since {E p,n : 0 ≤ n ≤ S p − 1} is an orthonormal basis for the support of F p with respect to the inner product ·, · , we have
Repeating the same argument shows that
Combining the equations (5.3), (5.4), (2.1) and recalling that F p are samples of f p , we see that
Relationship with directional representations
While our construction of rotational uniform covering frames is motivated by neural networks, since they are also time-frequency representations and are partially generated by rotations, it is natural to ask whether they are related to recent developments in directional Fourier analysis. In order to make precise comparisons, we first summarize several important works on directional Fourier and wavelet analysis.
1. Candès introduced a wavelet system that decomposes a function according to its direction, scale, and location. For an appropriate non-zero function ψ, see [5, Definition 1] , and (a,
To see why this function is directionally sensitive, observe that ψ a,b,u is constant on hyperplanes perpendicular to u and oscillates in the direction of u. Candès also introduced a discrete ridgelet system, and proved that both the continuous and discrete families are Parseval frames for L 2 (R d ), see [5, Theorems 1 and 2] for precise statements.
2. In contrast to the above wavelet inspired approach, Grafakos and Sansing constructed directional time-frequency representations. For a non-zero g ∈ S(R) and (m, t, u) ∈ R × R × S d−1 , a weighted Gabor ridge function is
and D (n−1)/2 is the Fourier multiplier with symbol |ξ| (n−1)/2 . Similar to ridgelets, a weighted Gabor ridge function is constant along hyperplanes perpendicular to u and oscillates in the direction of u. They proved that this continuous family is a Parseval frame for L 2 (R d ), see [11, Theorem 3] , but were unable to obtain a discrete Parseval frame from this continuous family. This discretization problem was partially resolved: by omitting the multiplier D (n−1)/2 , it is possible to obtain a discrete frame, consisting of (un-weighted) Gabor ridge functions, for certain subspaces of L 2 (R d ), see [10, Theorem 5.6 ] for a precise statement.
3. While both of the previous representations relied on the "ridge" function x → x· u, Candès and Donoho used an entirely different approach to construct a family of wavelets called curvelets [6] . They are constructed using a decomposition of the Fourier domain in the same spirit as the second dyadic decomposition [22, pages 377 and 403]. Each curvelet oscillates in a certain direction and its shape satisfies the anisotropic scaling relation, width ∼ length 2 . We omit their precise definitions since they are quite technical to state and such details are not relevant to our current discussion.
4. Finally, shearlets [17, 12, 7, 8, 3] are also wavelets that extract directional information from functions. Unlike curvelets, they are generated using shearing operations as opposed to rotations.
With these examples of directional representations in mind, we return our attention to rotational uniform covering frames. We first show that each frame element oscillates in a certain direction, which is not surprising since they are partially generated by rotations. We already observed that f p ∈ S(R where σ is the surface measure of S d−1 . Recall that β m,B is supported in the cap {φ 1 : |φ 1 | ≤ B m }, which implies the integral in (6.2) is taken over a subset of the sphere where ω ∼ e 1 . We consider two separate cases.
(a) If x ∈ R d is parallel to re 1 , then x · rω ∼ 1 and the phase in the integrand of (6.2) rapidly changes. Since η A and β m,B are non-negative, we expect f m,r to oscillate in the direction of re 1 . Further, due to the compact support of η A , we have ρ ∼ mA, so f m,r oscillates at frequency approximately mA.
(b) If x ∈ R d is perpendicular to re 1 , then x · rω ∼ 0, and the phase in the integrand of (6.2) changes slowly. Since η A and β m,B are essentially constant, we do not expect f m,r to oscillate in directions perpendicular to re 1 . In view of the directional bias of the frame elements, one might suspect that the frame coefficient f * f m,r carries directional frequency information about f . Indeed, by Plancherel,
By the definitions of η A and β m,B , the integral is taken over the region where ρ ∼ mA and ω ∼ e 1 . This equation shows that f * f m,r L 2 is a weighted average of how much f oscillates at frequencies roughly mA and in approximately the re 1 direction. We have shown that rotational uniform covering frame elements are directionally sensitive and their frame coefficients carry directional information. These properties are also shared by ridgelets, weighted Gabor ridge functions, and curvelets. However, since ridgelets and weighted Gabor ridge functions are constant on hyperplanes, they are not in L p (R d ) for any 0 < p < ∞. In contrast, curvelets and rotational uniform covering frame elements are smooth and well-localized in both space and frequency, and consequently, they belong to many popular function spaces. Of course, curvelets are not uniform covering frames, but their constructions have significant similarities. This can be immediately seen by comparing Figure 6 .1 with [6, Figure 2 .2]. In view of these observations, it is reasonable to say that Gabor ridge functions are timefrequency analogues of ridgelets, while rotational uniform covering frame elements are time-frequency analogues of curvelets.
