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ABSTFtACT 
In this paper we characterize the nonnegative nonsingular tridiagonal matrices 
belonging to the class of inverse M-matrices. We give a geometric eqnivalence for a 
nonnegative nonsingular upper triangular matrix to be in this class. This eqnivalence is 
extended to include some reducible matrices. 
1. PRELIMINARIES 
Let A be a nonnegative nonsingular matrix. Then if A- ’ is an M-matrix, 
then A wih be called an inverse M-matrix. In a recent survey paper [3] C. R. 
Johnson included most of the known properties of the class of inverse 
M-matrices. Moreover, he pointed out the parallels and differences between 
this class and the class of M-matrices. 
Throughout this work we wilI assume that the matrices we are dealing 
with are scaled to have l’s along the diagonal. This is achieved by premulti- 
plying and postmultiplying by nonnegative diagonal matrices. Since the class 
of inverse M-matrices is closed under multiplication by nonnegative diagonal 
matrices, it follows that generality does not suffer under this assumption. The 
notation AT will be used for the transpose of the matrix A. 
A nonempty subset K of Euclidean n-space R” which is closed under 
addition and under multiplication by nonnegative scalars is called a (convex) 
cone in R”. If K is also closed topologically, has a nonempty interior, and 
satisfies K n ( - K) = {0}, then K is called a proper cone. The dual cone is the 
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K* = {x1(x, y) > 0 for all yin K}, 
where (x, y) = xry is the Euclidean inner product. It is well known [l] that if 
K and L are two cones such that K c L, then L* c K*. Another well-known 
fact [2] is that if A is a nonsingular n X n matrix, then K( AT) = K*(A- ‘). The 
set of alI nonnegative linear combinations of a finite set S of vectors in R” is a 
polyhedral cone. Let A be real matrix. Then the set K(A) = { Axlx > O} is a 
polyhedral cone. If A is nonsingular, then K(A) is called simplicial. 
Let A be an n X n matrix of rank r. Then there exist n X r and r X n 
matrices F and G, respectively, such that rank(F) = rank(G) = T and A = FG. 
In this case the product FG is called a rank factorization of A. If F and G are 
nonnegative, then the product FG is called a nonnegative rank factorization 
of A. Thomas [4] showed that the minimum dimensions and rank possible for 
a nonnegative matrix A having no nonnegative rank factorization are 4 ~4 
and 3, respectively. Moreover he showed that 
1 1 0 0 
A= I 1 o 1 o 0 1 0 1 0 0  1 I 
is such a matrix. 
The proof of Lemma 1 is included for completeness. The proofs of 
Lemmas 2, 3, and 4 are easily obtained in a similar fashion. 
LEMMA 1. Let A be a real m X n matrix, and let B be a real m X m 
matrix. If B is non-singular, then the following statements are equivalent: 
(i) B-‘A > 0, 
(ii) K(A) c K(B). 
Proof. To show that (ii) implies (i) we assume that K(A) z K(B). It 
follows that 
Ae, = f qiBei, qj>OO, j=l ,***, m, i=l >a.*> n. 
j=l 
Upon premultiplying this equation by B- ’ we obtain B- ‘A > 0. 
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To show that (i) implies (ii), we assume that B- ‘A is nonnegative. The ith 
column of B-IA can be written as 
m 
B-‘Aei = c rfiej, rii >, 0 for i=l,...,n. 
j=l 
Let x be a vector in K(A). Then there exist nonnegative scalars xk such that 
Therefore x belongs to K(B). This proves (ii). n 
LEMMA 2. Zf A and B are nonsingular real n X n matrices, then the 
following statements are equivalent: 
(i) K(A) = K(B). 
(ii) A-‘B and B-‘A are nonnegative. 
(iii) A-‘B is a nonnegative monomial matrix. 
LEMMAS. Z,etAandBberealn~nmutrices.ZfB>O,thenK(AB)~ 
K(A). 
LEMMA 4. Let A and B be real n X n matrices. Zf B is nonnegative and 
nonsingular, then K(A) c K(AB-‘). 
2. TRIDIAGONAL MATRICES 
In this section we give a necessary and sufficient condition for a nonnega- 
tive nonsingular tridiagonal matrix to be an inverse M-matrix. 
LEMMA 5. Let A be a 3 x 3 nonnegative nonsingular tridiagonal matrix. 
Zf A is an inverse M-matrix, then the superdiagonal and the subdiagonal each 
contain at most one rwnzero entry. 
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ProoJ Without loss of generality we assume that 
Then 
A-‘=(l-ac-bd)-’ 
1-bd -a ab 
-_c 1 -b , 
cd -d l-ac I 
Since A - ’ is an M-matrix, it follows that ab < 0 and cd G 0, and since A is 
nonnegative, it follows that ab = 0 = cd. n 
LEMMA 6. Let A be an n x n nonnegatiue nonsingulur tridiugonal mu- 
trix. Zf A is an inverse M-matrix, then neither the superdiugonul rwr the 
s&diagonal of A can contain two adjacent nonzero entries. 
Proof. Fori=1,2 ,..., n - 2, let A, denote the 3 X 3 submatrix obtained 
from A by deleting rows l,..., i -1,i+3 ,..., n and columns l,..., i - 1, 
i+3 , . . . ,n. Since A is an inverse M-matrix, then so is Ai. By Lemma 5, Ai 
cannot have two adjacent nonzero entries on its superdiagonal. Therefore A 
cannot have two adjacent nonzero entries on its superdiagonal. A similar 
argument shows that A cannot have two adjacent nonzero- entries on the 
subdiagonal. n 
LEMMA 7. Let A be a 3 x 3 nonnegative nonsingular tridiagonul matrix. 
Then the following statements are equivalent: 
(i) A-’ is an M-matrix. 
(ii) All principal minors of A are positive, and the superdiagonul and the 
s&diagonal each contain at most one nonzero entry. 
Proof. To show that (ii) implies (i), assume that A satisfies (ii). There are 
two cases. 
Case 1. There exists a permutation matrix P such that 




1 -a - - 
1 - ab 1-ab ’ 
1 - - 
l-ab l-ab ’ 
0 0 1 
which is an M-matrix. 
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Case 2. The matrix A (or its transpose) is given by 
Therefore 
1 0 
A-‘= 0 -1” 0 , 
[ 1 0 -b 1 
which is an M-matrix. 
The proof that (i) implies (ii) follows from the fact that every principal 
submatrix of an inverse M-matrix is an inverse M-matrix and Lemma 5. 
The following lemma is immediate. n 




Then A-’ is obtained from A by multiplying each of the entries on the 
superdiagonul and the subdiugonul by - 1. 
THEOREM 1. Let A be a nonnegative rwrwing&r tridiugonal n x n 
matrix. Then the following stakments are equivalent: 
(i) A is an inverse M-mutrir. 
(ii) All principal minors of A are positive, and A is the direct sum of 
m&rices of the following type.% 
(a) diagonal m&rices, 
(b) 2 X 2 positive matrices, or 
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Ai = 
d, a, 0 . * . . * * * 0 
0 d, 0 0 
0 b, d, a2 0 
0 0 d, 0 0 
0 bz d, a3 0 
0 0 d, 0 . 
. . . . . 
. . . . . . 
. . . . 0 
. . . at 
0 . . . . . . . 0 b,, d, 
whereat=Oandu=(s-l)/swhensisodd,andb,,=Oandt=s/2when 
s is even. 
Proof. To show that (ii) implies (i) we assume that A is a nonnegative 
nonsingular tridiagonal matrix such that all the principal minors of A are 
positive and A is the direct sum of matrices of the types given by (a), (b), or 
(c). Since the inverse of a diagonal matrix with positive diagonal entries is a 
diagonal matrix with positive diagonal entries, and since the inverse of a 
positive 2 X2 matrix with a positive determinant is an M-matrix, we need 
consider only the blocks of the type given by (c). Let Ai be one of the blocks 
of A that are described in (c). Then Ai = DM, where D is a diagonal matrix 
with positive diagonal entries and M is tridiagonal matrix satisfying the 
hypothesis of Lemma 8. Therefore M- ’ is an M-matrix. Since ( Ai)- ’ = 
M-‘D-l, it follows that (A,)-1 is an M-matrix. 
To show that (i) implies (ii) we assume that A is a nonnegative nonsingu- 
lar tridiagonal n X n matrix such that A- ’ is an M-matrix. Then every 
principal submatrix of A is an inverse M-matrix, and since the determinant of 
an inverse M-matrix is positive, it follows that all principal minors of A are 
positive. Moreover since Lemma 6 implies that neither the subdiagonal nor 
the superdiagonal of A can contain two adjacent nonzero entries, it follows 
that A can be partitioned into blocks of the types given by (a), (b), or (c). w 
3. UPPER TRIANGULAR AND OTHER REDUCIBLE MATRICES 
In this section we give a geometric characterization of an upper triangular 
inverse M-matrix in terms of the cone generated by its columns. This 
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characterization is extended to some reducible matrices. Let A be an n X n 
real matrix. Then A is called a Zmatrix if A has nonpositive off diagonal 
entries. It is well known [3] that if A is a Z-matrix and A-’ is nonnegative, 
then A is an M-matrix. 
THEOREM 2. Let U be a nonnegative upper triangular n x n matrix with 
l’s along the diagonal. Then the following statements are equivalent: 
(i) U is an inverse M-matrix. 
(ii) Ue,-e,EK(Ue,,Ue, ,..., Uek_,)fork=2 ,..., n. 
Proof. Let U be a nonnegative upper triangular n X n matrix with l’s 
along the diagonal Assume that Ue, - ek E K(Ue,, . . . , i%k_l) for k = 2,. . . ,n. 
Then there exist nonnegative scalars aik, i = 1,. . . , k - 1, k = 2,. . . , n, such 
that 
k-l 
uek - ek = c aikUei = u 
i=l 
Premultiplying this equation by U- ‘, we obtain 
k-l 
U-‘ek=ek- C a&i for k=2,...,n. (2) 
i=l 
Therefore U- ’ is a Zmatrix, and so it is an M-matrix. Conversely, if U-i is an 
&f-matrix, then its kth column is given by (2) with aik = Uik > 0 for i = 1,. . . ,n. 
Multiplying by U on the left and rearranging, we obtain (1). Therefore 
statement (ii) is satisfied. n 
THEOREM 3. Let A be a nonnegative nonsingular matrix. Let P be a 
permutation matrix such that 
PAP== ; ; , 
[ I 
where D is diagonal. Zf A is an inverse M-m&$x, then B- ‘C 2 0, and hence 
K(C) c K(B). Conversely, if B is an inverse M-matrix and K(C) c K(B), then 
B- ‘C > 0 and A is an inverse M-matrix. 
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Proof. Assume that A is an inverse M-matrix. Then PAPT is an inverse 
M-matrix. Since 
it follows that B-W is nonnegative. Using Lemma 1, we obtain that K(C) L 
K(B). Conversely, we assume that B is an inverse M-matrix and K(C) c K(B). 
Lemma 1 implies that B-‘C is nonnegative. Therefore PAPT is an inverse 
M-matrix, and so is A. W 
THEOREM 4. Let A be a nonnegative rumsingular n x n matrix parti- 
tionedas 
where B and E are inverse M-matrices of dimensions r X r and s X s, 
respectively, and C is of rank t. If there exists a nonnegative rank factori- 
zationofC,C=FG,su~hthatK(F)_cK(B)andK(G~)_cK(E~),thenAis 
an inverse M-matrix. 
Proof. Recall that 
-B-ICE-’ . 
E-l 1 
If C has the given nonnegative rank factorization, then Lemma 1 yields that 
B-IF 2 0 and (ET)-‘GT > 0. From the second inequality we obtain that 
GE-’ 2 0. Therefore 
B-‘FGE-‘= B-‘CE-’ > 0. 
Thus A is an inverse M-matrix. n 
COROLLARY 1. Let A satisfy the hypothesis of Theorem 4, and let C be 
square and nonsingular. Let C = LDU be a nonnegative LDU factorization of 
C. Zf K(L) c K(B) and K(VT) G K(ET), then A is an inverse M-matrix. 
Proof. The proof follows directly by replacing F with L and G with U in 
Theorem 4. 8 
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The converse of Theorem 4 is false. This is shown in the following 
example. 
EXAMPLE 1. Let 
where Z and C are 4 X 4 blocks, and 
1 1 0 0 
C= [ 1 0 1 
0 10 
0 I 1’ 0   1 
Clearly A-’ is an M-matrix. However, C has no nonnegative rank factori- 
zation, as shown by B. Thomas [4]. 
The next example shows that not every nonnegative rank factorization of 
C need satisfy the cone inclusion conditions of Theorem 4. 
EXAMPLE 2. Let 
1 0 0’1 5 7 
0 1011 3 5 
A= i-;-;I-f-;--; = 
0 0 o/o 1 1 
-0 0 010 0 l_ 
The block C has a nonnegative rank factorization 
Since B = I, it follows that K(B) = Rt. Therefore K(F) c K(B). Moreover 
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Therefore the above rank factorization satisfies the hypothesis of Theorem 4. 
Thus A is an inverse M-matrix. It is the case that C admits another nonnega- 
tive rank factorization, namely 
C=F’G’= [; $][A y ;I, 
but in this case, 
The following example illustrates how to employ Theorem 2 and Theorem 
4 in showing that a reducible matrix is an inverse M-matrix. 
EXAMPLE 3. Let 
2 1’2 2 2 20 
1 1’1 14 11 
A= ;-~~i-f-l--~ = B c 
[ 1 OOlO12 5 OE’ 0 010 0 1 2 




= 22+ il 1 0 
1 









Theorem 2 implies that E is an inverse M-matrix. Now we observe that 
*=2 l 
[ 1 1 1’ 
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is an inverse M-matrix, and that we have the nonnegative rank factorization 
Since 
1 1 0 
w 1 O+l = 3 1 2 L9l 3 5 
it follows that 
Therefore A is an inverse M-matrix by Theorem 5. 
THEOREM 5. Let A be a nonnegative nonsingular n X n matrix parti- 
tioned as 
A= ’ ’ 
[ 1 0 E’ 
where C is an arbitrary block. If A is an inverse M-matrix, then K(C) G K(B) 
and K(CT) G K(ET). 
Proof. Let A be as given in the hypothesis. Assume that A is an inverse 
M-matrix. This yields that B-‘CE-’ > 0. Therefore K(CE-‘) c K(B). Since 
E > 0 is nonsingular, Lemma 4 yields that K(C) c K(CE-‘). Therefore 
K(C) c K(B). To show that K(CT) c K(ET), we have B-‘CE-1 > 0. There- 
fore (E-‘)TCT(B-l)T> 0. Lemma 1 yields that K(CT(B-‘)T)c K(ET). Since 
B is nonsingular and nonnegative, it follows from Lemma 4 that K(CT) G 
K(CT(B-‘)T). Therefore K(CT) c K(ET). n 
In the special case where C is a square nonsingular matrix, the condition 
K(CT)~ K(ET) is equivalent to K*(C-‘) G K*(E-‘). Therefore the conclu- 
sion that K(CT) c K(ET) in Theorem 5 may be replaced by K(E- ‘) c 
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K(C- ‘). In the special case where C is idempotent and the diagonal blocks B 
and E are inverse M-matrices, the converse of Theorem 5 holds and we have 
the following result. 
THEOREM 6. Let A be a nonnegative nonsingular n X n matrix parti- 
tioned as 
where B and E are inverse M-matrices and C is idempotent. Then A is an 
inverse M-matrix if and only if K(C) G K(B) and K(CT) c K(ET). 
Proof. The “only if” part was proved in Theorem 5. To prove the “if” 
part we assume that K(C) c K(B) and K(Cr) c K(Er). From the first it 
follows that B-‘C > 0. The second yields that CE-’ > 0. Thus B-‘C2E-’ 2 0, 
and since C is idempotent, we have B - ‘CE- ’ 2 0. Therefore A is an inverse 
M-matrix. n 
The author would like to express his deep gratitude to Dr. James R. Wall 
of Auburn University for the direction and supemision of this work, which in 
part fnms a chapter of the author’s dimertation. 
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