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SRB MEASURES FOR PARTIALLY HYPERBOLIC SYSTEMS WHOSE
CENTRAL DIRECTION IS WEAKLY EXPANDING
JOSE´ F. ALVES, CARLA L. DIAS, STEFANO LUZZATTO, AND VILTON PINHEIRO
Abstract. We consider partially hyperbolic C1+ diffeomorphisms of compact Riemannian
manifolds of arbitrary dimension which admit a partially hyperbolic tangent bundle decom-
position Es ⊕ Ecu. Assuming the existence of a set of positive Lebesgue measure on which
f satisfies a weak nonuniform expansivity assumption in the centre unstable direction, we
prove that there exists at most a finite number of transitive attractors each of which sup-
ports an SRB measure. As part of our argument, we prove that each attractor admits a
Gibbs-Markov-Young geometric structure with integrable return times. We also characterize
in this setting SRB measures which are liftable to Gibbs-Markov-Young structures.
1. Introduction
A key outstanding question in the theory of Dynamical Systems, which motivates a large
amount of research, is the Palis conjecture [31], which states that “typically” dynamical
systems on finite dimensional manifolds have a finite number of “ergodic attractors”. More
specifically, a Borel probability measure µ onM is a physical measure if there exists a positive
Lebesgue measure set of points x ∈M such that for any continuous ϕ :M → R one has
lim
n→∞
1
n
n−1∑
j=0
ϕ(f j(x)) −→
∫
ϕdµ.
The set of points B(µ) for which the above convergence holds is called the basin of µ. The
Palis conjecture then says that typical dynamical systems admit at least one and at most a
finite number of physical measures and that their basins have full Lebesgue measure in M .
The Palis conjecture has been proved in the setting of smooth one-dimensional maps for
various notions of “typical” [27, 6, 26], but it is still completely open in higher dimensions
where the general problem of proving ergodicity or even finiteness of the number of ergodic
components of a measure is extremely difficult. In this paper we give a contribution to this
area of research by proving that certain natural classes of partially hyperbolic systems admit
SRB measures which can have at most a finite number of ergodic components. As part of
our argument we also show that these SRB measures are associated to particular geometric
structures. We give the precise definitions below as well as a more detailed discussion and
comparison of existing results.
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1.1. SRB measures. Throughout this paper we let M be a finite dimensional compact
Riemannian manifold and f : M → M a diffeomorphism of class C1+, meaning that f is C1
with Ho¨lder continuous derivative. We denote by Leb a normalized volume form on the Borel
sets of M that we call Lebesgue measure. Given a submanifold γ ⊂M we use Lebγ to denote
the measure on γ induced by the restriction of the Riemannian structure to γ.
In our setting we will work with a particular class of physical measures: we say that an
ergodic f -invariant probability measure µ is an SRB measure if it has no zero Lyapunov expo-
nents µ almost everywhere and the conditional measures on unstable manifolds are absolutely
continuous with respect to the Lebesgue measures on these manifolds. It follows by standard
results on the absolute continuity of the stable foliation that SRB measures are a particular
form of physical measures [11, 32, 34, 43].
1.2. Hyperbolicity. The only general class of dynamical systems in higher dimensions for
which the problem of the number of physical measures has been solved is that of uniformly
hyperbolic diffeomorphisms, i.e. systems which admit a continuous invariant tangent bundle
decomposition TM = Es ⊕Eu such that the differential map is uniformly contracting on Es
and uniformly expanding on Eu. Indeed, it has long been known, since the classical work of
Anosov, Smale, Ruelle and Bowen [11, 12, 39, 40] in the 1970’s, that such systems can admit
at most a finite number of physical measures.
The problem remains wide open for the natural generalisations of uniform hyperbolicity,
namely nonuniform hyperbolicity where the decomposition TM = Es⊕Eu is only measurable
and the contraction and expansion estimates are only asymptotic and not uniform [7, 32],
and partial hyperbolicity where the tangent bundle decomposition takes the form TM =
Es ⊕ Ec ⊕ Eu which is still assumed to be continuous and to admit uniform contraction
and expansion estimates in Es and Eu respectively, but also includes a “central” direction on
which very little is assumed [13, 33], we give a more precise definition below. A vast literature
exists concerning the properties of systems satisfying such weak hyperbolicity conditions
and several papers address specifically the existence of SRB measures under various kinds
of additional assumptions, most of which include the assumption that the system be both
partially hyperbolic and nonuniformly hyperbolic (in the central direction), see [1, 3, 5, 15,
10, 16, 17, 18, 19, 20, 21, 23, 37, 34, 44, 46].
The main purpose of this paper is to relax the conditions of nonuniform hyperbolicity in the
central direction assumed in [1], thus obtaining a significantly more general result which we
stress is not contained in any other existing result. This generalization requires a completely
different approach which is more powerful in this setting and probably more suited to potential
further extensions.
1.3. Partial hyperbolicity. We say that a forward invariant compact set K ⊆ M admits
a dominated decomposition if there is a continuous Df -invariant splitting TKM = E
cs ⊕Ecu
and there exists a Riemannian metric on M and a constant λ < 1 such that for all x ∈ K
‖Df |Ecsx ‖ · ‖Df
−1|Ecu
f(x)
‖ < λ. (1)
We say that f is partially hyperbolic if moreover we have for all x ∈ K
‖Df |Ecsx ‖ < λ.
To emphasize the uniform contraction we shall write Ecs = Es, so that we have
TKM = E
s ⊕Ecu.
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We remark that, more generally, a diffeomorphism with dominated decomposition is said to be
partially hyperbolic if at least one of the sub-bundles Ecs or Ecu admits uniform contraction or
uniform expansion, respectively. In this paper we are assuming that it is the stable sub-bundle
which admits uniform estimates.
1.4. Nonuniform expansion. Without additional assumptions on the centre-unstable bun-
dle Ecu it is very difficult to obtain any results at all about the dynamics. In [1], the existence
of physical (SRB) measures was proved under the assumption that there exists a set H of
positive Lebesgue measure on which f is non-uniformly expanding along Ecu: there exists an
ǫ > 0 and some choice of Riemannian metric on M such that for all x ∈ H
lim sup
n→+∞
1
n
n∑
j=1
log ‖Df−1|Ecu
fj(x)
‖ < −ǫ. (2)
In this paper we address a subtle but non-trivial generalization of this result which has
remained open for over a decade. We say that the map f is weakly non-uniformly expanding
along Ecu on a set H if there exists an ǫ > 0 and some choice of Riemannian metric on M
such that for all x ∈ H
lim inf
n→+∞
1
n
n∑
j=1
log ‖Df−1|Ecu
fj(x)
‖ < −ǫ. (3)
We emphasize that the lim inf condition (3) implies that the growth only needs to be verified
on a subsequence of iterates, in contrast to the limsup condition (2), where the condition
needs to be verified for all sufficiently large times. The techniques and methods that we use
below to deal with this weaker assumptions are completely different from those used in [1].
Theorem A. Let f :M →M be a C1+ diffeomorphism, K ⊆M a forward invariant compact
set on which f is partially hyperbolic with splitting TKM = E
s ⊕Ecu, and H ⊆ K a set with
positive Lebesgue measure on which f is weakly non-uniformly expanding along Ecu. Then
(1) there exist closed invariant transitive sets Ω1, ...,Ωℓ such that for Lebesgue almost
every x ∈ H we have ω(x) = Ωj for some 1 ≤ j ≤ ℓ;
(2) there exist SRB measures µ1, ..., µℓ supported on the sets Ω1, ...,Ωℓ, whose basins have
nonempty interior, such that for Lebesgue almost every x ∈ H we have x ∈ B(µj) for
some 1 ≤ j ≤ ℓ.
We remark that our argument works also if we let ǫ = 0 in (3), in which case we get a
countable number of transitive sets and corresponding SRB measures supported on them. As
the ergodic basins B(µj) have non-empty interior, in the special case in which f is transitive,
partially hyperbolic and weakly nonuniformly expanding along Ecu on the whole manifoldM ,
we get the following consequence.
Corollary B. Let f : M → M be a C1+ transitive partially hyperbolic diffeomorphism with
splitting TM = Es ⊕ Ecu which is weakly nonuniformly expanding along Ecu on a subset of
full Lebesgue measure. Then ω(x) =M for Lebesgue almost every x and f has a unique SRB
measure whose basin has full Lebesgue measure in M .
It remains an interesting question whether these results hold true under the weaker as-
sumption that the map f has positive Lyapunov exponents along Ecu: there exists a set H of
positive Lebesgue measure and there exists some ǫ > 0 such that
lim sup
n→∞
1
n
log ‖Dfn(x)v‖ > ǫ, (4)
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for every x ∈ H and every non-zero vector v ∈ Ecux . If dim(E
cu) = 1 then (4) is equivalent to
(3) and therefore analogous results as in Theorem A and Corollary B hold under this weaker
assumption. Observe that condition (4), unlike condition (3), does not depend on the choice
of metric. Moreover, condition (4) is strictly weaker than (3) for a given norm; see for instance
the example in [2, Section 4].
Conjecture. Assume that f is partially hyperbolic and satisfies (4) along Ecu on a set H.
Then there exists a Riemannian metric on M such that f satisfies (3) on H.
If this conjecture is true, we will immediately obtain the conclusions of Theorem A and of
Corollary B under the a-priori weaker condition of positive Lyapunov exponents.
1.5. GMY structures. The strategy which we will use to prove the results above, and which
is completely different from the approach in [1], is the construction of certain geometric struc-
tures whose existence is of independent interest. These geometric structures were introduced
in [42] and have been applied to study the existence and properties of physical measures in
certain classes of dynamical systems. We give here the precise definitions.
An embedded disk γ ⊂ M is called an unstable manifold if d(f−n(x), f−n(y)) → 0 ex-
ponentially fast as n → ∞ for all x, y ∈ γ; similarly γ ⊂ M is called a stable manifold if
d(fn(x), fn(y)) → 0 exponentially fast as n → ∞. We say that Γu = {γu} is a continuous
family of C1 unstable manifolds if there is a compact set Ks, a unit disk Du of some Rn, and
a map Φu : Ks ×Du →M such that
i) γu = Φu({x} ×Du) is an unstable manifold;
ii) Φu maps Ks ×Du homeomorphically onto its image;
iii) x 7→ Φu|({x} ×Du) defines a continuous map from Ks into Emb1(Du,M).
Here Emb1(Du,M) denotes the space of C1 embeddings from Du intoM . Continuous families
of C1 stable manifolds are defined similarly.
We say that a set Λ ⊂ M has a hyperbolic product structure if there exist a continuous
family of local unstable manifolds Γu = {γu} and a continuous family of local stable manifolds
Γs = {γs} such that
i) Λ = (∪γu) ∩ (∪γs);
ii) dim γu + dim γs = dimM ;
iii) each γs meets each γu in exactly one point;
iv) stable and unstable manifolds are transversal with angles bounded away from 0.
If Λ ⊂M has a product structure, we say that Λ0 ⊂ Λ is an s-subset if Λ0 also has a product
structure and its defining families Γs0 and Γ
u
0 can be chosen with Γ
s
0 ⊂ Γ
s and Γu0 = Γ
u;
u-subsets are defined analogously. For convenience we shall use the following notation: given
x ∈ Λ, let γ∗(x) denote the element of Γ∗ containing x, for ∗ = s, u. Also, for each n ≥ 1 let
(fn)u denote the restriction of the map fn to γu-disks and let detD(fn)u be the Jacobian of
D(fn)u.
We say that f admits a Gibbs-Markov-Young (GMY) structure if there exist a set Λ with
hyperbolic product structure and constants C > 0 and 0 < β < 1, depending on f and Λ,
satisfying the following additional properties:
(P0) Detectable: Lebγ(Λ) > 0 for each γ ∈ Γ
u.
(P1) Markov : there are pairwise disjoint s-subsets Λ1,Λ2, · · · ⊂ Λ such that
(a) Lebγ
(
(Λ \ ∪Λi) ∩ γ
)
= 0 on each γ ∈ Γu;
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(b) for each i ∈ N there is Ri ∈ N such that fRi(Λi) is u-subset, and for all x ∈ Λi
fRi(γs(x)) ⊂ γs(fRi(x)) and fRi(γu(x)) ⊃ γu(fRi(x)).
(P2) Contraction on stable leaves: for all γ
s ∈ Γs, x, y ∈ γs and n ≥ 1
dist(fn(y), fn(x)) ≤ Cβn.
(P3) Backward contraction on unstable leaves: for all γ
u ∈ Γu, x, y ∈ Λi∩γ
u and 0 ≤ n < Ri
dist(fn(y), fn(x)) ≤ CβRi−n dist(fRi(x), fRi(y)).
(P4) Bounded distortion: for all γ
u ∈ Γu and x, y ∈ Λi ∩ γ
u
log
detD(fRi)u(x)
detD(fRi)u(y)
≤ C dist(fRi(x), fRi(y)).
(P5) Regularity of the foliations:
(a) for all γs ∈ Γs, x, y ∈ γs and n ≥ 1
log
∞∏
i=n
detDfu(f i(x))
detDfu(f i(y))
≤ Cβn;
(b) given γ, γ′ ∈ Γu, we define Θ: γ ∩Λ→ γ′ ∩Λ by taking Θ(x) equal to γs(x)∩ γ′.
Then Θ is absolutely continuous and
d(Θ∗ Lebγ)
dLebγ′
(x) =
∞∏
i=0
detDfu(f i(x))
detDfu(f i(Θ−1(x)))
.
We define a return time function R : Λ → N by R|Λi = Ri and we say that the GMY
structure has integrable return times if for some (and hence all) γ ∈ Γu, we have∫
γ∩Λ
RdLebγ <∞. (5)
Most of the paper will be dedicated to the proof of the following result on the existence of
GMY structures, from which we will deduce the other results, and whose interest goes beyond
the applications presented here.
Theorem C. Let f :M →M be a C1+ diffeomorphism, K ⊆M a forward invariant compact
set on which f is partially hyperbolic with splitting TKM = E
s ⊕Ecu, and H ⊆ K a set with
positive Lebesgue measure for which f is weakly non-uniformly expanding along Ecu. If there
exists a closed invariant transitive set Ω such that ω(x) = Ω for every x ∈ H, then there
exists a GMY structure Λ ⊆ Ω with integrable return times.
1.6. Liftable measures. Associated to a GMY structure we have an induced map F : Λ→ Λ
defined by
F |Λi = f
Ri |Λi .
It is well known that F has a unique SRB measure ν. Assuming the integrability condition (5)
we can define the measure
µˆ =
∞∑
j=0
f j∗ (ν|{R > j}), (6)
which is a finite measure whose normalization µ is an SRB measure for f , see [42, Section 2].
Probability measures µ obtained from GMY structures through (6) often give a substantial
amount of information on the statistical properties of the dynamics with respect to µ such as
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decay of correlations, large deviations, limit theorems, etc.; see for instance [42, 22, 29, 30, 38].
This motivates a general question as to whether any SRB measure µ is of the form (6) for
a suitable GMY structure. In this case we say that µ is liftable (to a GMY structure). As
a consequence of the techniques used here we will obtain that for the partially hyperbolic
systems considered in this paper, every SRB measure is liftable.
Theorem D. Let f : M → M be a C1+ diffeomorphism and K ⊂ M a compact forward
invariant set on which f is partially hyperbolic with splitting TKM = E
s⊕Ecu. Then µ is an
SRB measure with positive Lyapunov exponents in the Ecu direction supported on K if and
only if µ is liftable to a GMY structure on K.
We emphasize that the assumption on the dynamics in center-unstable direction in the
statement of Theorem D is that the map has positive Lyapunov exponents as in (4) rather
than the stronger weak non-uniform expansion as in (3) which we need to assume instead for
Theorem A, see also discussion following Corollary B. In both cases we need to construct a
Gibbs-Markov-Young structure with integrable return times which implies the existence of
an SRB measure. The key difference however is that in Theorem D we already have an SRB
measure by assumption and we just need to show that the two measures coincide. This allows
us to prove, using a non-trivial argument, that some power of f is weakly non-uniformly
expanding and thus apply the same construction as in the proof of Theorem A.
The paper is organized as follows. In Section 2 we give an abstract criterion for verifying
that at most a finite number of topological attractors exist for a given set. In Section 3 we
show that this criterion is satisfied by the set H in Theorem A, thus proving item (1). We then
prove Theorem C in Sections 4, 5, 6 and 7, which in particular applies to the sets Ω obtained
in item (1) of Theorem A. Combining the conclusion of Theorem C with the comments in the
beginning of Section 1.6 we get item (2) of Theorem A and the “if” direction of Theorem D.
We prove the other implication of Theorem D in Section 8.
2. Ergodic components
Let X be a compact metric space and µ a Borel probability measure on X. Let f : X → X
be a measurable map, not necessarily preserving the measure µ. Given x ∈ X, the stable set
of x is
W s(x) =
{
y ∈ X : dist(f j(x), f j(y))→ 0, as j →∞
}
.
Notice that the relation x ∼ y if and only if y ∈W s(x) defines an equivalence relation on X.
In particular, we will use below the transitive property of this relation. If U ⊂ X, let
W s(U) =
⋃
x∈U
W s(x).
We recall that a set U ⊆ X is invariant if f−1(U) = U . We now formulate a notion which
is key to our argument. We say that Y ⊆ X is µ-unshrinkable if it is an invariant set with
µ(Y ) > 0 and there exists a δ > 0 such that for every invariant set U ⊆ Y we have
µ(U) > 0 ⇒ µ(W s(U)) > δ.
Proposition 2.1. Suppose Y ⊆ X is µ-unshrinkable. Then there exists a finite number of
closed invariant subsets Ω1, ...,Ωℓ of X such that for µ almost every x ∈ Y we have ω(x) = Ωj,
for some 1 ≤ j ≤ ℓ.
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We will split the proof of Proposition 2.1 itself into two lemmas. To do this we need to
introduce some additional concepts. We say that a set S is s-saturated if W s(S) = S. We say
that S is a u-ergodic component if it is invariant, s-saturated, and any subset S′ ⊂ S which
is also invariant and s-saturated, satisfies µ(S) = µ(S′) or µ(S′) = 0.
Lemma 2.2. Suppose Y ⊆ X is µ-unshrinkable. Then Y is contained (µ mod 0) in the union
of a finite number of u-ergodic components.
Proof. Let Y1 = Y and let
F(Y1) := {W
s(U) : U ⊆ Y1, f
−1(U) = U, and µ(W s(U)) > 0 }
Note that F(Y1) is non-empty because W
s(Y1) ∈ F(Y1). Moreover, we claim that
W,W ′ ∈ F(Y1) and µ(W \W
′) > 0 ⇒ W \W ′ ∈ F(Y1) (7)
To see this, let U,U ′ ⊆ Y1 be invariant sets such that W = W
s(U) and W ′ = W s(U ′). We
claim that
W \W ′ =W s(U \W s(U ′)), (8)
Notice that U \ W s(U ′) ⊆ Y1, and also U \ W
s(U ′) is invariant because both U,W s(U ′)
are invariant. Therefore (8) implies (7). To prove (8), we prove first of all that W \W ′ ⊆
W s(U \W s(U ′)). Suppose x ∈ W \W ′, i.e. x ∈ W s(U) and x /∈ W s(U ′). This means that
there exists u ∈ U such that x ∈ W s(u) and also that x /∈ W s(u′) for any u′ ∈ U ′, which
implies that x /∈ W s(z) for any z ∈ W s(U ′) by the transitivity of the equivalence relation ∼
mentioned above. This proves the first inclusion. To prove W \W ′ ⊇ W s(U \W s(U ′)), let
x ∈ W s(U \W s(U ′)). Then clearly x ∈ W and x ∈ W s(y) for some y ∈ U \W s(U ′). It just
remains to show that x /∈ W ′. Arguing by contradiction, suppose that x ∈ W ′ = W s(U ′),
then x ∈ W s(u′) for some u′ ∈ U ′ and so, as x ∼ y, we have y ∈ W s(u′) which contradicts
the fact that y ∈ U \W s(U ′). This completes the proof of (8) and hence of (7).
Now consider the partial order on F(Y1) defined by strict inclusion, meaning that W ≻W
′
if W ⊃ W ′ and µ(W \W ′) > 0. We claim that for this partial order relation, every totally
ordered subset of F(Y1) is finite, and in particular it has a lower bound. Indeed, arguing
by contradiction, suppose that there is an infinite sequence W1 ≻ W2 ≻ · · · in F(Y1), i.e.
W1 ⊃W2 ⊃ · · · with µ(Wk \Wk+1) > 0, for all k ≥ 1. Then∑
k≥1
µ(Wk \Wk+1) = µ(W1) <∞,
and therefore µ(Wk \Wk+1)→ 0 as k →∞. SinceWk \Wk+1 ∈ F(Y1) by (7), this contradicts
our assumptions that Y1 = Y is µ-unshrinkable. This shows that every totally ordered subset
of F(Y1) has a lower bound. Thus by Zorn’s Lemma there exists at least one minimal element
W s(U1) ∈ F(Y1), which therefore must necessarily be a u-ergodic component.
We now let Y2 := Y1 \ W
s(U1), which is again invariant. If µ(Y2) = 0 then Y = Y1 is
essentially contained in W s(U1), which is a u-ergodic component, and thus we are done. On
the other hand, if µ(Y2) > 0 we can repeat the entire argument above to obtain a set U2 ⊆ Y2
and a u-ergodic component W s(U2). Inductively, we then construct a collection of disjoint u-
ergodic componentsW s(U1), ...,W
s(Ur) and continue as long as µ(Y \W
s(U1)∪...∪W
s(Ur)) >
0. But, as µ(W s(Uj)) ≥ δ for all 1 ≤ j ≤ r by the assumption that Y is µ-unshrinkable, this
process will stop and we will get the conclusion. 
Lemma 2.3. Suppose S ⊆ X is a u-ergodic component. Then there exists a closed invariant
set Ω ⊆ X such that ω(x) = Ω for µ-almost every x ∈ S.
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Proof. Given any open set B ⊂ X, let
Bω := {x ∈ S : ω(x) ∩B 6= ∅}.
Then Bω is invariant and s-saturated and therefore, by the assumption that S is u-ergodic,
µ(Bω) = 0 or µ(Bω) = µ(S). Now, let Z1 = X and C1 be any finite covering of X by open
balls of radius 1. By the previous considerations, for every B ∈ C1 we have µ(Bω) = 0 or
µ(Bω) = µ(S) and therefore, since we only have a finite number of elements in C1, there exists
at least one Bω ∈ C1 such that µ(Bω) = µ(S). Let
C′1 = {B ∈ C1 : µ(Bω) = 0} and Z2 = Z1 \
⋃
B∈C′1
B.
Then Z2 is a non-empty compact set and ω(x) ⊆ Z2 for µ-almost every x ∈ S. We can
therefore repeat the procedure with a finite cover C2 of Z2 by open balls of radius 1/2, and,
by induction, construct sequences C1, C2, . . . , C
′
1, C
′
2, . . . and Z1, Z2, . . . such that Z1 ⊃ Z2 ⊃ ...
is a sequence of non-empty compact sets and ω(x) ⊂ Zj for almost every x ∈ S. In particular
we have
ω(x) ⊆ Ω :=
⋂
n≥1
Zn
It just remains to show that Ω ⊆ ω(x) for µ almost every x ∈ S. Indeed, given y ∈ Ω we
have that y ∈ Zn for every n ≥ 1, and therefore there is some B
(n) ∈ Cn \ C
′
n such that
y ∈ B(n). Since diam(B(n)) → 0 as n → ∞, this implies that
⋂
nB
(n) = {y}. Moreover, as
B(n) ∈ Cn \ C
′
n we have that µ(B
(n)
ω ) = µ(S) and therefore ω(x) ∩ B(n) 6= ∅ for µ almost all
x ∈ S. This implies that y ∈ ω(x) for µ almost all x ∈ S and, as ω(x) is closed and invariant,
the statement follows. 
3. Transitive attractors
Here we prove the topological part of Theorem A. We assume throughout this section the
assumptions of that theorem. Let f : M → M be a C1+ diffeomorphism, K ⊂ M a forward
invariant compact set on which f is partially hyperbolic, and H ⊆ K a set with Leb(H) > 0
on which f is weakly non-uniformly expanding along Ecu. The main result of this section is
the following proposition.
Proposition 3.1. There exist closed invariant sets Ω1, ...,Ωℓ ⊆ K such that for Lebesgue
almost every x ∈ H we have ω(x) = Ωj for some 1 ≤ j ≤ ℓ. Moreover, each Ωj is transitive
and contains a cu-disk ∆j of radius δ1/4 on which f is weakly non-uniformly expanding along
Ecu for Leb∆j almost every point in ∆j.
We first prove some preliminary lemmas. We remark that K is not assumed to contain
any open sets. We therefore fix continuous extensions of the two sub-bundles Es and Ecu to
some compact neighborhood V of K, that we still denote Es and Ecu. We do not require
these extensions to be Df invariant. Given 0 < a < 1, we define the centre-unstable cone
field Ccua = (C
cu
a (x))x∈V of width a by
Ccua (x) =
{
v1 + v2 ∈ E
s
x ⊕ E
cu
x : ‖v1‖ ≤ a‖v2‖
}
. (9)
We define the stable cone field Csa = (C
s
a(x))x∈V of width a in a similar way, just reversing
the roles of the sub-bundles in (9). We fix a > 0 and V small enough so that the domination
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condition (1) remains valid in the two cone fields:
‖Df(x)vs‖ · ‖Df−1(f(x))vcu‖ < λ‖vs‖ · ‖vcu‖
for every vs ∈ Csa(x), v
cu ∈ Ccua (f(x)) and any point x ∈ V ∩ f
−1(V ). Note that the
centre-unstable cone field is forward invariant: Df(x)Ccua (x) ⊂ C
cu
a (f(x)), whenever x, f(x) ∈
V . Actually, the domination property together with the invariance of Ecu|K imply that
Df(x)Ccua (x) ⊂ C
cu
λa(f(x)) ⊂ C
cu
a (f(x)), for every x ∈ K, and this extends to any x ∈
V ∩ f−1(V ) just by continuity.
Given 0 < σ < 1, we say that n is a σ-hyperbolic time for x ∈ K if
n∏
j=n−k+1
‖Df−1 | Ecufj(x)‖ ≤ σ
k, for all 1 ≤ k ≤ n.
The next result gives the existence of (infinitely many) σ-hyperbolic times for points satisfying
the weak nonuniform expansion condition (3). For a proof see [4, Corollary 5.3].
Lemma 3.2. There are σ > 0 and θ > 0 such that if (3) holds for x ∈ K, then
lim sup
n→∞
1
n
#{1 ≤ j ≤ n : j is a σ-hyperbolic time for x} ≥ θ.
Under the stronger assumption (2), it was proved in [1] that there is positive frequency at
infinity of hyperbolic times, which means taking “lim inf” instead of “lim sup” in Lemma 3.2.
The positive frequency of σ-hyperbolic times at infinity plays a crucial role in the argument
used in [1, Corollary 3.2] to prove the existence of SRB measures, and this is the reason why
we cannot use those arguments here.
Hyperbolic times are defined pointwise but, as we shall see below, some important prop-
erties can be derived for a neighbourhood of the reference point at a hyperbolic time. From
now on we fix σ and θ as in Lemma 3.2. Now observe that, by continuity of the derivative, we
can choose a > 0 and δ1 > 0 sufficiently small so that the δ1-neighborhood of K is contained
in V and
‖Df−1(f(y))v‖ ≤ σ−1/4‖Df−1|Ecuf(x)‖ ‖v‖ (10)
for all x ∈ K, y ∈ V with dist(x, y) ≤ δ1 and v ∈ C
cu
a (y). From now on we fix these values of
a, δ1 so that (10) holds.
We say that an embedded C1 submanifold D ⊂ V is a cu-disk if the tangent subspace to D
at each point x ∈ D is contained in the corresponding cone Ccua (x). Then f(D) is also a
cu-disk, if it is contained in V , by the domination property. Given any disk D ⊂ M , we use
distD(x, y) to denote the distance between x, y ∈ D, measured along D.
Lemma 3.3. Let D be a cu-disk. There exists C1 > 1 such that if n is a σ-hyperbolic time
for x ∈ K ∩D, then there exists a neighbourhood V +n (x) of x in D such that f
n maps V +n (x)
diffeomorphically onto a cu-disk Bu2δ1(f
n(x)) of radius 2δ1 around f
n(x). Moreover, for every
1 ≤ k ≤ n and y, z ∈ Vn(x)
+ we have
(1) distfn−k(V +n (x))(f
n−k(y), fn−k(z)) ≤ σ3k/4 distfn(V +n (x))(f
n(y), fn(z));
(2) log
|detDfn | TyD|
|detDfn | TzD|
≤ C1 distfn(D)(f
n(y), fn(z));
(3) for any Borel sets X,Y ⊂ V +n (x),
Lebfn(V +n (x))(f
n(X))
Lebfn(V +n (x))(f
n(Y ))
≤ C1
LebV +n (x)(X)
LebV +n (x)(Y )
.
10 JOSE´ F. ALVES, CARLA L. DIAS, STEFANO LUZZATTO, AND VILTON PINHEIRO
The first two items are proved in [1, Lemma 2.7 & Proposition 2.8], and the third item is a
standard consequence of the second one. Notice that the factor σ3/4 in the first item of this
lemma differs from the factor σ1/2 in [1, Lemma 2.7] simply because we have chosen δ1 > 0
sufficiently small so that (10) holds, contrarily to estimate (6) in [4] where δ1 > 0 is chosen
so that a similar conclusion holds with σ1/2 in the place of σ1/4.
Remark 3.4. Notice that if we replace the assumption that n is a σ-hyperbolic time in
Lemma 3.3 with the assumption that n is a σα-hyperbolic time for some α > 1/4, then
the conclusions of the lemma continue to hold with σα−1/4 instead of σ3/4 in item (1), where
the term 1/4 comes from (10).
Now we define Vn(x) ⊆ V
+
n (x), where f
n(Vn(x)) = B
u
δ1
(fn(x)) is the cu-disk of radius δ1
around fn(x) contained in Bu2δ1(f
n(x)) as in Lemma 3.3. The sets Vn(x) are called hyperbolic
pre-disks and their images fn(Vn(x)) hyperbolic disks. The following result is proved in [4,
Proposition 5.5].
Lemma 3.5. Let D be a cu-disk and U ⊆ H with LebD(U) > 0. Then there exists a sequence
of sets ... ⊆W2 ⊆W1 ⊆ D and a sequence of integers n1 < n2 < · · · such that:
(1) Wk is contained in some hyperbolic pre-disk with hyperbolic time nk;
(2) Dk := f
nk(Wk) is a cu-disk of radius δ1/4;
(3) lim
k→∞
LebDk f
nk(U ∩D)
LebDk(Dk)
= 1.
Now we are in conditions to prove Proposition 3.1. We define
H˜ :=
⋃
n∈Z
fn(H).
Then H˜ is clearly invariant and Leb(H˜) > 0.
Lemma 3.6. H˜ is Leb-unshrinkable.
Proof. To prove that H˜ is Leb-unshrinkable it is sufficient to show that there exists δ > 0
such that for every f -invariant set U ⊆ H˜ with Leb(U) > 0 we have Leb(W s(U)) > δ. We
remark that in the proof of this assertion, to be given in the following paragraphs, we will
only use the assumption that U is forward invariant. This allows us to assume without loss of
generality that U ⊆ K. Indeed, if U is invariant with positive Lebesgue measure, then it must
intersect K in a set of positive Lebesgue measure and, as K is forward invariant, also U ∩K
is forward invariant. Clearly, if Leb(W s(U ∩ K)) > δ then we also have Leb(W s(U)) > δ.
In particular, as U ⊆ K it admits a partially hyperbolic structure and, as also U ⊆ H˜, it is
weakly non-uniformly expanding along Ecu.
Now we show that there exists a cu-disk D ⊆ V such that LebD(U) > 0. Recall that V is
the neighbourhood of K introduced in the beginning of this section. To see this, consider a
Lebesgue density point p of U . Notice that TpM has a partially hyperbolic splitting E
s
p⊕E
cu
p
and we can consider a neighbourhood of the origin foliated by disks parallel to the Ecu
subspace whose images under the exponential map expp are cu-disks in the manifold. Since
expp is a local diffeomorphism, the preimage of U under the exponential map has positive
volume in TpM and full density in the origin. By Fubini at least one of the disks above must
intersect this set in positive relative volume, and the same must hold for its image under the
exponential map.
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Now letD ⊆ V be a cu-disk satisfying LebD(U) > 0, as in the previous paragraph. Consider
the sequences · · · ⊆ W2 ⊆ W1 ⊆ D and n1 < n2 < · · · given by Lemma 3.5. By the third
item of Lemma 3.5 it follows that the relative measure of fnk(U ∩D) in Dk converges to 1.
Since U is forward invariant we conclude that the relative measure of U in Dk converges
to 1 and therefore LebDk(U) → δ1/4 as k → ∞. Since U ⊆ K, all points of U have local
stable manifolds of uniform size and the foliation defined by these local stable manifolds is
absolutely continuous, it follows that H˜ is Leb-unshrinkable. 
The previous result, together with Proposition 2.1, imply that there exist closed invariant
sets Ω1, ...,Ωℓ such that for Lebesgue almost every x ∈ H we have ω(x) = Ωj for some
1 ≤ j ≤ ℓ. This gives the first assertion of Proposition 3.1. We leave the proof of the
remaining part of Proposition 3.1 to the next two lemmas.
Lemma 3.7. Each Ω = Ωj contains a cu-disk ∆ of radius δ1/4 on which f is weakly non-
uniformly expanding along Ecu for Leb∆ almost every point in ∆.
Proof. Let
A(n) = {x ∈ H : dist(fk(x),Ω) ≤ 1/n for every k ≥ 0}.
Since the set of points x ∈ H with ω(x) = Ω has positive Lebesgue measure, we clearly have
Leb(A(n)) > 0 for every n ≥ 1. Then, by the same arguments used in the proof of Lemma 3.6,
with A(n) playing the role of U , there exists a cu-disk D(n) ⊆ V such that LebD(n)(A
(n)) > 0,
and corresponding sequences · · · ⊆ W
(n)
2 ⊆ W
(n)
1 ⊆ D
(n), n1 < n2 < · · · (also depending on
n, but we omit the superscript here for obvious reasons...) and cu-disks D
(n)
k = f
nk(W
(n)
k )
such that
Leb
D
(n)
k
(A(n))→ δ1/4, as k →∞. (11)
Let p
(n)
k denote the center of each disk D
(n)
k . Up to taking a subsequence, we may assume that
the sequence {p
(n)
k } converges to a point p
(n) ∈ K, and up to taking a further subsequence,
and using Ascoli-Arzela` and the fact that the disks D
(n)
k have tangent directions contained
in the cu-cones, we may assume that the sequence {D
(n)
k } converges uniformly, as k → ∞,
to some cu-disk ∆(n) of radius δ1/4. Notice that each ∆
(n) is necessarily contained in a
neighbourhood of Ω of radius 1/n.
We claim the f is weakly non-uniformly expanding along Ecu for Leb∆(n) almost every
point in ∆(n). To see this, recall first of all that the property of weak non-uniform expansion
is an asymptotic property and therefore if it is satisfied by a point x, then it is satisfied by
every point y ∈W s(x). Moreover, every point of ∆(n) has a local stable manifold of uniform
size, and the foliation by those local stable manifolds is absolutely continuous. Since the
sequence {D
(n)
k } converges uniformly to ∆
(n), for large k, the disks D
(n)
k will intersect the
stable foliation through points of ∆(n), and therefore, by (11) and the fact that A(n) ⊆ H, it
follows that f is weakly non-uniformly expanding along Ecu for Leb∆(n) almost every point
in ∆(n).
Now, arguing as above, we can consider a subsequence of ∆(n)’s converging uniformly to
some cu-disk ∆ of radius δ1/4 and f is weakly non-uniformly expanding along E
cu for Leb∆
almost every point in ∆. As each ∆(n) is contained in a neighbourhood of Ω of radius 1/n
and Ω is closed, it follows that ∆ ⊆ Ω. 
Lemma 3.8. f |Ω is transitive.
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Proof. Recall that by construction there exists some point (in fact a positive Lebesgue measure
set of points) in H whose ω-limit set coincides with Ω. The orbit of any such point must
eventually hit the stable manifold of some point in ∆ ⊆ Ω. As points in the same stable
manifold have the same ω-limit sets, we conclude that there exists a point of Ω whose orbit
is dense in Ω. 
4. Construction on a reference leaf
In this section we describe an algorithm for the construction of a partition of some subdisk
of ∆ which is the basis of the construction of the GMY structure. We first fix some arbitrary
1 ≤ j ≤ ℓ and for the rest of the paper we let Ω = Ωj and ∆ = ∆j as in Proposition 3.1.
We also fix a constant δs > 0 so that local stable manifolds W
s
δs
(x) are defined for all points
x ∈ K. For any subdisk ∆′ ⊂ ∆ we define
C(∆′) =
⋃
x∈∆′
W sδs(x).
Let π denote the projection from C(∆′) onto ∆′ along local stable leaves. We say that a
centre-unstable disk γu ⊂ M u-crosses C(∆′) if π(γ) = ∆′ for some connected component γ
of γu ∩ C(∆′).
Remark 4.1. We will often be considering cu-disks which u-cross C(∆′). By continuity of
the stable foliation, choosing δs sufficiently small, the diameter and Lebesgue measure of
such disks intersected with C(∆′) are very close to those of ∆′, respectively. To simplify the
notation and the calculations below we will ignore this difference as it has no significant effect
on the estimates.
Lemma 4.2. Given N ∈ N, there exists δ2 = δ2(N, δ1) > 0 such that if γu ⊂ Ω is a cu-disk
of radius δ1/2 centred at z, then f
m(γu) contains a cu-disk of radius δ2 centred at f
m(z), for
each 1 ≤ m ≤ N .
Proof. We first prove the result for j = 1. Let z be the center of γu. Let f(y) be a point in
∂f(γu) minimizing the distance from f(z) to ∂f(γu), and let η1 be a curve of minimal length
in f(γu) connecting f(z) to f(y). Letting η0 = f
−1(η1) and η˙1(x) be the tangent vector to
the curve η1 at the point x, we have
‖Df−1(w)η˙1(x)‖ ≤ C ‖η˙1(x)‖,
where
C = max
x∈M
{
‖Df−1(x)‖
}
≥ 1.
Hence,
length(η0) ≤ C length(η1).
Noting that η0 is a curve connecting z to y ∈ ∂γ
u, this implies that length(η0) ≥ δ1/2, and so
length(η1) ≥ C
−1 length(η0) ≥ C
−1δ1/2.
Thus f(γu) contains the cu-disk γu1 of radius C
−1δ1/2 around f(z).
Making now γu1 play the role of γ
u and f2(z) play the role of f(z), with the argument above
we prove that f(γu1 ) contains a cu-disk of radius C
−2δ1/2
2 centered at f2(z). Inductively, we
prove that fm(γu) contains a cu-disk of radius C−mδ1/2
m ≥ C−Nδ1/2
N around fm(z), for
each 1 ≤ m ≤ N . We take δ2 = C
−Nδ1/2
N . 
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Lemma 4.3. There are p ∈ ∆ and N0 ≥ 1 such that for all δ0 > 0 sufficiently small and
each hyperbolic pre-disk Vn(x) ⊆ ∆ there is 0 ≤ m ≤ N0 such that f
n+m(Vn(x)) intersects
W sδs/2(p) and u-crosses C(B
u
δ0
(p)), where Buδ0(p) is the ball in ∆ of radius δ0 centred at p.
Proof. First of all we observe that, as the sub-bundles in the dominated spliting have angles
uniformly bounded away from zero, given any ρ > 0 there is α = α(ρ) > 0, with α → 0 as
ρ→ 0, for which the following holds: if x, y ∈ Ω satisfy dist(x, y) < ρ and distγu(y, ∂γ
u) > δ1
for some cu-disk γu ⊂ Ω, then W sδs(x) intersects γ
u in a point z with
distW s
δs
(x)(z, x) < α and distγu(z, y) < δ1/2.
Take ρ > 0 small enough so that 4α < δs. Since f |Ω is transitive, we may choose q ∈ Ω and
N0 ∈ N such that both:
(1) W sδs/4(q) intersects ∆ in a point p with dist∆(p, ∂∆) > 0; and
(2) {f−N0(q), . . . , f−1(q), q} is ρ-dense in Ω.
Given a hyperbolic pre-disk Vn(x) ⊆ ∆ we have by definition that f
n(Vn(x)) is a cu-disk of
radius δ1 centred at y = f
n(x) inside Ω. Consider 0 ≤ m ≤ N0 such that dist(f
−m(q), y) < ρ.
Then, by the choice of ρ and α, we have that W sδs(f
−j(q)) intersects fn(Vn(x)) in a point
z with distW s
δs
(f−j(q))(z, f
−j(q)) < α < δs/4 and distfn(Vn(x))(z, y) < δ1/2. In particular,
fn(Vn(x)) contains a cu-disk γ
u of radius δ1/2 centred at z. It follows from Lemma 4.2 that
fm(γu) contains a cu-disk of radius δ2 = δ2(N0, δ1) > 0 centered at f
m(z) ∈W s(p). Moreover,
as distances are not expanded under iterations of points in the same stable manifold, we have
distW s(p)(f
m(z), p) ≤ distW s(p)(f
m(z), q) + distW s(p)(q, p) ≤
δs
4
+
δs
4
,
which means that fn+m(Vn(x)) intersects W
s
δs/2
(p). Also, choosing δ0 > 0 sufficiently small
(depending only on δ2) we have u-crosses C(B
u
δ0
(p)). 
We now fix p ∈ ∆, N0 ≥ 1 and δ0 > 0 sufficiently small so that the conclusions of Lemma 4.3
hold. Considering the constant
K0 = max
x∈M
{
‖Df−1(x)‖, ‖Df(x)‖
}
, (12)
we choose in particular δ0 > 0 small so that
2δ0K
N0
0 σ
−N0 < δ1K
−N0
0 . (13)
Now we define
∆0 = B
u
δ0(p) and C0 = C(∆0). (14)
We also choose δ0 > 0 small so that any cu-disk intersecting W
s
3δs/4
cannot reach the top or
bottom parts of C0, i.e. the boundary points of the local stable manifolds W
s
δs
(x) through
points x ∈ ∆0. For every n ≥ 1 we define
Hn = {x ∈ ∆ ∩H : n is a hyperbolic time for x }.
It follows from Lemma 3.3 that for each x ∈ Hn ∩ ∆0 there exists a hyperbolic pre-disk
Vn(x) ⊂ ∆. Then, by Lemma 4.3 there are 0 ≤ m ≤ N0 and a centre-unstable disk ω
x
n ⊆ ∆
such that
π(fn+m(ωxn)) = ∆0. (15)
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We remark that condition (15) may in principle hold for several values of m. For definiteness,
we shall always assume that m takes the smallest possible value. Notice that ωxn is associated
to x by construction, but does not necessarily contain x.
In the sequel we describe an inductive partitioning algorithm which gives rise to a (Leb
mod 0) partition P of the cu-disk ∆0.
First step of induction. Notice that since ‖Df‖ is uniformly bounded, for any n ≥ 1,
all hyperbolic pre-disks Vn(x) contain a ball of some radius τn > 0 depending only on n.
In particular, by compactness, the set Hn ∩ ∆0 is covered by a finite number of hyperbolic
pre-disks Vn(x). We fix some large n0 ∈ N and ignore any dynamics occurring up to time n0.
Then there exist ℓn0 and points z1, . . . , zℓn0 ∈ Hn0 such that
Hn0 ∩∆0 ⊂ Vn0(z1) ∪ · · · ∪ Vn0(zℓn0 ).
We now choose a maximal subset of points x1, . . . , xjn0 ∈ {z1, . . . , zℓn0} such that the corre-
sponding sets ωxin0 of type (15) are pairwise disjoint and contained in ∆0, and let
Pn0 = {ω
x1
n0 , . . . , ω
xjn0
n0 }.
These are the elements of the partition P constructed in the n0-step of the algorithm. Let
∆n0 = ∆ \
⋃
ω∈Pn0
ω.
For each 0 ≤ i ≤ jn0 , we define the inducing time
R|ωxin0
= n0 +mi
where 0 ≤ mi ≤ N is the integer associated to ω
xi
n0 as in (15). Let now Zn0 be the set of
points in {z1, . . . , zℓn0} which were not chosen in the construction of Pn0 , i.e.
Zn0 = {z1, . . . , zℓn0} \ {x1, . . . , xjn0}.
We remark that for every z ∈ Zn0 , the set ω
z
n0 associated to z must either intersect some
ωxin0 ∈ Pn0 or intersect the complement of ∆0 in ∆, since otherwise it would have been
included in the set Pn0 . We now introduce some notation to keep track of which one of the
above reasons is responsible for the fact that z belongs to Zn0 . We let ∆
c
0 = ∆ \∆0 and for
each ω ∈ Pn0 ∪ {∆
c
0} we define
Zωn0 =
{
x ∈ Zn0 : ω
x
n0 ∩ ω 6= ∅
}
and the associated n0-satellite set
Sωn0 =
⋃
x∈Zωn0
Vn0(x).
Finally let
Vn0 =
jn0⋃
i=1
V (xi)
and
Sn0 =
⋃
ω∈Pn0∪{∆
c
0}
Sωn0 ∪ Vn0 .
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Notice that Sn0
Hn0 ∩∆0 ⊂ Sn0 ∪
⋃
ω∈Pn0
ω.
General step of induction. We now proceed inductively and assume that the construction
has been carried out up to time n−1 for some n > n0. More precisely, for each n0 ≤ k ≤ n−1
we have a collection of pairwise disjoint sets Pk = {ω
x1
k , ..., ω
xjk
k } which “return” at time k+m
with 0 ≤ m ≤ N , and such that for any k 6= k′, any two sets ω ∈ Pk and ω
′ ∈ Pk′ we have
ω∩ω′ = ∅. We also have a set ∆k which is the set of points which do not yet have an associated
return time. To construct all relevant objects at time n, we note first all, as before, that there
are z1, . . . , zℓn ∈ Hn ∩∆n−1 such that
Hn ∩∆n−1 ⊂ Vn(z1) ∪ · · · ∪ Vn(zℓn),
and we choose a maximal subset of points x1, . . . , xjn ∈ {z1, . . . , zℓn} such that the corre-
sponding sets of type (15) are pairwise disjoint and contained in ∆n−1. Then we let
Pn = {ω
x1
n , . . . , ω
xjn
n }
These are the elements of the partition P constructed in the n-step of the algorithm. We also
define the set of points of ∆0 which do not belong to partition elements constructed up to
this point:
∆n = ∆0 \
⋃
ω∈Pn0∪···∪Pn
ω.
For each 0 ≤ i ≤ jn we set
R|ωxin = n+mi,
where 0 ≤ mi ≤ N is the integer associated to ω
xi
n0 as in (15). Let
Zn = {z1, . . . , zℓn} \ {x1, . . . , xjn}
and for any ω ∈ Pn0 ∪ · · · ∪ Pn ∪ {∆
c
0} define
Zωn = {z ∈ Zn : ω
z
n ∩ ω 6= ∅}
and its n-satellite
Sωn =
⋃
z∈Zωn
Vn(z).
Finally let
Vn =
jn⋃
i=1
V (xi)
and
Sn =
⋃
ω∈Pn0∪···∪Pn∪{∆
c
0}
Sωn ∪ Vn.
Note that for each n ≥ n0 one has
Hn ∩∆n−1 ⊂ Sn ∪
⋃
ω∈Pn0∪···∪Pn
ω. (16)
More specifically we have thatHn∩∆n−1 ⊂ Sn, i.e. all points in ∆n−1 which have a hyperbolic
time at time n are ”covered” by Sn while the points which have a hyperbolic time at time
n but which are already contained in previously constructed partition elements, are trivially
16 JOSE´ F. ALVES, CARLA L. DIAS, STEFANO LUZZATTO, AND VILTON PINHEIRO
‘covered” by the union of these partition elements. The inclusion (16) will be crucial in
Section 7 to prove the integrability of the return times.
This inductive construction allows us to define the family
P =
⋃
n≥n0
Pn
of pairwise disjoint subsets of ∆0. At this point there is no guarantee that P forms a Leb
mod 0 partition of ∆0. This will follow as a corollary of Proposition 5.4 below.
5. Partition on the reference leaf
In this section we prove that the elements of P defined in the previous section form a Leb∆
mod 0 partition of the disk ∆0 introduced in (14). Some of the partial technical estimates
will also be used later to prove the integrability of the return times with respect to Leb∆.
Lemma 5.1. There exists C2 > 0 such that for any n ≥ k ≥ n0 and any ω ∈ Pk we have
Leb∆(S
ω
n ) ≤ C2 Leb∆
 ⋃
z∈Zωn
ωzn
 .
Proof. We note first of all that, from the construction above, two distinct points z1, z2 with the
same hyperbolic time n can give rise to the same associated disks ωz1n = ω
z2
n . We prove here
that the measure of the union of the hyperbolic pre-disks Vn(z) associated to points z ∈ Z
ω
n
which give rise to the same disk ωzn is comparable to the measure of ω
z
n. More precisely, we
will show that for every n ≥ 1 and z1, . . . , zN ∈ Hn with ω
zi
n = ω
z1
n for 1 ≤ i ≤ N we have
Leb∆
(
N⋃
i=1
Vn(zi)
)
≤ C2 Leb∆(ω
z1
n ). (17)
Notice that (17) implies the statement in the lemma. Indeed, consider a subdivision of the set
Sωn of all hyperbolic pre-disks associated to the points in Z
ω
n into a finite number of classes such
that all hyperbolic pre-disks in each class have the same associated set ωzn. Then apply(17)
to each one. This gives the statement in the lemma.
Thus we just need to prove (17). For simplicity of notation, for 1 ≤ i ≤ N , we write
Ui = Vn(zi) and Bi = f
n(Vi). We define
X1 = U1 and Xi = Ui \
i−1⋃
j=1
Uj , for 2 ≤ i ≤ N.
Similarly
Y1 = B1 and Yi = Bi \
i−1⋃
j=1
Bj , for 2 ≤ i ≤ N.
Observe that the Xi’s are pairwise disjoint sets whose union coincides with the union of the
Ui’s, and similarly for the Yi’s and Bi’s. Recalling that ω
zi
n = ω
z1
n for 1 ≤ i ≤ N , by the third
item of Lemma 3.3 we have
Leb∆(Xi)
Leb∆(ω
z1
n )
≤ C1
Lebfn(∆)(Yi)
Lebfn(∆) fn(ω
z1
n )
.
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Hence
Leb∆(U1 ∪ . . . ∪ UN )
Leb∆(ω
z1
n )
=
∑N
i=1 Leb∆(Xi)
Leb∆(ω
z1
n )
≤ C1
∑N
i=1 Lebfn(∆)(Yi)
Lebfn(∆)(fn(ω
z1
n ))
= C1
Lebfn(∆)(B1 ∪ . . . ∪BN )
Lebfn(∆)(fn(ω
z1
n ))
.
We just need to show that the right hand side is bounded above, and for this it is sufficient
to show that the denominator Lebfn(∆)(f
n(ωz1n )) on the right hand side is bounded below.
This is clearly true, because by definition of ωz1n we have m ≤ N0 such that f
n+m(ωz1n ) is a
cu-disk of radius δ0. 
Remark 5.2. The argument used to prove (17) gives in particular that for each 1 ≤ i ≤ jn we
have Leb∆(V (xi)) ≤ C2 Leb∆(ω
xi
n ).
The next lemma shows that, for each n andm fixed, the Lebesgue measure on the disk ∆ of
the union of sets ωzn which intersects an element of partition is proportional to the Lebesgue
measure of that element. The proportion constant can actually be made uniformly summable
in n.
Lemma 5.3. There exists C3 > 0 such that for all n ≥ k ≥ n0 and ω ∈ Pk we have
Leb∆
 ⋃
z∈Zωn
ωzn
 ≤ C3σn−k Leb∆(ω).
Proof. By construction, given ω ∈ Pk, there is some hyperbolic pre-disk Vk(y) such that
ω ⊂ Vk(y) ⊂ V
+
k (y)
and whose images under fk are respectively cu-disks Buδ1 ⊂ B
u
2δ1
centred at fk(y). Moreover,
there exists some integer 0 ≤ ℓ ≤ N0 such that f
k+ℓ(Vk(y)) u-crosses C0 and f
k+ℓ(ω) is that
part of fk+ℓ(Vk(y)) which projects onto ∆0. Moreover, f
k(V +k (y)) is a δ1-neighbourhood of
fk(Vk(y)) and so f
k+ℓ(V +k (y)) contains a δ1K
−N0
0 -neighbourhood of f
k+ℓ(Vk(y)), where is
defined in (12). In particular,
fk+ℓ(V +k (y)) contains a δ1K
−N0
0 -neighbourhood of ∂f
k+ℓ(ω). (18)
For any n ≥ k we let
A0n,k =
{
z ∈ fk+ℓ(V +k (y)) : distfk+ℓ(V +
k
(y))(z, ∂f
k+ℓ(ω)) ≤ 2δ0K
N0
0 σ
n−(k+N0)
}
and
A1n,k =
{
z ∈ fk+ℓ(ω) : distfk+ℓ(V +
k
(y))(z, ∂f
k+ℓ(ω)) ≤ 2δ1K
N0
0 σ
n−(k+N0)
}
.
Observe that A0n,k and A
1
n,k are both annuli surrounding the boundary of ω in f
k+ℓ(V +k (y)),
with the particularity that A1n,k surrounds only inside f
k+ℓ(ω). A straightforward calculation
gives that there is a constant C > 0, independent of k and n, such that
Lebfk+ℓ(V +
k
(y))(A
i
n,k) ≤ Cσ
n−k, i = 1, 2. (19)
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Now we see that for z ∈ Zωn we have f
k+ℓ(ωzn) contained in A
0
n,k or A
1
n,k, depending on the
following two possible cases:
(1) ωzn ⊆ ω.
By the first item of Lemma 3.3 (see also Remark 4.1), for each ωzn with z ∈ Z
ω
n we
have
diamfk+ℓ(ωzn)(f
k+ℓ(ωzn)) ≤ diamfk+ℓ(ωzn)(f
k+ℓ(Vn(z))) ≤ 2δ1K
N0
0 σ
n−(k+N0), (20)
Noting that as z /∈ ω and ωzn ⊆ ω, then Vn(z) necessarily intersects the boundary of
ω, and so fk+ℓ(Vn(z)) intersects ∂f
k+ℓ(ω). It follows from (20) that
fk+ℓ(ωzn) ⊆ A
1
n,k. (21)
(2) ωzn * ω.
In this case, ωzn necessarily intersects the boundary of ω because z ∈ Z
ω
n . Once more
by the first item of Lemma 3.3 (see also Remark 4.1), we have
diamfk+ℓ(ωzn)(f
k+ℓ(ωzn)) ≤ 2δ0K
N0
0 σ
n−(k+N0), (22)
where we have used the fact that ωzn is contained in some hyperbolic pre-disk Vn(z)
and the term KN00 comes from the fact that ω
z
n may require up to a maximum of N0
iterates to go from fn(Vn(z)) to the cylinder C0, u-crossing it. Since ω
z
n intersects
the boundary of ω, then fk+ℓ(ωzn) intersects the boundary of f
k+ℓ(ω). Recalling that
σ < 1 and (13), it follows from (18) and (22) that
fk+ℓ(ωzn) ⊆ A
0
n,k. (23)
Therefore
LebV +
k
(y)
(⋃
z∈Zωn
ωzn
)
LebV +
k
(y)(ω)
≤ C˜
Lebfk+ℓ(V +
k
(y))
(
fk+ℓ
(⋃
z∈Zωn
ωzn
))
Lebfk+ℓ(V +
k
(y))(f
k+ℓ(ω))
≤ C˜
Lebfk+ℓ(V +
k
(y))
(
A0n,k
)
+ Lebfk+ℓ(V +
k
(y))
(
A1n,k
)
Lebfk+ℓ(V +
k
(y))(f
k+ℓ(ω))
,
where C˜ > 0 is a uniform constant that incorporates the distortion at the hyperbolic time k
given by Lemma 3.3 and the distortion of f ℓ with ℓ ≤ N0. Recalling that fk+ℓ(ω)) u-crosses C0,
the result then follows by (19), (21) and (23). 
Proposition 5.4.
∞∑
n=n0
Leb∆(Sn) <∞.
Proof. Observe that
∞∑
n=n0
Leb∆(Sn) ≤
∞∑
n=n0
Leb∆
(
S
∆c0
n
)
+
∞∑
k=n0
∑
ω∈Pk
∞∑
n=k
Leb∆(S
ω
n ) +
∞∑
n=n0
Leb∆(Vn). (24)
We start by estimating the sum with respect to the satellites of ∆c0. Notice that from
Lemma 3.3 it follows that all hyperbolic pre-disks Vn(x) have diameter ≤ 2δ1σ
n. There-
fore
S
∆c0
n ⊂ {x ∈ ∆0 : dist(x, ∂∆0) < 2δ1σ
n},
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and so we can find ζ > 0 such that
Leb∆
(
S
∆c0
n
)
≤ ζσn.
This obviously implies that the part of the sum related to ∆c0 in (24) is finite.
Consider now n ≥ k ≥ n0. By Lemmas 5.1 and 5.3, for any ω ∈ Pk we have
Leb∆(S
ω
n ) ≤ C2C3σ
n−k Leb∆(ω).
It follows that
∞∑
k=n0
∑
ω∈Pk
∞∑
n=k
Leb∆(S
ω
n ) ≤ C2C3
∞∑
k=n0
∑
ω∈Pk
∞∑
j=0
σj Leb∆(ω)
= C2C3
1
1− σ
∞∑
k=n0
∑
ω∈Pk
Leb∆(ω)
≤ C2C3
1
1− σ
Leb∆(∆).
Finally, by Remark 5.2 we have
∞∑
n=n0
Leb∆(Vn) ≤ C2
∞∑
n=n0
∑
ω∈Pn
Leb∆(ω) ≤ C2 Leb∆(∆)
and this gives the conclusion. 
We are now ready to show that our inductive construction gives rise to a Leb∆ mod 0
partition of ∆0. Recall that ∆0 ⊃ ∆n0 ⊃ ∆n0+1 ⊃ ..., where ∆n is the set of points which
does not belong to any element of the collection P constructed up to time n. It is enough to
show that
Leb∆
(⋂
n
∆n
)
= 0. (25)
To prove this, notice that by Proposition 5.4, the sum of the Leb∆ measures of the sets Sn
is finite. It follows from Borel-Cantelli Lemma that Leb∆ almost every x ∈ ∆0 belongs only
to finitely many Sn’s, and therefore one can find n such that x /∈ Sj for j ≥ n. Since Leb∆
almost every x ∈ ∆0 has infinitely many hyperbolic times, it follows from (16) that x ∈ ω for
some ω ∈ Pn0 ∪ · · · ∪ Pn and therefore (25) holds.
6. The GMY structure
We are now ready to define the GMY structure on Ω as in the beginning of Section 4.
Consider the center-unstable disk ∆0 ⊂ ∆ as in (14) and the Leb∆ mod 0 partition P of ∆0
defined in Section 4. We define
Γs =
{
W sδs(x) : x ∈ ∆0
}
.
Moreover, we define Γu as the set of all local unstable manifolds contained in C0 which u-
cross C0. Clearly, Γ
u is nonempty because ∆0 ∈ Γ
u. We need to see that the union of the
leaves in Γu is compact. This follows ideas that we have already used to prove Proposition 3.1.
By the domination property and Ascoli-Arzela` Theorem, any limit leaf γ∞ of leaves in Γ
u is
still a cu-disk u-crossing C0. Thus, by definition of Γ
u, we have γ∞ ∈ Γ
u. We thus define
our set Λ with hyperbolic product structure as the intersection of these families of stable
and unstable leaves. The cylinders {C(ω)}ω∈P then clearly form a countable collection of
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s-subsets of Λ that play the role of the sets Λ1,Λ2, . . . in (P1) with the corresponding return
times R(ω). It just remains to check that conditions (P1)-(P5) hold.
6.1. Markov and contraction on stable leaves. Condition (P1) is essentially an imme-
diate consequence of the construction. We just need to check that fR(ω)(C(ω)) is a u-subset,
for any ω ∈ P. Indeed, choosing the integer n0 in the first step of the inductive algorithm
sufficiently large, and using the fact that the local stable manifolds are uniformly contracted
by forward iterations under f , we can easily see that the “height” of fR(ω)(C(ω)) is at most
δs/4. Hence, by the choice of δ0 we have f
R(ω)(C(ω)) made by cu-unstable disks contained in
C0. Moreover, as f
R(ω)(ω) u-crosses C0 the same occurs with the local unstable leaves that
form C(ω), and so (P1) holds. (P2) is clearly verified under our assumptions.
6.2. Backward contraction and bounded distortion. The backward contraction on un-
stable leaves and bounded distortion, respectively properties (P3) and (P4), follow from
Lemma 3.3. Indeed, by construction, for each ω ∈ P there is a hyperbolic pre-ball Vn(ω)(x)
containing ω associated to some point x ∈ D with σ-hyperbolic time n(ω) satisfying R(ω)−
N0 ≤ n(ω) ≤ R(ω). It is sufficient to prove the (P3) and (P4) at the time n = n(ω) instead
of R(ω) since the two differ by a finite and uniformly bounded number of iterations whose
contribution to the estimates is also uniformly controlled.
An immediate consequence of (10) is that if y ∈ K satisfies dist(f j(x), f j(y)) ≤ δ1 for
0 ≤ j ≤ n− 1, then n is a σ3/4-hyperbolic time for y, i.e.
n∏
j=n−k+1
∥∥∥Df−1|Ecufj(y)∥∥∥ ≤ σ3k/4, for all 1 ≤ k ≤ n.
Therefore, taking δs, δ0 < δ1/2, for any γ ∈ Γ
u we have that n is a σ3/4-hyperbolic time for
every point in Cω ∩ γ. The backward contraction on unstable leaves and bounded distortion
are then consequence of Lemma 3.3, recall Remark 3.4.
6.3. Regularity of the foliations. Property (P5) is standard for uniformly hyperbolic at-
tractors. In the rest of this section we shall adapt classical ideas to our setting.
We begin with the statement of a useful lemma on vector bundles whose proof can be
found in [24, Theorem 6.1]. Let us recall that a metric d on E is admissible if there is a
complementary bundle E′ over X, and an isomorphism h : E ⊕ E′ → X × B to a product
bundle, where B is a Banach space, such that d is induced from the product metric on X×B.
Lemma 6.1. Let p : E → X be a vector bundle over a metric space X endowed with an
admissible metric. Let D ⊂ E be the unit ball bundle, and F : D → D a map covering a
Lipschitz homeomorphism f : X → X. Assume that there is 0 ≤ κ < 1 such that for each
x ∈ X the restriction Fx : Dx → Dx satisfies Lip(Fx) ≤ κ. Then
(1) there is a unique section σ0 : X → D whose image is invariant under F ;
(2) if κLip(f)α < 1 for some 0 < α ≤ 1, then σ0 is Ho¨lder continuous with exponent α.
Proposition 6.2. Let f :M →M be a C1 diffeomorphism and Ω ⊂M a compact invariant
set with a dominated splitting TΩM = E
cs ⊕ Ecu. Then the fiber bundles Ecs and Ecu are
Ho¨lder continuous on Ω.
Proof. We consider only the centre-unstable bundle as the other one is similar. For each
x ∈ Ω let Lx be the space of bounded linear maps from E
cu
x to E
cs
x and let L
1
x denote the unit
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ball around 0 ∈ Lx. We define Γx : L
1
x → L
1
f(x) as the graph transform induced by Df(x):
Γx(µx) = (Df |E
cs
x ) · µx · (Df
−1|Ecuf(x)).
Consider L the vector bundle over Ω whose fiber over each x ∈ Ω is Lx, and let L
1 be its unit
ball bundle. Then Γ : L1 → L1 is a bundle map covering f |Ω with
Lip(Γx) ≤ ‖Df | E
cs
x ‖ · ‖Df
−1 | Ecuf(x)‖ ≤ λ < 1.
Let c be a Lipschitz constant for f |Ω, and choose 0 < α ≤ 1 small so that λc
α < 1. By
Lemma 6.1 there exists a unique section σ0 : M → L
1 whose image is invariant under Γ
and it satisfies a Ho¨lder condition of exponent α. This unique section is necessarily the null
section. 
The next result gives precisely (P5)(a).
Corollary 6.3. There are C > 0 and 0 < β < 1 such that for all y ∈ γs(x) and n ≥ 0
log
∞∏
i=n
detDfu(f i(x))
detDfu(f i(y))
≤ Cβn.
Proof. As we are assuming that Df is Ho¨lder continuous, it follows from Proposition 6.2 that
log |detDfu| is Ho¨lder continuous. The conclusion is then an immediate consequence of the
uniform contraction on stable leaves. 
To prove (P5)(b) we introduce some useful notions. We say that φ : N → P , where N and
P are submanifolds of M , is absolutely continuous if it is an injective map for which there
exists J : N → R such that
LebP (φ(A)) =
∫
A
JdLebN .
J is called the Jacobian of φ. Property (P5)(b) can be restated in the following terms:
Proposition 6.4. Given γ, γ′ ∈ Γu, define φ : γ′ → γ by φ(x) = γs(x) ∩ γ. Then φ is
absolutely continuous and the Jacobian of φ is given by
J(x) =
∞∏
i=0
detDfu(f i(x))
detDfu(f i(φ(x)))
.
One can easily deduce from Corollary 6.3 that this infinite product converges uniformly.
The remaining of this section is devoted to the proof of Proposition 6.4. We start with a
general result about the convergence of Jacobians whose proof is given in [28, Theorem 3.3].
Lemma 6.5. Let N and P be manifolds, P with finite volume, and for each n ≥ 1, let
φn : N → P be an absolutely continuous map with Jacobian Jn. Assume that
(1) φn converges uniformly to an injective continuous map φ : N → P ;
(2) Jn converges uniformly to an integrable function J : N → R.
Then φ is absolutely continuous with Jacobian J .
For the sake of completeness, we observe that there is a slight difference in our definition
of absolute continuity. Contrarily to [28], and for reasons that will become clear below, we
do not impose the continuity of the maps φn. However, the proof of [28, Theorem 3.3] uses
only the continuity of the limit function φ, and so it still works in our case.
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Consider now γ, γ′ ∈ Γu and φ : γ′ → γ as in Proposition 6.4. The proof of the next lemma
is given in [28, Lemma 3.4] for uniformly hyperbolic diffeomorphisms. Nevertheless, one can
easily see that it is obtained as a consequence of [28, Lemma 3.8] whose proof uses only the
existence of a dominated splitting.
Lemma 6.6. For each n ≥ 1, there is an absolutely continuous πn : f
n(γ) → fn(γ′) with
Jacobian Gn satisfying
(1) lim
n→∞
sup
x∈γ
{
distfn(γ′)(πn(f
n(x)), fn(φ(x))
}
= 0;
(2) lim
n→∞
sup
x∈fn(γ)
{|1−Gn(x)|} = 0.
We consider the sequence of consecutive return times for points in Λ,
r1 = R and rn+1 = rn +R ◦ f
rn, for n ≥ 1.
Notice that these return time functions are defined Lebγ almost everywhere on each γ ∈ Γ
u
and are piecewise constant.
Remark 6.7. Using the sequence of return times one can easily construct a sequence of Lebγ
mod 0 partitions (Qn)n by s-subsets of Λ with rn constant on each element of Qn, for which
(P1)-(P5) hold when we take rn playing the role of R and the elements of Qn playing the role
of the s-subsets. Moreover, the constants C > 0 and 0 < β < 1 can be chosen not depending
on n.
We define, for each n ≥ 1, the map φn : γ → γ
′ as
φn = f
−rnπrnf
rn. (26)
It is straightforward to check that φn is absolutely continuous with Jacobian
Jn(x) =
|det(Df rn)u(x)|
|det(Df rn)u(φn(x))|
·Grn(f
rn(x)). (27)
Observe that these functions are defined Lebγ almost everywhere. So, we may find a Borel
set A ⊂ γ with full Lebγ measure on which they are all defined. We extend φn to γ simply
by considering φn(x) = φ(x) and Jn(x) = J(x) for all n ≥ 1 and x ∈ γ \ A. Since A has zero
Lebγ measure one still has that Jn is the Jacobian of φn.
Proposition 6.4 is now a consequence of Lemma 6.5 together with the next one.
Lemma 6.8. (φn)n converges uniformly to φ and (Jn)n converges uniformly to J .
Proof. It is sufficient to prove the convergence of each sequence restricted to A described
above. In particular, the expressions of φn and Jn are given by (26) and (27) respectively.
Let us prove first the case of (φn)n. Using the backward contraction on unstable leaves
given by (P3) and recalling Remark 6.7, we may write for each x ∈ γ
distγ′(φn(x), φ(x)) = distγ′(f
−rnπrnf
rn(x), f−rnf rnφ(x))
≤ Cβrn distfrn(γ′)(πrnf
rn(x), f rnφ(x)).
Since rn → ∞ as n → ∞ and distfrn(γ′)(πrnf
rn(x), f rnφ(x)) is bounded, by Lemma 6.6, we
have the uniform convergence of φn to φ.
Let us prove now that the case of the Jacobians (Jn)n. By (27), we have
Jn(x) =
|det(Df rn)u(x)|
|det(Df rn)u(φ(x))|
·
|det(Df rn)u(φ(x))|
|det(Df rn)u(φn(x))|
·Grn(f
rn(x)).
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Using the chain rule and Corollary 6.3, it easily follows that the first term in the product
above converges uniformly to J(x). Moreover, by Lemma 6.6, the third term converges
uniformly to 1. It remains to see that the middle term also converges uniformly to 1. Recalling
Remark 6.7, by bounded distortion we have
|det(Df rn)u(φ(x))|
|det(Df rn)u(φn(x))|
≤ exp
(
C distfrn (γ′)(f
rn(φ(x)), f rn(φn(x)))
η
)
= exp
(
C distfrn (γ′)(f
rn(φ(x)), πrn(f
rn(x)))η
)
.
Similarly we obtain
|det(Df rn)u(φ(x))|
|det(Df rn)u(φn(x))|
≥ exp
(
−C distfrn (γ′)(f
rn(φ(x)), πrn(f
rn(x)))η
)
.
The conclusion then follows from Lemma 6.6. 
7. Integrability of the return time
In the previous sections we have constructed a GMY structure on Ω. To complete the
proof of Theorem C it just remains to show that this GMY structure has integrable return
times as in (5). Recall first that the existence of a GMY structure implies the existence of
an induced map F : Λ → Λ with an invariant probability measure ν, see remarks following
Theorem C. This measure can be disintegrated into a family of conditional measures on the
unstable leaves {γu} with conditional measures which are equivalent to Lebesgue measure
with densities bounded by uniform constants above and below, see [42, Lemma 2]. We fix
one such unstable leaf γ ∈ Γu and let ν¯ denote the conditional measure associated to ν and
equivalent to Lebesgue. The integrability of the return times with respect to Lebesgue as
in (5) therefore follows immediately from the next result.
Proposition 7.1. The inducing time function R is ν¯-integrable.
Proof. We first introduce some notation. For x ∈ ∆ we consider the orbit x, f(x), ..., fn−1(x)
of the point x under iteration by f for some large value of n. In particular x may undergo
several full returns to ∆ before time n. Then we define the following quantities:
H(n)(x) := number of hyperbolic times for x before time n
S(n)(x) := number of times x belongs to a satellite before time n
R(n)(x) := number of returns of x before time n
Each time that x has a hyperbolic time, it either then has a return within some finite and
uniformly bounded number of iterations, or by definition it belongs to a satellite. Therefore
there exists some constant κ > 0 independent of x and n such that
R(n)(x) + S(n)(x) ≥ κH(n)(x)
Notice that x may belong to a satellite or have a return without it having a hyperbolic time
itself, since it may belong to a hyperbolic pre-disk of some other point y which has a hyperbolic
time. Dividing the above equation through by n we get
R(n)(x)
n
+
S(n)(x)
n
≥
κH(n)(x)
n
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Recalling that hyperbolic times have uniformly positive asymptotic frequency, there exists a
constant θ > 0 such that H(n)(x)/n ≥ θ for all n sufficiently large, and therefore, rearranging
the left hand side above gives
R(n)(x)
n
(
1 +
S(n)(x)
R(n)(x)
)
≥ κθ > 0
Moreover S(n)(x)/R(n)(x) converges by Birkhoff’s ergodic theorem to precisely the average
number of times
∫
Sdν that typical points belong to satellites before they return, and from
Proposition 5.4 it follows that
∫
Sdν <∞. Therefore, we have
R(n)(x)
n
≥ κ′ > 0 (28)
for all sufficiently large n where κ′ can be chosen arbitrarily close to κθ/(1 +
∫
Sdν¯) which
is independent of x and n. To conclude the proof notice that n/R(n)(x) is the average
return time over the first n iterations and thus converges by Birkhoff’s ergodic theorem to∫
R¯dν¯. This holds even if we do not assume a priori that R¯ is integrable since it is a positive
function and thus
∫
R¯dν¯ is always well defined and lack of integrability necessarily implies∫
R¯dν¯ = +∞. Thus. arguing by contradiction and assuming that
∫
R¯dν¯ = +∞ gives
n/R(n)(x)→
∫
R¯dν¯ = +∞ and therefore R(n)(x)/n→ 0. This contradicts (28) and therefore
implies that we must have
∫
R¯dν¯ < +∞ as required. 
8. Liftabilty
In this section we complete the proof of Theorem D. The ‘if” part of this result is well known
and we refer to it in the comments preceeding Theorem D. We therefore just need to show
that every SRB measure with positive Lyapunov exponents in the Ecu direction is liftable.
To achieve this, first of all let Ω denote the support of the given SRB measure µ. Then Ω
is invariant under f and thus under any positive iterate of f . We will show in the following
proposition that there exists some N ≥ 1 such that fN on Ω is nonuniformly expanding,
and thus weakly nonuniformly expanding, along Ecu. We can then apply the conclusions
of Theorem C to obtain a GMY structure for fN with integrable return time function R.
This easily give a corresponding GMY structure for f with return time function NR which
is therefore still integrable and therefore, as explained above, gives rise to an SRB measure.
By uniqueness of SRB measures it follows that this measure coincides with µ, thus proving
that µ is liftable.
Proposition 8.1. There exists N ≥ 1 such that fN is non-uniformly expanding along Ecu
on a set with positive Lebesgue measure.
Proof. We prove first of all that there exists N ≥ 1 such that∫
log ‖(DfN |Ecux )
−1‖dµ < 0. (29)
Indeed, by assumption all Lyapunov exponents of f along Ecu are positive and therefore all
Lyapunov exponents of the map f−1 along Ecu are negative. Thus, considering the cocycle
(x, v) 7→ (f−1(x),Df−1(x)v), Oseledets’ Theorem implies that there exists λ such that
lim
n→∞
1
n
log
∥∥∥Df−1|Ecu
f−n+1(x)
· · ·Df−1|Ecux
∥∥∥ = λ < 0 (30)
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where λ is the largest Lyapunov exponent of f−1, see [8, Addendum 4]. By the chain rule
and the inverse function theorem, we have
Df−1|Ecu
f−n+1(x)
· · ·Df−1|Ecux =
(
Dfn|Ecu
f−n(x)
)−1
. (31)
Since the sequence
φn = log
∥∥∥∥(Dfn|Ecuf−n(x))−1
∥∥∥∥
satisfies φn+m ≤ φn+φm◦f
−n, using the invariance of µ with respect to f−1 and Kingmann’s
Subadditive Ergodic Theorem we have, for µ almost every x,
lim
n→∞
1
n
log
∥∥∥∥(Dfn|Ecuf−n(x))−1
∥∥∥∥ = infn≥1 1n
∫
log
∥∥∥∥(Dfn|Ecuf−n(x))−1
∥∥∥∥ dµ,
which, together with (30) and (31), gives (29).
Notice that µ may not be ergodic for fN , but it can have at most N ergodic components.
Indeed, notice first of all that any subset C which is fN -invariant and has positive mea-
sure, satisfies µ(C) ≥ 1/N : assume by contradiction that µ(C) < 1/N and consider the set
∪N−1j=0 f
−j(C). We have that
0 < µ
N−1⋃
j=0
f−j(C)
 ≤ N−1∑
j=0
µ(f−j(C)) < 1.
This gives a contradiction, because the set is f - invariant and µ is ergodic. Now, if (fN , µ) is
not ergodic, then we decomposeM into a union of two fN -invariant disjoint sets with positive
measure. If the restriction of µ to one of these sets is not ergodic, then we iterate this process.
Note that this must stop after a finite number of steps with at most N disjoint subsets, since
fN -invariant sets with positive measure have its measure bounded from below by 1/N .
Thus, we have that (fN , µ) has at mostN ergodic components. By (29), at least one of these
ergodic components, whose support we denote by Σ, satisfies
∫
Σ log ‖(Df
N |Ecux )
−1‖dµ < 0.
Hence, by Birkhoff’s Ergodic Theorem, for µ almost every x ∈ Σ one has
lim
n→∞
1
n
n−1∑
j=0
log ‖(DfN |EcufNj (x))
−1‖ =
∫
Σ
log ‖(DfN |Ecux )
−1‖dµ < 0.
This proves that fN is non-uniformly expanding along Ecu for µ almost every point in the
set Σ. From the assumption that µ is an SRB measure we have that conditional measures of µ
on local unstable manifolds are absolutely continuous with respect to Lebesgue. In particular
there is some local unstable manifold γu on which we have non-uniform expansion for a set
of points of positive Lebγu measure. Considering the union of local stable manifolds through
these points and the absolute continuity of the stable foliation we get the result. 
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