The study of pollutant effects on living organisms provides information about the possible biological and environmental response to a contaminant. Progression of prostate cancer may be related to exposure to pesticides or other chemical substances. In this work, the effect of the pesticide aldrin on human prostate cancer cells (DU145) is studied using Raman spectroscopy and chemometric techniques. Prostate cancer cell line DU145 has been exposed acutely the pesticide aldrin. Individual Raman spectra coming from control and treated cell populations have been acquired. Partial least squares discriminant analysis (PLSDA) has been used to assess differences among treated and control samples and to identify spectral biomarkers associated with pollutant stress. Some preprocessing methodologies have been tested in order to improve the capability of discrimination between fingerprints. Partial least squares discriminant analysis results suggest that the best normalization-scaling preprocessing combination is provided by Euclidean normalization (EN)-SIMPLISMA-based scaling (SBS). SIMPLISMA-based scaling has been proposed as a scaling method focused on the classification objective, which enhances variables with high relative variation among samples. The most relevant spectral variables related to aldrin effect on DU145 seem to be mainly related to lipids, proteins, and variations in nucleic acids.
Introduction
Prostate cancer is one of the most common cancers diagnosed in men worldwide. [1] [2] [3] There are no well-known risk factors associated with prostate cancer. Nevertheless, some works indicate that an increased risk has been related to the use of pesticides and other toxic substances, and higher incidence has been found among farmers, probably due to the long exposure to these compounds. [4] [5] [6] [7] [8] Other studies determine that the progression of cancer can also be affected by some of these chemicals and differences among an aggressive and non-aggressive cancer may be related to the exposure to a pollutant. [9] [10] [11] Raman spectroscopy is a vibrational spectroscopy that provides molecular level information about the samples. The use of Raman spectroscopy (and microscopy) in cell lines for medical or biological studies is actually quite common. [12] [13] [14] [15] Besides, in some works it is shown that Raman spectroscopy is also suitable for metabolomic studies. [16] [17] [18] Raman spectra of cell samples are fingerprints of a mixture of metabolites found in a single point of the cell. That is the reason why interpretation of Raman spectra of living organisms is quite difficult. Raman spectra of biological samples are not related to a specific compound, but Raman bands can be characteristic of a family of metabolites or biomolecules, such as proteins or lipids. 19 For example, it is well-known that some bands are related to amide I-IV from proteins, or others to CH 2 bonding, which increase when you measure a lipid.
In this work, we have exposed human prostate cancer cells DU145 to the pesticide aldrin and we have measured Raman spectra in order to study variations on cell metabolites. 20, 21 Raman fingerprints provide very rich and finely structured information, but spectroscopic differences among sample populations can be very subtle. In order to improve the capability of discrimination among spectroscopic fingerprints, some preprocessing tools have been tested in simulated and real data.
The choice of data preprocessing relies on the data set, the information to be obtained, and the data analysis method used. In this case, with the aim of improving the classification of the non-contaminated and contaminated cells and to find relevant spectroscopic regions to explain metabolic differences, combinations of normalization and scaling methods have been tested before using partial least squares discriminant analysis (PLSDA). 22 Normalization preprocessing helps generally to remove size differences among full signals. As a consequence, it orients the data analysis to enhance differences of signal shape. Scaling procedures, instead, help to tune the relevance of each spectral channel in the data treatment used. The effect of preprocessing on the quality parameters related to discrimination and on the detection of relevant spectroscopic variables is assessed.
Materials and Methods Reagents
Aldrin, phosphate buffer saline solution (PBS), paraformaldehyde (PFA) (a.r.), and cell culture medium and reagents were purchased from Sigma-Aldrich.
Cell Culture. The human prostate cancer cell line DU145 was purchased from the American Type Culture Collection (ATCC) and maintained in RPMI1640 culture medium supplemented with 10% heat-inactivated fetal bovine serum, 100 U/mL penicillin, and 100 mg/mL streptomycin at 37 C in a humidified atmosphere containing 5% of CO 2 .
Cell Treatment
A 10 mM solution of aldrin was prepared in dimethylsulfoxide (DMSO) due to the low solubility of this compound in water. From the 10 mM stock solution, an intermediate solution of 100 mM was prepared diluting the concentrated solution with non-supplemented RPMI. The vehicle solution was also prepared with the same amount of DMSO.
The DU145 cells were seeded on glass substrates, in a six-well plate at a density of 2 Â 10 5 cells per well through 24 h. Then, a known amount of the contaminant was added to some of the wells. The volume of contaminated and non-contaminated wells was adjusted to 2 mL with DMSO (final concentration of DMSO 0.01%, so cytotoxic effects can be considered negligible) and all samples were preserved 24 h at 37 ºC. Before performing Raman measurements, DU145 cells were fixed with a 4% PFA solution prepared in PBS for 20 min. To remove the remaining PFA, cells were cleaned with PBS and deionized water and subsequently air-dried.
Instrument Settings
A LabRam HR 800 confocal Raman spectrometer manufactured by Horiba Jobin Yvon (Kyoto, Japan) was used in this work. A 532 nm laser (diode pumped solid state laser) was used as a light source and Raman spectra were recorded with 10 s acquisition time and six accumulations. Measurements were obtained through a 100Â objective (NA ¼ 0.90) and a charge-coupled device as a detector. The spectral range measured was 600-3200 cm À1 , with a spectral resolution of 1.26 cm À1 .
Data Sets and Data Treatment

Data Sets
Real Data Set. The real data set contains 34 spectra from the nucleus of DU145 cells, 24 from contaminated and ten from non-contaminated cells. All spectra were acquired from the nucleus of different cells. Raman spectra baselines have been corrected using asymmetric least squares 23 and spectral noise has been reduced by Savitzky-Golay smoothing method with polynomial order two and a window size of 15 points, equivalent to a spectral range of 25 cm À1 . 24 For subsequent data analysis, variables with no chemical information (flat baselines of 1540-1550, 1700-2700, and 2760-2810 cm À1 ) were removed. Variables in the range of 600-1200 cm
À1
were also removed due to the presence of broad bands related to the glass substrate (Fig. 1) .
Simulated Data Sets. Two simulated data sets were prepared in order to mimic shapes and spectral differences of real samples and for a better understanding of the effect of pretreatments before working with spectra collected in real samples. Both simulated data sets were created in the same way, but a different amount of noise was added.
The simulated data sets contain 35 spectra, 25 from contaminated and ten from non-contaminated cells in order to mimic the real data set size. In Fig. 2 , the procedure used to create one of the simulated data sets is shown. One preprocessed spectrum of each real class (contaminated and non-contaminated) has been used as initial spectral shape to generate all spectra within a class. These two basic signatures have been modified in such a way that only spectral differences from some well-located spectral ranges have been preserved to clearly define which variables should be detected when changes among samples are modeled. After that, each spectrum has been multiplied by a random factor in the range of 0.8-1.2 to simulate the size effect variation among different samples and, finally, independent heteroscedastic noise proportional to the intensity of the signal in a level equal to 1% of the maximum signal has been added to the first data set and 5% to the second one.
Preprocessing. Normalization and scaling methods have been used as preprocessing methods in this work. From the methods selected, all combinations of normalizationscaling methods have been tested in the real and the simulated data sets.
Normalization Methods. Normalization methods consist of the division of each spectrum by a factor related to its own signal intensity to reduce size effect differences among different spectra of the data set. It is a potentially useful approach when high variations of intensity between samples of the same class due to concentration or instrumental issues are encountered and when the relevant differences among samples relate to the shape of the signal and not to the global signal intensity. The normalization procedures tested in this work are described below.
Euclidean normalization (EN)
Euclidean normalization is one of the most common normalization methods and consists of dividing all elements of the spectrum by its Euclidean norm, as shown in Eq. 1:
wherex i is the normalized spectrum,x i is the raw spectrum of n spectral channels, and the Euclidean norm is defined as:
Probabilistic Quotient Normalization (PQN): 25 Probabilistic quotient normalization is based on the assumption that the majority of the variables do not show large differences among classes. The normalization factor is calculated using the median of the ratio of the raw spectra and a reference spectrum selected previously. The method is performed following the steps below:
(1) Choice of a reference spectrum (usually the median of control samples when control and treated samples have to be distinguished). (2) Normalization of all spectra (reference spectrum included) using EN. (3) Each EN-normalized spectrum is divided element-byelement by the normalized reference spectrum that was chosen in step 1. (4) The median value of each of these quotients is chosen as the normalization factor for a particular spectrum. (5) Each EN-normalized spectrum is divided by its corresponding normalization factor.
Scaling Methods. Scaling methods consist of dividing the signals (absorbance, etc.) of each variable or spectral channel by a different factor in order to adjust the importance of each variable in the data set. It is a suitable approach when there are significant differences of intensity among the signals of the variables of the samples and the relevance of each variable for classification is not necessarily linked to the raw scale magnitude or amplitude.
Autoscaling
Autoscaling 26 implies mean centering and dividing the signal values of each spectral channel by its standard deviation. In this way, all signals of spectral channels have a mean equal to zero and a standard deviation (SD) equal to 1.
Standard Deviation Scaling (SDS)
Standard deviation scaling consists of dividing each signal value of a spectral channel of the data set by the SD of that signal for that particular spectral channel. When SDS is performed, the SD of each variable in the data set becomes equal to 1.
Range Scaling (RS)
Range scaling transforms the values of the data set so that all spectral variable signals extend in the same range of 0-1. To do so, readings in each spectral channel get the minimum value of this variable subtracted and the result is divided by the range of these intensities, i.e., maximum minus minimum value (Table 1) .
SIMPLISMA-Based Scaling (SBS)
SIMPLISMA-based scaling [27] [28] [29] is proposed as a new scaling method and has been performed to enhance differences among sample classes by giving a higher weight to variables that present a higher relative standard deviation in their signals. As shown in Table 1 , SBS is carried out by multiplying each value of a spectral channel by its SD and dividing by its mean. A correction factor (offset) has been added to the denominator to avoid enhancing variables with very low signal-to-noise (S/N) ratio. Table I . Scaling method equations, where X is a matrix of i spectra and j spectral channels,
Scaling methods Equations
Autoscalex ij ¼ xijÀxj sj
Classification Method. Classification methods consist of assigning the samples in a data set to a class or category based on the measurements performed on it. 30 There are several methods used for this purpose, e.g., soft independent modeling of class analogies (SIMCA), 31 which is a class modeling method, focuses on setting boundaries for a particular class and on the basis of those detect when a new sample is in or out of the class modeled. Linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), PLSDA, 22 and regularized discriminant analysis (RDA), 32 instead, are discriminant analysis methods, and aim at finding models that can help to distinguish among samples of two or more classes. The choice of a classification method depends mainly of the structure of the data set analyzed and the problem of interest. In this case, the data sets exposed in the ''Data sets'' section above contain a small amount of samples, an unbalanced number of samples in each class (control and contaminated), and a number of features clearly higher than the number of samples. Linear discriminant analysis and QDA are not suitable when the number of features is greater than the number of samples and were, therefore, discarded. 33 Regularized discriminant analysis could circumvent this problem, but lacks a good criterion to identify relevant discriminant features and was also not considered to tackle the problem under study.
Both appropriate methods for this kind of data set, SIMCA and PLSDA work with a small number of uncorrelated components and circumvent the problem of the large number of correlated features versus the small number of samples. Partial least squares discriminant analysis has been the method of choice because it offers an easy way to describe the relevant features to distinguish between control and exposed samples and could be easily applicable to more complex multiclass problems, using a single classification model. Soft independent modeling of class analogies would work comparably to PLSDA in this case, although a model per class would be needed for more complex multiclass problems.
Partial Least Squares Discriminant Analysis
Partial least squares discriminant analysis 22 is a classification method based on the PLS [34] [35] [36] regression between the X matrix, formed by the Raman spectra of control and contaminated samples, and the Y matrix to be predicted, which contains the class membership information about control and contaminated samples. Class membership information is defined as 1 (for a sample related to a class) and 0 (for a sample out of the class). In this study, Y is formed by a single vector where control samples are tagged as zeros and treated samples as ones. A cross-validation method was performed to decide the number of components of the PLSDA models. To do so, the X matrix (34 samples) was divided in ten blocks, guaranteeing that there was a control sample, and three or four contaminated samples in each one of these blocks. The number of components in the model was chosen as the one giving the highest classification rate.
Quality parameters of the classification model are sensitivity, selectivity, and classification rate:
where TP are true-positive samples, TN are true-negative samples, FP are false-positive samples, and FN are falsenegative samples. TP and TN refer to correctly classified samples, in or out of a particular class, respectively. FP and FN samples are incorrectly classified classes, as being in the class or out of the class, respectively, when the true situation is the opposite. Sensitivity is a parameter related to the ability to correctly identify a sample belonging to a class and selectivity is related to the ability to correctly exclude a sample from an incorrect class. The comparison of these quality parameters for each model, associated with each particular data preprocessing, determines which combination of the tested preprocessing methods is best to distinguish between contaminated and non-contaminated DU145 cells.
Qualitative information of the discrimination analysis is provided by the weights of the X matrix spectral variables of the PLSDA model. Related to this magnitude, the variable importance in the projection (VIP) is used to find out the variables most responsible for the discrimination of both classes. Identification of the Raman bands affected by the contaminant is relevant to assess the effect of the contaminant on the cell metabolism.
All data treatment has been performed in Matlab (The MathWorks Inc.). The PLSDA method has been applied using PLS Toolbox (Eigenvector Research Inc.). In-house routines have been used to apply some of the preprocessing methods.
Results and Discussion
Effect of SIMPLISMA-Based Scaling on Simulated and Real Data Sets
The SBS method is a new scaling preprocessing method oriented to improve the classification results. As shown in Table 1 , SBS is based on multiplying each value of a spectral channel by its relative SD, enhancing those variables that, in relative terms, can show more differences among the signals of the different samples measured. The highest drawback of this scaling method is that spectral ranges with high SD and low mean in the spectral channels, where only spectral noise is present, can be boosted. To avoid this, an offset factor has been added to the denominator to account for the presence of noise. For variables related to chemical variation, this factor is much lower than the mean and the effect will be small, but for noise-related variables, it will significantly decrease the scaling factor of this variable, which means that noise variables will not be enhanced. The same strategy is used by the SIMPLISMA method to avoid choosing noise-related variables as the purest in a data set. 29 The noise correction factor is estimated as a percentage of the maximum of the spectra data set. SIMPLISMA-based scaling has been tested in the simulated data set with the highest noise level (5% noise) and the real data using different F-correction factors in order to determine how to select the suitable one (Fig. 3) . Classification quality parameters, commented upon in the ''Classification'' section, of the PLSDA models applying the different normalization methods and SBS modifying the correction factor are shown in Table 2 . Partial least squares discriminant analysis results in simulated and real data reveal that the error in classification rate decreases and sensitivity and/or selectivity increase as the offset factor is increased until a certain value, from which the quality of the results remains stable in the optimum. Thus, the selected correction (offset) factor values (in red in Table 2 ) will be the smallest providing the optimal classification rate.
Effect of Data Preprocessing for Classification
The PLSDA on the Raman spectra data sets was performed in order to assess the effect of aldrin on DU145 cells. The effect of normalization-scaling combinations shown in the ''Preprocessing'' section has been tested in the real data set (Fig. 4) and in the simulated set with lowest noise level (more similar to the quality of the real data set).
Quality in classification models relates to figures of merit, such as error in classification rate, selectivity, and specificity, but also to the detection of suitable relevant variables for discrimination.
Figures of merit associated with the classification ability of the models performed with all combinations of scaling/ normalization preprocessing on the simulated data set had always very good quality and, therefore, are not shown. The same kind of results from models performed on the real data set are presented in Table 3 . In this case, there is more variability in the quality of the results obtained, quite likely due to the fact that, even if noise and variations in signal intensity may be similar between the simulated and the real data sets, there exists an additional natural variability in spectral shape within each class in natural samples that Table 3 indicates which preprocessing techniques are the best to distinguish between real aldrin contaminated and control cells on the basis of Raman measurements.
Regarding the results presented in Table 3 , we can say that the normalization methods tested, when not coupled to scaling, do not improve sample classification in this data set. This is probably due to the fact that the variations in signal size do not hinder significantly the differences among control and treated samples.
Using only scaling on raw data does not seem to improve the results obtained without any pretreatment. At the most, it equals those in quality, like when only autoscaling on raw data is used. Other scaling methods appear clearly unsuitable in the case of the discrimination of control and contaminated DU145 cells, for example any combination with SDS.
However, some combinations of normalization and scaling seem to slightly outperform the application of PLSDA on raw data. The most appropriate normalization-scaling combinations to distinguish between classes, based on the quality parameters obtained, are non-normalized autoscaling, EN-SBS and PQN-RS. Among those, it is worth noting that the new scaling option proposed, the SBS-based, which Figure 5 . Variable importance in the projection of PLSDA models from simulated data set for all normalization-scaling combinations. Limits of the fixed wavelength interval for the simulated data set are marked by a black dashed line. The models with lower classification rate for each normalization method are marked in red.
does not try to balance the amplitude of scale of all variables, as SDS or RS can do, but to enhance the relevance of those variables with higher relative standard deviation, seems a good alternative, when the overall signal size effects are suppressed by EN normalization. Although these results cannot be considered general, since they are based on the study of a particular problem example, it may be worth considering the concept of attributing more relevance to those variables that show relative larger differences among samples. The variable in the projection (VIP) indicator is used to determine the most important variables in the discrimination of the two classes. It is known that despite the quality of the classification model, some preprocessing methods may lead to misleading conclusions regarding the relevance of variables responsible for classification. 37 Therefore, a study of the VIP indicators detected on the models performed on the simulated data set with lowest noise level has been performed to clarify this point, since the variables to be detected as responsible for discrimination are well identified in these data sets. Let us remember that in the simulated data set, two spectral ranges were chosen to contain the differences among sample populations: the first one of 1260-1385 cm À1 and the second one of 2820-3100 cm
À1
. Therefore, VIP values larger than one should only be found in these spectral ranges. Figure 5 shows VIP values for all the normalization-scaling combinations from the simulated data set (1% noise).
All preprocessing combinations present relevant variables with a VIP value higher than one in the spectral range of 2820-3100 cm À1 . The relevant features of this region are more important for the classification even when no scaling is applied due to the high intensity signal.
In the spectral range of 1260-1385 cm À1 , with low intensity signal, the band with more significant change, around 1300 cm À1 , is noticed by all pretreatments and enhanced over others of the same spectral region by SBS-scaled and non-scaled data. In the data sets scaled An interesting point is checking whether the different preprocessing procedures induce wrong detection of significant variables in the range of 1385-3100 cm À1 , where no real spectral differences among classes have been set. In the case of the scaling methods applied, SBS-scaled data never present many relevant variables in this region because this treatment weights variables according to relative standard variation and there is no real variation in this zone. For a different reason, non-scaled data do not show many features in this region because the signal intensity in this zone is not high. On the other hand, normalization seems to affect significantly the wrong detection of relevant variables in this region. When no normalization is applied, only few random variables are found to be relevant in this spectral region, but its VIP values are low in comparison with the relevant variables in the spectral ranges showing real variation among classes. Euclidean normalization is the treatment that shows the highest amount of wrong relevant variables, particularly when combined with autoscaling, SDS, and RS. Notably, there seems to appear two clear false features around 1500 and 1700 cm À1 that coincide with two bands in the original data set. This wrong detection is suppressed or clearly alleviated when PQN is chosen as the normalization method, in agreement with other studies that recommend this kind of normalization to ensure detection of reliable relevant features. 38 In summary, non-scaled data and SBS-scaled data are less prone to false detection of relevant variables, although they may also be a bit less sensitive than other approaches in the detection of low intensity relevant features. Euclidean normalization may lead to the selection of false relevant variables, especially when combined with SDS, autoscaling, or RS scaling, and PQN provide very consistent results, despite the scaling method used. Figure 6 shows the VIP for the PLSDA models on the real data set for the best normalization-scaling combinations and the raw data. Raw data (Fig. 6a ) and autoscaled data (Fig. 6b) seem to point out similar variables linked to differences between both sample populations. Euclidean normalization-SBS (Fig. 6c) and PQN-RS (Fig. 6d ) also seem to indicate similar relevant variables in the differentiation among populations. As commented before, these two combinations have been seen not to point out to wrong features. The EN-SBS (Fig. 6c ) normalization-scaling combination presents VIP variables that avoid zones related to noise, for example, the spectral range of 2700-2800 cm À1 or around 3000 cm À1 . This is a relevant property and stems from the use of the noise related offset in the definition of SBS scaling (Table 1) . Because of these, the most important 
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Possible Aldrin Effects on DU145 Cells
Although VIP provided a good estimation of the most important features for discrimination, interpretation should carefully be done due to the use of preprocessing tools for improving the classification. Because of this reason, control and contaminated mean spectrum (after preprocessing) which show at first sight some slight spectral differences, have been overlapped with VIP provided by PLSDA results to reveal the most relevant spectral ranges to distinguish both sample populations (Fig. 7) . A review of Raman spectroscopy in relation to biomedical applications, which was published by Talari et al., 19 has been taken as a reference to assess the effect of aldrin on DU145 cells. The following spectral ranges have been selected in Fig. 7 : 1230-1280 cm À1 (Fig. 7a ) that suggest changes in proteins and lipids; 1390-1415 cm À1 (Fig. 7b ) related to CH rocking; 1435-1450 cm À1 (Fig. 7c ) which are linked to lipids and deformations of CH 2 bonds; 1655-1665 cm À1 (Fig. 7d ) that can be produced by variations in nucleic acids modes and amide I bond of proteins; and 2847-2852 cm À1 (Fig. 7e) which propose changes to the lipidic configuration.
Conclusion
This study proposes a strategy to analyze the -omic effects on cells by single Raman spectra and PLSDA. The preprocessing of the data set has been performed in order to allow a better discrimination among sample populations. The new scaling approach proposed (SBS), based on the SIMPLISMA method, has been tested in a simulated and real data set. The noise correction factor F when adjusted adequately seems to improve quality parameters of the PLSDA models and avoid selection of variables not showing relevant changes among classes, despite the normalization used. In our case of study, SBS in combination with EN provides the best PLSDA discrimination in the real data set.
The possibility of selecting false relevant variables induces to study the feature variable selection using VIP indicator on a simulated data set. Non-scaled and SBS data sets presented less false features in comparison with the other scaling methods tested. Euclidean normalization showed the most false relevant variables in the simulated data set and PQN seemed to provide consistent VIP indicators in combination with all the scaling methods tested. These results are not generalizable, but PQN and SBS scaling, alone or combined with other treatments, might be suitable preprocessing options when the main goal is the discrimination based on relative signal differences among sample populations.
The effect of aldrin on DU145 cells has been studied using PLSDA results. The most important differences have been observed in proteins, lipids, and nucleic acids. In a previous study using other analytical techniques, Bedia et al. 21 found significant changes in the lipidic profile of DU145 cells after long-term exposure to aldrin. This work suggests that short-term exposure can also induce variation in the lipids of this kind of cell line.
