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Abstract
We consider some questions concerning transportation matrices with a certain nonzero pattern. For a
given staircase pattern we characterize those row sum vectors R and column sum vectors S such that the
corresponding class of transportation matrices with the given row and column sums and the given pattern
is nonempty. Two versions of this problem are considered. Algorithms for finding matrices in these matrix
classes are introduced and, finally, a connection to the notion of majorization is discussed.
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1. Introduction
LetR = (r1, r2, . . . , rm) and S = (s1, s2, . . . , sn) be positive vectors of lengthm andn, respec-
tively, such that
∑m
i=1 ri =
∑n
j=1 sj . Throughout this paper R and S are of this assumed form.
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Define
N(R, S) = the set of all nonnegative m × n matrices A with row sum
vector R and column sum vector S.
So, if A ∈N(R, S), then ∑nj=1 aij = ri (i  m) and ∑mi=1 aij = sj (j  n). The matrix class
N(R, S) is a bounded polyhedron, and therefore a polytope, in the vector space of all real m × n
matrices. It is known as the transportation polytope as its matrices correspond to transportation
plans for shipping material from m sources to n destinations with given amounts in each of these
sources and destinations. For a survey of known results concerning the matrix class N(R, S)
we refer to the recent book [4], or to [11]. Further discussion of this class from an optimization
point of view, represented by the transportation problem, is found in most textbooks on linear
programming, network flows or operations research, see e.g. [10,7,1]. An interesting presentation
of the history of the transportation problem (and the maximum flow problem) may be found in
[9].
The pattern P(A) of a nonnegative matrix A is the set of positions of its positive entries,
i.e., P(A) = {(i, j) : aij > 0}. The pattern P(A) may be identified with a (0,1)-matrix W of
size m × n where the ones in W are in the positions specified byP(A). Patterns of transportation
matrices were characterized in [2] (see the theorem below); for this and related results see [4]. The
patterns of real (not necessarily nonnegative) matrices with given line sums were characterized
in [6]. The patterns of the vertices of the transportation polytope correspond to forests (spanning
subgraphs with no cycles) in the bipartite graph associated with a m × n matrix; for this and other
results concerning transportation polytopes, see [4].
If A is an m × n matrix and I ⊆ {1, 2, . . . , m}, J ⊆ {1, 2, . . . , n}, we let A[I, J ) denote the
submatrix of A with rows in I and columns in {1, 2, . . . , n}\J . The submatrix A(I, J ] is defined
similarly. An all zero matrix is denoted byO (we writeOpq if the sizep × q needs to be indicated).
Similarly, an all ones matrix is denoted by J (or Jpq to indicate its size). The symmetric difference
of two sets U and V is denoted by U  V (which is equal to (U ∪ V )\(U ∩ V )).
The following theorem from [2] (see also [4]) contains a basic result concerningN(R, S); it
characterizes the pattern of transportation matrices.
Theorem 1 [2]. Let W be an m × n (0, 1)-matrix. ThenN(R, S) contains a matrix A with pattern
W if and only if the following condition holds:∑
l∈L
sl 
∑
k∈K
rk (1)
for each ∅ ⊂ K ⊂ {1, 2, . . . , m} and ∅ ⊂ L ⊂ {1, 2, . . . , n} satisfying W [K,L) = O, and where
equality holds in (1) if and only if W(K,L] = O.
The condition in (1) is called the (R, S)-support condition. It is possible to derive this theorem
from network flow theory (which is presented in e.g. [1,5]).
The goal in this paper is to investigate transportation matrices with staircase patterns, as defined
in Section 2. The main results are in Section 3 where we show that a much smaller system of
linear inequalities than the one given by the (R, S)-support condition characterizes the existence
of a transportation matrix with a fixed staircase pattern. This result generalizes a theorem in [11]
(in Chapter 7, on truncated transportation polytopes). Moreover, in the final section we discuss a
connection to the notion of majorization.
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2. Staircase patterns
In this section we discuss staircase patterns and some basic results for these structures.
Consider integers
1 = v1  v2  · · ·  vm and h1  h2  · · ·  hm = n,
such that vi  hi (i  m) and vi  hi−1 + 1 (2  i  m). Define the associated (0, 1)-matrix
W = [wij ] by wij = 1 if vi  j  hi and wij = 0 otherwise (i  m). We call W and its pattern
P(W) a staircase matrix and a staircase pattern, respectively. Every line (row or column) in W
has the form
0, 0, . . . , 0, 1, 1, . . . , 1, 0, 0, . . . , 0,
where the sequence of consecutive ones is nonempty.
For such a staircase matrix W = [wij ] we define
C1W = {(p, q) : wpq = 1, wp,q+1 = 0, wp+1,q+1 = 1},
C2W = {(p, q) : wpq = 1, wp+1,q = 0, wp+1,q+1 = 1}.
Each (p, q) ∈ C1W ∪ C2W will be called a critical position. Clearly, |C1W |, |C2W |  min{m, n} − 1.
Note that if (p, q) ∈ C1W , then W has the form
W =
[
W11 Op,n−q
W21 W22
]
(2)
and if (p, q) ∈ C2W , then W has the form
W =
[
W11 W12
Om−p,q W22
]
. (3)
In both cases the submatrix W11 is of size p × q and the entry of W22 in position (1,1) is 1.
If (p, q) ∈ C1W ∩ C2W , then W is the direct sum of two staircase matrices of size p × q and
(m − p) × (n − q), respectively. The pair (C1W,C2W) determines the staircase matrix uniquely.
Example 1. Let m = 5, n = 7, v1 = v2 = 1, v3 = v4 = 3, v5 = 5, and h1 = h2 = 3, h3 = 5,
h4 = 6, h5 = 7. The corresponding staircase matrix is
W =
⎡
⎢⎢⎢⎢⎣
1 1 1 0 0 0 0
1 1 1 0 0 0 0
0 0 1 1 1 0 0
0 0 1 1 1 1 0
0 0 0 0 1 1 1
⎤
⎥⎥⎥⎥⎦ .
The critical positions are C1W = {(2, 3), (3, 5), (4, 6)} and C2W = {(2, 2), (4, 4)}.
The following simple lemma will be useful later.
Lemma 2. Let W be a staircase matrix of size m × n. Then either W is a direct sum of an all
ones matrix and a smaller staircase matrix (possibly vacuous), or there are integers 1  p < m,
1  q < n such that W is of one of the following two types, denoted by T1 and T2:
(T1)
[
Jpq W12
Om−p,q W22
]
, (T2)
[
Jpq Op,n−q
W21 W22
]
,
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where, in case T1, the first column of the submatrix W12 contains only ones, and, in case T2, the
first row of the submatrix W21 contains only ones.
Proof. Let U and V denote the first column and the first row in W ; note that the first component
in these vectors is 1. Assume W 
= Jm,n. Then either U or V contains a zero. If only U (resp. V )
contains a zero, then W must be of type T1 (resp. T2). Otherwise, both U and V contain a zero,
say that U consists of p ones followed by zeros, and V contains q ones followed by zeros. Now,
depending on the number of leading zeros in row p + 1 and column q + 1 of W it is easy to see
that W is either a direct sum of an all ones matrix of size p × q and a smaller staircase matrix, or
one of the two cases T1 or T2 must occur. 
We now consider the term rank of a staircase matrix. Recall that the term rank of a (0,1)-matrix
W is the maximum number of 1’s in the matrix no two of which lie in the same line. The term
rank of W is denoted by ρ(W).
Consider the following algorithm. By a permitted position we mean a position in the support
of the given staircase matrix W . Here, in the rest of this section, it is convenient to extend the
definition of staircase pattern by allowing leading rows and/or columns of all zeros.
Algorithm TR
1. Initialize the m × n matrix A by putting a 0 in every non-permitted position. Let A˜ = A.
2. Let i be smallest possible such that row i of A˜ contains a permitted position, and let j
be smallest possible such that position (i, j) is permitted. Put a 1 in the position in A
corresponding to (i, j).
3. Update A˜ by striking out the i leading rows and the j leading columns.
4. If A˜ is the empty matrix, stop, and fill in the remaining entries in A with zeros. Otherwise,
go to Step 2.
This simple algorithm has complexity O(min{m, n}).
Theorem 3. Let W be a staircase matrix of size m × n. Then Algorithm TR finds the term rank
ρ(W) of W, and a corresponding set of ρ(W) 1’s in W no two of which are in the same line.
Proof. A (0, 1)-matrix of size m × n with ρ(W) 1’s, all in permitted positions and with no two
1’s in the same line, will be called a maximizer. We now prove the following:
Claim 1. There is a maximizer with a 1 in position (i, j) where i is smallest possible such that
row i in W is nonzero, and j is smallest possible such that wij = 1.
Proof of Claim. Let A be a maximizer and consider the position (i, j) as in the claim. If aij = 1
we are done, so assume that aij = 0. If row i of A contains a 1, but column j does not, we
move the 1 in row i to position (i, j) and thereby obtain another maximizer with the desired
property. Note that (i, j) is a permitted position due to the staircase pattern. Similarly, if column
j of A contains a 1, but row i does not, we move the 1 in column j to (the permitted) position
(i, j) and thereby obtain another maximizer as desired. Finally, consider the case when A has a
1 in row i and in column j , say aik = 1, auj = 1 where k > j and u > i. Then aij = auk = 0,
and by an interchange applied to the 2 × 2 submatrix consisting of rows i and u, and columns
j and k, we obtain a maximizer with aij = 1. (Such an interchange complements the entries in
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positions (i, j), (i, k), (u, j), (u, k)). Again, the staircase structure implies that (i, j) and (u, k)
are permitted positions. This proves the claim.
It follows from the claim that putting a 1 in indicated position (i, j) does not prevent us in
finding a maximizer. This is what Algorithm TR does first. Then we can remove the i leading
rows and the j leading columns since they cannot contain a 1, and the correctness of Algorithm
TR now follows by induction. 
3. The main results
Let W be a given staircase matrix of size m × n. Define
NW(R, S) = {A ∈N(R, S) : P(A) = P(W)}
as the set of transportation matrices with pattern given by W . Similarly, let
NW(R, S) = {A ∈N(R, S) : P(A) ⊆ P(W)}
be the set of transportation matrices A with pattern contained in the pattern of W , i.e., the positive
entries in A are in (some of) the positions of the ones in W .
The setNW(R, S) is a polytope. Actually, it is a face of the transportation polytopeN(R, S);
this face is obtained by setting all entries outside the pattern of W to zero. On the other hand, the
setNW(R, S) may not even be convex. A thorough discussion of similar sets for more general
patterns W (other than staircase patterns) is found in [4,11]. We now strengthen some of these
results when W is a staircase matrix.
The main goal is to characterize whenever the setsNW(R, S) andNW(R, S) are nonempty,
and to give efficient methods for finding matrices in these classes. These characterizations are
given in terms of a linear system of inequalities involving R and S. There is one such inequality
for every critical position in W . We remark that the necessity of the conditions is not hard to see,
but the sufficiency requires some more work.
3.1. The classNW(R, S)
The following theorem characterizes when the classNW(R, S) is nonempty. The character-
ization involves the critical positions as defined in Section 2.
Theorem 4. Let W be a staircase matrix of size m × n. ThenN(R, S) contains a matrix A with
P(A)  P(W) if and only if R and S satisfy
p∑
i=1
ri 
q∑
j=1
sj ((p, q) ∈ C1W), and
p∑
i=1
ri 
q∑
j=1
sj ((p, q) ∈ C2W).
(4)
The proof of Theorem 4 is given below. We call the inequalities in (4) the staircase support
condition. Note that if (p, q) ∈ C1W ∩ C2W , then W decomposes into a direct sum of smaller
staircase matrices, and the staircase support condition contains the equation
∑p
i=1 ri =∑q
j=1 sj .
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Example 1 cont. The staircase support condition (4) for W as in Example 1 is the linear system
r1 + r2  s1 + s2 + s3,
r1 + r2 + r3  s1 + s2 + s3 + s4 + s5,
r1 + r2 + r3 + r4  s1 + s2 + s3 + s4 + s5 + s6,
r1 + r2  s1 + s2,
r1 + r2 + r3 + r4  s1 + s2 + s3 + s4.
For instance, R = (4, 6, 3, 2, 3) and S = (4, 2, 5, 3, 2, 1.4, 0.6) satisfy these inequalities and a
matrix inNW(R, S) is
A =
⎡
⎢⎢⎢⎢⎣
4 0 0 0 0 0 0
0 2 4 0 0 0 0
0 0 1 2 0 0 0
0 0 0 1 1 0 0
0 0 0 0 1 1.4 0.6
⎤
⎥⎥⎥⎥⎦ . 
In order to prove Theorem 4 we discuss the following algorithm. It is sometimes called the
North-West Corner rule (see e.g. [7,4]) and it is often used to construct a feasible solution in the
classical transportation problem, i.e., it constructs a matrix in A = [aij ] ∈N(R, S). It starts in
the upper left (North-West) corner and constructs the first row or column as a multiple of the first
unit vector; the remaining matrix is constructed recursively.
Algorithm NWC
1. (i) If r1  s1, let a11 = r1 and a12 = · · · = a1n = 0. The first row of A has been constructed;
update s1 by subtracting r1 and proceed to Step 2 with the updated S and row sum vector
R′ which is obtained from R by deleting the first component.
(ii) If r1 > s1, let a11 = s1 and a21 = · · · = am1 = 0. Then the first column of A has
been constructed; update r1 by subtracting s1 and proceed to Step 2 with the updated R and
column sum vector S′ which is obtained from S by deleting the first component.
2. Repeat Step 1 until the remaining submatrix is empty.
We now use Algorithm NWC to prove the previous theorem; the central point is to prove that
the constructed matrix A has support contained in the desired staircase pattern.
Proof of Theorem 4. To prove the necessity of the conditions assume that A ∈NW(R, S). Let
(p, q) ∈ C1W . Then, using (2) we get
q∑
j=1
sj =
q∑
j=1
m∑
i=1
aij =
m∑
i=1
q∑
j=1
aij

p∑
i=1
q∑
j=1
aij =
p∑
i=1
n∑
j=1
aij
=
p∑
i=1
ri .
The corresponding inequality for (p, q) ∈ C2W is proved similarly (from (3)), which proves the
necessity of the condition (4).
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We next prove the sufficiency of this condition. A straightforward induction argument shows
that it is sufficient to consider the case when W is not the direct sum of smaller staircase matrices.
In this case C1W ∩ C2W is empty. So assume that (4) holds. Apply Algorithm NWC to the pair
(R, S), and let A be the resulting matrix.
Claim 2. P(A) ⊆ P(W), i.e., A ∈NW(R, S).
Proof of Claim. Assume that the claim is not true, and let (u, v) be the first position outsideP(W)
in which the algorithm sets the entry to some positive number. There are two possible cases.
Case 1: w1v = · · · = wuv = 0. Then there is a critical element (p, q) ∈ C1W with p  u and
q = v − 1. Moreover, since Algorithm NWC places the positive entries along a path of increasing
row and column numbers, we must have
aij = 0 for all (i, j) with i > u and j  q.
This implies
p∑
i=1
ri >
p∑
i=1
q∑
j=1
aij =
m∑
i=1
q∑
j=1
aij =
q∑
j=1
sj .
But this contradicts (4).
Case 2: wu1 = · · · = wuv = 0. Then there is a critical element (p, q) ∈ C2W with p = u − 1
and q  v, and we can argue as above to obtain an inequality which contradicts (4).
This proves the Claim, and therefore the classNW(R, S) is nonempty. 
As seen from the above proof we may use Algorithm NWC to check ifNW(R, S) is nonempty
and, if so, find a matrix inNW(R, S). Thus, the algorithm indirectly tests the staircase support
condition (4).
It is easy to verify that the matrix A determined by Algorithm NWC is a vertex of the polytope
NW(R, S). Actually, any vertex of this polytope may be produced by an algorithm similar to
Algorithm NWC where, in each stage, a position (i, j) is selected and the corresponding entry is
set to min{ri, sj }; see [4] for a similar result forN(R, S).
3.2. The classNW(R, S)
We turn the attention to the classNW(R, S). The main result in this subsection is the following
theorem.
Theorem 5. Let W be a staircase matrix of size m × n. Then N(R, S) contains a matrix A
with P(A) = P(W) if and only if (4) holds and, in addition, these inequalities are strict for all
(p, q) ∈ C1W  C2W .
We shall give an algorithmic proof of this theorem, and to this end we consider the following
algorithm. It constructs, under the conditions in Theorem 5, a matrix A in the classNW(R, S).
In the algorithm we use the different types of W discussed in Lemma 2. The idea is to construct
a matrix A ∈NW(R, S) in several stages where, in each stage, a set of leading rows and/or
columns is constructed. The entries are chosen in a certain “proportional manner” by adding a
certain rank one matrix.
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Fig. 1. The blocks determined by Algorithm A.
Algorithm A
1. Initialize: let W˜ = W , R˜ = R, and S˜ = S.
2. Construct a block in A as follows:
(i) If W˜ is of type T1, let τ˜ =∑ip r˜i and define aij = r˜i s˜j /τ˜ (i  p, j  q), and
aij = 0 (i > p, j  q). Go to Step 3.
(ii) If W˜ is of type T2, let τ˜ =∑jq s˜j and define aij = r˜i s˜j /τ˜ (i  p, j  q), and
aij = 0 (i  p, j > q). Go to Step 3.
(iii) If W˜ = Jp,q ⊕ W ′ where 1  p  m, 1  q  n, let τ˜ =∑ip r˜i =∑jq s˜j and
define aij = r˜i s˜j /τ˜ (i  p, j  q), and aij = 0 when i  p, j > q or i > p, j  q.
3. If all entries of A have been determined, terminate. Otherwise, let W˜ be the submatrix of
W corresponding to the remaining positions in A, and update the row sum vector R˜ and the
column sum vector S˜ according to the block in A that was determined. Go to Step 2.
Example 1. cont. Consider again R = (4, 6, 3, 2, 3) and S = (4, 2, 5, 3, 2, 1.4, 0.6). These vec-
tors satisfy the condition of Theorem 5. Algorithm A requires six stages (iterations) and these
determine, respectively, leading rows or columns as follows: two columns, two rows, two columns,
one row, one row, and, finally, one row; see Fig. 1.
The resulting matrix A ∈NW(R, S) is
A =
⎡
⎢⎢⎢⎢⎣
1.6 0.8 1.6 0 0 0 0
2.4 1.2 2.4 0 0 0 0
0 0 0.6 1.8 0.6 0 0
0 0 0.4 1.2 0.2 0.2 0
0 0 0 0 1.2 1.2 0.6
⎤
⎥⎥⎥⎥⎦ 
Lemma 6. Assume that (4) holds and that these inequalities are strict for all (p, q) ∈ C1W  C2W .
Then Algorithm A finds a matrix inNW(R, S).
Proof. It suffices to prove that a leading block in A may be found and that the updated data also
satisfy the inequalities (4) strictly. The correctness of the algorithm will then follow by induction.
So we may consider the first iteration (using W , R and S).
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First, by Lemma 2 the structure of W is such that one of the three cases (i)–(iii) in Step 2 of
Algorithm A will occur. We distinguish between these cases.
Consider first Case (i), when W is of type T1 and (p, q) ∈ C2W . Since both ri and sj are strictly
positive, aij = risj /τ > 0 (i  p, j  q). So the constructed leading q columns of A have the
same pattern as the leading q columns of W . We calculate (as τ =∑ip ri)
m∑
i=1
aij = sj
p∑
i=1
ri/τ = sj (j  q)
so the first q column sums of the matrix A are as desired. Moreover, since (4) holds with strict
inequality for (p, q) ∈ C2W
q∑
j=1
sj <
p∑
i=1
ri = τ
and therefore
q∑
j=1
aij = ri
q∑
j=1
sj /τ < ri (i  p).
This implies that the updated row sum r˜ = ri −∑qj=1 aij > 0 as desired. Moreover, the updated
W˜ is a staircase matrix with at least one leading 1 in each of the first p rows (as W is of type T1).
Finally, we observe that the staircase support inequalities for R˜, S˜ and W˜ must hold. In fact, each
such inequality may be obtained from an original staircase support inequality (for R, S and W )
by subtracting
∑q
j=1 sj on each side of the inequality (due to our update of the first p row sums).
The proof in Case (ii) (when W is of type T2) is similar (by interchanging the roles of rows
and columns).
Finally, consider Case (iii). So W˜ = Jp,q ⊕ W ′ where 1  p  m, 1  q  n, and we define
τ =∑ip ri =∑jq sj and aij = risj /τ . Then A has the right row and column sums in the
first p rows and the first q columns, and also its support there coincides with the support of W .
If p = m and q = n we have determined A completely, otherwise the updated row and column
sums, and W˜ clearly satisfy the desired properties for the next iteration of the algorithm. This
shows that Algorithm A correctly constructs a matrix A inNW(R, S). 
The proof of Theorem 5 now becomes very short.
Proof of Theorem 5. If NW(R, S) is nonempty, then (4) holds due to Theorem 4, and these
inequalities must be strict for all (p, q) ∈ C1W  C2W (this follows from the summation in the
beginning of the proof of Theorem 4).
Assume next that (4) holds with strict inequalities throughout. Then, by Lemma 6, Algorithm
A may be used to construct a matrix inNW(R, S) so this class is nonempty. 
4. A connection to majorization
In this final section we discuss a connection between staircase transportation matrices and the
notion of majorization. For further treatment of the theory of majorization and its applications,
we refer to [8] and [4].
For nonincreasing vectors a, b ∈ Rn we say that a is majorized by b, and write a  b, if∑k
i=1 ai 
∑k
i=1 bi (k  n − 1) and
∑n
i=1 ai =
∑n
i=1 bi . This notion reflects that the compo-
nents of a are “less spread out” than the components of b.
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Throughout this section W is the n × n staircase matrix where vi = i and hi = n (i  n), so W
has its ones on and above the main diagonal, and zeros elsewhere. We call W an upper triangular
pattern. Then C1W = ∅ and C2W = {(k, k) : 1  k  n − 1}.
From Theorem 4 we obtain the following corollary.
Corollary 7. Let R and S be nonincreasing, positive vectors of length n with ∑i ri =∑j sj .
Then the following are equivalent:
(i) S  R, i.e.,∑kj=1 sj ∑kj=1 rj (1  k  n − 1).
(ii) There is an upper triangular matrix inN(R, S).
(iii) The North-West Corner rule forN(R, S) produces an upper triangular matrix.
In the situation of this corollary, the matrix A produced by Algorithm NWC says how to
redistribute the “mass” represented by the components of R in order to obtain S. This is done by
moving mass to components with higher index. Due to this interpretation we call each matrix in
NW(R, S) a distribution matrix.
Example 2. Let R = (9, 2, 2, 1, 1) and S = (5, 3, 3, 2, 2). Then Algorithm NWC produces the
following upper triangular matrix:
A =
⎡
⎢⎢⎢⎢⎣
5 3 1 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 1
0 0 0 0 1
⎤
⎥⎥⎥⎥⎦
So S  R and the distribution matrix A shows how to obtain S from R by moving 3 and 1 from
the first component to the second and third components, respectively, etc.
It is interesting to note that the distribution matrices for a given majorization S  R play a
“similar role” as another matrix class associated with the majorization. The majorization polytope
n(S  R) consists of all doubly stochastic matrices M such that S = MR where R and S here
are considered as column vectors. This is a nonempty subpolytope of the Birkhoff polytope and it
was discussed in detail in [3], see also [4]. While each matrix M ∈ n(S  R) corresponds to a
certain linear transformation that transforms R into S, the distribution matrices studied here give
another interpretation of majorization as an “additive redistribution process”.
Finally, we remark that, for other staircase patterns than upper triangular ones, the staircase
support condition (4) may be seen as two majorization conditions (corresponding to C1W and
C2W ) for appropriate partial sum vectors obtained from R and S. Thus nonemptyness of the
faceNW(R, S) of the transportation polytope may be expressed in terms of majorization-like
inequalities.
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