Abstract. We derive hierarchical a posteriori error estimates for elliptic variational inequalities. The evaluation amounts to the solution of corresponding scalar local subproblems. We derive some upper bounds for the e ectivity rates and the numerical properties are illustrated by t ypical examples.
I n troduction
A posteriori error estimates play a crucial role in the approximate solution of partial di erential equations by a d a p t i v e nite element methods. In this paper we will consider hierarchical error estimates which are resulting from the following two steps.
Discretize the defect problem with respect to an enlarged space. Localize the discrete defect problem by domain decomposition.
The rst appearance of hierarchical error estimates that we k n o w i s i n t h e work of Zienkiewicz et al. 1] in the early eighties. The intimate relation to preconditioning was made explicit by Deu hard, Leinen, and Yserentant 2 ] . Recently, it turned out that the hierarchical approach a l l o ws a uni ed view o n a v ariety of apparently di erent concepts (cf. Bornemann, Erdmann, and Kornhuber 3, 4] and Verf urth 5, 6] ). Bank and Smith 7] have extended hierarchical error estimates from the elliptic selfadjoint case to a variety of other situations including smooth nonlinear problems. Here we will concentrate on non{smooth optimization problems as arising in the xed{domain formulation of certain free boundary problems. Obstacle problems or semi{discretized Stefan problems are typical examples. As Newton{type linearization cannot be used, we will apply the hierarchical concept to the given nonlinear problem directly. This requires some care in the localization of the discrete defect problem. A straightforward approach was applied successfully to a special obstacle problem arising from semiconductor device simulation 8, 9] . However, it turned out in the subsequent analysis and numerical experiments (cf. Hoppe and Kornhuber 10] ) that in general the resulting error estimate is not robust. In particular, there are no nite upper bounds of the e ectivity rates because the localized defect problem may h a ve a v anishing solution even if the solution of the discrete defect problem is not zero. In the present paper this problem is remedied by using a diagonal scaling of the discrete defect problem. In this way, the original global problem is decomposed in a number of one{dimensional subproblems. The quality o f the resulting error estimate relies on the condition that the solutions of the discrete defect problem and of the decoupled version are high frequency functions (cf. Theorem 4.1). This condition is satis ed in the linear selfadjoint case where we can prove optimal bounds for the e ectivity r a t e s . W e r e f e r to similar properties of cascadic iterations (cf. Deu Elliot 18] . The e cient iterative solution of (2.7) by monotone multigrid methods has been considered by Kornhuber 19, 20 Correctingũ by e Q we obtain the piecewise quadratic approximation u Q = u + e Q 2 Q with respect to the triangulation T .
Note that there are other interesting ways of extending the underlying nite element space S, in particular in the case of three space dimensions 4].
We n o w i n vestigate the e ect of discretization on the continuous defect problem (3.1).
Theorem 3.1 Assume that u Q provides a better approximation thanũ in the sense that ku ; u Q k ku ;ũk (3. 3) holds with some < 1. Then we have the estimates (1 + ) ;1 ke Q k k u ;ũk (1 ; ) ;1 ke Q k: (3.4) Proof. The proof follows immediately from the triangle inequality. The crucial condition (3.3) with = s =(1 ; a ) < 1 is a consequence of the saturation assumption ku ; u Q k s ku ; u S k s < 1 (3.5) and the algebraic accuracy assumption ku S ;ũk a ku ; u S k a < 1 ; s :
The saturation assumption (3.5) states that the larger nite element s p a c e Q provides a better approximation than the original space S. F or su ciently regular problems the piecewise quadratic solution u Q is even an approximation of higher order (see for instance 17]). In this case (3.5) clearly holds for su ciently ne triangulations. On the other hand, there are simple examples showing that (3.5) may be violated, if the mesh is not properly chosen. In this sense reliable a posteriori error estimates still involve a certain amount of a priori information. The algorithmic realization of the algebraic accuracy assumption (3.6) will be discussed in the nal section. In the case of elliptic selfadjoint problems, (3.6) is not needed and the saturation assumption (3.5) is even equivalent to the upper estimate in (3.4) with = s . W e refer to 4] for details.
Preconditioned Discrete Defect Problems
In general, the solution of the discrete defect problem (3.2) is not available at reasonable computational cost. This motivates further simpli cations which should preserve l o wer and upper bounds of the form (3.4). Extending well{known results from the elliptic selfadjoint case 2, 3, 4, 7], we will now i n vestigate the e ect of preconditioning on the solution e Q of (3.2). For this reason we consider the variational inequality The assertion now f o l l o ws from the Cauchy{Schwarz inequality and (4.2).
In the light of Theorem 4.1, we are left with the problem to select a preconditioner b( ) which combines reasonable constants 0 , 1 with a cheap evaluation of e b . In analogy to the linear selfadjoint case one might be tempted to construct a preconditioner based on the hierarchical splitting
where the di erence space V = spanf Q p j p 2 N E g consists of the quadratic bubble functions associated with the edges E (cf. e.g. 2, 3 , 4 , 7 ] ) . H o wever, in contrast to the linear case the unknowns now become coupled with respect to the functional Q as soon as the hierarchical representation is used. Even in simple cases, this coupling cannot be ignored without loosing the reliability of the resulting error estimate 10]. On the other hand, the coupled preconditioned problem is still not solvable with reasonable computational e ort. is accepted as soon as the estimated relative algebraic error of u j is less than 0:5% (assuming that u +1 j is even more accurate than u j ). Ignoring constants, let us for the moment assume that our estimates are representing the algebraic and the approximation error exactly. Then the above stopping criterion for the algebraic solver clearly implies the algebraic accuracy assumption (3.6) with a = 1 =9 as long as the relative approximation error is greater than 5%, i.e. until the nal level is reached. On the nal level this inequality still holds with a = 1 =4, if the relative a p p r o ximation error on this level is still greater than 2:5%, i.e. if it is not reduced by more than a factor of 2 in the nal re nement step. This is a reasonable assumption, because asymptotically the discretization error is well-known to decrease at most linearly with the maximal stepsize which i n t u r n c a n b e o n l y h a l v ed in each re nement step. The implementation was carried out in the framework of a recent C++ version of the nite element toolbox KASKADE 25]. Starting with T 0 , our adaptive algorithm generates a sequence of successively re ned triangulations T 0 : : : T 9 and of corresponding approximations ũ 0 : : : ũ 9 . The nal triangulation T 9 is depicted in the left picture of Figure   5 .2. The right picture shows the (discrete) free boundary of the nal approximationũ 9 . Observe t h a t T 9 is almost uniformly re ned in the inactive region and as coarse as possible in the remaining part of . As the (piecewise linear) obstacle is represented exactly by the nite element approximations, this triangulation is well{suited to the actual problem. The very thin inactive region has no adequate representation on the coarse grids. Even if T 0 is uniformly re ned, all nodal points remain active up to the 3rd re nement level. Hence, the detection and location of the inactive region is a quite challenging task for an adaptive s c heme. The complete approximation history is reported in Table 1 . In the fourth column we report the estimates 100 je Level Depth Nodes est. Error E ectivity 0 0 1 38. Observe that the resulting e ectivity indices can be interpreted as 0:39je with even better results on the ne levels. Hence, our error estimate works satisfactory throughout the approximation. A comparable a posteriori error estimator 10, 8, 9] fails for this example, because it does not detect the inactive region and thus provides the error estimate zero on the rst levels. It is interesting that the approximation history given in Table 1 is very similar to related results in 10] where a considerably more expensive semi{local error estimate has been used. . This semi{discretization has been used to establish existence and uniqueness of a weak solution U (see e.g. Jerome 30] ) and also provides a general framewo r k f o r a v ariety o f n umerical methods. Adaptive t e c hniques for the two{phase Stefan problem have b e e n d e r i v ed by Nochetto, Paolini, and Verdi 31, 32] . In contrast to our approach which is aiming at the adaptive solution of the spatial problems up to a certain accuracy, their local error indicators concentrate exclusively on an e cient resolution of the free boundary.
We will consider a model problem due to Ciavaldini 33] is the exact solution of (5.4) with the corresponding initial and boundary conditions. For the semi{discretization in time we c hoose the uniform step size = 0 :0125.
Recall that an estimated accuracy of 5% is required on each time level. We always start with initial triangulation T 0 as shown in Figure 1 .
The evolution of the solution is illustrated in Figure 5 .3 showing the discrete interface and the approximate physical solution along the diagonal x 1 = x 2 for the rst and the last time step. The corresponding nal triangulations are depicted in Figure 5 .4. In both cases the re nement concentrates on the lack of regularity a t t h e i n terface. The complete approximation history for the rst time step is given in Table 2 where the e ectivity rates are computed according to (5.3). On the subsequent t i m e l e v els we found similar results. As in the previous example we observe a similar e ciency and reliability o f our adaptive algorithm as for related linear selfadjoint problems.
