of wavelets is the Malvar basis which is also a generalization of local Fourier basis, and gives a perfect reconstruction. A new direction of wavelet is the second-generation wavelets which are constructed by lifting scheme and free from the regular dyadic procedure, and thus applicable to compact regions as S 2 and a finite interval.
Introduction
The wavelet transform unfolds functions into time (or space) and scale, and possibly directions. The continuous wavelet transform has been discovered by Alex Grossmann and Jean Morlet who published the first paper on wavelets in 1984. This mathematical technique, based on group theory and squareintegrable representations, allows us to decompose a signal, or a field, into both space and scale, and possibly directions. The orthogonal wavelet transform has been discovered by Lemarié and Meyer (1986) . Then, Daubechies (1988) found orthogonal bases made of compactly supported wavelets, and Mallat (1989) designed the fast wavelet transform (FWT) algorithm. Further developments were done in 1991 by Raffy Coifman, Yves Meyer, and Victor Wickerhauser who introduced wavelet packets and applied them to data compression. The development of wavelets has been interdisciplinary, with contributions coming from very different fields such as engineering (sub-band coding, quadrature mirror filters, time-frequency analysis), theoretical physics (coherent states of affine groups in quantum mechanics), and mathematics (Calderon-Zygmund operators, characterization of function spaces, harmonic analysis). Many reference textbooks are available, some of them we recommend are listed in the ''Further reading'' section. Meanwhile, a large spectrum of applications has grown and is still developing, ranging from signal analysis and image processing via numerical analysis and turbulence modeling to data compression.
In this article, we will first define the continuous wavelet transform and then the orthogonal wavelet transform based on a multiresolution analysis. Properties of both transforms will be discussed and illustrated by examples. For a general introduction to wavelets, see Wavelets: Applications.
Continuous Wavelet Transform
Let us consider the Hilbert space of square-integrable functions L 2 (R) = {f : jkf k 2 < 1}, equipped with the scalar product hf , gi = R R f (x)g ? (x) dx ( ? denotes the complex conjugate in the case of complex-valued functions) and where the norm is defined by kf k 2 = hf , f i 1=2 .
Analyzing Wavelet
The starting point for the wavelet transform is to choose a real-or complex-valued function 2 L 2 (R), called the ''mother wavelet,'' which fulfills the admissibility condition, In practice, however, one also requires the wavelet to be well localized in both physical and Fourier therefore, the Fourier transform of decays smoothly at k = 0.
Analysis
From the mother wavelet , we generate a family of continuously translated and dilated wavelets,
where a denotes the dilation parameter, corresponding to the width of the wavelet support, and b the translation parameter, corresponding to the position of the wavelet. and the wavelet transform could be interpreted as a frequency decomposition using bandpass filters b a, b centered at frequencies k = k =a. The wave number k denotes the barycenter of the wavelet support in Fourier space
½10
Note that these filters have a variable width Ák=k; therefore, when the wave number increases, the bandwidth becomes wider.
Synthesis
The admissibility condition [1] implies the existence of a finite energy reproducing kernel, which is a necessary condition for being able to reconstruct the function f from its wavelet coefficientsf . One then recovers
which is the inverse wavelet transform. The wavelet transform is an isometry and one has Parseval's identity. Therefore, the wavelet transform conserves the inner product and we obtain
e f ða; bÞe g Ã ða; bÞ dadb a 2 ½12
As a consequence, the total energy E of a signal can be calculated either in physical space or in wavelet space, such as
This formula is also the starting point for the definition of wavelet spectra and scalogram (see Wavelets: Application to Turbulence).
Examples
In the following, we apply the continuous wavelet transform to different academic signals using the Morlet wavelet. The Morlet wavelet is complex valued, and consists of a modulated Gaussian with width k 0 =:
½14
The envelope factor k 0 controls the number of oscillations in the wave packet; typically, k 0 = 5 is used. The correction factor e =2 , to ensure its vanishing mean, is very small and often neglected. The Fourier transform is k À 1Þ ½15 Figure 1 shows wavelet analyses of a cosine, two sines, a Dirac, and a characteristic function. Below the four signals we plot the modulus and the phase of the corresponding wavelet coefficients.
Higher Dimensions
The continuous wavelet transform can be extended to higher dimensions in L 2 (R n ) in different ways. Either we define spherically symmetric wavelets by setting (x) = 1d (jxj) for x 2 R n or we introduce in addition to dilations a 2 R þ and translations b 2 R n also rotations to define wavelets with a directional sensitivity. In the two-dimensional case, we obtain for example, Similar constructions can be made in dimensions larger than 2 using n À 1 angles of rotation. Phase of the wavelet coefficients Figure 1 Examples of a one-dimensional continuous wavelet analysis using the complex-valued Morlet wavelet. Each subfigure shows on the top the function to be analyzed and below (left) the modulus of its wavelet coefficients and below (right) the phase of its wavelet coefficients.
Discrete Wavelets Frames
It is possible to obtain a discrete set of quasiorthogonal wavelets by sampling the scale and position axes a, b. For the scale a we use a logarithmic discretization: a is replaced by a j = a Àj 0 , where a 0 is the sampling rate of the log a axis (a 0 = Á( log a)) and where j 2 Z is the scale index. The position b is discretized linearly: b is replaced by x ji = ib 0 a Àj 0 , where b 0 is the sampling rate of the position axis at the largest scale and where i 2 Z is the position index. Note that the sampling rate of the position varies with scale, that is, for finer scales (increasing j and hence decreasing a j ), the sampling rate increases. Accordingly, we obtain the discrete wavelets (cf. Figure 2 )
and the corresponding discrete decomposition formula is
Furthermore, the wavelet coefficients satisfy the following estimate:
½22
with frame bounds B ! A > 0. In the case A = B we have a tight frame.
The discrete reconstruction formula is
where C is a constant and R(x) is a residual, both depending on the choice of the wavelet and the sampling of the scale and position axes. For the particular choice a 0 = 2 (which corresponds to a scale sampling by octaves) and b 0 = 1, we have the dyadic sampling, for which there exist special wavelets ji that form an orthonormal basis of L 2 (R), that is, such that
where denotes the Kronecker symbol. This means that the wavelets ji are orthogonal with respect to their translates by discrete steps 2 Àj i and their dilates by discrete steps 2 Àj corresponding to octaves. In this case, the reconstruction formula is exact with C = 1 and R = 0. Note that the discrete wavelet transform has lost the invariance by translation and dilation of the continuous one.
Orthogonal Wavelets and Multiresolution Analysis
The construction of orthogonal wavelet bases and the associated fast numerical algorithm is based on the mathematical concept of multiresolution analysis (MRA). The underlying idea is to consider approximations f j of the function f at different scales j. The amount of information needed to go from a coarse approximation f j to a finer resolution approximation f jþ1 is then described using orthogonal wavelets. The orthogonal wavelet analysis can thus be interpreted as decomposing the function into approximations of the function at coarser and coarser scales (i.e., for decreasing j), where the differences between the approximations are encoded using wavelets.
The definition of the MRA was introduced by Stéphane Mallat in 1988 (Mallat 1989) . This technique constitutes a mathematical framework of orthogonal wavelets and the related FWT.
A one-dimensional orthogonal MRA of L 2 (R) is defined as a sequence of successive approximation spaces V j , j 2 Z, which are closed imbedded subspaces of L 2 (R). They verify the following conditions: A scaling function (x) is required to exist. Its translates generate a basis in each V j , that is,
At a given scale j, this basis is orthonormal with respect to its translates by steps i=2 j but not to its dilates,
The nestedness of the approximation spaces [28] generated by the scaling function implies that it satisfies a refinement equation:
with the filter coefficients h n = h jn , jÀ1,0 i, which determine the scaling function completely. In general, only the filter coefficients h n are known and no analytical expression of is given. Equation [32] implies that the approximation of a function at coarser scale can be described by linear combinations of the same function at finer scales.
The orthogonal projection of a function f 2 L 2 (R) on V J is defined as
This coarse graining at a given scale J is done by filtering the function with the scaling function . As a filter, the scaling function does not have vanishing mean but is normalized so that R 1 À1 (x) dx = 1. As V JÀ1 is included in V J , we can define its orthogonal complement space in V J :
Correspondingly, the approximation of the function f at scale 2 ÀJ , belonging to V J , can be decomposed as a sum of orthogonal projections on V JÀ1 and W JÀ1 , such that
Based on the scaling function , one can construct a function , the so-called mother wavelet, given by the relation ji ðxÞ ¼ X n2Z g nÀ2i j;n ðxÞ ½ 37 with g n = h jn , jÀ1, 0 i, and where Figure 2) . The filter coefficients g n can be computed from the filter coefficients h n using the relation
1Àn h 1Àn ½38
The translates and dilates of the wavelet constitute orthonormal bases of the spaces W j ,
As in the continuous case, the wavelets have vanishing mean, and also possibly vanishing higherorder moments; therefore,
Let us now consider approximations of a function f 2 L 2 (R) at two different scales j:
with the scaling coefficients
which correspond to local averages of the function f at position i2 Àj and at scale 2 Àj . The difference between the two approximations is encoded by the wavelets
e f jÀ1; i jÀ1;i ðxÞ ½44
with the wavelet coefficients e f ji ¼ hf ; ji i ½ 45 which correspond to local differences of the function at position (2i þ 1)2 À(jþ1) between approximations at scales 2 Àj and 2 À(jþ1) . Iterating the two-scale decomposition [44] , any function f 2 L 2 (R) can be expressed as a sum of a coarse-scale approximation at a reference scale j 0 that we set to 0 here, and their successive differences. These details are needed to go from one scale j to the next finer scale j þ 1 for j = 0, . . . , J À 1,
e f ji ji ðxÞ ½46
For numerical applications, the sums in eqn [46] have to be truncated in both scale j and position i. The truncation in scale corresponds to a limitation of f to a given finest scale J, which is in practice imposed by the available sampling rate. Due to the finite length of the available data, the sum over i also becomes finite. The decomposition [46] is orthogonal, as, by construction,
in addition to [31] .
Fast Wavelet Transform
Starting with a function f 2 L 2 (R) given at the finest resolution 2 ÀJ (i.e., we know f J 2 V J and hence the coefficients f Ji for i 2 Z), the FWT computes its wavelet coefficients e f ji by decomposing successively each approximation f J into a coarser scale approximation f JÀ1 , plus the corresponding details which are encoded by the wavelet coefficients. The algorithm uses a cascade of discrete convolutions with the low pass filter h n and the bandpass filter g n , followed by downsampling, in which only one coefficient out of two is retained. The direct wavelet transform algorithm is initialization given f 2 L 2 ðRÞ and
The inverse wavelet transform is based on successive reconstructions of fine-scale approximations f j from coarser scale approximations f jÀ1 , plus the differences between approximations at scale j À 1 and the finer scale j which are encoded by e f jÀ1, i . The algorithm uses a cascade of discrete convolutions with the filters h n and g n , preceded by upsampling which adds zeros in between two successive coefficients. reconstruction for j = 1 to J, step 1, do
The FWT has been introduced by Ste´phane Mallat in 1989. If the scaling functions (and wavelets) are compactly supported, the filters h n and g n have only a finite number of nonvanishing coefficients. In this case, the numerical complexity of the FWT is O (N) where N denotes the number of samples.
Choice of Wavelets
Orthogonal wavelets are typically defined by their filter coefficients h n , since in general no analytic expression for is available. In the following, we give the filter coefficients of h n for some typical orthogonal wavelets. The filter coefficients of g n can be obtained using the quadrature relation between the two filters [38] .
Haar D1 (one vanishing moment):
Daubechies D2 (two vanishing moments): The multiresolution approach can be further generalized, for samplings on nonequidistant grids leading to the so-called second-generation wavelets.
Higher Dimensions
The previously presented one-dimensional construction can be extended to higher dimensions. For simplicity, we will consider only the twodimensional case, since higher dimensions can be treated analogously.
Tensor product construction Having developed a one-dimensional orthonormal basis ji of L 2 (R), one could use these functions as building blocks in higher dimensions. One way of doing so is to take the tensor product of two one-dimensional bases and to define j x ;j y ;i x ;i y ðx; yÞ ¼ j x ;i x ðxÞ j y ;i y ðyÞ ½ 52
The resulting functions constitue an orthonormal wavelet basis for L 2 (R 2 ). Each function f 2 L 2 (R 2 ) can then be developed into f ðx; yÞ ¼ X j x ;i x X j y ;i y e f j x ;j y ;i x ;i y j x ;j y ;i x ;i y ðx; yÞ ½53
with e f j x , j y , i x , i y = hf , j x , j y , i x , i y i. However, in this basis the two variables x and y are dilatated separately and therefore no longer form an MRA. This means that the functions j x , j y involve two scales, 2 j x and 2 j y , and each of the functions is essentially supported on a rectangle with these side-lengths. Hence, the decomposition is often called rectangular wavelet decomposition (cf. Figure 4a) . From the algorithmic viewpoint, this is equivalent to applying the onedimensional wavelet transform to the rows and the columns of a matrix or a function. For some applications, such a basis is advantageous, for others not. Often the notion of a scale has a certain meaning. For an application, one would like to have a unique scale assigned to each basis function. Multiresolution construction Another much more interesting construction is the construction of a truly two-dimensional MRA of L 2 (R 2 ). It can be obtained through the tensor product of two one-dimensional MRAs of L 2 (R). More precisely, one defines the spaces V j , j 2 Z by
and V j = span{ j, i x , i y (x, y) = j, i x (x) j, i y (y), i x , i y 2 Z} fulfilling analogous properties as in the onedimensional case. Likewise, we define the complement space W j to be the orthogonal complement of V j in V jþ1 , that is,
It follows that the orthogonal complement W j = V jþ1 É V j consists of three different types of functions and is generated by three different wavelets 
> : ½58
Observe that here the scale parameter j simultaneously controls the dilatation in x and y. We recall that in d dimensions this construction yields 2 d À 1 types of wavelets spanning W j .
Using [58] , each function f 2 L 2 (R 2 ) can be developed into a multiresolution basis as Figure 4b . The algorithmic structure of the onedimensional transforms carries over to the twodimensional case by simple tensorization, that is, applying the filters at each decomposition step to rows and columns.
Remark The described two-dimensional wavelets and scaling functions are separable. This advantage is the ease of generation starting from onedimensional MRAs. However, the main drawback of this construction is that three wavelets are needed to span the orthogonal complement space W j . Another property should be mentioned. By construction, the wavelets are anisotropic, that is, horizontal, diagonal, and vertical directions are preferred.
Approximation Properties Reproduction of Polynomials
A fundamental property of the MRA is the exact reproduction of polynomials. The vanishing moments of the wavelet , that is, for m = 0, M À 1, is equivalent to the fact that polynomials up to degree M À 1, can be expressed exactly as a linear combination of scaling functions, p m (x)= P n2Z n m (x À n) for m=0,M À 1. This socalled Strang-Fix condition proves that has M vanishing moments if and only if any polynomial of degree M À 1 can be written as a linear combination of scaling functions . Note that, as p m 6 2 L 2 (R), the coefficients n m are not in l 2 (Z).
Regularity and Local Decay of Wavelet Coefficients
The local or global regularity of a function is closely related to the decay of its wavelet coefficients. If a function is locally in C s (R) (the space of s-times continuously differentiable functions), it can be well approximated locally by a Taylor series of degree s. Consequently, its wavelet coefficients are small at fine scales, as long as the wavelet has enough vanishing moments. The decay of the coefficients hence determines directly the error being made when truncating a wavelet sum at some scale.
Depending on the type of norm used and whether global or local characterization is concerned, various relations of this kind have been developed. Let us take as example the case of an -Lipschitz function.
Suppose
, if and only if there exists a constant A such that j e f ji j A2 ÀjÀ1=2 for any (j, i) with i=2 j 2 [a, b]. This shows the relation between the local regularity of a function and the decay of its wavelet coefficients in scale.
Example To illustrate the local decay of the wavelet coefficients, we consider in Figure 5 the function f (x) = sin (2x) for x 1=4 and x ! 3=4 and f (x) = Àsin (2x) for 1=4 < x < 3=4. The corresponding wavelet coefficients for quintic spline wavelets are plotted in logarithmic scale. The wavelet coefficients show that only in a local region around singularities the fine-scale coefficients are significant.
Linear Approximation
The exact reproduction of polynomials can be used to derive error estimates for the approximation of a function f at a given scale, which corresponds to linear approximation. We consider f belonging to the Sobolev space W s, p (R d ), that is, the weak derivatives of f up to order s belong to L p (R d ). The linear approximation of f at scale J, corresponding to the projection of f onto V J , is then given by
e f j;i j;i ðxÞ ½ 60
The approximation error can be estimated by
where s denotes the smoothness of the function in L p , d the space dimension, and m the number of vanishing moments of the wavelet . In the case of poor global regularity of f, that is, for small s, a large number of scales J is needed to get a good approximation of f.
In Figure 6 , we plot the linear approximation of the function f shown in Figure 5 . The function f 6 is reconstructed using wavelet coefficients up to scale J À 1 = 5, so that in total only 64 out of 512 coefficients are retained. We observe an oscillating behavior of f J near the discontinuities of f which dominates the approximation error.
Nonlinear Approximation
Retaining the N largest wavelet coefficients in the wavelet expansion of f in [46] , without imposing any a priori cutoff scale, yields the best N-term approximation f N . In contrast to the linear approximation [60] , it is called nonlinear approximation, since the choice of the retained coefficients depends Figure 5 Orthogonal wavelet decomposition using quintic spline wavelets: (a) function f (x ) = sin (2x ) for x 1=4 and x ! 3=4 and f (x )= Àsin(2x ) for 1=4 < x < 3=4 sampled on a grid x i =i=2 J ,i =0,...,2 J À 1 with J =9 and (b) corresponding wavelet coefficients log 10 j e f j, i j for i =0,...,2 j À 1 and j =0,...,J À 1.
on the function f. The mathematical theory has been formalized by Cohen, Dahmen, and De Vore. The nonlinear approximation of the function f can then be written as where Ã N denotes the ensemble of all multi-indices = (j, i), indexing the N largest coefficients (measured in the l p norm),
The nonlinear approximation leads to the following error estimate:
where s denotes the smoothness of f in the larger space L q (R d ) with
which corresponds to the Sobolev embedding line (Figure 7 ). This estimate shows that the nonlinear approximation converges faster than the linear one, if f has a larger regularity in L q , that is, f 2 W s, q (R d ), which is for example the case for functions with isolated singularities and for small q.
In Figure 8 , we plot the nonlinear approximation of the function f shown in Figure 5 . The function f N is reconstructed using the strongest 64 wavelet coefficients out of 512 coefficients. Compared to the linear approximation (cf. Figure 6 ), the oscillations around the discontinuities disappear and the approximation error is reduced while using the same number of coefficients.
Compression and Preconditioning of Operators
The nonlinear approximation of functions can be extended to certain operators leading to an efficient Figure 5 for J = 6, reconstructed from 64 wavelet coefficients using quintic splines wavelets and (b) corresponding wavelet coefficients log 10 j e f j, i j for i = 0, . . . , 2 j À 1 and j = 0, . . . , J À 1. Note that the coefficients for J > 5 have been set to zero. Figure 5 reconstructed from the 64 largest wavelet coefficients using quintic splines wavelets, (b) retained wavelet coefficients log 10 j e f j, i j for i = 0, . . . , 2 j À 1 and j = 0, . . . , J À 1. their wavelet representation hT j, i , j 0 , i 0 i is sparse and a large number of weak coefficients can be suppressed by simple thresholding of the matrix entries while controlling the precision. The resulting numerical scheme is called BCR algorithm and is due to Beylkin et al. (1991) .
The characterization of function spaces by the decay of the wavelet coefficients and the corresponding norm equivalences can be used for diagonal preconditioning of integral or differential operators which leads to matrices with uniformly bounded condition numbers. For elliptic differential operators, for example, the Laplace operator r 2 the norm equivalence kr 2 f k ' k2 2je f ji k can be used for preconditioning the matrix hr 2 j, i , j 0 , i 0 i by a simple diagonal scaling with 2
À2j to obtain a uniformly bounded condition number. For further details, we refer to the book of Cohen (2000).
Wavelet Denoising
We consider a function f which is corrupted by a Gaussian white noise n 2 N (0, 2 ). The noise is spread over all wavelet coefficients e s , while, typically, the original function f is determined by only few significant wavelet coefficients. The aim is then to reconstruct the function f from the observed noisy signal s = f þ n.
The principle of the wavelet denoising can be summarized in the following procedure:
Decomposition. Compute the wavelet coefficients e s using the FWT.
Thresholding. Apply the thresholding function " to the wavelet coefficients e s , thus reducing the relative importance of the coefficients with small absolute value.
Reconstruction. Reconstruct a denoised version s C from the thresholded wavelet coefficients using the fast inverse wavelet transform.
The thresholding parameter " depends on the variance of the noise and on the sample size N. The thresholding function we consider corresponds to hard thresholding: Donoho and Johnstone (1994) have shown that there exists an optimal " for which the relative quadratic error between the signal s and its estimator s C is close to the minimax error for all signals s 2 H, where H belongs to a wide class of function spaces, including Hö lder and Besov spaces. They showed using the threshold
yields an error which is close to the minimum error.
The threshold " D depends only on the sampling N and on the variance of the noise n ; hence, it is called universal threshold. However, in many applications, n is unknown and has to be estimated from the available noisy data s. (a) compute s C from the coefficients with modulus larger than " i using the inverse FWT.
Example To illustrate the properties of the denoising algorithm, we apply it to a one-dimensional test signal. We construct a noisy signal s by superposing a Gaussian white noise, with zero mean and variance 2 W = 1, to a function f, normalized such that ((1=N) P k jf k j 2 ) 1=2 = 10. The number of samples is N = 8192. Figure 9a shows the function f together with the noise n; Figure 9b shows the constructed noisy signal s and Figure 9c shows the wavelet denoised signal s C together with the extracted noise. 
