Abstract: This paper explains the design method of an innovative active fault tolerant control scheme and the achieved results regarding its application to aerospace nonlinear models. The proposed method keeps the already in-place control and guidance laws and adds a feedback loop that accommodates the fault. The kernel of this active fault tolerant control consists of the fault detection and diagnosis module designed by using the nonlinear geometric approach. Thanks to this approach fault estimates are analytically decoupled from both the other faults and disturbances. The novel active fault tolerant control has been tested by using high fidelity simulators of aircraft and spacecraft systems, whilst the performances show the method robustness with respect to disturbance effects and measurement errors. The results obtained demonstrate how the proposed design methodology could be a successful approach for the reliable design of fault tolerant control schemes in real aircraft and spacecraft applications.
INTRODUCTION
The paper presents some innovative application results in the field of Active Fault Tolerant Control (AFTC) for aerospace systems. The applied AFTC is based on a Fault Detection and Diagnosis (FDD) module using novel Adaptive Filters (AFs) providing the fault estimate exploited by an additional feedback loop. In this way, the already in-place guidance and control systems can be maintained. The filter structure is derived using the coordinate change characteristic of the NonLinear Geometric Approach (NLGA) theory developed in (De Persis and Isidori (2001) ), which is only the starting point for the filter design. The application of the NLGA to different aerospace systems, in order to obtain fault estimates decoupled from disturbance and/or other faults is investigated. Different problems arise from this approach, for which solutions are investigated and proposed. The overall AFTC scheme shows several interesting properties, and to the best of authors' knowledge, the application results in the aerospace field are innovative. It is worth noting that the proposed FDD scheme, as well as the guidance and control scheme can be designed independently. These features significantly improve the applicability scope of these approaches, since the modification of the validated and certified in-place nominal control law could be the major concern, especially for aerospace systems. Regarding the FDD procedure, this paper shows a nonlinear method based on the work of (Castaldi et al. (2010a) ), where the input sensor faults, only for an aircraft, are estimated without any recovery action. Instead, the present work leads to a complete and versatile fault tolerant control scheme. Moreover, it covers several aerospace applications and considers actuator fault recovery. The presented FDD scheme uses structurally robust AFs providing fault estimates, which are analytically decoupled, thanks to the NLGA, from disturbances and other faults. The fault estimates provided by the proposed AFs are unbiased. It is worth observing that filters not decoupled from disturbances are characterized by a biased fault estimates, thus increasing the reliability of the overall AFTC system. Finally, the problem of the exact decoupling of disturbance or other faults proposed in this paper, has not been solved previously in the literature.
The paper is organised as follows. Section 2 describes the AFs based on the NLGA (NLGA-AF). Section 3 illustrates the FDD module and the results for three aerospace examples, i.e. an aircraft, an unmanned aerial vehicle, and a spacecraft. Some performance indices are shown in Section 4. In Section 5 the stability for the overall AFTC scheme is analysed via Monte-Carlo simulations. Concluding remarks are drawn in Section 6.
NLGA-AF AND AFTC STRATEGIES
This section describes the implementation of the FDD scheme and the structure of the AFTC strategy. Regarding the presented FDD scheme, it is based on the NLGA approach, where a coordinate transformation, highlight a sub-system affected by the fault and decoupled by the disturbances. This sub-system, is the starting point to design a set of adaptive filters. They are able to both detect additive fault acting on a single actuator and estimate the magnitude of the fault. The proposed approach can be properly applied to the nonlinear affine model of the system in the form:
where the state vector
d the disturbance vector (embedding also the faults which have to be decoupled, in order to perform the fault isolation) and y ∈ R m the output vector, whilst n(x), (x), the columns of g(x), and p d (x) are smooth vector fields, and h(x) is a smooth map. The design strategy for the diagnosis of the fault f with disturbance decoupling, by means of the considered NLGA, is shown in (De Persis and Isidori (2001) ) and organized as follows:
• computation of Σ P * , i.e. the minimal conditioned invariant distribution containing P (where P is the distribution spanned by the columns of
⊥ , fault detectability condition, the fault is detectable and a suitable change of coordinate can be determined.
As mentioned above, the considered NLGA to the fault diagnosis problem, is based on a coordinate change in the state space and in the output space, Φ(x) and Ψ(y), respectively. They consist in a surjection Ψ 1 and a function Φ 1 such that Ω * ∩ span {dh} = span {d (Ψ 1 • h)} and Ω * = span {dΦ 1 }, where:
are (local) diffeomorphisms, whilst H 2 is a selection matrix, i.e. its rows are a subset of the rows of the identity matrix. This transformation can be applied to the system (1) if and only if the fault detectability condition is satisfied. The system (1) in the new reference frame can be decomposed into 3 subsystems, namelyx 1 ,x 2 , andx 3 , where the first one is always decoupled from the disturbance vector and affected by the fault as follows:
where the variableȳ 2 in (3) is assumed to be measured and considered as independent input. With reference to (3), the NLGA-AF can be designed if the condition in (De Persis and Isidori (2001)), and the following new constraints are satisfied:
• thex 1 -subsystem is independent from thex 3 state components;
• the single fault is a step function of the time; hence an element of vector f is a constant to be estimated; • there exists a proper scalar componentx 1s of the state vectorx 1 such that the corresponding scalar component of the output vector isȳ 1s =x 1s and the following relation holds (Castaldi et al. (2007) ):
where M 1 (t) = 0, ∀t 0. Depending on the application (see the following examples), the term f s can be considered as a single scalar fault or a combination of single scalar faults weighted by nonlinear state functions. Moreover M 1 (t) and M 2 (t) can be computed for each time instant, since they are functions only of input and output measurements. The relation (4) describes the general form of the system under diagnosis. Under these conditions, the design of the adaptive filter is achieved, with reference to the system model (4), in order to provide a fault estimationf s (t), which asymptotically converges to the magnitude of the fault f s . Assume that the subsystem (4) is determined with the proposed NLGA procedure. Then f s can be estimated by means of the following adaptive filter based on the least-squares algorithm with forgetting factor (Castaldi et al. (2010a) ). The adaptation law is given by:
with the following equations representing the output estimation, and the corresponding normalised estimation error:
where all the involved variables of the adaptive filter are scalar. In particular, λ > 0 is a parameter related to the bandwidth of the filter, β 0 is the forgetting factor and N 2 = 1 +M 2 1 is the normalisation factor of the leastsquares algorithm. Moreover, the proposed adaptive filter adopts the signalsM 1 ,M 2 ,y 1s which are obtained by means of a low-pass filtering of the signals M 1 , M 2 ,ȳ 1s as follows:
Thus, the considered adaptive filter is described by the systems (5), (6), and (7). It can be proven that the asymptotic relation between the normalised output estimation error (t) and the fault estimation error f s −f s (t) is the following:
Moreover, it can be proven that the adaptive filter described by the relations (5), (6), and (7) provides an estimationf s (t) that asymptotically converges to the magnitude of the step fault f s . The proofs are similar to those of (Castaldi et al. (2010a) ) and have been omitted here.
In Figure 1 , u r is the reference input, u is the actuated input, u c is the controlled input, u GC represents the output signal from the GC system, y is the measured output, f the actuator fault, whilstf is the estimated actuator fault. Therefore, Figure 1 shows that the AFTC strategy is obtained by integrating the FDD module with the existing GC system. The FDD module consisting of the generalised bank of NLGA-AF provides the correct estimationf of the f actuator fault. This estimated signal is injected into the control loop, in order to compensate the effect of the actuator fault. 
NLGA-AF METHODOLOGY APPLICATIONS
The NLGA methodology showed in Section 2 is directly applicable only to systems that are affine with respect to both inputs and disturbances. If an observable subsystem can be found one fault can be isolated from disturbances and other faults. Unfortunately many nonlinear models of interest in the aerospace field do not match these requirements and, in particular, there are three cases:
(1) The system is not affine with respect to disturbances (e.g. the aircraft); (2) The system is not affine with respect to inputs (e.g. the UAV); (3) The system is affine with respect to both inputs and disturbances, but it is not possible to isolate only one fault (e.g. the spacecraft);
In this section the NLGA-AF methodology is applied to the aforementioned cases and, for each of these, are showed the models and their peculiarity, the eventual hypothesis used in the models approximation, the NLGA application strategy, the adaptive filters obtained and the simulation results for the resulting global AFTC system. A detailed tutorial on the NLGA methodology application, useful to understand how to obtain the presented results, has been shown in (Castaldi et al. (2011) ).
Example 1: Six Degrees of Freedom Aircraft
The first example shows how the NLGA-AF scheme can be applied to a highly nonlinear aircraft model. The aircraft is modelled as a rigid body with six degrees of freedom, subject to aerodynamic, thrust and gravitational forces and momentums. The inputs of the model are the control surfaces, namely the elevator, δ e , the ailerons, δ a , the rudder, δ r , and the throttle aperture, δ th . The four single faults affect these actuators. Unfortunately the complete model is not affine with respect to disturbances (turbulences and wind-gusts) and a nonlinear approximation is convenient (Castaldi et al. (2010a) ). It is worth noting that the model remains highly nonlinear but affine with respect to disturbances, and the NLGA algorithm is applicable. In this example the filters are decoupled from both aerodynamic disturbances and other faults. It is possible to specify the particular expression of the faulty dynamics of Eq. (4) for f s = f δe :
where C # are the aerodynamic coefficients, m is the aircraft mass, d t is the engine momentum arm, p ω , q ω , r ω are linear combinations of angular velocities, I # are the components of the inertia matrix, α is the attack angle, and δ # are the actuator angles of deflection. It is worth observing that M 1,δe (t) = 0, ∀ t 0, since the aircraft airspeed V (t) is always strictly positive in all the flight conditions.
The following simulations performed in presence of wind and noise on both input and output sensors highlighted the advantages of the fault recovery procedure obtained using fault estimate feedback. Figure 2 shows a fault on the elevator (black) and its estimation (blue) during a coordinated turn (flight phase highly nonlinear). The fault is detected, isolated and estimated with a time delay smaller than the characteristic flight dynamic period. In this way, no actuators saturation are reached, and the flight can proceed normally without loss of performance. In Figure 3 , the advantages of the fault recovery (blue) on the angle of attack is shown when relative to a situation, under the same simulation conditions (noises, disturbances, etc.), without fault recovery (red). 
Example 2: UAV
The dynamic model of the fixed wing UAV assumed for this application is often used for control system design purposes (Boskovic et al. (2004) ). The control inputs are the thrust, T , the load factor, n, and the bank angle, μ. There are two faults respectively on the thrust and the load factor. In this work there are no external or environment disturbances, and the filters have to be decoupled only from the other faults. In this case, the problem is that the load factor appears in the model in a non-affine way, while the thrust is an affine input. On the other hand, it can be possible to obtain an estimation of the fault acting on n independently from that on T . The strategy used to solve this problem (Bertoni et al. (2010) ) is based on two adaptive filters: the first one estimates the fault on n, and the second filter the fault on T . The adaptive filter for n provides the fault estimate to the second filter, which can thus generate the estimation of the fault on T thanks to this information. the fault decoupling is perfect in steady-state conditions, and negligible in transient conditions, if the NLGA-AF is designed to provide a prompt fault reconstruction. With reference to Section 2, the design of the NLGA-AF described by Eq. (4) for the signal f s = f n , is based on the dynamic system in the form:
where V is the airspeed, g is the gravity acceleration and γ is the ramp angle. It is worth observing that M 1,n (t) = 0, ∀ t 0, since the bank angle, μ, has been kept far from the value of 90 o during the set of simulations performed in this work. Figure 5 shows the estimate of the signalf n (blue), when compared with the actual simulated fault f n (black). It is worth nothing that during the fault estimation on n, the reconstruction of the fault on T never exceeds the minimum detectable fault magnitude of 100 N. Figure  6 shows the tracking error, one of the most meaningful aircraft variables that should assess the performances of the and AFTC strategy, with (dashed line) and without (continuous line) fault recovery. 
Example 3: Spacecraft
The spacecraft is considered to be a rigid body, whose attitude, described in quaternions, can be changed by using three actuators that generate the control momentums aligned with the three principal axes of inertia. In this case, the faults are three momenta acting along the same direction of control torques. The disturbance from which the filters have to be decoupled is the aerodynamic field. In this example the model is input affine but it is impossible to obtain a new sub-system sensitive only to one fault and decoupled from both disturbance and other faults. Then, the isolation strategy exploits a bank of the three adaptive filters, each of which sensitive to all faults except one and decoupled from the aerodynamic disturbance. With a simple decision logic the fault detection, isolation and estimation is accomplished. In order to design the NLGA-AF scheme estimating a single fault f i decoupled from aerodynamic disturbance, it is possible to design three AFs organized as a generalised scheme by means of the following procedure.
(1) Let g i (x), i = 1, . . . , 3 (i.e. the columns of g (x) in the model of Eq. (1)). Let p d (x) be the vector field related to the aerodynamic disturbances; (2) Find ax 1 -subsystem sensitive, for example, to a combination of the faults f 1 and f 2 , and decoupled from aerodynamic disturbances by defining:
and then applying the NLGA procedure; it results:
(3) Repeat the step 2 to determine other twox 1 -subsystems sensitive, respectively, to the fault couples {f 1 , f 3 } and {f 2 , f 3 }; (4) Organise these 3 filters as a generalised scheme: if, for example, the single fault f 1 is present, only the filter sensitive to the combination of {f 2 , f 3 } has zero output, thus allowing fault isolation. Moreover, by exploiting the estimatef 12 , the fault f 1 estimate can be obtained by means of relationf 1 =f
12
A12(x) . The coordinate change necessary to select thex 1 -subsystem decoupled from aerodynamic disturbances, determined by means of the above described NLGA procedure for the case with
T , has the form:
Thex 1 -subsystem sensitive to f s12 is given by (Castaldi et al. (2010b) ):ẏ
where M 1 = 1 and
Moreover, the model of Eq. (13) is completed by:
where c , f , d , I , r cp , ( = x, y, z) are the control torque, fault torque, disturbance torque, inertia, and aerodynamic momentum arm on the -axis, respectively. Finally the q i , i = 1, . . . , 4 are the quaternion components. The complete scheme with a generic nonlinear attitude control system is tested in noisy simulation. In the presence of the fault f 1 , Figure 7 shows the estimatesf 12 , f 13 andf 23 , now considered as residual signals. Only the residuals decoupled from aerodynamic field, and the fault on the first axis, i.e. f 23 , have zero mean value after the fault occurrence, thus allowing the correct fault isolation. Hence,f 1 (t) can be determined. Figure 8 shows the estimates of f 1 obtained with both the proposed aerodynamic decoupled filter (blue line) and the the not decoupled filters (red line), when compared with the actual simulated actuator fault (black line). With reference to the variation Δφ of the attitude angle φ with respect to the reference value, the fault recovery performances are obtained by using three different control strategies: without FTC, with FTC using not decoupled filters, and with FTC using the proposed decoupled filters. As shown in Figures 9 , the comparison highlights the better performances of the AFTC system relying on a FDD module decoupled from the aerodynamic field. 
FDD PERFORMANCE
A Monte-Carlo analysis has been used for performance evaluation of the proposed FDD scheme with respect to model uncertainty, environmental disturbances, and measurement uncertainty. These variables has been modelled as Gaussian stochastic processes. Some indices have been used, and thus experimentally evaluated on 500 MonteCarlo runs. These indices are defined as:
Fault Reconstruction Relative Error , mf : it represents the mean value of the relative error between the considered fault size f and the estimated fault sizef ; False Alarm Rate , r fa : the number of wrongly detected faults divided by total fault cases; Missed Fault Rate , r mf : for each fault, the total number of undetected faults, divided by the total number of times that the fault occurs;
True Detection/Isolation Rate , r tdi : for a particular fault case, the number of times it is correctly detected/isolated, divided by total number of times that the fault occurs; Mean Detection/Isolation Delay , τ mdi : for a particular fault, the average detection/isolation delay time. For the UAV application, Table 1 shows that it is possible to achieve false alarm and missed fault rates of less than 0.4%, and detection/isolation rates larger than 99.7%, with minimal detection and isolation delay times. The simulations showed that these values are almost independent for the fault size, which varies in the range from 0.1% to 10% of the relative input nominal value.
MONTE-CARLO STABILITY TEST
The stability properties of the overall AFTC strategy are checked by means of a Monte-Carlo campaign based on high fidelity nonlinear simulators of the proposed aerospace systems. Initial state conditions are changed randomly and a fault affecting the system occurs during the transient related to the stability analysis. All simulations have been performed by considering noise signals modelled as a band limited white processes. As an example, Figure 10 shows that the UAV model state variables [V γ χ] T return to the equilibrium values, proving the overall system stability, and even the fault occurrence does not affect the stability properties. This case shows different convergence times for the three variables due to the presence of a feedback linearization control. The fault estimation filter dynamics are faster than the system dynamics, and the resulting overall convergence times are due only to the control loop dynamics relative to the three variables. Fig. 10 . Monitored state variables used for the stability analysis.
CONCLUSION
In this paper, novel fault tolerant autopilots for aerospace applications were proposed. They use a common FTC scheme exploiting faults estimates provided by adaptive filters by means of a further feedback loop. The fault estimates are unbiased thanks to the application of the nonlinear geometric approach. The coordinate change required by this approach for highlighting a subsystem affected by a fault and exactly decoupled form disturbance and/or other faults, leads to different problems. Hence, different solutions are analysed. The strategy is powerful as it allows the analytic disturbances decoupling, thus providing a structurally robust fault diagnosis scheme and, consequently, a very reliable fault tolerant control system. The performance of the original guidance and control system in presence of faults is improved by the added loop, both in the transient phases and asymptotically. Three different aerospace applications are shown. In the case of the satellite example, differently from other schemes already present in literature, the fault estimates were decoupled from aerodynamic disturbances. Moreover, a new solution was proposed for the UAV non-affine system, by using a weak decoupling method. In the case of the aircraft with six degrees of freedom, the faults were decoupled from aerodynamic disturbances, such as wind gusts and turbulences. The exploited high fidelity plant models and the assumed practical mathematical hypotheses were tested via extensive simulations. The results showed that the designed fault tolerant schemes were reliable and ready for implementation.
