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In the last forty years the Cauchy problem for the nonlinear wave model with time depending damping
and mass term and constant speed of propagation
utt −∆u+ b(t)ut +m2(t)u = f(u, ut,∇u), x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
has been widely studied among the mathematical community, under different assumptions for the
coefficients b(t),m2(t) of the damping and mass, respectively, for the nonlinearity f = f(u, ut,∇u)
and for the Cauchy conditions (u0, u1) (i.e. requiring the belonging of u0 and u1 to suitable function
spaces).
Even though a global theory to classify the results for the previous nonlinear model is nowadays not
developed, for suitable choices of the coefficients b,m2 and of the nonlinearity f several astonishing
and brilliant results have been already shown in the last years.
Let us start recalling briefly the never-ending story behind the classical semilinear free wave model
with power nonlinearity. More precisely, we have in mind the following semilinear Cauchy problem:
utt −∆u = |u|p, x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
(1.1.1)
We will follow the historical background behind (1.1.1), as it is presented in [18].
For 1 < p < pKat(n) = n+1n−1 (here pKat(n) denotes the so-called Kato exponent) the nonexistence
of global in time solutions to (1.1.1) was proved in [42], provided that the data u0, u1 are compactly
supported. On the other hand, in [41] it was proved that the exponent p = 1 +
√
2 is critical for the
Cauchy problem (1.1.1) in the case n = 3. In other words, the author of the above cited paper proved
a global (in time) existence result when the exponent p satisfies p > 1 +
√
2 (actually, he proved the
existence of a classical solution u ∈ C2([0,∞)× R2)) and the blow-up of solutions in finite time under
some sign and support conditions for initial data. Afterwards, in [92] it was conjectured that the
critical exponent for the Cauchy problem (1.1.1) is the positive root of the equation
(n− 1)p2 − (n+ 1)p− 2 = 0.
Subsequently, in honor of the author of [92] such a conjecture had been named Strauss’ conjecture
and the positive root of the previous quadratic equation in p, denoted by p0(n), had be called Strauss
exponent. In particular, it holds p0(3) = 1 +
√
2. Nowadays, it is well-known the correctness of Strauss’
conjecture.
Let us summarize the main steps which led to the proof of its validity. For n = 2 in [25, 26]
the author proved the blow-up and the global (in time) existence of classical solutions for the
subcritical and the supercritical case, respectively. Hence, in [83] the nonexistence of global solutions in
C([0,∞), L
2(n+1)
n−1 (Rn)) was proved for dimensions n ≥ 4 in the subcritical case 1 < p < p0(n). Later, an
existence result in higher dimensions in the supercritical case p > p0(n) was proved in [59]. There the
authors showed the existence of weak solutions belonging to L∞([0,∞), Lq(Rn, dµ)) with a weighted
measure µ up to n ≤ 8 and for all n requiring, additionally, radial initial data. Then, in [24] the
authors avoided the spherical symmetry assumption for p0(n) < p ≤ pconf(n) = n+3n−1 (here pconf(n)
stands for the so-called conformal exponent). Let us mention that in [24] the authors could restrict
their considerations to the subconformal case, since in [58] the superconformal case had already been
considered under suitable regularity assumptions for the data.
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Finally, the global (in time) existence fails also in the critical case p = p0(n). This was proved for
n = 2, 3 in [82] and for n = 4 in [126] and [130], independently.
We can resume this historical excursion in the following table, which is taken from the paper [95].
1 < p < p0(n) p = p0(n) p > p0(n)
n = 2 Glassey, 1981 [25] Schaeffer, 1985 [82] Glassey, 1981 [26]
n = 3 John, 1979 [41] Schaeffer, 1985 [82] John, 1979 [41]
n ≥ 4 Sideris, 1984 [83] Yordanov & Zhang, 2006 [126], Georgiev & Lindblad & Sogge, 1997 [24]
Zhou, 2007 [130] Lindblad & Sogge, 1995 [58]
Moreover, in the cases in which the solution to (1.1.1) blows up it is interesting to estimate with
data u(0, x) = εu0(x) and ut(0, x) = εu1(x) the lifespan of solution T (ε), that is, the largest T > 0
such that the solution can be defined for all t ∈ [0, T ).
For the subcritical case 1 < p < p0(n) for n ≥ 3 and 2 < p < p0(2) for n = 2 the following estimates
for the lifespan T (ε) are fulfilled
cε−
2p(p−1)
γ(p,n) ≤ T (ε) ≤ Cε−
2p(p−1)
γ(p,n) with γ(p, n) = 2 + (n+ 1)p− (n− 1)p2,
where the positive constants c, C are independent of ε. The different steps which led to this result are
summarized in the following table, which is taken from [93].
lower bounds for T (ε) upper bounds for T (ε)
n = 2 Zhou, 1993 [129] Zhou, 1993 [129]
n = 3 Lindblad, 1990 [57] Lindblad, 1990 [57]
n ≥ 4 Lai & Zhou, 2014 [56] Sideris, 1984 [83]
In [93] the author presents a simpler proof for the upper bound of T (ε) by using an improved Kato
type lemma without using the rescaling argument of Sideris. Finally, when p = p0(n) it holds
exp(cε−p(p−1)) ≤ T (ε) ≤ exp(Cε−p(p−1)),
where the positive constants c, C are independent of ε. The next table, taken from the same paper as
before, resume the works in which the previous estimates are proved.
lower bounds for T (ε) upper bounds for T (ε)
n = 2 Zhou, 1993 [129] Zhou, 1993 [129]
n = 3 Zhou, 1992 [128] Zhou, 1992 [128]
n ≥ 4 Lindblad & Sogge, 1996 [59] Takamura & Wakasa, 2011 [94]
(for n ≤ 8 or radially symmetric solutions)
A second remarkable semilinear model is the Cauchy problem for the classical damped wave equation

utt −∆u+ ut = |u|p, x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
(1.1.2)
In the paper [99] a global existence result for energy solutions of (1.1.2) is proved, requiring the
compactness of the support of initial data, for p > pFuj(n) = 1 + 2n and for p ≤
n
n−2 if n ≥ 3. Here
pFuj(n) denotes the so-called Fujita exponent, that is well-known to be the critical exponent for the
semilinear heat equation with power nonlinearity. Thus, we begin to see some affinity between the
classical damped wave equation and parabolic models. Furthermore, in the same paper also a blow-up
result for 1 < p < pFuj(n) is derived, in the case in which the data fulfill some integral sign conditions.
Afterwards in [127] the author improved the blow-up result of [99], applying the nowadays called
test function method. In particular, working also in the more general frame of complete noncompact
Riemann manifolds, the author showed the blow-up of local solutions for 1 < p ≤ pFuj(n), assuming
again the same integral sign conditions as in [99].
Successively, in [39] the authors remove the compactly support assumption for the data in the global
(in time) existence result for (1.1.2). Also the cases in which the power nonlinearity is replaced by the
nonlinearity ±|u|p−1u in (1.1.2), the classical semilinear damped wave equation is widely studied (see
also [45, 38, 66, 69, 68]).
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Comparing the results for (1.1.1) and (1.1.2), we see immediately the improving influence determined
by the presence of a lower order term as the damping term ut, since p0(n) > pFuj(n). Moreover, being
the Fujita exponent the critical exponent for the semilinear heat equation, as we have already observed
above, we find that the presence of the damping term changes somehow the nature of the model,
making it “parabolic like” under certain points of view. More precisely, we can describe this situation
by analyzing two interesting facts. The first fact is the so-called diffusion phenomenon between liner
heat and linear classical damped wave equations, that implies, in particular, the same decay rates in
the Lp − Lq estimates for the solutions, and their derivatives, of the linear heat equation and those
of the linear classical damped wave equation. Thus, in this sense, from the point of view of decay
estimates the classical damped wave model is “parabolic-like”. The second interesting fact is that
the test function method was originally developed in order to derive blow-up results for semilinear
parabolic models. Also, the sharpness of this method in the determination of the upper bound for p
which provides a blow-up result (under suitable assumptions for the data), points out once more the
parabolic nature of the classical damped wave model.
Because of the previous considerations, whether we consider time-dependent coefficients for the
damping term, that is a damping term of the kind b(t)ut, it arises quite naturally the question what
type of properties the solutions of the corresponding linear problem (and, consequently, the solutions
of the semilinear problem) satisfy. A classification of the damping term b(t)ut for linear wave models is
given in [108, 109, 110, 15]. More specifically, the following two kinds of damping terms are introduced.
Definition 1.1.1. If the nonnegative function b = b(t) fulfilling the relation lim sup
t→∞
tb(t) < 1 satisfies
either
• b ∈ C1([0,∞)) ,
• b′(t) < 0 ,
• b2(t) . −b′(t) ,
or
• b ∈ C`([0,∞)) ,
• |b(k)(t)| ≤ Ck(1 + t)−k−1 for all k ≤ ` ,
• b 6∈ L1([0,∞)),
then, the damping term b(t)ut is called non-effective.
Definition 1.1.2. If the strictly positive function b = b(t) satisfies
• b ∈ C3([0,∞)) ,






)−1 ∈ L1([0,∞)) ,






(1+t)k for all k = 1, 2, 3 ,
then, the damping term b(t)ut is called effective.
According to these definitions, the damping term b(t)ut with
b(t) = µ(1 + t)κ
is non-effective for κ > 1 or κ = 1 and µ ∈ (0, 1) and is effective for κ ∈ (−1, 1).
Roughly speaking, for damping terms of effective kind some properties (decay estimates) of the
solutions to the Cauchy problem
utt −∆u+ b(t)ut = 0, x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.1.3)
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are “parabolic-like”, while for non-effective damping terms these properties are “hyperbolic-like” or,
better, “wave-like”.
Let us underline that the case
b(t) = µ1 + t with µ > 0
is somehow a threshold between the effectiveness and the non-effectiveness, even though for µ ≥ 1 this
coefficient is not included in the previous classification. This special case is also called scale-invariant
case, since the solutions to (1.1.3) in this case are invariant with respect to the so-called hyperbolic
scaling. Hence, it would be quite natural to expect in some way to see for the scale-invariant model the
passage from a model “wave-like” to a model “parabolic-like”, when we consider the critical exponent
for the corresponding semilinear Cauchy problem with power nonlinearity. Furthermore, this transition
process should be described through the size of the multiplicative constant µ, that plays a fundamental
role in this case, differently from all other cases in which κ 6= 1.
Let us mention now all known results for the linear and for the semilinear wave equation with
scale-invariant damping term µ1+tut with µ > 0.
In the PhD thesis [108] the author derives an explicit representation formula for the Fourier multipliers
and, hence, a representation formula for the solution of the linear scale-invariant wave equation with
damping. Then, he applies such a representation formula to derive L2 − L2 estimates and Lp − Lq
estimates on the conjugate line.
In [12] the author extends L2 − L2 estimates requiring additional L1 regularity for the data. Also,
a global existence result is derived by using these estimates in dimensions n = 1, 2 for p > pFuj(n)
in the case µ ≥ 54 and µ ≥ 3, respectively. Moreover, in higher dimensions n ≥ 3 a global existence
result is obtained in exponentially weighted energy spaces provided that p > pFuj(n) and µ ≥ n+ 2.
Therefore, combining these existence results with the blow-up results of [13], it turns out that the
critical exponent for the semilinear scale-invariant wave equation with damping and power nonlinearity
is the Fujita exponent, provided that the constant µ is sufficiently large.
Independently, in [107] the author proved with different techniques that pFuj(n) is critical assuming
that µ is greater than a given constant µ0 ≈ (p− pFuj(n))−2. In particular, for the blow-up part the
author employs the test function method, proving the blow-up of the solution for 1 < p ≤ pFuj(n) when
µ ≥ 1 and for 1 < p ≤ pFuj(n+ µ− 1) when µ ∈ (0, 1).
Therefore, combining the results from [12, 13, 107] we see that the wave model with scale-invariant
damping is “parabolic-like” for µ sufficiently large, where the lower bound depends on the dimension n.
However, for small values of µ the situation changes drastically. In [16] the special case µ = 2 is
considered. Indeed, with this choice of µ it is possible to transform the semilinear scale-invariant
equation in a semilinear free wave equation with nonlinearity (1 + t)−(p−1)|u|p. Using Kato’s lemma,
the authors prove a blow-up result for
1 < p ≤ max{pFuj(n), p0(n+ 2)} =
{
pFuj(n) if n = 1,
p0(n+ 2) if n ≥ 2,
in all spatial dimensions, under some sign conditions for compactly supported initial data. Moreover,
the previous upper bound is shown to be actually the critical exponent in the cases n = 1, 2 and n = 3
for radial symmetric solutions. A bit later, some of the authors of the previously cited article proved
in [14] the sharpness of that blow-up result also in odd dimensions n ≥ 5 in the radial symmetric case.
Due to the fact that the critical exponent seems to be p0(n + 2) for any dimension n ≥ 2, that is
the shift of the Strauss exponent of order exactly 2, that is, the coefficient of the damping term, in
[16] there is the conjecture that the critical exponent could be p0(n+ µ) when we consider µ1+tut as
damping term for µ ∈ (0, 2) and n ≥ 2.
Recently, several works, namely [55, 37, 103, 104], have studied the nonexistence of global solutions
for the semilinear wave equation with scale-invariant damping in the case in which the constant µ is
small. In [55] the blow-up of solutions is proved for pFuj(n) < p ≤ p0(n+ 2µ) and n ≥ 2, provided that
0 < µ < n
2+n+2
2(n+2) (this condition on µ implies the nonemptiness of the range for p) and that initial
data are nonnegative and compactly supported. Such a result, together with the upper bound for the
lifespan, is derived by using the Kato type lemma from [93] we cited above for the semilinear free wave
equation.
Then, in [37] the authors prove a blow-up result for a larger range of p, namely pFuj(n) < p ≤ p0(n+µ)
and n ≥ 1, provided that 0 < µ < n
2+n+2
n+2 (even in this case the condition on µ implies the nonemptiness
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of the range for p) and that initial data are nonnegative and compactly supported in a ball around the
origin with radius smaller than 1. Their approach is based on a modification of techniques used in
[131], by considering a suitable self-similar solution of the conjugate linear equation.
Finally, the authors of [103, 104] improved the range for p which implies the blow-up of solutions
(under suitable assumptions on the data) obtained in [55] to 1 < p ≤ p0(n+ µ).
1.2. Main goals and structure of the thesis
In the present thesis we are going to consider the model
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, x ∈ R
n, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(1.2.4)
where µ1, µ22 are nonnegative constants which are not simultaneously zero, and the corresponding
semilinear model with power nonlinearity, that is,
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, x ∈ Rn, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
As in the massless case, the previous linear model is scale-invariant, that is, invariant with respect
to the hyperbolic scaling. The main goal of this thesis is to describe how the interplay between
the coefficients µ1 and µ2 strongly influences properties of the solutions to the linear problem and,
consequently, to the corresponding semilinear model. In particular, thanks to the presence of the mass
term, we will see that this model may be not only “parabolic-like” or “wave-like”, but also “Klein-




(1+t)2u = 0, x ∈ R
n, t > 0,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
where ν > 0. For further considerations on the previous model we refer to [7, 70].
Requiring every time a range of suitable values for µ1 and µ22, we will determine blow-up results
and global existence (in time) results for small data solutions for the semilinear wave equation with
scale-invariant damping and mass terms and power nonlinearity.
Nevertheless, for sake of completeness we should say that the linear equation which appears in (1.2.4)
is not the only possible scale-invariant model.
Further examples of scale-invariant model, in the sense that the transformed equation via Fourier
transform can be reduced through a suitable change of variables to a confluent hypergeometric equation
or to a Bessel differential equation, are given by the following models:
1. Gellerstedt equation (or Tricomi equation in the special case ` = 12 )
utt − t2`∆u = 0, ` > 0,
where ` > 0 (see [111, 113, 114, 115, 116, 118, 121]);
2. the wave and the Klein-Gordon equations, respectively, in the de Sitter spacetime
utt − e−2t∆u = 0,
utt − e−2t∆u+M2u = 0,
where M2 > 0 (cf. [125, 117, 118, 119, 120, 121]);
3. the wave and the Klein-Gordon equations, respectively, in the anti-de Sitter spacetime
utt − e2t∆u = 0,
utt − e2t∆u+M2u = 0,
where M2 > 0 (see also [23, 125, 118]);
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which is weakly hyperbolic in 0 and at infinity and is studied in [4, 112].
However, in this thesis, we will call scale invariant damping (or dissipation) and mass, only the
damping and mass terms with the following time-dependent coefficients




(1 + t)2 ,
where µ1, µ22 are nonnegative constants. In other words, when we talk about scale-invariant terms in
the treatment, then, we have in mind the only scale-invariant model for a wave equation with constant
speed of propagation a(t) = 1.
Let us sketch the division of the thesis in chapters, and the topics therein developed.
In Chapter 2 Lm ∩ L2 − L2 estimates for the solution, and its time derivative, are obtained in the
linear case when the model has a predominant damping term. In order to prove these estimates, firstly
an explicit representation formula is derived, following the approach of [108].
In Chapter 3 Lp −Lq estimates on the conjugate line are provided in the linear case for the solution
and its first order derivatives in the case in which the model has a predominant mass term. In this
case a representation formula for the solution is obtained by following the approach in [7].
In Chapter 4 two blow-up results are proved: on the one hand, we apply the test function method
when the semilinear model is “parabolic-like”; on the other hand, Kato’s lemma is used in the “free
wave case”, that is, in the case in which the semilinear equation can be transformed in a semilinear
equation with a time-dependent function that multiplies the p power of the solution.
In Chapter 5 several global (in time) existence results are proved in the case in which the model is
“parabolic-like”. Firstly, it is considered a result for energy solutions in low dimension n = 1, 2, 3, 4.
Then, the restriction on the dimension is removed by working with exponentially weighted Sobolev
spaces. Finally, a result for Sobolev solutions below the energy level and a result for solutions with
higher regularity than energy solutions are shown. In particular, for the result in spaces with higher
regularity some tools from Harmonic Analysis are necessary to deal with the power nonlinearity in
homogeneous Sobolev spaces of fractional order.
In Chapter 6 some global (in time) existence results are derived in the “free wave case” in space
dimension n = 1 and in the radially symmetric case for odd spatial dimension n ≥ 3 and even spatial
dimension n ≥ 4. In this chapter the approaches developed for the scale-invariant semilinear model
with damping in [12, 16, 14] and for the free wave equation in [5, 49, 52, 50, 53, 51, 54] are applied.
In Chapter 7 it is performed a transformation so that we can link the solutions of the semilinear
problem with power nonlinearity related to (1.2.4) to a semilinear wave equation with time-dependent
speed of propagation. Firstly, Strichartz estimates for the corresponding linear homogeneous and
inhomogeneous problem are determined. Hence, these estimates are employed to derive a global (in
time) existence result in weighted Lebesgue spaces over the half-space Rn+1+ . In the treatment a result
on dyadic decomposition from Littlewood-Paley theory plays a key role. This approach is suitable in
the case in which the model is “wave-like” and it follows the tools used in [58, 33]. Nevertheless, only
the so-called superconformal case for the exponent p is considered.
In Chapter 8 a further blow-up result is derived, in this case for the same semilinear wave equation
with time-dependent speed of propagation as in Chapter 7. The main tool is again Kato’s lemma. In
particular, the critical case is really delicate and it requires in its proof, among other things, the Radon
transform, an explicit representation formula obtained by using Yagdjian’s Integral Transform Approach,
the maximal function, weak Lp spaces and Marcinkiewicz interpolation theorem. Carrying out the
inverse transformation, a blow-up result for the “wave-like” case is obtained, which is a generalization
of the results cited in the previous section from [55, 37, 103, 104].
Concluding, in the appendices some mainly known results concerning Fourier Analysis, Interpolation
Theory, Fractional Calculus and Theory of Special Functions are reported for sake of self-containedness.
However, a new, up to the knowledge of the author, generalization of the so-called Fractional Chain
Rule is stated and rigorously proved in Appendix C.
Finally, we mention that some of the results obtained in the present thesis are already published, or
are going to be published, in [71, 73, 74, 75, 76, 77].
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2. Linear scale-invariant wave equation with
predominant dissipation and mass
2.1. Introduction




1 + tut +
µ22
(1 + t)2u = 0, (2.1.1)
where µ1 and µ2 are nonnegative constants. Equation (2.1.1) is called scale-invariant, since it is
invariant with respect to the so-called hyperbolic scaling. More specifically, if u = u(t, x) is a solution
of such equation, then, for any λ > 0 the function u(λ(1 + t)− 1, λx) is still a solution of the same
equation.
More precisely, we want to derive a representation formula for the solution to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s, x ∈ R
n,
u(s, x) = u0(x), x ∈ Rn,
ut(s, x) = u1(x), x ∈ Rn
(2.1.2)
and its time derivative, with data (u0, u1) ∈ Hσ(Rn) × Hσ−1(Rn) and s ≥ 0. Since (2.1.1) is not
invariant by time translations, we shall consider the family of parameter dependent Cauchy problems
(2.1.2).
In particular by the representation formula it follows immediately the Hσ well-posedness for
the Cauchy problem (2.1.2), that is for any (u0, u1) ∈ Hσ(Rn) × Hσ−1(Rn) there exists a unique
distributional solution u ∈ C([0, T ], Hσ(Rn)) ∩ C1([0, T ], Hσ−1(Rn)) which depends continuously on
Cauchy data.
In this chapter we will deal with the case in which the dissipation term in (2.1.1) is predominant.
This means simply that we can transform equation (2.1.1) in a scale-invariant wave equation with
damping term only.
Indeed, using the transformation





2 w(t, x), (2.1.3)
where
δ = (µ1 − 1)2 − 4µ22, (2.1.4)
we find that u solves (2.1.1) if and only if w solves
wtt −∆w + 1+
√
δ
1+t wt = 0. (2.1.5)
Throughout the thesis, it will be shown that the quantity δ determines strongly qualitative properties
of solutions to (2.1.1) and the corresponding semilinear equation with power nonlinearity.
Let us remark that we need to require the condition δ ≥ 0 in order to use (2.1.3). Furthermore,
in (2.1.5) the damping term is not non-effective according to the classification introduced in [108].
Nonetheless, we will refer to the case in which (2.1.1) has a predominant and not non-effective dissipation
just in the case δ > 1.
Let us motivate the reason of such choice. On the one hand, the case in which the mass term is
dominant can be studied. Using the so-called dissipative transformation
u(t, x) = (1 + t)−
µ1
2 v(t, x),
we see that u solves (2.1.1) if and only if v solves
vtt −∆v + 1−δ4(1+t)2 v = 0. (2.1.6)
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Therefore, according to [70] for δ ≤ 0 we have a not non-effective mass, while for δ ∈ (0, 1) we have
a non-effective mass. Consequently, we will call the cases δ ≤ 0 the predominant and not non-effective
mass case. On the other hand, in the case δ ∈ (0, 1) it is possible to modify slightly the transformation
(2.1.3). Indeed, by using






we find that w solves the equation
wtt −∆w + 1−
√
δ
1+t wt = 0 (2.1.7)
which is still a scale invariant wave equation with non-effective dissipation. Therefore, we will refer
to the case δ ∈ (0, 1) as to the non-effective mass and non-effective damping case, because of the
classification of transformed equations. Finally, in the case δ = 1 the coefficient of the mass term in
(2.1.6), or equivalently the coefficient of the damping term in (2.1.7), vanishes, hence, we will refer to
this case as to the free wave case.
In the next section we will derive a representation formula for (2.1.5). Employing the scale-invariance
of (2.1.5), in fact it is possible to link the solution of this equation to the solutions of a suitable Bessel
equation.
In the last two sections we will derive L2 − L2 decay estimates for the solutions of (2.1.5) and
(2.1.1), respectively, and their derivatives, assuming additional Lm regularity for the initial data with
m ∈ [1, 2).
2.2. Representation formula for the wave equation with
scale-invariant dissipation
Let u be a solution of the Cauchy problem (2.1.2). By using the transformation (2.1.3), we find that
w satisfies the Cauchy problem
wtt −∆w + 1+
√
δ
1+t wt = 0, t > s, x ∈ R
n,
w(s, x) = w0(x), x ∈ Rn,
wt(s, x) = w1(x), x ∈ Rn
(2.2.8)
with

































Let us derive a representation formula for the solution of (2.2.8), following the approach of [108, 72].
Applying the partial Fourier transformation with respect to spatial variables to (2.1.5), we get that




1+t ŵt + |ξ|
2ŵ = 0. (2.2.11)




τ ŵτ + ŵ = 0. (2.2.12)
Let us use the ansatz
ŵ(t, ξ) = τρv(τ),
for the solution of (2.2.12), where ρ is a suitable real constant which will be fixed afterwards. It follows
that ŵ solves (2.2.12) if and only if
τ2vττ + (2ρ+ 1 +
√
δ)τvτ + (ρ(ρ− 1) + (1 +
√
δ)ρ+ τ2)v = 0.
In order to get a Bessel’s differential equation, we choose ρ = −
√
δ
2 ∈ (−∞, 0], then, we have that v
satisfies
τ2vττ + τvτ + (τ2 − ρ2)v = 0. (2.2.13)
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A pair of linearly independent solutions of the previous Bessel equation is formed by the Hankel
functions H+ρ (τ),H−ρ (τ). Therefore, a system of independent solutions of (2.2.11) is given by
v+(t, ξ) = τρH+ρ (τ), v−(t, ξ) = τρH−ρ (τ).
Our purpose is now to write ŵ in the following form:
ŵ(t, ξ) = Φ0(t, s, ξ)ŵ0(ξ) + Φ1(t, s, ξ)ŵ1(ξ). (2.2.14)
The functions Φ0(t, s, ξ) and Φ1(t, s, ξ) are the partial Fourier transforms with respect to the spatial
variables of the fundamental solutions G0(t, s, x), G1(t, s, x) of the Cauchy problem (2.2.8), that is the
distributional solutions with data (w0, w1) = (δ0, 0) and (w0, w1) = (0, δ0), respectively.
Let us determine the exact representations of Φ0(t, s, ξ) and Φ1(t, s, ξ) using v+, v− as a system of
linear independent solutions to (2.2.11).
Using the recurrence relation for Hankel functions (D.1.5), we find
∂tv±(t, ξ) = (1 + t)ρ|ξ|ρ+1H±ρ−1((1 + t)|ξ|).
We determine the constants Cj+(s, ξ), Cj−(s, ξ) for j = 0, 1 such that
Φj(t, s, ξ) = Cj+(s, ξ)v+(t, ξ) + Cj−(s, ξ)v−(t, ξ), j = 0, 1.
Imposing the initial conditions, we have(
v+(s, ξ) v−(s, ξ)
∂tv+(s, ξ) ∂tv−(s, ξ)
)(
C0+(s, ξ) C1+(s, ξ)




C0+(s, ξ) C1+(s, ξ)
C0−(s, ξ) C1−(s, ξ)
)
= 1detW (s, ξ)
(
∂tv−(s, ξ) −v−(s, ξ)
−∂tv+(s, ξ) v+(s, ξ)
)
,
where W is the Wronskian matrix related to the functions v+(·, ξ), v−(·, ξ).
By (D.1.10) we have
detW (s, ξ) = (1 + s)2ρ|ξ|2ρ+1











∣∣∣∣H−ρ−1((1 + s)|ξ|) H−ρ ((1 + t)|ξ|)H+ρ−1((1 + s)|ξ|) H+ρ ((1 + t)|ξ|)
∣∣∣∣ ,





∣∣∣∣H−ρ ((1 + s)|ξ|) H−ρ ((1 + t)|ξ|)H+ρ ((1 + s)|ξ|) H+ρ ((1 + t)|ξ|)
∣∣∣∣ .
Therefore, we get the representation formula for the solution of (2.2.8)
w(t, x) = G0(t, s, x) ∗(x) w0(x) +G1(t, s, x) ∗(x) w1(x),
where









∣∣∣∣H−ρ−1((1 + s)|ξ|) H−ρ ((1 + t)|ξ|)H+ρ−1((1 + s)|ξ|) H+ρ ((1 + t)|ξ|)
∣∣∣∣) ,







(∣∣∣∣H−ρ ((1 + s)|ξ|) H−ρ ((1 + t)|ξ|)H+ρ ((1 + s)|ξ|) H+ρ ((1 + t)|ξ|)
∣∣∣∣) .
Since in the estimates for the solution we will use Plancherel theorem, it is useful to obtain the
representations for the derivatives with respect to t of the multipliers Φ0,Φ1.
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Using recurrence relations for Hankel functions, we obtain easily
∂tΦ0(t, s, ξ) = i
π
4 |ξ|
2 (1 + t)ρ
(1 + s)ρ−1
∣∣∣∣H−ρ−1((1 + s)|ξ|) H−ρ−1((1 + t)|ξ|)H+ρ−1((1 + s)|ξ|) H+ρ−1((1 + t)|ξ|)
∣∣∣∣ ,





∣∣∣∣H−ρ ((1 + s)|ξ|) H−ρ−1((1 + t)|ξ|)H+ρ ((1 + s)|ξ|) H+ρ−1((1 + t)|ξ|)
∣∣∣∣ .
Summarizing the above representations of the multipliers, we can express them in terms of Bessel
and Weber functions by using the definition of Hankel functions.
Proposition 2.2.1. The multipliers Φ0,Φ1 satisfy the following relations:
∂`tΦj(t, s, ξ) = (−1)j
iπ
4 |ξ|
1+`−j (1 + t)ρ
(1 + s)ρ−1
∣∣∣∣H−ρ−1+j((1 + s)|ξ|) H−ρ−`((1 + t)|ξ|)H+ρ−1+j((1 + s)|ξ|) H+ρ−`((1 + t)|ξ|)
∣∣∣∣
= (−1)j+1π2 |ξ|
1+`−j (1 + t)ρ
(1 + s)ρ−1
∣∣∣∣Jρ−1+j((1 + s)|ξ|) Jρ−`((1 + t)|ξ|)Yρ−1+j((1 + s)|ξ|) Yρ−`((1 + t)|ξ|)
∣∣∣∣ , (2.2.15)
for j, ` = 0, 1, where Jν and Yν denote the Bessel functions of the first and the second kind of order ν,
respectively.
In particular, we have for non-integer values of ρ
∂`tΦj(t, s, ξ) = (−1)j+1
π
2 csc(ρπ)|ξ|
1+`−j (1 + t)ρ
(1 + s)ρ−1
×
∣∣∣∣ J−(ρ−1+j)((1 + s)|ξ|) J−(ρ−`)((1 + t)|ξ|)(−1)1+`−jJρ−1+j((1 + s)|ξ|) Jρ−`((1 + t)|ξ|)
∣∣∣∣ , (2.2.16)
for j, ` = 0, 1.
Proof. The first part of the statement follows immediately by using the definition of Hankel functions
(D.1.4). For the second part, when ν /∈ Z, we use just the definition of Weber function of order ν (see
(D.1.3)).
Even in the case in which ρ is a integer number we can derive a representation formula for the
multipliers in terms of Bessel functions.
However, we need to introduce preliminarily some properties on the asymptotic behavior of cylinder
functions. For details we refer to [105, Paragraphs 3.13, 3.52, 7.2 and 10.6]
Proposition 2.2.2. For the solutions of the Bessel equation of order ν the following asymptotic
estimates hold:
(i) For large arguments τ ≥ K > 0 we have
|H±ν (τ)| . τ−
1
2 .
On the other hand, for small arguments 0 < τ ≤ c < 1 we have
|H±ν (τ)| .
{
τ−|ν|, ν 6= 0,
− log τ, ν = 0.
(ii) The function τ−νJν(τ) is entire in τ . In particular, for small arguments 0 < τ ≤ c we have
|Jν(τ)| . τν .










where for 0 < τ ≤ c we have
|An(τ)| . τ−n.
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Finally, with the same notations of the previous proposition we get in the case ρ ∈ Z the relation
∂`tΦj(t, s, ξ) = (−1)j+1|ξ|1+`−j
(1 + t)ρ






1+`−j (1 + t)ρ
(1 + s)ρ−1
∣∣∣∣Jρ−1+j((1 + s)|ξ|) Jρ−`((1 + t)|ξ|)Aρ−1+j((1 + s)|ξ|) Aρ−`((1 + t)|ξ|)
∣∣∣∣ , (2.2.17)
for j, ` = 0, 1.
2.3. Lm ∩ L2 − L2 estimates for the transformed equation
In this section we derive Lm ∩ L2 − L2 estimates for the solution, and its first order derivatives, of the
transformed Cauchy problem (2.2.8).
Let us introduce for any m ∈ [1, 2) and κ ≥ 0 the space
Dκm(Rn) = (Lm(Rn) ∩Hκ(Rn))× (Lm(Rn) ∩H(κ−1)+(Rn)), (2.3.18)
with norm
‖(u0, u1)‖Dκm(Rn) = ‖u0‖Lm(Rn) + ‖u0‖Hκ(Rn) + ‖u1‖Lm(Rn) + ‖u1‖H(κ−1)+ (Rn).
Employing the representation formulas obtained in the previous section and the asymptotic behavior
of the cylinder functions, we will derive decay estimates for the L2 norms of the solution and its time
derivative to the Cauchy problem (2.2.8). We will follow the approach of [12].
Since the additional Lm regularity is required for the estimates in the small frequencies zone of the
phase space, we need to introduce a partition of the phase space.
For this reason, let us consider a cutoff function χ ∈ C∞0 ([0,∞)) such that
• χ is a nonincreasing function,
• χ = 1 in a right neighborhood of 0,
• suppχ ⊂ [0, 1].
Let w = w(t, x) be the solution to the Cauchy problem (2.2.8) and K ∈ (0, 1). Then, we define
wlow(t, x) = F−1ξ→x(χ((1 + s)|ξ|/K)Fx→ξ(w(t, x))),
whigh(t, x) = F−1ξ→x((1− χ((1 + s)|ξ|/K))Fx→ξ(w(t, x))),
as the low-frequency part of the solution and the high-frequency part of the solution, respectively.
Proposition 2.3.1. Let w0, w1 ∈ Lm(Rn), with m ∈ [1, 2) and δ > 0. Then for all κ ≥ 0 the
low-frequency part wlow of the solution to (2.2.8) satisfies the estimates
‖∂`twlow(t, ·)‖Ḣκ(Rn) .
(





























(1 + t)− 1+
√
δ
2 (1 + s)−`−κ− 2−m2m n+ 1+
√
δ






for any t ≥ s ≥ 0 and ` = 0, 1.
Proof. By the property of the support of χ, we get that F(wlow(t, ·)) has support contained in
{ξ ∈ Rn : (1 + s)|ξ| ≤ K}. Consequently, for t ≥ s we divide such set in two zones
Z1(t) =
{











Φlowj (t, s, ξ) = χ((1 + s)|ξ|/K)Φj(t, s, ξ)
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for j = 0, 1. Then, we get
Fx→ξ(wlow(t, x)) = Φlow0 (t, s, ξ)ŵ0(ξ) + Φlow1 (t, s, ξ)ŵ1(ξ).













‖ |ξ|κΦlowj (t, s, ξ)‖Lq(Rnξ )‖wj‖Lm(Rn),
where 1m +
1






2 , and, hence, q =
2m
2−m .
In the same way, from the formula
Fx→ξ(∂twlow(t, x)) = ∂tΦlow0 (t, s, ξ)ŵ0(ξ) + ∂tΦlow1 (t, s, ξ)ŵ1(ξ),




‖ |ξ|κ∂tΦlowj (t, s, ξ)‖Lq(Rnξ )‖wj‖Lm(Rn).
Since
supp ∂`tΦlowj (t, s, ·) ⊂ Z1(t) ∪ Z2(t, s),
in order to conclude the desired estimates, we have only to estimate the Lq norm of ∂`tΦlowj (t, s, ·) in
Z1(t) and Z2(t, s) for j, ` = 0, 1.
Estimate for ‖ |ξ|κ∂`tΦlowj (t, s, ξ)‖Lq(Z1(t)ξ)
To obtain this estimate we have to consider separately the cases in which ρ /∈ Z from the integer case.
Case ρ /∈ Z
If we employ the asymptotic property for Bessel functions of the first kind, by the representation
formula (2.2.16) it follows:
|ξ|κ|∂`tΦj(t, s, ξ)| . |ξ|κ+2−2j(1 + t)2ρ−`(1 + s)−2ρ+2−j + |ξ|κ+2`(1 + t)`(1 + s)j .










. (1 + t)−a−
n
q (2.3.19)
for any a ≥ 0. Therefore,
‖ |ξ|κ∂`tΦlowj (t, s, ξ)‖Lq(Z1(t)ξ) . (1 + t)






. (1 + t)−`−κ−
n
q (1 + s)j ,
where in the last inequality we used the condition ρ < 0.
Case ρ ∈ Z
In this case we apply the asymptotic estimate of Bessel functions in the integer case to the representation
formula (2.2.17), together with the property
Jr(z) = (−1)rJ−r(z)
for integer r ∈ N. Thus, we have
|ξ|κ|∂`tΦj(t, s, ξ)| . (1 + t)ρ(1 + s)−ρ+1|ξ|κ+1+`−j
[
((1 + s)|ξ|)ρ−1+j((1 + t)|ξ|)−ρ+`





J−ρ+1−j((1 + s)|ξ|)J−ρ+`((1 + t)|ξ|)
]
.
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The first two addends can be estimated exactly as in the non integer case. Therefore, it remains
to estimate the logarithmic term. Using once again (2.3.19) and the asymptotic behavior of Bessel
functions for small arguments, we obtain∥∥∥ |ξ|κ+1+`−j (1+t)ρ(1+s)ρ−1 log ( 1+t1+s)J−ρ+1−j((1 + s)|ξ|)J−ρ+`((1 + t)|ξ|)∥∥∥
Lq(Z1(t)ξ)





. (1 + t)−`−κ−
n
q (1 + s)j
( 1+t
1+s
)2ρ−2(1−j) log ( 1+t1+s)
. (1 + t)−`−κ−
n
q (1 + s)j ,
where in the last inequality we used the assumption ρ < 0.
Summarizing, in both cases we proved the estimate
‖ |ξ|κ∂`tΦlowj (t, s, ξ)‖Lq(Z1(t)ξ) . (1 + t)
−`−κ−nq (1 + s)j . (2.3.20)
Estimate for ‖ |ξ|κ∂`tΦlowj (t, s, ξ)‖Lq(Z2(t,s)ξ)
In this zone we use the representation formula (2.2.15) and the first part of Proposition 2.2.2. Hence,
we get
|ξ|κ|∂`tΦj(t, s, ξ)| . |ξ|κ+1+`−j
(1+t)ρ
(1+s)ρ−1 ((1 + s)|ξ|)
ρ−1+j((1 + t)|ξ|)− 12
























q if aq + n > 0,
log( 1+t1+s )
1
q if aq + n = 0,
(1 + t)−a−
n
q if aq + n < 0
for any a ∈ R. Therefore, we find



















(1 + t)− 1+
√
δ










(1 + t)− 1+
√
δ












Combining the above estimate and (2.3.20), we arrive at the expected estimate.
Proposition 2.3.2. Let us assume σ ≥ 1, κ ∈ [σ−1, σ] and δ > 0. Then for any initial data
(w0, w1) ∈ Ḣκ(Rn)× Ḣσ−1(Rn) the high-frequency part whigh of the the solution to (2.2.8) satisfies
the estimates










‖w0‖Ḣκ(Rn) + (1 + s)
σ−κ‖w1‖Ḣσ−1(Rn)
)
for any t ≥ s ≥ 0 and ` = 0, 1.
Proof. Let us define for j = 0, 1
Φhighj (t, s, ξ) = Φj(t, s, ξ)− Φ
low
j (t, s, ξ) = (1− χ((1 + s)|ξ|/K))Φj(t, s, ξ).
Since
Fx→ξ(whigh(t, x)) = Φhigh0 (t, s, ξ)ŵ0(ξ) + Φ
high





‖ |ξ|κΦhighj (t, s, ξ)ŵj(ξ)‖L2(Rnξ )
. ‖Φ0(t, s, ξ)‖L∞(Z3(s)ξ)‖w0‖Ḣκ(Rn)
+ ‖ |ξ|κ−σ+1Φ1(t, s, ξ)‖L∞(Z3(s)ξ)‖w1‖Ḣσ−1(Rn), (2.3.21)
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where Z3(s) = {ξ ∈ Rn : (1 + s)|ξ| ≥ c}, with c ∈ (0,K), is the support of Φhighj (t, s, ·).
Similarly, one derives the estimate
‖∂twhigh(t, ·)‖Ḣκ−1(Rn) ≤ ‖ |ξ|
−1∂tΦ0(t, s, ξ)‖L∞(Z3(s)ξ)‖w0‖Ḣκ(Rn)
+ ‖ |ξ|κ−σ∂tΦ1(t, s, ξ)‖L∞(Z3(s)ξ)‖w1‖Ḣσ−1(Rn). (2.3.22)
To conclude the proof we have only to estimate the L∞ norms of the multipliers and their time
derivatives in Z3(s).
Estimates for ‖ |ξ|−`∂`tΦ0(t, s, ξ)‖L∞(Z3(s)ξ)
Since in Z3(s) it holds (1 + t)|ξ| ≥ (1 + s)|ξ| ≥ c, using the asymptotic behavior of Hankel functions
from (2.2.15) it follows
|ξ|−`|∂`tΦ0(t, s, ξ)| . |ξ|−`
(1+t)ρ
(1+s)ρ−1 |ξ|









Estimates for ‖ |ξ|κ−σ+1−`∂`tΦ1(t, s, ξ)‖L∞(Z3(s)ξ)
As in the above estimate, in Z3(s) we get

















Combining (2.3.21) and (2.3.22) with the previous two estimate, we conclude the statement.
Let us present a result for the Cauchy problem (2.2.8) in the case in which the first data vanishes.
The reason for which we are interested to study this kind of situation is that we need this type of
estimates in the treatment of the semilinear problem, as we will see in Chapter 5.
Theorem 2.3.3. Let us assume w0 = 0 and w1 ∈ Ḣ(σ−1)+(Rn) ∩ Lm(Rn), with σ > 0 and m ∈ [1, 2).
Then for all κ ∈ [0, σ] the solution w to (2.2.8) satisfy the estimates
‖w(t, ·)‖Ḣκ(Rn) .
(












(1 + t)− 1+
√
δ
















(1 + t)− 1+
√
δ
2 (1 + s)−κ− 2−m2m n+ 1+
√
δ






for any t ≥ s ≥ 0.
Furthermore, ‖∂tw(t, ·)‖Ḣκ−1(Rn) satisfies the same decay estimates as ‖w(t, ·)‖Ḣκ(Rn) for κ ∈ [1, σ].
Proof. Firstly, let us consider the case κ ∈ [0, 1]. By Proposition 2.3.2 we know that the high-frequency
part of the solution satisfies








2 (1 + s)1−κ‖w1‖L2(Rn).
On the other hand, from Proposition 2.3.1 it follows:
‖wlow(t, ·)‖Ḣκ(Rn) . (1 + s)‖w1‖Lm(Rn)
×


























(1 + t)− 1+
√
δ
2 (1 + s)−κ− 2−m2m n+ 1+
√
δ
















2 (1 + s)1−κ ≤ (1 + t)−κ−
2−m
2m n(1 + s)
2−m
2m n+1





2m n. So, we get immediately the desired estimate in the case κ ∈ [0, 1].
In the case κ ≥ 1 we still employ (2.3.23), but we need to use this time the estimate
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to estimate the high-frequency part of the solution. Indeed, in this way we gain a better decay, since
the term (1 + s)κ does not appear anymore. The searched estimate follows as before.
Finally, since the norms ‖∂twlow(t, ·)‖Ḣκ−1(Rn) and ‖∂twhigh(t, ·)‖Ḣκ−1(Rn) satisfy the same estimates
of ‖wlow(t, ·)‖Ḣκ(Rn) and ‖whigh(t, ·)‖Ḣκ(Rn) respectively, it follows immediately the last part of the
statement.
The last result concerns decay estimates for the solutions to the Cauchy problem (2.2.8) in the case
in which the initial time is s = 0, and its proof is analogous to the proof of the above theorem.
Theorem 2.3.4. Let us assume (w0, w1) ∈ Dσm(Rn) with σ > 0 and m ∈ [1, 2). Then for any κ ∈ [0, σ]
the solution w to the Cauchy problem (2.2.8) satisfies the decay estimates
‖w(t, ·)‖Ḣκ(Rn) . ‖(w0, w1)‖Dκm(Rn)
×






















(1 + t)− 1+
√
δ






for any t ≥ 0.
Furthermore, ‖∂tw(t, ·)‖Ḣκ−1(Rn) satisfies the same decay estimate as ‖w(t, ·)‖Ḣκ(Rn) for κ ∈ [1, σ].
2.4. Lm ∩ L2 − L2 estimates
In this section we derive Lm ∩ L2 − L2 estimates for the solution to the Cauchy problem (2.1.2). In
order to get these estimates, we just edit the results of the previous section through the transformation
given by (2.1.3).
Let us begin with the decay estimates for the solution of the Cauchy problem (2.1.2) in the case in
which the first data vanishes.
Theorem 2.4.1. Let us assume u1 ∈ Ḣ(σ−1)+(Rn) ∩ Lm(Rn), with σ > 0 and m ∈ [1, 2), and let
s ≥ 0. Then for all κ ∈ [0, σ] the solution u to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s, x ∈ R
n,
u(s, x) = 0, x ∈ Rn,
ut(s, x) = u1(x), x ∈ Rn
satisfies the decay estimates
‖u(t, ·)‖Ḣκ(Rn) .
(















































2 (1 + s)−κ− 2−m2m n+ 1+
√
δ






for any t ≥ s.
Furthermore, for all κ ∈ [1, σ] the derivative ut satisfies the decay estimates
‖ut(t, ·)‖Ḣκ−1(Rn) .
(
‖u1‖Lm(Rn) + (1 + s)
2−m
2m n+κ−1‖u1‖Ḣκ−1(Rn)















































2 (1 + s)−κ− 2−m2m n+ 1+
√
δ






for any t ≥ s.
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Proof. The estimates for the Ḣk norm of u follow immediately from Theorem 2.3.3 using (2.1.3) and
(2.2.10). In the estimates for ut, we use










2 ‖w(t, ·)‖Ḣ(κ−2)+ (Rn).
Then, applying once again Theorem 2.3.3, it follows the second part of the statement.
Finally, we deal with the case in which data are taken at the initial time s = 0.
Theorem 2.4.2. Let us assume (u0, u1) ∈ Dσm(Rn), with σ > 0 and m ∈ [1, 2). Then for any κ ∈ [0, σ]
the solution u to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s, x ∈ R
n,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn
satisfies the decay estimates






































for any t ≥ 0.
Furthermore, ‖ut(t, ·)‖Ḣκ−1(Rn) satisfies the same decay estimate as ‖u(t, ·)‖Ḣκ(Rn) for κ ≥ 1.
Proof. The desired estimates follow from Theorem 2.3.4, as in the proof of Theorem 2.4.1.
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3. Linear scale-invariant wave equation with
dissipation and predominant mass
3.1. Introduction
In the present chapter we derive some estimates for the solution of the Cauchy problem (2.1.2) and
its derivatives, in the case in which we can use the dissipative transformation in order to transform
equation (2.1.1) in a wave equation with a scale-invariant and positive mass term. In other words, we
are working with µ1 and µ22 such that δ < 1.
Thus, firstly we derive an explicit representation formula for the solution and its time derivative of a
linear wave equation with scale-invariant mass.
As it was done in Chapter 2, by using the scale-invariance of the equation one links the solution to
the solutions of a suitable second order ODE with polynomial coefficients, but in this case we find a
confluent hypergeometric equation (Section 3.2), while in Chapter 2 we found a Bessel equation.
Then, in the last two sections we derive Lp − Lq estimates on the conjugate line for the solution of
the transformed linear wave equation with scale-invariant mass and Lp−Lq estimates on the conjugate
line for the solution of the scale-invariant wave equation with dissipation and mass, respectively.
However, we will see that the decay rate in Lp −Lq estimate for the solution of the original problem
feels the influence of δ only in the case 0 ≤ δ < 1, while it depends only on µ1 in the case δ < 0. This
phenomenon was already observed, in an analogous way, for the scale-invariant Klein-Gordon equation
in [7, 8], although not for the parameter dependent case (here the parameter is the initial time s ≥ 0,
as the model with time-dependent coefficient that we consider is not invariant by time translation).
3.2. Representation formula for the wave equation with
scale-invariant mass
Let us consider u that solves (2.1.2) in the case in which the coefficients µ1, µ22 of the damping and mass
term satisfy the condition δ < 1. If we carry out the change of variables (dissipative transformation)
u(t, x) = (1 + t)−
µ1
2 v(t, x),
we find that v solves the Cauchy problem
vtt −∆v + 1−δ4(1+t)2 v = 0, t > s, x ∈ R
n,
v(s, x) = v0(x), x ∈ Rn,
vt(s, x) = v1(x), x ∈ Rn,
(3.2.1)
with
v0(x) = (1 + s)
µ1
2 u0(x),
v1(x) = (1 + s)
µ1




Let us remark that we consider the case δ < 1 because we want to work with a positive coefficient in
the mass term.
In order to obtain a representation formula for the solution of (3.2.1) we will follow the approach
used in [7].
Let us denote by H0(t, s, x), H1(t, s, x) the fundamental solutions to the Cauchy problem (3.2.1),
that is, the distributional solutions with initial data (v0, v1) = (δ0, 0) and (v0, v1) = (0, δ0), respectively,
taken at the initial time s ≥ 0.
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After that we derived an explicit representation for H0(t, s, x), H1(t, s, x), we can express explicitly
any solution of (3.2.1) as
v(t, x) = H0(t, s, x) ∗(x) v0(x) +H1(t, s, x) ∗(x) v1(x). (3.2.3)
Therefore, applying the partial Fourier transformation v̂(t, ξ) = Fx→ξ(v)(t, ξ) with respect to spatial
variables, we obtain
v̂tt + |ξ|2v̂ + 1−δ4(1+t)2 v̂ = 0. (3.2.4)
We are going to perform some changes of variables, in order to reduce the above ordinary differential
equation depending on the parameter ξ ∈ Rn to a confluent hypergeometric equation. Hence, we put
τ = (1 + t)|ξ|,
and we look for a solution of (3.2.4) of the type
v̂(t, ξ) = τρw̃(τ)
for a suitable ρ ∈ R, which will be fixed afterwards. Then, the fact that v̂ is a solution of (3.2.4) is
equivalent to require that w̃ solves
τ2w̃ττ + 2ρτw̃τ + (τ2 + 1−δ4 + ρ(ρ− 1))w̃(τ) = 0.
Consequently, if 2ρ = 1 +
√
δ we have that w̃ is a solution of the following equation:
τw̃ττ + 2ρw̃τ + τw̃ = 0. (3.2.5)
One can reduce (3.2.5) to a confluent hypergeometric equation. Indeed, if we set
z = 2iτ, w(z) = eiτ w̃(τ),
then, we find that w is a solution of the following confluent hypergeometric equation with parameters
ρ and 2ρ:
zwzz(z) + (2ρ− z)wz(z)− ρw(z) = 0. (3.2.6)
We shall distinguish between three cases
ρ = 12 (1 +
√
δ) ∈ ( 12 , 1) if δ ∈ (0, 1),
ρ = 12 if δ = 0,
ρ = 12 (1 + i
√
−δ) if δ < 0.
In particular, we have to consider separately the case ρ = 12 from the others if we want to write two
independent solutions of (3.2.6).
According to Section D.2, if we define
Θ0(α, β; z) =
{
Φ(α, β; z), β /∈ Z,
Ψ(α, β; z), β ∈ Z,
where Φ and Ψ denote the Kummer and the Tricomi confluent hypergeometric functions, respectively,
then, two fundamental solutions of (3.2.6) are
w1(z) = Θ0(ρ, 2ρ; z),
w2(z) = z1−2ρez Θ0(1− ρ, 2− 2ρ;−z).
(3.2.7)
Hence, two fundamental solutions e1, e2 of (3.2.4) are
e1(t, ξ) = (2i)−ρzρe−z/2w1(z) = ((1 + t)|ξ|)ρe−i(1+t)|ξ|Θ0(ρ, 2ρ; z),
e2(t, ξ) = (2i)−ρzρe−z/2w2(z) = ((1 + t)|ξ|)ρz1−2ρei(1+t)|ξ|Θ0(1− ρ, 2− 2ρ;−z).
It is useful to calculate the derivatives of e1, e2 with respect to t in order to determine the represen-
tation of




, k = 0, 1.
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Using the recurrence rules (D.2.25) and (D.2.29), we find
e1,t(t, ξ) = ∂te1(t, ξ) = ((1 + t)|ξ|)ρ−1e−i(1+t)|ξ||ξ|Θ1(ρ, 2ρ; z),
e2,t(t, ξ) = ∂te2(t, ξ) = ((1 + t)|ξ|)ρ−1z1−2ρei(1+t)|ξ||ξ|Θ1(1− ρ, 2− 2ρ;−z).
where
Θ1(α, β; z) =
{
z
2 Φ(α, β; z) + (β − α)Φ(α− 1, β; z), β /∈ Z,
z
2 Ψ(α, β; z)−Ψ(α− 1, β; z), β ∈ Z.
The solution of (3.2.4) has the following representation:
v̂(t, ξ) = c1(s, ξ)e1(t, ξ) + c2(s, ξ)e2(t, ξ)
with constants c1, c2 depending on ξ and on the initial time s ≥ 0. Imposing the initial conditions, we
get that the vector (c1(s, ξ), c2(s, ξ)) solves the linear system(
e1(s, ξ) e2(s, ξ)













e2,t(s, ξ)v̂(s, ξ)− e2(s, ξ)v̂t(s, ξ)
e2,t(s, ξ)e1(s, ξ)− e1,t(s, ξ)e2(s, ξ)
,
c2(s, ξ) =
e1(s, ξ)v̂t(s, ξ)− e1,t(s, ξ)v̂(s, ξ)
e2,t(s, ξ)e1(s, ξ)− e1,t(s, ξ)e2(s, ξ)
.
Since for v we have the representation (3.2.3), then, we may write v̂(t, ξ) as
v̂(t, ξ) = Ψ0(t, s, ξ)v̂(s, ξ) + Ψ1(t, s, ξ)v̂t(s, ξ), (3.2.8)
where
Ψ0(t, s, ξ) =
e2,t(s, ξ)e1(t, ξ)− e1,t(s, ξ)e2(t, ξ)
e2,t(s, ξ)e1(s, ξ)− e1,t(s, ξ)e2(s, ξ)
,
Ψ1(t, s, ξ) =
e1(s, ξ)e2(t, ξ)− e2(s, ξ)e1(t, ξ)
e2,t(s, ξ)e1(s, ξ)− e1,t(s, ξ)e2(s, ξ)
.
(3.2.9)
Moreover, the first derivative of v̂ with respect to t is
v̂t(t, ξ) = ∂tΨ0(t, s, ξ)v̂(s, ξ) + ∂tΨ1(t, s, ξ)v̂t(s, ξ). (3.2.10)
We summarize the representation for Ψ0(t, s, ξ),Ψ1(t, s, ξ) and their time derivatives in the following
lemma.
Lemma 3.2.1. Denoting z(t) = 2i(1 + t)|ξ| for t ≥ s, we have for k = 0, 1 and ` = 0, 1 the
representation
∂`tΨk(t, s, ξ) = Cρ(−1)k(2i|ξ|)`−k det Υk,`(t, s, ξ), (3.2.11)
where by Υk,`(t, s, ξ) we denote the matrix









2 Θ1−k(ρ, 2ρ; z(s)) z(t)ρ−`e−
z(t)





(1− 2ρ)−1, 2ρ 6= 1,
e−iπρ, 2ρ = 1.
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Proof. Since for h = 1, 2 we have
eh(t, ξ) = (2i)−ρz(t)ρe−
z(t)
2 wh(z(t)),
being w1, w2 the functions defined by (3.2.7), then,









Using the formulas (D.2.23) and (D.2.27) for the Wronskian of confluent hypergeometric functions,
we find that the Wronskian of e1(t, ξ), e2(t, ξ) is equal to







(2i)1−2ρ(1− 2ρ)|ξ|, 2ρ 6= 1,
(2i)1−2ρeiπρ|ξ|, 2ρ = 1.
The value of this Wronskian allows us to calculate the denominator of (3.2.9). Finally, to conclude
the desired statement it is sufficient to use the representations
e1(t, ξ) = (2i)−ρz(t)ρe−
z(t)
2 Θ0(ρ, 2ρ; z(t)),
e2(t, ξ) = (2i)−ρz(t)1−ρe
z(t)
2 Θ0(1− ρ, 2− 2ρ;−z(t)),
e1,t(t, ξ) = (2i)1−ρ|ξ|z(t)ρ−1e−
z(t)
2 Θ1(ρ, 2ρ; z(t)),
e2,t(t, ξ) = (2i)1−ρ|ξ|z(t)−ρe
z(t)
2 Θ1(1− ρ, 2− 2ρ;−z(t)),
in (3.2.9). This concludes the proof.
In the next section we will estimate the norm of the solution and its derivatives in some Lebesgue
spaces. For this reason it is useful to describe the asymptotic behavior of solutions to confluent
hypergeometric equation for small and large arguments.
Proposition 3.2.2. Let α, β ∈ C be parameters such that β = 2α and Reα ∈ (0, 1) (in particular, β
is an integer number if and only if α = 12 ).
(i) For β = 1 , ` = 0, 1 and small |z| it holds
Θ`(α, β; z) = C` ln z +O(1),
where, for reason of simplicity, we suppose that z is a pure imaginary number and, hence,
ln z = ln |z|+ iπ2 sgn Im z.
(ii) For β /∈ Z, ` = 0, 1 and small |z| we have
|Θ`(α, β; z)| ≤ Cα,β .
(iii) For β = 1, ` = 0, 1 and large arguments |z| we get
Θ`(α, β; z) = Ca(z),
where |a(m)(z)| .m |z|`−Reα−m for any m ∈ N and C = C(α, β).
(iv) For β /∈ Z, ` = 0, 1 and large arguments |z| we have
Θ`(α, β; z) = Ce
z
2 sin( z2i )a(z),
where a(z) and C satisfy the same conditions as in (iii).
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Proof. In order to prove this proposition we will recall some results stated in Appendix D, which are
taken from standard books or manuals on special functions theory (for example [105], [6] and [1]).
Item (i) follows directly from Proposition D.2.3 (iv) in the case ` = 0. If ` = 1, since by (D.2.28) we
can also write
Θ1(α, β; z) = 12 (1− z)Ψ(α, β; z)− zΨ(α+ 1, β + 1; z),
then, combining (D.2.30) and (D.2.31), we get the desired estimate.
By the analyticity of Kummer functions, it follows straightly (ii). Combining (ii) and (vii) from
Proposition D.2.3 we get item (iii). Finally, item (iv) is a direct consequence of Propositions D.2.2 and
B.5.1.
For β = 1 the functions Θ0(α, β; z),Θ1(α, β; z) and their derivatives are singular in 0. In Proposition
3.2.2 (i) we have described the type of singularity of Θ0(α, β; z),Θ1(α, β; z). Let us now describe
precisely the behavior of their derivatives in a neighborhood of 0.
Proposition 3.2.3. Let ` = 0, 1. Then, for β = 2α = 1 and small |z| we have
∂zΘ`(α, β; z) = C1,` z−1 +O(| ln z|),
∂kzΘ`(α, β; z) = Ck,` z−k +O(|z|1−k) for any k ≥ 2,
where Ck,` are suitable constants.
Proof. Applying the recurrence formula (D.2.28) to the definition of Θ`(α, β; z), we get immediately
∂kzΘ0(α, β; z) = (−1)kΨ(α+ k, β + k; z),
∂kzΘ1(α, β; z) = (−1)k
(
z
2 Ψ(α+ k, β + k; z) +
k
2 Ψ(α+ k − 1, β + k − 1; z)
−Ψ(α+ k − 1, β + k; z)
)
.
By using items (iv), (v) and (vi) from Proposition D.2.3 we get the desired estimates.
3.3. Lp − Lq estimates on the conjugate line for the transformed
equation
In this section we are going to derive Lp−Lq estimates on the conjugate line for the solution of a wave
equation with scale-invariant mass, that is, with our jargon, the solution to the transformed Cauchy
problem (3.2.1). The goal is to generalize the estimates from [7, 8] to the parameter s-dependent case.
The strategy for the proofs in this section is the same seen for that of Theorem 2.3.3. Nevertheless,
we will employ a slightly different language in the division of the phase space.
More precisely, we will consider a bump function ψ ∈ C∞0 ([0,∞)) such that ψ ≡ 1 on [0, 1],
suppψ ⊂ [0, 2] and ψ′ ≤ 0. Then, the functions ψ1, ψ2 and ψ3 are defined by
ψ1(t, s, ξ) = ψ((1 + s)|ξ|K−1)ψ((1 + t)|ξ|K−1),
ψ2(t, s, ξ) = ψ((1 + s)|ξ|K−1)(1− ψ((1 + t)|ξ|K−1)),
ψ3(t, s, ξ) = 1− ψ((1 + s)|ξ|K−1),
and they satisfy the condition ψ1 + ψ2 + ψ3 ≡ 1 on the whole extended phase space.
This decomposition correspond basically to the zones defined in Chapter 2, however, it is much
more convenient to work with the functions {ψh}h=1,2,3 in order to take advantage of orthogonality
properties for pointwise multiplication with other bump functions that will be introduced in order to
employ tools from Littlewood-Paley theory.
According to the representations of v̂ and v̂t stated in (3.2.8) and (3.2.10), respectively, in order to
derive Lp − Lq estimates for v(t, ·),∇v(t, ·) and vt(t, ·) we need to study the following type of Fourier
multipliers:
F−1(ψh(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))
for h = 1, 2, 3 and k, ` = 0, 1, where ṽ is related to initial data and ak,`(ξ) are suitably chosen functions
which describe the regularity that we want to use in each zone for the solution and/or for initial data
vk. We will derive different estimates in each of the following zones:
Z1(t) = suppψ1(t, s, ·), Z2(t, s) = suppψ2(t, s, ·), Z3(s) = suppψ3(t, s, ·).
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Proposition 3.3.1. Let v be the solution to the Cauchy problem (3.2.1) with initial data v0, v1 ∈ Lp(Rn)
taken at the time s ≥ 0. Then, the following estimates are satisfied in the zone Z1(t):
‖F−1(ψ1(t, s, ξ)|ξ|v̂(t, ξ))‖Lq(Rn) + ‖F−1(ψ1(t, s, ξ)v̂t(t, ξ))‖Lq(Rn)




q )+Re ρ−1(1 + log ( 1+t1+s))ι (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) ,
‖F−1(ψ1(t, s, ξ)v̂(t, ξ))‖Lq(Rn)




q )+Re ρ(1 + log ( 1+t1+s))ι (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) ,
where p ∈ [1, 2], 1p +
1
q = 1 and
ι =
{
1 for δ = 0,
0 for δ 6= 0.
Proof. We start with the estimate for vt(t, ·) and ∇v(t, ·). Let us consider ak,`(ξ) = |ξ|1−`.
Therefore, ak,`(ξ)∂`tΨk(t, s, ξ) ∈ L∞(Z1(t)ξ) and
‖ak,`(ξ)∂`tΨk(t, s, ξ)‖L∞(Z1(t)ξ) . (1 + s)







where ι = 1 for δ = 0 and ι = 0 otherwise.
Indeed, combining Lemma 3.2.1 and Proposition 3.2.2 (ii), if ρ 6= 12 we get for ξ ∈ Z1(t)




= (1 + s)−Re ρ+k(1 + t)Re ρ−` + (1 + s)Re ρ−1+k(1 + t)−Re ρ+1−`
. (1 + s)−Re ρ+k(1 + t)Re ρ−`
since in any case it holds Re ρ ≥ 12 and, hence,
|ξ|1−`|∂`tΨk(t, s, ξ)| . (1 + s)−Re ρ+k(1 + t)Re ρ−1.
Similarly, employing this time Proposition 3.2.2 (i), we obtain for ρ = 12
|∂`tΨk(t, s, ξ)|
. (1 + s)− 12 +k(1 + t) 12−`
∣∣∣ log(−z(t)) log(z(s))e z(t)−z(s)2 − log(z(t)) log(−z(s))e− z(t)−z(s)2 ∣∣∣
= (1 + s)− 12 +k(1 + t) 12−`














where in the last inequality we used that (1 + s)|ξ|, (1 + t)|ξ| are bounded in Z1(t) and the limit
lim
|ξ|→0
log(2(1 + t)|ξ|) log(2(1 + s)|ξ|) sin((t− s)|ξ|) = 0.
Consequently,
|ξ|1−`|∂`tΨk(t, s, ξ)| . (1 + s)−
1







Using (3.3.12), Hölder’s inequality and twice Hausdorff-Young inequality, we get
‖F−1(ψ1(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
. ‖ψ1(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ)‖Lp(Rn)
. ‖ak,`(ξ)∂`tΨk(t, s, ξ)‖L∞(Z1(t))‖ψ1(t, s, ξ)F(ṽ)‖Lp(Rn)








q )+Re ρ−1(1 + log ( 1+t1+s))ι‖ṽ‖Lp(Rn),
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By representation formulas (3.2.8) and (3.2.10), we find for ` = 0, 1
‖F−1(ψ1(t, s, ξ)|ξ|1−`∂`t v̂(t, ξ))‖Lq(Rn) ≤
∑
k=0,1
‖F−1(ψ1(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(vk))‖Lq(Rn).
Hence,
‖F−1(ψ1(t, s, ξ)|ξ|v̂(t, ξ))‖Lq(Rn) + ‖F−1(ψ1(t, s, ξ)v̂t(t, ξ))‖Lq(Rn)




q )+Re ρ−1(1 + log ( 1+t1+s))ι (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn))
with ι = 1 for δ = 0 and ι = 0 for δ 6= 0.
Analogously, one can derive the estimate for ‖F(ψ1(t, s, ξ)v̂(t, ξ))‖Lq(Rn).
Indeed, choosing ak,0(ξ) = 1, we get
‖F−1(ψ1(t, s, ξ)v̂(t, ξ))‖Lq(Rn)




q )+Re ρ(1 + log ( 1+t1+s))ι (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) ,
with the usual condition on ι.
Let us remark that there is a loss of decay rate in t of order 1 in the estimate for v(t, ·) with respect
to the estimate for ∇v(t, ·), vt(t, ·).
Let us underline, finally, that in this zone we do not claim additional regularity for data, we just
consider the Lp norm of v0 and v1.
Proposition 3.3.2. Let v be the solution to the linear Cauchy problem (3.2.1) with initial data
(v0, v1) ∈ Hr+1p (Rn)×Hrp(Rn) taken at the time s ≥ 0. Then, the following estimates are satisfied in
the zone Z3(s):
‖F−1(ψ3(t, s, ξ)|ξ|v̂(t, ξ))‖Lq(Rn) + ‖F−1(ψ3(t, s, ξ)v̂t(t, ξ))‖Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )
(
‖v0‖Ḣr+1p (Rn) + ‖v1‖Ḣrp(Rn)
)
,
‖F−1(ψ3(t, s, ξ)v̂(t, ξ))‖Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )
(
‖v0‖Ḣrp(Rn) + ‖v1‖Ḣr−1p (Rn)
)
,
where p ∈ (1, 2], 1p +
1







Furthermore, in the case r < 1 we can estimate the norm related to v as follows:
‖F−1(ψ3(t, s, ξ)v̂(t, ξ))‖Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )
(




Remark 3.3.3. In the previous statement we specify another decay estimate for the norm
‖F−1(ψ3(t, s, ξ)v̂(t, ξ))‖Lq(Rn),
when the regularity parameter r is less than 1, since in the treatment of the corresponding nonlinear
problem we will avoid to deal with distributional data.
Proof. In the zone Z3(s) we work with frequencies ξ such that (1 + s)|ξ| is unbounded.
In order to derive Lq − Lp estimates in this zone we will use Theorem B.2.3.
For this reason we introduce the bump function ϕ ∈ C∞(R) such that suppϕ ⊂ [ 12 , 2] and
∞∑
j=−∞
ϕ(2−jy) = 1 for any y 6= 0.
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Let us consider the sequence of C∞(R) functions {ϕj}j∈Z defined by
ϕj(s, ξ) = ϕ(2−j(1 + s)|ξ|K−1), j ∈ Z, ξ ∈ Rn.
Firstly, it is important to underline that the widths of the annuli (i.e. the differences between the
external radii and the internal radii), in which the functions from the Littlewood-Paley decomposition
are supported, can be homotetically modified and Theorem B.2.3 is still true.
Secondly, since we should work with the inhomogeneous Littlewood-Paley decomposition, we had to
work with the sequence of of C∞(R) functions {ϕ̃j}j∈N where ϕ̃j ≡ ϕj for j ≥ 1 and ϕ̃0 =
∑
j≤0 ϕj .
However, since ψ3(t, s, ξ)ϕj(s, ξ) ≡ 0 for j < 0 , in order to estimate
‖F−1(ϕ̃j(s, ξ)ψ3(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
uniformly for any j ∈ N, it is sufficient to estimate uniformly for any j ∈ N the norms
‖F−1(ϕj(s, ξ)ψ3(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn). (3.3.13)
Summarizing, in order to estimate
‖F−1(ψ3(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
it is enough to show that (3.3.13) can be estimated uniformly with respect to j ∈ N.
The strategy for the estimate of the previous Lq norm is the following: we will derive L1 − L∞ and
L2 − L2 estimates by using the stationary phase method and Plancherel theorem, respectively. Then,
we will use complex interpolation to obtain Lp − Lq estimates on the conjugate line.
Since in this zone we assume, on the one hand, Ḣr+1p × Ḣrp regularity for initial data in the estimates
of ∇v(t, ·), vt(t, ·) and, on the other hand, Ḣrp × Ḣr−1p regularity in the estimate of v(t, ·), then, we
have to investigate the oscillatory integrals
F−1
(
ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−rak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ)
)
,
where ak,`(ξ) = |ξ|k−`. The terms |ξ|−r and ak,`(ξ) compensate the regularity assumptions on data.
By Lemma 3.2.1 it follows that is important to estimate the determinant of the matrix Υk,`(t, s, ξ)
in order to understand the behavior of the multiplier ∂`tΨk(t, s, ξ). Combining the representation for
Υk,`(t, s, ξ) seen in Lemma 3.2.1 with Proposition 3.2.2 (iv), we find that
Υk,`(t, s, ξ) = − sin((1 + s)|ξ|) sin((1 + t)|ξ|)
(
b−1,δ((1 + s)|ξ|) b
−
2,δ((1 + t)|ξ|)




in the case δ 6= 0 and, thanks to (iii) in Proposition 3.2.2, we have




2 b−1,δ((1 + s)|ξ|) e
z(t)
2 b−2,δ((1 + t)|ξ|)
e−
z(s)
2 b+1,δ((1 + s)|ξ|) e−
z(t)
2 b+2,δ((1 + t)|ξ|)
)
in the case δ = 0, where in both cases the functions b±h,δ for h = 1, 2 satisfy
|dmz b±h,δ(z)| .m |z|
−m for any m ∈ N.
In order to derive the previous properties for b±h,δ, we have employed Proposition B.5.1.









e±i(2+t+s)|ξ|ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−rb1((1 + s)|ξ|)b2((1 + t)|ξ|)
)
,
where b1, b2 satisfy
|dmz bj(z)| .m |z|−m for any m ∈ N. (3.3.14)
We are going to estimate only the first type of oscillatory integrals, since for the second one we have
a similar estimate (in some sense, the first one is dominant when we will apply the method of the
stationary phase for the L1 − L∞ estimates, while in the L2 − L2 estimates there is no difference in
the treatment).
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L1 − L∞ estimates.
Let us perform the change of variables ξ = 2jK(1 + s)−1η. Then, from the method of the stationary
phase (see Proposition B.9.1), we have
















. 2j(n−r)(1 + s)r−
n+1











. 2j(n−r)(1 + s)r−
n+1
2 (1 + t)−
n−1
2 ,
where b is the product of the four functions which appear after ϕ in the second line and, consequently,
satisfy |dmz b(z)| .m |z|−r−m for any m ∈ N and h > n+32 . In particular, the conditions on b and its
derivatives follow by Proposition B.5.1 and by properties (3.3.14) of b1, b2 and from the fact that also
1− ψ satisfies the same type of conditions (indeed 1− ψ is bounded and its derivative are bounded
and compactly supported, so they can be estimated by negative powers of |z| on compact sets with
positive distance from 0).
Finally, by (i) in Lemma B.2.2, we obtain∥∥F−1(ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−r+k−`∂`tΨk(t, s, ξ)F(ṽ))∥∥L∞(Rn)
. 2j(n−r)(1 + s)r−
n+1
2 (1 + t)−
n−1
2 ‖ṽ‖L1(Rn). (3.3.15)
L2 − L2 estimates.
By (ii) in Lemma B.2.2 we get that the L2 norm∥∥F−1(ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−r+k−`∂`tΨk(t, s, ξ)F(ṽ))∥∥L2(Rn)
can be estimated by the product of the L2 norm of ṽ with the L∞ norm of the multiplier
e±i(t−s)|ξ|ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−rb1((1 + s)|ξ|)b2((1 + t)|ξ|).
Using the same change of variables seen in the L1 − L∞ estimates, we find immediately




∣∣∣ϕ(|η|)(1− ψ(2j |η|))|2j(1 + s)−1Kη|−rb1(2jK|η|)b2 (2jK 1+t1+s |η|)∣∣∣
. 2−jr(1 + s)r.
Summarizing∥∥F−1(ϕj(s, ξ)ψ3(t, s, ξ)|ξ|−r+k−`∂`tΨk(t, s, ξ)F(ṽ))∥∥L2(Rn) . 2−jr(1 + s)r‖ṽ‖L2(Rn). (3.3.16)
Lp − Lq estimates.
Applying Riesz-Thorin interpolation theorem (see Section B.2) to (3.3.15) and (3.3.16), we obtain for
1 < p ≤ 2 and 1p +
1





q )−r)(1 + s)r−
n+1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )‖ṽ‖Lp(Rn). (3.3.17)
We can estimate (3.3.17) uniformly with respect to j ∈ N if and only if the regularity parameter r






. However, since we want to require the lowest possible regularity, we choose r
exactly equal to the lower bound of this range. By Lemma B.2.2, it follows that∥∥F−1(ψ3(t, s, ξ)|ξ|−r+k−`∂`tΨk(t, s, ξ)F(ṽ))∥∥Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )‖ṽ‖Lp(Rn). (3.3.18)
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Finally, we can derive the estimates for vt(t, ·),∇v(t, ·), v(t, ·) in Z3(s). Let us consider vt(t, ·). Then,
from (3.2.10) we have
‖F−1(ψ3(t, s, ξ)v̂t(t, ξ))‖Lq(Rn) ≤
∑
k=0,1
‖F−1(ψ3(t, s, ξ)|ξ|−r+k−1∂tΨk(t, s, ξ)F(|D|r+1−kvk))‖Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )
(
‖v0‖Ḣr+1p (Rn) + ‖v1‖Ḣrp(Rn)
)
.
Similarly, one finds for ` = 0, 1
‖F−1(ψ3(t, s, ξ)|ξ|`v̂(t, ξ))‖Lq(Rn)
. (1 + s)
n−1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q )
(




Finally, we observe that in the case r < 1, in the estimate for v(t, ·) we can slightly modify the space
in which we consider the second data.
Indeed, if we take ψ̃ ∈ C∞([0,∞)) such that ψ̃ ≡ 1 on a neighborhood of 0 and the support condition
supp ψ̃ ⊂ {ξ ∈ Rn : ψ(ξ) = 1} holds, then, in particular,
(1− ψ)(1− ψ̃) = 1− ψ.
By the previous computations it follows immediately that we may write more precisely
F−1((1− ψ̃((1 + s)|ξ|K−1))v̂1(ξ))
instead of v1 on the right-hand side of the previous estimate for v(t, ·). Therefore, by Theorem B.4.1
and Young’s inequality we get
‖F−1((1− ψ̃((1 + s)|ξ|K−1))v̂1(ξ))‖Ḣr−1p (Rn)
= ‖F−1((1− ψ̃((1 + s)|ξ|K−1)|ξ|r−1v̂1(ξ))‖Lp(Rn)
= (1 + s)−r+1‖F−1((1− ψ̃((1 + s)|ξ|K−1))|(1 + s)ξ|r−1) ∗ v1‖Lp(Rn)
≤ (1 + s)−r+1‖F−1((1− ψ̃(|ζ|K−1))|ζ|r−1)‖L1(Rn)‖v1‖Lp(Rn)
. (1 + s)−r+1‖v1‖Lp(Rn).
Thanks to this modification, we obtain the desired estimate for ‖F−1(ψ3(t, s, ξ)v̂(t, ξ))‖Lq(Rn) in the
case r < 1. This completes the proof.
Remark 3.3.4. Let us observe that the decay estimates in this zone are similar to the ones of the
free wave equation (at least when s = 0), for this reason we will call Z3(s) also hyperbolic zone.
Proposition 3.3.5. Let v be the solution to the Cauchy problem (3.2.1) with initial data v0, v1 ∈ Lp(Rn)
taken at the time s ≥ 0. Then, the following estimates are satisfied in the zone Z2(t, s):
‖F−1(ψ2(t, s, ξ)|ξ|v̂(t, ξ))‖Lq(Rn) + ‖F−1(ψ2(t, s, ξ)v̂t(t, ξ))‖Lq(Rn)
. (1 + s)−1−
n+1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q ) (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) ,
‖F−1(ψ2(t, s, ξ)v̂(t, ξ))‖Lq(Rn)
. (1 + s)min{−Re ρ−σ(ε),−
n+1




q )+σ(ε),−n−12 ( 1p− 1q )}
×
(
‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)
)
,
where p ∈ (1, 2], 1p +
1
q = 1 and σ(ε) =
{
0 if δ 6= 0
ε if δ = 0
, being ε > 0 an arbitrarily small constant.
Proof. In this zone we deal with frequencies ξ such that (1 + s)|ξ| is bounded while the product
(1 + t)|ξ| is bounded from below. As we have done in the hyperbolic zone, we introduce a dyadic
decomposition in order to manage the unboundedness of the product (1 + t)|ξ|. Let ϕ ∈ C∞(R) be as
in the previous proposition. We define
ϕj(t, ξ) = ϕ(2−j(1 + t)|ξ|K−1), j ∈ Z, ξ ∈ Rn.
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For the same reasons that we have discussed in the hyperbolic zone, in order to estimate
‖F−1(ψ2(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
it is enough to show that it is possible to estimate uniformly with respect to j ∈ N
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)ak,`(ξ)∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn). (3.3.19)
The main difference with the previous estimates consists in the asymptotic behavior of those terms,
which appear in the matrix Υk,`(t, s, ξ), that depend on s.
By Lemma 3.2.1 and Proposition 3.2.2, this matrix can be represented in the case δ 6= 0 as
Υk,`(t, s, ξ) = sin((1 + t)|ξ|)
(
b−1,δ((1 + s)|ξ|) b
−
2,δ((1 + t)|ξ|)





and in the case δ = 0 as
Υk,`(t, s, ξ) =
(
b−1,δ((1 + s)|ξ|) ei(1+t)|ξ|b
−
2,δ((1 + t)|ξ|)





where in both cases the functions b+2,δ, b
−
2,δ satisfy the conditions
|dmz b±2,δ(z)| .m |z|
−m for any m ∈ N,
while the functions b+1,δ, b
−
1,δ can be estimated in the following way:
|b±1,δ(z)| .
{
|z|−Re ρ+k if δ 6= 0,
|z|− 12 +k| log z| if δ = 0.
As in the zone Z1(t), we want to use just Lp-regularity for data, thus, we choose ak,`(ξ) = |ξ|1−` in
order to derive the estimates for ∇v(t, ·), vt(t, ·) in Z2(t, s).








|dmz b2(z)| .m |z|−m, for any m ∈ N and |b1(z)| .
{
|z|−Re ρ+k if δ 6= 0,
|z|− 12 +k| log z| if δ = 0.
(3.3.21)
L1 − L∞ estimates.
By Lemma B.3.1, we obtain for some γ ≥ 0 that we will fix later∥∥∥F−1 (e±i(1+t)|ξ|ϕj(t, ξ)ψ2(t, s, ξ)|ξ|1−kb1((1 + s)|ξ|)b2((1 + t)|ξ|))∥∥∥
L∞(Rn)
≤
∥∥∥F−1 (e±i(1+t)|ξ|ϕj(t, ξ)(1− ψ((1 + t)|ξ|K−1))|ξ|1−Re ρ−γb2((1 + t)|ξ|))∥∥∥
L∞(Rn)
×
∥∥F−1 (|ξ|Re ρ−k+γψ((1 + s)|ξ|K−1)b1((1 + s)|ξ|))∥∥L1(Rn) .
Actually, in the logarithmic case δ = 0 it is necessary to assume γ > 0, since we are going to apply
Proposition D.1.7 that fails in the case γ = 0 (see Remark D.1.8). For this reason we will modify
slightly the estimate for v(t, ·) when δ = 0 at the end of this proof.
By using the scaling property F−1(φ(λ·))(x) = λ−nF−1(φ)(λ−1x) for any positive constant λ, we
get ∥∥F−1 (|ξ|Re ρ−k+γψ((1 + s)|ξ|K−1)b1((1 + s)|ξ|))∥∥L1(Rn)
= (1 + s)−Re ρ+k−γ−n
∥∥F−1 (|ζ|Re ρ−k+γψ(|ζ|K−1)b1(|ζ|)) ((1 + s)−1x)∥∥L1(Rn)
= (1 + s)−Re ρ+k−γ
∥∥F−1 (|ζ|Re ρ−k+γψ(|ζ|K−1)b1(|ζ|)) (x)∥∥L1(Rn)
' (1 + s)−Re ρ+k−γ ,
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where in the last estimate we may use Propositions D.1.6 and D.1.7 to prove the finiteness of the L1
norm.



































2 )(1 + t)−1+Re ρ+γ−n,
where b is the product of the four functions which appear after ϕ in the second line and, consequently,
satisfy |dmz b(z)| .m |z|1−Re ρ−γ−m for any m ∈ N and h > n+32 .
Let us underline that in this estimate we do not gain additional decay with respect to t by applying
the stationary phase method. However, we weaken the power of 2j . When at the end we will choose γ
in order to get a Lp − Lq estimate independent of j ∈ N, also this fact will be remarkable.




2 )(1 + s)−Re ρ+k−γ(1 + t)−1+Re ρ+γ−n.
Then, using (i) from Lemma B.2.2, we have
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)|ξ|1−`∂`tΨk(t, s, ξ)F(ṽ))‖L∞(Rn)
. 2j(1−Re ρ−γ+
n+1
2 )(1 + s)−Re ρ+k−γ(1 + t)−1+Re ρ+γ−n‖ṽ‖L1(Rn).
L2 − L2 estimates.
In order to derive L2 − L2 estimates, we will make use of Lemma B.2.2 (ii).
Let us remark that




ψ(K−1z)|z|γ if δ 6= 0,
ψ(K−1z)|z|γ | log z| if δ = 0,
where of course we need to require γ ≥ 0 when δ 6= 0 and γ > 0 when δ = 0.
Consequently, we estimate∥∥∥e±i(t−s)|ξ|ϕj(t, ξ)ψ2(t, s, ξ)|ξ|1−kb1((1 + s)|ξ|)b2((1 + t)|ξ|)∥∥∥
L∞(Rn)
. (1 + s)−Re ρ+k−γ










ϕ(|η|)(1− ψ(2j |η|))|η|1−Re ρ−γ |b2(2jK|η|)|
)
' 2j(1−Re ρ−γ)(1 + s)−Re ρ+k−γ(1 + t)−1+Re ρ+γ , (3.3.23)
where in the second inequality we used the change of variables ξ = 2jK(1 + t)−1η.
Then,
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)|ξ|1−`∂`tΨk(t, s, ξ)F(ṽ))‖L2(Rn)
. 2j(1−Re ρ−γ)(1 + s)−Re ρ+k−γ(1 + t)−1+Re ρ+γ‖ṽ‖L2(Rn).
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Lp − Lq estimates.
Using complex interpolation, for 1 < p ≤ 2 and 1p +
1
q = 1 it follows immediately
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)|ξ|1−`∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
. 2j(1−Re ρ−γ+
n+1











in order to obtain an estimate independent of j and at
the same time the best possible decay with respect to t. With this choice we find γ > 0, as we wished
for obtaining (3.3.22).
Thus, we arrive at
‖F−1(ψ2(t, s, ξ)|ξ|1−`∂`tΨk(t, s, ξ)F(ṽ))‖Lq(Rn)
. (1 + s)−1−
n+1
2 ( 1p− 1q )+k(1 + t)−
n−1
2 ( 1p− 1q )‖ṽ‖Lp(Rn).
By the representation formulas (3.2.8) and (3.2.10), we have
‖F−1(ψ2(t, s, ξ)|ξ|v̂(t, ξ))‖Lq(Rn) + ‖F−1(ψ2(t, s, ξ)v̂t(t, ξ))‖Lq(Rn)
. (1 + s)−1−
n+1
2 ( 1p− 1q )(1 + t)−
n−1
2 ( 1p− 1q ) (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) .
For the estimate of the solution v(t, ·) in Z2(t, s), we have to modify the choice of functions ak,`(ξ),
more precisely we define ak,0(ξ) = 1.
Let us underline the main differences with respect to the estimates for ∇v(t, ·), vt(t, ·). Firstly,
instead of (3.3.20), we have to consider the oscillatory integral
F−1
(
e±i(1+t)|ξ|ϕj(t, ξ)ψ2(t, s, ξ)|ξ|−kb1((1 + t)|ξ|)b2((1 + s)|ξ|)
)
, (3.3.24)
where b1, b2 satisfy the same conditions as in (3.3.21).
Similarly to the previous estimates, we obtain the L1 − L∞ estimate
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)Ψk(t, s, ξ)F(ṽ))‖L∞(Rn)
. 2j(−Re ρ−γ̃+
n+1
2 )(1 + s)−Re ρ+k−γ̃(1 + t)Re ρ+γ̃−n‖ṽ‖L1(Rn),
for a suitable γ̃ ≥ 0, which has to be a positive number also in the logarithmic case.
Analogously to the previous L2 − L2 estimates, we obtain the estimate
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)Ψk(t, s, ξ)F(ṽ))‖L2(Rn)
. 2j(−Re ρ−γ̃)(1 + s)−Re ρ+k−γ̃(1 + t)Re ρ+γ̃‖ṽ‖L2(Rn).
Using again Riesz-Thorin theorem, we get
‖F−1(ϕj(t, ξ)ψ2(t, s, ξ)Ψk(t, s, ξ)F(ṽ))‖Lq(Rn)
. 2j(−Re ρ−γ̃+
n+1













when δ 6= 0 we find that the previous one is an
estimate independent of j. Nevertheless, in the logarithmic case we have to work with γ̃ > 0, therefore,








, where ε > 0 is arbitrarily small.
In conclusion, we get the following Lp − Lq estimate for the solution
‖F−1(ψ2(t, s, ξ)v̂(t, ξ))‖Lq(Rn) . (1 + s)min{−Re ρ,−
n+1
2 ( 1p− 1q )}




q ),−n−12 ( 1p− 1q )} (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) ,
in the case δ 6= 0, while in the case δ = 0 we have
‖F−1(ψ2(t, s, ξ)v̂(t, ξ))‖Lq(Rn) . (1 + s)min{−Re ρ−ε,−
n+1
2 ( 1p− 1q )}




q )+ε,−n−12 ( 1p− 1q )} (‖v0‖Lp(Rn) + (1 + s)‖v1‖Lp(Rn)) .
This concludes the proof.
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Let us finally glue the estimates from Propositions (3.3.1), (3.3.2) and (3.3.5). As we announced
in the introduction, in the estimate of ‖v(t, ·)‖Lq(Rn) the decay rate does not depend on δ in the not
non-effective mass case (δ < 0).
Theorem 3.3.6. Let us assume δ < 1 and let v be the solution to the Cauchy problem (3.2.1) with
initial data (v0, v1) ∈ Hr+1p (Rn) ×Hrp(Rn) taken at the time s = 0. Then, v satisfies for t ≥ 0 the
estimates
‖(vt,∇v)(t, ·)‖Lq(Rn) . a1,δ(t)
(
‖v0‖Hr+1p (Rn) + ‖v1‖Hrp(Rn)
)
,
‖v(t, ·)‖Lq(Rn) . a0,δ(t)
(












a1,δ(t) = (1 + t)−
n−1





2 ( 1p− 1q ),−n( 1p− 1q )+ 12} if δ < 0,
(1 + t)max{−
n−1
2 ( 1p− 1q ),−n( 1p− 1q )+ 12 +ε} if δ = 0,
(1 + t)max
{





if δ ∈ (0, 1),
being ε > 0 an arbitrarily small positive constant.
Theorem 3.3.7. Let us assume δ < 1 and let v be the solution to the Cauchy problem (3.2.1) with
initial data v0 = 0 and v1 ∈ Hrp(Rn) taken at the time s ≥ 0. Then, v satisfies for t ≥ s the estimates
‖(vt,∇v)(t, ·)‖Lq(Rn) . a1,δ(t) a1,δ(s)−1
(




‖v(t, ·)‖Lq(Rn) . a0,δ(t) a0,δ(s)−1
(
‖v1‖Ḣr−1p (Rn) + (1 + s)
1−r‖v1‖Lp(Rn)
)
if r ≥ 1,
‖v(t, ·)‖Lq(Rn) . a0,δ(t) a0,δ(s)−1(1 + s)1−r‖v1‖Lp(Rn) if 0 ≤ r < 1,
where 1p +
1






and a0,δ, a1,δ denote the same functions as in
Theorem 3.3.6.
3.4. Lp − Lq estimates on the conjugate line
In this concluding section we derive Lp − Lq estimates on the conjugate line for solutions, and their
fist order derivatives, of the original problem (2.1.2).
The proofs of the two next theorems follow directly by Theorems 3.3.6 and 3.3.7, after using the
inverse transformation u(t, x) = (1 + t)−
µ1
2 v(t, x) and the relations (3.2.2) between the initial data of
the original problem and of those of the transformed one.
Theorem 3.4.1. Let us consider µ1, µ22 ≥ 0 satisfying δ < 1. Let u be the solution to the Cauchy
problem 
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > 0, x ∈ R
n,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn
with initial data (u0, u1) ∈ Hr+1p (Rn)×Hrp(Rn). Then, u satisfies for t ≥ 0 the estimates
‖(ut,∇u)(t, ·)‖Lq(Rn) . b1,δ(t)
(
‖u0‖Hr+1p (Rn) + ‖u1‖Hrp(Rn)
)
,
‖u(t, ·)‖Lq(Rn) . b0,δ(t)
(












b1,δ(t) = (1 + t)−
µ1




2 ( 1p− 1q ),






2 +max{−n−12 ( 1p− 1q ),−n( 1p− 1q )+ 12} if δ < 0,
(1 + t)−
µ1










if δ ∈ (0, 1),
being ε > 0 an arbitrarily small positive constant.
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Theorem 3.4.2. Let us consider µ1, µ22 ≥ 0 satisfying δ < 1. Let u be the solution to the Cauchy
problem 
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s, x ∈ R
n,
u(s, x) = 0, x ∈ Rn,
ut(s, x) = u1(x), x ∈ Rn
with initial data u1 ∈ Hrp(Rn) taken at the initial time s ≥ 0. Then, u satisfies for t ≥ s the estimates
‖∇u(t, ·)‖Lq(Rn) . b1,δ(t) b1,δ(s)−1
(
‖u1‖Ḣrp(Rn) + (1 + s)
−r‖u1‖Lp(Rn)
)
and for r ≥ 1
‖ut(t, ·)‖Lq(Rn) . b1,δ(t) b1,δ(s)−1
(
‖u1‖Ḣrp(Rn) + (1 + s)




‖u(t, ·)‖Lq(Rn) . b0,δ(t) b0,δ(s)−1
(












and the functions b0,δ, b1,δ are defined as in Theorem
3.4.1.
Furthermore, in the case r < 1 we may estimate the norms of u and ut as follows:
‖ut(t, ·)‖Lq(Rn) . b1,δ(t) b1,δ(s)−1
(




‖u(t, ·)‖Lq(Rn) . b0,δ(t) b0,δ(s)−1(1 + s)1−r‖v1‖Lp(Rn).
Remark 3.4.3. In the statement of Theorem 3.4.2 it is possible to simplify the estimate for the Lq
norm of the time derivative in the case r > 1. Indeed, by using Lemma B.2.4, we can estimate














for any a, b ≥ 0,
where 1r +
1
r′ = 1, then, we arrive at







. ‖u1‖Ḣrp(Rn) + (1 + s)
−r‖u1‖Lp(Rn).
Therefore, in Theorem 3.4.2 the Lq norm of ut can be estimated for any r ≥ 0 as follows:
‖ut(t, ·)‖Lq(Rn) . b1,δ(t) b1,δ(s)−1
(






4. Blow up results for scale-invariant wave
equations with dissipation and mass
4.1. Introduction




1 + tut +
µ22
(1 + t)2u = |u|
p. (4.1.1)
More precisely, we will consider the following semilinear Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(4.1.2)
where µ1, µ22 are nonnegative constants and the exponent p is greater than 1. We will prove existence
and blow up results for the Cauchy problem (4.1.2) under suitable assumptions on the coefficients, the
exponent p and data.
Hereafter it will be denoted by p0(n) the Strauss exponent, that is, for n > 1, the positive root of
the second order equation
(n− 1)p2 − (n+ 1)p− 2 = 0.
Moreover, it will be used also the notation




for the Fujita exponent.
Let us recall the definition of the number
δ = (µ1 − 1)2 − 4µ22,
that plays a central role in the study of the behavior of solutions of the Cauchy problem (4.1.2), as we
will see throughout the thesis.
In this chapter we will derive two blow up results for the Cauchy problem (4.1.2). On the one hand,
in the first section we will apply the test function method, that is an important tool for proving blow
up in the case in which the behavior of an equation is parabolic in some sense. On the other hand, in
the second section we will employ Kato’s Lemma, which is an essential tool in the study of blow up of
the solution of equations that are hyperbolic in some sense.
4.2. Test function method: case δ ≥ 0
Let us present the first blow up result for the semilinear Cauchy problem (4.1.2).
It will be employed the so-called technique of the test function method (see, for example, [61, 62, 19,
63, 64, 65, 127, 106, 107, 22]).
Theorem 4.2.1. Let µ1 and µ2 be nonnegative constants which satisfy the relation δ ≥ 0. Let
(u0, u1) ∈ H1(Rn)× L2(Rn) and suppose that
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holds, then, there is no global (in time) energy solution for (4.1.2), that is, if u is a local (in time)
energy solution to the Cauchy problem (4.1.2), then, there exists T0 such that
lim sup
t→T−0
‖(u, ut)(t, ·)‖H1(Rn)×L2(Rn) = +∞.
Proof. We say that u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) is an energy solution on the interval
[0, T ) of the Cauchy problem (4.1.2) if∫
[0,T )×Rn
(
∂2t ψ(t, x)−∆ψ(t, x)− ∂t
(
µ1





(1 + t)2ψ(t, x)
)




(ψ(0, x)(u1(x) + µ1u0(x))− ∂tψ(0, x)u0(x)) dx+
∫
[0,T )×Rn
ψ(t, x)|u(t, x)|p d(t, x)
(4.2.3)
for any ψ ∈ C∞0 ([0, T )× Rn).
Namely, an energy solution is a weak solution that for any time has an energy, that is defined in the
case of the considered equation as the energy of the free wave equation, i.e. the L2 norm of the total
gradient.
Let u ∈ C([0, T ), H1(Rn))∩C1([0, T ), L2(Rn)) be an energy solution of equation (4.1.2). We suppose
by contradiction T =∞. Considering a function g ∈ C2([0,∞)) and multiplying (4.1.1) by this function,
we get






g′′ − µ11 + tg
′ + µ1 + µ
2
2
(1 + t)2 g
)
u = g|u|p.
Therefore, choosing g(t) = (1 + t)α with α = 12 (µ1 + 1−
√
δ) we note that g satisfies
g′′ − µ11 + tg
′ + µ1 + µ
2
2
(1 + t)2 g = 0.
So the above equation is written in divergence form.
Let us choose a decreasing function η ∈ C∞0 ([0,∞)) and a radial function φ ∈ C∞0 (Rn) decreasing
with respect to |x| with the following properties:
• η = 1 on [0, 12 ], φ = 1 on B 12 (0),
• supp η ⊂ [0, 1], suppφ ⊂ B1(0).
The following relations are verified by these test functions for p > 1:
|η′(t)| . η(t)1/p, |η′′(t)| . η(t)1/p, |∆φ(x)| . φ(x)1/p.
Indeed, denoting by q, r real numbers satisfying 1p +
1




r = 1, if we put µ = η
1/q and
ν = η1/r, then,
|η′| = |(µq)′| = |qµq−1µ′| . µq−1 = η1/p,
|η′′| = |(νr)′′| = |r(r − 1)νr−2(ν′)2 + rνr−1ν′′| . νr−2 = η1/p.
Let ξ be such that ξ(|x|) = φ(x)1/r. Then, for any k = 1, . . . , n we have
∂2xkφ = r(r − 1)ξ
r−2(ξ′ xk|x|)2 + rξr−1ξ′′( xk|x|)2 + rξr−1ξ′( 1|x| − x2k|x|3 ).
But ξ is constant in a right neighborhood of 0. Hence, being ξ′ and ξ′′ bounded, we get
|∆φ| . ξr−2 + ξr−1 . φ1/p.
Let τ,R be two positive parameters whose range will be fixed later. We define
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φR(x) dx+K1 +K2 +K3.






















































Consequently, it holds for R > R0
Iτ,R < K1 +K2 +K3.
Now we estimate separately the three terms K1, K2, K3. Since





×BR(0), supp(∆ψτ,R) ⊂ [0, τ ]× (BR(0) \BR
2
(0)),
using Hölder’s inequality and, in the estimate of K2, for the relation
2g′(t)− µ11 + tg(t) = (1−
√






p (1 + t)
α
q −1,
42 4. Blow up results for scale-invariant wave equations with dissipation and mass




























































































































































δ)−2(Î 1pτ,τ + Ĩ 1pτ,τ). (4.2.4)








We observe that 12q (2n+ µ1 + 3−
√















, by (4.2.5) we have lim
τ→∞
Iτ,τ = 0. Hence, by the monotone













and then u ≡ 0 a.e. (the function g is positive for any values of t). However, this contradicts the
assumption on data.
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, by (4.2.5) we know that Iτ,τ ≤ C, where C is
some positive constant independent of τ . As in the previous case, applying the monotone convergence




g(t)|u(t, x)|pdxdt ≤ C


















Bτ (0)\B τ2 (0)
g(t)ψτ,τ (t, x)|u(t, x)|pdxdt = 0.
Therefore, using (4.2.4), we have lim
τ→∞
Iτ,τ = 0. Proceeding as in the first case, we obtain a
contradiction.








is less than pFuj(n). This case will be compared with what happens
in the case without mass term in the next chapter, after that it will be proved an existence result.
4.3. Kato’s Lemma: case δ = 1
In the previous section we have proved a blow-up result for δ ≥ 0. Nevertheless, as we will see throughout
the thesis, (4.1.2) changes its “nature” for δ ≥ 0 sufficiently small, moving from a “hyperbolic-like”
model to a “parabolic-like” model, under the point of view of the critical exponent. In particular, the
case δ = 1 represents a limit case in which there is a balance between the damping and the mass, so
that we obtain a “wave-like” case in the sense we are going to explain in the upcoming results. For
this reason we will use Kato’s lemma when δ = 1, following the approach of [126], [16] and [70], in
order to get the following blow up result.
Theorem 4.3.1. Assume that u ∈ C2 ([0, T )× Rn) is a classical solution to (4.1.2) with µ1 ≥ 2, µ2
nonnegative constants such that δ = 1 and initial data (u0, u1) ∈ C20(Rn)× C10(Rn) such that u0, u1 ≥ 0
and u0 + u1 6≡ 0. If
1 < p ≤ pµ1(n),










Remark 4.3.2. Let us observe that by the condition




1− (1 + 4µ22)
1
2 if µ1 ∈ (0, 1),
1 + (1 + 4µ22)
1
2 if µ1 ≥ 1.
However, the first case is admissible just for µ1 = µ2 = 0, i.e. in the free wave equation, in which
case the behavior of the solutions is well known. Consequently, it is of interest to study the case µ1 ≥ 1.
Nevertheless, being µ22 ≥ 0, in this last case it is given actually the necessary condition µ1 ≥ 2 (this
clarifies the assumption on µ1 in Theorem 4.3.1). For this reason in the following we assume µ1 ≥ 2.
Remark 4.3.3. In the paper [16] the number pµ1(n) was clarified as follows:











• pµ1(n) = p0(n+ µ1) if n ≥ 3.
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Indeed, if we denote
q = pFuj(n+ µ1) = n+µ1+1n+µ1−1 , r = pFuj
(





n+ µ1 + 1 +
√
(n+ µ1 + 1)2 + 8(n+ µ1 − 1)
2(n+ µ1 − 1)
= q2 +
√
q2 + 4(q − 1)
2 .
Consequently, p0(n+ µ1) ≥ pFuj(n+ µ12 − 1) if only if
√
q2 + 4(q − 1) ≥ 2r − q.
Hence, being r > q, we can take the squared powers of both sides obtaining
q − 1 ≥ r(r − q).
After some straightforward computations we find that the last inequality is equivalent to
2(n− 1)2 + µ1(n− 3) ≥ 0. (4.3.8)
Consequently, since we are considering µ1 ≥ 2, we have that in the cases n = 1, 2 the Fujita exponent
is predominant, while the Strauss exponent prevails for n ≥ 3, (4.3.8) being fulfilled.
For the proof of this theorem we will use the following lemma on the blow up dynamics for ordinary
differential inequalities with polynomial increasing nonlinearity.
Lemma 4.3.4 (Kato’s Lemma). Let p > 1, q ∈ R and F ∈ C2([0, T )) be a positive function satisfying
d2
dt2
F (t) ≥ k1(t+R)−q(F (t))p (4.3.9)
for any t ∈ [T1, T ), for some k1, R > 0 and T1 ∈ [0, T ).
1) If it holds the inequality
F (t) ≥ k0(t+R)a (4.3.10)
for any t ∈ [T0, T ), for some a ≥ 1 satisfying a > q−2p−1 and for some k0 > 0 and T0 ∈ [0, T ),
then, T <∞.
2) Let q ≥ p+ 1 in (4.3.9) and suppose that the constant k0 = k0(k1) > 0 is sufficiently large. If
(4.3.10) holds with a = q−2p−1 for some T0 ∈ [0, T ), then, T <∞.
Proof. For references see [83, 112, 126, 16].
Applying the dissipative transformation u(t, x) = (1 + t)−
µ1
2 w(t, x), since δ = 1, the Cauchy problem
(4.1.2) is transformed to the following Cauchy problem for the free wave equation with weighted power
nonlinearity 
wtt −∆w = (1 + t)−
µ1
2 (p−1)|w|p, t > 0, x ∈ Rn,
w(0, x) = w0(x), x ∈ Rn,
wt(0, x) = w1(x), x ∈ Rn,
(4.3.11)
where w0(x) = u0(x) and w1(x) = u1(x)+ µ12 u0(x). The proof of Theorem 4.3.1 follows as a consequence
of the next proposition.
Proposition 4.3.5. Let w0 ∈ C2(Rn) and w1 ∈ C1(Rn) be nonnegative (but not vanishing) and
compactly supported data. Assume w ∈ C2([0, T )×Rn) is the maximal, with respect to the time interval,
solution to (4.3.11). If 1 < p ≤ pµ1(n), with pµ1(n) as in (4.3.6), then, T <∞.
Proof. In the proof we choose R > 0 such that suppw0, suppw1 ⊂ BR(0), where BR(0) is the
ball centered in the origin with radius R. Thanks to the finite speed of propagation of w we have



























Jensen’s inequality implies that
d2
dt2
F (t) & (1 + t)−(
µ1
2 +n)(p−1)|F (t)|p. (4.3.12)
We want to apply Lemma 4.3.4. Consequently, we have to show that F (t) is positive.




ex·ωdσω, ψ1(t, x) = φ1(x)e−t, (4.3.13)





The application of Hölder’s inequality implies
d2
dt2















p−1 dx ≤ C(R0, A, p)(t+R)−A
for any fixed R0 < t+R and A > 0. Using that
φ1(x) . |x|−
n−1
2 e|x| as |x| → ∞




























p−1 (ρ−t)(1 + ρ)n−2−
(n−1)p
2(p−1) dρ.






p−1 (ρ−t)dρ . (1 + t)n−1−
(n−1)p
2(p−1) . (4.3.15)













p−1 (ρ−t)dρ . (1 + t)n−1−
(n−1)p
2(p−1)
for sufficiently large R0 and t, we find once again (4.3.15).
Therefore, we can conclude by (4.3.14)
d2
dt2





The sign of the nonlinearity comes into play to estimate |F1(t)|p. More precisely, it holds the
following result.
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Lemma 4.3.6. Let w be a classical solution of the Cauchy problem
wtt −∆w = G(t, x, w), t > 0, x ∈ Rn,
w(0, x) = w0(x), x ∈ Rn,
wt(0, x) = w1(x), x ∈ Rn,
(4.3.17)














for any t ≥ 0.
Proof. Let us consider again the function ψ1 ∈ C∞([0,∞) × Rn) defined in (4.3.13). Let us remark
that, being the unit sphere a compact manifold, differentiating ψ1 with respect to the spatial variables




















Therefore, ψ1 is a solution of the homogeneous free wave equation. Indeed, it holds
∂2t ψ1(t, x) = ψ1(t, x) = ∆xψ1(t, x).
Multiplying the equation that appear in the Cauchy problem (4.3.17) by the function ψ1 and





































(s) + 2F (s)− dF
ds
(0)− 2F (0).











from the previous inequality we get immediately
dF
ds




Multiplying such relation by e2s and integrating over [0, t], we find
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In particular, for F1 we find that our assumptions for the initial data imply that∫
Rn




Hence, F1(t) ≥ c > 0 for all t ≥ 0. Then,
d2
dt2





for all t ≥ 0. Integrating twice we arrive at




2 ,1} + t d
dt






4.3.1. The subcritical case
From (4.3.12) and (4.3.20) we can apply Lemma 4.3.4 if at least one of the following conditions is
satisfied:






p− 1 , (4.3.21)
1 > n+ µ12 −
2
p− 1 . (4.3.22)
The condition (4.3.21) holds if, and only if, p < p0 (n+ µ1) and the condition (4.3.22) holds if, and
only if, p < pFuj
(
n− 1 + µ12
)
.










4.3.2. The critical case for n = 1
For n = 1 we have pµ1(1) = 1 + 4µ1 . From (4.3.12) it follows that q = 2 +
4
µ1
. Thus, from (4.3.12)
d2
dt2
F (t) & (1 + t)−1 ⇒ F (t) & (1 + t) ln(1 + t).
Note that q−2p−1 = 1 and q = p+ 1. Thus, the result follows from the application of Lemma 4.3.4 with
a = 1.
4.3.3. The critical case for n = 2
In the Cauchy problem (4.1.2) under the restriction (4.3.7) we have µ1 ≥ 2. Then, for n = 2 we have
pµ1(2) = 1 + 42+µ1 . By (4.3.12) it follows that q =
2µ1+8
2+µ1 . Then, by (4.3.12)
d2
dt2
F (t) & (1 + t)−1 ⇒ F (t) & (1 + t) ln(1 + t).
Note that q−2p−1 = 1 and q = p+ 1, then, the result follows from the application of Lemma 4.3.4 with
a = 1.
4.3.4. The critical case for n ≥ 3
For n ≥ 3 we have p = pµ1(n) = p0(n+ µ1).
Let us define







|ω|=1 dσω is the (n− 1)-dimensional measure of the unit sphere S
n−1.
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Then, from Jensen’s inequality it follows that w̃ satisfies that following inequality:
w̃tt −∆w̃ = (1 + t)−
µ1
2 (p−1) |̃w|p ≥ (1 + t)−
µ1
2 (p−1)|w̃|p.
Therefore, we can reduce our consideration to an inequality for radial w(t, ·).






where dσx is the Lebesgue measure on the hyperplane {x ∈ Rn : x · ξ = ρ} and ξ ∈ Rn is a unitary
vector.










t, (ρ2 + |x′|2) 12
)
|x′|n−2d|x′|.
where cn = ωn−1. Using the change of variables r2 = ρ2 + |x′|2, we have
R[w](t, ρ) = cn
∫ ∞
|ρ|
w(t, r)(r2 − ρ2)
n−3
2 rdr. (4.3.24)
This shows that R[w](t, ρ) is independent of ξ.
Now let us derive a lower bound for R[w](t, ρ).
Let f ∈ C1(Rn) be a function with Radon transform




where in the notation we underline the fact that when the function is not radial in general the Radon
transform depends on the unit vector ξ = (ξ1, · · · , ξn). Then,





















R[f ](ρ+ εξj , ξ)−R[f ](ρ, ξ)
εξj
= ξj∂ρR[f ](ρ, ξ),
for any j = 1, . . . , n, where {ej}1≤j≤n denotes the canonical base of Rn. Therefore, if f ∈ C2(Rn),
then,
R[∆f ](ρ, ξ) = |ξ|2∂2ρR[f ](ρ, ξ) = ∂2ρR[f ](ρ, ξ).
Since w is a solution of (4.3.11), then, using the above relation, we have that R[w] satisfies the
one-dimensional wave equation
∂2tR[w](t, ρ)− ∂2ρR[w](t, ρ) = (1 + t)−
µ1
2 (p−1)R[|w|p](t, ρ).
From the D’Alembert’s representation formula and the assumptions for the initial data it follows









Note that suppw(s, ·) ⊂ Bs+R(0). Therefore, if |ρ1| > s + R, then, for any vector y which is
perpendicular to a unit vector ξ, it holds
|ρ1ξ + y| =
√
|ρ1|2 + |y|2 ≥ |ρ1| > s+R.





|w(s, ρ1ξ + y)|pdσy = 0.
This shows that
supp R[|w|p](s, ·) ⊂ Bs+R(0). (4.3.26)
Assume ρ ≥ 0. If s ≤ t−ρ−R2 , then,
ρ+ (t− s) ≥ s+R and ρ− (t− s) ≤ −(s+R).
By this, (4.3.25) and (4.3.26) we deduce




































Recalling (4.3.19), we have










−n−1+µ12 p+ n− 1 +
µ1
2 > −1.
Indeed, for p = p0(n+ µ1) we have










p−1 > −1 if, and only if p > pFuj
(




p = p0(n+ µ1) ≥ pFuj
(




n+ 1 + µ12
)
,
therefore, p satisfies the above inequality. So, we arrive at





Let us introduce the operator T : f ∈ Lp(R)→ T (f) ∈ Lp(R) which is defined by




f(r)|r − τ |
n−3
2 dr for any τ ∈ R.
We prove that the operator T is bounded. Indeed,











where Mf denotes the Hardy-Littlewood maximal function for f . Hence, applying a well known
property of such functions (see Theorem B.6.2), we have
‖T (f)‖Lp(R) . ‖Mf‖Lp(R) . ‖f‖Lp(R).
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p if r ≥ 0,
0 if r < 0,






















































Using (4.3.24) and suppw(t, ·) ⊂ Bt+R(0), we get the estimates
R[|w|](t, ρ) = cn
∫ t+R
ρ






|w(t, r)|r(r − ρ)
n−3








2 (r − ρ)
n−3
2 dr. (4.3.29)






















































Nevertheless, for ρ ∈
[
t−R−1
2 , t−R− 1
]
we have t − ρ − R ∼ t − ρ + R. Therefore, recalling
(n− 1 + µ1)p2 − (n+ 1 + µ1)p− 2 = 0, it follows that∫
Rn







t−ρ+R & (1 + t)








2 ln(1 + t),
and, then, integrating twice, we arrive at




2 ln(1 + t),
and the result follows for sufficiently large t after applying the second part of Lemma 4.3.4.
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4.4. Concluding remarks
In Theorem 4.2.1 we prove the blow up of the solutions of (4.1.2) in the case in which µ1 and µ2 satisfy
the relation δ ≥ 0. On the other hand, we proved Theorem 4.3.1 in the case δ = 1. It is interesting
to observe that in low dimensions, namely for n = 1, 2, if δ = 1 and we consider data fulfilling the
requirement of the statements of Theorem 4.3.1 (and, therefore, satisfying the assumptions of Theorem
4.2.1), then, we find exactly the same range for the exponent p that implies blow up. Let us underline
the fact that the test function method does not describe the blow up dynamic, since it is based on a
contradiction argument. So, we can not eventually distinguish the two results on the base of qualitative
properties. In some way, this situation (the overlap of the two results) is due to the fact that for
dimension n = 1, 2 and δ = 1 solutions to the equation (4.1.1) have somehow a “ parabolic behavior”.
We will see this influences also in the approach of the study of the global existence for equation (4.1.1)
in these special cases (at least when n = 1). Moreover, in Chapter 8 we will provide a further blow up
result in the case in which (4.1.2) is, in some sense, a halfway model between the predominant and
not non-effective mass case and the free wave case, that is, for δ ∈ (0, 1). Therein, once again Kato’s
lemma play a fundamental role, and we will observe once more the interplay between the above cited
shifts of Strauss and Fujita exponents. Nevertheless, it is necessary to transform (4.1.2) suitably in a
semilinear wave equation with time-dependent speed of propagation and, therefore, we will postpone
such result to Chapter 8.
In the next chapter we prove some existence results for the Cauchy problem (4.1.2) in the case in
which the parameter δ is sufficiently large. Together with Theorem 4.2.1 these results will show the
optimality of the method of the test function only for large values of δ.
Furthermore, the global existence results, that are going to be shown in Chapter 6, will point out
the optimality of the approach via Kato’s lemma in the case δ = 1.
Open problems and alternative approaches
It remains open the question on the possibility to prove some blow up result in the case in which the
coefficients of the damping and the mass satisfy the relation δ < 0. The difficulties in the study of this
problem are due to the fact that, up to the knowledge of the author, even for the classical semilinear
Cauchy problem 
utt −∆u+m2u = |u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn
the critical exponent is not known for all dimensions.
Finally, what happens if we apply the modified test function method introduced in [13]? Of course
we have to transform equation (4.1.1) in a semilinear wave equation with damping term, in order to
apply this method. This means that we have to consider the transformation






that leads to the Cauchy problem
vtt −∆v + 1+
√
δ









(p−1)|v|p, t > 0, x ∈ Rn,
v(0, x) = v0(x), x ∈ Rn,
vt(0, x) = v1(x), x ∈ Rn
(4.4.31)









Employing the notations of the above cited paper, we have
a(t) = 1, b(t) = 1+
√
δ










































2 and ζ = 0 we get
• 0 < a(t) . B(t)α;









= (1 + t)−(1+
√
δ),
b̂1 = ‖β‖−1L1([0,∞)) =
√
δ,
we find that there exists no weak solution to the Cauchy problem (4.4.31) for
1 < p ≤ 1 + 2(1+γ)n(1−α) +
ζ









































Let us remark that the condition on the data is slightly stronger than the condition seen in Theorem
4.2.1. Finally, we mention that we should require γ > −1 in order to apply the result of [13]. However,








which is weaker than (4.4.32).
Summarizing, we found that, applying the modified test function method, we obtain the same range
of values for p for which (4.1.2) has no global in time solutions that we got by using the test function
method.
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5. Existence results for scale-invariant wave
equations with dissipation and mass:
predominant not non-effective damping
case
5.1. Introduction
In the present chapter we prove some global (in time) existence results for the Cauchy problem (4.1.2).
In order to prove each result, it will be introduced an integral operator, whose fixed point will be the
solution (in a weak sense) of our Cauchy problem. The decay estimates for the solution of the linear
homogeneous equation (2.1.1) are an essential tool to prove these results. Moreover, the space for
initial data influences the choice of the space in which we look for solutions.
Roughly speaking, in this chapter it is explained how for sufficiently large values of δ the scale-
invariant wave model with damping and mass is somehow close to the classical damped wave model,
when we consider a power nonlinearity on the right-hand side.
In Theorem 5.2.1 we assume the data in the energy space H1 × L2 with additional L1 regularity.
We require this additional assumption on the data, instead of a more general Lm additional regularity
with m ∈ [1, 2), because we want to get the widest possible range of allowed values for the exponent p.
In Theorem 5.3.9 more restrictive conditions are assumed on the data with the purpose to enlarge
furtherly the range of admissible values for p. More specifically, we will take the data in an exponentially
weighted Sobolev space.
Requiring less regularity for the data in Theorem 5.4.1, we prove an existence result for Sobolev
solutions without energy, that is, we do not have in general the total gradient of a solution in L2.
Finally, in Theorem 5.5.1 we consider the case in which we require higher regularity for the data and,
consequently, for the solution. Working in these spaces, on the one hand, we are forced to consider a
higher lower bound for the exponent p of the nonlinearity. On the other hand, either we enlarge the
upper bound p or for sufficiently regular data we do not even have an upper restriction for p. Let us
mention here that, in order to deal with the power nonlinearity in fractional Sobolev spaces, we employ
in Section 5.5 some fractional inequalities, as the fractional chain rule and the fractional Leibniz rule,
that will be explained in detail in Appendix C.
5.2. Data in energy space
Let us begin by taking the data in the classic energy space H1(Rn)× L2(Rn), with additional L1(Rn)
regularity.
For this reason let us introduce for any κ ∈ [0, 1] the space
Dκ(Rn) = (L1(Rn) ∩Hκ(Rn))× (L1(Rn) ∩ L2(Rn)),
with the norm
‖(u0, u1)‖Dκ(Rn) = ‖u0‖L1(Rn) + ‖u0‖Hκ(Rn) + ‖u1‖L1(Rn) + ‖u1‖L2(Rn).
Let us underline that Dκ(Rn) is nothing but Dκ1 (Rn) in the notation of Chapter 2.
After introducing the notation for the space of the initial data, we can state the result of global
existence for the Cauchy problem (4.1.2).
Theorem 5.2.1. Let n ≤ 4 and µ1 > 1, µ2 be nonnegative constants such that δ ≥ (n+ 1)2. Let us
assume p ≥ 2 with
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Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ D1(Rn) with
‖(u0, u1)‖D1(Rn) ≤ ε0
there is a uniquely determined energy solution u ∈ C([0,∞), H1(Rn))∩C1([0,∞), L2(Rn)) to the Cauchy
problem 
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
Moreover, the solution satisfies the decay estimates























1 if δ > (n+ 1)2,
1 + (log(1 + t))
1
2 if δ = (n+ 1)2.
Remark 5.2.2. The assumptions on the coefficients µ1 and µ2 in Theorem 5.2.1 guarantee that
µ1 ≥ n+ 2.
Before proving Theorem 5.2.1, we need to recall some decay estimates of the solution to (2.1.1) seen
in Theorems 2.4.2 and 2.4.1, in the special case m = 1 and σ = 1.
Theorem 5.2.3. Let µ1 > 0 and µ2 be nonnegative constants such that δ > 0. Let us consider
(u0, u1) ∈ D1(Rn). Then for all κ ∈ [0, 1] the energy solution u to (2.1.1) with s = 0 satisfies the decay
estimates
















1 + (log(1 + t)) 12
)











Moreover, ‖ut(t, ·)‖L2(Rn) satisfies the same decay estimates as ‖∇u(t, ·)‖L2(Rn) which are obtained
from (5.2.2) after taking κ = 1.
Theorem 5.2.4. Let µ1 > 0 and µ2 be nonnegative constants such that δ > 0. Let us assume u0 = 0













































2 (1 + s)−κ−n2 + 1+
√
δ





Moreover, ‖ut(t, ·)‖L2(Rn) satisfies the same decay estimates as ‖∇u(t, ·)‖L2(Rn) which are obtained
from (5.2.3) after taking κ = 1.
Proof of Theorem 5.2.1. The goal is to prove global (in time) existence of small data energy solutions
for the Cauchy problem (4.1.2) and decay estimates for the solution and its derivatives.
For this purpose we introduce for T > 0 the family of spaces
X(T ) = C([0, T ], H1(Rn)) ∩ C1([0, T ], L2(Rn)),
with the norm
‖u‖X(T ) = sup
t∈[0,T ]
(
f0,δ(t)‖u(t, ·)‖L2(Rn) + f1,δ(t)‖(∇u, ut)(t, ·)‖L2(Rn)
)
,
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where we choose




















2 if δ > (n+ 1)2,













if δ = (n+ 1)2.
We remark that the weighted norm of the space X(T ) is defined according to the estimates for
solutions of the linear Cauchy problem, seen in Theorem 5.2.3. Therefore, if we show the existence
and the uniqueness of the solution for the semilinear Cauchy problem in X(T ), then, this solution will
have automatically the same decay estimates as the solutions to the corresponding linear homogeneous
Cauchy problem.
Let u ∈ X(T ). We define the following operator:




E1(t, s, x) ∗(x) |u(s, x)|pds,
(5.2.4)
where E0(t, s, x) and E1(t, s, x) denote the fundamental solution of (2.1.2) with initial condition
(v0, v1) = (δ0, 0) and (v0, v1) = (0, δ0) respectively. According to Duhamel’s principle, our goal is to
prove the existence of a fixed point for the operator N . We know that
(
X(T ), ‖ · ‖X(T )
)
is a Banach
space. In order to use Banach’s fixed-point theorem we shall prove the following two estimates:
‖Nu‖X(T ) .‖(u0, u1)‖D1(Rn) + ‖u‖pX(T ), (5.2.5)
‖Nu−Nv‖X(T ) .‖u− v‖X(T )
(





for u, v ∈ X(T ), uniformly with respect to T ∈ [0,∞).
After these considerations we know that to show global existence (in time) for small data solutions
is equivalent to show the inequalities (5.2.5) and (5.2.6). More precisely, we put
X0(T ) = C([0, T ], H1(Rn)),
with the norm






and we prove two stronger inequalities than (5.2.5) and (5.2.6), that are
‖Nu‖X(T ) .‖(u0, u1)‖D1(Rn) + ‖u‖pX0(T ), (5.2.7)
‖Nu−Nv‖X(T ) .‖u− v‖X0(T )
(





uniformly with respect to T ∈ [0,∞). The motivation to introduce the space X0(T ) comes from
Gagliardo-Nirenberg inequality. These conditions will follow from the next proposition in which the
restrictions to the power p and dimension n will appear.
Indeed, by Theorem 5.2.3 it is clear that





E1(t, τ, x) ∗(x) |u(τ, x)|pdτ, (5.2.9)
to conclude the proof it is sufficient to use the following result.
Proposition 5.2.5. Let us assume p ≥ 2 and the condition (5.2.1) for p. Let (u0, u1) ∈ D1(Rn) and
u, v ∈ X(T ). For j + l = 0, 1 it holds
fj+l,δ(t)‖∇j∂ltFu(t, ·)‖L2(Rn) . ‖u‖
p
X0(T ),
fj+l,δ(t)‖∇j∂lt(Fu(t, ·)− Fv(t, ·))‖L2(Rn) . ‖u− v‖X0(T )
(





for t ∈ [0, T ].
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Proof. We will only consider the case δ > (n+ 1)2. In the other case δ = (n+ 1)2 a logarithmic term
appears in the decay estimates of the derivatives but this does not arise additional difficulties.









(1 + t)−(j+l)−n2 +ν(1 + τ)1−ν
(
‖ |u(τ, ·)|p‖L1(Rn) + (1 + τ)
n
2 ‖ |u(τ, ·)|p‖L2(Rn)
)
dτ










By the definition of the norm in X0(T ) and the Gagliardo-Nirenberg inequality, for h = 1, 2 we get




L2(Rn) . (1 + τ)
−n2 +ν−θ(hp)‖u‖X0(τ),






has to belong to [0, 1].
Here θ(2p) ≤ 1 implies the first condition in (5.2.1) for p in the case n ≥ 3, while θ(p) ≥ 0 implies
the restriction p ≥ 2.







, we have 1− (n− ν)(p− 1) < −1 and






. (1 + t)−(j+l)−n2 +ν‖u‖pX0(t).
Now let us prove the second inequality. We use






E1(t, τ, ·) ∗(x) (|u(τ, ·)|p − |v(τ, ·)|p)
)
‖L2(Rn)dτ
. (1 + t)−(j+l)−n2 +ν
∫ t
0
(1 + τ)1−ν‖ |u(τ, ·)|p − |v(τ, ·)|p‖L1(Rn)dτ
+ (1 + t)−(j+l)−n2 +ν
∫ t
0
(1 + τ)1−ν+n2 ‖ |u(τ, ·)|p − |v(τ, ·)|p‖L2(Rn)dτ.
Using
‖u|p − |v|p| . |u− v|(|u|p−1 + |v|p−1), (5.2.10)
applying Hölder’s inequality and proceeding as for proving the first inequality, we get
‖ |u(τ, ·)|p − |v(τ, ·)|p‖Lh(Rn) ≤ ‖u(τ, ·)− v(τ, ·)‖Lhp(Rn)
(
‖u(τ, ·)‖p−1










for h = 1, 2.
Summarizing, it yields
‖∇j∂lt(Fu(t, ·)− Fv(t, ·))‖L2(Rn)
. (1 + t)−(j+l)−n2 +ν
∫ t
0













This completes the proof.
Remark 5.2.6. Combining the results of Theorems 4.2.1 and 5.2.1, we have found that for δ ≥ (n+1)2
and µ1 > 1 the critical exponent for Equation (4.1.1) is given by pFuj(n+ µ1−12 −
√
δ
2 ). Moreover, we
5.3. Data in energy space with exponential weight 57
can compare this result with the result in the case in which there is no mass term, namely, the result
for the Cauchy problem 
wtt −∆w + µ1+twt = |w|
p, t > 0, x ∈ Rn,
w(0, x) = w0(x), x ∈ Rn,
wt(0, x) = w1(x), x ∈ Rn.
(5.2.11)
In the paper [12] it is proved that the critical exponent for the above Cauchy problem is pFuj(n),
provided that µ ≥ n+ 2 (actually, this threshold for µ can be improved in the cases n = 1, 2, assuming
respectively µ ≥ 53 and µ ≥ 3).
Let us underline that the assumptions on µ for the semilinear scale-invariant wave equation with
dissipation are closely related with assumptions on δ for (4.1.1). Indeed, using the transformation
(2.1.3) we find that (2.1.1) is transformed into (2.1.5).
Since the Fujita exponent is decreasing with respect to its argument, we conclude that the presence
of the mass term has a positive influence on the equation. Indeed, the range of values for the exponent
p, that assure global (in time) existence for solutions of the semilinear equation, is wider in (4.1.1)
than the one for Cauchy problem (5.2.11). Therefore, in this sense, we have a positive influence from
the presence of the mass term.
5.3. Data in energy space with exponential weight
In Theorem 5.2.1 we proved a global existence result for the Cauchy problem (4.1.2) assuming the data
in D1(Rn). However, we pay the choice of the belonging of the data to energy space. Indeed, in order
to use Gagliardo-Nirenberg interpolation inequality, we need to require the additional assumptions on
the exponent
p ≥ 2 and p ≤ nn−2 if n ≥ 3.
The main purpose of the present section is to remove the lower bound p ≥ 2 and, consequently,
the restriction on the dimension n ≤ 4. Clearly, for taking out such condition we need to consider
a stronger condition for the data. More precisely, we will require the data in Sobolev spaces with
exponential weight. In this section we will follow [99, 39, 15, 12].
Let us introduce for µ1 > 0 the function
ψ(t, x) = µ1|x|
2
2(1 + t)2 . (5.3.12)
In this section we will use also the notations





for the coefficients of the damping and mass terms.
The function ψ satisfies the following relations:
|∇ψ(t, x)|2 + b(t)ψt(t, x) = 0, (5.3.13)
∆ψ(t, x) = nµ1(1 + t)2 > 0 (5.3.14)
for any t ≥ 0 and x ∈ Rn.
Let σ > 0 and t ≥ 0. Only in this section we use σ not as a regularity parameter but as a parameter
appearing in the exponents of a family of weight functions. Indeed, as in [99] and [39], we define the
Sobolev spaces L2 and H1 with exponential weight eσψ(t,·) as follows:
L2σψ(t,·)(Rn) = {f ∈ L2(Rn) : ‖eσψ(t,·)f‖L2(Rn) <∞},
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Remark 5.3.1. For any σ > 0 and t ≥ 0 we have the embedding
L2σψ(t,·)(Rn) ↪→ L1(Rn) ∩ L2(Rn).
Then, by Hölder’s inequality we have the embedding of L2σψ(t,·)(Rn) in each Lp(Rn) for p ∈ [1, 2].
Indeed, by using Cauchy-Schwarz inequality and the positivity of ψ we get

















2 for any α > 0.
Remark 5.3.2. In the further approach we will use the following fundamental equality:
e2ψut
(












































eψut∆u = eψut div(∇u) = div(e2ψut∇u)−∇(e2ψut) · ∇u
= div(e2ψut∇u)− 2ute2ψ∇ψ · ∇u− e2ψ∇ut · ∇u













2e2ψut∇ψ · ∇u =
2e2ψ
ψt




































































p+ 1 , (5.3.18)
where in the inequality we used that ψt ≤ 0 and the fact that m2(t) is a strictly decreasing function.
This inequality, together with (5.3.17), will play an important role in the derivation of energy
estimates.
Now we prove a local (in time) existence result for equation (4.1.2). We will follow the proof of
Proposition 2.1 of [39].
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Theorem 5.3.3. Let p > 1 such that p ≤ nn−2 if n ≥ 3. Then for each initial data
(u0, u1) ∈ H1ψ(0,·)(Rn)× L2ψ(0,·)(Rn)
there exists a maximal existence time Tm ∈ (0,∞] such that the Cauchy problem (4.1.2) has a unique
solution u ∈ C([0, Tm), H1(Rn)) ∩ C1([0, Tm), L2(Rn)).






















Before proving this theorem, we will show an inequality of Gagliardo-Nirenberg type for Sobolev
spaces with exponential weights.
Lemma 5.3.4. Let σ > 0, t ≥ 0 and v ∈ H1σψ(t,·)(Rn). Then, it holds
σµ1n(1 + t)−2‖eσψ(t,·)v‖2L2(Rn) + ‖∇(eσψ(t,·)v)‖2L2(Rn) ≤ ‖eσψ(t,·)∇v‖2L2(Rn).
Proof. We put f = eσψv. Then,
∇v = ∇(e−σψf) = −σe−σψf∇ψ + e−σψ∇f, eσψ∇v = ∇f − σf∇ψ,
respectively. Hence,
‖eσψ(t,·)∇v‖2L2(Rn) =‖∇f(t, ·)‖2L2(Rn)+σ2‖(f∇ψ)(t, ·)‖2L2(Rn)−2σ (∇f(t, ·), (f∇ψ)(t, ·))L2(Rn) .
Therefore, integrating by parts we get(
















Consequently, from (5.3.14) we obtain




≥ ‖∇f(t, ·)‖2L2(Rn) + σµ1n(1 + t)−2‖f(t, ·)‖2L2(Rn),
which is exactly the searched estimate.






with θ ∈ [0, 1] and let σ ∈ (0, 1], t ≥ 0. If v ∈ H1ψ(t,·)(Rn), then,
it holds the inequality
‖eσψ(t,·)v‖Lq(Rn) ≤ C(1 + t)1−θ(q)‖∇v‖1−σL2(Rn)‖e
ψ(t,·)∇v‖σL2(Rn),
where C = C(n, q, σ, µ1) is a nonnegative constant.
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From Lemma 5.3.4 we get for the function f = eσψv that f(t, ·) ∈ H1(Rn) and
‖f(t, ·)‖L2(Rn) . (1 + t)‖eσψ(t,·)∇v‖L2(Rn), (5.3.20)
‖∇f(t, ·)‖L2(Rn) ≤ ‖eσψ(t,·)∇v‖L2(Rn) (5.3.21)
for any t ≥ 0. By the classical Gagliardo-Nirenberg inequality we have





Thus, applying (5.3.20) and (5.3.21) we have
‖f(t, ·)‖Lq(Rn) . (1 + t)1−θ(q)‖eσψ(t,·)∇v‖L2(Rn) ≤ (1 + t)1−θ(q)‖eψ(t,·)∇v‖σL2(Rn)‖∇v‖
1−σ
L2(Rn),
where in the last inequality we used (5.3.19).
In the proof of Theorem 5.3.3 we will use also the next result, which is a generalization to the
nonlinear case of Gronwall’s lemma (see [10] ).
Lemma 5.3.6. (Bihari’s inequality) Let k be a nonnegative, continuous function, M a real constant











for any t ≥ 0. Then,




for any t ≥ 0.
Proof. Let us define e(t) = M +
∫ t
0
k(s)g(y(s))ds. By the fundamental theorem of the calculus
e′(t) = k(t)g(y(t)). (5.3.22)













Using once again the assumption y(t) ≤ e(t), since G is a nondecreasing function, we arrive at




which is the desired estimate.
5.3. Data in energy space with exponential weight 61
Proof of Theorem 5.3.3. Let T,K > 0. We define
BψT,K = {v ∈ C([0, T ], H












Let us consider the mapping
Φ : BψT,K −→ C([0, T ], H
1(Rn)) ∩ C1([0, T ], L2(Rn)),
v 7−→ u = Φ(v),
where u is the unique solution of the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |v|
p, (t, x) ∈ (0, T )× Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
Our goal is to prove that, for a suitable choice of T and K, Φ is a contraction from BψT,K into itself.



















|ut(t, x)|2 + |∇u(t, x)|2 +m2(t)|u(t, x)|2
)
dx
the energy of the function u, integrating over [0, t]×Rn the previous inequality and using the divergence
theorem in a weak sense for L1 functions, one has






Applying Cauchy-Schwarz inequality, we get










































Since v ∈ BψT,K , for any t ∈ [0, T ] it results v(t, ·) ∈ H1ψ(t,·)(Rn). Hence, from Lemma 5.3.5 we get∫
Rn
e2ψ(s,x)|v(s, x)|2pdx = ‖e
1
pψ(s,·)v(s, ·)‖2pL2p(Rn)
. (1 + s)2p(1−θ(2p))‖∇v(s, ·)‖2(p−1)L2(Rn)‖e
ψ(s,·)∇v(s, ·)‖2L2(Rn)
. (1 + s)2p(1−θ(2p))‖eψ(s,·)∇v(s, ·)‖2pL2(Rn) ≤ (1 + s)
2p(1−θ(2p))K2p.





2 + T (1 + T )p(1−θ(2p))Kp.
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Then, on the one hand, we have
‖eψ(t,·)ut(t, ·)‖L2(Rn) + ‖eψ(t,·)∇u(t, ·)‖L2(Rn) . Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))Kp,
on the other hand,
‖eψ(t,·)u(t, ·)‖L2(Rn) . m−1(t)Eψ,u(t)
1
2 . (1 + T )Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))+1Kp.
Summarizing, for all t ∈ [0, T ]
‖u(t, ·)‖H1
ψ(t,·)(R
n) + ‖ut(t, ·)‖L2
ψ(t,·)(R
n) . (1 + T )Eψ,u(0)
1
2 + T (1 + T )p(1−θ(2p))+1Kp.
Since the initial energy depends only on the data, we can choose K sufficiently large such that the first
term in the above inequality is less than K2 , while, fixing T > 0 enough small, also the second term
can be estimated with K2 . Being the above estimate uniform in t, it follows that ‖v‖
ψ
T ≤ K, that is Φ
maps BψT,K into itself.
Now we have to prove that Φ is a contraction, provided that T is sufficiently small. Let us consider
v, v̄. Denoting u = Φ(u), ū = Φ(v̄), it follows immediately that w = u− ū satisfies the Cauchy problem{
wtt −∆w + µ11+twt +
µ22
(1+t)2w = |v|
p − |v̄|p, (t, x) ∈ (0, T )× Rn,
u(0, x) = ut(0, x) = 0, x ∈ Rn.













||v|p − |v̄|p| ≤ p|v − v̄|(|v|+ |v̄|)p−1






e2ψ(s,x)|v(s, x)− v̄(s, x)|
(














e2ψ(s,x)|v(s, x)− v̄(s, x)|2
(














e2ψ(s,x)|v(s, x)− v̄(s, x)|2
(


















By Hölder’s inequality we have
‖eψ(s,·)|v(s, ·)− v̄(s, ·)|(|v(s, ·)|+ |v̄(s, ·)|)p−1‖L2(Rn)





Let us estimate the two norms that appear at the right-hand side in the last inequality. Using
Lemma 5.3.5 and ψ ≥ 0, we obtain
‖e(2−p)ψ(s,·)|v(s, ·)− v̄(s, ·)|‖L2p(Rn) . (1 + s)(1−θ(2p))‖eψ(s,·)∇(v(s, ·)− v̄(s, ·))‖L2(Rn)
5.3. Data in energy space with exponential weight 63
and












‖eψ(s,·)v(s, ·)‖L2p(Rn) + ‖eψ(s,·)v̄(s, ·)‖L2p(Rn)
)p−1
. (1 + s)(1−θ(2p))(p−1)
(
‖eψ(s,·)∇v(s, ·)‖L2(Rn) + ‖eψ(s,·)∇v̄(s, ·)‖L2(Rn)
)p−1
.
By (5.3.24) one gets




(1 + s)p(1−θ(2p))‖eψ(s,·)∇(v(s, ·)− v̄(s, ·))‖L2(Rn)
×
(












. T (1 + T )p(1−θ(2p))Kp−1‖v − v̄‖ψT .
On the other hand,
‖eψ(t,·)w(t, ·)‖L2(Rn) . m−1(t)Eψ,w(t)
1
2 . T (1 + T )p(1−θ(2p))+1Kp−1‖v − v̄‖ψT ,
where the unexpressed multiplicative constants in this and in the previous chain of inequalities do not
depend on T and K.
Summarizing,
‖w‖ψT = ‖Φ(v)− Φ(v̄)‖
ψ
T . T (1 + T )
p(1−θ(2p))+1Kp−1‖v − v̄‖ψT ,
and, then, choosing T > 0 small enough, we have that Φ is a contraction.
Let us denote by X(T ) the space
X(T ) = {u ∈ C([0, T ], H1(Rn)) ∩ C1([0, T ], L2(Rn)) : ‖u‖ψT <∞}.
If we prove that
(
X(T ), ‖ · ‖ψT
)
is a Banach space, then, by Banach’s fixed point theorem it is clear
that our starting problem has a unique solution in C([0, Tm), H1(Rn))∩ C1([0, Tm), L2(Rn)) with finite
energy Eψ,u(t) for any t ∈ [0, Tm). Moreover, Tm <∞ implies the blow up of the energy for T → T−m .
Indeed, if it was not so we would have a finite energy in a left neighborhood of Tm. Then, repeating
the same arguments seen for the particular case in which the initial conditions are taken for t = 0, we
could extend our solution.
Let {uk}k≥1 ⊂ X(T ) be a Cauchy sequence with respect to the norm ‖ · ‖ψT . According to the
definition of the norm in X(T ), we have that {eψuk}k≥1, {eψ∂tuk}k≥1 and {eψ∂xjuk}k≥1 for any
j = 1, . . . , n are Cauchy sequences in C([0, T ], L2(Rn)), which is a Banach space. So, we can find
ũ, ũ0, ũ1, . . . , ũn ∈ C([0, T ], L2(Rn))
such that we have the following convergences in C([0, T ], L2(Rn)) as k →∞:
eψuk → ũ, (5.3.25)
eψ∂tuk → ũ0, (5.3.26)
eψ∂xjuk → ũj (5.3.27)
for any j = 1, . . . , n .
Let us define u = e−ψũ and ūj = e−ψũj for any j = 0, 1, . . . , n.
It is clear that u ∈ C([0, T ], L2ψ(t,·)(Rn)). Indeed,
sup
t∈[0,T ]
‖eψ(t,·)u(t, ·)‖L2(Rn) = sup
t∈[0,T ]
‖ũ(t, ·)‖L2(Rn) <∞.
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In the same way we find ū0, ū1, . . . , ūn ∈ C([0, T ], L2ψ(t,·)(Rn)).
Therefore, if we prove that ∂tu = ū0 and ∂xju = ūj for any j = 1, . . . , n, by (5.3.25), (5.3.26) and
(5.3.27) it follows immediately that u ∈ C([0, T ], H1ψ(t,·)(Rn)) ∩ C1([0, T ], L2ψ(t,·)(Rn)) and that uk → u
in X(T ) as k →∞.
For all test functions φ ∈ C10(Rn) and indices j = 1, . . . , n, using Cauchy-Schwarz inequality, (5.3.25)






















that is ∂xju = ūj in the Sobolev sense.
Due to the fundamental theorem of calculus for vector-valued functions, we have
uk(t, x) = uk(0, x) +
∫ t
0
∂tuk(s, x)ds in L2(Rn)
for any k ≥ 1. Rewriting the above inequality in the following way:




and taking the limit as k →∞, we get




= u(0, x) +
∫ t
0
ū0(s, x)ds in L2(Rn).
Thus, using again the fundamental theorem of calculus, we have finally ū0 = ∂tu.
Remark 5.3.7. Let us underline that in the Theorem 5.3.3 we require only p > 1 and p ≤ nn−2 if
n ≥ 3, without restrictions on the coefficients µ1 > 0 and µ22 ≥ 0 or lower bound for p.
Let us now prove the following lemma, whose role in the proof of the theorem of global existence
will be essential.
Lemma 5.3.8. Let p > 1 be such that p ≤ nn−2 if n ≥ 3. Let (u0, u1) ∈ H
1
ψ(0,·)(Rn)× L2ψ(0,·)(Rn). If
u = u(t, x) is a solution of
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, (t, x) ∈ (0, T )× Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
then, the following energy estimate holds for any t ∈ [0, T ) and for some ε > 0:



























|u1(x)|2 + |∇u0(x)|2 + µ22|u0(x)|2
)
dx = 2Eψ,u(0).
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Proof. We firstly prove that











Integrating the relation (5.3.18) over [0, t] × Rn, we get immediately (after using the divergence
theorem)






ψt(s, x)e2ψ(s,x)|u(s, x)|pu(s, x)dxds,
where



















ψt(s, x)e2ψ(s,x)|u(s, x)|pu(s, x)dxds






























|u0(x)|p+1dx . Ip+1µ1,µ2 .
Because of p + 1 < nn−2 + 1 <
2n

































































So, we proved (5.3.29). Let us remark that from the relation ψt(s, x) = − 21+sψ(s, x) and the
inequality ze−az ≤ Ca it follows
|ψt(s, x)|e(2−γ(p+1))ψ(s,x) =
2
1 + sψ(s, x)e
−ε(p+1)ψ(s,x) . (1 + s)−1,
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(1 + s)ε‖eγψ(s,·)u(s, ·)‖Lp+1(Rn)
)p+1
. (5.3.30)





(1 + t)ε‖eγψ(t,·)u(t, ·)‖Lp+1(Rn)
)p+1
.
Hence, combining the previous estimate with (5.3.29) and (5.3.30), we get (5.3.28).
In the next theorem we are going to prove a result of global (in time) existence of small data solutions
for the Cauchy problem (4.1.2). As space for the data we choose
A = H1ψ(0,·)(Rn)× L2ψ(0,·)(Rn),
with norm





We have already observed that A is embedded in L1(Rn)∩L2(Rn), so, it is clear that the conditions
we are going to require on the data are stronger than the ones of Theorem 5.2.1.
Theorem 5.3.9. Let n ≥ 1 and µ1 > 1, µ2 be nonnegative constants such that δ ≥ (n+ 1)2. Let us
consider p > pFuj(n+ µ1−12 −
√
δ
2 ) such that p ≤
n
n−2 if n ≥ 3. Then, there exists ε0 > 0 such that for
any initial data
(u0, u1) ∈ A satisfying ‖(u0, u1)‖A ≤ ε0 (5.3.31)
there is a unique solution u ∈ C([0,∞), H1ψ(t,·)(Rn)) ∩ C1([0,∞), L2ψ(t,·)(Rn)) to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
Moreover, u satisfies the following estimates:




















‖eψ(t,·)u(t, ·)‖L2(Rn) . (1 + t)‖(u0, u1)‖A,




1 if δ > (n+ 1)2,
1 + (log(1 + t))
1
2 if δ = (n+ 1)2.
Proof. By contradiction, let us assume that for any ε0 > 0 there exists data satisfying (5.3.31) such
that the solution u ∈ C([0, Tm), H1ψ(t,·)(Rn)) ∩ C1([0, Tm), L2ψ(t,·)(Rn)) to the corresponding Cauchy
problem (whose existence is guaranteed by Theorem 5.3.3) is not global in time, that means Tm <∞.
For any T ∈ (0, Tm), we may define the Banach space
X(T ) = C([0, T ], H1ψ(t,·)(Rn)) ∩ C1([0, T ], L2ψ(t,·)(Rn)),
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with the norm
‖u‖X(T ) = sup
t∈[0,T ]
(
(1 + t)−1‖u(t, ·)‖L2
ψ(t,·)(R
n) + ‖(∇u, ut)(t, ·)‖L2
ψ(t,·)(R
n)















2 `δ(t)−1‖(∇u, ut)(t, ·)‖L2(Rn)
)
.
For simplicity of notations we will carry out the computations in the case δ > (n+ 1)2 only. However,
in the logarithmic case δ = (n+ 1)2 no additional difficulty arises.
By Lemma 5.3.8 it follows that
(1 + t)−1‖u(t, ·)‖L2
ψ(t,·)(R
n) + ‖(∇u, ut)(t, ·)‖L2
ψ(t,·)(R
n)













On the other hand, from Theorems 5.2.3 and 5.2.4 we have



















2 G(s, u(s, ·))ds, (5.3.33)
where G(s, u(s, ·)) = ‖ |u(s, ·)|p‖L1(Rn) + (1 + s)
n
2 ‖ |u(s, ·)|p‖L2(Rn).
Using (5.3.15) and (5.3.16) when f = |u(s, ·)|p, we get immediately that
G(s, u(s, ·)) . (1 + s)n2 ‖eεψ(s,·)u(s, ·)‖pL2p(Rn). (5.3.34)
Now we apply Lemma 5.3.5 in order to estimate terms in (5.3.32) and (5.3.34).
Being 2 < p+ 1 < 2p and p+ 1 < 2p ≤ 2nn−2 if n ≥ 3, we find that θ(p+ 1), θ(2p) ∈ (0, 1].



























‖eεψ(s,·)u(s, ·)‖L2p(Rn) . (1 + s)1−θ(2p)‖∇u(s, ·)‖1−εL2(Rn)‖e
ψ(s,·)∇u(s, ·)‖εL2(Rn)





































































Being p > pFuj(n+ µ1−12 −
√
δ
2 ), we can find ε > 0 such that
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Therefore, from (5.3.32) and (5.3.33) it follows
‖u‖X(T ) ≤ C0(ε0 + ε
p+1
2
0 ) + C1‖u‖
p+1
2
X(T ) + C2‖u‖
p
X(T ) (5.3.35)
for some constants C0, C1, C2 > 0. If ε0 is small enough, then, from the last inequality we get that
‖u‖X(T ) is uniformly bounded, more precisely,
‖u‖X(T ) . ε0
for T ∈ (0, Tm).
Let us show how to prove the last property. Define the function
ϕ(x) = x− C1x
p+1
2 − C2xp.
We have ϕ(0) = 0 and ϕ′(0) = 1. Furthermore, ϕ(x) ≤ x for any x ≥ 0 and there exists x̄ ≥ 0 such
that ϕ′(x) ≥ 12 for any x ∈ [0, x]. Consequently, ϕ is a strictly increasing function on [0, x] and
ϕ(x) ≤ x ≤ 2ϕ(x) (5.3.36)








If ‖(u0, u1)‖A = ε1 for some ε1 ∈ (0, ε0], then,
‖u‖X(0) ≤ 2‖(u0, u1)‖A = 2ε1 ≤ x. (5.3.37)
Since ϕ is strictly increasing on [0, x], it follows:
ϕ(‖u‖X(0)) ≤ ϕ(x).
Thanks to (5.3.35), we get
ϕ(‖u‖X(T )) ≤ C0(ε0 + ε
p+1
2
0 ) ≤ 2C0ε0. (5.3.38)
Hence, we find
ϕ(‖u‖X(T )) ≤ x2 ≤ ϕ(x) (5.3.39)
for any T ∈ [0, Tm). Therefore, since ‖u‖X(T ) is a continuous function for T ∈ (0, Tm) and using once
again the fact that ϕ is strictly increasing on [0, x], if we combine (5.3.37) and (5.3.39), then, it follows
immediately that
‖u‖X(T ) ≤ x
for any T ∈ (0, Tm). Using (5.3.36), from the above inequality and (5.3.38) we get the desired inequality













‖u‖X(T ) . ε0.
Nevertheless, this is impossible according to the last part of Theorem 5.3.3, so Tm =∞, that is u,
has to be a global solution. The estimates of the statement follow by the relation ‖u‖X(T ) . ε0, which
holds uniformly with respect to T .
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5.4. Low regular data
Roughly speaking, in Section 5.2 we required the condition δ ≥ (n+1)2 in order to have decay estimates
of “parabolic type” for solutions of the linear Cauchy problem (2.1.2) once that we assume the data in
energy spaces with additional L1 regularity.
The goal of this section is to keep “parabolic decay estimates” for the solution of the linear Cauchy
problem, but considering a weaker space for the solution and for the data.
More precisely, we will assume (u0, u1) ∈ Dκ(Rn) with κ ∈ (0, 1) and, therefore, we will consider the
solution as a Sobolev solution in C([0,∞), Hκ(Rn)).
Theorem 5.4.1. Let us consider κ ∈ (0, 1) and n ≤ 4κ. Let µ1 > 1, µ2 be nonnegative constants such









Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dκ(Rn) with
‖(u0, u1)‖Dκ(Rn) ≤ ε0
there is a uniquely determined Sobolev solution u ∈ C([0,∞), Hκ(Rn)) to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
(5.4.41)
Moreover, the solution satisfies the decay estimates


















1 if δ > (n+ 2κ− 1)2,
1 + (log(1 + t))
1
2 if δ = (n+ 2κ− 1)2.
Proof. For any T > 0, let us introduce the space
X(T ) = C([0, T ], Hκ(Rn)),
with the norm
‖u‖X(T ) = sup
t∈[0,T ]
[














We define the integral operator N and F as in (5.2.4) and (5.2.9). Then, in order to prove that
(5.4.41) has a uniquely determined solution, since the space X(T ) is a Banach space, it is sufficient to
show
‖Nu‖X(T ) . ‖(u0, u1)‖Dκ(Rn) + ‖u‖pX(T ), (5.4.42)
‖Nu−Nv‖X(T ) . ‖u− v‖X(T )
(





Since the presence of the logarithmic term is negligible because of the strict inequality in (5.4.40),
we may focus on the case δ > (n+ 2κ− 1)2 in order to simplify notations.
By Theorem 5.2.3 it follows immediately:
‖E0(t, 0, ·) ∗(x) u0 + E1(t, 0, ·) ∗(x) u1‖X(T ) . ‖(u0, u1)‖Dκ(Rn),
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so, it remains to estimate the integral term. From Theorem 5.2.4, considering that δ > (n+ 2κ− 1)2,
we find




















Now we use the fractional Gagliardo-Nirenberg inequality. So we get for h = 1, 2 the estimates
‖u(τ, ·)‖p





















































To estimate Nu−Nv it is enough to use Hölder’s inequality
‖ |u(τ, ·)|p − |v(τ, ·)|p‖Lh(Rn) ≤ ‖u(τ, ·)− v(τ, ·)‖Lhp(Rn)
(
‖u(τ, ·)‖p−1




for h = 1, 2 and the same results concerning the linear part that we used to proved (5.4.42) in order to
prove (5.4.43).








exponent for the Cauchy problem (4.1.2) in spatial dimensions n = 1, 2, 3.
However, further restrictions on the coefficient µ1 are necessary in order to guarantee that this shift
of the Fujita exponent belongs to the range of summability exponents p satisfying p ≥ 2 and p ≤ nn−2κ
if n > 2κ.







≥ 2 is equivalent to










≤ nn−2κ is equivalent to the restriction from below on the damping coefficient
( 1κ − 1)2n− 3 +
√
δ ≤ µ1.








exponent of (4.1.2), provided that the coefficients µ1, µ2 and the exponent κ ∈ [n4 , 1) satisfy the
conditions
δ ≥ 4κ2 and
{
2( 1κ − 1)− 3 +
√
δ ≤ µ1 ≤ 3 +
√
δ if κ ∈ [ 14 ,
1
2 ],
µ1 ≤ 5− 2n+
√
δ if κ ∈ ( 12 , 1),
when n = 1 and
δ ≥ (n+ 2κ− 1)2 and 2( 1κ − 1)n− 3 +
√
δ ≤ µ1 ≤ 5− 2n+
√
δ
when n = 2, 3.
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5.5. High regular data
Section 5.2 is devoted to the study of Cauchy problem (4.1.2) taking the data in the space H1(Rn)×
L2(Rn) with additional L1(Rn) regularity. In particular, in order to estimate the nonlinear term in
(5.2.4), one had to apply the Gagliardo-Nirenberg inequality. Consequently, for the exponent p of the
nonlinear term the restrictions p ≥ 2 and p ≤ nn−2 if n ≥ 3 are required.
Assuming data in exponentially weighted Sobolev spaces, the condition from below has already been
avoided.
Now the goal is to weaken the condition from above by assuming suitable high regularity for the
data, namely, data will be considered in Hσ(Rn)×Hσ−1(Rn), with σ ≥ 1.
Furthermore, additional Lm(Rn) regularity, with m ∈ [1, 2), will be assumed for the data. Of course,
in order to get a larger set of admissible values for the exponent, the best choice is m = 1, as it was
done in Section 5.2. Nonetheless, in this section we will proceed in complete generality, since in this
way no additional difficulties arise and we can thus see how the regularity Lm(Rn) influences the
estimates.
Nevertheless, as we are going to see in the following statement, it is impossible to avoid some
restriction on the spatial dimension and, moreover, we have to require for the exponent of the nonlinear
term at least the condition p > σ (more precisely, it is required p > dσe = min{k ∈ Z : σ ≤ k}) in
order to guarantee the regularity Hσ for |u|p.
Theorem 5.5.1. Let us assume σ ≥ 1 and m ∈ [1, 2). Let µ1 > 1, µ2 be nonnegative constants such
that δ ≥
( 2−m
m n+ 2σ − 1
)2. Let us consider p > max {dσe, 2m} such that












Then, there exists a constant ε0 > 0 such that for all (u0, u1) ∈ Dσm(Rn) with
‖(u0, u1)‖Dσm(Rn) ≤ ε0
there is a uniquely determined energy solution u ∈ C([0,∞), Hσ(Rn)) ∩ C1([0,∞), Hσ−1(Rn)) to
(5.4.41).
Moreover, the solution satisfies the decay estimates






























1 if δ >
( 2−m
m n+ 2σ − 1
)2
,
1 + (log(1 + t))
2−m
2m if δ =
( 2−m
m n+ 2σ − 1
)2
.
Proof. Let us proceed analogously to the proof of Theorem 5.2.1. For any T > 0 let us introduce the
space
X(T ) = C([0, T ], Hσ(Rn)) ∩ C1([0, T ], Hσ−1(Rn)),
with norm













‖u(t, ·)‖L2(Rn) + (1 + t)σ`δ,σ,m(t)−1‖u(t, ·)‖Ḣσ(Rn)
+ (1 + t)‖ut(t, ·)‖L2(Rn) + (1 + t)σ`δ,σ,m(t)−1‖ut(t, ·)‖Ḣσ−1(Rn)
)]
.
As usual the definition of the norm in X(T ) is due to the fact that we want to obtain for solutions
to the semilinear Cauchy problem the same decay estimates as for those of the corresponding linear
homogeneous problem. We consider once again the integral operator N defined as in (5.2.4). Then, in
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order to prove that (4.1.2) has a uniquely determined solution, since the space X(T ) is complete, it is
sufficient to show the validity of inequalities
‖Nu‖X(T ) .‖(u0, u1)‖Dσm(Rn) + ‖u‖
p
X0(T ), (5.5.46)
‖Nu−Nv‖X(T ) .‖u− v‖X0(T )
(





where the space X0(T ) is defined as follows
X0(T ) = C([0, T ], Hσ(Rn)),
with norm













‖u(t, ·)‖L2(Rn) + (1 + t)σ`δ,σ,m(t)−1‖u(t, ·)‖Ḣσ(Rn)
)]
.
Clearly, for the solution of the linear Cauchy problem
uln(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x),
applying Theorem 2.4.2, we get immediately
‖uln‖X(T ) . ‖(u0, u1)‖Dσm(Rn).




E1(t, τ, x) ∗(x) |u(τ, x)|pdτ
as in the proof of Theorem 5.2.1.
Let us proceed with the computations in the case δ >
( 2−m
m n+ 2σ − 1
)2. In the logarithmic case
there are no additional difficulties, since in (5.5.45) we assume that p satisfies a strict inequality.
Now we have to estimate the X(T ) norm of Fu.
Let us start with the estimate of the L2 norms of Fu(t, ·) and ∂tFu(t, ·). Using Theorem 2.4.1, we
find
‖∂jtFu(t, ·)‖L2(Rn)
























for j = 0, 1.
By using the fractional Gagliardo-Nirenberg inequality (see also Theorem C.1.1), we get

















In particular, from the restriction on the θs we derive the restrictions p ≥ 2m and p ≤
n
n−2σ if n > 2σ.
The condition from above on p is satisfied for p as in the statement. Indeed, in the following we will
find a stronger threshold from above on p, that is, (5.5.44).
Therefore,
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to estimate the integral.
Now we have to estimate the Ḣσ norm of Fu(t, ·) and the Ḣσ−1 norm of ∂tFu(t, ·). Applying





















‖u(s, ·)‖pLmp(Rn) + j(1 + s)
2−m
2m n‖u(s, ·)‖pL2p(Rn)
+ (1 + s)σ−1+
2−m
2m n‖ |u(s, ·)|p‖Ḣσ−1(Rn)
)
ds
for j = 0 and j = 1 in the case σ ∈ [1, 2]. In the case σ > 2 the estimate for ‖∂tFu(t, ·)‖Ḣσ−1(Rn)





















+ (1 + s)σ−2+
2−m
2m n‖ |u(s, ·)|p‖Ḣσ−2(Rn)
+ (1 + s)σ−1+
2−m
2m n‖ |u(s, ·)|p‖Ḣσ−1(Rn)
)
ds.
The first addend, which contains the factor ‖u(s, ·)‖pLmp(Rn), and, in case, the second addend for
the time derivative, which contains the factor ‖u(s, ·)‖pL2p(Rn), can be estimated as in the estimate
of ‖∂jtFu(t, ·)‖L2(Rn). Let us focus now on the estimate of the term ‖ |u(s, ·)|p‖Ḣσ−1(Rn). Using the
fractional chain rule (cf. Theorem C.4.5), we have





+ 1q2 . In order to estimate the two factors that appear in the above inequality, we employ
the fractional Gagliardo-Nirenberg inequality. Thus,




























. We will show in
Section 5.5.1 that is really possible to choose in such a way q1, q2.
Summarizing,










































Finally, in the case σ > 2, we can estimate analogously the term ‖ |u(s, ·)|p‖Ḣσ−2(Rn) in the estimate
of the term ‖∂tFu(t, ·)‖L2(Rn).
Indeed, employing again the fractional chain rule (in this case with the operator |D|σ−2 instead of
|D|σ−1), it follows
‖ |D|σ−2|u(s, ·)|p‖L2(Rn) . ‖u(s, ·)‖p−1Lq3 (Rn)‖ |D|
σ−2u(s, ·)‖Lq4 (Rn),
where q3, q4 satisfy the relation 12 =
p−1
q3
+ 1q4 . By fractional Gagliardo-Nirenberg inequality one gets
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In this case the assumption p ≤ 1 + 4n−2σ when n > 2σ is necessary in order to provide q3 and
q4 with suitable properties. However, this condition is clearly weaker than (5.5.44) and, then, it is
satisfied for exponents p as in the statement. For the explanation concerning the existence of such
q3, q4 cf. Section 5.5.1.











2m n‖ |u(s, ·)|p‖Ḣσ−2(Rn)ds . ‖u‖
p
X0(t).









2m n‖∂jtFu(t, ·)‖Ḣσ−j(Rn) . ‖u‖
p
X0(t)
for j = 0, 1. Thus, we have shown (5.5.46).





















‖ |u(s, ·)|p − |v(s, ·)|p‖Lm(Rn) + (1 + s)
2−m
2m n‖ |u(s, ·)|p − |v(s, ·)|p‖L2(Rn)
)
ds
for j = 0, 1.
Applying Hölder’s and the fractional Gagliardo-Nirenberg inequalities, we arrive at
‖|u(s,·)|p − |v(s, ·)|p‖Lh(Rn)
≤ ‖u(s, ·)− v(s, ·)‖Lhp(Rn)
(
‖u(s, ·)‖p−1




. ‖u(s, ·)− v(s, ·)‖θσ(hp)















































































(1− p) < −1 due to (5.5.45).
Let us estimate now the norm of (Fu− Fv)(t, ·) and its time derivative in the homogeneous Sobolev





















‖|u(s, ·)|p−|v(s, ·)|p‖Lm(Rn) + j(1 + s)
2−m
2m n‖|u(s, ·)|p−|v(s, ·)|p‖L2(Rn)
+ (1 + s)σ−1+
2−m
2m n‖|u(s, ·)|p − |v(s, ·)|p‖Ḣσ−1(Rn)
)
ds
for j = 0 and j = 1 in the case σ ∈ [1, 2], while in the case σ > 2, the estimate for the time derivative
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‖|u(s, ·)|p − |v(s, ·)|p‖Lm(Rn)
+ (1 + s)σ−2+
2−m
2m n‖|u(s, ·)|p − |v(s, ·)|p‖Ḣσ−2(Rn)
+ (1 + s)σ−1+
2−m
2m n‖|u(s, ·)|p − |v(s, ·)|p‖Ḣσ−1(Rn)
)
ds.
The estimate of the addend in the integral which contains the term ‖|u(s, ·)|p − |v(s, ·)|p‖Lh(Rn) for
h = m, 2 is the same as before.
Let us turn now to the estimate of the term ‖|u(s, ·)|p − |v(s, ·)|p‖Ḣσ−1(Rn). By using the integral
representation









(u(s, x)− v(s, x))G(ωu(s, x) + (1− ω)v(s, x))dω, (5.5.49)
where G(u) = u|u|p−2, we obtain
‖|u(s, ·)|p−|v(s, ·)|p‖Ḣσ−1(Rn) .
∫ 1
0
∥∥|D|σ−1((u(s, ·)−v(s, ·)G(ωu(s, ·) + (1−ω)v(s, ·)))∥∥
L2(Rn)dω.
(5.5.50)
Using the fractional Leibniz formula for the estimate of a product in Ḣσ−1 (for more details see
C.2.1), we get




‖|D|σ−1(u(s, ·)− v(s, ·))‖Lr1 (Rn)‖G(ωu(s, ·) + (1− ω)v(s, ·))‖Lr2 (Rn)
+ ‖u(s, ·)− v(s, ·)‖Lr3 (Rn)‖|D|σ−1G(ωu(s, ·) + (1− ω)v(s, ·))‖Lr4 (Rn)dω,
. ‖|D|σ−1(u(s, ·)− v(s, ·))‖Lr1 (Rn)
(
‖u(s, ·)‖p−1




+ ‖u(s, ·)− v(s, ·)‖Lr3 (Rn)
∫ 1
0








Applying the fractional Gagliardo-Nirenberg inequality, we obtain
‖|D|σ−1(u(s, ·)− v(s, ·))‖Lr1 (Rn) . ‖u(s, ·)− v(s, ·)‖
θσ−1,σ(r1)
Ḣσ(Rn) ‖u(s, ·)− v(s, ·)‖
1−θσ−1,σ(r1)
L2(Rn) ,
‖u(s, ·)− v(s, ·)‖Lr3 (Rn) . ‖u(s, ·)− v(s, ·)‖
θσ(r3)
Ḣσ(Rn)‖u(s, ·)− v(s, ·)‖
1−θσ(r3)
L2(Rn) ,

























∈ [0, 1] the exponents that appear in the last two inequalities (clearly, we use an analogous
estimate to the last one also for v).
Finally, in order to estimate the integrand on right-hand side of (5.5.51), using the fractional chain
rule and again the fractional Gagliardo-Nirenberg inequality, since ω ∈ [0, 1] is a parameter, one gets
‖|D|σ−1G(ωu(s, ·) + (1− ω)v(s, ·))‖Lr4 (Rn)
. ‖ωu(s, ·) + (1− ω)v(s, ·)‖p−2Lr5 (Rn)‖|D|
σ−1(ωu(s, ·) + (1− ω)v(s, ·))‖Lr6 (Rn)
. ‖ωu(s, ·) + (1− ω)v(s, ·)‖(p−2)θσ(r5)+θσ−1,σ(r6)









‖u(s, ·)‖L2(Rn) + ‖v(s, ·)‖L2(Rn)
)(p−2)(1−θσ(r5))+1−θσ−1,σ(r6)
,
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where r5, r6 satisfy the relation 1r4 =
p−2
r5























θσ−1,σ(r1) + (p− 1)θσ(r2(p− 1)) = θσ(r3) + (p− 2)θσ(r5) + θσ−1,σ(r6)
= n2σ (p− 1) + 1−
1
σ , (5.5.52)
then, combining all previous estimates and employing the definition of norm in X0(s), we proved





































Let us remark explicitly that the meaning of (5.5.52) is that both addends, which appear when we
estimate the integral term in (5.5.50) using the fractional Leibniz rule, provide the same decay (with
respect to s). The fact that these two addends provide the same decay in some sense ensure us about
the optimality of our approach.
Finally, let us mention that the condition (5.5.44) on p allows the choice of summability exponents
r1, r2, r3, r4, r5, r6 in a suitable way (cf. Section 5.5.1).
In the same way, using the operator |D|σ−2 instead of |D|σ−1 and, therefore, the powers θσ−2,σ

















As in the proof of (5.5.46), when we estimate the term ‖|u(s, ·)|p − |v(s, ·)|p‖Ḣσ−2(Rn) in order to
guarantee the possibility to choose properly the summability exponents coming from the employment
of the fractional Leibniz rule and the fractional chain rule, we have only to require p ≤ 1 + 4n−2σ .
Thus, we proved also the local Lipschitz condition and, then, the proof is completed.
Remark 5.5.2. Theorem 5.5.1 holds only for some spatial dimension n once the regularity parameter
σ is given. Indeed, it is necessary to guarantee the nonemptiness of the range for p, by requiring the
compatibility of all conditions on p. More precisely, from the inequality max{dσe, 2m} ≤ 1 +
2
n−2σ
when n > 2σ it follows n ≤ 2σ+ min{ 2dσe−1 ,
2m
2−m}. Hence, for any given dimension n we have a global
(in time) existence result, with suitable regularity for the solution, provided that p is sufficiently large.
Remark 5.5.3. Even though, before reading the proof of Theorem 5.5.1, one might naively expect
the condition from above on p
p ≤ nn−2σ ,
it turns out that we have to require a stronger bound from above on p, i.e. (5.5.44), in order to allow
a suitable choice of the summability exponents q1, q1, q3, q4, r1, r2, r3, r4, r5, r6 in the proof of Theorem
5.5.1 (see Section 5.5.1).
Nevertheless, for σ > 1 we have
n
n−2 < 1 +
2
n−2σ
provided that n > 2σ. Therefore, we actually reach the purpose to weaken the upper bound on p.
Remark 5.5.4. In the case in which we have the embedding
Hσ−1(Rn) ↪→ L∞(Rn),
that is, if σ > n2 + 1, it is possible to follow another approach to estimate the terms ‖ |u(s, ·)|
p‖Ḣσ−1(Rn)
and ‖ |u(s, ·)|p − |v(s, ·)|p‖Ḣσ−1(Rn), by using results on fractional powers from Section C.6 in the
appendix instead of Theorems C.2.1 and C.4.5 as we did in the proof of Theorem 5.5.1.
For the sake of completeness let us write the main differences that appear if we use those results on
fractional powers.
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Clearly, the definitions of spaces X(T ) and X0(T ) is just the same as in Theorem 5.5.1. Of course,
we can repeat exactly the same estimates of terms |u(s, ·)|p and |u(s, ·)|p − |v(s, ·)|p in Lm(Rn) and
L2(Rn). On the other hand, we can not obtain the estimates (5.5.48) and (5.5.53) for the above terms
in Ḣσ−1(Rn). Let us now derive precisely what we get by using results on fractional powers in the
estimates of those norms.
Let us start with ‖ |u(s, ·)|p‖Ḣσ−1(Rn). By Corollary C.6.2 we get
‖ |u(s, ·)|p‖Ḣσ−1(Rn) . ‖u(s, ·)‖Ḣσ−1(Rn)‖u(s, ·)‖
p−1




Ḣσ−1(Rn) + ‖u(s, ·)‖Ḣσ−1(Rn)‖u(s, ·)‖
p−1
L2(Rn).
From the interpolation inequality stated in Lemma B.2.4, we find





where θ = 1− 1σ . Using the definition of norm in X0(s), we obtain











Comparing the previous inequality with (5.5.48), we observe a loss of decay rate, since the exponent
of (1 + s) is greater in this last estimate.
Hence, following the computations in Theorem 5.5.1, we arrive at (5.5.46) provided that the exponent











Since the Fujita exponent is decreasing with respect to its parameter, it results that this shift of










, which is the lower bound for p in Theorem 5.5.1.
In this sense we obtain a weaker result than the one in Theorem 5.5.1 by using this approach with
fractional powers.
Finally, we estimate the term ‖ |u(s, ·)|p−|v(s, ·)|p‖Ḣσ−1(Rn). Using again the integral representation
(5.5.49) and applying Corollary C.6.4 in order to estimate the Ḣσ−1(Rn) norm of the integrand function,
we arrive at
‖ |u(s, ·)|p − |v(s, ·)|p‖Ḣσ−1(Rn) .
∫ 1
0




‖u(s, ·)− v(s, ·)‖L∞(Rn)‖G(ωu(s, ·) + (1− ω)v(s, ·))‖Ḣσ−1(Rn)dω,
(5.5.56)
where G(u) = u|u|p−2. By Corollary C.6.2 we have
‖G(ωu(s, ·) + (1− ω)v(s, ·))‖Ḣσ−1(Rn)
. ‖ωu(s, ·) + (1− ω)v(s, ·)‖Ḣσ−1(Rn)‖ωu(s, ·) + (1− ω)v(s, ·)‖
p−2
L∞(Rn).
Therefore, using the embedding of Hσ−1(Rn) in L∞(Rn) in order to estimate all the L∞ norms
that appear on the right-hand side of (5.5.56) and the interpolation inequality from Lemma B.2.4 to
estimate the Ḣσ−1 norm, we get


























p−σ+1‖u− v‖X0(s)‖ωu+ (1− ω)v‖
p−1
X0(s)dω
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Let us point out that we found exactly the same power in the decay rate as in (5.5.54). Consequently,
it is not surprising that we obtain (5.5.55) as condition in order to guarantee the validity of (5.5.47).
Summarizing, we could prove Theorem 5.5.1 with these tools for fractional powers instead of the
fractional chain rule and the fractional Leibniz rule, however, we have to substitute the condition
(5.5.45) with the stronger assumption (5.5.55).
5.5.1. Existence of parameters in the proof of Theorem 5.5.1
Purpose of this section is to clarify the possibility to choose actually q1, · · · , q4, r1, · · · , r6 as required
in the proof of Theorem 5.5.1.



















and satisfying 12 =
p−1
q1
+ 1q2 , thanks to the condition (5.5.44).
Indeed, we can describe the requirements on θσ(q1) and θσ−1,σ(q2) in terms of conditions on q1, q2
as follows: {
2 ≤ q1 if n ≤ 2σ,
2 ≤ q1 ≤ 2nn−2σ if n > 2σ,
{
2 ≤ q2 if n ≤ 2,
2 ≤ q2 ≤ 2nn−2 if n > 2.































if n > 2σ.
In particular, the assumption (5.5.44) on p is made in order to guarantee the belonging of 12 to the
third range, since it belongs automatically to the first two. Therefore, (5.5.44) is a necessary condition
to choose properly q1, q2.
Now we want to show that, in order to guarantee a suitable choice of q1, q2, the condition (5.5.44) is
also sufficient.
Firstly, we need to state some characterizations for the nonemptiness of the intersection between
intervals. We are going to use these characterizations in the following.
Thus, let a, b, c, d be real numbers such that the below intervals are nonempty, then,
[a, b] ∩ [c, d] 6= ∅ iff a ∈ [c, d] or c ∈ [a, b],
[a, b) ∩ (c, d] 6= ∅ iff a ∈ (c, d] or c ∈ [a, b),
[a, b) ∩ [c, d] 6= ∅ iff a ∈ [c, d] or c ∈ [a, b).
We have already seen that q1, q2 have to satisfy the following conditions:{
1
q1
∈ (0, 12 ] if n ≤ 2σ,
1
q1








∈ (0, 12 ] if n ≤ 2,
1
q2




2 ] if n > 2.
Now, since we want to find q1, q2 such that 12 =
p−1
q1







However, using this relation, we can write the condition on q1 equivalently as a condition on q2, that is,{
1
q2
∈ [1− p2 ,
1
2 ) if n ≤ 2σ,
1
q2






2 )p] if n > 2σ.
Let us underline that in both cases thanks to the condition p > 1, we have the nonemptiness for this
p dependent range for 1q2 .
Consequently, the possibility to choose q1, q2 such that θσ(q1), θσ−1,σ(q2) are in suitable ranges and
the condition 12 =
p−1
q1
+ 1q2 is fulfilled, is reduced to the nonemptiness of the range for q2 as intersection
between two intervals.
We consider separately three subcases.
Case n > 2σ: In this case the possibility to choose properly q2, and, then, q1, is equivalent to the
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The previous condition is equivalent to 1 < p ≤ 1 + 2n−2σ .
Case 2 < n ≤ 2σ: In this second case we have to guarantee that
[1− p2 ,
1






2 ] 6= ∅,
but this condition is satisfied if and only if p > 1.
Case n ≤ 2: In this final case we have to require that
[1− p2 ,
1
2 ) ∩ (0,
1
2 ] 6= ∅,
which is again equivalent to p > 1.
Summarizing, we proved that (5.5.44) is also a sufficient condition for a suitable choice of q1, q2.
Finally, we shall control that the cases q1 = ∞ or q2 = ∞ are excluded, since according to
Theorem C.4.5 these extreme cases are not included. These cases correspond to the values q2 = 2 and
q1 = 2(p− 1), respectively.
In the case in which the intersection between the two intervals for the range of q2 is still a proper
interval (that is, it is not a single point), then, we can definitely choose q2 and q1 avoiding these special
values. We might have a problem only in the case in which the range for q2 is reduced to a single point.
Following the previous division in three subcases, it is clear that this situation is possible only when








2 )p, i.e., when p = 1 +
2
n−2σ . But in this case we have to choose for
q1, q2 the extreme values q1 = 2nn−2σ , q2 =
2n
n−2 that are finite. So, we proved that is possible to choose
q1, q2 as stated in the proof of Theorem 5.5.1.
For the choice of q3, q4 one can repeat the same reasoning, finding the weaker condition p ≤ 1 + 4n−2σ
for n > 2σ.
Let us motivate now the existence of suitable r1, · · · , r6. For the exponents r1, r2 we can repeat
exactly the same considerations we have done for q1, q2, with r1 in place of q2 and r2 in place of q1p−1 .
Other considerations are necessary for r3, · · · , r6.
Our first goal is to find r3, r4 such that 1r3 +
1
r4






, we can express the conditions on θσ(r3) equivalently as a condition on r4, namely,{
1
r4
∈ [0, 12 ) if n ≤ 2σ,
1
r4
∈ [0, σn ] if n > 2σ.
Therefore, choosing r4 in the previous range we can take r3 such that θσ(r3) ∈ [0, 1]. Thus, we have
some freedom for r4, provided that we can take it in the previous range.























Let us rewrite the conditions on θσ(r5), θσ−1,σ(r6) as conditions on r5, r6{
1
r5
∈ (0, 12 ] if n ≤ 2σ,
1
r5








∈ (0, 12 ] if n ≤ 2,
1
r6




2 ] if n > 2.
Moreover, writing 1r6 =
1
r4
− p−2r5 , we can express the condition on r5 in an equivalent way as
condition on r6, namely, {
1
r6





) if n ≤ 2σ,
1
r6





− ( 12 −
σ
n )(p− 2)] if n > 2σ.
Summarizing, we write both the condition on θσ(r5) and the condition on θσ−1,σ(r6) as conditions
on r6. So, we have to require that this range for r6 is nonempty.
Let us consider three different cases.











− ( 12 −
σ




∈ [( 12 −
σ
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Thus, we get a second condition for r4. Ensuring that we have a not empty range for r4, we get, on
the one hand, the possibility to find a proper r3 and, on the other hand, we guarantee the possibility
to choose in a proper way r6, and, in turn, r5. So, finally, we check the resulting condition on p coming
from the nonemptiness of the range for r4, that is,










2 ] 6= ∅,
which is equivalent to 1 ≤ p ≤ 1 + 2n−2σ .


















2 ]. As in the





2 ] ∩ [0,
1
2 ) 6= ∅
which is equivalent to require simply p ≥ 1.
Case n ≤ 2: Also in this final case, we have first to require the nonemptiness of the range for r6,
that is,







or, in an equivalent way, 1r4 ∈ (0,
p−1
2 ] and, then, the condition on the range for
1
r4
, which is simply
p > 1 (it is equivalent to require that (0, p−12 ] ∩ [0,
1
2 ) 6= ∅).
Concluding, also for r3, · · · , r6 we have to exclude the cases rj =∞ for some j = 3, · · · , 6.
As we did for q1, q2, we may observe that in the case in which 1r4 takes value in an interval which is
not reduced to a singleton we can assume that r4 is different from a finite number of given values (for





+ 1r4 ). On the other hand, we must pay attention to the
case in which we have only a possible choice for r4.










n , namely, for p = 1 +
2
n−2σ . In this limit case we can consider the extreme
values r3 = 2nn−2σ , r4 =
n
σ that are, of course, finite.
We find the same situation for r6. Since we want to avoid two specific cases (r6 = r4, that implies
r5 = ∞, and r6 = ∞), we need to control in which case the range of values for r6 is reduced to a
singleton. As one can see from the previous computations, this occurrence may happen only in two
cases: when 12 =
1
r4







− ( 12 −
1
n )(p− 2). Both cases correspond
to a given value of r4, consequently, when the range of admissible values for r4 is not just a singleton,
we can avoid this finite number of specific values of r4 without any problem. Finally, we have to check
in the case p = 1 + 2n−2σ for n > 2σ, when there is only one possible choice for r4, i.e., r4 =
n
σ , if it is
possible to find r5, r6 < ∞ such that 1r4 =
p−2
r5
+ 1r6 . However, also in this case, taking inspiration




Hence, after observing all these relations between the choices of q1, · · · , q4, r1, · · · , r6 and (5.5.44),
it follows the optimality of (5.5.44) as condition on p that one has to guarantee to choose all those
exponents, when we want to use the fractional chain rule and the fractional Leibniz rule in the proof
of a global existence result as in Theorem 5.5.1. Indeed, as we did for q1, q2, even for r1, · · · , r6 one
can show that (5.5.44) is not only a sufficient condition but also a necessary condition for a suitable
choice of that parameters.
5.6. Concluding remarks
In this chapter we proved global (in time) existence results in the energy space under the assumption
δ ≥ (n+ 1)2. Furthermore, we saw that is possible to lower this threshold for dimensions n = 1, 2, 3 if
we require less regularity for the solution. Of course, it is possible to use the same approach with the
energy method seen in Theorem 5.2.1 for the case δ ∈ (0, (n+ 1)2). However, we have to modify the
definition of the norm of the space X(T ) in the proof of Theorem 5.2.1 according to decay estimates of
solutions of the corresponding linear homogeneous model in Theorem 5.2.3. Therefore, in order to
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prove (5.2.5) and (5.2.6), stronger conditions on p are required. Nevertheless, the approach based on
the decay estimates and the Banach’s fixed-point theorem works optimally when the model under
consideration is parabolic from the point of view of the decay estimates (this means that the decay
behavior of the derivatives becomes faster as the order of derivatives increases). Hence, we can not
expect a sharp result for δ ∈ (0, (n+ 1)2) following this method. The same considerations are true in
the case of data in energy spaces with exponential weight as well as for low or high regular data if we
consider µ1, µ2 such that δ is under the threshold which makes the decay estimates “parabolic” for the
solutions of the linear Cauchy problem.
Finally, it is reasonable to ask what happens in the case δ ≤ 0 if we employ the same tools and
approaches seen in this chapter. A partial answer can be found in the PhD thesis [70], in the case of
low regular data, as we will see in the next subsection. In fact, in the remaining part of this chapter
some global existence results are stated in the case δ ≤ 0, both in the case of low regular data and in
case of low regular data in exponentially weighted Sobolev spaces. Unfortunately, we can not expect
any sharp result for the predominant and not non-effective mass case (δ ≤ 0). Indeed, even for the
classical Klein-Gordon equation with constant coefficient for the mass it is not clear what is the critical
exponent for the semilinear equation with power nonlinearity (see [46]). Therefore, we can say nothing
about the sharpness of the results for the predominant mass case, since, as it was observed in the
previous chapter, no blow up result is given in this case.
Low regular data
More precisely, in the above cited PhD thesis it is proved the following global (in time) existence
theorem for (4.1.2).
Theorem 5.6.1. Let µ1 > 4 and µ2 be nonnegative constants such that δ ≤ 0 and n = 1, 2, 3, 4. Let
us assume 
p ≥ 2 if n = 1, 2,
2 ≤ p ≤ 3 if n = 3,
p = 2 if n = 4.
(5.6.57)
There exists ε0 > 0 such that for any initial data (u0, u1) ∈ D1(Rn) with
‖(u0, u1)‖D1(Rn) ≤ ε0
there is a uniquely determined energy solution u ∈ C([0,∞), H1(Rn))∩C1([0,∞), L2(Rn)) to the Cauchy
problem 
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
Moreover, the solution satisfies the decay estimates
‖(∇u, ut)(t, ·)‖L2(Rn) . (1 + t)−
µ1
2 (1 + log(1 + t))γ‖(u0, u1)‖D1(Rn),
‖u(t, ·)‖L2(Rn) . (1 + t)−
µ1
2 (1 + log(1 + t))γ q̃n(t)‖(u0, u1)‖D1(Rn),
where γ = 1 if δ = 0, γ = 0 if δ < 0 and
q̃n(t) =
{
(log(1 + t)) 12 for n = 1,
1 for n ≥ 2.
The tools used to prove the above theorem are the same as in the proof of Theorem 5.2.1. In
particular, the application of the Gagliardo-Nirenberg inequality leads to a restriction on the dimension
and to the lower bound p ≥ 2 for the exponent. On the other hand, it is necessary to derive the decay
estimates for the solutions of the related homogeneous Cauchy problem. This is done in the following
result (for the proof see [71, Theorem 4.3]):
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Theorem 5.6.2. Let µ1 > 0 and µ2 be nonnegative constants such that δ ≤ 0 and the initial data
(u0, u1) ∈ D1(Rn). Then, the unique solution u ∈ C([s,∞), H1(Rn))∩C1([s,∞), L2(Rn)) to the Cauchy
problem 
utt −∆u+ µ11+tut +
µ22
(1+t)2u = 0, t > s, x ∈ R
n,
u(s, x) = u0(x), x ∈ Rn,
ut(s, x) = u1(x), x ∈ Rn
satisfies
‖(∇u, ut)(t, ·)‖L2(Rn) . (1 + t)−
µ1







))γ (‖u0‖H1(Rn) + (1 + s) 12 ‖u1‖L2(Rn)) ,
‖u(t, ·)‖L2(Rn) . (1 + t)−
µ1











‖u0‖H1(Rn)∩L1(Rn) + (1 + s)‖u1‖L2(Rn)∩L1(Rn)
)







2 for n = 1,
1 for n ≥ 2.
Remark 5.6.3. In the above theorem, the additional L1 regularity of the data is used to obtain
a better decay for the L2 norm of the solution. If we consider the data only in the energy space
H1(Rn)× L2(Rn), then, it can be proved just the estimate











))γ (‖u0‖H1(Rn) + (1 + s)‖u1‖L2(Rn)) ,
where γ = 1 if δ = 0 and γ = 0 if δ < 0.
Low regular data in Sobolev spaces with exponential weight
Also taking the data in an exponential weighted Sobolev space as in Section 5.3 it is possible to prove a
global existence result when δ ≤ 0. Let us underline explicitly that it will be taken the same functional
spaces for data and solutions as in the case δ ≥ (n+ 1)2.
Theorem 5.6.4. Let n ≥ 1 and µ1 > 0, µ2 be nonnegative constants such that δ ≤ 0. Let us consider





such that p ≤ nn−2 if n ≥ 3. Then, there exists ε0 > 0 such that for any initial data
(u0, u1) ∈ A satisfying ‖(u0, u1)‖A ≤ ε0 (5.6.59)
there is a unique solution u ∈ C([0,∞), H1ψ(t,·)(Rn)) ∩ C1([0,∞), L2ψ(t,·)(Rn)) to the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn.
Moreover, u satisfies the following estimates:




2 (1 + log(1 + t))γ‖(u0, u1)‖A,
‖(∇u, ut)(t, ·)‖L2(Rn) . (1 + t)−
µ1
2 (1 + log(1 + t))γ‖(u0, u1)‖A,
‖eψ(t,·)u(t, ·)‖L2(Rn) . (1 + t)‖(u0, u1)‖A,
‖eψ(t,·)(∇u, ut)(t, ·)‖L2(Rn) . ‖(u0, u1)‖A,
with γ = 1 if δ = 0 and γ = 0 if δ < 0.
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Proof. The strategy of the proof is exactly the same as that in the proof of Theorem 5.3.9.
One assumes that for any ε0 > 0 there exists Cauchy data fulfilling (5.6.59) such that the solution
u ∈ C([0, Tm), H1ψ(t,·)(Rn)) ∩ C1([0, Tm), L2ψ(t,·)(Rn)) to the corresponding Cauchy problem is not
globally defined in time (here Tm > 0 denote the lifespan of u). Then, for any T ∈ (0, Tm) one defines
the space
X(T ) = C([0, T ], H1ψ(t,·)(Rn)) ∩ C1([0, T ], L2ψ(t,·)(Rn)),
with the norm
‖u‖X(T ) = sup
t∈[0,T ]
(
(1 + t)−1‖u(t, ·)‖L2
ψ(t,·)(R
n) + ‖(∇u, ut)(t, ·)‖L2
ψ(t,·)(R
n)




2 (1 + log(1 + t))−γ‖u(t, ·)‖L2(Rn)
+ (1 + t)
µ1
2 (1 + log(1 + t))−γ‖(∇u, ut)(t, ·)‖L2(Rn)
)
.
Using Theorem 5.6.2 and Lemma 5.3.8, one arrives at the estimate (5.3.35) from which it is possible
to conclude that Tm =∞.
Let us underline that for the estimate of the L2 norm of the solution, we used only L2−L2 estimates.
This choice is due to the fact that the decay behavior of the unweighted L2 norm of the solution has
no influence. Therefore, we can avoid to use the additional L1 regularity and we gain a larger range
for the exponent p, for which we can prove a global existence result.
Thanks to exponentially weighted Sobolev spaces, we proved in Theorem 5.6.4 a global existence
result for the case δ ≤ 0 for any space dimension n.
Nonetheless, for low dimensions n = 1, 2, 3, 4 we got a weaker result than the one in Theorem 5.6.1
(requiring that µ1 > n− 2 for n = 3, 4). Indeed, a deeper analysis of the proof of the first result shows
that the intrinsic condition on p resulting by the application of the Banach’s fixed-point theorem is
p > pFuj(µ12 ), while the assumptions (5.6.57) are due to the application of the Gagliardo-Nirenberg
inequality to estimate the Lp and L2p norm of the solution (of course, these last conditions are stronger
for µ1 > 4 and, then, it is not necessary to require additionally the condition p > pFuj(µ12 )). If we
compare pFuj(µ12 ) and the lower bound for p in (5.6.58), it results that pFuj(
µ1
2 ) is smaller for µ1 > n−2
(this condition makes sense only for n = 3, 4) and, hence, the range of ps that guarantees a small data
global (in time) existence result in Theorem 5.6.1 is larger than the one in Theorem 5.6.4.
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6. Existence results for scale-invariant wave
equations with balanced dissipation and
mass
6.1. Introduction
In this chapter we will prove global (in time) existence results for the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(6.1.1)
in the “free wave case” (δ = 1).
More precisely, global existence results will be proved in space dimension n 6= 2. When n = 2 the
massless case has already been studied in [16], by using Klainerman vector fields (see [48]). In each
case it will be adopted a different tool to get an existence result in suitable spaces:
• in the one-dimensional case it will be employed an interpolation inequality for the homogeneous
Sobolev spaces, in order to avoid the loss of decay that appears using the Gagliardo-Nirenberg
inequality, and together with the assumption of additional L1-regularity for the data this provides
the global (in time) existence of energy solutions;
• in the three-dimensional case the considerations are restricted to radial solutions. Then, applying
the representation formula for such radial solutions and assuming some growth conditions on
the data, a global (in time) existence result for Sobolev solutions can be proved;
• in odd dimension n ≥ 5 it is possible to generalize the three-dimensional case approach when we
work with radial solutions. Of course, also in this case it is necessary to use a representation
formula for linear radial solutions to the free wave equation in spatial dimension n ≥ 5;
• finally, also in the even-dimensional case n ≥ 4 radial solutions are considered. A representation
formula for radial solutions to the free wave equation is used even in this case.
As in Section 4.3 we have that the assumption δ = 1 determines the restriction µ1 ≥ 2 for the
coefficient of the damping term.
Throughout this chapter we will employ the notation 〈y〉 = 1 + |y| for any y ∈ R.
6.2. Case n = 1
6.2.1. Energy solutions through fractional Sobolev embeddings
In this subsection we will follow the approach of [12]. We will continue to use the notation D1(Rn),
introduced in Chapter 5. Let us now state the global existence theorem in the one-dimensional case.
Theorem 6.2.1. Let n = 1, µ1 ≥ 2 and µ22 be nonnegative constants such that δ = 1 is satisfied. Let
p ≥ 2 be such that
p > pFuj(µ12 ).
Then, there exists ε0 > 0 such that for any initial data (u0, u1) ∈ D1(R), satisfying
‖(u0, u1)‖D1(R) ≤ ε0
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there is a uniquely determined solution u ∈ C([0,∞), H1(R)) ∩ C1([0,∞), L2(R)) to
utt − uxx + µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.







2−κ‖(u0, u1)‖D1(R) if κ < 12 ,
(1 + t)−
µ1
2 log(e+ t)‖(u0, u1)‖D1(R) if κ = 12 ,
(1 + t)−
µ1
2 ‖(u0, u1)‖D1(R) if κ > 12 ,
(6.2.2)
for any κ ∈ [0, 1] and ‖ut(t, ·)‖L2(R) satisfies the same decay estimates as ‖u(t, ·)‖Ḣ1(R).
Remark 6.2.2. Thanks to the previous theorem we are able to show that the lower bound for p
which provides a global existence result is actually pFuj(µ12 ) only in the case µ1 ≤ 4, that is, when
pFuj(µ12 ) ≥ 2. When µ1 > 4 we will use a different approach in the next section. Nevertheless, it is
clear that for µ1 > 4 Theorem 6.2.1 provides a global existence result for p ≥ 2.
Proof of Theorem 6.2.1. We will use the estimates of Theorems 5.2.3 and 5.2.4 in the case n = 1 and
δ = 1 to prove Theorem 6.2.1.
We define the operator N as follows:
N : u ∈ X(T )→ Nu(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) + Fu(t, x),
where E0(t, s, x) and E1(t, s, x) denote the fundamental solution of (2.1.2) with initial condition




E1(t, s, x) ∗(x) |u(s, x)|pds.
By Duhamel’s principle we know that u ∈ C([0, T ], H1(R)) ∩ C1([0, T ], L2(R)) is a solution to(6.1.1)
if and only if u is a fixed point of N .






2 for the sake of brevity.
For any T > 0 we introduce the space
X(T ) = C([0, T ], H1(R)) ∩ C1([0, T ], L2(R))
with the norm













+ (1 + t)
µ1
2 ‖(ux, ut)(t, ·)‖L2(R)
)
.
If N satisfies for all data (u0, u1) ∈ D1(R) the inequalities
‖Nu‖X(T ) . ‖(u0, u1)‖D1(R) + ‖u‖pX(T ), (6.2.3)
‖Nu−Nũ‖X(T ) . ‖u− ũ‖X(T )
(





for any u, ũ ∈ X(T ) and uniformly with respect to T > 0, then, by standard arguments it follows the
global (in time) existence of small data solutions.
In order to prove (6.2.3) and (6.2.4) we will employ the fractional Sobolev embedding








for any q ≥ 2, in the case n = 1.
It is opportune to underline that we use the fractional Sobolev embedding instead of the Gagliardo-
Nirenberg inequality, with the purpose to avoid a loss of decay in the estimates for the Ḣκ(R) norm of
functions of X(T ).
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Applying Theorem 5.2.3, we find immediately
‖E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x)‖ . ‖(u0, u1)‖D1(R).























˜̀(t, s)(1 + s)
µ1










2G(s, u(s, ·))ds if κ > 12 ,
where
G(s, u(s, ·)) = ‖u(s, ·)‖pLp(R) + (1 + s)
1
2 ‖u(s, ·)‖pL2p(R).
Using (6.2.5) we have
‖u(s, ·)‖Lp(R) . ‖u(s, ·)‖Ḣκ1 (R),
‖u(s, ·)‖L2p(R) . ‖u(s, ·)‖Ḣκ2 (R),
where
κj = 12 −
1
jp
for j = 1, 2. We underline that the condition κ1 ≥ 0 yields the restriction p ≥ 2. On the other hand,
the condition κ2 ≤ 1 is satisfied without further assumptions since n = 1.
It is clear that, thanks to the definition of norm in X(T ), we have for any u ∈ X(T ) the inequalities









≤ (1 + t)−
µ1
2 log(e+ t)‖u‖X(T ),
‖u(t, ·)‖Ḣ1(R) ≤ (1 + t)
−µ12 ‖u‖X(T ).
Then, applying the interpolation Lemma B.2.4, we get
‖u(t, ·)‖Ḣκ(R) ≤ (1 + t)
−µ12 +
1





‖u(t, ·)‖Ḣκ(R) ≤ (1 + t)





This means that the decay rate is a nondecreasing function with respect to the exponent κ and,
modulo a logarithmic term, for κ ≥ 12 the decay rate is the same for any κ.
Being p > pFuj(µ12 ), it results κ1 >
4−µ1
2(µ1+4) and κ2 >
2
µ1+4 . Therefore,
‖u(t, ·)‖Ḣκ1 (R) ≤ (1 + t)
−µ12 +
µ1
µ1+4 log(e+ t)‖u‖X(T ),
‖u(t, ·)‖Ḣκ2 (R) ≤ (1 + t)
−µ12 +
µ1
2(µ1+4) log(e+ t)‖u‖X(T ).
Summarizing,
G(s, u(s, ·)) . ‖u(s, ·)‖p























2 G(s, u(s, ·))ds . 1,
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being the exponents of integrands smaller than −1, since
−µ12 (p− 1) +
µ1p




2 (p− 1) +
µ1p
2(µ1+4) < −1
are equivalent to require p > pFuj(µ12 ).





















The estimate (6.2.6), together with the remark that the time derivative has the same decay behavior
of the gradient with respect to the spatial variables in Theorem 5.2.4, guarantees the validity of (6.2.3).
Moreover, combining such relation with the results for the linear equation, we get the estimate
(6.2.2) once we proved the existence of the solution, since
‖u‖X(T ) . ‖(u0, u1)‖D1(R).
Now, we want to prove (6.2.4). Let u, ũ ∈ X(T ), then, using once again Theorem 5.2.4, we get
‖Fu(t, ·)− Fũ(t, ·)‖Ḣκ(R) .
∫ t
0


















˜̀(t, s)(1 + s)
µ1










2 G̃(s, u(s, ·), ũ(s, ·))ds if κ > 12 ,
where
G̃(s, u(s, ·), ũ(s, ·)) = ‖ |u(s, ·)|p − |ũ(s, ·)|p‖L1(R) + (1 + s)
1
2 ‖ |u(s, ·)|p − |ũ(s, ·)|p‖L2(R).
Using the inequality (5.2.10) together with Hölder’s inequality, fractional Sobolev embedding (6.2.5)
and interpolation inequality (B.2.2), we obtain for j = 1, 2
‖ |u(s, ·)|p − |ũ(s, ·)|p‖Lj(R) . ‖u(s, ·)− ũ(s, ·)‖Ljp(R)
(




. ‖u(s, ·)− ũ(s, ·)‖Ḣκj (R)
(
‖u(s, ·)‖p−1








j(µ1+4) (`(s))p‖u− ũ‖X(T )
(





Proceeding as for the first inequality, we have
‖Fu(t, ·)− Fũ(t, ·)‖Ḣκ(R) . ‖u− ũ‖X(T )
(








2 if κ < 12 ,
(1 + t)−
µ1
2 `(t) if κ = 12 ,
(1 + t)−
µ1
2 if κ > 12 ,
and, then, it follows (6.2.4). This concludes the proof.
Remark 6.2.3. Combining the results of Theorem 4.3.1, Theorem 6.2.1 and Remark 4.3.3 we see
that pFuj(µ12 ) is the critical exponent for the model
utt − uxx + µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
provided µ1 ∈ [2, 4] and µ22 satisfy the condition δ = 1.
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6.2.2. Energy solutions through L1 − Lp estimates
In the previous section we have employed a fractional Sobolev embedding in order to derive a global
existence result for small data solutions by using L1 ∩ L2 − L2 estimates. However, the employment of
that inequality causes the restriction p ≥ 2.
In this section we are going to prove a global (in time) existence result for exponents pFuj(µ12 ) < p < 2,
whether this range is not empty, that is, for µ1 > 4. The main tool that allows us to overcome the
condition p ≥ 2 is the use of L1 −Lp estimates for the linear free wave equation in spatial dimension 1.
More precisely, we are going to use L1+η − Lp estimates with η > 0 sufficiently small, because there
is a technical problem with Bessel potential spaces Hsq (Rn) in the limit case q = 1. Indeed, these spaces
do not coincide with the classical Sobolev spaces W s,q(Rn) for integer s ≥ 1 and, furthermore, for
p = 1 Sobolev’s embedding theorem is no longer valid for Bessel potential spaces (cf. Theorem C.3.3).
Let us state the result concerning the linear part for the free wave equation.
Theorem 6.2.4. Let v be the solution to the Cauchy problem
vtt − vxx = 0, t > 0, x ∈ R,
v(0, x) = v0(x), x ∈ R,
vt(0, x) = v1(x), x ∈ R.
Then, for any 1 < p ≤ q <∞ the solution v satisfies the following a-priori estimate:








uniformly for any t ≥ 0.














(x) = F−1(g(ξ))(x± α) for any α ∈ R,








and, then, A(t) ∈ L (H1p (R)→ H1p (R)) with ‖A(t)‖L (H1p(R)→H1p(R)) ≤ 1.
On the other hand, in [78] for any finite p > 1 and for a fixed t > 0 it is proved that
‖B(t)v1‖H1p(R) . ‖v1‖Lp(R). (6.2.8)
Therefore, B(t) ∈ L (Lp(R)→ H1p (R)).
In spatial dimension one it holds the embedding
H1p (R) ↪→ Lq(R)
for any 1 < p ≤ q <∞ (cf. Theorem C.3.3). Let us underline here that we have to exclude the case
p = 1 from the statement, otherwise the previous embedding is no longer true. Then, taking t = 1 in
(6.2.7), (6.2.8) and using the previously recalled embedding, we obtain
‖A(1)v0‖Lq(R) . ‖v0‖H1p(R), (6.2.9)
‖B(1)v1‖Lq(R) . ‖v1‖Lp(R). (6.2.10)
Up to now we neglected somehow the decay rates in the estimates for the families of operators
{A(t)}t≥0 and {B(t)}t≥0. However, using a homogeneity argument, we can now determine the sharp
decay rates.
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The solution of the free wave equation with data (v0, v1) is given by








































(ξ) for any β > 0.

































where in both cases we used the properties
‖h(λx)‖Lr(R) = λ−
n
r ‖h(x)‖Lr(R) and ‖h(λx)‖Ḣsr (R) = λ
s−nr ‖h(x)‖Ḣsr (R)
for any s ∈ R, 1 < r <∞ and λ > 0
Combining the last two estimates with the uniform boundedness in L (H1p(R) → Lq(R)) for the
family of operators {A(t)}t≥0, it follows the desired estimate.
Remark 6.2.5. Let us underline that in the previous proof a fundamental role was played by the
boundedness of the operator B(t) which, as we have already mentioned, is proved in [78].
In this paper the main tools which are used to prove the boundedness of B(1) from Lp(R) to H1p (R),
among other things, are Stein’s theorem on interpolation of analytic families of operators (see for
example [89], where this theorem was originally proved, or [27, Theorem 1.3.7]) and Fefferman-Stein
results on multipliers in real Hardy spaces (see also [20]). Also, really strong results from Harmonic
Analysis are necessary for the proof of these estimates.
Nevertheless, for 2 ≤ p ≤ q < ∞ we can immediately prove that B(t) ∈ L (Lp(R) → Lq(R)), by
using twice Hausdorff-Young inequality.





































2 ) and by definition sinc ξ =
sin ξ
ξ . Since the function sinc
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which is exactly the desired estimate.
Similarly, one may show that A(t) ∈ L (H1p(R)→ Lq(R)). However, in this case one has to prove
firstly the boundedness of A(t), since the function cos(ξ)〈ξ〉 is not a homogeneous function as sinc ξ. Hence,
it is possible to repeat the same homogeneity argument as in the proof of Theorem 6.2.4 to find the
decay rates that multiply ‖v0‖Ḣ1p(R) and ‖v0‖Lp(R), respectively.
Using the inverse transformation u(t, x) = (1 + t)−
µ1
2 v(t, x) and the invariance of the classical
wave equation with respect to time translations, we obtain immediately the following results for the
scale-invariant wave model with damping and mass.
Corollary 6.2.6. Let n = 1 and µ1, µ2 be nonnegative constants satisfying δ = 1. Let u be the solution
to the Cauchy problem 
utt − uxx + µ11+tut +
µ22
(1+t)2u = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
Then, for any 1 < p ≤ q <∞ the solution u satisfies the following a-priori estimate:










uniformly for any t ≥ 0.
Corollary 6.2.7. Let n = 1 and µ1, µ2 be nonnegative constants satisfying δ = 1. Let u be the solution
to the Cauchy problem 
utt − uxx + µ11+tut +
µ22
(1+t)2u = 0, t > τ, x ∈ R,
u(τ, x) = 0, x ∈ R,
ut(τ, x) = u1(x), x ∈ R,
where τ is a nonnegative parameter. Then, for any 1 < p ≤ q <∞ the solution u satisfies the following
a-priori estimate:
‖u(t, ·)‖Lq(R) . (1 + t)−
µ1




q (1 + τ)
µ1
2 ‖u1‖Lp(R)
uniformly for any t ≥ τ .
Now we present a nonlinear result. Let us introduce the space
Aε =
(







p (R) ∩ L2(R)
)
,
which is going to be used as space for initial data in the next result. Here ε = ε(p) > 0 is a suitably
small positive constant which depends on the exponent of the nonlinearity p.








this choice can not be allowed, since we cannot derive L1 − Lp estimates in Theorem 6.2.4.
Let us state now the main result of this section.






Then, there exist two sufficiently small constants ε = ε(p) > 0 and ε0 > 0 such that for any data
(u0, u1) ∈ Aε with
‖(u0, u1)‖Aε ≤ ε0
there is a uniquely determined solution u ∈ C([0,∞), H1(R)∩Lp(R))∩C1([0,∞), L2(R)) to the Cauchy
problem 
utt − uxx + µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
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Moreover, the solution satisfies uniformly for any t ≥ 0 the decay estimates













2−κ‖(u0, u1)‖Aε if κ < 12 ,
(1 + t)−
µ1
2 log(e+ t)‖(u0, u1)‖Aε if κ = 12 ,
(1 + t)−
µ1
2 ‖(u0, u1)‖Aε if κ > 12 ,
with κ ∈ [0, 1], and ‖ut(t, ·)‖L2(R) satisfies the same decay estimates as ‖u(t, ·)‖Ḣ1(R).
Proof. For any T > 0 let us define the space
X(T ) = C([0, T ], H1(R) ∩ Lp(R)) ∩ C1([0, T ], L2(R)),
with the norm






















where `(t) = log(e+ t) and ε > 0 is a sufficiently small constant which depends on p. Throughout the
proof we will prescribe conditions that ε has to fulfill. In the following we will use also the notation






2 to estimate the solution of the Cauchy problem when the data are taken at
the initial time τ in the logarithmic case.
Let us underline that the main difference with respect to Theorem 6.2.1 is the presence of Lp(R) in
the space X(T ).
We define for u ∈ X(T )
Nu(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) +
∫ t
0
E1(t, τ, x) ∗(x) |u(τ, x)|pdτ
= E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) + Fu(t, x).
We want to show that N is a contracting mapping from a closed ball of X(T ) into itself.
By Corollary 6.2.6 and Theorem 2.4.2 we get immediately
‖E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x)‖X(T ) . ‖(u0, u1)‖Aε .
In order to estimate the X(T ) norm of Nu it remains to estimate the integral term.
Therefore, using L1+
ε




‖E1(t, τ, x) ∗(x) |u(τ, x)|p‖Lp(R)dτ




























Since we are working with p < 2, we may choose ε > 0 such that p+ ε < 2. Thus, by using Hölder’s
inequality and the definition of ‖ · ‖X(τ), we arrive at
‖u(τ, ·)‖Lp+ε(R) ≤ ‖u(τ, ·)‖1−θLp(R)‖u(τ, ·)‖
θ
L2(R)
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Consequently,
































Let us show now it is possible to choose ε > 0 so that the integral in the last line of the previous
estimate is uniformly bounded with respect to t. Since we assume p > pFuj(µ12 ), it follows
−µ12 (p− 1) + 2 < 0.
Hence, we can choose ε sufficiently small in order to get
−µ12 (p− 1) + 2 +
ε(p−1)
p+ε < 0.
As this condition is equivalent to require that the exponent of the integrand in the last integral is
strictly smaller than −1, we finally obtain











2 as decay function
for the L2 norm of the solution, we are forced to use L1 ∩L2−L2 estimates. Indeed, if we used instead
L1+
ε
p −L2 estimates, then, there would be a loss of decay (of order εp+ε ). According to Theorem 2.4.1,
we find
















By using the definition of norm in X(τ), we can immediately determine the decay rate of the Lp
norm of u(τ, ·) as follows:







In order to find the decay rate for the L2p norm of u, we can use the fractional Gagliardo-Nirenberg
inequality. Thus,




















where θ1/2(2p) = 1− 1p .
Let us remark that we can obtain the same estimate by using the fractional homogeneous Sobolev
embedding. Namely, considering the embedding of the fractional homogeneous Sobolev space Ḣκ(Rn)






and q ≥ 2, that is for κ ≥ 0, it results
‖u(τ, ·)‖L2p(R) . ‖u(τ, ·)‖Ḣκ0 (R)




is less than 12 and, then, making use of the definition of the norm of X(τ) and
interpolating between the estimate for L2 and Ḣ 12 (cf. Lemma B.2.4), we arrive at









which is exactly the same estimate for ‖u(τ, ·)‖L2p(R) found by using the fractional Gagliardo-Nirenberg
inequality.
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Also,




























As we did in the estimate of ‖Fu(t, ·)‖Lp(R), since p > pFuj(µ12 ) we may assume without loss of
generality that
−µ12 (p− 1) + 1 +
εp
p+ε < −1,
for ε sufficiently small. Then, we proved












































. (1 + t)−
µ1
2 `(t)‖u‖pX(t),
provided that p > pFuj(µ12 ) and ε > 0 is sufficiently small.
Finally, let us study the Ḣ1 norm of Fu(t, ·) and the L2 norm of the time derivative of Fu(t, ·).
From Theorem 2.4.1 we have
‖Fu(t, ·)‖Ḣ1(R) + ‖∂tFu(t, ·)‖L2(R)
















Since the integral in the last line is dominated by the integral on the right-hand side of (6.2.11),
assuming again that p > pFuj(µ12 ) and ε > 0 is sufficiently small, it results
‖Fu(t, ·)‖Ḣ1(R) + ‖∂tFu(t, ·)‖L2(R) . (1 + t)
−µ12 ‖u‖pX(t).
Summarizing, we proved
‖Nu‖X(T ) . ‖(u0, u1)‖Aε + ‖u‖
p
X(T ). (6.2.12)
Let us prove the Lipschitz condition. Since the term Nu−Nv is a solution of an inhomogeneous
equation with zero data as Fu, but with |u(t, x)|p− |v(t, x)|p as source instead of |u(t, x)|p, by Hölder’s
inequality
‖|u(τ, ·)|p − |v(τ, ·)|p‖Lh(R) . ‖u(τ, ·)− v(τ, ·)‖Lhp(R)
(
‖u(τ, ·)‖p−1




for h = 1, 1 + εp , 2, we get
‖Nu−Nv‖X(T ) . ‖u− v‖X(T )
(





provided that p and ε > 0 satisfy the same conditions as before.
Combining (6.2.12) and (6.2.13), it follows the existence of a unique fixed point u ∈ X(T ) for N by
Banach’s fixed point theorem, provided that the norm of initial data is smaller than a given sufficiently
small constant ε0 > 0. Finally, since the estimate for Nu and Nu−Nv are uniform with respect to T ,
we can extend the solution for any time t > 0.
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It remains to prove the decay estimates for the solution.
Since ‖u‖X(t) . ‖(u0, u1)‖Aε for any t > 0, from the definition of the space X(t) it follows
immediately the estimates for the Lp, L2, Ḣ1 and Ḣ 12 norms of u(t, ·) and the L2 norm of ut(t, ·).
We derive now the estimate for the Ḣκ norm of u(t, ·) when κ ∈ (0, 12 ) ∪ (
1
2 , 1).




























dτ . ‖u‖pX(t) . ‖(u0, u1)‖
p
Aε . ‖(u0, u1)‖Aε ,
where ε > 0 is chosen sufficiently small as before, in order to use the condition p > pFuj(µ12 ) to make
the exponent of the integrand less than −1.


















. ‖(u0, u1)‖D1(R) + ‖(u0, u1)‖pAε . ‖(u0, u1)‖Aε ,
where we used the trivial embedding Aε ↪→ D1(R) in the last line.
Let us underline that, as it happens in the estimate of the Ḣ1 norm, we have to require a weaker
condition on p in order to guarantee the uniform boundedness of the integral term in the second
inequality. More precisely, it is sufficient to guarantee that




+ εpp+ε < 0.
The proof is so completed.
6.3. Case n = 3
As it was anticipated in the introduction of this chapter, in the present section our considerations are
restricted to the radial case. Let us now state the main result.
Theorem 6.3.1. Let µ1 ∈ [2, 1 +
√
5] and µ22 be nonnegative constants such that δ = 1. Moreover, let
p > p0(3 + µ1) and (ū0, ū1) ∈ C20(R3)× C10(R3) be radial. Then, there exists ε0 > 0 such that for any
ε ∈ (0, ε0), if u0 = εū0 and u1 = εū1, then, the Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ R3,
u(0, x) = u0(x), x ∈ R3,
ut(0, x) = u1(x), x ∈ R3,
(6.3.14)
admits a uniquely determined global (in time) small data radial solution u which belongs to the space
C([0,∞)× R3) ∩ C2([0,∞)× (R3 \ {0})).
Remark 6.3.2. In the statement of the above theorem we can relax the assumptions on the data.
More precisely, we will show that for any p > p0(3 + µ1) and for some κ > 0 depending on p
(we will specify later the exact range of admissible values of κ), there exists ε0 > 0 such that if
(u0, u1) ∈ C2(R3)× C1(R3) are radial and
〈r〉κ+1|u1(r) + µ12 u0(r)|+ 〈r〉
κ(|u0(r)|+ 〈r〉|u′0(r)|) ≤ ε (6.3.15)
for some ε < ε0, then, (6.3.14) admits a uniquely determined global (in time) radial solution u ∈
C([0,∞)× R3) ∩ C2([0,∞)× (R3 \ {0})). Here we use the notation r = |x| in (6.3.15).
We will use the technique of [5], which is developed in several papers (see for example [51] and [16]).
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Performing the change of variables v(t, x) = 〈t〉
µ1
2 u(t, x) we arrive at the Cauchy problem
vtt −∆v = 〈t〉−
µ1
2 (p−1)|v|p, t > 0, x ∈ R3,
v(0, x) = f(x), x ∈ R3,
vt(0, x) = g(x), x ∈ R3,
(6.3.16)
where f(x) = u0(x) and g(x) = u1(x) + µ12 u0(x).
Consequently, instead of (6.3.15) we can require
|f (j)(r)| ≤ ε〈r〉−(κ+j) for j = 0, 1, (6.3.17)
|g(r)| ≤ ε〈r〉−(κ+1). (6.3.18)
We extend f, g by even reflection, that is,{
f(−r) = f(r)
g(−r) = g(r)
for r < 0.
Let us remark that the assumptions on f (i.e. f ∈ C2(R3) and f radially symmetric) guarantee
f ′(0) = 0.
Now we want to write the assumptions (6.3.17) and (6.3.18) in a more compact way. For this reason
we introduce the Banach spaces
Aκ =
{
h ∈ C1(R) : h is a even function and ‖h‖Aκ <∞
}
,
Bκ = {h ∈ C(R) : h is a even function and ‖h‖Bκ <∞} ,









Therefore, we can rewrite (6.3.17) and (6.3.18) as
‖f‖Aκ ≤ ε and ‖g‖Bκ+1 ≤ ε. (6.3.19)
Since we are interested in radial solutions, we may rewrite (6.3.16) as
vtt − vrr − 2rvr = 〈t〉
−µ12 (p−1)|v|p, t > 0, r ∈ R,
v(0, r) = f(r), r ∈ R,
vt(0, r) = g(r), r ∈ R.
(6.3.20)
Definition 6.3.3. We call v = v(t, r) a global (in time) radial solution to the Cauchy problem (6.3.20)
if u ∈ C([0,∞)× R), ru ∈ C1([0,∞)× R), r2u ∈ C2([0,∞)× R) and
r2vtt − (r2vrr + 2rvr) = r2〈t〉−
µ1
2 (p−1)|v|p, t > 0, r ∈ R,
v(0, r) = f(r), r ∈ R,
vt(0, r) = g(r), r ∈ R.
Remark 6.3.4. Let us underline explicitly that any solution to the Cauchy problem (6.3.20) in the
sense of Definition 6.3.3 gives a solution in the space C([0,∞)×R3)∩C2([0,∞)× (R3 \{0})) to (6.3.16)
and, in turn, to (6.3.14).
Definition 6.3.5. Let us consider the Cauchy problem
vtt − vrr − 2rvr = 0, t > 0, r ∈ R,
v(0, r) = f(r), r ∈ R,
vt(0, r) = g(r), r ∈ R.
(6.3.21)
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We call v ∈ C([0,∞) × R) a solution to the Cauchy problem (6.3.21), if rv ∈ C1([0,∞) × R) and
r2v ∈ C2([0,∞)× R) and if v fulfills
r2vtt − (r2vrr + 2rvr) = 0, t > 0, r ∈ R,
v(0, r) = f(r), r ∈ R,
vt(0, r) = g(r), r ∈ R.
Proposition 6.3.6. Let f ∈ C2(R) and g ∈ C1(R) be even functions. Let us define the function



















2 for h = f, g.
Then, v is a solution of (6.3.21) in the sense of the Definition 6.3.5.









then, w[H] is a radial solution of the wave equation in the sense of Definition 6.3.5. Indeed, for any




H ′(t+ rσ)dσ = 1
r




























(H(t+ r) +H(t− r)) + 1
r








(H ′(t+ r)−H ′(t− r))− 2
r
∂rw[H]. (6.3.25)





Set v = ∂tw[Hf ] + w[Hg]. Due to the linearity of the wave equation it is clear that v is a radial
solution of the wave equation (in the sense of Definition 6.3.5). Let us show that v satisfies the initial
conditions
v(0, r) = 1
r















where we used that Hf , Hg are odd functions, being f, g even by assumption.
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Now we want to derive decay estimates in a weighted L∞t L∞r space for radial solutions of the Cauchy
problem (6.3.21).
For this reason, it is useful to take account of the following formulas:
∂r(rw[H]) = H(t+ r) +H(t− r), (6.3.26)
∂2r (r2w[H]) = 2∂r(rw[H]) + r∂2r (rw[H])
= 2 (H(t+ r) +H(t− r)) + r (H ′(t+ r)−H ′(t− r)) . (6.3.27)
For any fixed κ > 1, we introduce the Banach space





〈t+ |r|〉〈t− |r|〉κ−1|v(t, r)|+ 〈r〉−1〈t+ |r|〉〈t− |r|〉κ−1|∂r(rv(t, r))|
)
.
Theorem 6.3.7. Let us assume that (f, g) ∈ (Aκ ∩ C2(R))× (Bκ+1 ∩ C1(R)) holds for some κ > 1.
Then,
‖v‖Xκ ≤ C‖(f, g)‖Aκ×Bκ+1
for a suitable constant C > 0.
Proof. If we choose ε = ‖f‖Aκ + ‖g‖Bκ+1 . Firstly, let us consider the case v = w[Hg]. Using the
definition of Hg we get
|Hg(ρ)| ≤ ε〈ρ〉−κ.
Thanks to (6.3.26), we obtain immediately
|∂r(rv(t, r))| . ε〈t− |r|〉−κ.
We estimate this last term in two different cases.
If t ≥ 2|r|, then, 〈t〉 ≈ 〈t+ |r|〉 ≈ 〈t− |r|〉. Hence, using the straightforward relation 〈r〉 ≥ 1, we find
|∂r(rv(t, r))| . ε〈t− |r|〉−κ+1〈t+ |r|〉−1 ≤ ε〈t− |r|〉−κ+1〈t+ |r|〉−1〈r〉.
When t ≤ 2|r|, then, 〈t+ |r|〉 . 〈r〉. Consequently, by using 〈t− |r|〉 ≥ 1 we have
|∂r(rv(t, r))| . ε〈t− |r|〉−κ〈t+ |r|〉−1〈r〉 ≤ ε〈t− |r|〉−κ+1〈t+ |r|〉−1〈r〉.
Therefore, we proved
‖〈r〉−1〈t+ |r|〉〈t− |r|〉κ−1∂r(rv(t, r))‖L∞([0,∞)×R) . ε.
Now we observe that










where we used the growth condition for g to estimate the integrand.
For t ≥ 2|r|, since the integrand takes its maximum for ρ = t− |r| and 〈t+ |r|〉 ≈ 〈t− |r|〉, we find
|v(t, r)| ≤ ε〈t− |r|〉−κ ≈ ε〈t− |r|〉−κ+1〈t+ |r|〉−1.
When t ≤ 2|r| we consider two different subcases.
If |r| ≤ 1, since 〈t− |r|〉 ≈ 〈t+ |r|〉 ≈ 1 and 〈ρ〉−κ ≤ 1, then, we get




dρ . ε ≈ ε〈t− |r|〉−κ+1〈t+ |r|〉−1.
On the other hand, if |r| ≥ 1, then, the following relations are true:
〈t+ |r|〉 ≤ 3〈r〉 and |r| ≈ 〈r〉.
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Hence, for t ≥ |r|




〈ρ〉−κdρ . ε〈t+ |r|〉−1
∫ t+|r|
t−|r|
〈ρ〉−κdρ . ε〈t+ |r|〉−1〈t− |r|〉−κ+1,
thanks to κ > 1. Let us underline that in the case t ≤ |r|, thanks to the oddness of Hg, we may
represent v as follows:





Consequently, we obtain the same estimate as before, modifying properly the domain of integration.
Note that we can assume without loss of generality that r ≥ 0, being v = w[Hg] even with respect to r.
Hence, we proved
‖〈t+ |r|〉〈t− |r|〉κ−1v(t, r)‖L∞([0,∞)×R) . ε.
Now we study the case v = ∂tw[Hf ]. As in the first case, we have
|Hf (ρ)| ≤ ε〈ρ〉−(κ+j−1) for j = 0, 1.
We know that v can be written also in the form
v(t, r) = 12r (Hf (t+ r)−Hf (t− r)) .
Consequently, for any t ≥ 2|r|, being 〈t+ |r|〉 ≈ 〈t− |r|〉 using the mean value theorem it follows:
|v(t, r)| . ε〈t− |r|〉−κ . ε〈t− |r|〉−κ+1〈t+ |r|〉−1.
When t ≤ 2|r| we distinguish two subcases.
For |r| ≤ 1, since 〈t+ |r|〉 ≈ 〈t− |r|〉 ≈ 1, using once again the mean value theorem we have
|v(t, r)| . ε . ε〈t− |r|〉−κ+1〈t+ |r|〉−1.
On the other hand, for |r| ≥ 1 using the above representation formula for v we find
|v(t, r)| . ε
|r|
(





〈t− |r|〉−κ+1 . ε〈t− |r|〉−κ+1〈t+ |r|〉−1,









|∂r(rv(t, r))| ≤ ε〈t− |r|〉−κ.
Repeating the same estimates seen in the first case v = w[Hg], we arrive at
|∂r(rv(t, r))| . ε〈t− |r|〉−κ〈t+ |r|〉−1〈r〉 ≤ ε〈t− |r|〉−κ+1〈t+ |r|〉−1〈r〉.
Summarizing, we have proved that ‖v‖Xκ . ε also for v = ∂tw[Hf ]. Using the triangular inequality
for the solution ∂tw[Hf ] + w[Hg], we get the desired estimate.
By Duhamel’s principle we know that the solution of the inhomogeneous Cauchy problem
vtt − vrr − 2rvr = F (t, r), t > 0, r ∈ R,
v(0, r) = 0, r ∈ R,
vt(0, r) = 0, r ∈ R
(6.3.28)
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where v(s; t, r) is the solution of the homogeneous problem
vtt − vrr − 2rvr = 0, t > 0, r ∈ R,
v(s, r) = 0, r ∈ R,
vt(s, r) = F (s, r), r ∈ R.
(6.3.29)
However, the Cauchy problem (6.3.21) is invariant by time translation. So, we have
v(s; t, r) =
∫ 1
−1
















































Hereafter, we denote by H̃v[s]′(ρ) the derivative of H̃v[s](ρ) with respect to ρ, considering s as a
parameter.
According to Duhamel’s principle, we expect that if we find v ∈ Xκ such that
v(t, r) = ∂tw[Hf ] + w[Hg] + Lv(t, r),
then, v is a solution of the Cauchy problem (6.3.20).
Let us consider v ∈ Xκ. By using the relation rvr = ∂r(rv)− v, we get the following estimates:
|v(s, ρ)|p . ‖v‖pXκ〈s+ |ρ|〉
−p〈s− |ρ|〉−p(κ−1),
〈ρ〉−1|ρ∂ρ|v(s, ρ)|p| . ‖v‖pXκ〈s+ |ρ|〉
−p〈s− |ρ|〉−p(κ−1).
Moreover, from (6.3.31) we obtain
|H̃v[s](ρ)|+ |H̃v[s]′(ρ)| . ‖v‖pXκ〈s+ |ρ|〉
−p〈s− |ρ|〉−p(κ−1)〈ρ〉. (6.3.32)
Proposition 6.3.8. Let v ∈ Xκ. Then, Lv ∈ Xκ and r2Lv ∈ C2([0,∞) × R). Furthermore, Lv
satisfies
r2(∂2t − ∂2r )Lv − 2r∂rLv = 〈t〉−
µ1
2 (p−1)r2|v(t, r)|p, t > 0, r ∈ R (6.3.33)
with initial conditions f ≡ g ≡ 0.
Proof. From the continuity of H̃v[s](ρ) (that follows from the assumption v ∈ Xκ ⊂ C([0,∞)× R)),
we obtain Lv ∈ Xκ, that is, Lv, ∂r(rLv) ∈ C([0,∞)×R) and Lv is even in r (this last property follows























H̃v[s](t− s+ r)− H̃v[s](t− s− r)
)
ds,
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= ∂2rLv + 2r∂rLv + 〈t〉
−µ12 (p−1)|v(t, r)|p,
where in the second equality we used the relation (6.3.25). Thus, Lv solves (6.3.33) and we get the
continuity of the r−derivatives for r2Lv.
Since our goal is to prove global (in time) existence through the Banach’s fixed point theorem, we
shall prove previously the following preliminary result.
Theorem 6.3.9. Let p > p0(3 + µ1), µ1 ∈ [2, 1 +
√
































(p− 1) if p > pFuj(µ1). (6.3.36)












Remark 6.3.10. We underline that we can actually find a κ > 1 satisfying the above conditions. This





(p − 1) is always true. In fact the last
inequality is equivalent to
p > pFuj(µ1 + 2).
However, we know that





> pFuj(µ1 + 2).
The other conditions on κ are strongly related to the tools that we are using in order to prove our
result and, therefore, they will be explained in detail after Lemma 6.3.13.
Remark 6.3.11. When µ1 = 1 +
√
5 we have p0(3 + µ1) = pFuj(µ1), thus, we have just the condition
(6.3.36) for κ in the above theorem.
Due to the definition of the norm in Xκ, in order to prove (6.3.37) it is sufficient to show that for
any t ≥ 0, r ∈ R we have
|Lv(t, r)| . 〈t+ |r|〉−1〈t− |r|〉−(κ−1)‖v‖pXκ , (6.3.39)
|∂r(rLv)(t, r)| . 〈t+ |r|〉−1〈t− |r|〉−(κ−1)〈r〉‖v‖pXκ . (6.3.40)
But Lv is even in r, therefore, we can restrict ourselves to consider nonnegative values of r. For
r ≥ 0, applying the relation (6.3.32) to the definition of Lv, we get
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2 (p−1)〈s+ |t− s± r|〉−p〈s− |t− s± r|〉−p(κ−1)〈t− s± r〉ds.















2 (p−1)〈s+ |t− s± r|〉−p〈s− |t− s± r|〉−p(κ−1)〈t− s± r〉ds,
since we may rewrite the previous condition as
|Lv(t, r)| . 1
r
‖v‖pXκI0(t, r), (6.3.41)




Analogously, in order to prove (6.3.38), we have to show















By (6.3.30) we have










Using (6.3.31) and the relation (5.2.10), we arrive at
|H̃v[s](ρ)− H̃w[s](ρ)| . |ρ‖v(s, ρ)− w(s, ρ)|
(
|v(s, ρ)|p−1 + |w(s, ρ)|p−1
)
.
From the definition of the norm in Xκ it follows:









In the same way, employing once again (5.2.10), we find











2 (p−1)|H̃v[s](t− s− r)− H̃w[s](t− s− r)|ds








Remark 6.3.12. If t ≤ r, then, we can slightly modify the representation formula for Lv. Indeed,
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|Lv(t, r)| . 1
r
‖v‖pXκ Ĩ0(t, r). (6.3.45)
The estimates for I0(t, r), Ĩ0(t, s) and I1,±(t, r) are based on the next lemma.
Lemma 6.3.13. Let p > p0(3 + µ1), µ1 ∈ [2, 1 +
√









(p− 1) if p ∈ (p0(3 + µ1), pFuj(µ1)), (6.3.46)
µ1





(p− 1) if p = pFuj(µ1), (6.3.47)
1





(p− 1) if p > pFuj(µ1). (6.3.48)




〈η + ξ〉〈η − ξ〉−
µ1
2 (p−1)〈η〉−p(κ−1)dη . 〈ξ〉−(κ−p). (6.3.49)
Remark 6.3.14. Now we may consider only the case µ1 ≤ 1 +
√
5.
Firstly, for µ1 ≤ 1 +
√
5 it holds p0(3 + µ1) ≤ pFuj(µ1). Thus, we have to consider three different
cases for κ (of course, only one case for the limit value µ1 = 1 +
√
5), as we will see in the proof.
Indeed, p0(3 + µ1) < pFuj(µ1) is equivalent to
√
(µ1+4)2+8(µ1+2)




However, for nonnegative µ1 the right-hand side is always positive, thus, we can take the squared
powers of each side, obtaining after some straightforward computations the inequality
µ31 − 8(µ1 + 1) < 0. (6.3.50)
The polynomial












5 as unique positive root and P (x) < 0 for x ∈ (0, 1 +
√
5) . But this is exactly the condition
written above for µ1.
Secondly, for µ1 > 1 +
√
5 we have p0(3 + µ1) > pFuj(µ1). Such relation follows immediately from
the property P (x) > 0 for x > 1 +
√
5.
Nevertheless, one can think that for µ1 > 1 +
√
5 it may be sufficient to replace (6.3.46), (6.3.47)
and (6.3.48) by
1





(p− 1) if p > p0(3 + µ1).













p2 − (µ1 + 2)p+ µ12 ≥ 0.
But such inequality is equivalent to




By straightforward computations, one can prove that p0(3 + µ1) < p̃(µ1) is equivalent to
(µ1 + 2)(µ21 − 2µ1 − 4) > 0,
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and, then, we find the above relation for µ1 > 1 +
√
5.
Summarizing, for µ1 ∈ [2, 1 +
√
5] we have the chain of inequalities
p̃(µ1) < p0(3 + µ1) < pFuj(µ1),
which guarantees for p > p0(3 + µ1) the validity of assumptions (6.3.46), (6.3.47) and (6.3.48). On the
other hand, for µ1 > 1 +
√
5 we have the converse chain of inequalities
pFuj(µ1) < p0(3 + µ1) < p̃(µ1),
which guarantees suitable assumptions on κ just when p ≥ p̃(µ1), leaving open the problem in the
range p ∈ (p0(3 + µ1), p̃(µ1)).
















〈η + ξ〉〈η − ξ〉−
µ1
2 (p−1)〈η〉−p(κ−1)dη.














We study separately the cases p(κ− 1) < 1, p(κ− 1) = 1 and p(κ− 1) > 1.
Case κ > 1 + 1p







2 (p−1) ≤ 〈ξ〉−(κ−p)






Case κ = 1 + 1p
In this case a logarithmic term appears. Hence,
I1(ξ) . 〈ξ〉1−
µ1
2 (p−1) log (〈ξ〉/2) ≤ 〈ξ〉−(κ−p)





(p− 1). But κ = 1 + 1p . So, the previous condition on κ is reduced to the
inequality






which is equivalent to
(2 + µ1)p2 − (4 + µ1)p− 2 > 0. (6.3.51)
The last inequality is obviously satisfied, since p > p0(3 + µ1). Let us remark that the previous
inequality is also useful to see that we have a not empty range of admissible values of κ in the previous
case.
Case κ < 1 + 1p








2 (p−1)−p(κ−1) ≤ 〈ξ〉−(κ−p)
if and only if κ ≥ 2p−1 −
µ1
2 . We underline that also in this case the condition p > p0(3 +µ1) guarantees





2 < 1 +
1
p














then, it holds I1(ξ) . 〈ξ〉−(κ−p).











〈η + ξ〉〈η − ξ〉−
µ1
2 (p−1)〈η〉−p(κ−1)dη.
Let us begin with the estimate of I2,1(ξ). We consider separately the cases ξ ≥ 0 and ξ ≤ 0.
Case ξ ≥ 0










〈ξ〉1−p(κ−1) if µ12 (p− 1) > 1,
〈ξ〉1−p(κ−1) log(〈ξ/2〉) if µ12 (p− 1) = 1,
〈ξ〉2−p(κ−1)−
µ1
2 (p−1) if µ12 (p− 1) < 1.
Hence, we have I2,1(ξ) . 〈ξ〉−(κ−p) if and only if
1
p−1 ≤ κ if p > pFuj(µ1),
µ1




2 ≤ κ if p < pFuj(µ1).




2 ≤ κ, which is the lower
bound for κ coming from the estimate of the term I1(ξ), exactly when p > pFuj(µ1).
Case ξ ≤ 0









2 (p−1)−p(κ−1)+2 ≤ 〈ξ〉−(κ−p),
where the last inequality is true if and only if κ ≥ 2p−1 −
µ1
2 .
Let us estimate I2,2(ξ). Also for this term we distinguish between the cases ξ ≥ 0 and ξ ≤ 0.
Case ξ ≥ 0









2 (p−1)−p(κ−1)+2 ≤ 〈ξ〉−(κ−p),
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where again the last inequality is true if and only if κ ≥ 2p−1 −
µ1
2 .
Case ξ ≤ 0












p−1 ≤ κ if p > pFuj(µ1),
µ1




2 ≤ κ if p < pFuj(µ1).
This concludes the proof.
Proposition 6.3.15. Let p > p0(3 + µ1). Let µ1 ∈ [2, 1 +
√




r〈t+ r〉−κ if t ≥ 2r or 0 ≤ r ≤ 1,
〈t− r〉−(κ−1) if r ≤ t ≤ 2r and r ≥ 1.
Moreover,
Ĩ0(t, r) . 〈t− r〉−(κ−1) if t ≤ r and r ≥ 1.
In particular, the estimates (6.3.39) and (6.3.43) hold.
Proof. We consider first I0(t, r). Since |t − s − r| ≤ t − s + r (we are working only with r ≥ 0), it
follows:









We perform the change of variables ξ = s+ ρ, η = ρ− s. Being ρ, s ≥ 0, we get |η| ≤ ξ. On the other
hand, ρ ∈ [max{0, t− s− r}, t− s+ r] implies
ξ = s+ ρ ≤ t+ r,


















where in the last inequality we used Lemma 6.3.13. Now we estimate the last integral in different
zones of the (t, r)-plane.
Zone t ≥ 2r
For ξ ∈ [t− r, t+ r] we have the equivalence 〈ξ〉 ≈ 〈t+ r〉. Then, from (6.3.52) it follows
I0(t, r) . r〈t+ r〉−κ.
Zone 0 ≤ r ≤ 1 and t ≤ 2r
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In this zone we have the equivalence 〈t+ r〉 ≈ 1. So it is sufficient to show that I0(t, r) . r, but this
is clear being κ > 0.
Zone r ≥ 1 and r ≤ t ≤ 2r




〈ξ〉−κdξ . 〈t− r〉−(κ−1).
Now we estimate Ĩ0(t, r) for r ≥ 1 and t ≤ r.










From s ≥ 0 and ρ ≥ r− (t− s) we have r− t ≤ η ≤ ξ, while from s ≥ 0 and |ρ− r| ≤ t− s it follows







〈η + ξ〉〈η − ξ〉−
µ1
2 (p−1)〈η〉−p(κ−1)dηdξ.







〈ξ〉−κdξ . 〈t− r〉1−κ,
where we used again the condition κ > 1.
Finally, we prove (6.3.39). We know that (6.3.41) and (6.3.45) hold for t ≥ r and t ≤ r, respectively.
For t ≥ 2r or 0 ≤ r ≤ 1, using the relation 〈t+ r〉 ≥ 〈t− r〉 and combining the estimates for I0(t, r)
and Ĩ0(t, r), we find
|Lv(t, r)| . 〈t+ r〉−κ‖v‖pXκ ≤ 〈t+ r〉
−1〈t− r〉−(κ−1)‖v‖pXκ .
If t ≤ 2r and r ≥ 1, then, we have
|Lv(t, r)| . 1
r
〈t− r〉−(κ−1)‖v‖pXκ . 〈t+ r〉
−1〈t− r〉−(κ−1)‖v‖pXκ ,
where we used the equivalence r ≈ 〈r〉 ≈ 〈t+ r〉 in the last inequality.
Since








I0(t, r) for t ≥ r,








Ĩ0(t, r) for t ≤ r,
in the same way one can prove (6.3.43). This concludes the proof.
Proposition 6.3.16. Let p > p0(3 + µ1). Let µ1 ∈ [2, 1 +
√




〈t− r〉−κ if t ≥ 2r,
〈t− r〉−(κ−1) if t ≤ 2r,
and
I1,+(t, r) . 〈t+ r〉−κ.
In particular, the estimates (6.3.40) and (6.3.44) hold.
Proof. We begin with the estimate of I1,−(t, r).
Zone t ≥ 2r
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If s ∈ [t− r, t], then,
s+ |t− s− r| = 2s− (t− r) ≤ 2s− r ≤ 2t− r ≤ 3(t− r),
s+ |t− s− r| ≥ s+ (t− s− r) = t− r,
so s+ |t− s− r| ≈ t− r. On the other hand, for s ∈ [0, t− r] we have s+ |t− s− r| = t− r.
Consequently,





2 (p−1)〈s− |t− s− r|〉−p(κ−1)〈t− s− r〉ds







2 (p−1)〈2s− t+ r〉−p(κ−1)〈t− s− r〉ds,





2 (p−1)〈t− s− r〉ds.
For the second term we have













2 (p−1)〈r〉2 . 〈t− r〉2−p(κ−1)−
µ1
2 (p−1).
Since κ ≥ 2p−1 −
µ1
2 , we find the desired estimate Q+ . 〈t− r〉
p−κ.







〉−µ12 (p−1) 〈η〉−p(κ−1) 〈η − t−r2 〉 dη = I ( r−t2 ) . 〈t− r〉p−κ. (6.3.53)
Combining the estimate for Q+ and Q− we get I1,−(t, r) . 〈t− r〉−κ.
Zone t ≤ 2r



















2 (p−1)〈2s− t+ r〉−p〈t− s− r〉ds
= 〈t− r〉−p(κ−1)Q#+ .
Let us observe that (6.3.53) holds for any t ≥ r, so we obtain Q̃− . 〈t− r〉−κ. On the other hand,
being p > 1 and κ > 1, in order to show Q̃+ . 〈t− r〉−(κ−1) it is sufficient to prove that Q#+ is bounded.






2 (p−1)〈s− t+ r〉−(p−1)ds.
If t ≥ r and s ∈ [0, (t− r)/2], then,
〈s− (t− r)〉 = 1− s+ (t− r) ≥ 1 + s = 〈s〉.
So, we get 〈s− (t− r)〉−(p−1) ≤ 〈s〉−(p−1).
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When t ≥ r and s ≥ t− r, it holds
〈s− (t− r)〉 = 1 + s+ (r − t) ≤ 〈s〉.
Even when t ≥ r and s ∈ [(t− r)/2, t− r], we find
〈s− (t− r)〉 = 1 + t− r − s ≤ 1 + t−r2 ≤ 〈s〉.












































2 +1)(p−1) ∈ L1([0,∞)) and, consequently, we may estimate Q#+ by a constant.
Combining the estimates for Q̃−, Q̃+ and Q#+ , for t ≤ 2r we arrive at
I1,−(t, r) = Q̃− + Q̃+ = 〈t− r〉−pQ− + 〈t− r〉−p(κ−1)Q#+
. 〈t− r〉−p−κ + 〈t− r〉−p(κ−1) . 〈t− r〉−(κ−1).
The estimate for I1,+(t, r) is simpler to get. In fact, because of t− s+ r ≥ 0





2 (p−1)〈2s− t− r〉−p(κ−1)〈t− s+ r〉ds.
After the change of variables η = s− t+r2 , applying Lemma 6.3.13 once more, we find






〉−µ12 (p−1) 〈η〉−p(κ−1) 〈η − t+r2 〉 dη





Finally, we prove (6.3.40) and (6.3.44).
For t ≥ 2r, using the relations 〈t+ r〉 ≈ 〈t− r〉 and 〈r〉 ≥ 1, we have
|∂r(rLv)(t, r)| . ‖v‖pXκ
(




〈t− r〉−κ + 〈t+ r〉−κ
)
. 〈r〉〈t+ r〉−1〈t− r〉−(κ−1)‖v‖pXκ .
If t ≤ 2r, then, 〈t+ r〉 ≈ 〈r〉. Therefore,
|∂r(rLv)(t, r)| . ‖v‖pXκ(I1,−(t, r) + I1,+(t, r))
. ‖v‖pXκ(〈t− r〉
−(κ−1) + 〈t+ r〉−κ) . ‖v‖pXκ〈t− r〉
−(κ−1)
. 〈r〉〈t+ r〉−1〈t− r〉−(κ−1)‖v‖pXκ .
In the same way one can prove (6.3.44). Hence, the proof is completed.
Theorem 6.3.17. Let p > p0(3 + µ1). Let µ1 ∈ [2, 1 +
√
5] and κ be as in Theorem 6.3.9. There
exists a constant ε0 > 0 such that for any initial data
(f, g) ∈ (Aκ ∩ C2(R))× (Bκ+1 ∩ C1(R))
satisfying ‖(f, g)‖Aκ×Bκ+1 < ε0 the Cauchy problem (6.3.20) admits a unique global (in time) small
data solution v = v(t, r) in the sense of Definition 6.3.3.
In particular, v ∈ Xκ and the following decay estimate holds:
|v(t, r)|+ |∂rv(r, t)| . 〈t+ |r|〉−1〈t− |r|〉−(κ−1)‖(f, g)‖Aκ×Bκ+1 . (6.3.54)
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Proof. Let us define the sequence {vn}n∈N
v0 = ∂tw[Hf ] + w[Hg], vn+1 = v0 + Lvn.
From Theorems 6.3.7 and 6.3.9 we get
‖vn+1‖Xκ ≤ ‖v0‖Xκ + C1‖vn‖
p
Xκ
≤ C0ε+ C1‖vn‖pXκ ,




























then, for ε0 < ε we find via an induction argument
‖vn‖Xκ ≤ 2C0ε, (6.3.55)
‖vn+1 − vn‖Xκ ≤ 2−n‖v1 − v0‖Xκ . (6.3.56)
By (6.3.56) we have that {vn}n∈N is a Cauchy sequence. Denote by v the limit of this sequence in
Xκ. Being the operator L locally Lipschitz, we have that v is solution of the equation
v = v0 + Lv.
Then, using Proposition 6.3.8, we have the searched solution of (6.3.16). The decay estimate follows
passing to the limit in (6.3.55).
Remark 6.3.18. The statement of Theorem 6.3.1 follows immediately from the above theorem.
Remark 6.3.19. From the decay estimate (6.3.54) we can derive an estimate for the solution of our
starting Cauchy problem (6.1.1). Coming back, by the inverse dissipative transformation, we find
|u(t, x)| . 〈t〉−
µ1
2 〈t+ |x|〉−1〈t− |x|〉−(κ−1).
The worst situation is close to the light cone {(t, x) : |x| = t}, there we conclude
|u(t, x)| . 〈t〉−(
µ1
2 +1) = 〈t〉−
(3+µ1)−1
2 .
For solutions of the wave equation in dimension n the decay is 〈t〉−n−12 and we proved the shift of
the Strauss exponent p0(3)→ p0(3 + µ1) (in the radial case) for the critical exponent of the Cauchy
problem (6.1.1) when n = 3 and δ = 1, it is not surprising to find the previous decay rate for u.
6.4. Case n ≥ 5 odd
In this section we are going to generalize the approach for radial solutions seen in Section 6.3 to odd
spatial dimension n ≥ 5. We will follow the approach developed in [49, 52, 50, 53, 51, 14].
More precisely, we are going to prove a global (in time) existence result in the radial case for the
Cauchy problem (6.1.1) under the assumptions that µ1 ≥ 2 is smaller than or equal to a constant
depending on n and µ1, µ22 fulfill the relation δ = 1.
As we have done in Section 6.3, we will require some decay properties for the radial initial data that
are automatically satisfied in the case of “small” compactly supported data.
The main difficulty with respect to the case n = 3 consists in the integral representation formula for
the solution of the corresponding linear Cauchy problem, as we will see in the upcoming proofs.
Analogously to what we have done in Section 6.3 in the case n = 3, we can perform the change of
variables v(t, x) = 〈t〉
µ1
2 u(t, x), arriving at the Cauchy problem
vtt −∆v = 〈t〉−
µ1
2 (p−1)|v|p, t > 0, x ∈ Rn,
v(0, x) = f(x), x ∈ Rn,
vt(0, x) = g(x), x ∈ Rn,
(6.4.57)
where f(x) = u0(x) and g(x) = u1(x) + µ12 u0(x).
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Since we are interested in radial solutions, we will look for a solution of (6.4.57) that solves
vtt − vrr − n−1r vr = 〈t〉
−µ12 (p−1)|v|p, t > 0, r > 0,
v(0, r) = f(r), r > 0,
vt(0, r) = g(r), r > 0,
(6.4.58)
possibly allowing a singular behavior of the derivatives of the solution in r = 0.
6.4.1. Linear radial wave equation
We recall now some known results for radial solutions of the linear free wave equation. According to








f(λ)K(λ, t, r) dλ, (6.4.59)
where










φm(λ, t, r), 2m+ 3 = n,
φ(λ, t, r) = (λ− (t− r))(λ− (t+ r)),
is a solution to the to linear wave equation
vtt − vrr − n−1r vr = 0, t > 0, r > 0,
v(0, r) = f(r), r > 0,
vt(0, r) = g(r), r > 0,
(6.4.60)
provided that f ∈ C2((0,∞)) and g ∈ C1((0,∞)).
In the following lemma we recall some known estimates for the kernel function K(λ, t, r) that will
be helpful afterwards.
Lemma 6.4.1. Let (t, r) ∈ [0,∞)× (0,∞) such that |t− r| ≤ λ ≤ t+ r. Then, it holds
|K(λ, t, r)| . r−m−1λm+1. (6.4.61)
Furthermore, if t ≤ 2r, then, we get
|∂rK(λ, t, r)| . r−m−1λm. (6.4.62)
Proof. See [52, Lemma 2.3].
Since we are going to consider a suitable weighted supremum norm for the solution of the semilinear
Cauchy problem, as we have done in Section 6.3, it is reasonable to require some decay conditions for
f, g.
Namely, we assume
|f (j)(r)| ≤ ε〈r〉−(κ+j), for j = 0, 1, 2, (6.4.63)
|g(j)(r)| ≤ ε〈r〉−(κ+1+j), for j = 0, 1, (6.4.64)
where ε, κ are positive parameters we will fix afterwards.
In order to define suitably the weight functions in the norm for the solution space, we have firstly
to derive some a priori estimates for solutions to the corresponding the linear homogeneous Cauchy
problem. For the proof of the following two lemmas one can see [50, Lemma 2.4 and Lemma 2.5].
Lemma 6.4.2. Let v0 = v0(t, r) be the solution to the linear Cauchy problem (6.4.60) defined by
(6.4.59). Let (t, r) ∈ [0,∞)× (0,∞) be such that t ≥ 2r. Then, we have for α = 0, 1









Gj(λ) = λj+1g(λ) + (λj+1f(λ))′, 0 ≤ j ≤ m− 1,
Gm(λ) = −(λm+1g(λ))′ + (λm+1f(λ))′′.
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Lemma 6.4.3. Let v0 = v0(t, r) be the solution to the linear Cauchy problem (6.4.60) defined by
(6.4.59). Let (t, r) ∈ [0,∞)× (0,∞) be such that t ≤ 2r. Then, we have









r−m−1|t± r|m+1|f(|t± r|)|, (6.4.66)















|g(|t± r|)|+ |f ′(|t± r|)|
)
. (6.4.67)
Finally, we recall the decay estimates for the solution to the linear Cauchy problem (6.4.60).
Proposition 6.4.4. Let v0 = v0(t, r) be the solution to the linear Cauchy problem (6.4.60) defined by
(6.4.59), with f ∈ C2((0,∞)), g ∈ C1((0,∞)) satisfying (6.4.63) and (6.4.64) for some κ > m+ 1 and
ε > 0. Then, we have for any (t, r) ∈ [0,∞)× (0,∞)
|v0(t, r)| ≤ C0 ε r1−m〈r〉−1ψκ(t, r), (6.4.68)
|∂rv0(t, r)| ≤ C0 ε r−mψκ(t, r), (6.4.69)
where C0 is a positive constant that is independent of (t, r) and the function ψκ(t, r) is defined by
ψκ(t, r) = 〈t+ r〉−1〈t− r〉−κ+m+1. (6.4.70)
Proof. Combining the results of Lemmas 6.4.2 and 6.4.3, we get the desired estimates (for further
details see also [50, Proposition 2.3]).
Remark 6.4.5. Let us underline that the estimates in (6.4.68) and (6.4.69) for n ≥ 5 are singular as
r → 0+, differently from those in the case n = 3.
6.4.2. Semilinear radial wave equation
Let us deal with the semilinear Cauchy problem (6.4.58). If we derive a global (in time) existence
result for such a problem, then, by using the back-transformation u(t, x) = 〈t〉−
µ1
2 v(t, r), with r = |x|,
we get a global existence result even for the model (6.1.1).
Firstly, we clarify to what kind of solutions we are interested in. Let us introduce the following














rm−1〈r〉|v(t, r)|+ rm|∂rv(t, r)|
)
ψκ(t, r)−1 (6.4.71)
for a suitable constant κ > m+ 1, being the weight function ψκ defined by (6.4.70).
Thanks to Proposition 6.4.4, it follows immediately
‖v0‖Xκ ≤ C0 ε, (6.4.72)
where v0 = v0(t, r) defined by (6.4.59) is the solution of the corresponding linear and radial Cauchy
problem (6.4.60).















|v(τ, λ)|pK(λ, t− τ, r)dλdτ with λ± = t− τ ± r. (6.4.73)
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Being the model (6.4.60) invariant by time translations, according to Duhamel’s principle Lv is the
solution to the Cauchy problem
wtt − wrr − n−1r wr = 〈t〉
−µ12 (p−1)|v|p, t > 0, r > 0,
w(0, r) = 0, r > 0,
wt(0, r) = 0, r > 0.
Therefore, we introduce the following definition:
Definition 6.4.6. We say that v = v(t, r) is a radial solution to (6.4.57) in Xκ, if v ∈ Xκ for some
κ > m+ 1 and
v(t, r) = v0(t, r) + Lv(t, r) for any t ≥ 0 , r > 0.
6.4.3. Preliminary results
Before stating the global (in time) existence of classical solutions for the semilinear model (6.4.58), it is
useful to prove some preliminary results. Let us start with the n dimensional variant of Lemma 6.3.13.






2 (p−1)〈η + ξ〉1−m(p−1)〈η〉−p(κ−(m+1))dη,

















Let us choose κ in the following way:










2 + 1) if p ∈
(







































2 + 1) if p = pFuj(µ1),
1


















2 + 1) if p ≥ pFuj(n− 1).
Then, the integral I(ξ) can be estimated for any ξ ≥ 0 as follows:
I(ξ) . 〈ξ〉−(κ−m−p). (6.4.75)
Remark 6.4.8. Let us underline that the choice of κ in Lemma 6.4.7 guarantees in all subcases that
κ > m+ 1 = n−12 . (6.4.76)
Furthermore, the assumptions made on κ imply always the lower bound
κ ≥ 2p−1 −
µ1
2 . (6.4.77)
We are going to use several times the lower bounds (6.4.76) and (6.4.77) for κ in the proof of the
results of this section.
Remark 6.4.9. Let us underline that formally M1(3) = 1 +
√
5. So we find an upper bound for µ1
which is consistent with the one obtained in Section 6.3 for the case n = 3.
Moreover, the conditions on κ when µ1 ∈ [n − 1,M1(n)] are exactly those we have seen in the
statement of Lemma 6.3.13. This is reasonable, since for n = 3 the interval [2, n− 1] collapses into a
single point.
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Proof of Lemma 6.4.7. Following the approach of [16], we split the integral into three subintegrals


















〈η + ξ〉1−m(p−1)〈η − ξ〉−
µ1
2 (p−1)〈η〉−p(κ−(m+1))dη.
Let us start with I1(ξ). Since for η ∈ [− ξ2 ,
ξ












2 )(p−1) if κ > 1p +m+ 1,
〈ξ〉1−(m+
µ1
2 )(p−1) log〈ξ〉 if κ = 1p +m+ 1,
〈ξ〉2−(m+
µ1
2 )(p−1)−p(κ−(m+1)) if κ < 1p +m+ 1.
In the first case, we have
〈ξ〉1−(m+
µ1
2 )(p−1) . 〈ξ〉−(κ−m−p)
if and only if κ ≤
(











p +m+ 1, (m+
µ1





as range for admissible κ in the first case. Using the condition p > p0(n+ µ1), it is possible to choose
κ in such a way.
For κ = 1p +m+ 1, we find
〈ξ〉1−(m+
µ1
2 )(p−1) log〈ξ〉 . 〈ξ〉−(κ−m−p)
because we are considering p > p0(n+ µ1).
In the third case we may estimate
〈ξ〉2−(m+
µ1
2 )(p−1)−p(κ−(m+1)) . 〈ξ〉−(κ−m−p),
assuming κ ≥ 2p−1 −
µ1











Employing again p > p0(n+ µ1), we find that this range for κ is not empty.




























〈ξ〉1−m(p−1)−p(κ−(m+1)) if p > pFuj(µ1),
〈ξ〉1−m(p−1)−p(κ−(m+1)) log〈ξ〉 if p = pFuj(µ1),
〈ξ〉2−(m+
µ1
2 )(p−1)−p(κ−(m+1)) if p < pFuj(µ1).
Analogously as in the estimate of I1(ξ), we find that
I2(ξ) . 〈ξ〉−(κ−m−p),
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provided that 
κ ≥ 1p−1 if p > pFuj(µ1),
κ > µ12 if p = pFuj(µ1),
κ ≥ 2p−1 −
µ1
2 if p < pFuj(µ1).









2 (p−1)−p(κ−(m+1)) if p > pFuj(m),
〈ξ〉−
µ1
2 (p−1)−p(κ−(m+1)) log〈ξ〉 if p = pFuj(m),
〈ξ〉2−(m+
µ1
2 )(p−1)−p(κ−(m+1)) if p < pFuj(m),
. 〈ξ〉−(κ−m−p),
where, in order to allow the validity of the last inequality, we have to make the following assumptions
on κ: 
κ ≥ m− µ12 if p > pFuj(m),
κ > m− µ12 if p = pFuj(m),
κ ≥ 2p−1 −
µ1
2 if p < pFuj(m).
In particular, if we assume that κ > m+1 and κ ≥ 2p−1 −
µ1
2 , then, the estimate I3(ξ) . 〈ξ〉
−(κ−m−p)
is always fulfilled.
Since we have to require always the validity of the condition κ > m+ 1 for κ, it is useful to find the




p−1 , are exactly equal
to m+ 1. These bounds are given by pFuj(n−1+µ12 ) and pFuj(n− 1), respectively.
Thanks to these remarks, we get
max
{




















m+ 1 if p ≥ pFuj(n− 1),
1
p−1 if p ≤ pFuj(n− 1).
Moreover, it holds
pFuj(n− 1) ≤ p0(n+ µ1) < pFuj(n−1+µ12 ) ≤ pFuj(µ1) for µ1 ∈ [2,
(n−1)2
n+1 ],
p0(n+ µ1) ≤ pFuj(n− 1) ≤ pFuj(n−1+µ12 ) ≤ pFuj(µ1) for µ1 ∈ [
(n−1)2
n+1 , n− 1],
p0(n+ µ1) ≤ pFuj(µ1) ≤ pFuj(n−1+µ12 ) ≤ pFuj(n− 1) for µ1 ∈ [n− 1,M1(n)].
Among the previous inequalities the relations between the shift of the Strauss exponent and the shifts
of Fujita exponent are less straightforward to prove than the others. Let us show how to prove that
p0(n+µ1) < pFuj(µ1) for µ1 ∈ [2,M1(n)]. By definition of the Strauss exponent, it follows immediately
that p0(n+ µ1) < pFuj(µ1) is equivalent to require:
(n+ µ1 − 1)pFuj(µ1)2 − (n+ µ1 + 1)pFuj(µ1)− 2 > 0,
that is,
µ21 − (n− 1)µ1 − 2(n− 1) < 0.
The previous quadratic equation has positive discriminant for all n ≥ 5 and its two roots have
different sign, according to Descartes’ rule. Thus, remembering that we are working with µ1 ≥ 2, we
get the condition p0(n+ µ1) < pFuj(µ1) provided that µ1 ∈ [2,M1(n)]. In particular, we see how the
upper bound for µ1 comes into play.
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Analogously, one can prove that the condition
pFuj(n−1+µ12 ) > p0(n+ µ1)
is always fulfilled for any µ1 ≥ 2 and that
pFuj(n− 1) ≥ p0(n+ µ1) for µ1 ≥ (n−1)
2
n+1 .
Combining the restrictions on κ coming from the estimates of I1, I2 and I3 with all possible
dispositions of the exponents p0(n+ µ1), pFuj(µ1), pFuj(n−1+µ12 ), pFuj(n− 1) on the real line, we may
conclude the statement.
Remark 6.4.10. In each one of previous subcases for the choice of κ in a suitable interval, that
depends on µ1 and p, one can see that the range of admissible parameters κ is not empty.













is equivalent to the requirement
(n+ µ1 − 1)p2 − (n+ µ1 + 1)p− 2 > 0,
which is true in all cases we are dealing with, since we are considering p > p0(n+ µ1).











, we have a not empty set because of
p > p0(n+ µ1). Indeed, the nonemptiness of such range for κ is equivalent to p > pFuj(n− 1 + µ1).
However, the following chain of inequalities holds
p0(n+ µ1) ≥ pFuj(n− 1 + µ12 ) > pFuj(n− 1 + µ1),
and, then, thanks to the assumption p > p0(n+ µ1), we are always working with p > pFuj(n− 1 + µ1).












equivalent to the solvability of the quadratic equation
(n+ µ1 − 1)p2 − (n+ 2µ1 + 1)p+ µ1 ≥ 0.
The positive solution to the quadratic equation related to the previous inequality is given by
p̃(µ1, n) =
n+ 1 + 2µ1 +
√
(n+ 1)2 + 8µ1
2(n+ µ1 − 1)
.
One can prove that p0(n+ µ1) ≥ p̃(µ1, n) when µ1 ≤M1(n), with, of course, reversed inequality if
we consider µ1 above M1(n). Therefore, even in this last case we find a not empty range of values for
κ. Let us point out that, in order to study the condition p0(n+ µ1) ≥ p̃(µ1, n), one has to solve the
cubic inequality
µ31 − (n2 − 1)µ1 − 2(n− 1)2 > 0.
Once that we remark that a quadratic factor of the above cubic polynomial is µ21−(n−1)µ1−2(n−1)
(which we met in the study of the condition p0(n+ µ1) < pFuj(µ1) in the proof of Lemma 6.4.7), the
desired condition follows immediately.
Remark 6.4.11. Let us explain now why we are not able to prove Lemma 6.4.7 for p > p0(n+ µ1) if
we deal with the case µ1 > M1(n).
Indeed, in this case we have that p0(n+ µ1) > pFuj(µ1) and, therefore, one could think to change
the assumption on κ in Lemma 6.4.7 in the following way:
1






2 + 1) if p0(n+ µ1) < p < pFuj(n− 1),
n−1






2 + 1) if p ≥ pFuj(n− 1).
Nevertheless, as we observed in Remark 6.4.10, now we are in the case in which p̃(µ1, n) > p0(n+µ1)
and there would be an empty range of admissible parameters κ for exponents p close to p0(n+ µ1).
Namely, if we worked with the approach of this section even for µ1 > M1(n), then, we would get a
global existence result just for p > p̃(µ1, n) > p0(n + µ1) , finding a gap between the range for the
blow-up result and the range for the global in time existence result.
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In the next result we prove some estimates that we will use in order to deal with the nonlinearity in
the weighted L∞t L∞r space that we will consider in the next section as space for solutions.




and µ1 ∈ [2,M1(n)],


























2 ) ≤ p < pFuj(m),










2 + 1) if p0(n+ µ1) < p < pFuj(µ1),
µ1






2 + 1) if p = pFuj(µ1),
1






2 + 1) if pFuj(µ1) < p < pFuj(n− 1),
n−1






2 + 1) if pFuj(n− 1) ≤ p < pFuj(m),
for µ1 ∈ [n− 1,M1(n)].


















λm−(m−1)p〈λ〉1−pψκ(τ, λ)pdλ dτ . rψκ(t, r). (6.4.79)
Moreover, if t ≥ 2r, then, we get








λ−m(p−1)+1ψκ(τ, λ)pdλ dτ . rψκ(t, r). (6.4.80)












2 (p−1)〈λ−〉−m(p−1)+1ψκ(τ, |λ−|)pdτ . rψκ(t, r). (6.4.82)
Here λ± = t− τ ± r and ψκ(t, r) is defined by (6.4.70).
Proof. In order to prove the estimates for I(t, r), J(t, r), J ′(t, r), P+(t, r) and P−(t, r), we split the
(t, r)-plane in different zones.
Estimate for I(t, r)
We perform the change of variables ξ = λ+ τ, η = λ− τ . On the one hand, we have ξ ≤ t+ r and
ξ ≥ |λ−|+ τ ≥ λ− + τ = t− r
ξ ≥ |λ−|+ τ ≥ −λ− + τ = −t+ r + 2τ ≥ −t+ r = −(t− r),
so that |t− r| ≤ ξ ≤ t+ r. On the other hand, being τ and λ nonnegative on the domain of integration


























where in the last inequality we employed Lemma 6.4.7. Let us consider separately two different
subcases.
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〈ξ〉−κ+m dξ . 〈t− r〉−κ+mr . rψκ(t, r),
where in the second last inequality we used that 〈ξ〉−κ+m is decreasing on the domain of integration
and in the last inequality the relation 〈t− r〉 ≈ 〈t+ r〉 for t ≥ 2r or r ≤ 1 is employed.
Case t ≤ 2r and r ≥ 1




〈ξ〉−κ+m dξ . 〈t− r〉−κ+m+1 ≈ 〈t− r〉−κ+m+1〈t+ r〉−1r = rψκ(t, r),
where in the last estimate the equivalence r ≈ 〈t + r〉 for t ≤ 2r and r ≥ 1 is used. So, we proved
(6.4.78).
Estimate for J(t, r)
We split the domain of integration with respect to τ in three different regions, as follows:
Ω1 = {τ ∈ [0, t] : |λ−| ≤ 1 and λ+ ≤ 1}, Ω2 = {τ ∈ [0, t] : |λ−| ≤ 1 and λ+ ≥ 1},






























































λm−(m−1)p〈λ〉1−pψκ(τ, λ)pdλ dτ + 2I(t, r),
where we denote Ω = Ω1 ∪ Ω2 = {τ ∈ [0, t] : |λ−| ≤ 1} and in the last inequality we used
λm−(m−1)p〈λ〉1−p ≈ 〈λ〉−m(p−1)+1 for λ ≥ 1. Since we have already shown (6.4.78), it remains
to show that also the integral over Ω on the right-hand side of the previous inequality can be controlled
by rψκ(t, r).



















λm−(m−1)pdλ dτ + I(t, r) = J̃ + I(t, r).
In order to show (6.4.79), it is sufficient to prove that J̃ . rψκ(t, r). We consider separately the
case t ≥ 2r or r ≤ 1 and the case t ≤ 2r and r ≥ 1.
Case t ≥ 2r or r ≤ 1
6.4. Case n ≥ 5 odd 119
Since Ω = [t− r− 1, t− r+ 1]∩ {τ ≥ 0}, then, 〈τ〉 ≈ 〈t− r〉 for τ ∈ Ω. Indeed, when τ ∈ Ω, for t ≥ 2r
it holds
〈τ〉 ≤ 1 + (t− r + 1) ≤ 2〈t− r〉,
2〈τ〉 ≥ 2 + τ ≥ 2 + (t− r − 1) = 〈t− r〉,
while for r ≤ 1 and t ≤ 2r it results
〈τ〉 ≤ 1 + t ≤ 1 + 2r ≤ 3 ≤ 3〈t− r〉,
1 + t− r ≤ 1 + t ≤ 1 + 2r ≤ 3 ≤ 3〈τ〉,
1 + r − t ≤ 1 + r ≤ 2 ≤ 2〈τ〉.
Therefore,








If m− (m− 1)p > 0, being the function λm−(m−1)p bounded on [|λ−|,min(1, λ+)], we obtain










2 (p−1)−(κ−m)p meas(Ω)(λ+ − λ−) . 2r〈t− r〉−
µ1
2 (p−1)−(κ−m)p.
On the other hand, when m− (m− 1)p < 0, we get











2 (p−1)−(κ−m)p(λ+ − |λ−|)
∫ t−r+1
t−r−1






|%|m−(m−1)p d% . 2r〈t− r〉−
µ1
2 (p−1)−(κ−m)p,
where in the last inequality we used the condition
m− (m− 1)p > −1, (6.4.83)
in order to guarantee |%|m−(m−1)p ∈ L1([−1, 1]).
Let us underline that the condition (6.4.83) follows from the assumptions on p we pose in this
theorem. Indeed, (6.4.83) is equivalent to require that p < m+1m−1 =
n−1
n−5 when n ≥ 7 and is always




n−5 for n ≥ 7.
Consequently, the upper bound p < 1 + 2m implies, in particular, that (6.4.83) is satisfied for the
admissible range of parameters p.
Concluding, we have for t ≥ 2r or r ≤ 1
J̃ . r〈t− r〉−
µ1
2 (p−1)−(κ−m)p . r〈t− r〉−(κ−m) ≈ rψκ(t, r),
where in the last step we used 〈t+ r〉 ≈ 〈t− r〉 for t ≥ 2r or r ≤ 1.
Case t ≤ 2r and r ≥ 1
Firstly, we observe that Ω = [t− r − 1, t− r + 1] ∩ {τ ≥ 0} is nonempty if and only if t ≥ r − 1.





















2 (p−1)−(κ−m)p dτ ≤ 2〈t− r − 1〉−
µ1
2 (p−1)−(κ−m)p.
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Moreover, 〈t− r − 1〉 & 〈t− r〉. Indeed,
2〈t− r − 1〉 ≥ 2 + |t− r − 1| ≥ 2 + ||t− r| − 1| ≥ 1 + |t− r| = 〈t− r〉. (6.4.84)
Hence, for t ≥ r + 1, it holds
J̃ . 〈t− r〉−
µ1
2 (p−1)−(κ−m)p . 〈t− r〉−(κ−m) . r〈t− r〉−κ+m+1〈t+ r〉−1 = rψκ(t, r),
where in the last step we used 〈t+ r〉 . 〈r〉 ≈ r for t ≤ 2r and r ≥ 1.






2 (p−1)−(κ−m)p dτ . 1,
being in this case 0 an element of the interval [t− r − 1, t− r + 1].
Thus, using (6.4.83) and the condition |t− r| ∈ [0, 1], we have
J̃ . 1 = 〈t− r〉−
µ1





2 (p−1)−(κ−m)p . 〈t− r〉−(κ−m).
Finally, using the inequality r & 〈t+ r〉 for t ≤ 2r and r ≥ 1, we find again the estimate J̃ . rψκ(t, r)
also in the subcase t ∈ [r − 1, r + 1]. Consequently, combining all subcases, we got J̃ . rψκ(t, r) and,
hence, we proved (6.4.79).
Estimate for J ′(t, r)
Now we want to prove the estimate for J ′(t, r) when t ≥ 2r. Let us remark that we can reduce our
considerations to the subcase r ≤ 1. Indeed, if t ≥ 2r and r ≥ 1, then,
λ− = t− τ − r ≥ t− (t− 2r)− r = r ≥ 1
for τ ∈ [0, t− 2r], and, consequently, J ′(t, r) . I(t, r) . rψκ(t, r).
So, let us assume t ≥ 2r and r ≤ 1. Even in this case, as for J(t, r), it is helpful to split the domain
of integration with respect to τ in three subregions
Ω′1 = {τ ∈ [0, t− 2r] : λ− ≤ 1 and λ+ ≤ 1},
Ω′2 = {τ ∈ [0, t− 2r] : λ− ≤ 1 and λ+ ≥ 1},
Ω′3 = {τ ∈ [0, t− 2r] : λ− ≥ 1}.
Analogously to what we did for J(t, r), we may estimate








λ−m(p−1)+1ψκ(τ, λ)p dλ dτ + I(t, r) = J̃ ′ + I(t, r),
where Ω′ = Ω′1 ∪ Ω′2 = {τ ∈ [0, t− 2r] : λ− ≤ 1} = [0, t− 2r] ∩ {τ : τ > t− r − 1}.
Thanks to r ≤ 1, it follows that t−2r ≥ t−r−1, so that Ω′ is not empty and Ω′ = [(t−r−1)+, t−2r].
Also, if we prove that J̃ ′ . rψκ(t, r), then, it follows immediately (6.4.80).










Now we distinguish two subcases.
Case t ≥ r + 1 and r ≤ 1
Being the exponent for 〈τ〉 negative in the previous integral and using (6.4.84), we get















λ−m(p−1)+1 dλ dτ. (6.4.85)
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When −m(p− 1) + 1 ≥ 0, then, (6.4.85) implies




















Otherwise, in the case −m(p− 1) + 1 < 0, by (6.4.85) it follows:





















where in the last inequality we used the condition −m(p− 1) + 1 > −1 (which is equivalent for the
upper bound of p), in order to guarantee the finiteness of the integral.
Summarizing, we proved that J̃ ′ . r〈t − r〉−
µ1
2 (p−1)−(κ−m)p, so, using again 〈t − r〉 ≈ 〈t + r〉 for
t ≥ 2r, eventually, we find
J̃ ′ . r〈t− r〉−
µ1
2 (p−1)−(κ−m)p . r〈t− r〉−(κ−m) ≈ rψκ(t, r).
Case 2r ≤ t ≤ r + 1 and r ≤ 1
Since in this case 〈t− r〉 ≈ 〈t+ r〉 ≈ 1, it is sufficient to show that J̃ ′ . r in order to obtain the same
estimate as before.


























(λ+ − λ−) dτ . r(t− 2r) . r(1− r) . r,






















So, we proved J̃ ′ . rψκ(t, r) for t ≥ 2r and, hence, (6.4.80).
Estimate for P−(t, r)
Let us write down ψκ(τ, |λ−|) more explicitly. So, we have
ψκ(τ, |λ−|) = 〈τ + |λ−|〉−1〈τ − |λ−|〉−κ+m+1
=
{
〈t− r〉−1〈t− r − 2τ〉−κ+m+1 if τ ≤ t− r,
〈t− r − 2τ〉−1〈t− r〉−κ+m+1 if τ ≥ t− r.
(6.4.86)
We consider separately three different cases.
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Case t ≥ 2r and r ≥ 1
We use (6.4.86). Therefore,























2 (p−1)〈t− τ − r〉−m(p−1)+1dτ
= 〈t− r〉−pQ− + 〈t− r〉−(κ−m)pQ+,
where in the inequality we used for t ≥ 2r and τ ≥ t− r the relation
〈t− r − 2τ〉 = 1 + 2τ − t+ r ≥ 1 + t− r = 〈t− r〉.





















2 (p−1)〈r〉−m(p−1)+2 . 〈t− r〉−
µ1
2 (p−1)−m(p−1)+2.
Hence, being r ≥ 1, it holds
〈t− r〉−(κ−m)pQ+ . 〈t− r〉−(κ−m)p−
µ1
2 (p−1)−m(p−1)+2
. 〈t− r〉−(κ−m) . r〈t− r〉−(κ−m),
where in the second inequality we used the condition (6.4.77) on κ.










〈t− r − η〉−
µ1
2 (p−1)〈t− r + η〉−m(p−1)+1〈η〉(−κ+m+1)pdη . 〈t− r〉−(κ−m−p),
where in the last estimate we employed Lemma 6.4.7.
Also,
〈t− r〉−pQ− . 〈t− r〉−(κ−m) . r〈t− r〉−(κ−m).
Summarizing, for t ≥ 2r and r ≥ 1, we have
P−(t, r) . r〈t− r〉−(κ−m) . r〈t− r〉−(κ−m−1)〈t+ r〉−1 = rψκ(t, r),
where in the last inequality we used the relation 〈t− r〉 ≈ 〈t+ r〉 for t ≥ 2r.
Case r ≤ t ≤ 2r and r ≥ 1
By (6.4.86) it follows











2 (p−1)〈λ−〉−m(p−1)+1〈t− r − 2τ〉−pdτ
= 〈t− r〉−pQ− + 〈t− r〉(−κ+m+1)pQ′+.
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We point out that the term Q− can be estimated exactly as in the previous case, so,
Q− . 〈t− r〉−(κ−m−p).

















2 )(p−1)d% . 1.
In the last step we employed the condition
−(m+ 1 + µ12 )(p− 1) < −1, (6.4.87)
in order to guarantee the uniform boundedness of the integral. Indeed, (6.4.87) is equivalent to require
p > pFuj(n + µ1 − 1). However, we assume p > p0(n + µ1) and, therefore, thanks to the inequality
p0(x) ≥ pFuj(x− 1) which is true for any x > 1, in particular, the condition p > pFuj(n+ µ1 − 1) is
fulfilled.
Summarizing, for 1 ≤ r ≤ t ≤ 2r we obtained the estimate
P−(t, r) . 〈t− r〉−pQ− + 〈t− r〉(−κ+m+1)pQ′+ . 〈t− r〉−p〈t− r〉−(κ−m−p) + 〈t− r〉(−κ+m+1)p
. 〈t− r〉−κ+m+1 ≈ 〈t− r〉−κ+m+1〈t+ r〉−1r = rψκ(t, r),
where in the last line we used the relation r ≈ 〈t+ r〉 for t ≤ 2r and r ≥ 1.
Case t ≤ r and r ≥ 1
Using again (6.4.86), we may write





2 (p−1)〈τ − t+ r〉−m(p−1)+1〈2τ − t+ r〉−pdτ.
Since it holds the chain of inequalities 〈τ〉 ≤ 〈τ − t+ r〉 ≤ 〈2τ − t+ r〉 for 0 ≤ τ ≤ t ≤ r , we obtain












. 〈t− r〉(−κ+m+1)p . 〈t− r〉−κ+m+1 ≈ rψκ(t, r),
where we estimated uniformly the integral by a constant, because of the condition (6.4.87), and in the
last step the condition 〈t+ r〉 ≈ r for t ≤ r and r ≥ 1 is used.
Combining the estimates for P−(t, r) in the subcases t ≥ 2r, r ≤ t ≤ 2r and t ≤ r, we have (6.4.82).
Estimate for P+(t, r)
Case t ≥ 2r and r ≥ 1
Since
ψκ(τ, λ+) = 〈τ + λ+〉−1〈τ − λ+〉−κ+m+1 = 〈t+ r〉−1〈t+ r − 2τ〉−κ+m+1, (6.4.88)
then,





2 (p−1)〈t+ r − τ〉−m(p−1)+1〈t+ r − 2τ〉−p(κ−m−1)dτ.
Performing the change of variables η = t+ r− 2τ , τ ∈ [0, t] implies η ∈ [r− t, t+ r] ⊂ [−(r+ t), r+ t]
and, consequently, using the equivalence 〈t+ r〉 ≈ 〈t− r〉 for t ≥ 2r and the estimate of Lemma 6.4.7,
we get for r ≥ 1
P+(t, r) . 〈t+ r〉−p
∫ t+r
−(t+r)
〈t+ r − η〉−
µ1
2 (p−1)〈t+ r + η〉−m(p−1)+1〈η〉−p(κ−m−1)dη
. 〈t+ r〉−p〈t+ r〉−(κ−m−p) = 〈t+ r〉−(κ−m) ≈ 〈t− r〉−κ+m+1〈t+ r〉−1
. r〈t− r〉−κ+m+1〈t+ r〉−1 = rψκ(t, r).
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Case t ≤ 2r and r ≥ 1
We can repeat the same estimate seen in the subcase t ≥ 2r, obtaining again P+(t, r) . 〈t+ r〉−κ+m.
Finally, since 〈t− r〉 ≤ 〈t+ r〉 and r ≥ 1, we have
P+(t, r) . 〈t+ r〉−(κ−m) . 〈t− r〉−κ+m+1〈t+ r〉−1 . rψκ(t, r).
Thus, combining the estimates for the cases t ≥ 2r and t ≤ 2r we have (6.4.81). The proof is
completed.
6.4.4. Global (in time) existence result for radial solutions
In order to prove that the operator
N : v ∈ Xκ −→ Nv = v0 + Lv
has for some κ > m+ 1 a uniquely determined fixed point, which is a radial solution to (6.4.57) in Xκ
according to Definition 6.4.6, we are going to prove the following result. In the formulation of the next
theorem we use the Banach space (Xκ, ‖ · ‖Xκ), where ‖ · ‖Xκ is defined by (6.4.71). Furthermore, we




It is clear that (Xκ, ||| · |||Xk) is not a Banach space. Therefore, we will use the completeness of Xκ only
with respect to ‖ · ‖Xκ , while we will employ ||| · |||Xk just to get the uniqueness, following the approach
of [54]. Besides, it holds ||| · |||Xk ≤ ‖ · ‖Xκ .
Theorem 6.4.13. Let n ≥ 5 be an odd integer. Let us assume p ∈
(
p0(n + µ1), 1 + 2m
)
and





Furthermore, for any p < 2 and any v, w ∈ Xκ we get


















while for any p ≥ 2 and any v, w ∈ Xκ we get







Here C1, · · · , C5 denote positive constants which are independent of t and r.
Proof. Firstly, we want to prove (6.4.89). Let v ∈ Xκ. According to the definition of the norm ‖ · ‖Xκ ,
it holds
|v(τ, λ)| . λ1−m〈λ〉−1ψκ(τ, λ)‖v‖Xκ ,
|∂λv(τ, λ)| . λ−mψκ(τ, λ)‖v‖Xκ .
Therefore,
|v(τ, λ)|p . λ−(m−1)p〈λ〉−pψκ(τ, λ)p‖v‖pXκ , (6.4.93)
|∂λ|v(τ, λ)|p| . |v(τ, λ)|p−1|∂λv(τ, λ)| . λ−(m−1)p−1〈λ〉−(p−1)ψκ(τ, λ)p‖v‖pXκ . (6.4.94)
Let us start with the case r ≤ 1. Using the representation formula (6.4.73), we get for α = 0, 1
















2 (p−1)∂αr ω(t, τ, r)dτ = Aα +Bα.
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Let us begin with the estimate of the term Aα. Of course, it makes sense to consider this term only
in the case t ≥ 2r. Using Lemma 6.4.2 when the initial time is shifted from 0 to τ and the first data is
































λm−(m−1)p〈λ〉−(p−1)ψκ(τ, λ)pdλ dτ ‖v‖pXκ
. r−m−αJ(t, r) ‖v‖pXκ . r
−m+1−αψκ(t, r) ‖v‖pXκ ,
where in the last line we have used (6.4.79) from Lemma 6.4.12.
For the estimate of the term Bα, we consider separately the cases α = 0 and α = 1.





































λm+1−(m−1)pψκ(τ, λ)pdλ dτ ‖v‖pXκ ,
where in the second inequality we used (6.4.66) from Lemma 6.4.3, when the initial time is shifted
from 0 to τ and the first data is identically zero, and in the third inequality we employed (6.4.93).
Now we want to show that
ψκ(τ, λ) . 〈τ〉−κ+m for τ ∈ [t− 2r, t] and λ ∈ [|λ−|, λ+].
Since 〈τ + λ〉 ≥ 〈τ − λ〉 for nonnegative τ, λ and κ > m+ 1, we have
ψκ(τ, λ) = 〈τ + λ〉−1〈τ − λ〉−κ+m+1 . 〈τ − λ〉−κ+m.
Moreover, 〈τ − λ〉 & 〈τ〉 for τ, λ belonging to the domain of integration in the last integral for the
estimate of B0, also,
ψκ(τ, λ) . 〈τ − λ〉−κ+m . 〈τ〉−κ+m.
Indeed,
0 ≤ |λ−| ≤ λ ≤ λ+ = t− τ + r ≤ t− (t− 2r) + r = 3r.
Thus,



















λm+1−(m−1)pdλ dτ ‖v‖pXκ .
Let us remark that the exponent of λ in the internal integral is positive, since m+ 1− (m− 1)p > 0
if and only if p < m+1m−1 when n ≥ 7 (when n = 5 it holds m = 1 and the previous relation is trivially
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fulfilled). However, we assume p < n+1n−3 = pFuj(m), so, being the Fujita exponent decreasing, it is







2 (p−1)−(κ−m)pdτ ‖v‖pXκ . (6.4.95)
We assumed for p the upper bound 1 + 2m or, equivalently, that m(p− 1)− 2 < 0.
Hence,
−µ12 (p− 1)− (κ−m)p = −
µ1
2 (p− 1)− (κ−m)− (κ−m)(p− 1)
= −µ12 (p− 1)− (κ−m) + 2− κ(p− 1) +m(p− 1)− 2
≤ −µ12 (p− 1)− (κ−m) + 2− κ(p− 1),
and, thanks the lower bound for κ given in (6.4.77), we find that the right-hand side in the previous
inequality can be estimate as follows:
−µ12 (p− 1)− (κ−m)p ≤ −
µ1





〈τ〉−(κ−m)dτ ‖v‖pXκ . r
−m〈t− 2r〉−(κ−m)2r ‖v‖pXκ .
We verify now that 〈t− 2r〉 & 〈t− r〉 and 〈t− 2r〉 & 〈t+ r〉 for r ∈ (0, 1]. Indeed,
3〈t− 2r〉 ≥ 3 + (t− 2r) ≥ 3 + (t− 2) = t+ 1 ≥ t− r + 1 = 〈t− r〉,
4〈t− 2r〉 ≥ 4 + (t− 2r) ≥ 4 + (t− 2) = t+ 2 ≥ t+ r + 1 = 〈t+ r〉.
So, we may conclude
|B0| . r−m+1〈t− 2r〉−κ+m+1〈t− 2r〉−1 ‖v‖pXκ




Let us estimate now the term B0 in the case in which t ≤ 2r. Even in this case we want to get the
same estimate as in the case t ≥ 2r. However, for t ≤ 2r and r ≤ 1 it holds ψκ(t, r) ≈ 1 and, then, it is
sufficient to prove that |B0| . r−m+1‖v‖pXκ in order to get the same estimate as before. We can repeat
the same estimates of the previous case provided that we substitute the first extreme of integration
t− 2r with 0, since the chain of inequalities
0 ≤ |λ−| ≤ λ ≤ λ+ = t− τ + r ≤ t+ r = 3r
















































〈τ〉−(κ−m)dτ ‖v‖pXκ . r
−mt ‖v‖pXκ . r
−m+1 ‖v‖pXκ ,
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where in the fourth inequality we use that ψκ(τ, λ) . 〈τ〉−(κ−m), being 〈τ +λ〉 ≥ 〈τ〉 and 4〈τ−r〉 ≥ 〈τ〉
satisfied on the domain of integration in this case, thanks to λ ≤ 3r.




























2 (p−1)r−m−1|λ±|m+1|v(τ, |λ±|)|p dτ,
where in the second inequality we used (6.4.67) from Lemma 6.4.3 when the initial time is shifted
from 0 to τ and the first data is identically zero. The estimate of the double integral is analogous to
that one for the term B0, the only difference is the power of λ in the internal integral. Thus, we can






















2 (p−1)−(κ−m)p dτ ‖v‖pXκ ,
where in the last step we used the condition m− (m− 1)p > −1 to control the λ-integral by a constant.
We remark that we obtained exactly the integral that appears on the right-hand side of (6.4.95). So,







λm|v(τ, λ)|pdλ dτ . r−mψκ(t, r) ‖v‖pXκ ,
where, as we have already explained, the different power for r with respect to the final estimate of B0
is due to the fact that we estimated the λ-integral by a constant.




2 (p−1)r−m−1|λ±|m+1|v(τ, |λ±|)|p dτ.
By using (6.4.93) and the inequality ψκ(τ, λ) . 〈τ〉−κ+m for τ ∈ [t− 2r, t], λ ∈ [|λ−|, λ+] (we have
shown this relation in the estimate of B0), we get
|v(τ, |λ±|)|p . |λ±|−(m−1)p〈λ±〉−pψκ(τ, |λ±|)p ‖v‖pXκ
. |λ±|−(m−1)pψκ(τ, |λ±|)p ‖v‖pXκ

















2 (p−1)−(κ−m)p dτ ‖v‖pXκ ,
where in the last inequality we used the fact that the exponent m+ 1− (m− 1)p of |λ±| is positive
and that 0 ≤ |λ−| ≤ λ+ = t − τ + r ≤ 3r ≤ 3 for t − 2r ≤ τ ≤ t. For this reason the functions
|λ±|m+1−(m−1)p are bounded on the domain of integration.
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. r−m−1〈t− 2r〉−(κ−m)2r ‖v‖pXκ
. r−mψκ(t, r) ‖v‖pXκ ,
where in the last step we used the inequality 〈t− 2r〉−(κ−m) ≤ ψκ(t, r) as in (6.4.97).
Summarizing, if we combine the previous two estimates, we have for t ≥ 2r
|B1| . r−mψκ(t, r) ‖v‖pXκ .
The next step is to prove that |B1| . r−m ‖v‖pXκ for t ≤ 2r ≤ 2. Indeed, for these values of (t, r) the
weight function ψκ(t, r) is bounded from above and from below by positive constants and, consequently,
the previous inequality would imply |B1| . r−mψκ(t, r) ‖v‖pXκ as in the case t ≥ 2r.
As in the above case, we can estimate B1 by the same two terms. More precisely, replacing the first



























2 (p−1)r−m−1|λ±|m+1|v(τ, |λ±|)|p dτ.







































〈τ〉−(κ−m)dτ ‖v‖pXκ . r
−m−1t ‖v‖pXκ . r
−m ‖v‖pXκ ,
where we estimated the λ-integral by a constant (the other steps are analogous to the above cited
situation).








2 (p−1)r−m−1|λ±|m+1|v(τ, |λ±|)|p dτ.
We can follow the steps we have employed in the case t ≥ 2r, since the only difference consists of
the domain of integration with respect to τ . Indeed, we have already seen that ψκ(τ, λ) . 〈τ〉−(κ−m)















2 (p−1)−(κ−m)p dτ ‖v‖pXκ .
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Also in this case we used that the functions |λ±|m+1−(m−1)p are bounded on the domain of integration,
being m+ 1− (m− 1)p > 0 and
0 ≤ |λ−| ≤ λ ≤ λ+ = t− τ + r ≤ t+ r ≤ 3r ≤ 3.





〈τ〉−(κ−m) dτ ‖v‖pXκ . r
−m−1t ‖v‖pXκ . r
−m ‖v‖pXκ .
Summarizing, we obtained for t ≤ 2r ≤ 2 the desired estimate
|B1| . B̃1 + B̂1 . r−m ‖v‖pXκ .
Up to now we considered only the case r ∈ (0, 1]. Now we have to study the case r ≥ 1. Using



























λm−(m−1)p〈λ〉−(p−1)ψκ(τ, λ)p dλ dτ ‖v‖pXκ
= r−m−1J(t, r) ‖v‖pXκ . r
−mψκ(t, r) ‖v‖pXκ ,
where in the last inequality we have used (6.4.79).


















2 (p−1)∂rω(t, τ, r)dτ = A1 +B1.
The estimate of the term A1 is exactly the same seen in the case r ≤ 1. So, when t ≥ 2r (otherwise
the definition of A1 is meaningless), we find even for r ≥ 1 the estimate
|A1| . r−mψκ(t, r)‖v‖pXκ .





















2 (p−1) ∂r|λ−|︸ ︷︷ ︸
±1




















∣∣K(|λ±|, t− τ, r)∣∣ dτ.
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2 (p−1)〈λ±〉−m(p−1)+1ψκ(τ, |λ±|)p dτ ‖v‖pXκ
. r−m−1
(
J(t, r) + P+(t, r) + P−(t, r)
)
‖v‖pXκ . r
−mψκ(t, r) ‖v‖pXκ ,
where in the last estimate we used (6.4.79), (6.4.81) and (6.4.82).
Combining all estimates we have obtained up to now, we have shown
|Lv(t, r)| . r−m+1ψκ(t, r)‖v‖pXκ for r ∈ (0, 1],
|Lv(t, r)| . r−mψκ(t, r)‖v‖pXκ for r ≥ 1,
|∂rLv(t, r)| . r−mψκ(t, r)‖v‖pXκ .
The previous inequalities imply (6.4.89), according to the definition of ‖ · ‖Xκ .
Now we prove (6.4.90) and (6.4.92). If v, w ∈ Xκ, then,















|v(τ, λ)|p − |w(τ, λ)|p
)
K(λ, t− τ, r) dλ dτ. (6.4.98)
By using the definition of the norm ‖ · ‖Xκ , we get∣∣|v(τ, λ)|p − |w(τ, λ)|p∣∣ . |v(τ, λ)− w(τ, λ)|(|v(τ, λ)|p−1 + |w(τ, λ)|p−1)







For the λ-derivative, when p < 2, if we denote by F (u) = p|u|p−2u, then,∣∣∂λ(|v(τ, λ)|p−|w(τ, λ)|p)∣∣ = ∣∣F (v(τ, λ))∂λv(τ, λ)− F (w(τ, λ))∂λw(τ, λ)∣∣
. |F (v(τ, λ))||∂λv(τ, λ)− ∂λw(τ, λ)|+ |F (v(τ, λ))− F (w(τ, λ))||∂λw(τ, λ)|
. |v(τ, λ)|p−1|∂λv(τ, λ)− ∂λw(τ, λ)|+ |v(τ, λ)− w(τ, λ)|p−1|∂λw(τ, λ)|
. λ−(m−1)p−1〈λ〉−(p−1)ψκ(τ, λ)pM1 + λ−mpψκ(τ, λ)pM2, (6.4.100)
where in the second inequality we used that F is (p − 1)-Hölder continuous (we are working with
1 < p < 2) and M1,M2 are defined as follows:












On the other hand, when n = 5 and p ∈ [2, 3), then, using the mean value theorem, we get∣∣∂λ(|v(τ, λ)|p − |w(τ, λ)|p)∣∣
. |F (v(τ, λ))||∂λv(τ, λ)− ∂λw(τ, λ)|+ |F (v(τ, λ))− F (w(τ, λ))||∂λw(τ, λ)|
. |v(τ, λ)|p−1|∂λv(τ, λ)− ∂λw(τ, λ)|+ |v(τ, λ)− w(τ, λ)|(|v(τ, λ)|+ |w(τ, λ)|)p−2|∂λw(τ, λ)|
. λ−(m−1)p−1〈λ〉−(p−1)ψκ(τ, λ)pM1. (6.4.101)
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Since the decay terms for |v(τ, λ)|p in (6.4.93) are the same decay terms of |v(τ, λ)|p − |w(τ, λ)|p
in (6.4.99) and, moreover, the decay terms for ∂λ|v(τ, λ)|p in (6.4.94) are the same decay terms of
∂λ
(
|v(τ, λ)|p − |w(τ, λ)|p
)
in (6.4.101), in the case p ≥ 2 we can show (6.4.92) exactly as we showed
(6.4.89), replacing ‖v‖pXκ by M1.
For the proof of (6.4.90), we should pay attention to the contribution of the addend λ−mpψκ(τ, λ)pM2,
when we employ (6.4.100) to estimate ∂λ
(
|v(τ, λ)|p − |w(τ, λ)|p
)
.
Checking the previous estimates to prove (6.4.89), we see that we need to control the λ-derivative of
the source only in the estimates of |Aα| for t ≥ 2r. So, let us focus on the corresponding part in the
case in which we work with Lv − Lw in place of Lv.






2 (p−1)∂αr ω̃(t, τ, r)dτ for α = 0, 1.










|v(τ, λ)|p − |w(τ, λ)|p
)





























λ−(m−1)p+1ψκ(τ, λ)pdλ dτ M2
. r−m−α
(
J(t, r)M1 + J ′(t, r)M2
)
. r−m+1−αψκ(t, r) (M1 +M2),
where in the last estimate we used (6.4.79) and (6.4.80).
In all other possible cases, it is sufficient to use (6.4.99). Therefore, we may repeat exactly the
same estimates seen for Lv also for Lv − Lw, replacing ‖v‖pXκ by M1, since we use (6.4.99) instead of
(6.4.93).
So, finally, we find
|Lv(t, r)− Lw(t, r)| . r−m+1ψκ(t, r) (M1 +M2) for r ∈ (0, 1],
|Lv(t, r)Lw(t, r)| . r−mψκ(t, r) (M1 +M2) for r ≥ 1,
|∂rLv(t, r)− ∂rLw(t, r)| . r−mψκ(t, r) (M1 +M2),
from which (6.4.90) follows immediately.
Finally, we prove (6.4.91). Similarly to what we have done in the previous estimate, we need first to
determine a “decay estimate” by using the definition of the norms ‖ · ‖Xκ , ||| · |||Xκ .
Denoting







we have ∣∣|v(τ, λ)|p − |w(τ, λ)|p∣∣ . |v(τ, λ)− w(τ, λ)|(|v(τ, λ)|p−1 + |w(τ, λ)|p−1)
. λ−(m−1)p−1〈λ〉−(p−1)ψκ(τ, λ)pM3.
Employing the previous decay estimate in (6.4.98) together with (6.4.61), we find

















λm−(m−1)p〈λ〉−(p−1)ψκ(τ, λ)p dλ dτ M3
. r−m−1J(t, r)M3 . r−mψκ(t, r)M3,
where in the last step (6.4.79) is used.
According to the definition of ||| · |||Xκ , the above estimate implies immediately (6.4.91). This
concludes the proof.
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Theorem 6.4.14. Let n ≥ 5 be an odd integer. Let us assume µ1 ∈ [2,M1(n)], where M1(n) is given
by (6.4.74), and µ22 ≥ 0 satisfying the relation δ = 1 and
p ∈
(
p0(n+ µ1), pFuj(n−32 )
)
. (6.4.102)
Then, there exist ε0 > 0 and κ2 > κ1 ≥ m + 1 such that for any ε ∈ (0, ε0) and any radial data
u0 ∈ C2(Rn), u1 ∈ C1(Rn), satisfying
|djru0(r)| ≤ ε〈r〉−(κ̄+j) for j = 0, 1, 2,
|djr(u1(r) +
µ1
2 u0(r))| ≤ ε〈r〉
−(κ̄+1+j) for j = 0, 1,
for some κ̄ ∈ (κ1, κ2], the Cauchy problem (6.1.1) admits a uniquely determined radial solution
u ∈ C([0,∞), C1(Rn \ {0})), in the sense that v(t, r) = 〈t〉
µ1
2 u(t, r) satisfies Definition 6.4.6 for any
κ ∈ (κ1, κ̄].
Furthermore, the following decay estimates hold for any t ≥ 0, r > 0 and κ ∈ (κ1, κ̄]:
|u(t, r)| . ε r−m+1〈r〉−1〈t〉−
µ1
2 〈t− r〉−κ+m+1〈t+ r〉−1,
|∂ru(t, r)| . ε r−m〈t〉−
µ1
2 〈t− r〉−κ+m+1〈t+ r〉−1.
Remark 6.4.15. In Theorem 6.4.14, according to Lemma 6.4.7, the lower and upper bound for the
parameter κ are given by














Proof of Theorem 6.4.14. Let us fix a parameter κ in (κ1, κ̄]. Considering the transformed Cauchy
problem (6.4.58), according to our setting it is enough to prove that the operator
Nv = v0 + Lv for any v ∈ Xκ
admits a uniquely determined fixed point, provided that ε0 is sufficiently small. In the case in which
n = 5 and p ∈ [2, 3), it holds (6.4.92) and, therefore, using a standard contraction argument, we may
derive the existence and the uniqueness of a fixed point for N in a closed ball of Xκ around the origin
with sufficiently small radius. When p < 2 we cannot use Banach’s fixed point theorem, so we have
to modify our argument. We will follow the method employed in [53, Section 5]. Using successive
approximations, we define the sequence
v0 = v0, vj+1 = Nvj = v0 + Lvj for any j ≥ 0.
Let ε0 be the largest positive number ε̄ > 0 satisfying the three conditions
C1(2C0ε̄)p ≤ C0ε̄, (6.4.103)
2C4(2C0ε̄)p−1 ≤ 12 , (6.4.104)






























Combining (6.4.72), (6.4.89) and (6.4.103), it follows that N maps the closed ball with radius 2C0ε
around 0 of Xκ into itself.
Now we show that {vj}j∈N is a Cauchy sequence in Xκ. We know that ‖vj‖Xκ ≤ 2C0ε0 for any
j ≥ 0, therefore, by using (6.4.90), we get
‖vj+1 − vj‖Xκ = ‖Lvj − Lvj−1‖Xκ










≤ 2C2(2C0ε0)p−1‖vj − vj−1‖Xκ + 4C0C3ε0|||vj − vj−1|||
p−1
Xκ
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where in the last inequality we used (6.4.105).
Now we use the Lipschitz condition
|||Lv − Lw|||Xκ ≤ 2
−1|||v − w|||Xκ , (6.4.106)
for v, w ∈ Xκ such that ‖v‖Xκ , ‖w‖Xκ ≤ 2C0ε0, that is obtained combining (6.4.91) and the condition
(6.4.104). Therefore,
|||vj − vj−1|||Xκ ≤ 2
−j+1|||v1 − v0|||Xκ = 2
−j+1|||Lv0|||Xκ .
If we denote A = 2p+1C0C3ε0|||Lv0|||p−1Xκ , then,
‖vj+1 − vj‖Xκ ≤ 2−1‖vj − vj−1‖Xκ +A2−j(p−1).
Thus, applying iteratively the previous inequality, we get
‖Nvj − vj‖Xκ = ‖vj+1 − vj‖Xκ ≤ 2−j‖Lv0‖Xκ +Aj 2−j(p−1) −→ 0 as j →∞.
Being (Xκ, ‖ · ‖Xk) a Banach space, there exists v = lim
j→∞
vj in Xκ, and, since L is locally Hölder-
continuous, in particular Nv = v.
Finally, the uniqueness of the fixed point for N in {v ∈ Xκ : ‖v‖Xκ ≤ 2C0ε0} follows immediately
from (6.4.106). This concludes the proof.
6.5. Case n ≥ 4 even
In this section we will focus on radial symmetric solutions in the case in which n is an even integer
greater than or equal to 4. Our approach is based on the one developed in [54].
The strategy is the same seen in Section 6.3 and in Section 6.4: we employ the dissipative transfor-
mation in order to get a free wave equation with some nonlinearity and, then, we derive a global (in
time) existence result for suitable radial solutions in a weighted L∞t L∞r space.
Nonetheless, two significant differences appear with respect to the odd case. On the one hand,
in even dimensions Huygens’ principle is no longer valid. We can remark this phenomenon also in
the radial case, since we will have instead of (6.4.59) a representation formula with double integrals,
which require, of course, a more delicate analysis. On the other hand, we will allow a possible singular
behavior of the initial data and their r-derivatives as r → 0+.
Firstly, we will recall some known results for the linear Cauchy problem, following the treatment of
[54, Sections 3-4-5]. Then, we will consider the semilinear Cauchy problem in our setting and, after
some preliminary technical estimates, we will get the global (in time) existence result.
6.5.1. Linear radial wave equation
Using the transformation v(t, x) = 〈t〉
µ1
2 u(t, x), since we are looking for radial solutions, we search a
solution v = v(t, r) to (6.4.58) in the even dimensional case.
In this section we characterize the solution v0 = v0(t, r) to the corresponding linear Cauchy problem
(6.4.60).
Let us consider the linear Cauchy problem in the case in which f = 0, that is,
vtt − vrr − n−1r vr = 0, t > 0, r > 0,
v(0, r) = 0, r > 0,
vt(0, r) = cng(r), r > 0,
(6.5.107)











in the second data in order to “normalize” the representation formula for the solution of this Cauchy
problem.
Differently from Section 6.4, in this section the parameter m is given by the integer number
m = n−22 ≥ 1.
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We define for t ≥ 0 and r > 0 the function









λ2m+1g(λ) K̃m(λ, t, r) dλ, (6.5.110)
with





dρ for j = 0, 1, · · · ,m, (6.5.111)





dρ for j = 0, 1, · · · ,m, (6.5.112)
and






H(ρ− t, r) for j = 0, 1, · · · ,m and |ρ− t| ≤ r,




∗ = ∂∂ρ (−
1





We are going to show later, in which sense Θ(g) is a solution to (6.5.107) (cf. Theorem 6.5.2).
Now, we will recall an alternative representation for Θ(g) and a representation for its r-derivative
involving the kernels Km−1(λ, t, r) and K̃m−1(λ, t, r).
Lemma 6.5.1. Let g be a C1((0,∞)) function such that
g(j)(λ) = O(λ−2m−j+ς) as λ→ 0+
for j = 0, 1 and some ς > 0.
Then, it holds for t ≥ 0, r > 0 and t 6= r the relation









∂λ(λ2mg(λ)) K̃m−1(λ, t, r) dλ for t > r, (6.5.115)
w4(t, r) = (r − t)2mg(r − t)Km−1(r − t, t, r) for t < r, (6.5.116)
where Km−1 and K̃m−1 are defined by (6.5.111) and (6.5.112), respectively.














∂λ(λ2mg(λ)) ∂rK̃m−1(λ, t, r) dλ for t > r, (6.5.119)
w6(t, r) = (r − t)2mg(r − t) ∂rKm−1(r − t, t, r) for t < r. (6.5.120)
Proof. See [54, Lemma 4.6].
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Using the above described operator Θ, we can now provide the representation formula for the solution
to (6.4.60) in the even dimensional case. In particular, the condition which allows the data to become
singular as r → 0+ is introduced. For the proof one can see [54, Theorem 2.1].
Theorem 6.5.2. Let us consider an even integer n ≥ 4 and f ∈ C2((0,∞)), g ∈ C1((0,∞)) such that
|f (j)(r)| ≤ ε r−m−j+1〈r〉−κ− 32 for j = 0, 1, 2, (6.5.121)
|g(j)(r)| ≤ ε r−m−j〈r〉−κ− 32 for j = 0, 1, (6.5.122)
where the parameters ε, κ satisfy ε > 0 and 0 < κ < m+ 12 .






Then, v0 ∈ C1([0,∞)× (Rn \ {0}))∩ C2([0,∞),D′(Rn)) is the uniquely determined radial symmetric
distributional solution to (6.4.60), in the following sense:
d2
dt2
〈v0(t, ·), ψ〉 = 〈v0(t, ·),∆ψ〉 for any t > 0,
〈v0(t, ·), ψ〉
∣∣





t=0 = 〈g, ψ〉,
for any ψ ∈ C∞0 (Rn), here 〈·, ·〉 denotes the real scalar product in L2(Rn) and r = |x|.
Besides, the solution v0 fulfills the following decay estimates for t ≥ 0 and r > 0:
|v0(t, r)| . ε r1−m〈r〉−1〈t+ r〉− 12 〈t− r〉−κ,




Remark 6.5.3. In the setting of the previous theorem it is possible to derive stronger “decay estimates”
than those we have written in the statement (see [54, Proposition 4.9]). Nevertheless, (6.5.124) is
enough for our purposes, in order to prove the global existence result for the semilinear radial symmetric
Cauchy problem (6.4.58) for n ≥ 4 even.
Let us recall some known estimates for the kernels Kj(λ, t, r) and K̃j(λ, t, r), which are going to be
helpful also in the treatment of the semilinear case.
Lemma 6.5.4. Let γ ∈ {0, 12} and let t ≥ 0, r > 0. Let us denote ∂ = (∂λ, ∂t, ∂r) and α ∈ N
3 such
that |α| ≤ 1.
Then, we have for |t− r| < λ < t+ r the inequalities
|Km(λ, t, r)| . rm+γ−
1
2λ−m−γ(λ− t+ r)− 12 , (6.5.125)
|∂αKm−1(λ, t, r)| . rm+γ+
1
2−|α|λ−m−γ+1(λ− t+ r)− 12 , (6.5.126)
while for 0 < λ < t− r we get
|K̃m(λ, t, r)| . rm+γ−
1
2 (t− r)−m−γ(t− r − λ)− 12 , (6.5.127)
|∂αK̃m−1(λ, t, r)| . rm+γ+
1
2−|α|(t− r)−m−γ+1(t− r − λ)− 12 . (6.5.128)
Proof. Compare with [54, Lemma 4.2].
Lemma 6.5.5. Let γ ∈ {0, 12} and let t ≥ 0, r > 0. Let us denote ∂ = (∂t, ∂r). Let us consider
j = 0, 1, · · · ,m and α ∈ N2 such that j + |α| ≤ m.
If 0 < λ < t− r, then,
|∂λ∂αK̃j(λ, t, r)| . r2m−j+γ−
1
2−|α|(t− r)−j−γ(t− r − λ)− 32 . (6.5.129)
Proof. See [54, Corollary 4.3].
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6.5.2. Semilinear radial wave equation
Let us consider now the semilinear Cauchy problem (6.4.58). If we find a global (in time) existence
result for this problem when n ≥ 4 is even, by using the back-transformation u(t, x) = 〈t〉−
µ1
2 v(t, r),
with r = |x|, we obtain a global existence result also for our starting model (6.1.1).
We start by clarifying what kind of solutions we are interested in for the semilinear radial Cauchy














rm−1〈r〉|v(t, r)|+ rm|∂rv(t, r)|
)
φκ(t, r)−1, (6.5.130)
with the weight function φκ defined by
φκ(t, r) = 〈t+ r〉−
1
2 〈t− r〉−κ (6.5.131)
for a suitable constant κ > 0.
It follows by (6.5.124) in Theorem 6.5.2 that
‖v0‖Xκ . ε (6.5.132)
for 0 < κ < m+ 12 , where v
0 = v0(t, r) defined via (6.5.123) is the solution of the corresponding linear
homogeneous Cauchy problem.
Let us introduce the integral operator L defined for any v ∈ Xκ by





2 (p−1)Θ(|u(τ, ·)|p)(t− τ, r) dτ, (6.5.133)
where Θ(|u(τ, ·)|p) is defined by (6.5.108), replacing g(λ) with |u(τ, λ)|p. In particular, the invariance
by time translation of the free wave equation is used in the previous definition.
Besides, similarly to (6.5.108), (6.5.113) and (6.5.117) , we have the following result.
Lemma 6.5.6. Let 0 ≤ τ ≤ t, r > 0 such that t 6= r. Then, the following representations are valid:
r2mΘ(|u(τ, ·)|p)(t, r) = W1(t, r; τ) +W2(t, r; τ), (6.5.134)





= W5(t, r; τ) +W6(t, r; τ), (6.5.136)
where Wi(t, r; τ), for i = 1, · · · , 6, is defined analogously to wi(t, r) by substituting |u(τ, λ)|p in place
of g(λ) in (6.5.109), (6.5.110), (6.5.114), (6.5.115), (6.5.116), (6.5.118), (6.5.119) and (6.5.120).
Let us define for any v ∈ Xκ, j = 0, 1 and ν ∈ R the quantity
Nνj (|v|p) = sup
τ≥0,λ>0
∣∣∂jλ(λ2m|v(τ, λ)|p)∣∣λ−m−ν+j〈λ〉q− p2 + 32 +ν−jφκ(τ, λ)−p, (6.5.137)
where q and φκ are defined by (6.5.141) and (6.5.131), respectively. The quantity Nνj (|v|p) prescribes
somehow the decay behavior in τ and λ we allow for the nonlinearity |v|p.
Having in mind Duhamel’s principle, we introduce the following definition.
Definition 6.5.7. Let v0 = v0(t, r) be the function defined through (6.5.123). We say that v = v(t, r)
is a radial solution to (6.4.57) in Xκ when n ≥ 4 is even, if v ∈ Xκ for some 0 < κ < m + 12 and v
satisfies the integral equation
v(t, r) = v0(t, r) + Lv(t, r) for any t ≥ 0, r > 0.
In order to prove, according to the previous definition, the existence of a radial solution v to (6.4.57)
in Xκ, we employ the same nonlinear tools we used in Section 6.4. However, before stating the global
existence theorem, we need firstly to show some preliminary results, which will make the treatment of
the semilinear Cauchy problem more fluent.
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6.5.3. Preliminary results
Let us consider µ1 ≥ 2 and µ22 such that δ = 1. Afterwards we will prescribe also an upper bound for
µ1. Throughout this section we assume the following conditions on p > 1 and κ: for the exponent of
the nonlinearity p we require






while for the parameter κ, which appears in the definition of the norm on Xκ, we require as upper and
lower bounds











2 ⇔ pκ+ q +
µ1
2 (p− 1) > κ+ 1, (6.5.140)
where
q = n−12 p−
n+1
2 . (6.5.141)
In particular, (6.5.138) implies the nonemptiness of the range for κ, since the upper bound for p
provides a positive lower bound for κ in (6.5.139), while the lower bound for p is equivalent to require




2 < q +
µ1
2 (p− 1).





is always true, because of




)2 − (n+ µ1 + 1)pFuj(n+µ1−12 )− 2 = 8n+µ1−1 > 0.
Let us prove now some preliminary lemmas which are going to be useful in the proof of the last
proposition of this section. The first one is taken from [53] (cf. Lemma 4.7).
Lemma 6.5.8. Let a, b ≥ 0 satisfying a+ b > 1. Then, it holds for any y ∈ R∫
R
〈x〉−a〈x+ y〉−b dx . 1 .
Proof. Since −a− b < −1, we get
〈x〉−a〈x+ y〉−b ≤ 〈x〉−a−b + 〈x+ y〉−a−b ∈ L1(R).
This concludes the proof.
Lemma 6.5.9. Let us consider p, κ satisfying (6.5.138), (6.5.139) and (6.5.140) and let q be defined




2 (p−1) dx . 〈y〉−κ.
Proof. We can follow the approach from [53, Lemma 4.8].

















2 (p−1) dx = I1(y) + I2(y).






2 (p−1) dx . 〈y〉−κ,
where in the last inequality we may use Lemma 6.5.8 thanks to (6.5.139) and (6.5.140).
On the other hand, when x ≥ −y2 the inequality 〈x+ y〉 & 〈y〉 is satisfied. Therefore, using again






2 (p−1) dx . 〈y〉−κ.





2 (p−1) dx. Then, splitting I(y) in the integrals for x ≤ y2
and for x ≥ y2 and proceeding as before, we have the desired estimate.
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Lemma 6.5.10. Let us consider p, κ satisfying (6.5.138), (6.5.139) and (6.5.140) and let q be defined






x+ y dx . 〈y〉
−κ. (6.5.142)


















where ỹ = min{−y + 1,−y2}.
For K1(y), being 〈x〉−
µ1











x+ y . 〈y〉
−κp . 〈y〉−κ.





x+ y = 2 . 〈y〉
−κ.











2 (p−1)〈x+ y〉−q dx = K̃2(y).












2 (p−1)−q dx . 〈y〉−κ,
here we used (6.5.140) in order to guarantee the uniform boundedness of the integral in the last line.
Combining the estimates for K1(y) and K2(y), we find (6.5.142).
Lemma 6.5.11. Let us consider p, κ satisfying (6.5.138), (6.5.139) and (6.5.140) and let q be defined








x+ y dx . 〈y〉
−κ. (6.5.143)
Proof. We have to modify slightly the proof of Lemma 6.5.10. Let H(y) be the integral that appears





















where ỹ = min{−y + 1,−y2} as before.
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x+ y . 〈y〉
−κ.
where in the second last inequality we used the fact that the exponent of 〈x〉 is nonpositive. Indeed,
−κ(p− 1)− µ12 (p− 1) +
1
2 ≤ 0 is equivalent to require
κ ≥ 12(p−1) −
µ1
2 . (6.5.144)
But thanks to the assumption q < 12 this lower bound on κ is weaker than the lower bound in (6.5.140).
Therefore, under the assumptions we are working with, (6.5.144) is always satisfied.






x+ y = 2 . 〈y〉
−κ.















2 〈x+ y〉−q− 12 dx = H̃2(y).















2 (p−1)−q dx . 〈y〉−κ,
here we used (6.5.140) in order to guarantee the uniform boundedness of the integral in the last line.
Summarizing, the estimates for H1(y) and H2(y) imply (6.5.143).
Lemma 6.5.12. Let us consider p, κ satisfying (6.5.138), (6.5.139) and (6.5.140) and let q be defined






x+ y dx . 〈y〉
−κ. (6.5.145)
Proof. First of all, we point out that 〈x〉 ≈ 〈y〉 on the domain of integration. Therefore, if we denote









Using (6.5.140), it results
〈x〉−κ(p−1)−
µ1
2 (p−1)+1 ≤ 〈x〉q−ε,
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Since 〈x+ y〉 . 〈x〉 on [−y,−y2 ] and q < 0, we find 〈x+ y〉








The last step is to prove the uniform boundedness of the x-integral on the right-hand side of the
previous inequality.

























〈x〉−1−ε + 〈x〉−ε〈x+ y〉−1
)
dx . 1,
where in the last inequality we used Lemma 6.5.8. This concludes the proof.
Remark 6.5.13. Comparing the statements of Lemmas 6.5.10, 6.5.11 and 6.5.12, we see that we have
estimated suitable integrals for q ≥ − 12 . The condition q ≥ −
1
2 is equivalent to require p ≥
n
n−1 .
Of course, we want to keep the lower bound in (6.5.138) as main lower bound for p. Therefore, we
have to guarantee that
n
n−1 ≤ p0(n+ µ1).
It turns out that such a condition is equivalent to require
µ1 ≤ M̃1(n) = 3n
2−5n+2
n .
In the upcoming results we will require a stronger upper bound for µ1, so that, the above condition
on µ1 will be every time fulfilled and, in turn, the condition q ≥ − 12 will be valid as well.
Lemma 6.5.14. Let us consider p, κ satisfying (6.5.138), (6.5.139) and (6.5.140) and let q be defined




2 (p−1)〈x+ 2y〉−q−1〈x〉−κp dx . 〈y〉−κ. (6.5.146)












2 (p−1)〈x+ 2y〉−q−1〈x〉−κp dx
= J1(y) + J2(y).
On the one hand, we can use the relations 〈x〉 ≈ 〈y〉 and 〈x+ 2y〉 ≤ 〈x− y〉 when x ∈ [−2y,−y2 ],






2 (p−1)〈x〉−κ(p−1) dx . 〈y〉−κ,
where in the last inequality we can apply Lemma 6.5.8 because of (6.5.140).
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Therefore, splitting the last integral and using 〈x〉 ≤ 〈x − y〉 for x ∈ [−y2 ,
y
2 ] and 〈x − y〉 ≤ 〈x〉 for

































2 (p−1)−q−1 dx . 〈y〉−κ,
where we used (6.5.140) in order to guarantee the uniform boundedness of the integral in the last
inequality. The desired estimate follows from the estimates for J1(y) and J2(y).
Let us introduce four auxiliary integrals, which will come into play in the treatment of the semilinear

















































where we have set λ± = t − τ ± r as in Section 6.4, q is defined by (6.5.141) and φκ is the weight
function that appears in the definition of the norm ‖ · ‖Xκ , which is given by (6.5.131).
The next proposition provides some estimates for the above defined integrals. Let us underline
explicitly that the core of the proof of the global (in time) existence result for the semilinear Cauchy
problem (see Theorem 6.5.24) is essentially the next result.
Proposition 6.5.15. Let us choose an even integer n ≥ 4 and p, κ satisfying (6.5.138), (6.5.139) and
(6.5.140) and let q be defined by (6.5.141) such that
− 12 ≤ q ≤ m−
1
2 , (6.5.151)
p < pFuj(µ1). (6.5.152)
Then, the following estimates are fulfilled for any t ≥ 0, r > 0 and γ ∈ {0, 12}:
Iγ(t, r) . 〈t− r〉−κ−γ , (6.5.153)
Jγ(t, r) . 〈t− r〉−κ−γ , (6.5.154)
Pγ(t, r) . 〈t− r〉−κ−γ , (6.5.155)
Qγ(t, r) . 〈t− r〉−κ−γ . (6.5.156)
Remark 6.5.16. Let us analyze all assumptions we have done in the previous statement. The
condition from above on q in (6.5.151) is equivalent to p ≤ 2 and, therefore, it is always fulfilled in our











≤ 2 is valid in this case and, in turn, it holds p < 2.
On the other hand, the condition on p prescribed by (6.5.152) requires the validity of
p0(n+ µ1) < pFuj(µ1),
in order to have a nonempty range for p. As we have seen in Section 6.4, this condition is valid for
µ1 < M1(n), where M1(n) is defined by (6.4.74).
Furthermore, as we mentioned in Remark 6.5.13, for n ≥ 4 it holds M1(n) < M̃1(n), so that, q ≥ − 12
is valid for µ1 ∈ [2,M1(n)) and, then, the lower bound for q in (6.5.151) is satisfied.
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Proof of Proposition 6.5.15. We will modify the proof of Proposition 6.6 in [54], by using the previously
derived lemmas.































































2−γ〈η〉−κp dη = A1(ξ) +A2(ξ) +A3(ξ).





























We estimate now A2(ξ). Being 〈ξ − η〉 ≈ 〈ξ + η〉 ≈ 〈ξ〉 for η ∈ [− ξ2 ,
ξ












































2−γ if − κp+ 1 < 0,
where ε > 0 in the logarithmic case can be chosen sufficiently small so that
−µ12 (p− 1)− q − κ(p− 1) + 1 + ε < 0, (6.5.157)
thanks to (6.5.140).



























where in the last inequality we used −q + p2 −
1
2 − γ > −1, which is equivalent to p < pFuj(
n−2
2 ). This
condition on p is always fulfilled thanks to the upper bound in (6.5.138).










ξ + r − t









ξ + r − t
dξ,
where α(κ) = −κp + 1 if κ < 1p , α(κ) = −κp + 1 + ε if κ =
1
p and α(κ) = 0 if κ >
1
p . We point out
that the power for 〈ξ〉 in the above integral can be written in all three subcases as −β(κ)− 12 for a
positive constant β(κ), due to (6.5.140), (6.5.157) and (6.5.139). Therefore,







ξ + r − t
dξ . 〈t− r〉−κ−γ .
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〈ξ〉−β(κ)−1 dξ . 1.






















ξ + r − t〈ξ〉−β(κ)−
3
2 dξ
. 〈r − t〉−β(κ) +
∫ ∞
r−t
〈ξ〉−β(κ)−1 dξ . 1.
Let us estimate Jγ(t, r). We can assume t > r. Carrying out the same change of variables we used
































t− r + η−ξ2
〉−q− 12−γ〈ξ + η〉 p2 〈η〉−κp dη dξ.
Let us split the domain of integration in the following three regions:
Ω1 =
{

















Thus, we can write
Jγ(t, r) = Jγ,1(t, r) + Jγ,2(t, r) + Jγ,3(t, r),
where Jγ,i(t, r) is the integral over Ωi for i = 1, 2, 3.
We begin with Jγ,1(t, r). Since on Ω1 the following relations hold:〈
t− r + η−ξ2
〉
≈ 〈t− r〉,〈
t− r + η−ξ2
〉
& 〈ξ + η〉,
(6.5.158)
then, being κ− q − µ12 (p− 1) ≤ 0 because of (6.5.139), we have〈
t− r + η−ξ2
〉−q− 12−γ . 〈t− r〉−κ−γ− 12 +µ12 (p−1)〈ξ + η〉κ−q−µ12 (p−1).




2 is bounded on the domain of integration.
Also, using 〈ξ + η〉 ≈ 〈ξ〉 for η ∈ [− ξ2 , ξ], it follows:













t− r − ξ
〈η〉−κp dη dξ














2 (p−1)〈ξ + η〉κ−q〈η〉−κp dη dξ.
Now we show that the η-integral in the last line of the previous estimate is uniformly bounded.
Since 〈η + ξ〉 ≈ 〈ξ − η〉 for η ∈ [− ξ2 ,
ξ
2 ] and 〈η + ξ〉 ≈ 〈η〉 for η ∈ [
ξ


















2 (p−1)〈η〉−κ(p−1)−q dη . 1.
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In particular, in the last estimates we used that the exponent for 〈ξ − η〉 in the first integral is
nonnegative thanks to (6.5.139) and that the exponent of 〈η〉 in the second integral is smaller than
µ1
2 (p− 1)− 1, due to (6.5.140), and, then, smaller than 0 thanks to the assumption (6.5.152).
Thus, it follows:











t− r − ξ
dξ.









































t− r − ξ
. 〈t− r〉− 12 〈t− r〉−
µ1




















t− r − ξ
≈
√




Jγ,1(t, r) . 〈t− r〉−κ−γ .
Similarly, we can estimate Jγ,2(t, r). Indeed, since (6.5.158) is valid also in Ω2, proceeding as before,
we find













t− r − ξ
〈η〉−κp dη dξ















2 (p−1)〈η〉−κp dη dξ










t− r − ξ
dξ . 〈t− r〉−κ−γ ,
where we used the relation 〈ξ − η〉 ≈ 〈ξ〉 in the second inequality, Lemma 6.5.8 in the third one and
the same estimate for the ξ-integral seen before in the estimate on Ω1 in the last one.














& 〈ξ + η〉 on Ω3, so,〈
t− r + η−ξ2
〉−q− 12−γ . 〈t− r − ξ〉−q+ 12 〈ξ + η〉−1−γ if q ≥ 12 ,〈
t− r + η−ξ2
〉−q− 12−γ . 〈t− r − ξ〉−q〈ξ + η〉− 12−γ if q ∈ [0, 12 ),〈
t− r + η−ξ2
〉−q− 12−γ . 〈t− r − ξ〉−q− 12 〈ξ + η〉−γ if q ∈ [− 12 , 0].
Moreover, 〈ξ − η〉 ≈ 〈ξ〉 ≈ 〈η〉 and 〈ξ〉 . 〈t− r〉−γ〈ξ〉γ−
p
2 on Ω3. So, we have









〈t− r − ξ〉−q+θ(q)√

















〈t− r − ξ〉−q+θ(q)√










〈t− r + ξ〉−q+θ(q)√
t− r + ξ
dξ,
where θ(q) = 12 if q ≥
1
2 , θ(q) = 0 if 0 ≤ q <
1




2 ≤ q < 0 and in the second
inequality we used p2 − γ −
1
2 − θ(q) > −1.
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Thanks to Lemmas 6.5.10, 6.5.11 and 6.5.12, we have
Jγ,3(t, r) . 〈t− r〉−κ−γ .
Hence, we proved (6.5.154). Now, we deal with Pγ(t, r).








& 〈t− r〉 on the
domain of integration, we can estimate
〈
τ + λ−2























2 (p−1)〈t− r − τ〉−q−1〈t− r − 3τ〉−κp dτ.
Performing the change of variables x = t− r − 3τ and using Lemma 6.5.14, we find
Pγ(t, r) . 〈t− r〉−γ
∫ t−r
−2(t−r)
〈t− r − x〉−
µ1
2 (p−1)〈2(t− r) + x〉−q−1〈x〉−κp dx . 〈t− r〉−κ−γ .
Finally, we consider Qγ(t, r). Since 〈τ − λ−〉 & 〈t− r〉, 〈λ−〉 on the domain of integration, then, it
holds 〈τ − λ−〉−
p
2 . 〈t− r〉−γ〈λ−〉−
p
2 +γ , which implies





















2 (p−1)〈t− r − τ〉−q−1 dτ . 〈t− r〉−κp−γ . 〈t− r〉−κ−γ ,
where in the second last inequality we may use Lemma 6.5.8 to estimate the integral by a constant,
due to (6.5.139) and q > −1. Thus, we proved also (6.5.156). This concludes the proof.
6.5.4. Global (in time) existence result for radial solutions
Using the tools from the previous section, we can now prove a global (in time) existence result.
Proposition 6.5.17. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and
(6.5.152). Let v ∈ Xκ and ν ∈ R.
Then, the following estimates are satisfied for any t ≥ 0, r > 0:
|Lv(t, r)| . Nν0 (|v|p) r−mφκ(t, r) if ν > −2, (6.5.159)
|Lv(t, r)| . Ñν1 (|v|p) r1−m〈t− r〉−κ−
1
2 if ν > −1, (6.5.160)
|∂rLv(t, r)| . Ñν1 (|v|p) r−mφκ(t, r) if ν > −1, (6.5.161)
where φκ(t, r) = 〈t + r〉−
1
2 〈t − r〉−κ and Ñν1 (|v|p) = Nν0 (|v|p) + Nν1 (|v|p), being Nν0 , Nν1 defined by
(6.5.137).
In particular, it holds
‖Lv‖Xκ . Ñν1 (|v|p) if ν > −1. (6.5.162)
Remark 6.5.18. Let v, v̄ ∈ Xκ. If we replace Nνj (|v|p) by Nνj (|v|p−|v̄|p), then, we obtain for Lv−Lv̄
estimates which correspond to (6.5.159), (6.5.160) and (6.5.161).
We anticipate to the proof of Proposition 6.5.17 some lemmas.
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Lemma 6.5.19. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and (6.5.152).
Let γ be 0 or 12 . Let v ∈ Xκ and let W1,W3,W5 be as in (6.5.134), (6.5.135) and (6.5.136). Then, the
following estimates are valid for any t ≥ 0, r > 0:




































where Iγ(t, r) is given by (6.5.147).
Proof. We will follow the proof of Lemma 6.3 in [54].
We begin with the estimate for the integral that involves W1. Since (6.5.137) and (6.5.125) imply∣∣∂jλ(λ2m|v(τ, λ)|p)∣∣ . λm+ν−j〈λ〉−q+ p2− 32−ν+jφκ(τ, λ)pNνj (|v|p) for j = 0, 1 (6.5.166)
and




2 for |λ−| < λ < λ+,

















2 (p−1)|W1(t− τ, r; τ)| dτ








































2−ν ≈ 1 for λ ∈ [0, 1] and Iγ(t, r)
is defined by (6.5.147). In order to show (6.5.163), it remains to prove that the second integral in the
last line of the previous chain of inequalities can be estimated by 〈t− r〉−(κ+ 12 )p.
First of all, we underline that because of |λ−| ≤ 1 it holds
2〈τ − λ〉 ≥ 2 + |τ − λ| ≥ 2 + |τ | − |λ| ≥ 〈τ〉.
Besides, 〈τ + λ〉 ≥ 〈τ〉, since τ and λ are nonnegative. Consequently, φκ(τ, λ)p . 〈t − r〉−(κ+
1
2 )p on
the domain of integration.

































2 dλ . 〈t− r〉−(κ+ 12 )p,
where in the last step we used ν − γ + 32 ≥ ν + 1 > −1 for ν > −2.
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The proofs of (6.5.164) and (6.5.165) are analogous. Indeed, using the representation formulas
W3(t− τ, r; τ) =
∫ λ+
|λ−|
∂λ(λ2m|v(τ, λ)|p)Km−1(λ, t− τ, r) dλ,
W5(t− τ, r; τ) =
∫ λ+
|λ−|
∂λ(λ2m|v(τ, λ)|p) ∂rKm−1(λ, t− τ, r) dλ,
(6.5.166) for j = 1 and




2 for |λ−| < λ < λ+, (6.5.167)




2 for |λ−| < λ < λ+, (6.5.168)
where the last two inequalities are derived by (6.5.126). Then, we can follow step by step the previous
computations. At the end, the only difference is that we lose one order in the power for λ in the
second integral, so, we have to require in this case ν > −1 instead of ν > −2. Hence, the proof is
complete.
Lemma 6.5.20. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and (6.5.152).
Let γ be 0 or 12 . Let v ∈ Xκ and let W2,W4,W6 be as in (6.5.134), (6.5.135) and (6.5.136). Then, the
following estimates are valid for any t ≥ 0, r > 0 such that t > r:





















(t, r) + P 1
2

















where Jγ(t, r) and Pγ(t, r) are given by (6.5.148) and (6.5.149), respectively.
Proof. In this case we will modify the proof of Lemma 6.4 in [54].












λ2m+1|v(τ, λ)|p K̃m(λ, t− τ, r) dλ dτ,
the estimate (6.5.166) for j = 0 and
|K̃m(λ, t− τ, r)| . rm+γ−
1
2λ−m−γ− (λ− − λ)−
1
2 for 0 < λ < λ−,




2 (p−1)|W2(t− τ, r; τ)| dτ



















The next step is to split the τ -integral in two subintervals divided by the point (t− r − 1)+. On
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dλ dτ . Jγ(t, r),
where in the second inequality we employed the condition m+ ν + 1 > 0 (we are assuming ν > −2)









2 for 0 ≤ λ ≤ λ−.


















































where in the last inequality we used the estimate
φκ(τ, λ)p . 〈t− r〉−(κ+
1
2 )p for τ ∈ [(t− r − 1)+, t− r] and λ ∈ [0, λ−]. (6.5.173)
Indeed, trivially φκ(τ, λ)p ≤ 〈τ − λ〉−(κ+
1
2 )p. Moreover, if t− r > 2, then,
|τ − λ| ≥ τ − λ ≥ t− r − 1− λ ≥ t− r − 2
implies 〈τ − λ〉 & 〈t− r〉 and, in turn, the desired inequality. On the other hand, for 0 < t− r ≤ 2, we
have immediately φκ(τ, λ)p . 1 . 〈t− r〉−(κ+
1
2 )p, being 〈t− r〉 ≈ 1.
Let ε > 0 be such that ε < min{ 12 , ν + 2}.
For 0 ≤ λ ≤ λ− we obtain





due to ε < 12 and
−m− γ + 12 − ε ≤ −m+
1
2 − ε = −
n−3






























2−ε dλ . 1,
(6.5.174)
where in the last inequality the condition ε < ν + 2 implies the boundedness of the integral.
Summarizing, if we combine the estimates for the integrals over [0, (t−r−1)+] and [(t−r−1)+, t−r],
then, it follows (6.5.169).
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∂λ(λ2m|v(τ, λ)|p) ∂rK̃m−1(λ, t− τ, r) dλ dτ.
We will split the inner λ-integral in two parts. We begin with the integral over [λ−2 , λ−]. From
(6.5.128) it follows:
|∂rK̃m−1(λ, t− τ, r)| . rm+γ−
1
2λ−m−γ+1− (λ− − λ)−
1
2 for 0 < λ < λ−.







∣∣∂λ(λ2m|v(τ, λ)|p) ∂rK̃m−1(λ, t− τ, r)∣∣ dλ dτ


















In the last integral we consider a further division of the domain of integration, now with respect to












































dλ dτ . Jγ(t, r),
where in the first inequality we used λ ≈ λ−, while in the second one τ ≤ t− r − 1 implies λ− ≈ 〈λ−〉.








































where in the last inequality we used (6.5.173). Choosing ε < min{ 12 , ν + 1}, we can repeat exactly the
same estimate seen in (6.5.174) for the last integral, requiring ν > −1.







∣∣∂λ(λ2m|v(τ, λ)|p) ∂rK̃m−1(λ, t− τ, r)∣∣ dλ dτ









Let us deal with the second term coming from the division of the λ-integral. Integrating by parts,
we have∫ λ−/2
0
∂λ(λ2m|v(τ, λ)|p) ∂rK̃m−1(λ, t− τ, r) dλ






λ2m|v(τ, λ)|p ∂λ∂rK̃m−1(λ, t− τ, r) dλ
= W6,1 +W6,2.
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p dτ ≤ Pγ(t, r).

















. 〈t− r〉−(κ+ 12 )p,
where in the first inequality we also employed 〈λ−〉 ≈ 1 and in the second one the assumption ν > −1
is necessary to guarantee the finiteness of the integral.













We consider now the integral involving W6,2. From (6.5.129), we have
|∂λ∂rK̃m−1(λ, t− τ, r)| . rm+γ−
1
2λ−m+1−γ− (λ− − λ)−
3
2 for 0 < λ < λ−.











































where in the last step the relation λ− − λ ≥ λ−2 is used. The right-hand side of the previous chain of
inequalities may be estimated exactly as the right-hand side in (6.5.172). The only difference is the













Combining the estimates for the integrals involving W6,1 and W6,2, it follows (6.5.171).
Finally, (6.5.128) and (6.5.129) imply for γ = 12
|K̃m−1(λ, t− τ, r)| . rm+1λ
−m+ 12
− (λ− − λ)−
1
2 for 0 < λ < λ−,
|∂λK̃m−1(λ, t, r)| . rm+1λ
−m+ 12
− (λ− − λ)−
3
2 for 0 < λ < λ−.












∂λ(λ2m|v(τ, λ)|p) K̃m−1(λ, t− τ, r) dλ dτ,
one can prove (6.5.170) exactly as (6.5.171) has just been proved.
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Lemma 6.5.21. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and (6.5.152).
Let γ be 0 or 12 . Let v ∈ Xκ and let W2,W4,W6 be as in (6.5.134), (6.5.135) and (6.5.136). Then, the




























where ν > −1 and Qγ(t, r) is given by (6.5.150).
Proof. We will adapt the proof of Lemma 6.5 in [54] to our case.
From (6.5.110) we get immediately (6.5.175), being t− τ − r ≤ 0. Now we prove (6.5.177).




















2 (p−1)|W6(t− τ, r; τ)| dτ

























































here in the first inequality 〈λ−〉 ≈ 1 is used, while in the second inequality we used
φκ(τ,−λ−)p . 〈t− r〉−(κ+
1
2 )p.
Indeed, τ + λ− = t− r and τ − λ− = (r− t) + 2τ ≥ |t− r| for τ ≥ (t− r)+ imply the above inequality.














2−γ dτ . 1.




2 (p−1)W6(t− τ, r; τ) dτ . Nν0 (|v|p) rm+γ−
1
2 〈t− r〉−(κ+ 12 )p.





2 (p−1)W6(t− τ, r; τ) dτ









2−1−γφκ(τ,−λ−)p dτ ≤ Qγ(t, r),
being |λ−| ≈ 〈λ−〉 on the domain of integration. Also, we showed (6.5.177).















it is possible to show (6.5.176) exactly as we have proved (6.5.177). In particular, one has to employ
the inequality (6.5.167). This concludes the proof.
Proof of Proposition 6.5.17. In order to represent Lv and ∂rLv, we will use (6.5.134), (6.5.135) and
(6.5.136).
Combining Lemmas 6.5.19, 6.5.20 and 6.5.21 and Proposition 6.5.15, since −(κ+ 12 )p ≤ −κ− γ, we




2 (p−1)|Wi(t− τ, r; τ)| dτ . Nν0 (|v|p) rm+γ−
1




2 (p−1)|Wi(t− τ, r; τ)| dτ . Ñν1 (|v|p) rm+γ−
1
2 〈t− r〉−κ−γ for i = 5, 6 and ν > −1,




2 (p−1)|Wi(t− τ, r; τ)| dτ . Ñν1 (|v|p) rm+1〈t− r〉−κ−
1
2 . (6.5.178)
For t ≥ 2r > 0 or r ≤ 1 we have 〈t+ r〉 ≈ 〈t− r〉, so that it holds 〈t− r〉− 12 . 〈t+ r〉− 12 . On the




2 〈t− r〉−γ . 〈t+ r〉− 12 (6.5.179)
for γ = 0 or γ = 12 on the whole (t, r)-space.








2 (p−1)|Wi(t− τ, r; τ)| dτ . Ñν1 (|v|p) rmφκ(t, r) for i = 5, 6 and ν > −1. (6.5.181)
Let us prove (6.5.159). Combining (6.5.133) and (6.5.134) and employing (6.5.180), we have for
ν > −2





2 (p−1)|W1(t− τ, r; τ) +W2(t− τ, r; τ)| dτ . Nν0 (|v|p) r−mφκ(t, r).
Similarly, using (6.5.135) and (6.5.178) instead of (6.5.134) and (6.5.180), respectively, it follows
(6.5.160). Let us show now (6.5.161).
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and we can estimate the second term in the last line with Ñν1 (|v|p)r−mφκ(t, r) thanks to (6.5.181). In
order to prove (6.5.161), it remains to show that |r−1Lv(t, r)| can be controlled by the same quantity
as the second term. Let us distinguish two subcases.
When r ≤ 1, then, since 〈t+ r〉 ≈ 〈t− r〉, by using (6.5.160), we obtain
|r−1Lv(t, r)| . r−1Ñν1 (|v|p) r1−m〈t− r〉−(κ+
1
2 ) ≈ Ñν1 (|v|p) r−mφκ(t, r).
Else, for r ≥ 1 from (6.5.159) we get immediately
|r−1Lv(t, r)| . r−1Nν0 (|v|p) r−mφκ(t, r) . Nν0 (|v|p) r−mφκ(t, r).
Finally, we prove (6.5.162). We can rewrite (6.5.161) as
rmφκ(t, r)−1|∂rLv(t, r)| . Ñ1(|v|p). (6.5.182)
If we show that
rm−1〈r〉φκ(t, r)−1|Lv(t, r)| . Ñ1(|v|p), (6.5.183)
then, we are done. We distinguish again two cases.
If r ≤ 1, then, by the estimate (6.5.160) we find
rm−1〈r〉φκ(t, r)−1|Lv(t, r)| . 〈r〉〈t− r〉−(κ+
1








where in the last inequality we used the fact that 〈t+r〉〈t−r〉 is bounded in this case.
On the other hand, if r ≥ 1, (6.5.159) implies
rm−1〈r〉φκ(t, r)−1|Lv(t, r)| . r−1〈r〉Ñν1 (|v|p) ≈ Ñν1 (|v|p),
since r ≈ 〈r〉.
Combining (6.5.182) and (6.5.183), we got (6.5.162). This concludes the proof.
In the next result we take a closer look to relations between ‖ · ‖Xκ and Nνj (·).
Lemma 6.5.22. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and (6.5.152).
Then, for any v ∈ Xκ and j = 0, 1 it holds
Nνj (|v|p) . ‖v‖
p
Xκ
with ν = m− (m− 1)p.















)−p‖v‖pXκλ−m−ν〈λ〉q− p2 + 32 +νφκ(τ, λ)−p




Let us remark that we used ν = m − (m − 1)p in the last line, which implies ν = −q + 32 (p − 1).





Similarly, for τ ≥ 0, λ > 0∣∣∂λ(λ2m|v(τ, λ)|p)∣∣




)−p+1‖v‖pXκ + λ2m−1(λm−1〈λ〉φκ(τ, λ)−1)−p‖v‖pXκ
. λ2m−1−(m−1)p〈λ〉−p+1φκ(τ, λ)p‖v‖pXκ
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implies∣∣∂λ(λ2m|v(τ, λ)|p)∣∣λ−m−ν+1〈λ〉q− p2 + 12 +νφκ(τ, λ)−p . λm−(m−1)p−ν〈λ〉q− 32p+ 32 +ν‖v‖pXκ = ‖v‖pXκ .




for ν as before.
Finally, we prove (6.5.184). It is sufficient to use (6.5.162), provided that
ν = m− (m− 1)p > −1.
The previous condition is equivalent to require p < m+1m−1 =
n
n−4 for n ≥ 6 (in the case n = 4 the
condition ν > −1 is always true, being ν = m).
However, the upper bound for p in (6.5.138) is smaller than nn−4 = pFuj(
n−4
2 ).
Therefore, m− (m− 1)p > −1 is fulfilled under the assumptions. The proof is completed.
The next step is to prove the Hölder continuity of L and the Lipschitz continuity of L with respect
to a different norm.




We note that |||v|||Xκ ≤ ‖v‖Xκ for v ∈ Xκ.
Lemma 6.5.23. Let us consider p, κ, q satisfying (6.5.138), (6.5.139), (6.5.140), (6.5.151) and (6.5.152).
Then, for any v, v̄ ∈ Xκ the following estimates are valid:

























where ν0 = (m− 1)(1− p), ν1 = m− (m− 1)p and ν2 = m+ 1− (m− 1)p and Nνj (|v|p− |v̄|p) is defined
analogously to (6.5.137) with |v|p − |v̄|p in place of |v|p.
In particular, the following inequalities are satisfied for any v, v̄ ∈ Xκ:


















Proof. Let v, v̄ ∈ Xκ. For the sake of brevity, we use throughout the proof the notations
G̃(τ, λ) = |v(τ, λ)|p − |v̄(τ, λ)|p
and



















Using the definitions of ‖ · ‖Xκ and |||·|||Xκ , we arrive at
|λ2mG̃(τ, λ)| . λ2m−1−(m−1)p〈λ〉−p+1φκ(τ, λ)pM3, (6.5.190)
|λ2mG̃(τ, λ)| . λ2m−(m−1)p〈λ〉−pφκ(τ, λ)pM1, (6.5.191)
for any τ ≥ 0, λ > 0.
In a similar way, we have∣∣λ2m∂λG̃(τ, λ)∣∣ . λ2m|v(τ, λ)|p−1|∂λv(τ, λ)− ∂λv̄(τ, λ)|+ λ2m|v(τ, λ)− v̄(τ, λ)|p−1|∂λv̄(τ, λ)|
. λ2m−(m−1)p〈λ〉−pφκ(τ, λ)pM1 + λ2m−mp+1〈λ〉−1φκ(τ, λ)pM2
. λ2m−(m−1)p−1〈λ〉−p+1φκ(τ, λ)pM1 + λ2m−mpφκ(τ, λ)pM2, (6.5.192)
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where we derived the first inequality as in (6.4.100).
Let us derive (6.5.185). Using (6.5.190), we get immediately
λ2m|G̃(τ, λ)|λ−m−ν0〈λ〉m(p−1)+ν0φκ(τ, λ)−p . λ(m−1)(1−p)−ν0〈λ〉(m−1)(p−1)+ν0M3 = M3,
where we used the equality m(p− 1) = q − p2 +
3
2 . Thus, taking the supremum of the left-hand side for
τ ≥ 0, λ > 0, we get (6.5.185).
Analogously, one can prove (6.5.186), by using (6.5.191). Let us derive now (6.5.187). By (6.5.191)
and (6.5.192), it follows:∣∣∂λ(λ2m∂λG̃(τ, λ))∣∣λ−m−ν2+1〈λ〉m(p−1)+ν2−1φκ(τ, λ)−p
. λm−(m−1)p−ν2〈λ〉−m+(m−1)p+ν2M1 + λm+1−mp−ν2〈λ〉−m−1+mp+ν2M2
= λp−1〈λ〉−(p−1)M1 +M2 ≤M1 +M2,
which implies (6.5.187).
It remains to prove (6.5.188) and (6.5.189).













, therefore, the condition ν2 > −1 is always
fulfilled under the assumptions of this lemma.
Secondly, ν0 = ν1 − 1 and ν1 > ν2. Hence, ν2 > −1 implies ν1 > −1 and ν0 > −2.
According to Remark 6.5.18, analogously to (6.5.159), it is possible to show that
|Lv(t, r)− Lv̄(t, r)| . Nν0 (|v|p − |v̄|p) r−mφκ(t, r) for ν > −2.
In particular, the previous condition for ν0 > −2 implies, together with (6.5.185), the Lipschitz
condition (6.5.188).
Similarly, replacing the source term |v|p with the difference |v|p − |v̄|p, analogously to (6.5.162) we
obtain
‖Lv − Lv̄‖Xκ . Nν0 (|v|p − |v̄|p) +Nν1 (|v|p − |v̄|p) for ν > −1.
Also, because of ν2 > −1, employing (6.5.186) and (6.5.187) and using the the fact Nνj is increasing
with respect to ν, we have
‖Lv − Lv̄‖Xκ . N
ν2
0 (|v|p − |v̄|p) +N
ν2
1 (|v|p − |v̄|p)
. Nν10 (|v|p − |v̄|p) +N
ν2
1 (|v|p − |v̄|p) .M1 +M2,
since ν1 > ν2. This condition is exactly (6.5.189), so, the proof is complete.




, where M1(n) is













Then, there exist ε0 > 0 and 0 < κ1 < κ2 < m+ 12 such that for any ε ∈ (0, ε0) and any radial data
u0 ∈ C2(Rn), u1 ∈ C1(Rn), satisfying
|djru0(r)| ≤ ε r−m−j+1〈r〉−κ̄−
3
2 for j = 0, 1, 2,
|djr(u1(r) +
µ1
2 u0(r))| ≤ ε r
−m−j〈r〉−κ̄− 32 for j = 0, 1,
for some κ̄ ∈ (κ1, κ2], the Cauchy problem (6.1.1) admits a uniquely determined radial solution
u ∈ C([0,∞), C1(Rn \ {0})), in the sense that v(t, r) = 〈t〉
µ1
2 u(t, r) satisfies Definition 6.5.7 for any
κ ∈ (κ1, κ̄].
Furthermore, the following decay estimates hold for any t ≥ 0, r > 0 and κ ∈ (κ1, κ̄]:
|u(t, r)| . ε r−m+1〈r〉−1〈t〉−
µ1
2 〈t− r〉−κ〈t+ r〉− 12 ,
|∂ru(t, r)| . ε r−m〈t〉−
µ1
2 〈t− r〉−κ〈t+ r〉− 12 .
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Remark 6.5.25. In the statement of Theorem 6.5.24, we have







κ2 = q + µ12 (p− 1) =
n+µ1−1
2 (p− 1)− 1.
Let us remark that (κ1, κ2] is not empty because of the condition p > p0(n+ µ1) and κ1 > 0 thanks






Moreover, we can find κ ∈ (κ1, κ2] such that κ < n−12 , since κ2 <
n−1
2 is equivalent to require






= n+µ1+3n+µ1−1 . Hence, for the range of parameters p considered in the statement of
Theorem 6.5.24 the inequality κ2 < n−12 is always satisfied. Finally, we explain the upper bound for
µ1. It is due to the fact that we want to guarantee the validity of the condition p0(n+ µ1) < pFuj(µ1).
Also, thanks to the upper bound for µ1 required in the statement, we have a not empty range of
admissible values for p.
Proof of Theorem 6.5.24. Let us fix a κ in (κ1, κ̄]. Considering the transformed Cauchy problem
(6.4.58), according to our setting it is enough to prove that the operator
Nv = v0 + Lv for any v ∈ Xκ
admits a uniquely determined fixed point on Xκ, provided that ε0 is sufficiently small, where v0 is
defined by (6.5.123). Thanks to Theorem 6.5.2, we get ‖v0‖Xκ . ε.
Since L satisfies (6.5.184), (6.5.188) and (6.5.189), following the approach we have seen in the
proof of Theorem 6.4.14, we find that N has a uniquely determined fixed point on a ball of Xκ with
sufficiently small radius, which is the desired solution.
6.6. Concluding remarks
The following considerations are done in the general setting of this chapter. Therefore, let µ1 ≥ 2 and
µ22 be nonnegative constants such that δ = 1.
In the case n = 1 combining the results of Theorems 4.3.1, 6.2.1 and 6.2.8 we see that the critical






In the three-dimensional case we have for the Cauchy problem (6.1.1) a blow-up result for 1 < p ≤
p0(3 + µ1), thanks to Theorem 4.3.1 . Consequently, combining this result with Theorem 6.3.1 we have
that p0(3 + µ1) is the critical exponent for the Cauchy problem (6.1.1) in the case n = 3, if we restrict
our consideration to the radial case with the coefficient µ1 ∈ [2, 1 +
√
5].
In the case n ≥ 5 odd, we have for the Cauchy problem (6.1.1) a blow-up result for 1 < p ≤ p0(n+µ1),
thanks to Theorem 4.3.1 . Therefore, combining this result with Theorem 6.4.14 we have that p0(n+µ1)
is the critical exponent for the Cauchy problem (6.1.1) in the case n ≥ 5 odd, if we restrict our
consideration to the radial case with the coefficient for the damping term µ1 ∈ [2,M1(n)].
On the other hand, for n ≥ 4 and even Theorem 6.5.24 provides a global existence result in the radial
















Thus, also in this case p0(n+ µ1) turns out to be the critical exponent for (6.1.1).
In particular, thanks to Theorem 6.5.24 in the special case µ1 = 2 and µ2 = 0, we proved the
conjecture stated in [16, Remark 10]. Indeed, considering this result together with the results of
[16, 14], it has been shown that the critical exponent for the semilinear Cauchy problem
utt −∆u+ 21+tut = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
is exactly the shift of the Strauss exponent p0(n+ 2) in all space dimensions.
Open problems
In the three-dimensional case for µ1 > 1 +
√
5 one can prove the same result obtained in Theorem
6.3.17, but only for p > p̃(µ1) (in all the preliminary results for Theorem 6.3.17 we use the assumption
µ1 ∈ [2, 1 +
√
5] just in Lemma 6.3.13, and as it is told in Remark 6.3.14 the result of such lemma are
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also valid for µ1 > 1 +
√
5 provided that p > p̃(µ1)). Therefore, in this case employing the same tools
used in the proof of Theorem 6.3.1 we find a gap between the range of values that ensure a global
existence result (p > p̃(µ1)) and the values that guarantee a blow-up result (p ≤ p0(3 + µ1)). Hence,
we can only say that we expect the critical exponent to belong to the interval [p0(3 + µ1), p̃(µ1)].
Similarly, according to the result of Section 6.4, we can only say that for µ1 > M1(n) the critical
exponent shall belong to the interval [p0(n+ µ1), p̃(µ1, n)] in the general odd case n ≥ 5.
In the even dimensional case n ≥ 4, we have to guarantee the validity of p < pFuj(µ1) in order to
apply the approach from Section 6.5. Consequently, for µ1 ≥M1(n) we cannot say anything about the
global existence result, since the range for p in Theorem 6.5.24 would be empty.




as critical exponent. Therefore, the approach with weighted L∞t L∞r estimates in the radial case
seems to be not optimal. On the contrary, following the approach of Chapter 5, it would have been





< 2 for µ1 > 2.
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7. Semilinear wave equation with polynomial
speed of propagation, superconformal case
7.1. Introduction
In this chapter we will consider the semilinear Cauchy problem
utt −∆u+ µ11+tut +
µ22
(1+t)2u = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(7.1.1)
in the case in which µ1 ∈ [0, 1) and δ = (µ1 − 1)2 − 4µ22 ≥ 0. Moreover, from the assumption on µ1, it
follows immediately that δ < 1.
By using the transformation






we find that v solves
vtt −∆v + µ11+tvt +
µ22
(1+t)2 v = |v|
p
if and only if w satisfies the equation
wtt −∆w + 1−
√
δ





Let us consider instead the following semilinear Cauchy problem for a wave equation with polynomial
speed of propagation:

utt − (1 + t)2`∆u = (`+ 1)2(1 + t)k|u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(7.1.3)
where ` is a nonnegative real number and k ∈ R. Throughout this chapter we will follow the approach
developed in [33], adapting the tools therein used in order to deal with the nonvanishing speed of
propagation a(t) = (1 + t)` and the time-dependent function that appears in the nonlinear term. In
particular, the different type of nonlinearity requires the introduction of a time-dependent weight in
Strichartz estimates.
We study this Cauchy problem since, choosing the change of variables
τ = (1 + t)`+1 − 1, y = (`+ 1)x,
we find that u solves the equation which appears in (7.1.3) if and only if
uττ −∆yu+
µ`





with µ` = ``+1 ∈ (0, 1).
















In particular, we must consider just the case δ > 0, being the the coefficient µ` of the damping term
in (7.1.4) an element of (0, 1).
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Before proving a global existence result for the semilinear case, we deal with the linear equation
related to (7.1.3). More precisely, we will derive some Strichartz estimates for solutions to the
homogeneous Cauchy problem
utt − (1 + t)2`∆u = 0, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn
(7.1.6)
and for solutions to the inhomogeneous linear Cauchy problem with homogeneous data
utt − (1 + t)2`∆u = F (t, x), t > 0, x ∈ Rn,
u(0, x) = 0, x ∈ Rn,
ut(0, x) = 0, x ∈ Rn.
(7.1.7)
7.2. Representation formulas for solutions to linear Cauchy
problems
7.2.1. Homogeneous Cauchy problem
Let us consider the homogeneous linear Cauchy problem (7.1.6) with Cauchy data u0, u1.
Our goal is to describe the solution to this problem in the following form:
u(t, x) = S0(t, 0, Dx)u0(x) + S1(t, 0, Dx)u1(x),
where the resolving operators S0(t, 0, Dx) and S1(t, 0, Dx) satisfy
S0(0, 0, Dx) = I, ∂tS0(0, 0, Dx) = 0,
S1(0, 0, Dx) = 0, ∂tS1(0, 0, Dx) = I,
being I the identity operator.
We will derive now the microlocal structure of the operators S0(t, 0, Dx) and S1(t, 0, Dx). Let us
denote by û the spatial Fourier transform of the solution to the Cauchy problem (7.1.6). Then, û(t, ξ)
solves the equation
ûtt + (1 + t)2`|ξ|2û = 0. (7.2.8)
Let us consider the ordinary differential equation
ytt + t2`|ξ|2y = 0. (7.2.9)
In the paper [113] a fundamental system of solutions for this equation is derived (see also [96]). More
precisely, a system of fundamental solutions of (7.2.9) is given by
V1(t, |ξ|) = e−
z
2 Φ(α, γ; z), V2(t, |ξ|) = te−
z
2 Φ(1 + α− γ, 2− γ; z),
where α = `2(`+1) , γ =
`
`+1 , z = z(t, |ξ|) = 2iφ(t)|ξ| with φ(t) =
t`+1
`+1 and Φ(α, γ; z) denotes the
confluent hypergeometric function of parameters α and γ (see Appendix D.2).
It is clear that the general solution of the equation (7.2.8) is related to the general solution of the
equation (7.2.9) through the relation û(t, ξ) = y(1 + t, ξ). Therefore, we can express û as follows:
û(t, ξ) = A(ξ)V1(1 + t, |ξ|) +B(ξ)V2(1 + t, |ξ|).
Now we want to express the coefficients A(ξ) and B(ξ) in terms of initial data of û (clearly
û(0, ξ) = û0(ξ), ût(0, ξ) = û1(ξ)).
Imposing the initial conditions, we arrive at the system{
A(ξ)V1(1, |ξ|) +B(ξ)V2(1, |ξ|) = û0(ξ),
A(ξ)∂tV1(1, |ξ|) +B(ξ)∂tV2(1, |ξ|) = û1(ξ).
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Hence,
A(ξ) = W (1, |ξ|)−1
∣∣∣∣û0(ξ) V2(1, |ξ|)û1(ξ) ∂tV2(1, |ξ|)
∣∣∣∣, B(ξ) = W (1, |ξ|)−1∣∣∣∣ V1(1, |ξ|) û0(ξ)∂tV1(1, |ξ|) û1(ξ)
∣∣∣∣,
where
W (t, |ξ|) =
∣∣∣∣ V1(t, |ξ|) V2(t, |ξ|)∂tV1(t, |ξ|) ∂tV2(t, |ξ|)
∣∣∣∣
is the Wronskian of functions V1(t, |ξ|) and V2(t, |ξ|). As we mentioned above, the pair of functions
V1(t, |ξ|) and V2(t, |ξ|) is a fundamental system for the equation (7.2.9). However, it is interesting to
show explicitly that the value of their Wronskian is 1. Indeed,
W (t, |ξ|) = V1(t, |ξ|)∂tV2(t, |ξ|)− V2(t, |ξ|)∂tV1(t, |ξ|)
= e− z2 Φ(α, γ; z)e− z2
[
Φ(1 + α− γ, 2− γ; z) + t∂z
∂t
(
− 12 + dz
)
Φ(1 + α− γ, 2− γ; z)
]
− te− z2 Φ(1 + α− γ, 2− γ; z)e− z2 ∂z
∂t
[
− 12Φ(α, γ; z) + F
′(α, γ; z)
]
= e−zΦ(α, γ; z)Φ(1 + α− γ, 2− γ; z) + e−zt∂z
∂t
∣∣∣∣Φ(α, γ; z) Φ(1 + α− γ, 2− γ; z)Φ′(α, γ; z) Φ′(1 + α− γ, 2− γ; z)
∣∣∣∣.
By using the value of the Wronskian of the fundamental system of solutions of the confluent
hypergeometric equation, cf. (D.2.23), we get
W (t, |ξ|) = e−zΦ(α, γ; z)Φ(1 + α− γ, 2− γ; z) + e−zt∂z
∂t
(1− γ)z−γez
= e−zΦ(α, γ; z)Φ(1 + α− γ, 2− γ; z) + z1−γ .
Let us remark that in this case we are far away from the so-called logarithmic case, i.e., when the
second parameter of the confluent hypergeometric function is an integer, since γ = ``+1 ∈ (0, 1) and,
consequently, Φ(α, γ; z) and z1−γΦ(1 + α− γ, 2− γ; z) form a fundamental system of solutions to the
confluent hypergeometric equation with parameter α and γ.
Since in both cases the first parameter in the confluent hypergeometric function is exactly the half
of the second one, we can use (D.2.26).
Summarizing, since α− 12 = −
1




`+1 , in the product of the two confluent
hypergeometric functions which appears in the expression of the Wronskian there is a cancellation of
several multiplicative factors, thus,




















Since W is the Wronskian of a second order ordinary differential equation without any first order
term, it follows that W is a constant function and, then,
W (1, |ξ|) = W (0, |ξ|) = 1,
where in the last equality we used the representation of Bessel functions through power series (cf.
(D.1.2)).
Let us write explicitly the representation formula for û. It holds
û(t, ξ) =
(
û0(ξ)∂tV2(1, |ξ|)− û1(ξ)V2(1, |ξ|)
)
V1(1 + t, |ξ|)
+
(
û1(ξ)V1(1, |ξ|)− û0(ξ)∂tV1(1, |ξ|)
)
V2(1 + t, |ξ|)
= −
∣∣∣∣∂tV1(1, |ξ|) V1(1 + t, |ξ|)∂tV2(1, |ξ|) V2(1 + t, |ξ|)
∣∣∣∣û0(ξ) + ∣∣∣∣V1(1, |ξ|) V1(1 + t, |ξ|)V2(1, |ξ|) V2(1 + t, |ξ|)
∣∣∣∣û1(ξ).
Summarizing, we found that
S0(t, 0, Dx) = V1(1 + t, |Dx|) ∂tV2(1, |Dx|)− V2(1 + t, |Dx|) ∂tV1(1, |Dx|),
S1(t, 0, Dx) = V2(1 + t, |Dx|)V1(1, |Dx|)− V1(1 + t, |Dx|)V2(1, |Dx|),
that is, the solution of the Cauchy problem (7.1.6) can be written as follows:
u(t, x) =
(





V2(1 + t, |Dx|)V1(1, |Dx|)− V1(1 + t, |Dx|)V2(1, |Dx|)
)
u1(x). (7.2.10)
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7.2.2. Inhomogeneous Cauchy problem with zero data
Let us derive now a representation formula for the solution of the Cauchy problem (7.1.7). In order to
apply Duhamel’s principle, we have to derive the representation formula for the solution u(τ ; t, x) of
the following Cauchy problem:
utt − (1 + t)2`∆u = 0, t > 0, x ∈ Rn,
u(τ, x) = 0, x ∈ Rn,
ut(τ, x) = F (τ, x), x ∈ Rn.
As we did in the homogeneous case, we want to represent the solution of the above Cauchy problem
in the following form:
u(τ ; t, x) = S(τ ; t,Dx)F (τ, x).
Applying the spatial Fourier transform, we obtain for û(τ ; t, ξ) = Fx→ξ(u(τ ; t, x))
ûtt + (1 + t)2`|ξ|2û = 0, t > 0, ξ ∈ Rn,
û(τ, ξ) = 0, ξ ∈ Rn,
ût(τ, ξ) = F̂ (τ, ξ), ξ ∈ Rn.
Since the equation that appears in the previous Cauchy problem is exactly (7.2.8), also in this case
it is possible to represent û(τ, t, ξ) as
û(τ ; t, ξ) = A(τ ; ξ)V1(1 + t, |ξ|) +B(τ ; ξ)V2(1 + t, ξ).
Imposing the initial conditions, we find that the coefficients A(τ ; ξ) and B(τ ; ξ) satisfy the linear
system {
A(ξ; τ)V1(1 + τ, |ξ|) +B(ξ; τ)V2(1 + τ, |ξ|) = 0,
A(ξ; τ)∂tV1(1 + τ, |ξ|) +B(τ ; ξ)∂tV2(1 + τ, |ξ|) = F̂ (τ, ξ).
Hence,
A(ξ; τ) = W (1 + τ, |ξ|)−1
∣∣∣∣ 0 V2(1 + τ, |ξ|)F̂ (τ, ξ) ∂tV2(1 + τ, |ξ|)
∣∣∣∣ = −V2(1 + τ, |ξ|)F̂ (τ, ξ),
B(ξ; τ) = W (1 + τ, |ξ|)−1
∣∣∣∣ V1(1 + τ, |ξ|) 0∂tV1(1 + τ, |ξ|) F̂ (τ, ξ)
∣∣∣∣ = V1(1 + τ, |ξ|)F̂ (τ, ξ).
Summarizing,
û(τ ; t, ξ) =
(
V2(1 + t, |ξ|)V1(1 + τ, |ξ|)− V1(1 + t, |ξ|)V2(1 + τ, |ξ|)
)
F̂ (τ, ξ) = S(τ ; t, ξ)F̂ (τ, ξ)










V2(1 + t, |Dx|)V1(1 + τ, |Dx|)− V1(1 + t, |Dx|)V2(1 + τ, |Dx|)
)
F (τ, x)dτ. (7.2.11)
7.2.3. Alternative representations for V1(t, |ξ|) and V2(t, |ξ|)
Since in next sections we are going to estimate the asymptotic behavior of the symbol of resolving
operators, it is more useful to rewrite the confluent hypergeometric function as sum of two other
functions, which turn out to be amplitude functions. More precisely,
Φ(α, γ; z) = Γ(γ)Γ(α)e
zH+(α, γ; z) +
Γ(γ)
Γ(γ − α)H−(α, γ; z), arg z ∈ (0, π), (7.2.12)
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where































2H+(α, γ; z) +
Γ(γ)
Γ(γ − α)e
− z2H−(α, γ; z),
V2(t, |ξ|) =
Γ(2− γ)
Γ(1 + α− γ) te
z
2H+(1 + α− γ, 2− γ; z) +
Γ(2− γ)
Γ(1− α) te
− z2H−(1 + α− γ, 2− γ; z),
where z = 2iφ(t)|ξ|.
In particular, one has that the amplitude functions H+(α, γ; ·) and H−(α, γ; ·) satisfy the estimates∣∣∂βξH+(α, γ; 2iφ(t)|ξ|)∣∣ . (φ(t)|ξ|)α−γ |ξ|−|β|, (7.2.13)∣∣∂βξH−(α, γ; 2iφ(t)|ξ|)∣∣ . (φ(t)|ξ|)−α|ξ|−|β| (7.2.14)
for φ(t)|ξ| ≥ 1 (see [96] and [113]).
7.3. Estimates of solutions for the homogeneous Cauchy problem
Before starting, in order to guarantee the self-containedness of the thesis, we have to recall a result
related to Littlewood-Paley decomposition.




for any τ > 0. Let us consider the Littlewood-Paley operators















Lr([0,∞),Lp(Rn)) if 1 < p ≤ 2, 1 ≤ r ≤ 2.
For the proof of this lemma one can see [86, Chapter 3, Lemma 1.4]. Even if the previous result is
stated for mixed-norm Lebesgue spaces, afterwards it will be used only in the case in which the two
exponents coincide, that is, for Lebesgue spaces on Rn+1+ = {(t, x) : t ≥ 0, x ∈ Rn}.
Because of the structure of the resolving operators, it turns out it is meaningful for our model to
consider the first data with different regularity for small frequencies and for large frequencies. Hence,
we introduce the following definition.
Definition 7.3.2. Let s1, s2 ∈ R and ψ ∈ C∞0 (Rn) be a nonnegative cutoff function such that ψ ≡ 1






(1− ψ(ξ))|ξ|s2 |û(ξ)|2dξ <∞.
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Furthermore, we define
‖u‖Ḣs1,s2 (Rn) = ‖ψ(Dx)u‖Ḣs1 (Rn) + ‖(1− ψ(Dx))u‖Ḣs2 (Rn).
Here Z ′(Rn) denotes the dual space to the subspace Z(Rn) of the Schwarz space S(Rn) consisting
of functions u such that ∂βξ û(ξ)
∣∣
ξ=0 = 0 for all β ∈ N
n. We can identify Z ′(Rn) with the quotient
space S ′(Rn)/P, where P denotes the linear space of all polynomials in n variables.
Remark 7.3.3. In the above definition different cutoff functions define equivalent norms on Ḣs1,s2(Rn).
Theorem 7.3.4 (Estimates of solutions for the homogeneous Cauchy problem). Let n ≥ 2 and u be a
Sobolev solution of the Cauchy problem (7.1.6). Let us consider













Then, we have the following estimate:
‖(1 + t)%u‖Lq(Rn+1+ ) . ‖u0‖Ḣs1,s(Rn) + ‖u1‖Ḣs1−1,s−1(Rn), (7.3.15)
where
q = 2((`+1)n+1)(`+1)(n−2s)+`−2% ≥ q0(%) =
2((`+1)n+1)
(`+1)n−(1+%) and s1 = s−
`
2(`+1) .
Remark 7.3.5. In the statement of Theorem 7.3.4 we have several restrictions on the parameters
% and s. We begin with the analysis of the restrictions on %. The lower bound % ≥ 0 is considered
because in the nonlinear result we work just with nonnegative values of %. Clearly, one could study also
the case % < 0, but some estimates should be changed in the proof. The upper bound is quite technical
and it is going to be explained in the proof. The limitations on s are due to the condition q ≥ q0(%)
and to the fact that the denominator of q must be positive. Let us remark that the denominator of
q0(%) is automatically positive thanks to our assumptions on %. Finally, we have that q0(%) ≥ 2 for any
nonnegative %. This last property is very important since we are going to apply, among other things,
Lemma 7.3.1 in order to prove such a result.
Proof of Theorem 7.3.4. We have already shown the representation formula (7.2.10) for solutions to
the Cauchy problem (7.1.6), where the symbols V1(τ, |ξ|) and V2(τ, |ξ|) are given by


















)[eiφ(τ)|ξ|H+( `2(`+1) , ``+1 ; 2iφ(τ)|ξ|)+ e−iφ(τ)|ξ|H−( `2(`+1) , ``+1 ; 2iφ(τ)|ξ|)], (7.3.17)


















)τ[eiφ(τ)|ξ|H+( `+22(`+1) , `+2`+1 ; 2iφ(τ)|ξ|)+ e−iφ(τ)|ξ|H−( `+22(`+1) , `+2`+1 ; 2iφ(τ)|ξ|)]. (7.3.19)
Moreover, in order to write explicitly (7.2.10), we need to derive representation formulas also for
∂τV1(τ, |ξ|) and ∂τV2(τ, |ξ|). Therefore, using the relation (D.2.24), we find
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or, alternatively, using (7.2.12), we get












































)e−iφ(τ)|ξ|H−( `2(`+1) , ``+1 ; 2iφ(τ)|ξ|)
]
, (7.3.22)



















)e−iφ(τ)|ξ|H−( 3`+42(`+1) , 2`+3`+1 ; 2iφ(τ)|ξ|)
]
,



























V2(1 + t, |Dx|)V1(1, |Dx|)− V1(1 + t, |Dx|)V2(1, |Dx|)
)
u1(x),
then, our goal will be to prove
‖(1 + t)%v‖Lq(Rn+1+ ) . ‖u0‖Ḣs1,s(Rn), (7.3.24)
‖(1 + t)%w‖Lq(Rn+1+ ) . ‖u1‖Ḣs1−1,s−1(Rn). (7.3.25)
Let us begin with the proof of (7.3.24).
We consider a cutoff function χ ∈ C∞0 ([0,∞)) such that χ ≡ 1 on [0, 1] and suppχ ⊂ [0, 2]. It is






v1(t, x) = (1− χ(φ(1 + t)Dx))(1− χ(φ(1)Dx))S0(t, 0, Dx)u0(x),
v2(t, x) = (1− χ(φ(1 + t)Dx))χ(φ(1)Dx)S0(t, 0, Dx)u0(x),
v3(t, x) = χ(φ(1 + t)Dx)(1− χ(φ(1)Dx))S0(t, 0, Dx)u0(x),
v4(t, x) = χ(φ(1 + t)Dx)χ(φ(1)Dx)S0(t, 0, Dx)u0(x).
The next step is to write each vj as Fourier integral and to derive some estimates for the corresponding
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where




























































in which the first subscript sign in a1,±,± is related to the fact that we consider either H+ or H−
as functions with argument 2iφ(1 + t)|ξ| in each addend that appears in the definition of a1,±,±,
while the second subscript sign in a1,±,± depends on the functions with argument 2iφ(1)|ξ|, and the





































































Our goal is to prove that
|∂βξ a1,±,±(t, ξ)| . |ξ|
−|β|+ `2(`+1) (φ(1 + t)|ξ|)−
`
2(`+1) . (7.3.27)
In order to prove (7.3.27), it is useful to remark some intermediate estimates. Firstly, we remark
that
|∂βξ χ(φ(1 + t)|ξ|)| . |ξ|
−|β|.
Indeed,
∂ξkχ(φ(1 + t)|ξ|) = χ′(φ(1 + t)|ξ|)φ(1 + t)
ξk
|ξ| ,
∂2ξkξhχ(φ(1 + t)|ξ|) = χ
′′(φ(1 + t)|ξ|)(φ(1 + t))2 ξkξh
|ξ|2








and, then, iterating, we find that
∂βξ χ(φ(1 + t)|ξ|) = χ
(|β|)(φ(1 + t)|ξ|)(φ(1 + t))|β|s0(ξ) + χ(|β|−1)(φ(1 + t)|ξ|)(φ(1 + t))|β|−1s1(ξ)
+ · · ·+ χ′′(φ(1 + t)|ξ|)(φ(1 + t))2s|β|−2(ξ) + χ′(φ(1 + t)|ξ|)φ(1 + t)s|β|−1(ξ),
where sh is a function that can be controlled in absolute value by |ξ|−h for any h = 1, · · · , |β| − 1.
Now, since the support of all derivatives of χ is contained in [1, 2], in the previous estimate for the
β-th derivative of χ(φ(1 + t)|ξ|) we have φ(1 + t)|ξ| ≈ 1 and, hence, the desired estimate.
In the same way one obtains the estimate |∂βξ χ(φ(1)|ξ|)| . |ξ|−|β|.
Finally, we recall that
∂βξ |ξ| . |ξ|
−|β|+1.
Let us start with the estimate of ∂βξ a1,+,+(t, ξ). Looking to (7.3.26), it is clear that we have to
estimate terms of the type
∂βξ
(
(1− χ(φ(1 + t)|ξ|))(1− χ(φ(1)|ξ|)) |ξ|H+(α1, γ1; 2iφ(1 + t)|ξ|)H+(α2, γ2; 2iφ(1)|ξ|)
)
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∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ (1− χ(φ(1)|ξ|))∂β3ξ |ξ|
× ∂β4ξ H+(α1, γ1; 2iφ(1 + t)|ξ|)∂
β5
ξ H+(α2, γ2; 2iφ(1)|ξ|)
∣∣∣
. |ξ|−|β|+1(φ(1 + t)|ξ|)α1−γ1(φ(1)|ξ|)α2−γ2 .
Let us remark that we are working with |ξ| & 1. Indeed, when in a product appears as factor
1− χ(φ(1 + t)|ξ|), or its derivatives with respect to ξ, then, we can restrict our considerations to the
case φ(1 + t)|ξ| & 1, due to the properties of χ.
Therefore, we can treat 1− i|ξ| as i|ξ|, since the corresponding derivatives are equal in absolute value
and |1− i|ξ|| . |ξ|. Consequently, for the first two addends of a1,+,+, since the differences between the










Let us consider now the third and the fourth addends in (7.3.26). Even in this case the differences
between the parameters of the functionsH+ are the same, consequently, including also the multiplicative
factor (1 + t), we find









With the same type of arguments one gets also the estimates
|∂βξ a1,+,−(t, ξ)|, |∂
β
ξ a1,−,+(t, ξ)|, |∂
β
ξ a1,−,−(t, ξ)| . |ξ|
−|β|+ `2(`+1) (φ(1 + t)|ξ|))−
`
2(`+1) .
Let us deal with v2. Using (7.3.17), (7.3.19) to represent V1(1 + t, |ξ|), V2(1 + t, |ξ|) and (7.3.20) and




















































































) , C̃2 = Γ( `+2`+1)Γ( `+22(`+1)) .
In this case we have to estimate the derivative of functions of type
(1− χ(φ(1 + t)|ξ|))χ(φ(1)|ξ|) |ξ|H±(α1, γ1; 2iφ(1 + t)|ξ|)Φ(α2, γ2; 2iφ(1)|ξ|) (7.3.29)
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∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ χ(φ(1)|ξ|)∂β3ξ |ξ| ∂β4ξ H+(α1, γ1; 2iφ(1 + t)|ξ|)
× ∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)
∣∣∣





∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣. (7.3.30)
In the same way for a2,− we conclude∣∣∣∂βξ ((1− χ(φ(1 + t)|ξ|))χ(φ(1)|ξ|) |ξ|H−(α1, γ1; 2iφ(1 + t)|ξ|)Φ(α2, γ2; 2iφ(1)|ξ|))∣∣∣





∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣. (7.3.31)
Now we want to use the fact that the confluent hypergeometric function is an analytic function.
But first, we need to use the multivariate version of Faà di Bruno’s formula (cf. Proposition B.8.2)
to estimate the ω-th derivative of Φ(α̃, γ̃, 2iφ(τ)|ξ|) with respect to ξ, when φ(τ)|ξ| ≤ 2. Thus, if
∂ωξ = ∂ξω1∂ξω2 · · · ∂ξωm with m = |ω| (clearly the indices ω1, ω2, · · · , ωm ∈ {1, · · · , n} may be not
pairwise distinct), we find




























where P is the set of the partitions of the set {ω1, ω2, · · · , ωm}, |π| denotes the number of subsets that
form the partition π and |B| stands for the cardinality of the set B. Hence,∣∣∂ωξ Φ(α̃, γ̃, 2iφ(τ)|ξ|)∣∣ .∑
π∈P















where in the last inequality we used the fact that the product φ(τ)|ξ| is bounded.
In particular, when φ(τ)|ξ| is bounded, for any nonnegative power a, we have that
(φ(τ)|ξ|)a
∣∣∂ωξ Φ(α̃, γ̃, 2iφ(τ)|ξ|)∣∣ . |ξ|−|ω|, (7.3.32)
or for any real number b
(1 + φ(τ)|ξ|)b
∣∣∂ωξ Φ(α̃, γ̃, 2iφ(τ)|ξ|)∣∣ . |ξ|−|ω|. (7.3.33)
Let us come back to (7.3.30) and (7.3.31). From (7.3.28) we see that for each term which appears
in the expressions of a2,+ and a2,− as in (7.3.29) it holds α1 − γ1 = −α1, therefore, it is enough to
continue the estimate in (7.3.30), since the estimate of (7.3.31) is analogous. Moreover, we see that
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the difference α1 − γ1 is the same in first and in the last two terms, so, we can reduce ourselves
to the estimate of the first and the third term (formally, it changes only α2 and γ2, which have no
relevance except in the multiplicative constant). For the first addend we have α1 − γ1 = − `2(`+1) , so,








∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣







∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣ . |ξ|−|β|(φ(1 + t)|ξ|)− `2(`+1) .
On the other hand, for the third addend of (7.3.28) we find







∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣









∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣ . |ξ|−|β|(φ(1 + t)|ξ|)− `2(`+1) .
Let us finally remark that in the second term of (7.3.28) it appears the term
(1− χ(φ(1 + t)|ξ|))χ(φ(1)|ξ|)H±(α1, γ1; 2iφ(1 + t)|ξ|)Φ(α2, γ2; 2iφ(1)|ξ|)





∣∣∣∂β1ξ (1−χ(φ(1+t)|ξ|))∂β2ξ χ(φ(1)|ξ|)∂β3ξ H±(α1, γ1; 2iφ(1 + t)|ξ|)∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣∣







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣ . |ξ|−|β|(φ(1 + t)|ξ|)− `2(`+1) .
Therefore, we may conclude
|a2,±(t, ξ)| . |ξ|−|β|(φ(1 + t)|ξ|)−
`
2(`+1) .

















































































































Because of (7.3.34), it is clear that we have to estimate the derivatives of terms of the type
χ(φ(1 + t)|ξ|)(1− χ(φ(1)|ξ|)) |ξ|Φ(α1, γ1; 2iφ(1 + t)|ξ|)H±(α2, γ2; 2iφ(1)|ξ|)
for suitable α1, α2, γ1, γ2 in order to estimate the derivatives of a3,±. Let us remark that the estimate
for the second addend in (7.3.34) is analogous, since in this case |ξ| & 1.





∣∣∣∂β1ξ χ(φ(1 + t)|ξ|)∂β2ξ (1− χ(φ(1)|ξ|))∂β3ξ |ξ| ∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)







∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣.






∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣.
Let us treat first the estimate for a3,+. Even in this case we have that the difference α2− γ2 is equal






∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
= |ξ|−|β|+
`






|ξ||β4|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|+
`
2(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) ≈ |ξ|−|β|(1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Let us underline that in this zone |ξ| ≈ 1. Indeed, this follows from |ξ| & 1 and φ(1 + t)|ξ| . 1. For
this reason in the last inequality the terms |ξ|−|β|+
`
2(`+1) and |ξ|−|β| are equivalent.






∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣







∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣











∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣
. |ξ|−|β|+
`−2





2(`+1) (1 + φ(1+t)|ξ|)−
`
2(`+1) ≈ |ξ|−|β|(1 + φ(1+t)|ξ|)−
`
2(`+1) . (7.3.35)
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Let us consider the estimates for terms which appear in the definition of a3,−. Since α2 − γ2 = −α2
for the second and the fourth term, it remains to examine only the first and the third term (since the







∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣











∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣











∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣







∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣











∣∣∂β4ξ Φ(α1, γ1; 2iφ(1+t)|ξ|)∣∣





so, we can repeat the same estimate as in the last line of (7.3.35).
Summarizing, we proved
|∂βξ a3,±(t, ξ)| . |ξ|




2(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Finally, we can deal with v4. It is defined by
v4(t, x) = (2π)−n
∫
Rn
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∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β5|∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
. |ξ|−|β|+
`









∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
× |ξ||β4|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|+
`
2(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) . |ξ|−|β|(1 + φ(1 + t)|ξ|)−
`
2(`+1)
for suitable α1, α2, γ1, γ2.
For the third and the fourth addend we have to include the factor (1 + t). Thus, modifying slightly
the previous chain of inequalities, we get
(1 + t)
∣∣∣∂βξ (χ(φ(1 + t)|ξ|)χ(φ(1)|ξ|) |ξ|Φ(α1, γ1; 2iφ(1 + t)|ξ|)Φ(α2, γ2; 2iφ(1)|ξ|))∣∣∣





∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β5|∣∣∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣









∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|) ∂β5ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
. |ξ|−|β|+
`









∣∣∂β5ξ |ξ| `2(`+1) Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
× |ξ||β4|(1 + φ(1 + t)|ξ|)
`+2
2(`+1)
∣∣∂β4ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|+
`
2(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) . |ξ|−|β|(1 + φ(1 + t)|ξ|)−
`
2(`+1) .
It remains to deal with the part of the second term which is not multiplied by |ξ|. Repeating similar











∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣






|ξ||β3|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
× |ξ||β4|
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣




|∂βξ a4(t, ξ)| . |ξ|
−|β|(1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Putting together all estimates we obtained for v1, v2, v3, v4, we find that the product (1 + t)%v, % ≥ 0,
can be written in the form
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with
|∂βξ a±,±(t, ξ)| . (|ξ|
−|β|+ε1(1− χ(φ(1)|ξ|)) + |ξ|−|β|+ε2χ(φ(1)|ξ|))(1 + φ(1 + t)|ξ|)−ε0 , (7.3.36)
where ε1 = `−2%2(`+1) , ε2 = −
%
`+1 and ε0 =
`−2%
2(`+1) .
The fact that in the previous estimate we have different powers for large and for small frequencies is












We will deal with the estimate for the “high frequencies part” of the solution, since the proof
of the estimate for the “low frequencies part” of the solution is similar (we have only to consider
s1 = s− `2(`+1) instead of s as regularity for the space of the first data and take advantage of different
estimates for ∂βξ a±,±(t, ξ) in the low frequencies zone). If we denote
ĥ0(ξ) = |ξ|sû0(ξ), ã±,±(t, ξ) = (1− χ(φ(1)|ξ|))a±,±(t, ξ)|ξ|−s,






We will focus on the inequality in which appears the term ã+,+, that we denote for simplicity just
by ã, since the proof of the other inequality is analogous (below it will be specified in which point
slight modifications are necessary).
Let us introduce the following notation A for the integral operator which we will consider:










In order to show for suitable q ∈ (1,∞) the estimate
‖Ah0‖Lq(Rn+1+ ) . ‖h0‖L2(Rn), (7.3.40)
it is sufficient to prove its dual version
‖A∗f‖L2(Rn) . ‖f‖Lp(Rn+1+ ), (7.3.41)
where 1p +
1
q = 1 and A






ei((y−x)·ξ−(φ(1+t)+φ(1))|ξ|)ã(t, ξ)f(t, x)dξd(t, x). (7.3.42)
Since we can identify (Lq(Rn+1+ ))′ = Lp(Rn+1+ ) and (L2(Rn))′ = L2(Rn), we have, by using the
abstract definition of adjoint operators and Hölder’s inequality,
‖A∗f‖2L2(Rn) = 〈A∗f,A∗f〉L2(Rn) = 〈AA∗f, f〉Lq(Rn+1+ ) ≤ ‖AA
∗f‖Lq(Rn+1+ )‖f‖Lp(Rn+1+ ),
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where 〈·, ·〉X denotes the duality pairing in the space X. Therefore, if we prove
‖AA∗f‖Lq(Rn+1+ ) . ‖f‖Lp(Rn+1+ ), (7.3.43)
then, from the previous inequality follows immediately (7.3.41) and, hence, (7.3.40).
Let us derive a more explicit representation for the operator AA∗. Using Fourier inversion formula
and Fubini’s theorem, we have
















































ei((x−z)·ξ+(φ(1+t)−φ(1+τ))|ξ|)ã(t, ξ)ã(τ, ξ)f(τ, z)dξd(τ, z)
Let us underline that in the case ã = ã+,− we arrive exactly at the same expression for AA∗f . On
the other hand, for ã = ã−,± there is a change of sign in the above expression. More precisely, instead
of the factor exp(i((x−z) ·ξ+(φ(1+t)−φ(1+τ))|ξ|)) we find exp(i((x−z) ·ξ−(φ(1+t)−φ(1+τ))|ξ|)).
Nevertheless, this difference implies no relevant changes. Indeed, all computations, which we are going
to do for proving (7.3.43), can be repeated for this second case.
With the same notations of Lemma 7.3.1, we introduce the following localization for the function
AA∗f :




where λ > 0.
Now we write (AA∗f)λ in a more convenient way. Using again Fourier inversion formula and Fubini’s
theorem, we get





























































ei((x−y)·ξ+(φ(1+t)−φ(1+τ))|ξ|) ϕ(λ−1|ξ|)ã(t, ξ)ã(τ, ξ)︸ ︷︷ ︸
aλ(t,τ,ξ)
f(τ, y)dξd(τ, y). (7.3.44)
For proving (7.3.43), it is sufficient to show that
‖(AA∗f)λ‖Lq(Rn+1+ ) ≤ C‖f‖Lp(Rn+1+ ), (7.3.45)
where the multiplicative constant C does not depend on λ. Let us justify this claim.
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Since


































































ei(−y·ξ+(φ(1+t)−φ(1+τ))|ξ|)ϕ(κ−1|ξ|)ϕ(λ−1|ξ|)ã(t, ξ)ã(τ, ξ)f(τ, y)dξd(τ, y),
because of the presence of the product ϕ(κ−1|ξ|)ϕ(λ−1|ξ|), using the property of the support of ϕ, we
see that if λ = 2j and κ = 2h, then for |j − h| ≥ 2 we have ((AA∗f)2j )2h(t, x) = 0.
Moreover, we have the relation (AA∗fκ)λ = ((AA∗f)λ)κ. Indeed, by (7.3.44) we get
































































e−iz·ηei(x·η+(φ(1+t)−φ(1+τ))|η|)ϕ(κ−1|ξ|)ϕ(λ−1|ξ|)ã(t, η)ã(τ, η)f(τ, z)dηd(τ, z)
= ((AA∗f)λ)κ(t, x),
where in the intermediate equality we used Fourier inversion formula and Fubini’s theorem as before.



























which is exactly (7.3.43). In particular, in the previous chain of inequalities we used q ≥ q0 ≥ 2 (first




Now we prove (7.3.43). We will derive such estimate by using Riesz-Thorin theorem to interpolate
between cases q = q0, p = p0 and q =∞, p = 1.
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where in the second inequality we used
|ã(t, ξ)ã(τ, ξ)| . |ξ|−2s+2ε1 . (7.3.46)
Hence,
‖(AA∗f)λ‖L∞(Rn+1+ ) . λ
n+2ε1−2s‖f‖L1(Rn+1+ ). (7.3.47)
Let us put t̃ = max{t, τ}, then, denoting simply with a the function a+,+, we have
|∂βξ aλ(t, τ, ξ)| =










λ−|β1||ϕ(|β1|)(λ−1|ξ|)||ξ|−2s−|β2|(1 + φ(1 + t)|ξ|)−ε0 |ξ|−|β3|+ε1
















. λ−2s+2ε1−|β|−ε(1 + t̃)−ε(`+1) . λ−2s+2ε1−|β|−ε|t− τ |−ε(`+1), (7.3.48)
where ε = `−(
n−1
2 (`+1)+1)%
(`+1)((`+1)n+1) must belong to the interval (0, ε0) in order to allow the previous chain of
inequalities. Let us remark that these conditions on ε correspond to the upper restriction on % in the
statement (cf. Theorem 7.3.4).
We can underline here, that if we estimated
∥∥(1+ t)%χ(φ(1)|ξ|)v∥∥
Lq(Rn+1+ )
, one might use the different
Ḣs1 regularity in order to compensate the different estimates for ∂βξ a±,±(t, x) in the low frequency
zone, obtaining exactly (7.3.46) and (7.3.48).
Let us consider the function
bλ(t, τ, ξ) = λ2s−2ε1+ε|t− τ |ε(`+1)aλ(t, τ, ξ).
Since the functions Φ, H±, ϕ are all C∞ functions, we get that bλ(t, τ, ·) belongs to C∞(Rn). Moreover,
|∂βξ bλ(t, τ, ξ)| . λ
−|β| ≈ |ξ|−|β| (7.3.49)
and






ei((x−y)·ξ+(φ(1+t)−φ(1+τ))|ξ|)|t− τ |−ε(`+1)bλ(t, τ, ξ)f(τ, y)dξd(τ, y).
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For fixed t, τ ≥ 0, we define the frozen operator





ei((x−y)·ξ+(φ(1+t)−φ(1+τ))|ξ|)|t− τ |−ε(`+1)bλ(t, τ, ξ)g(y)dξdy
















Performing the change of variables λη = ξ, we find





In order to derive the desired Lp0 −Lq0 estimate for the operator Tt,τ , we will derive firstly L1−L∞
and L2 − L2 estimates.
By Young’s inequality, it follows:





In order to estimate the L∞ norm that appears on the right-hand side of the previous inequality, we













‖∂βη (bλ(t, τ, λη))‖L∞(Rnη )









where in the second last inequality we used (7.3.49) and the last inequality the relation
|t− τ |`+1 . |φ(1 + t)− φ(1 + τ)|,
which holds uniformly for any t, τ ≥ 0. Thus,
‖Tt,τg‖L∞(Rn) . λ
n+1





2 |t− τ |−(ε+
n−1
2 )(`+1)‖g‖L1(Rn).
By Plancherel theorem and the boundedness of bλ, we obtain
‖Tt,τg‖L2(Rn) = |t− τ |−ε(`+1)
∥∥∥F−1ξ→x(ei(φ(1+t)−φ(1+τ))|ξ|bλ(t, τ, ξ)ĝ(ξ))∥∥∥
L2(Rnx )





= |t− τ |−ε(`+1)‖bλ(t, τ, ξ)ĝ(ξ)‖L2(Rn
ξ
) . |t− τ |−ε(`+1)‖ĝ‖L2(Rn)
= |t− τ |−ε(`+1)‖g‖L2(Rn).







































where θ = 1− 2q0 =
2+%
(`+1)n+1 .
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Now, since


























































If we extend to 0 the function f on Rn+1− = {(t, x) : t < 0, x ∈ Rn} (here we are working with
f ∈ Lp0(Rn+1+ )), then,










































with α̃ = 2+%(`+1)n+1 , denotes the Riesz kernel in dimension one.
Since α̃ ∈ (0, 1) and 1p0 =
1
q0
+ α̃ (the choice of ε was done in order to obtain exactly this relation
between α̃, q0, p0), we can apply Hardy-Littlewood-Sobolev inequality (see Proposition B.1.3), so,∥∥∥(Iα̃ ∗ ‖f‖Lp0 (Rnx ))(t)∥∥∥Lq0 (Rt) . ∥∥‖f(t, ·)‖Lp0 (Rnx )∥∥Lp0 (R) = ∥∥‖f(t, ·)‖Lp0 (Rnx )∥∥Lp0 ([0,∞))
= ‖f‖Lp0 (Rn+1+ ).
Summarizing, we arrive at
‖(AA∗f)λ‖Lq0 (Rn+1+ ) . λ
−2s+1− %`+1 ‖f‖Lp0 (Rn+1+ ),
1
p0
+ 1q0 = 1. (7.3.50)
Finally, applying Riesz-Thorin theorem to (7.3.47) and (7.3.50), we find





























where θ̃ = 1− q0q .
Hence, in order to obtain (7.3.45) with a multiplicative constant which is independent of λ, we
have to choose q in a such way that the exponent of λ in the above estimate is exactly 0, that means,
7.3. Estimates of solutions for the homogeneous Cauchy problem 179
q = 2((`+1)n+1)(`+1)(n−2s)+`−2% as in the assumption of the theorem.







w1(t, x) = (1− χ(φ(1 + t)Dx))(1− χ(φ(1)Dx))S1(t, 0, Dx)u1(x),
w2(t, x) = (1− χ(φ(1 + t)Dx))χ(φ(1)Dx)S1(t, 0, Dx)u1(x),
w3(t, x) = χ(φ(1 + t)Dx)(1− χ(φ(1)Dx))S1(t, 0, Dx)u1(x),
w4(t, x) = χ(φ(1 + t)Dx)χ(φ(1)Dx)S1(t, 0, Dx)u1(x).
As we have done for v, even for w it is convenient to write each wj as a Fourier integral and to
derive some estimates for the amplitude functions.
Let us start with w1. Using (7.3.17), (7.3.19) and the representation formula for S1(t, 0, Dx), we
can write this function as
w1(t, x) = (2π)−n
∫
Rn






























































with the same convention for signs as in the definition of a1,±,±.
Since in each term that appears in the definition of b1,±,± the first parameter of H± is always the
half of the second parameter, then, we find





∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ (1− χ(φ(1)|ξ|))
× ∂β3ξ H±(α1, γ1; 2iφ(1 + t)|ξ|)∂
β4
ξ H±(α2, γ2; 2iφ(1)|ξ|)
∣∣∣
. |ξ|−|β|(φ(1 + t)|ξ|)−α1 |ξ|−α2 .
For the first summand we obtain









even for the second one we obtain again the right-hand side of the above equality. Therefore,
|∂βξ b1,±,±(t, ξ)| . |ξ|
−|β|− `+22(`+1) (φ(1 + t)|ξ|)−
`
2(`+1) .
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By using (7.3.17), (7.3.19) to represent V1(1 + t, |ξ|), V2(1 + t, |ξ|) and (7.3.16),(7.3.18) for V1(1, |ξ|),
V2(1, |ξ|), we can write w2 in the following form:
w2(t, ξ) = (2π)−n
∫
Rn









b2,±(t, ξ) = (1− χ(φ(1 + t)|ξ|))χ(φ(1)|ξ|)
×
{























































∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ χ(φ(1)|ξ|)∂β3ξ H+(α1, γ1; 2iφ(1 + t)|ξ|)
× ∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)
∣∣∣





∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣.
Continuing the above estimate for the first summand of b2,±, we have







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣









∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
. |ξ|−|β|−1(φ(1 + t)|ξ|)−
`
2(`+1) .








∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣




|∂βξ b2,±(t, ξ)| . |ξ|
−|β|−1(φ(1 + t)|ξ|)−
`
2(`+1) . |ξ|−|β|−1(1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Let us treat now w3. Employing (7.3.17), (7.3.19) to represent V1(1, |ξ|), V2(1, |ξ|) and (7.3.16),
(7.3.18) for V1(1 + t, |ξ|), V2(1 + t, |ξ|), we arrive at
w3(t, x) = (2π)−n
∫
Rn
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where
b3,±(t, ξ) = χ(φ(1 + t)|ξ|)(1− χ(φ(1)|ξ|))
×
{





























with C ′1 and C ′2 defined as before.





∣∣∣∂β1ξ χ(φ(1 + t)|ξ|)∂β2ξ (1− χ(φ(1)|ξ|))∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣,









∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
`+2






|ξ||β3|(1 + φ(1 + t)|ξ|)
`+2
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
`+2
2(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) .








∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣ . |ξ|−|β|− `+22(`+1) (1 + φ(1 + t)|ξ|)− `2(`+1) .
Hence, we proved
|∂βξ b3,±(t, ξ)| . |ξ|
−|β|− `+22(`+1) (1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Finally, we treat w4. From (7.3.16) and (7.3.18), we obtain that
w4(t, x) = (2π)−n
∫
Rn
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∣∣∣∂β1ξ χ(φ(1 + t)|ξ|)∂β2ξ χ(φ(1)|ξ|)∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣.






∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
. |ξ|−|β|−
1







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
× |ξ||β4|
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣






|ξ||β3|(1 + φ(1 + t)|ξ|)
`+2
2(`+1)




∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣
. |ξ|−|β|−1(1 + φ(1 + t)|ξ|)−
`
2(`+1) ,






∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣






|ξ||β3|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
× |ξ||β4|+1
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1)|ξ|)∣∣




|∂βξ b4(t, ξ)| . |ξ|
−|β|−1(1 + φ(1 + t)|ξ|)−
`
2(`+1) .
Thus, as we saw for (1 + t)%v, also (1 + t)%w can be written in the form













(1 + φ(1 + t)|ξ|)−ε0 , (7.3.51)
where ε3 = − `+2+2%2(`+1) , ε4 = −
1+%
1+` and ε0 =
`−2%
2(`+1) . The difference to the estimate of v is in the exponents
for |ξ| in (7.3.51) in comparison to those in (7.3.36).
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if we introduce
ĥ1(ξ) = |ξ|s1−1û1(ξ), b̃±,±(t, ξ) = b±,±(t, ξ)|ξ|−s1+1,






From this point we can follow exactly the proof of (7.3.24). Analogously for (7.3.53). This conclude
the proof.
7.4. Estimates of solutions for the inhomogeneous Cauchy
problem with zero data
Theorem 7.4.1 (Estimates of solutions for the inhomogeneous Cauchy problem with zero data). Let
n ≥ 2 and u be a Sobolev solution to the Cauchy problem (7.1.7). Let us assume







Then, the following estimate holds:
‖(1 + t)%u‖Lq(Rn+1+ ) . ‖|Dx|
ςF‖Lp0 (Rn+1+ ), (7.4.54)
where




2(`+1) and q ≥ q0(%) =
2((`+1)n+1)
(`+1)n−(1+%) .





V2(1 + t, |Dx|)V1(1 + τ, |Dx|)− V1(1 + t, |Dx|)V2(1 + τ, |Dx|)
)
F (τ, x)dτ.
Considering a cutoff function χ ∈ C∞0 ([0,∞)) such that χ ≡ 1 on [0, 1] and suppχ ⊂ [0, 2], we may



















χ(φ(1 + t)Dx)χ(φ(1 + τ)Dx)S(τ ; t,Dx)F (τ, x)dτ.
The next step is to write uj , for j = 1, · · · , 4, as an integral operator which acts on the source F
and to derive some estimates for one of the factors in the kernel of this integral operator.
Let us start with u1. It holds













ei(x·ξ+(±φ(1+t)±φ(1+τ))|ξ|)b1,±,±(t, τ, ξ)F̂ (τ, ξ)dξ,
where






























`+1 ; 2iφ(1 + τ)|ξ|
)












`+1 ; 2iφ(1 + τ)|ξ|
)}
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with the same convention on signs as in the proof of Theorem 7.3.4. Because in each term that appears
in the definition of b1,±,± the second parameter of H± is always the double of the first one, then, we





∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ (1− χ(φ(1 + τ)|ξ|))
× ∂β3ξ H±(α1, γ1; 2iφ(1 + t)|ξ|)∂
β4
ξ H±(α2, γ2; 2iφ(1 + τ)|ξ|)
∣∣∣
. |ξ|−|β|(φ(1 + t)|ξ|)−α1(φ(1 + τ)|ξ|)−α2 .
For the first summand we obtain
(1 + t)|ξ|−|β|(φ(1 + t)|ξ|)−
`+2





`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) ,
while for the second we get
(1 + τ)|ξ|−|β|(φ(1 + t)|ξ|)−
`





`+1 (1 + φ(1 + t)|ξ|)−
`




|∂βξ b1,±,±(t, τ, ξ)| . |ξ|
−|β|− 1`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
We write u2 in the following form:

















ei(x·ξ−(φ(1+t)+φ(1+τ))|ξ|)b2,−(t, τ, ξ)F̂ (τ, ξ)dτdξ,
where
b2,±(t, τ, ξ) = (1− χ(φ(1 + t)|ξ|))χ(φ(1 + τ)|ξ|)
×
{












`+1 ; 2iφ(1 + τ)|ξ|
)












`+1 ; 2iφ(1 + τ)|ξ|
)}
,
and C ′1, C ′2 are the same as in the proof of Theorem 7.3.4.





∣∣∣∂β1ξ (1− χ(φ(1 + t)|ξ|))∂β2ξ χ(φ(1 + τ)|ξ|)∂β3ξ H+(α1, γ1; 2iφ(1 + t)|ξ|)
× ∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)
∣∣∣





∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣.
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Continuing the above estimate for the first summand of b2,±, we have







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + t)|ξ|)−
`







|ξ||β4|(1 + φ(1 + τ)|ξ|)
`
2(`+1)
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
On the other hand, for the second summand we get







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + τ)|ξ|)
1







∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + t)|ξ|)−
`







|ξ||β4|(1 + φ(1 + τ)|ξ|)
`+2
2(`+1)
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + t)|ξ|)−
`




|∂βξ b2,±(t, τ, ξ)| . |ξ|
−|β|− 1`+1 (φ(1 + t)|ξ|)−
`





`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
We deal now with u3. We have

















ei(x·ξ−(φ(1+t)+φ(1+τ))|ξ|)b3,−(t, τ, ξ)F̂ (τ, ξ)dξdτ,
where
b3,±(t, τ, ξ) = χ(φ(1 + t)|ξ|)(1− χ(φ(1 + τ)|ξ|))
×
{












`+1 ; 2iφ(1 + τ)|ξ|
)












`+1 ; 2iφ(1 + τ)|ξ|
)}
,
with C ′1 and C ′2 as before.
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∣∣∣∂β1ξ χ(φ(1 + t)|ξ|)∂β2ξ (1− χ(φ(1 + τ)|ξ|))∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)
× ∂β4ξ H±(α2, γ2; 2iφ(1 + τ)|ξ|)
∣∣∣





∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣,
where in the last inequality we can estimate H± in same way because of −α2 = α2 − γ2. For the first
summand we have







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + t)|ξ|)
1







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`







|ξ||β3|(1 + φ(1 + t)|ξ|)
`+2
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`





`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
Analogously, for the second addend we obtain







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (φ(1 + τ)|ξ|)−
`







|ξ||β3|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`




|∂βξ b3,±(t, τ, ξ)| . |ξ|
−|β|− 1`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
Finally, we treat u4. We may represent u4 in the following form:











ei(x·ξ−(φ(1+t)+φ(1))|ξ|)b4(t, τ, ξ)F̂ (τ, ξ)dξdτ,
where















`+1 ; 2iφ(1 + τ)|ξ|
)












`+1 ; 2iφ(1 + τ)|ξ|
)}
.
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∣∣∣∂β1ξ χ(φ(1 + t)|ξ|)∂β2ξ χ(φ(1 + τ)|ξ|)∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)







∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣.






∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1








∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`







|ξ||β3|(1 + φ(1 + t)|ξ|)
`+2
2(`+1)
∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + t)|ξ|)∣∣
× |ξ||β4|(1 + φ(1 + t)|ξ|)
`
2(`+1)
∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + τ)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .






∣∣∂β3ξ Φ(α1, γ1; 2iφ(1 + τ)|ξ|)∣∣|ξ||β4|∣∣∂β4ξ Φ(α2, γ2; 2iφ(1 + t)|ξ|)∣∣
. |ξ|−|β|−
1
`+1 (1 + φ(1 + t)|ξ|)−
`




|∂βξ b4(t, τ, ξ)| . |ξ|
−|β|− 1`+1 (1 + φ(1 + t)|ξ|)−
`
2(`+1) (1 + φ(1 + τ)|ξ|)−
`
2(`+1) .
Summarizing, (1 + t)%u can be written in the form







ei(x·ξ+(±φ(1+t)±φ(1+τ))|ξ|)b±,±(t, τ, ξ)F̂ (τ, ξ)dξdτ
(7.4.55)
with
|∂βξ b±,±(t, τ, ξ)| . |ξ|
−|β|+ε5(1 + φ(1 + t)|ξ|)−ε0(1 + φ(1 + τ)|ξ|)−α, (7.4.56)
where ε5 = − 1+%`+1 , ε0 =
`−2%
2(`+1) is defined as in the proof of Theorem 7.3.4 and α =
`
2(`+1) .
Our goal is to prove (7.4.54). If we prove that
‖(1 + t)%|Dx|−ςu‖Lq(Rn+1+ ) . ‖F‖Lp0 (Rn+1+ ), (7.4.57)
then, applying such inequality to ũ = |Dx|ςu, which is the solution to the inhomogeneous Cauchy
problem 
ũtt − (1 + t)2`∆ũ = F̃ (t, x), t > 0, x ∈ Rn,
ũ(0, x) = 0, x ∈ Rn,
ũt(0, x) = 0, x ∈ Rn,
188 7. Semilinear wave equation with polynomial speed of propagation, superconformal case
where F̃ = |Dx|ςF , we obtain immediately (7.4.54).
Hence, we prove (7.4.57). Let us introduce the operator Bς : F → BςF , where BςF is defined by


















ei(x·ξ+(±φ(1+t)±φ(1+τ))|ξ|)b±,±(t, τ, ξ)Fx→ξ(|Dx|−ςF )(τ, ξ)dξdτ.
According to (7.4.55), (BςF )(t, x) is the solution of the inhomogeneous Cauchy problem (7.1.7) with
source |Dx|−ςF (t, x) multiplied by (1 + t)%, namely (1 + t)%|Dx|−ςu. Therefore, in terms of operators,
we have to prove ∥∥BςF∥∥
Lq(Rn+1+ )
. ‖F‖Lp0 (Rn+1+ ), (7.4.58)
which is exactly (7.4.57).
For the sake of brevity, we will consider just one of summands in the definition of BςF . More
specifically, we will consider the term with the coefficient b+,−(t, τ, ξ) = b(t, τ, ξ). As in the proof
of Theorem 7.3.4, one can prove the estimates for the other terms with slight modifications. In the
following we will denote BςF , with a small abuse of notation, the operator





ei(x·ξ+(φ(1+t)−φ(1+τ))|ξ|)b(t, τ, ξ) F̂ (τ, ξ)
|ξ|ς
dξdτ.
In order to prove (7.4.58), we introduce a dyadic decomposition of the operator Bς . Let ϕ ∈
C∞0 ((0,∞)) be as in Lemma 7.3.1. Then, from Fubini’s theorem and Fourier inversion formula it
follows for all j ∈ Z:
(2π)2n(BςF )j(t, x) = (2π)n
∫
Rn






















































ei(ξ·x+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)b(t, τ, ξ) F̂ (τ, ξ)
|ξ|ς
dξdτ.
In a similar way, we get
(2π)2n((BςF )j)k(t, x) = (2π)n
∫
Rn






















































ei(ξ·x+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)ϕ(2−k|ξ|)b(t, τ, ξ) F̂ (τ, ξ)
|ξ|ς
dξdτ,
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and, consequently, ((BςF )j)k = 0 for |j − k| ≥ 2.
Furthermore,













ei(ξ·x+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)ϕ(2−k|ξ|)b(t, τ, ξ) F̂ (τ, ξ)
|ξ|ς
dξdτ
= ((BςF )j)k(t, x),
where in the second equality we used F̂j(t, ξ) = ϕ(2−j |ξ|)F̂ (t, ξ).
In order to prove (7.4.58), it is enough to show∥∥(BςF )j∥∥Lq(Rn+1+ ) ≤ C‖F‖Lp0 (Rn+1+ ), (7.4.59)
with a constant C independent of j ∈ Z.




























For proving (7.4.59), we use complex interpolation. We consider the cases q = q0 and q =∞ and,
then, we will get the desired estimate by using a Riesz-Thorin type theorem.
Since ς depends on q and %, for q = q0 we get





while for q =∞ we have
ς1 = ς(∞, %) = n2 −
1+%
2(`+1) .
Let us begin with q = q0. For any fixed t, τ ≥ 0, we define the frozen operator
Tj : F → TjF = TjF (t, τ, x) = (2π)−n
∫
Rn
ei(ξ·x+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)b(t, τ, ξ)F̂ (τ, ξ)dξ.
The goal is to prove a Lp0 − Lq0 estimate for such an operator. Firstly, we derive L2 − L2 estimates
for the operator Tj . Since
TjF (t, τ, x) = F−1ξ→x
(
ei(φ(1+t)−φ(1+τ))|ξ|ϕ(2−j |ξ|)b(t, τ, ξ)F̂ (τ, ξ)
)
,
by Plancherel theorem we obtain
‖TjF (t, τ, ·)‖L2(Rn) =




= ‖ϕ(2−j |ξ|)b(t, τ, ξ)F̂ (τ, ξ)‖L2(Rn
ξ





= ‖ϕ(2−j |ξ|)b(t, τ, ξ)‖L∞(Rn
ξ
)‖F (τ, ·)‖L2(Rn).
We estimate now the L∞ norm of ϕ(2−j | · |)b(t, τ, ·) in the following way:
|ϕ(2−j |ξ|)b(t, τ, ξ)| . |ϕ(2−j |ξ|)||ξ|ε5(1 + φ(1 + t)|ξ|)−ε0(1 + φ(1 + τ)|ξ|)−α
. |ϕ(2−j |ξ|)||ξ|ε5(1 + φ(1 + t)|ξ|)−ε0 . |ϕ(2−j |ξ|)||ξ|ε5(1 + φ(1 + t)|ξ|)−ε
. |ϕ(2−j |ξ|)||ξ|ε5(φ(1 + t)|ξ|)−ε . |ϕ(2−j |ξ|)|(1 + t)−ε(`+1)|ξ|ε5−ε
. |t− τ |−ε(`+1)2(ε5−ε)j ,
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where we choose ε = `−(
n−1
2 (`+1)+1)%
(`+1)((`+1)n+1) ∈ (0, ε0) as in Theorem 7.3.4 and we used t ≥ τ in the last
inequality. So, we found
‖TjF (t, τ, ·)‖L2(Rn) . |t− τ |−ε(`+1)2(ε5−ε)j‖F (τ, ·)‖L2(Rn). (7.4.60)
Now we consider the L1 − L∞ estimate for the operator Tj . Because of
TjF (t, τ, x) = F−1ξ→x
(
ei(φ(1+t)−φ(1+τ))|ξ|ϕ(2−j |ξ|)b(t, τ, ξ)
)
∗(x) F (τ, x),
from Young’s inequality it follows
‖TjF (t, τ, ·)‖L∞(Rn) ≤ ‖F−1ξ→x
(
ei(φ(1+t)−φ(1+τ))|ξ|ϕ(2−j |ξ|)b(t, τ, ξ)
)
‖L∞(Rnx )‖F (τ, ·)‖L1(Rn).
Now we apply the method of the stationary phase in order to estimate the L∞ norm which appears
on the right-hand side of the previous inequality.
Performing the change of variables ξ = 2jη, x = 2−jy, we find
F−1ξ→x
(














j |η|ϕ(|η|)b(t, τ, 2jη)
)
.
Therefore, by Proposition B.9.1, we get for N > n+32 the estimate
‖F−1ξ→x
(











|φ(1 + t)− φ(1 + τ)|2j
)−n−12 ∑
|β|≤N
∥∥∂βη (ϕ(|η|)b(t, τ, 2jη))∥∥L∞(Rnη )
= 2
n+1





∥∥∂βη (ϕ(|η|)b(t, τ, 2jη))∥∥L∞(Rnη ).



























|∂β1η ϕ(|η|)|(φ(1 + t)|2jη|)−ε . 2(ε5−ε)j(1 + t)−ε(`+1) . 2(ε5−ε)j |t− τ |−ε(`+1),
where 0 < ε < ε0. Then,





j |φ(1 + t)− φ(1 + τ)|−
n−1











(`+1)‖F (τ, ·)‖L1(Rn). (7.4.61)
Interpolating (7.4.60) and (7.4.61), we get



















j |t− τ |−θ
n−1
2 (`+1)−ε(`+1)‖F (τ, ·)‖Lp0 (Rn),








(`+1)n+1 . Let us remark that ε < ε0 is chosen
in a such way that in the previous estimate the exponent of 2j is exactly 0. On the other hand, for the
exponent of |t− τ | we get




‖TjF (t, τ, ·)‖Lq0 (Rn) . |t− τ |−
(`+1)n−(1+%)
(`+1)n+1 ‖F (τ, ·)‖Lp0 (Rn).
Let us remark that the function (Bς0F )j can be written as
(Bς0F )j(t, x) =
∫ t
0
TjF (t, τ, x)dτ.
Consequently,
‖(Bς0F )j‖Lq0 (Rn+1+ ) = ‖(B
ς0F )j‖Lq0 ([0,∞)t,Lq0 (Rnx )) =
(∫ ∞
0

















































where we extended F to 0 on the half-space Rn+1− in order to make sense to the last inequality.
Hence, with the same notations as in the proof of Theorem 7.3.4 (i.e. α̃ = 2+%(`+1)n+1 ) we get, by
using Hardy-Littlewood-Sobolev inequality,









∥∥∥(Iα̃ ∗ ‖F‖Lp0 (Rnx ))(t)∥∥∥Lq0 (Rt) . ∥∥‖F (t, ·)‖Lp0 (Rnx )∥∥Lp0 (R)
=
∥∥‖F (t, ·)‖Lp0 (Rnx )∥∥Lp0 ([0,∞)) = ‖F‖Lp0 (Rn+1+ ),
which is exactly (7.4.58) for q = q0.
Let us turn to the case q =∞. We may write the operator (Bς ·)j in the following way:













ei(x·ξ+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)b(t, τ, ξ)
∫
Rn










ei((x−y)·ξ+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)b(t, τ, ξ) dξ
|ξ|ς
F (τ, y)dydτ.
Hence, the kernel of this integral operator is




ei((x−y)·ξ+(φ(1+t)−φ(1+τ))|ξ|)ϕ(2−j |ξ|)b(t, τ, ξ) dξ
|ξ|ς
.





|Kς1j (t, x; τ, y)|
q0d(τ, y) <∞, (7.4.62)
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then, by Hölder’s inequality we find























‖F‖Lp0 (Rn+1+ ) . ‖F‖Lp0 (Rn+1+ )
uniformly with respect to t and x, that is,
‖(Bς1F )j‖L∞(Rn+1+ ) . ‖F‖Lp0 (Rn+1+ ).
Consequently, it remains to prove (7.4.62). According to [58, Proposition 3.6] and [33, Lemma 3.4],
we obtain
|Kς1j (t, x; τ, y)|
. λ
n+1





∣∣|x− y| − |φ(1 + t)− φ(1 + τ)|∣∣)−m̃
. λ
`−%





∣∣|x− y| − |φ(1 + t)− φ(1 + τ)|∣∣)−m̃,
where λ = 2j and m̃ is an arbitrarily large natural number. Using the invariance of Lebesgue measure
with respect to translations, we get∫
Rn+1+































∣∣|y| − |φ(1 + t)− φ(1 + τ)|∣∣)−mdydτ,
where m̃q0 = m is an arbitrarily large real number.
We prove now that for a sufficiently large m it holds∫
Rn
(1 + λ
∣∣|y| − |φ(1 + t)− φ(1 + τ)|∣∣)−mdy . λ−1(|φ(1 + t)− φ(1 + τ)|+ λ−1)n−1. (7.4.63)
Let us introduce h = h(t, τ) = |φ(1 + t)− φ(1 + τ)| ≥ 0. Therefore, we have to estimate∫
Rn
(1 + λ









If h ≥ λ−1, then, we divide the last integral in three subintegrals as follows:∫ ∞
0
(λ−1 +











Hence, using the change of variable ζ = λ−1 + h− ρ, for the first integral we get∫ h−λ−1
0
(λ−1 +
∣∣ρ− h∣∣)−mρn−1dρ = ∫ h−λ−1
0








ζ−mdζ . (h+ λ−1)n−1λm−1.
For the second integral we get∫ h+λ−1
h−λ−1
(λ−1 +
∣∣ρ− h∣∣)−mρn−1dρ ≤ λm(h+ λ−1)n−1 ∫ h+λ−1
h−λ−1
dρ ' λm−1(h+ λ−1)n−1.
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Finally, for the third integral we get for m > n the estimates∫ ∞
h+λ−1
(λ−1 +
∣∣ρ− h∣∣)−mρn−1dρ = ∫ ∞
h+λ−1






















λm−n = (h+ λ−1)n−1λm−1,
where in the first inequality we used that the function ρρ+λ−1−h is decreasing for ρ ≥ h + λ
−1. If
h ≤ λ−1, we do not need to consider the first integral and we can estimate the second integral as in
the previous case. Let us show how to modify the estimate for the third integral. It holds∫ ∞
h+λ−1











. (h+ λ−1)−m+n ≤ (h+ λ−1)n−1λm−1,
where in the first inequality we used λ
−1+ρ−h
ρ ≥ 1 for ρ ≥ 0. Thus, we proved (7.4.63).
Consequently, using the properties
|t− τ |`+1 . |φ(1 + t)− φ(1 + τ)|, (t+ τ)κ ≈ tκ + τκ
which hold for any t, τ ≥ 0 and any fixed κ > 0, we get for q0 ≥ 2 the estimates∫
Rn+1+







2(`+1) q0(|φ(1 + t)− φ(1 + τ)|+ λ−1)−
n−1
























Denoting ϑ = ( q02 − 1)(n − 1)(` + 1) = (n − 1)(` + 1)
2+%
(`+1)n−(1+%) (here the assumption n ≥ 2 is
necessary in order to guarantee ϑ > 1), we have∫
R
(














































and, then, we obtain (7.4.62). This concludes the proof.
Corollary 7.4.2. Let n ≥ 2 and let u be a Sobolev solution of the Cauchy problem (7.1.7). Let us
assume







Then, we have the following estimate:
‖(1 + t)%u‖Lq(Rn+1+ ) + ‖(1 + t)
%|Dx|ςu‖Lq0 (Rn+1+ ) . ‖|Dx|
ςF‖Lp0 (Rn+1+ ), (7.4.64)
where




2(`+1) and q ≥ q0(%) =
2((`+1)n+1)
(`+1)n−(1+%) .
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Proof. The estimate of the first term has been proved in the previous result. Even the second term
can be handled using Theorem 7.4.1. In fact, |Dx|ςu solves the Cauchy problem
vtt − (1 + t)2`∆v = |Dx|ςF (t, x), t > 0, x ∈ Rn,
v(0, x) = 0, x ∈ Rn,
vt(0, x) = 0, x ∈ Rn,
and, then, since ς(q0, %) = 0, it follows immediately
‖(1 + t)%|Dx|ςu‖Lq0 (Rn+1+ ) . ‖|Dx|
ςF‖Lp0 (Rn+1+ ).
This completes the proof.
7.5. Global (in time) existence result for the semilinear Cauchy
problem
We introduce now a family of function spaces among which we will choose the space for the solutions
of the semilinear Cauchy problem we are dealing with.
Definition 7.5.1. Let 1 < r <∞, s ≥ 0 and % ∈ R. Then, we denote by |Dx|−sLr%(Rn+1+ ) the space
|Dx|−sLr%(Rn+1+ ) =
{
u : (1 + t)%|Dx|su(t, x) ∈ Lr(Rn+1+ )
}
with the norm
‖u‖|Dx|−sLr%(Rn+1+ ) = ‖(1 + t)
%|Dx|su(t, x)‖Lr(Rn+1+ ) =
(∫
Rn+1+












Nevertheless, for the sake of clearness, we will mainly employ the notation ‖(1+t)%|Dx|su(t, x)‖Lr(Rn+1+ )
for the norm of u in |Dx|−sLr%(Rn+1+ ). Moreover, when s = 0 we write simply Lr%(Rn+1+ ).
Let us state now two lemmas that will play a fundamental role in the proof of nonlinear results.
Lemma 7.5.2 (Weighted fractional chain rule). Let s ≥ 0, p > dse and % ∈ R. Let us consider
1 < p0, p1, p2 <∞ and %1, %2 ∈ R such that 1p0 =
p−1
p1
+ 1p2 and % = %1 + %2. Let F (u) denote |u|
p or
|u|p−1u. Then, the following estimate holds:




‖(1 + t)%2 |Dx|su‖Lp2 (Rn+1+ )
for any u ∈ Lp1%1
p−1
(Rn+1+ ) ∩ |Dx|−sLp2%2(R
n+1
+ ).
Proof. Applying Fubini’s theorem, we may rewrite
‖(1 + t)%|Dx|sF (u(t, x))‖Lp0 (Rn+1+ ) = ‖(1 + t)











Then, employing the fractional chain rule on Rn (cf. Theorem C.4.5) and Hölder’s inequality, we obtain





(1 + t)%1‖u(t, ·)‖p−1Lp1 (Rn)
)p0(















(1 + t)p2%2‖|Dx|su(t, ·)‖p2Lp2 (Rn)dt
) 1
p2




‖(1 + t)%2 |Dx|su‖Lp2 (Rn+1+ ),
where %1, %2 and p1, p2 satisfy the requirements of the statement.
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Lemma 7.5.3 (Weighted fractional Leibniz rule). Let s ≥ 0, 1 ≤ p0 ≤ ∞ and % ∈ R. Let us consider






+ 1q2 and % = %1 +%2 = %3 +%4.
Then, the following estimate holds:
‖(1 + t)%|Dx|s(u · v)‖Lp0 (Rn+1+ ) . ‖(1 + t)
%1 |Dx|su‖Lp1 (Rn+1+ )‖(1 + t)
%2v‖Lp2 (Rn+1+ )
+ ‖(1 + t)%3u‖Lq1 (Rn+1+ )‖(1 + t)
%4 |Dx|sv‖Lq2 (Rn+1+ )
for any u ∈ |Dx|−sLp1%1(R
n+1
+ ) ∩ Lq1%3(R
n+1
+ ) and v ∈ Lp2%2(R
n+1
+ ) ∩ |Dx|−sLq2%4(R
n+1
+ ).
Proof. As in the proof of the previous lemma the main idea is to reduce the computations on Rn,
where we can apply the fractional Leibniz rule (see Theorem C.2.1). Therefore, by using again Fubini’s
theorem and twice Hölder’s inequality we get
































































. ‖(1 + t)%1 |Dx|su‖p0Lp1 (Rn+1+ )‖(1 + t)
%2v‖p0
Lp2 (Rn+1+ )
+ ‖(1 + t)%3u‖p0
Lq1 (Rn+1+ )
‖(1 + t)%4 |Dx|sv‖p0Lq2 (Rn+1+ ),
where p1, p2, q1, q2 and %1, %2, %3, %4 are taken as in the statement. Rising to the 1/p0 power the left-hand
side and the right-hand side of the above chain of inequalities, it follows the desired estimate.
Now we formulate the main theorem of this chapter.





(`+ 1)n+ k + 3
)
p− k ≥ 0, (7.5.65)




Then, there exists ε0 > 0 such that for all (u0, u1) ∈ Ḣs1,s(Rn)× Ḣs1−1,s−1(Rn) with p > dse and
‖u0‖Ḣs1,s(Rn) + ‖u1‖Ḣs1−1,s−1(Rn) ≤ ε0,




2(`+1) , s1 = s−
`
2(`+1) and % =
k
p , there is a uniquely determined solution
u ∈ Lr%(Rn+1+ ) ∩ |Dx|−ςLq0% (Rn+1+ ) to the Cauchy problem
utt − (1 + t)2`∆u = (`+ 1)2(1 + t)k|u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,






2(`+1) and q0 =
2((`+1)n+1)
(`+1)−(1+%) .
Moreover, the following a-priori estimate holds:
‖(1 + t)%u‖Lr(Rn+1+ ) + ‖(1 + t)
%|Dx|ςu‖Lq0 (Rn+1+ ) . ‖(u0, u1)‖Ḣs1,s(Rn)×Ḣs1−1,s−1(Rn).
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Remark 7.5.5. The assumptions for the exponent of the nonlinearity p in the statement of the
preceding theorem are connected to the restrictions for % and s seen in Theorem 7.3.4 and Corollary
7.4.2.
Indeed, depending % and r on p, the above mentioned restrictions become conditions on p.
More precisely, (7.5.65) corresponds to s ≥ 12 −
%
2(`+1) , while (7.5.66) and (7.5.67) correspond to the
upper bound for % in Theorem 7.3.4 and in Corollary 7.4.2.
Moreover, the condition from above for s in Theorem 7.3.4 is equivalent to
(p− 1) (`+1)n+12+% > 0,
which is automatically satisfied since p > 1 and %, ` are positive numbers.
Finally, we underline that the condition p > dse may lead to a condition on p, which is compatible
with (7.5.65), (7.5.66) and (7.5.67). Nevertheless, since it is quite long to show this fact with explicit
computations, we will prove that even a stronger condition for p, namely p > s+ 1, implies either a
lower bound for p or no additional condition on p (these two possibilities depend on the fact that, as
we are going to see in few lines, p > s+ 1 is equivalent to a second order inequality with respect to p).
Therefore, combining this remark with the above cited conditions on p, we get that the range of
exponents p, for which Theorem 7.5.4 is satisfied, is not empty.













(p− 1) + 2+k`+1 > 0. (7.5.68)
When the discriminant of the previous quadratic equation is negative, the condition p > s + 1 is
always satisfied and, consequently, the weaker condition p > dse is satisfied as well. On the other
hand, whether the discriminant is nonnegative, by Descartes’ rule we have two positive roots, so from
(7.5.68) in particular follows a lower bound for p greater than 1.
Proof of Theorem 7.5.4. Let us introduce the space
X = Lr%(Rn+1+ ) ∩ |Dx|−ςLq0% (Rn+1+ )
with the norm
‖u‖X = ‖(1 + t)%u‖Lr(Rn+1+ ) + ‖(1 + t)
%|Dx|ςu‖Lq0 (Rn+1+ ),
where % = kp with k ≥ 0 , r =
(`+1)n+1






2(`+1) and q0 =
2((`+1)n+1)
(`+1)−(1+%) .
We define Nu as the solution of the Cauchy problem
wtt − (1 + t)2`∆w = (`+ 1)2(1 + t)k|u|p, t > 0,
w(0, ·) = u0,
wt(0, ·) = u1.
We want to prove that the operator N is a contraction mapping, assuming the smallness of data, from
a closed ball of X into itself, thanks to the choice of r, % and of the data space.
Let uln denote the solution of the homogeneous Cauchy problem
wtt − (1 + t)2`∆w = 0, t > 0,
w(0, ·) = u0,
wt(0, ·) = u1,
then, Nu− uln is the solution of the inhomogeneous problem with zero data
wtt − (1 + t)2`∆w = (`+ 1)2(1 + t)k|u|p, t > 0,
w(0, ·) = 0,
wt(0, ·) = 0.
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In order to prove the uniqueness statement for small data, using Banach’s fixed point theorem, it is
sufficient to show the following two inequalities:
‖Nu‖X . ‖(u0, u1)‖Ḣs1,s(Rn)×Ḣs1−1,s−1(Rn) + ‖u‖
p
X , (7.5.69)







where s and s1 are defined as in the statement.
Let us start with the first inequality. Since
‖Nu‖X ≤ ‖uln‖X + ‖Nu− uln‖X ,
in order to estimate ‖Nu‖X we have just to consider the X norm of uln and Nu− uln, for which we
can use the estimates of Theorem 7.3.4 and Corollary 7.4.2.
One the one hand, by Theorem 7.3.4, we have
‖(1 + t)%uln‖Lr(Rn+1+ ) . ‖u0‖Ḣs1,s(Rn) + ‖u1‖Ḣs1−1,s−1(Rn),




2(`+1) and s1 = s−
`
2(`+1) .
Furthermore, since |Dx|ςuln is the solution to the Cauchy problem
wtt − (1 + t)2`∆w = 0, t > 0,
w(0, ·) = |Dx|ςu0,
wt(0, ·) = |Dx|ςu1,
a further application of Theorem 7.3.4 leads to
‖(1 + t)%|Dx|ςuln‖Lq0 (Rn+1+ ) . ‖|Dx|
ςu0‖Ḣs3,s2 (Rn) + ‖|Dx|
ςu1‖Ḣs3−1,s2−1(Rn),






2(`+1) and s3 = s2 −
`
2(`+1) .
However, since s2 + ς = s, summarizing we got
‖uln‖X . ‖u0‖Ḣs1,s(Rn) + ‖u1‖Ḣs1−1,s−1(Rn).
On the other hand, by Corollary 7.4.2 we have
‖Nu− uln‖X = ‖(1 + t)%(Nu− uln)‖Lr(Rn+1+ ) + ‖(1 + t)
%|Dx|ς(Nu− uln)‖Lp0 (Rn+1+ )
. ‖|Dx|ς(1 + t)k|u|p‖Lp0 (Rn+1+ ) = ‖(1 + t)
k|Dx|ς |u|p‖Lp0 (Rn+1+ ).
Applying the weighted fractional chain rule on Rn+1+ , we obtain




‖(1 + t)k2 |Dx|ςu‖Lq0 (Rn+1+ ),





. In order to get (7.5.69), the only possible
choice is to fix k1 = (p−1)% and k2 = %, and, clearly, this is possible due to the choice % = kp . Therefore,
‖Nu− uln‖X . ‖u‖pX .
Let us deal now with the Lipschitz condition.
Being Nu−Nv the solution to the inhomogeneous wave equation with polynomial speed of propa-
gation with zero data and source (`+ 1)2(1 + t)k(|u|p − |v|p), from Corollary 7.4.2 we get
‖Nu−Nv‖X = ‖(1 + t)%(Nu−Nv)‖Lr(Rn+1+ ) + ‖(1 + t)
%|Dx|ς(Nu−Nv)‖Lp0 (Rn+1+ )
. ‖|Dx|ς(1 + t)k(|u|p − |v|p)‖Lp0 (Rn+1+ ) = ‖(1 + t)
k|Dx|ς(|u|p − |v|p)‖Lp0 (Rn+1+ ).
From the integral representation
|u|p − |v|p = p(u− v)
∫ 1
0
|τu+ (1− τ)v|p−2(τu+ (1− τ)v)dτ,
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using the weighted fractional Leibniz rule on Rn+1+ , we arrive at
‖Nu−Nv‖X .
∥∥∥(1 + t)k|Dx|ς((u− v)∫ 1
0
|τu+ (1− τ)v|p−2(τu+ (1− τ)v)dτ
)∥∥∥
Lp0 (Rn+1+ )
. ‖(1 + t)k1 |Dx|ς(u− v)‖Lq0 (Rn+1+ )
∥∥∥(1 + t)k2 ∫ 1
0





+ ‖(1 + t)k3(u− v)‖Lr(Rn+1+ )
∥∥∥(1 + t)k4 |Dx|ς ∫ 1
0
















for the first addend.
To estimate the first integral we just use the triangular inequality for integrals to conclude∥∥∥(1 + t)k2 ∫ 1
0


















∥∥(1 + t) k2p−1u∥∥p−1
Lr(Rn+1+ )
+
∥∥(1 + t) k2p−1 v∥∥p−1
Lr(Rn+1+ )
. (7.5.72)
In order to estimate the second integral, we have to use again the weighted fractional chain rule∥∥∥(1 + t)k4 |Dx|ς ∫ 1
0




∥∥∥(1 + t)k4 ∫ 1
0














p−2 (τu+ (1− τ)v)‖p−2
Lq2 (Rn+1+ )





p−2u‖Lq2 (Rn+1+ ) + ‖(1 + t)
k5




‖(1 + t)k6 |Dx|ςu‖Lq0 (Rn+1+ ) + ‖(1 + t)
k6 |Dx|ςv‖Lq0 (Rn+1+ )
)
, (7.5.73)
where k4 = k5 + k6 and 1q1 =
p−2
q2
+ 1q0 . It turns out that q2 = r.
Finally, since κ = %p we can choose k1, k3, k6 = %, k2, k4 = (p − 1)%, k5 = (p − 2)% and, then,
combining (7.5.71), (7.5.72) and (7.5.73), we find (7.5.70). This concludes the proof.
Now we consider a special choice of ` and k that allows to link the solution of (7.1.3) to the solution
of 
vττ −∆yv + µ11+τ vτ +
µ22
(1+τ)2 v = |v|
p, τ > 0, y ∈ Rn,
v(0, y) = v0(y), y ∈ Rn,
vτ (0, y) = v1(y), y ∈ Rn,
through the change of variables
τ = (1 + t)`+1 − 1, y = (`+ 1)x
and the transformation





2 v(τ, y). (7.5.74)
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Furthermore, v0, v1 are linked to u0, u1. Indeed,





































where we used dtdτ = (` + 1)
−1(1 + τ)−
`
`+1 . Then, since x = y`+1 and t = 0 if and only if τ = 0, we
obtain







ũ0(y) + 1`+1 ũ1(y),
where ũj(y) = uj( y`+1 ) for j = 0, 1.

























δ + 2)p− 32 (1−
√
δ)− µ12 ≥ 0, (7.5.75)(




























Then, there exists ε0 > 0 such that for all (u0, u1) ∈ Ḣs1,s(Rn)× Ḣs1−1,s−1(Rn) with p > dse and
‖u0‖Ḣs1,s(Rn) + ‖u1‖Ḣs1−1,s−1(Rn) ≤ ε0,
there is a uniquely determined solution u ∈ Lr%(Rn+1+ )∩|Dx|−ςLq0% (Rn+1+ ) to the Cauchy problem (7.1.3),
where
% = %(p) = kp ,
r = r(p, %) = (`+1)n+12+% (p− 1),





q0 = q0(%) = 2((`+1)n+1)(`+1)−(1+%) ,




2(`+1) , s1 = s−
`
2(`+1) .
Moreover, the following a-priori estimate holds:
‖(1 + t)%u‖Lr(Rn+1+ ) + ‖(1 + t)
%|Dx|ςu‖Lq0 (Rn+1+ ) . ‖(u0, u1)‖Ḣs1,s(Rn)×Ḣs1−1,s−1(Rn).
Proof. The result follows immediately from Theorem 7.5.4. In particular (7.5.75), (7.5.76) and (7.5.77)
are the same conditions required in the statement of Theorem 7.5.4, rewritten for our specific and
p−dependent choice of ` and k.
Example 7.5.7. Let us focus now on the case in which the mass term vanishes, i.e., µ2 = 0 and the
coefficient of the damping term µ1 belongs to (0, 1).
Since in this case
√
δ = 1 − µ1, ` = µ11−µ1 and k = 2`, then, we have an existence result provided
that p satisfies the following conditions:
(n− 1 + µ1)p2 − (n+ 3− µ1)p− 2µ1 > 0,
p > n+2−3µ11−µ1 ,
p > 2(n+1)n+1−µ1 ,
p2 − (n+µ12 + 2)p+ 3 +
n+µ1
2 > 0,
where the first three inequalities correspond to (7.5.75), (7.5.76) and (7.5.77), while the last one is
equivalent to p > s+ 1.
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Example 7.5.8. Let us focus now on the case with only a non-effective mass, that is, µ1 = 0 and the





















In order to get a nonempty range for p, we have to require the positiveness of the coefficient for p on
the left-hand side of (7.5.76), that is,
(1−
√
δ)n+ 2δ − (1 +
√
δ) < 0.
The previous inequality is equivalent to require
n+ 1− 8µ22 < (n+ 1)
√
1− 4µ22.
Since we assume µ22 ∈ (0, 14 ), we can raise to the square power both sides of the previous inequality,








By straightforward computations we get that (7.5.78) is compatible with µ22 ∈ (0, 14 ) for n = 2, · · · , 13.































where the preceding three inequalities correspond to (7.5.75), (7.5.76) and (7.5.77).
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8. A blow up result for semilinear wave
equation with polynomial speed of
propagation
8.1. Introduction
In this chapter we provide a necessary condition on the exponent p for the existence of global in time
solutions to the semilinearCauchy problem
utt − (1 + t)2`∆u = (`+ 1)2(1 + t)k|u|p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(8.1.1)
for ` ≥ 0, k > −2 and compactly supported data u0, u1. We will follow the approach developed in [33].
In particular, we will employ Kato’s lemma, that we have already introduced in Section 4.3 (cf.
Lemma 4.3.4), and the property of finite speed of propagation of solutions for strictly hyperbolic
equations.
8.2. Subcritical case
Let us state a blow up result for (8.1.1) in the subcritical case, that is, we employ Kato’s lemma
(Lemma 4.3.4) in the case a > q−2p−1 .
Theorem 8.2.1. Assume that u ∈ C2 ([0, T )× Rn) is a classical solution to (8.1.1) with ` ≥ 0, k > −2
and nonnegative, compactly supported initial data (u0, u1) ∈ C2(Rn) × C1(Rn) such that u0 is not
identically 0.
If the exponent p > 1 satisfies
p < pNE(n; `, k) = max
{
p0(n; `, k), p1(n; `, k)
}
, (8.2.2)
where p1(n; `, k) = (`+1)n+k+1(`+1)n−1 and p0(n; `, k) is the positive root of the quadratic equation
((`+ 1)n− 1)p2 − ((`+ 1)n+ 2k + 1− 2`)p− 2(`+ 1) = 0, (8.2.3)
then, u blows up in finite time, that is, T <∞.
Remark 8.2.2. Using the same notations of the previous statement, we find, in particular, that for
` = k = 0 the exponent p0(n; `, k) coincides with the Strauss exponent p0(n).
Moreover, since p1(n; 0, 0) = n+1n−1 < p0(n) for any n ≥ 2, we find the well-known blow up result for
the free wave equation in the special case ` = k = 0.
Remark 8.2.3. The discriminant of the second order equation (8.2.3) is always positive.
Indeed,
∆(n, `, k) = [(`+ 1)n+ 2k + 2− 2`]2 + 8((`+ 1)n− 1)(`+ 1)
= (`+ 1)2n2 + 1 + 2(`+ 1)((2k + 1)n+ 4(n− 1)) + 4((k − `)2 + k) + 4`((`+ 1)n− 1).
Therefore, thanks to Descartes’ rule it follows that equation (8.2.3) has one positive root and one
negative root. Consequently, the second order inequality
((`+ 1)n− 1)p2 − ((`+ 1)n+ 2k + 1− 2`)p− 2(`+ 1) < 0 (8.2.4)
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gives actually an upper bound for p.
Moreover, we can observe with the same type of arguments that
p0(n; `, k) > 1
for any n ≥ 1, ` ≥ 0, k > −2. Indeed, (8.2.4) can be rewritten as
((`+ 1)n− 1)(p− 1)2 + ((`+ 1)n− 3− 2k + 2`)(p− 1)− 2(k + 2) < 0,
and, then, being the discriminant always positive and having the coefficients of the terms of order 2
and 0 in p− 1 opposite signs, by Descartes’ rule it follows the condition p0(n; `, k) > 1.
Proof of Theorem 8.2.1. We are going to prove the case ` > 0 for brevity. However, the case ` = 0
can be proved with small modifications in the following and it coincides with the proof of Theorem 1.1





The strategy in this proof is to apply Kato’s lemma to the function G (t) in order to prove that the life
span of such function has to be necessarily finite for p chosen as in the statement.







(1 + s)`dτ = 1`+1
(
(1 + t)`+1 − 1
)
= φ(1 + t)− φ(1),
where φ(τ) = τ
`+1
`+1 as in Chapter 7.
Thanks to the property of finite speed of propagation, we have







utt(t, x)dx = (1 + t)2`
∫
Rn








where in the last equality we used the divergence theorem and (8.2.5).
In particular, from the previous equality we can derive the positivity of G . Indeed, by the fundamental
theorem of calculus we get


























u1(x)dx > 0 for t ≥ 0 ,
where for the inequality in the first line we used
d2G
dt2
(t) = (`+ 1)2(1 + t)k
∫
Rn
|u(t, x)|pdx ≥ 0 .
By using Jensen’s inequality, we find for large t
d2G
dt2
(t) = (`+ 1)2(1 + t)k
∫
Rn





' (R+ t)k−(`+1)n(p−1)(G (t))p. (8.2.6)
Let us introduce the function
λ(t) = C`(1 + t)
1
2Kν(φ(1 + t)) (8.2.7)
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with ν = 12(`+1) , where Kν denotes the modified Bessel function of second kind and the multiplicative
constant C` is chosen in such a way that λ(0) = 1.
This function λ(t) is a slight modification of the corresponding function considered in [33]. More
specifically the function λ(t), we are working with, is a translation of the function which is considered
there (of course with different multiplicative constants).
Now we show that λ, defined by (8.2.7), satisfies the equation
λ′′(t)− (1 + t)2`λ(t) = 0.






− (t2 + ν2)
)
Kν(t) = 0.





(1 + t) 12
)
















= (1 + t)2`+1K′′ν (φ(1 + t)) + (`+ 1)(1 + t)`−
1
2K′ν(φ(1 + t))− 14 (1 + t)
− 32Kν(φ(1 + t)).
Thus,
λ′′(t)− (1 + t)2`λ(t)




4 (1 + t)
− 32 + (1 + t)2`+ 12
)
Kν(φ(1 + t))
= (`+ 1)2(1 + t)− 32
[
φ(1 + t)2K′′ν (φ(1 + t)) + φ(1 + t)K′ν(φ(1 + t))−
(





Furthermore, the function λ = λ(t) satisfies the following properties:





(ii) |λ′(t)| ≈ λ(t)(1 + t)` uniformly for all t ≥ 0.
For the proof of these two properties one can see [36] (even though there only the case ` ∈ N is
considered, the same proof is valid for any real number ` ≥ 0).





In Section 4.3 we have already shown some properties of this function, as for example ∆ϕ = ϕ.
Moreover, we introduce the function
ψ(t, x) = λ(t)ϕ(x).
Due to the properties of both functions λ and ϕ, we obtain that ψ fulfills the homogeneous linear
equation






So, using Hölder’s inequality to estimate d
2G
dt2 instead of Jensen’s inequality, we get
d2G
dt2
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We estimate separately the two factors that appear on the right-hand side of (8.2.8). Let us start












According to [126, page 364] the following asymptotic estimate holds:
ϕ(x) ' |x|−
n−1
2 e|x| as |x| → ∞.
Hence, since the function ϕ is continuous, it results

























































Let us prove that also for the integral over [0, (R+A(t))/2] it is possible to find the same estimate we














p−1 if n− n−12 ·
p
p−1 > 0,
log(R+A(t)) if n− n−12 ·
p
p−1 = 0,


















































Then, using the asymptotic behavior of modified Bessel functions of second kind (cf. (D.1.14)), for
large t we may estimate
λ(t) ≈ C`(1 + t)
1

















Let us derive now a lower bound for G1(t). We point out that this estimate is slightly easier in our
case than that one in [33, Lemma 2.3], because of the non zero behavior of the speed of propagation
a(t) = (1 + t)` in a neighborhood of 0.
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where in the second equality for the integration by parts with respect to x we may neglect the boundary
integral because of (8.2.5).
Since we have assumed that the first data is not identically zero and λ′(0) < 0, it follows:∫
Rn
(








ϕ(x)dx = C > 0.
On the other hand,∫
Rn
(


























We have already mentioned the inequality |λ′(t)| ≤ C1λ(t)(1 + t)` for t ≥ 0 which holds for some
positive constant C1. Therefore,
C ≤ dG1
dt
(t) + 2C1λ(t)(1 + t)`
∫
Rn
u(t, x)ϕ(x)dx = dG1
dt
(t) + 2C1(1 + t)`G1(t).







Integrating over [0, t], it results









(1 + t)−`(e2C1A(t) − 1).
Then,
G1(t) ≥ e−2C1A(t)G1(0) +
C
2C1
(1 + t)−` − C2C1
(1 + t)−`e−2C1A(t)
≥ C2C1
(1 + t)−`(1− e−2C1A(t)).
Hence, for large t we have
G1(t) & (1 + t)−`. (8.2.10)
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Combining (8.2.8), (8.2.9) and (8.2.10), we arrive at
d2G
dt2









2−1)(`+1) for large t. (8.2.11)
Integrating twice the previous relation, we get
G (t) & G (0) + dG
dt









2−1)(`+1)+2,1} for large t. (8.2.12)
Finally, we can apply Kato’s lemma, so, from (8.2.6) and (8.2.12) we obtain that G (t) (and,
consequently, u) blows up provided that at least one of the following condition is fulfilled:




(`+ 1) + 2 > −k + 2
p− 1 + (`+ 1)n, (8.2.13)
1 > −k + 2
p− 1 + (`+ 1)n. (8.2.14)
Since the condition (8.2.13) is equivalent to the quadratic inequality (8.2.4) and inequality (8.2.14)
corresponds to p < p1(n; `, k), the proof is completed.
Let us finally remark that in Theorem 8.2.1 we do not consider the critical case
p = pNE(n; `, k) = max
{
p0(n; `, k), p1(n; `, k)
}
.
Indeed, according to Lemma 4.3.4, in order to consider this case we have to prove that (8.2.12) is
satisfied for a suitable large multiplicative constant. Following the approach used in [126] we can
improve (8.2.12) obtaining on the right-hand side a further logarithmic factor in t.
Nevertheless, before proceeding with the proof of this fact we need to derive an explicit representation
formula for a Tricomi-type equation in space dimension 1.
Hence, in Section 8.3 we will derive this representation formula following Yagdjian’s Integral
Transform approach (cf. [111, 125, 121, 123]) and, then, in Section 8.4 we will apply it to prove the
blow up result also in the critical case.
8.3. Representation formula for a Tricomi-type equation in 1d
The goal of this section is to provide an explicit representation formula for the Cauchy problem
utt − (1 + t)2`uxx = f(t, x), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R,
(8.3.15)
via integral transformations and to investigate the properties of the corresponding kernel functions.
In the further considerations we will follow the approach of [111] and [125], where it is derived an
explicit representation formula through integral transformations in the case of a Cauchy problem with
the generalized Tricomi operator (Gellerstedt operator) and for the Klein-Gordon equation in de Sitter
spacetime, respectively.
8.3.1. Construction of a family of fundamental solutions




− (1 + t)2` ∂
2
∂x2
related to the point (t0, x0), where t0 ≥ 0 and x0 ∈ R, with support contained in the forward cone
D+(t0, x0) =
{
(t, x) ∈ R2 : t > t0, |x− x0| < 1`+1
(
(1 + t)`+1 − (1 + t0)`+1
)}
.
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In other words, we are looking for a distributional solution E+(t, x; t0, x0) of the equation
T E+ = ∂2tE+ − (1 + t)2`∂2xE+ = δt0(t)⊗ δx0(x)
with support contained in D+(t0, x0).
On this purpose, we introduce the so-called characteristic coordinates
r = x+ φ(1 + t),
s = x− φ(1 + t),
(8.3.16)



































we can express the operator T as follows:



























Let us define the function
Ẽ(r, s; a, b) = (r − b)−γ(a− s)−γF
(
γ, γ; 1; (r − a)(s− b)(r − b)(s− a)
)
,
where γ = `2(`+1) and F (γ, γ; 1; ·) denotes Gauss hypergeometric function (cf. Section D.3).
Lemma 8.3.1. The function Ẽ = Ẽ(r, s; a, b) satisfies for the admissible range of coordinates r and s
and parameters a and b { ∂2
∂r∂s






Ẽ(r, s; a, b) = 0.
Proof. If we denote
z = (r − a)(s− b)(r − b)(s− a) ,
then, by straightforward calculations we get
∂z
∂r
= − (s− b)(b− a)(s− a)(r − b)2 ,
∂z
∂s
= (r − a)(b− a)(r − b)(s− a)2 .
Let us calculate the first order derivatives of Ẽ(r, s; a, b) with respect to r and s:
∂Ẽ
∂r
(r, s; a, b) = −γ(r − b)−γ−1(a− s)−γF (γ, γ; 1, z) + (r − b)−γ(a− s)−γF ′(γ, γ; 1, z)∂z
∂r
= −(r − b)−γ−1(a− s)−γ
{
γ F (γ, γ; 1; z) + (b− a)(s− b)(r − b)(s− a)F





(r, s; a, b) = γ(r − b)−γ(a− s)−γ−1F (γ, γ; 1, z) + (r − b)−γ(a− s)−γF ′(γ, γ; 1, z)∂z
∂s
= (r − b)−γ(a− s)−γ−1
{
γ F (γ, γ; 1; z)− (b− a)(r − b)(s− a)(r − b)F














+ (b− a)(r − b)−γ−1(a− s)−γ−1F ′(γ, γ; 1; z)
{s− b
r − b
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Now we compute the second order mixed derivative
∂2Ẽ
∂r∂s
(r, s; a, b) = −γ(r − b)−γ−1(a− s)−γ−1
{
γ F (γ, γ; 1; z) + (b− a)(s− b)(r − b)(s− a)F
′(γ, γ; 1; z)
}
+ (r − b)−γ−1(a− s)−γ
{
− γ F ′(γ, γ; 1; z)∂z
∂s
− (b− a)(s− b)(r − b)(s− a)F









F ′(γ, γ; 1; z)
}
= (r − b)−γ−3(a− s)−γ−3(b− a)2(r − a)(s− b)F ′′(γ, γ; 1; z)
+ (r − b)−γ−2(a− s)−γ−2(b− a)
{
γ(s− b− r + a)− (b− a)
}
F ′(γ, γ; 1; z)
− γ2(r − b)−γ−1(a− s)−γ−1F (γ, γ; 1; z). (8.3.19)
Combining (8.3.18) and (8.3.19), we arrive at{ ∂2
∂r∂s






Ẽ(r, s; a, b)
= (r − b)−γ−3(a− s)−γ−3(b− a)2(r − a)(s− b)F ′′(γ, γ; 1; z)
+ (r − b)−γ−1(a− s)−γ−1(b− a)F ′(γ, γ; 1; z)
×
{γ(s− b− r + a)− (b− a)





+ r − a
s− a
)}
+ γ2(r − b)−γ−1(a− s)−γ−1F (γ, γ; 1; z)
×
{








1− z = (b− a)(r − s)(r − b)(s− a) ,
we may rewrite the coefficient of F ′′(γ, γ; 1; z) in (8.3.20) in the following way:
(r − b)−γ−3(a− s)−γ−3(b− a)2(r − a)(s− b) = (b− a)(r − s) (r − b)
−γ−1(a− s)−γ−1z(1− z).
Similarly, for the coefficient of F ′(γ, γ; 1; z) we get




(s− b− r + a)
(r − b)(a− s) −
(s− b)(s− a) + (r − a)(r − b)
(r − s)(r − b)(s− a)
)
+ (b− a)(r − b)(s− a)
}
= (b− a)(r − s) (r − b)
−γ−1(a− s)−γ−1
{
− 2γ (r − a)(s− b)(r − b)(s− a) +
(r − s)(b− a)
(r − b)(s− a)
}
= (b− a)(r − s) (r − b)
−γ−1(a− s)−γ−1(1− (2γ + 1)z).
Finally, for the coefficient of F (γ, γ; 1; z) in (8.3.20) we have
γ2(r − b)−γ−1(a− s)−γ−1
{
− 1 + (a− s) + (r − b)(r − s)
}
= γ2 (b− a)(r − s) (r − b)
−γ−1(a− s)−γ−1.








F (γ, γ; 1; z) = 0.
This implies{ ∂2
∂r∂s






Ẽ(r, s; a, b)










F (γ, γ; 1; z) = 0.
This concludes the proof.
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According to the next proposition, the function
R(r, s; a, b) = (r − s)
`
`+1 Ẽ(r, s; a, b)
= (r − s)2γ(r − b)−γ(a− s)−γF (γ, γ; 1; z),
where z = (r−a)(s−b)(r−b)(s−a) as in the proof of the previous lemma, is the Riemann function of the reduced










related to the point (a, b).











− 2γ(r − s)2 .
Lemma 8.3.2. If v is a classical solution of the equation T ∗h v = 0 for the admissible range of
coordinates r and s and parameters a and b, then, u = (r − s)−2γv is a classical solution to Thu = 0,
and vice versa.
Proof. A direct computation shows that
T ∗h v = (r − s)2γThu,
provided that γ = `2(`+1) . This proves the desired result.
Using the previous lemma we can prove now that R(r, s; a, b) is the Riemann function of Th.
Proposition 8.3.3. The function R(r, s; a, b) is a classical solution of the equation T ∗h v = 0 that
satisfies the following conditions:
1. ∂R∂r =
γ
(r−s)R along the line s = b;
2. ∂R∂s = −
γ
(r−s)R along the line r = a;
3. R(a, b; a, b) = 1.
Proof. Since Ẽ = Ẽ(r, s; a, b) solves Thu = 0 pointwise for the admissible range of coordinates r and s
and parameters a and b, the function R(r, s; a, b) solves the corresponding adjoint equation T ∗h v = 0.
1. When s = b it holds R(r, b; a, b) = (a− b)−γ(r − b)γ . Hence,
∂R
∂r
(r, b; a, b) = γ(a− b)−γ(r − b)γ−1 = γ(r − b)R(r, b; a, b).
2. Similarly, if r = a, then R(a, s; a, b) = (a− b)−γ(a− s)γ . Consequently,
∂R
∂s
(a, s; a, b) = −γ(a− b)−γ(a− s)γ−1 = − γ(a− s)R(a, s; a, b).
3. R(a, b; a, b) = F (γ, γ; 1; 0) = 1.
Thus, we proved the properties of the Riemann function R(r, s; a, b).
Definition 8.3.4. Let us introduce
E+(t, x; t0, x0) =
{
c`E(t, x; t0, x0) in D+(t0, x0),
0 elsewhere,





E(t, x; t0, x0) =
(
(φ(1 + t) + φ(1 + t0))2 − (x− x0)2
)−γ
F (γ, γ; 1; ζ),
and
ζ = (φ(1 + t)− φ(1 + t0))
2 − (x− x0)2
(φ(1 + t) + φ(1 + t0))2 − (x− x0)2
.
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Remark 8.3.5. The function E+(t, x; t0, x0) is smooth in D+(t0, x0) and bounded on D+(t0, x0).
Therefore, it defines canonically a distribution whose support is contained in D+(t0, x0).
Theorem 8.3.6. The function E+(t, x; t0, x0) is a fundamental solution for the operator T related to
the point (t0, x0), that is,∫∫
R2
E+(t, x; t0, x0) T ϕ(t, x) d(t, x) = ϕ(t0, x0) for any ϕ ∈ C∞0 (R2).
Remark 8.3.7. In the statement of Theorem 8.3.6 we employed the fact that the operator T is
self-adjoint with respect to (t, x).
Proof of Theorem 8.3.6. Since the operator T is invariant by space translation, we may assume without
loss of generality that (t0, x0) = (t0, 0).
Let ϕ ∈ C∞0 (R2) be a given test function. For the functions ϕ in the characteristic coordinates (r, s)
we use the notation ϕ̃ , that is, ϕ(t, x) = ϕ̃(r, s). Let r0 be such that the characteristic coordinates of
the point (t0, 0) are (r0,−r0) (i.e r0 = φ(1 + t0)).
Let us notice that such notation is coherent also for the function E(t, x; t0, 0), since
Ẽ(r, s; r0,−r0) = E(t, x; t0, 0).
Therefore, in order to prove the statement of the theorem we have to show that
〈E+(t0, 0), T ϕ〉 =
∫∫
R2
E+(t, x; t0, 0) T ϕ(t, x) d(t, x) = ϕ̃(r0,−r0).
Let us consider the inverse transformation of (8.3.16)
(t, x) = Ψ(r, s) =
((
`+1
2 (r − s)
) 1
`+1 − 1, 12 (r + s)
)
.
The determinant of the Jacobian of Ψ is















`+1 (r − s)−
`
`+1 .
Moreover, the quadrant {(r, s) ∈ R2 : r > r0, s < −r0} is mapped through Ψ bijectively onto the
forward cone D+(t0, 0). Indeed,
(t, x) ∈ D+(t0, 0) ⇔ |x| < φ(1 + t)− φ(1 + t0) ⇔ s < −r0 and r > r0.
By using the change of variables formula for the integral 〈E+(t0, 0), T ϕ〉 and (8.3.17) we get∫∫
R2
E+(t, x; t0, 0) T ϕ(t, x) d(t, x) = c`
∫∫
D+(t0,0)






























ϕ̃(r, s) drds = I1 + I2 + I3.
Let us estimate the three terms in the last equality.
Firstly, we remark that the function ϕ̃ is compactly supported as ϕ. Indeed, Ψ is a diffeomorphism
from (r0,∞) × (−∞,−r0) to D+(t0, 0) and, consequently, it maps the compact support of ϕ in a
compact set, which is the support of ϕ̃.
Let us start with the first term. Using Fubini’s theorem and the fundamental theorem of calculus,


























































































(r0, s; r0,−r0) ϕ̃(r0, s) ds+R(r0,−r0; r0,−r0) ϕ̃(r0,−r0).



















R(r0, s; r0,−r0) ϕ̃(r0, s) ds+ ϕ̃(r0,−r0).



























































R(r0, s; r0,−r0) ϕ̃(r0, s)ds.






































































R(r,−r0; r0,−r0) ϕ̃(r,−r0) dr.
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Summarizing∫∫
R2














− 2γ(r − s)2
)






T ∗h R(r, s; r0,−r0) ϕ̃(r, s) drds = ϕ̃(r0,−r0).
The proof is complete.
Remark 8.3.8. The invariance of the operator T by space translations can be expressed also through
the property
E+(t, x; t0, x0) = E+(t, x− x0; t0, 0),
for the family
{




8.3.2. Construction of the solution of the inhomogeneous Cauchy problem with
zero data
If the source f = f(t, x) ∈ C2(R2) satisfies
• supp f ⊂ {(t, x) ∈ R2 : t ≥ 0},
• supp f(t, ·) is compact for any t ≥ 0,
then, we may write a solution of the Cauchy problem (8.3.15) with vanishing Cauchy data u0 = u1 = 0




























γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − (x− y)2
(φ(1 + t) + φ(1 + b))2 − (x− y)2
)
dy db,
where as usual c` = 2−
1
`+1 (` + 1)−
`
`+1 , γ = `2(`+1) , φ(τ) =
τ`+1
`+1 and F (γ, γ; 1; ·) is the Gauss
hypergeometric function.
Using the property E(t,−y; b, 0) = E(t, y; b, 0), we may also write

















[f(b, x− y) + f(b, x+ y)]
(




γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
dy db.
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Sometimes it is useful to change the order of integration in the previous integral. Thus,











[f(b, x− y) + f(b, x+ y)]
×
(




γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − y2




where A(t) = φ(1 + t)− φ(1) is the primitive of a(t) = (1 + t)` that vanishes in t = 0.
It is important to underline that the kernel function of the previous integral transformation is
nonnegative on the domain of integration. Indeed, the argument of the Gauss hypergeometric function
is an element of the interval [0, 1) for any (b, y) in the domain of integration and, consequently the
function F (γ, γ; 1, ·) is there always positive, since the parameters (γ, γ; 1) are all positive (for ` > 0).
For the limit case ` = 0 we have γ = 0, but also in this case the Gauss hypergeometric function, which
is just the constant function 1, is nonnegative.
The previously defined function u is a solution of (8.3.15) in the classical sense (even in the weak
sense if all integrals are defined).
8.3.3. Representation formula for solutions of the homogeneous Cauchy problem
Up to now we derived a representation formula for the solution of the linear inhomogeneous Cauchy
problem (8.3.15), in the case in which the initial data u0, u1 are identically zero. The next step is to
derive a representation formula for solutions to the linear homogeneous Cauchy problem
utt − (1 + t)2`uxx = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
(8.3.22)
Using the linearity of the equation, we are allowed to study separately the case u0 = 0 from the case
u1 = 0.
The strategy to derive these representations is to reduce the corresponding homogeneous linear
Cauchy problem to a suitable inhomogeneous Cauchy problem. Then, applying the result from Section
8.3.2 and rewriting the obtained expressions in a proper way, we will get the desired representation
formulas.
Representation formula for solutions to the homogeneous Cauchy problem with first data equal
to zero
Let us derive the representation formula for the solution of the linear homogeneous Cauchy problem
utt − (1 + t)2`uxx = 0, t > 0, x ∈ R,
u(0, x) = 0, x ∈ R,
ut(0, x) = u1(x), x ∈ R.
(8.3.23)
If u is the classical solution to (8.3.23), then, w(t, x) = u(t, x)− tu1(x) is the classical solution to

wtt − (1 + t)2`wxx = t(1 + t)2`u′′1(x), t > 0, x ∈ R,
w(0, x) = 0, x ∈ R,
wt(0, x) = 0, x ∈ R.
Therefore, since we have an explicit representation formula for the inhomogeneous Cauchy problem
related to (8.3.23) with vanishing data, then, we can derive a representation formula for u.
214 8. A blow up result for semilinear wave equation with polynomial speed of propagation
Indeed, using the same notation of the previous section, we have






u′′1(x− y)E(t, y; b, 0) dy db.
Because of u′′1(x− y) = ∂
2u1


















(t, y; b, 0) dy
=
[

















(t, y; b, 0) dy.
Since the function E(t, y; b, 0) is even with respect to y and, consequently, ∂E∂y (t, y; b, 0) is odd with










E(t, A(t)−A(b); b, 0)
−
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
) ∂E
∂y









(t, y; b, 0) dy. (8.3.24)
Let us calculate separately ∂E∂y (t, y; b, 0)
∣∣∣
y=A(t)−A(b)
. The y derivative of E(t, y; b, 0) is
∂E
∂y
(t, y; b, 0) = ∂
∂y
((




γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − y2








γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − y2








γ + 1, γ + 1; 2; (φ(1 + t)− φ(1 + b))
2 − y2





(φ(1 + t)− φ(1 + b))2 − y2
(φ(1 + t) + φ(1 + b))2 − y2
)
.




(φ(1 + t)− φ(1 + b))2 − y2




φ(1 + t) + φ(1 + b)
)2 − (φ(1 + t)− φ(1 + b))2((
φ(1 + t) + φ(1 + b)
)2 − y2)2
= − 8φ(1 + t)φ(1 + b)y((
φ(1 + t) + φ(1 + b)





(φ(1 + t)− φ(1 + b))2 − y2




8φ(1 + t)φ(1 + b)
(
φ(1 + t)− φ(1 + b)
)(
4φ(1 + t)φ(1 + b)
)2
= −φ(1 + t)− φ(1 + b)2φ(1 + t)φ(1 + b) .









φ(1 + t)− φ(1 + b)
)(
4φ(1 + t)φ(1 + b)
)−γ−1





4φ(1 + t)φ(1 + b)
)−γ
F (γ + 1, γ + 1; 2; 0) φ(1 + t)− φ(1 + b)
φ(1 + t)φ(1 + b)
= 2−2γ−1γ(1− γ)
(
φ(1 + t)φ(1 + b)
)−γ−1(
φ(1 + t)− φ(1 + b)
)
= 2−2γ−3`(`+ 2)(`+ 1)2γ (1 + t)− 32 `−1(1 + b)− 32 `−1
(




E(t, A(t)−A(b); b, 0) = 2−2γ
(
φ(1 + t)φ(1 + b)
)−γ
= 2−2γ(`+ 1)2γ(1 + t)− `2 (1 + b)− `2 . (8.3.26)




(x− y)E(t, y; b, 0) dy




− 2−2γ−3`(`+ 2)(`+ 1)2γ (1 + t)− 32 `−1(1 + b)− 32 `−1
(












(t, y; b, 0) dy. (8.3.27)







= −(1 + b)`u′1(x+A(t)−A(b)).
Therefore,









where the proof of the second property is completely analogous to that of the first one.
Let us go back to the representation formula for u(t, x). Using (8.3.27), we can write u(t, x) as sum
of five terms








(x− y)E(t, y; b, 0) dy db
= tu1(x) + J1 + J2 + J3 + J4,
where













b(1 + b) `2−1
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db ,




b(1 + b) 3`2
(












(t, y; b, 0) dy db .
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Furthermore, using to the previous observed relations (8.3.28) and integrating by parts, we can
rewrite J1 as follows:












= − 12 (1 + t)
− `2
[
b(1 + b) `2u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
]b=t
b=0







b(1 + b) `2
)(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db




(1 + b) `2
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db




b(1 + b) `2−1
(
u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db.
In particular, we see that thanks to this representation for J1 there is a cancellation of the term
tu1(x) in the expression for u(t, x) and that the second integral on the right-hand side is proportional
to J2. Let us define the kernel
Q1(t, b) = 12 (1 + t)
− `2 (1 + b) `2 + `(3`+2)16(`+1) (1 + t)
− `2 b(1 + b) `2−1
+ `(`+2)16(`+1) (1 + t)
− 3`2 −1b(1 + b) 3`2 .






u1(x+A(t)−A(b)) + u1(x−A(t) +A(b))
)
db+ J4 . (8.3.29)
Now we want to write the integral J4 in a more suitable way. Firstly, we observe that ∂
2E
∂y2 (t, y; b, 0)








u1(x− y) + u1(x+ y)
)∂2E
∂y2





u1(x− y) + u1(x+ y)
) ∫ A−1(A(t)−y)
0
b(1 + b)2` ∂
2E
∂y2
(t, y; b, 0) db dy ,
where
A−1(z) = ((`+ 1)z + 1)
1
`+1 − 1
is the inverse function of A, so that
A−1(A(t)− y) =
(
(1 + t)`+1 − (`+ 1)y
) 1
`+1 − 1.
On the other hand, E(t, y; b, 0) is symmetric with respect to the variables t and b, that is,
E(t, y; b, 0) = E(b, y; t, 0).
Thus, using the fact that E is a fundamental solution for the operator T , in D+(t, 0) we have
∂2E
∂b2
(b, y; t, 0) = (1 + b)2` ∂
2E
∂y2
(b, y; t, 0). (8.3.30)




















































u1(x− y) + u1(x+ y)
)(
E(t, y; 0, 0)− E(A−1(A(t)− y), y; t, 0)
)
dy. (8.3.31)
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Let us evaluate E(b, y; t, 0) and ∂E∂b (b, y; t, 0) for b = A
−1(A(t)− y).
Since for such value of b it holds
φ(1 + b) = φ(1 + t)− y, (8.3.32)
we get
E(A−1(A(t)− y), y; t, 0) =
(
(2φ(1 + t)− y)2 − y2
)−γ
F (γ, γ; 1; 0)
= 2−2γ(`+ 1)γ(1 + t)− `2 (φ(1 + t)− y)−γ .
On the other hand, the b derivative of E(b, y; t, 0) is
∂E
∂b
(b, y; t, 0) = −2γ(1 + b)`
(
φ(1 + b) + φ(1 + t)
)(




γ, γ; 1; (φ(1 + b)− φ(1 + t))
2 − y2








γ + 1, γ + 1; 2; (φ(1 + b)− φ(1 + t))
2 − y2
(φ(1 + b) + φ(1 + t))2 − y2
)
×
(1 + b)`φ(1 + t)
(
φ(1 + b)2 − φ(1 + t)2 + y2
)(
(φ(1 + b) + φ(1 + t))2 − y2
)2 , (8.3.33)




(φ(1 + b)− φ(1 + t))2 − y2
(φ(1 + b) + φ(1 + t))2 − y2
)
=
4(1 + b)`φ(1 + t)
(
φ(1 + b)2 − φ(1 + t)2 + y2
)(




(γ, γ; 1; z) = γ2F (γ + 1, γ + 1; 2; z).
In particular, for b = A−1(A(t)− y) the relations
(1 + b)` =
(
(1 + t)`+1 − (`+ 1)y
)2γ = (`+ 1)2γ(φ(1 + t)− y)2γ
and (8.3.32) are satisfied. Then, we have
∂E
∂b
(b, y; t, 0)
∣∣∣
b=A−1(A(t)−y)
= −2γ(`+ 1)2γ(φ(1 + t)− y)2γ(2φ(1 + t)− y)
(




(2φ(1 + t)− y)2 − y2
)−γ−2(`+ 1)2γ(φ(1 + t)− y)2γφ(1 + t)
×
(
(φ(1 + t)− y)2 − φ(1 + t)2 + y2
)
= −2γ(`+ 1)2γ(φ(1 + t)− y)2γ(2φ(1 + t)− y)
(




4φ(1 + t)(φ(1 + t)− y)
)−γ−2(`+ 1)2γ(φ(1 + t)− y)2γφ(1 + t)(2y2 − 2yφ(1 + t))
= −2−2γ−1γ(`+ 1)2γ(φ(1 + t)− y)γ−1(2φ(1 + t)− y)φ(1 + t)−γ−1
− 2−2γ−1γ2(`+ 1)2γ(φ(1 + t)− y)γ−1yφ(1 + t)−γ−1
= −2−2γ−1(`+ 1)2γ(φ(1 + t)− y)γ−1φ(1 + t)−γ−1
(
γ(2φ(1 + t)− y) + γ2y
)
. (8.3.34)
Using the explicit expression for E(b, y; t, 0) and ∂E∂b (b, y; t, 0) for b = A
−1(A(t)− y) in (8.3.31), we





u1(x− y) + u1(x+ y)
)(




Q̃1(t, y) = − 14
(




(φ(1 + t)− y)γ−1φ(1 + t)−γ−1
{
γ(2φ(1 + t)− y) + γ2y
}
− 12 (`+ 1)
−γ(1 + t)− `2 (φ(1 + t)− y)−γ .
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u1(x−A(t) +A(b)) + u1(x+A(t)−A(b))
)





u1(x− y) + u1(x+ y)
)
E(t, y; 0, 0) dy .
Since for y = A(t)−A(b) the relations
b = A−1(A(t)− y) =
(





and (8.3.32) are fulfilled, then, we can express Q̃1(t, A(t)−A(b)) as
Q̃1(t, A(t)−A(b)) = − 14b(φ(1 + b))
γ−1φ(1 + t)−γ−1
{
γ(φ(1 + t) + φ(1 + b)) + γ2(φ(1 + t)− φ(1 + b))
}
− 12 (`+ 1)
−γ(1 + t)− `2 (φ(1 + b))−γ
= − 14 (`+ 1)(γ + γ
2)b(1 + b)− `2−1(1 + t)− `2 − 14 (`+ 1)(γ − γ
2)b(1 + b) `2 (1 + t)− 3`2 −1
− 12 (1 + b)
− `2 (1 + t)− `2 = −Q1(t, b)(1 + b)−`.
Consequently, in (8.3.29) there are cancellations between several terms and at the end, we simply
obtain




u1(x− y) + u1(x+ y)
)
E(t, y; 0, 0) dy .
In particular, the kernel of the previous integral
K1(t, y) = c`E(t, y; 0, 0)
= c`
(




γ, γ; 1; A(t)
2 − y2
(φ(1 + t) + φ(1))2 − y2
)
(8.3.35)
is positive for t ∈ [−A(t), A(t)].
Let us summarize the result we obtained for the Cauchy problem (8.3.23).
Theorem 8.3.9. The solution u = u(t, x) of the Cauchy problem
utt − (1 + t)2`uxx = 0, t > 0, x ∈ R,
u(0, x) = 0, x ∈ R,
ut(0, x) = u1(x), x ∈ R,





u1(x− y) + u1(x+ y)
)
K1(t, y) dy ,
where the kernel K1(t, y) is defined by (8.3.35).





















If we extend to zero u and f on the half-plane t < 0, then, we may rewrite the previous integral
relation as
〈u, T ϕ〉 = 〈f(t, x) + δ′0(t)⊗ u0(x) + δ0(t)⊗ u1(x), ϕ〉.
In other words, u is a distributional solution of the equation T u = f + δ′0 ⊗ u0 + δ0 ⊗ u1.
Therefore, it is totally consistent the fact that if we plug formally the source δ0(t)⊗ u1(x) in the
representation formula (8.3.21) we obtain exactly the representation formula which is given in Theorem
8.3.9.
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Representation formula for solutions to the homogeneous Cauchy problem with second data
equal to zero
Let us derive the representation formula for the solution of the linear homogeneous Cauchy problem
utt − (1 + t)2`uxx = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = 0, x ∈ R.
(8.3.36)
If u is the classical solution to (8.3.36), then, w(t, x) = u(t, x)− u0(x) is the classical solution to

wtt − (1 + t)2`wxx = (1 + t)2`u′′0(x), t > 0, x ∈ R,
w(0, x) = 0, x ∈ R,
wt(0, x) = 0, x ∈ R.
From this point we can proceed analogously as in the previous case.
Indeed, we have an explicit representation formula for the inhomogeneous Cauchy problem related
to (8.3.36) with vanishing data, which provides a representation formula for u(t, x) = w(t, x) + u0(x).
Hence, with the same notations of previous sections, we have






u′′0(x− y)E(t, y; b, 0) dy db.




0(x− y)E(t, y; b, 0) dy can be estimated exactly as we





(x− y)E(t, y; b, 0) dy




− 2−2γ−3`(`+ 2)(`+ 1)2γ (1 + t)− 32 `−1(1 + b)− 32 `−1
(












(t, y; b, 0) dy. (8.3.37)
Similarly to (8.3.28), we have









Using (8.3.37) we can write u(t, x) as sum of five terms








(x− y)E(t, y; b, 0) dy db
= u0(x) + I1 + I2 + I3 + I4,
where













(1 + b) `2−1
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db ,




(1 + b) 3`2
(












(t, y; b, 0) dy db .
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Moreover, employing (8.3.38) and integrating by parts, we can rewrite I1 as follows:












= − 12 (1 + t)
− `2
[
(1 + b) `2u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
]b=t
b=0






(1 + b) `2
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db









(1 + b) `2−1
(
u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db.
In particular, we see that thanks to this representation of I1 there is a cancellation of the term u0(x)
in the expression for u(t, x) and that the integral in the last line is proportional to I2.
Let us define the kernel
Q0(t, b) = `(3`+2)16(`+1) (1 + t)
− `2 (1 + b) `2−1 + `(`+2)16(`+1) (1 + t)
− 3`2 −1(1 + b) 3`2 .
Then, we may rewrite u(t, x) as










u0(x+A(t)−A(b)) + u0(x−A(t) +A(b))
)
db+ I4 . (8.3.39)
As we did for the term J4 in the previous case, now we are going to rewrite I4 in a suitable way, in












u0(x− y) + u0(x+ y)
)∂2E
∂y2





u0(x− y) + u0(x+ y)
) ∫ A−1(A(t)−y)
0
(1 + b)2` ∂
2E
∂y2
(t, y; b, 0) db dy .















u0(x− y) + u0(x+ y)
)[∂E
∂b




















Q̃0(t, y) = − 14 (φ(1 + t)− y)
γ−1φ(1 + t)−γ−1
{
γ(2φ(1 + t)− y) + γ2y
}
.
Let us perform the change of variable y = A(t)−A(b) for the first addend in the previous representation





u0(x−A(t) +A(b)) + u0(x+A(t)−A(b))
)





u0(x− y) + u0(x+ y)
)∂E
∂b
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Since for y = A(t)−A(b) the condition (8.3.32) is satisfied, then, we can express Q̃0(t, A(t)−A(b))
as follows
Q̃0(t, A(t)−A(b)) = − 14 (φ(1 + b))
γ−1φ(1 + t)−γ−1
{
γ(φ(1 + t) + φ(1 + b)) + γ2(φ(1 + t)− φ(1 + b))
}
= − 14 (`+ 1)(γ + γ
2)(1 + b)− `2−1(1 + t)− `2 − 14 (`+ 1)(γ − γ
2)(1 + b) `2 (1 + t)− 3`2 −1
= −Q0(t, b)(1 + b)−`.
Consequently, from (8.3.39) it follows









u0(x− y) + u0(x+ y)
)∂E
∂b




If we define the kernel
K0(t, y) = −c`
∂E
∂b




then, we have that also this kernel, as K1(t, y), is nonnegative on the domain of integration.
Indeed, for b ∈ [0, t] and y ∈ [A(b)−A(t), A(t)−A(b)] the Gauss hypergeometric functions
F (γ, γ; 1; z) , F (γ + 1, γ + 1; 2; z)
are nonnegative for z = (φ(1+b)−φ(1+t))
2−y2
(φ(1+b)+φ(1+t))2−y2 and
y2 + φ(1 + b)2 − φ(1 + t)2 ≤ (φ(1 + t)− φ(1 + b))2 + φ(1 + b)2 − φ(1 + t)2
= 2φ(1 + b)(φ(1 + b)− φ(1 + t)) ≤ 0.
Hence, from (8.3.33) it follows that ∂E∂b (t, y; b, 0) ≤ 0 for b ∈ [0, t] and y ∈ [A(b)−A(t), A(t)−A(b)].
In particular, for b = 0 we find that K0(t, y) ≥ 0 for y ∈ [−A(t), A(t)].
Let us summarize the result we obtained for the Cauchy problem (8.3.36) in the following theorem.
Theorem 8.3.11. The solution u = u(t, x) of the Cauchy problem
utt − (1 + t)2`uxx = 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = 0, x ∈ R,
with u0 ∈ C∞0 (R) can be represented as follows:









u0(x− y) + u0(x+ y)
)
K0(t, y) dy ,
where the kernel K0(t, y) is defined by (8.3.41).
8.3.4. Representation formula
Summarizing, with the same notations as before, we derived in the previous sections the representation
formula
























[f(b, x− y) + f(b, x+ y)]E(t, y; b, 0) dy db (8.3.42)
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for classical solutions (even for weak solutions if all integrals are defined) of the Cauchy problem
utt − (1 + t)2`uxx = f(t, x), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
ut(0, x) = u1(x), x ∈ R.
In particular, from the previous representation formula it is clear that the domain of dependence for the
solution u in the point (t0, x0), denoted by Ω(t0, x0), is the closure of the intersection of the backward
cone of propagation with the half-space of positive times, that is,
Ω(t0, x0) = {(t, x) ∈ R2 : 0 ≤ t ≤ t0, |x− x0| ≤ φ(1 + t0)− φ(1 + t)}.
Remark 8.3.12. In the limit case ` = 0, (8.3.42) coincides with the well-known d’Alembert’s formula
for the free wave equation in 1d.
Remark 8.3.13. Because of the nonnegativity of the KernelsK0(t, y) andK1(t, y) for t ∈ [−A(t), A(t)],
assuming additionally nonnegative initial data u0, u1 we may conclude that classical solutions (even
weak solutions) of the linear homogeneous Cauchy problem (8.3.22) are everywhere (almost everywhere)
nonnegative. In particular, under the assumption of nonnegativity for the data u0, u1, we can estimate
from below the solution of the inhomogeneous Cauchy problem (8.3.15) with the solution of the
inhomogeneous Cauchy problem with the same source but with vanishing initial data.
8.4. Critical case: Blow up result
As we see in Theorem 8.2.1 the critical case remains open up to now. This section is devoted to
the treatment of the critical case. We will prove that the solution blows up also in the critical case
(provided that data satisfy some positivity assumption).
Case pNE(n; `, k) = p1(n; `, k)
In the case in which p1(n; `, k) ≥ p0(n; `, k), we can easily consider the critical case p = p1(n; `, k), or
in other terms, when
−k + 2
p− 1 + (`+ 1)n = 1.
Indeed, from (8.2.12) it follows:
G (t) & (R+ t).
Therefore, by (8.2.6) we get
d2G
dt2
(t) & (R+ t)k−(`+1)n(p−1)(G (t))p = (R+ t)−p−1(G (t))p & (R+ t)−1.




(t) ≥ C(R+ t)−1.











Integrating a second time, we arrive at











= G (0) + dG
dt






Since the logarithmic function is monotonically positively divergent as t→∞, we proved (8.2.12)
for an arbitrarily large multiplicative constant for large t and, hence, the solution of our semilinear
Cauchy problem blows up also for p = p1(n; `, k) = pNE(n; `, k).
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Case pNE(n; `, k) = p0(n; `, k)
The situation is more delicate in the case p0(n; `, k) > p1(n; `, k) and we want to prove a blow up result
for p = p0(n; `, k), that is, when it holds the equality




(`+ 1) + 2 = −k + 2
p− 1 + (`+ 1)n
instead of (8.2.13).
In fact for this case, in order to prove (8.2.12) for an arbitrarily large multiplicative constant, we
shall follow the approach of [126] (in this paper the blow up in the critical case for the classical wave
equation is studied in spatial dimension n ≥ 4) and of [35] (where the critical case is considered for the
Tricomi equation in dimensions n ≥ 2). In particular the key idea to prove the result also in dimension
n = 2 (that is the employment of weak Lp spaces and Marcinkiewicz interpolation theorem) is taken
from [35].
Moreover, as we have already mentioned at the conclusion of Section 8.2, we shall employ the explicit
representation formula for solutions to the Cauchy problem (8.3.15) that was derived in Section 8.3.
Nevertheless, we are able to prove the blow up of the solution (under certain assumptions on initial
data) only for spatial dimension n ≥ 2. We will underline in the further considerations the reasons
that lead to this restriction. Moreover, we will see that the proof of the case n = 2 is somehow more
delicate.
Let us begin with the proof of (8.2.12) times a function that grows with logarithmic rate with respect
to t on the right-hand side. Without loss of generality we may assume that u is a radial function.
Indeed, if u is not radial, considering the spherical mean of u,





where ωn is the (n− 1)-dimensional measure of the unit sphere Sn−1, then, we have that ũ satisfies
ũtt − (1 + t)2`∆ũ = (`+ 1)2(1 + t)k |̃u|p ≥ (`+ 1)2(1 + t)k|ũ|p.




u(t, x) dσx =
∫
x·ξ=0
u(t, ρξ + x) dσx,
where ρ ∈ R, ξ ∈ Rn is a given unitary vector and dσx is the Lebesgue measure on the corresponding
hyperplanes. Since u is a radial function, R[u] does not depend on ξ and
R[u](t, ρ) = ωn−1
∫ ∞
|ρ|
u(t, r)(r2 − ρ2)
n−3
2 rdr
(cf. (4.3.24) in Section 4.3).
The function R[u] solves the equation
∂2tR[u](t, ρ)− (1 + t)2`∂2ρR[u](t, ρ) = (`+ 1)2(1 + t)kR[|u|p](t, ρ),
since R is linear and R[∆u] = ∂2ρR[u].
Assuming nonnegative data u0, u1, the solution of the homogeneous linear Cauchy problem
wtt − (1 + t)2`wρρ = 0,
w(0, ρ) = R[u0](ρ),
wρ(0, ρ) = R[u1](ρ),
is always nonnegative, because of the nonnegativity of the kernels functions K0 and K1. Then, the
representation formula (8.3.42) yields







R[|u|p](b, ρ+ σ) + R[|u|p](b, ρ− σ)
)
E(t, σ; b, 0) dσdb,
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where we are employing the same notations as in Section 8.3 for the functions E = E(t, σ; b, 0) and
A = A(t) and for the constant c`.
In particular, the kernel function E(t, σ; b, 0) is positive on the domain of integration and, hence,
we can integrate over a smaller domain and we have still a lower bound for R[u](t, ρ). Performing a
change of variables in the previous integral, we obtain






R[|u|p](b, σ)E(t, ρ− σ; b, 0) dσdb.
Now we observe that
supp R[|u|p](b, ·) ⊂ [−R−A(b), R+A(b)],
where R > 0 is chosen in such a way that suppu0, suppu1 ⊂ BR(0).
Indeed, thanks to the finite speed of propagation property we know that suppu(b, ·) ⊂ BR+A(b)(0).




|u(b, σξ + x)|pdσx = 0,
being |σξ + x|2 = σ2 + |x|2 ≥ σ2 and, consequently, |σξ + x| ≥ |σ| ≥ R+A(b).
Let t ≥ 0 such that A(t) > R+ 1 and ρ ∈ (0, A(t)−R− 1) be fixed (the condition on t guarantees
the nonemptiness of the interval for ρ).
Since for these fixed values of t and ρ it results 1 < A(t)−R− ρ < A(t), due to the monotonicity of
A we can find b0 ∈ (0, t) such that 2A(b0) = A(t)−R− ρ. Then, for 0 ≤ b ≤ b0 we have
A(b) ≤ A(b0) = 12 (A(t)−R− ρ). (8.4.43)
Hence, it holds
ρ+A(t)−A(b) ≥ R+A(b) and ρ− (A(t)−A(b)) ≤ −(R+A(b)).
Therefore,













R[|u|p](b, σ)E(t, ρ− σ; b, 0) dσdb,
because of the support property for R[|u|p](b, ·).
Let us estimate from below the kernel
E(t, ρ− σ; b, 0) = ((φ(1 + t) + φ(1 + b))2 − (ρ− σ)2)−γF
(
γ, γ; 1; (φ(1 + t)− φ(1 + b))
2 − (ρ− σ)2
(φ(1 + t) + φ(1 + b))2 − (ρ− σ)2
)
,
on the domain of integration {(b, σ) ∈ R2 : 0 ≤ b ≤ b0, |σ| ≤ R + A(b)}. Since the argument of
the Gauss hypergeometric function is always an element of [0, 1) and the parameters (γ, γ; 1) are all
positive, then, we may estimate
E(t, ρ− σ; b, 0) ≥ ((φ(1 + t) + φ(1 + b))2 − (ρ− σ)2)−γF (γ, γ; 1; 0)
= (φ(1 + t) + φ(1 + b)− ρ+ σ)−γ(φ(1 + t) + φ(1 + b) + ρ− σ)−γ
& φ(1 + t)−γ(φ(1 + t)− ρ)−γ ' (1 + t)− `2 (φ(1 + t)− ρ)−γ .
In the previous estimate we use the property (8.4.43) and the fact that |σ| ≤ R+A(b) in order to get
φ(1 + t) + φ(1 + b)− ρ+ σ ≤ 2 (φ(1 + t)− ρ),
φ(1 + t) + φ(1 + b) + ρ− σ ≤ 2φ(1 + t).
So, we get
R[u](t, ρ) ≥ c`(1 + t)−
`
2 (φ(1 + t)− ρ)−γ
∫ b0
0
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Consequently, because of the property for the support of R[|u|p](b, ·), by using, (8.2.6) we have
R[u](t, ρ) ≥ c`(1 + t)−
`
2 (φ(1 + t)− ρ)−γ
∫ b0
0




= c`(1 + t)−
`
2 (φ(1 + t)− ρ)−γ
∫ b0
0




= c`(1 + t)−
`






= c`(1 + t)−
`












We remark that we are assuming p = p0(n; `, k) > p1(n; `, k), but this is equivalent to require that
the exponent for (R+ b) in the previous integral is greater than −1. Thus,










Let us introduce the operator T : f ∈ Lp(R)→ T (f) ∈ Lp(R), where T (f) is defined by




f(r)|r − τ |
n−3
2 dr for any τ ∈ R.
Let us check that T is a bounded operator on Lp(Rn) in the case n ≥ 3. By triangular inequality we
get












where M(f) denotes the maximal function of f and we can extend the domain of integration since
τ ≤ A(t) +R implies τ ≥ 2τ − (A(t) +R), while for τ ≥ A(t) +R we have τ ≤ 2τ − (A(t) +R).
Being p ∈ (1,∞), it follows for n ≥ 3 that
‖T (f)‖Lp(R) ≤ 2‖M(f)‖Lp(R) . ‖f‖Lp(R).
Let us investigate the case n = 2. Of course, we can not employ anymore the maximal function. In
order to prove that
T ∈ L (Lp(R)→ Lp(R))
we will first derive L∞ − L∞ and L1 − L1,∞ estimates (here L1,∞ denotes the weak L1 space, cf.
Section B.7). Hence, by using Marcinkiewicz interpolation theorem (cf. Proposition B.7.6), we will
arrive at the desired Lp − Lp estimate.
In the case n = 2 the operator T is
T (f)(τ) = |A(t)− τ +R|− 12
∫ A(t)+R
τ
f(r)|r − τ |− 12 dr for any τ ∈ R and any f ∈ Lp(R).
Let us begin with the L∞ − L∞ estimate. For τ ≤ A(t) +R we have
|T (f)(τ)| ≤ (A(t)− τ +R)− 12
∫ A(t)+R
τ
|f(r)| |r − τ |− 12 dr
≤ (A(t)− τ +R)− 12 ‖f‖L∞(R)
∫ A(t)+R
τ
(r − τ)− 12 dr = 2‖f‖L∞(R). (8.4.45)
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When τ ≥ A(t) +R, in an analogous way we get the same estimate as in (8.4.45). Summarizing,
‖T (f)‖L∞(R) ≤ 2‖f‖L∞(R).
We prove now the L1 − L1,∞ estimate. Let f ∈ L1(R). We can write T (f) as a product of the
following two functions:




f(r)|r − τ |− 12 dr.
We want to show now that g, h ∈ L2,∞(R). By definition
‖g‖2L2,∞(R) = sup
α>0
α2 meas({τ ∈ R : |g(τ)| > α})
= sup
α>0
α2 meas({τ ∈ R : |A(t)− τ +R| < 1α2 })
= sup
α>0
α2 meas((A(t) +R− 1α2 , A(t) +R+
1
α2 )) = 2.




|f(r)| |r − τ |− 12 dr = (|f | ∗ |r|− 12 )(τ),
and, then, by Young’s inequality for weak type spaces (cf. Proposition B.7.5) we obtain
‖h‖L2,∞(R) ≤ ‖|f | ∗ |r|−
1
2 ‖L2,∞(R) . ‖f‖L1(R) ‖ |r|−
1
2 ‖L2,∞(R) = 2
1
2 ‖f‖L1(R).
By Hölder’s inequality for weak type spaces (see also Proposition B.7.4), we obtain
‖T (f)‖L1,∞(R) ≤ 2 ‖g‖L2,∞(R)‖h‖L2,∞(R) . ‖f‖L1(R). (8.4.46)
Combining (8.4.45) and (8.4.46) and using Marcinkiewicz interpolation theorem, we arrive at
‖T (f)‖Lp(R) ≤ Cp‖f‖Lp(R),
where Cp depends on p.



























































2 ) if p ≥ 2.
Let us proceed with the computations for the case p ≤ 2, since the computations are more
straightforward in the case p ≥ 2.





















R[|u|](t, ρ) = ωn−1
∫ A(t)+R
|ρ|
|u(t, ρ)|(r2 − ρ2)
n−3
2 rdr = ωn−1
∫ A(t)+R
|ρ|
|u(t, ρ)|(r − ρ)
n−3














0 ≤ R[u](t, ρ) ≤ R[|u|](t, ρ)
(here we are using once again the property of nonnegativity for u, which is due to the assumptions



























where in the last inequality we used (8.4.44).
Let us remark that for ρ ∈ (0, A(t)−R− 1) for a suitably large constant CR we have
A(t)− ρ+R ≤ CR(A(t)− ρ−R) and A(t)− ρ+ φ(1) ≤ CR(A(t)− ρ−R).
Then,∫
Rn

















However, the exponent of the function at the denominator is exactly 1. In fact,
n−1
2 · p+ γp−
(
k+1







((`+ 1)n− 1)p2 − ((`+ 1)n+ 2k + 1− 2`)p
]
= 1,
where we used the condition p = p0(n; `, k).
Hence, for large t it results∫
Rn























& (1 + t)− `2p+(n−1)(1−
p
2 )(`+1) log(1 + t).
Let us point out that in the case p ≥ 2 in the first line of the previous chain of inequalities we have
instead of ρ(n−1)(1−
p
2 ) the term (A(t) + R)(n−1)(1−
p












& (1 + t)k− `2p+(n−1)(`+1)−
n−1
2 p(`+1) log(1 + t).
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(1 + s)k− `2p+(n−1)(`+1)−
n−1




(0) + (1 + t)k+1− `2p+(n−1)(`+1)−
n−1
2 p(`+1) log(1 + t).
Similarly, performing a second integration, for large t we arrive at
G (t) & G (0) + dG
dt
(0) t+ (1 + t)k+2− `2p+(n−1)(`+1)−
n−1
2 p(`+1) log(1 + t)
& (1 + t)k+2− `2p+(n−1)(`+1)−
n−1
2 p(`+1) log(1 + t),
where in the last inequality we used the condition p = pNE(n; `, k) > p1(n; `, k) which implies that the
exponent of (1 + t) is greater than 1. But this last condition is the improvement of (8.2.12) we were
looking for.
Finally, let us summarize how it is possible to enlarge the range of values for p, that we have seen in
Theorem 8.2.1, for which the solution of (8.1.1) blows up under suitable assumptions on data.
Theorem 8.4.1. Assume that u ∈ C2 ([0, T )× Rn) is a classical solution to (8.1.1) with ` > 0, k ≥ 0
and nonnegative, compactly supported initial data (u0, u1) ∈ C2(Rn) × C1(Rn) such that u0 is not
identically 0.
If the exponent p > 1 satisfies
p = p1(n; `, k) = pNE(n; `, k) or p = p0(n; `, k) = pNE(n; `, k) and n ≥ 2,
where p1(n; `, k), pNE(n; `, k) and p0(n; `, k) are defined as in Theorem 8.2.1, then, u blows up in finite
time, that is, T <∞.
8.5. Blow up result for the scale-invariant model
Now we consider a special choice of the parameters `, k, as in Corollary 7.5.6, in order to obtain a
blow up result for the semilinear wave equation with scale-invariant damping and mass and power
nonlinearity.
Let us remark explicitly that, differently from Chapter 7, in this section we do not need to require
the condition µ1 < 1. Indeed, the only condition that µ1, µ22 must satisfy in the following is simply
δ ∈ (0, 1].
Corollary 8.5.1. Let n ≥ 1, p > 1 and let µ1, µ22 be nonnegative constants such that δ ∈ (0, 1]. Let us


















> p0(n+ µ1) ,







if n ≥ 2 ,
and that v ∈ C2([0, T )× Rn) is a classical solution to
vττ −∆yv + µ11+τ vτ +
µ22
(1+τ)2 v = |v|
p, τ > 0, y ∈ Rn,
v(0, y) = v0(y), y ∈ Rn,
vτ (0, y) = v1(y), y ∈ Rn,
with compactly supported initial data (v0, v1) ∈ C2(Rn)× C1(Rn) such that v0 is not identically 0 and








Then, v blows up in finite time, that is, T <∞.
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the conditions (8.2.13) and (8.2.14) on p may be rewritten as








respectively. The sign conditions on data are due to
u0(x) = v0( x√δ ),
u1(x) = 1√δ
(










where u0, u1 denote the initial data for the transformed Cauchy problem (8.1.1). Therefore, the result
follows immediately from Theorem 8.2.1.
Example 8.5.2. In the case in which µ1 ∈ [0, 1) and µ2 = 0, since
√












p0(n+ µ1), pFuj(n+ µ1 − 1)
}
= p0(n+ µ1),
where in the last inequality we used the property p0(n) > pFuj(n − 1) for any n > 1 (in the special
case n = 1 and µ1 = 0 we denote p0(1) =∞ since the solution blows up for any p > 1).
Therefore, assuming compactly supported and nonnegative data u0, u1 and u0 not identically 0, we
got a blow up result for the model
utt −∆u+ µ11+tut = |u|
p, t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
ut(0, x) = u1(x), x ∈ Rn,
(8.5.47)
when µ1 ∈ (0, 1), provided that 1 < p < p0(n+ µ1) or p = p0(n+ µ1) if n ≥ 2.
Example 8.5.3. Similarly as in the previous example, we can consider the semilinear Cauchy problem
(8.5.47) in the case µ1 ∈ (1, 2]. The only difference with respect to the case µ1 ∈ [0, 1) is that now√
δ = µ1 − 1, so that the threshold for p is
max{p0(n+ µ1), pFuj(n)}.
Hence, assuming compactly supported data u0, u1 such that v0 is not identically 0 and
u0 ≥ 0, u1 + (µ1 − 1)u0 ≥ 0,
we have a blow up result for the Cauchy problem (8.5.47) when µ1 ∈ (1, 2], provided that 1 < p <
max{p0(n+ µ1), pFuj(n)} or p = pFuj(n) or p = p0(n+ µ1) if n ≥ 2.
Also, for µ1 = 2 we find exactly the same range for p that implies the blow up of the solution in
finite time (again under certain conditions on the data) that was shown in [16, Theorem 1].
8.6. Concluding remarks
In Chapter 7 we proved a global (in time) existence result for the semilinear Cauchy problem (7.1.3).
On the other hand, in the present chapter we proved a blow up result for the same semilinear Cauchy
problem.
Nevertheless, it turns out that there is a gap between the range of parameters p for which we proved
the global existence result and the range for which solutions blow up.
Let us consider for example the simpler case k = 0. The condition (7.5.65) in Theorem 7.5.4 (which
is also the unique nontrivial requirement on p when k = 0) may be rewritten as
p ≥ (`+ 1)n+ 3(`+ 1)n− 1 =
N + 2
N − 2 = pconf(n, `),
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where N = 1 + (`+ 1)n is the homogeneous dimension of the operator ∂2t − t2`∆ and pconf(n, `) is the
so-called conformal exponent (cf. [33]). Let us underline that this fact motivates the title of Chapter 7
as well.
On the other hand, the condition on p in Theorem 8.2.1 can be written as
p < max
{




p0(n; `, 0) =
(`+ 1)n+ 1− 2`+
√
((`+ 1)n+ 1− 2`)2 + 8(`+ 1)((`+ 1)n− 1)
2((`+ 1)n− 1) ,
p1(n; `, 0) =
(`+ 1)n+ 1
(`+ 1)n− 1 .
By straightforward calculations, it follows that pconf(n, `) > max
{
p0(n; `, 0), p1(n; `, 0)
}
and, then,
we observe explicitly the previous announced gap.
In order to close this gap it seems reasonable to consider more precise and delicate estimates (namely
weighted Strichartz estimates) for the solutions of the corresponding homogeneous Cauchy problem
and for the inhomogeneous Cauchy problem with zero data as it is done in [24] for the classical wave
equation and in [34] for the generalized Tricomi equation.
8.7. Open problems and conjectures
In Examples 8.5.2 and 8.5.3 we have seen a blow up result for the semilinear wave equation with
scale-invariant damping, provided that the coefficient of the damping is sufficiently small, namely in
[0, 2] \ {1}. Moreover, in [37] the authors proved with a different approach a blow up result for all
µ1 ∈ [0, n
2+n+2
n+2 ) provided that the exponent p satisfies pFuj(n) < p ≤ p0(n+ µ1) (the condition on µ1
guarantees that pFuj(n) < p0(n+ µ1), so that the range for p is not empty). Combining these results
with those in Section 4.2 (that are nothing but the results proved in [13, 107] for µ2 = 0), it seems
reasonable to make the following conjecture.
Conjecture For µ1 ∈ [0, n
2+n+2
n+2 ) and spatial dimension n ≥ 1 the critical exponent for the semilinear
wave equation with scale-invariant damping and power nonlinearity
utt −∆u+
µ1
1 + tut = |u|
p, (8.7.48)
is the shift of the Strauss exponent p0(n + µ1). On the other hand, for µ1 ≥ n
2+n+2
n+2 the critical
exponent for (8.7.48) is pFuj(n).
Of course, for µ1 = 0 it is well-known that this conjecture, also known as Strauss conjecture (with
the usual convention that p0(1) = ∞ means that in spatial dimension 1 the solutions of the free
wave equation blow up for any p > 1, under suitable assumptions for the data), is true (see eg.
[41, 42, 26, 25, 83, 82, 59, 24, 97, 40, 126, 130]).
On the other hand, for µ1 = 2 this conjecture was proved (at least in the radially symmetric case if
n ≥ 3) in the case n = 1 in [12], in the cases n = 2, 3 in [16], for n ≥ 5 odd in [14] and for n ≥ 4 even
in Chapter 6.
Finally, for values of µ1 sufficiently large the conjecture is known to be true. More precisely, assuming
that 
µ1 ≥ 53 if n = 1,
µ1 ≥ 3 if n = 2,
µ1 ≥ n+ 2 if n ≥ 3,
in [12] the author proves the global (in time) existence of small data solutions.
Coherently to what we have shown for the model (8.7.48), it arises quite spontaneously the next
conjecture for the case in which we consider also the presence of a scale-invariant mass term.
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Conjecture Let µ1, µ22 be nonnegative constants such that δ > 0. For spatial dimension n ≥ 1 the




1 + tut +
µ22
(1 + t)2u = |u|
p, (8.7.49)








In this thesis we have partially proved this conjecture, in the cases δ ≥ (n + 1)2 and δ = 1. For
the case δ ≤ 0 the problem is completely open, since in some sense the model behaves similarly to
the Klein-Gordon equation, for which, up to the knowledge of the author, the critical exponent is not
known, even in the constant coefficients case, although some partial results have been established (see,
for example, [46] and references cited therein). Nonetheless, in [17] a global in time existence result is
proved by using the Lp − Lq estimates on the conjugate line, which are proved in Chapter 3.
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A. Notation- Guide to the reader
Symbols used throughout the thesis
bac =floor(a) is the largest integer less than or equal to a ∈ R;
dae =ceiling(a) is the smallest integer greater than or equal to a ∈ R;
{a} = a− bac is the fractional part of a ∈ R;
(a)+ = max{0, a} positive part of a ∈ R;
sgn(a) sign of a ∈ R;
(a)h =
∏h
j=1(a+ j − 1) rising factorial of a;
Re z real part of z ∈ C;
Im z imaginary part of z ∈ C;
arg z argument of z ∈ C;
|x| euclidean norm of x ∈ Rn;
Fx→ξ(u) Fourier transform of u;
F−1ξ→x(v) inverse Fourier transform of v;
∇,∇x spatial gradient;
∆,∆x Laplacian with respect to the spatial variables;
div divergence with respect to the spatial variables;
|D|σ, |Dx|σ pseudo-differential operator with symbol |ξ|σ;
〈D〉σ, 〈Dx〉σ pseudo-differential operator with symbol 〈ξ〉σ;
f . g if there exists a constant C such that f ≤ Cg;
f ≈ g if f . g and f & g;
f ' g if f = Cg for some constant C;
|A|,det(A) determinant of the matrix A;
|Ω|,meas(Ω) Lebesgue measure of the measurable set Ω ⊂ Rn;
suppu support of the function u;
f ∗ g convolution between f and g;
f ∗(x) g convolution between f and g with respect to the spatial variables;
δ = (µ1 − 1)2 − 4µ22 number which describes the interplay between µ1 and µ2;
W(v1, v2) Wronskian of functions v1, v2;
Γ(z) Euler Gamma function;
Jν(z) Bessel function of first kind of order ν;
Iν(z) modified Bessel function of first kind of order ν;
Yν(z) Bessel function of second kind (or Weber function) of order ν;
Kν(z) modified Bessel function of second kind of order ν;
H+ν (z),H−ν (z) Bessel functions of third kind (or Hankel functions) of order ν;
Φ(α, β; z) Kummer confluent hypergeometric function with parameters α, β;
Ψ(α, β; z) Tricomi confluent hypergeometric function with parameters α, β;
H+(α, β; z),H−(α, β; z) amplitude functions related to Φ(α, β; z);
F (α, β; γ; z) Gauss hypergeometric function with parameters α, β, γ;
pFuj(n) Fujita exponent;
p0(n) Strauss exponent;
Sn−1 unitary sphere in Rn;
Br(x) ball of radius r > 0 around x ∈ Rn;
Rn+1+ positive half-space {(t, x) : t ≥ 0, x ∈ Rn};
Rn+1− negative half-space {(t, x) : t ≤ 0, x ∈ Rn};
R[w] Radon transform of w;
Mf maximal function of f ;
δ0 Dirac delta distribution;
S ⊗ T tensor product between distributions S and T ;
Ej(t, s, x) fundamental solutions to the scale-invariant wave equation
with damping and dissipation;
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Gj(t, s, x) fundamental solutions to the transformed wave equation with
scale-invariant damping;
Hj(t, s, x) fundamental solutions to the transformed wave equation with
scale-invariant mass;
Φj(t, s, ξ) Fourier transform of fundamental solutions to the transformed
wave equation with scale-invariant damping;
Ψj(t, s, ξ) Fourier transform of fundamental solutions to the transformed
wave equation with scale-invariant mass;






n ) exponent which appears in the fractional Gagliardo-Nirenberg
inequality, 0 ≤ s < σ;




q ) special case s = 0;
〈y〉 = 1 + |y| only in Chapter 6;
L (A1 → A2) set of the bounded linear operators from A1 to A2;
B1 ↪→ B2 continuous embedding of B1 in B2;
A∗ adjoint operator of the bounded linear operator A;
{Gj}j∈Z Littlewood-Paley decomposition of the function G (Chapter 7);
Iα Riesz kernel of order α;
Iα Riesz potential of order α;
det JΨ Jacobian determinant of Ψ;
{∆j}j∈Z homogeneous dyadic decomposition operators.
Function spaces
We collect function spaces which are frequently used within this thesis.
Ck(Rn) space of k times continuously differentiable functions;
Ck0 (Rn) space of k times continuously differentiable functions
with compact support;
C∞(Rn) space of infinitely continuously differentiable functions;
C∞0 (Rn) space of infinitely times continuously differentiable functions
with compact support;
Cb(Rn) space of bounded continuous functions;
D′(Rn) space of distributions;
S(Rn) Schwartz space of rapidly decay functions;
S ′(Rn) space of tempered distributions;
Z(Rn) space of Schwartz functions with all moments vanishing;
P set of all polynomial functions in n variables;
Z ′(Rn) topological dual of Z(Rn) which can be canonically identified
with the factor space S ′(Rn)/P;
Lp(Rn) Lebesgue spaces, 1 ≤ p ≤ ∞;
Lploc(Rn) space of locally p-summable functions, 1 ≤ p <∞;
`p space of p-summable sequences, 1 ≤ p <∞;
`∞ space of bounded sequences;
Lp,∞(Rn) weak Lebesgue spaces, 0 < p ≤ ∞;
Wm,p(Rn) Sobolev spaces based on Lp(Rn), 1 ≤ p ≤ ∞, m ∈ N;
Hαp (Rn) = 〈D〉−αLp(R) Bessel potential space, 1 ≤ p <∞, α ∈ R;
Ḣαp (Rn) = |D|−αLp(R) homogeneous Bessel potential space, 1 ≤ p <∞, α ∈ R;
Hs(Rn) = Hs2(Rn) Sobolev space based on L2(Rn), s ∈ R;
Ḣs(Rn) = Ḣs2(Rn) homogeneous Sobolev space based on L2(Rn), s ∈ R;
L2ψ(Rn) = e−ψL2(Rn) exponentially weighted L2(Rn) space, ψ ∈ C∞(Rn), ψ ≥ 0;
H1ψ(Rn) exponentially weighted H1(Rn) space, i.e. u ∈ H1ψ(Rn) if
and only if u,∇u ∈ L2ψ(Rn);
F sp,q(Rn) Triebel-Lizorkin spaces, s ∈ R, 0 < p <∞, 0 < q ≤ ∞;
Ḟ sp,q(Rn) homogeneous Triebel-Lizorkin spaces;
Ḣs1,s2(Rn) spaces of the functions with regularity Ḣs1(Rn) for small




The following result can be found in [21, Theorem 9.3, part 1].
Proposition B.1.1 (Gagliardo-Nirenberg inequality). Let j, k ∈ N with j < k and let u ∈ Ck0 (Rn).
Let us consider jk ≤ θ ≤ 1 and 1 ≤ p, q, r ≤ ∞ such that




















− j ∈ N, then, (B.1.1) holds provided that jk ≤ θ < 1.
In the special case j = 0, k = 1 and r = p = 2, applying a density argument, we obtain the following
result.













Proposition B.1.3 (Hardy-Littlewood-Sobolev inequality). Let 1 ≤ p, q < ∞ and 0 < α < n












then, Iαu is finite for a.e. x ∈ Rn.
Additionally, if p > 1 it holds
‖Iαu‖Lq(Rn) . ‖u‖Lp(Rn).
Proof. See [90, Theorem 1 at page 119].
B.2. Some results from Interpolation Theory
Theorem B.2.1 (Riesz-Thorin interpolation theorem). Let 1 ≤ p0, p1, q0, q1 ≤ ∞. If T is a linear
continuous operator in the space L (Lp0(Rn)→ Lq0(Rn)) ∩L (Lp1(Rn)→ Lq1(Rn)), then,
T ∈ L (Lpθ (Rn)→ Lqθ (Rn))










Moreover, the following norm estimate holds
‖T‖L (Lpθ (Rn)→Lqθ (Rn)) ≤ ‖T‖1−θL (Lp0 (Rn)→Lq0 (Rn))‖T‖
θ
L (Lp1 (Rn)→Lq1 (Rn)).
Proof. See [80, Appendix A].
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The next result was originally stated in [9].
Lemma B.2.2. Let a ∈ L1(Rn).
(i) If ‖F−1a‖L∞(Rn) ≤ C0, then, ‖F−1(aFu)‖L∞(Rn) ≤ C0‖u‖L1(Rn).
(ii) If ‖a‖L∞(Rn) ≤ C1, then, ‖F−1(aFu)‖L2(Rn) ≤ C1‖u‖L2(Rn).
(iii) If ‖F−1a‖L∞(Rn) ≤ C0 and ‖a‖L∞(Rn) ≤ C1 are both satisfied, then,





where p ∈ [1, 2], 1p +
1
p′ = 1 and θ =
2
p′ .
Proof. Once we have proved (i) and (ii) the last item is a consequence of Riesz-Thorin interpolation
theorem.
(i) Let us consider u ∈ S(Rn). Since F−1(aFu) = F−1a ∗ u, by Young’s inequality we get
immediately
‖F−1(aFu)‖L∞(Rn) ≤ ‖F−1a‖L∞(Rn)‖u‖L1(Rn) ≤ C0‖u‖L1(Rn).
Using a density argument, we have that the estimate holds for any u ∈ L1(Rn).
(ii) By Plancharel’s theorem we get
‖F−1(aFu)‖L2(Rn) = ‖aFu‖L2(Rn) ≤ ‖a‖L∞(Rn)‖Fu‖L2(Rn)
= ‖a‖L∞(Rn)‖u‖L2(Rn) ≤ C1‖u‖L2(Rn)
for any u ∈ L2(Rn).
This completes the proof.
Let ϕ0 ∈ C∞0 (Rn) with suppϕ0 ⊂ {ξ ∈ Rn : |ξ| < 2} and ϕ0(ξ) = 1 if |ξ| ≤ 1.
We define
ϕj(ξ) = ϕ0(2−jξ)− ϕ0(2−j+1ξ)
for j ∈ N, j ≥ 1. Then, {ϕj}j∈N is a smooth dyadic decomposition of unity in Rn, that is, ϕj ∈ C∞(Rn)
for all j ∈ N,




ϕj(ξ) = 1 for any ξ ∈ Rn.
By using Lemma B.2.2 and some embedding theorems concerning Besov spaces, one can prove the
following result (see [9]).
Theorem B.2.3. Let a ∈ L∞(Rn) and assume that
‖F−1(aϕjFu)‖Lp′ (Rn) ≤ C‖u‖Lp(Rn)
uniformly for all j ∈ N with 1 < p ≤ 2 and 1p +
1
p′ = 1. Then, for some constant A independent of the
function a we have
‖F−1(aFu)‖Lp′ (Rn) ≤ AC‖u‖Lp(Rn).
In the last result of this section, we prove a basic result concerning the interpolation of homogeneous
Sobolev spaces.
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Lemma B.2.4. Let us assume s0 < s1, u ∈ Ḣs0(Rn) ∩ Ḣs1(Rn) and θ ∈ [0, 1]. Let us define
























where we have used Hölder’s inequality with respect to the positive measure |û(ξ)|2dξ.
Remark B.2.5. If s0 = 0, then, the previous interpolation inequality is a special case of a fractional
Gagliardo-Nirenberg inequality (cf. Section C.1).
B.3. Basic Fourier Analysis
Lemma B.3.1. Let ϕ ∈ S(Rn), T ∈ S ′(Rn). If F−1(T ) ∈ L1(Rn), then,
‖F−1(ϕT )‖L∞(Rn) ≤ ‖F−1ϕ‖L∞(Rn)‖F−1T‖L1(Rn).
Proof. For any Schwartz function ψ and any tempered distribution S, it holds
F(ψ ∗ S) = FψFS.
Hence, from the inversion formula of the Fourier transform in S(Rn) and S ′(Rn), we get
F−1(ϕT ) = F−1(F(F−1(ϕ))F(F−1(T )))
= F−1(F(F−1(ϕ) ∗ F−1(T ))) = F−1ϕ ∗ F−1T.
By assumption F−1(T ) ∈ L1(Rn). Therefore, we can identify the tempered distributions F−1T ,
F−1ϕ ∗ F−1T with the corresponding slowly increasing functions. In particular, the slowly increasing
function that induces the distributional convolution F−1ϕ∗F−1T coincides with the convolution of the
functions F−1ϕ and F−1T . Consequently, the statement follows directly by Young’s inequality.
B.4. Estimates for Fourier multipliers
Theorem B.4.1. Let ν be a positive constant. Let u be a smooth radially symmetric function on
{ξ ∈ Rn : |ξ| ≥ 1} such that
|∂αξ u(ξ)| . |ξ|−ν−|α| for any |α| ≤ n+ 1.






For the proof of this result one can see [67].
Theorem B.4.2 (Hörmander-Michlin Multiplier Theorem). Let m(ξ) be a complex-valued, smooth
and bounded function on Rn \ {0} that satisfies
|∂αξm(ξ)| ≤ A|ξ|−|α| for any multiindex |α| ≤ bn2 c+ 1.
Let us denote by Tm the linear operator defined by
Tm(u) = F−1(mF(u)).
Then, Tm ∈ L (Lq(Rn)→ Lq(Rn)) for any q ∈ (1,∞) and
‖Tm‖L (Lq(Rn)→Lq(Rn)) ≤ C max(q, (q − 1)−1)(A+ ‖m‖L∞(Rn)),
where the constant C depends only on n.
For the proof of Hörmander-Michlin Multiplier Theorem see for example [27, Theorem 5.2.7].
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B.5. Homogeneous symbol classes
Let us denote by Ṡk(a,∞) the set of multipliers with homogeneous symbol-like estimates of order k
and regularity C∞ supported in the set (a,∞), that is,
Ṡk(a,∞) =
{
m(ξ) ∈ C∞((a,∞)) : |m(h)(ξ)| ≤ Ch|ξ|k−h for any h ∈ N
}
.
Clearly Ṡk(a,∞) is a vector space for any k ∈ R. Furthermore, we have the following result for the
product of two multipliers belonging to different homogeneous classes.
Proposition B.5.1. Let m1,m2 be homogeneous multipliers with C∞((a,∞)) regularity.
If m1 ∈ Ṡk1(a,∞),m2 ∈ Ṡk2(a,∞), then, m1 ·m2 ∈ Ṡk1+k2(a,∞).
The proof of the previous result follows immediately from the Leibniz rule.
B.6. Maximal function








where |Br(x)| denotes the measure of the ball around x with radius r.
Proposition B.6.1. Let u ∈ L1loc(Rn), then, |u(x)| ≤Mu(x) for a.e. x ∈ Rn.








for a.e. x ∈ Rn.
A fundamental result concerning the maximal function is the following theorem.
Theorem B.6.2 (Hardy-Littlewood maximal inequality). Let u ∈ Lp(Rn), 1 ≤ p ≤ ∞. Then, Mu is
finite almost everywhere and there exists a constant C depending only on p and n such that
(i) if p = 1, then,
meas({x ∈ Rn : Mu(x) > λ}) ≤ C
λ
‖u‖L1(Rn) for any λ > 0;
(ii) if 1 < p ≤ ∞, then,
‖Mu‖Lp(Rn) ≤ C‖u‖Lp(Rn).
Now, we state a result that generalizes the previous theorem when we consider vector-valued
functions.
Let u(x) = {uj(x)}j∈N be a sequence of complex-valued functions. We say that u belongs to Lp(Rn)
if each uj is measurable and u ∈ Lp(Rn, `2(N)).









Theorem B.6.3 (Hardy-Littlewood vector-valued maximal inequality). Let u = {uj}j∈N ∈ Lp(Rn),
1 ≤ p <∞. Then, Mu is finite almost everywhere and there exists a constant C depending only on p
and n such that
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(i) if p = 1, then,
meas({x ∈ Rn : Mu(x) > λ}) ≤ C
λ
‖u‖L1(Rn,`2(N)) for any λ > 0;
(ii) if 1 < p <∞, then,
‖Mu‖Lp(Rn) ≤ C‖u‖Lp(Rn,`2(N)).
For the proof of these two theorems we refer to [91, Theorem 1 p.14 and Theorem 1 p.51].
A further result concerning the maximal function is the following.





for ε > 0.




is an integrable function, then, for any u ∈ Lp(Rn), 1 ≤ p ≤ ∞ it holds
sup
ε>0
∣∣(u ∗ φε)(x)∣∣ ≤Mu(x)∫
Rn
ψ(y)dy.
One can find the proof of the above result in [90, Theorem 2 p.62].
B.7. Weak Lp(X,µ) spaces
In the section we recall the definition of space Lp,∞(X,µ) and the main results that are employed in
this thesis for this type of spaces, where throughout this section (X,M, µ) is a measure space and
0 < p ≤ ∞. We follow here the treatment of [27].
For a measurable function f on X, the distribution function of f is the function df defined as follows:
df (α) = µ({x ∈ X : |f(x)| > α}) for any α ≥ 0.
Let us state now a few simple properties of distribution functions.
Lemma B.7.1. Let f and g measurable functions on (X,µ). Then, for any α, β > 0 we have
1. |f | ≤ |g| µ-a.e. implies that df ≤ dg;





for any constant c 6= 0;
3. df+g(α+ β) ≤ df (α) + dg(β);
4. dfg(αβ) ≤ df (α) + dg(β).
Proof. The second property is immediate. The proofs of 1., 3. and 4. are similar. Let us prove the
fourth one. Since
|f(x)g(x)| > αβ ⇒ |f(x)| > α or |g(x)| > β,
using the monotonicity and the subadditivity of µ, we get the desired inequality.
For 0 < p < ∞ the space weak Lp(X,µ), denoted by Lp,∞(X,µ), is defined as the set of all
µ-measurable functions f such that
‖f‖Lp,∞(X) = inf{C > 0 : df (α) ≤ C
p






The space weak L∞(X,µ) is by definition L∞(X,µ).
Lp,∞(X,µ) is a quasinormed linear space for 0 < p <∞. The weak Lp spaces are larger than the
usual Lp spaces. Indeed, it holds the following result.
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Proposition B.7.2. Let 0 < p <∞. Then for any f ∈ Lp(X,µ) we have
‖f‖Lp,∞(X) ≤ ‖f‖Lp(X).
In particular, Lp(X,µ) ⊂ Lp,∞(X,µ).
Moreover, the inclusion Lp(X,µ) ⊂ Lp,∞(X,µ) is strict for 0 < p < ∞. For example, we can
consider the function h(x) = |x|−
n
p for x ∈ Rn. Clearly, h is not in Lp(Rn), but h is in Lp,∞(Rn) with
‖h‖pLp,∞(Rn) = νn, where νn is the n-dimensional Lebesgue measure of the unit ball of R
n.
The weak Lp spaces are complete with respect to the quasinorm ‖·‖Lp,∞(X). Furthermore, Lp,∞(X,µ)
is metrizable for 0 < p <∞ and normable for p > 1, hence, Lp,∞(X,µ) is a quasi-Banach space for
0 < p <∞ (Banach space for p > 1, respectively).
Remark B.7.3. Let f and g be measurable function such that |f | ≤ |g| µ-a.e., then, item 1. in
Lemma B.7.1 implies clearly ‖f‖Lp,∞(X) ≤ ‖g‖Lp,∞(X).
The next result corresponds to the weak Lp spaces version of Hölder’s inequality (cf. [27, Exercise
1.1.15]). Nonetheless, for the sake of self-containedness, we will provide also the proof of the upcoming
inequality.
Proposition B.7.4 (Hölder’s inequality for weak type spaces). Let (X,µ) be a measurable space and
let {fj}1≤j≤k be measurable functions on X. Let us assume fj ∈ Lpj ,∞(X) with 0 < pj <∞ for any












































for any f1, · · · , fk such that ‖f1‖Lp1,∞(X) = · · · = ‖fk‖Lpk,∞(X) = 1. Indeed, by using a homogeneity
argument from (B.7.5) it follows (B.7.4). In other words, if ‖fj‖Lpj,∞(X) 6= 0 for any j = 1, · · · , k (we
can do this assumption without loss of generality, since otherwise the inequality is trivially satisfied,
being the product f1 · · · fk = 0 µ-a.e.), then, we have simply to apply (B.7.5) to g1, · · · , gk, where
gj = ‖fj‖−1Lpj,∞(X)fj for j = 1, · · · , k, and to use the positive homogeneity of the quasi-norm ‖·‖Lp,∞(X).
Henceforth, we work under the assumption ‖f1‖Lp1,∞(X) = · · · = ‖fk‖Lpk,∞(X) = 1. By definition





αpµ({x ∈ X : |f1(x) · · · fk(x)| > α}).
Let s1, s2, · · · , sk−1 be arbitrary positive real numbers. Then,
{|f1 · · · fk| > α} ⊂ {|f1| > αs1 } ∪ {|f2| >
s1
s2
} ∪ · · · ∪ {|fk−1| > sk−2sk−1 } ∪ {|fk| > sk−1}.
Indeed, one can easily prove the reversed inclusion for the complementary sets. By the monotonicity
of the measure µ, we find
µ({x ∈ X : |f1(x) · · · fk(x)| > α}) ≤ µ({x ∈ X : |f1(x)| > αs1 }) + µ({x ∈ X : |f2(x)| >
s1
s2
}) + · · ·





)p1 + ( s2s1 )p2 + · · ·+ ( sk−1sk−2 )pk−1 + ( 1sk−1 )pk ,
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where in the second inequality we used the property
µ({x ∈ X : |g(x)| > β}) ≤ β−q‖g‖qLq,∞(X) for any g ∈ L
q,∞(X).
Let us put x1 = s1α , x2 =
s2
s1
, · · · , xk−1 = sk−1sk−2 , xk =
1
sk−1
. Hence, x1, x2, · · · , xk are arbitrarily
chosen positive reals such that x1 · · ·xk = 1α . Moreover, we have shown that
‖f1 · · · fk‖pLp,∞(X) ≤ sup
α>0
αp(xp11 + · · ·+ x
pk
k ). (B.7.6)
The next step is to minimize the function F (x1, · · · , xk) = xp11 + · · ·+ x
pk
k subject to the constraint
h(x1, · · · , xk) = x1 · · ·xk − 1α = 0.
We introduce the Lagrangian L = L (x1, · · · , xk, λ), defined by
L (x1, · · · , xk, λ) = F (x1, · · · , xk)− λh(x1, · · · , xk).
In order to determine the critical points of F on the hypersurface Σ defined through the equation
h(x1, · · · , xk) = 0, we have to find firstly the points that satisfy the necessary condition of 1st order,
namely,
∇x,λL (x, λ) = 0,
where x = (x1, · · · , xk). Since





















xi for j = 1, · · · , k,
x1 · · ·xk = 1α .










for any j = 1, · · · , k.
Now we plug these values for x1, · · · , xk in the last equation of the previous system, so that we can
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Hence, we proved that the k-tuple x = (x1, · · · , xk) is the unique k-tuple that satisfies the first order
necessary condition for being a local minimum of F (x) subject to h(x) = 0.
Now we are going to show that (x1, · · · , xk) satisfies also the second order sufficient condition for
being a local minimum of F (x) subject to h(x) = 0, that is, the matrix
L = L(x1, · · · , xk) = HF (x1, · · · , xk)− λHh(x1, · · · , xk)
is positively defined on the the tangent hyperplane to Σ in x, which is
Tx Σ = {y ∈ Rk : ∇h(x) · y = 0},
where HF and Hh denote the Hessian matrices of F and h, respectively.
Let us firstly calculate these Hessian matrices explicitly. Since the mixed derivatives of order two of







is a diagonal matrix. Thus, we get
HF (x1, · · · , xk) = diag
(∂2F
∂x2j










On the other hand, the pure derivatives of order two of h are identically zero, while for 1 ≤ i 6= j ≤ k
it holds
(Hh(x1, · · · , xk))ij =
∂2h
∂xi∂xj





Using the explicit expressions for λ and xj , which are given in (B.7.7) and (B.7.8), respectively, we
find
(L(x1, · · · , xk))jj = (HF (x1, · · · , xk))
j










)p(1− 2pj )p 2pjj (pj − 1) for any j = 1, · · · , k,



















)p(1− 1pi− 1pj )p 1pii p 1pjj for any 1 ≤ i 6= j ≤ k.
Let us write in a more explicit way the hyperplane Tx Σ. Since, by using (B.7.3) and (B.7.9), we get
∂h
∂xj




































)− ppj p 1pjj yj = 0}.
Now we can show that L(x1, · · · , xk) is positive definite on Tx Σ, that is,
yT · L(x1, · · · , xk)y > 0 for any y ∈ Tx Σ \ {0}.
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Let y = (y1, · · · , yk) 6= 0 be a vector from Tx Σ. Hence,
yT · L(x1, · · · , xk)y =
∑
1≤i,j≤k

















































)− 2ppj p 2pj +1j y2j > 0,
where in the last equality we used the condition y ∈ Tx Σ. Consequently, (x1, · · · , xk) is the unique
local minimum for F on Σ.




F (x) = +∞,
necessarily, (x1, · · · , xk) is also the global minimum for F (x) subject to the constraint h(x) = 0.
Finally, we can come back to the inequality (B.7.6) and we choose as parameter (x1, · · · , xk) exactly
(x1, · · · , xk). Therefore,






















Raising to the 1p power the previous estimate, we get (B.7.5). This concludes the proof.
Finally, we state two classic and powerful results that we use in Section 8.4 together with Proposition
B.7.4.









Then, there exists a constant C = C(p, q, r) > 0 such that for all f ∈ Lp(Rn) and g ∈ Lq,∞(Rn) we
have
‖f ∗ g‖Lr,∞(Rn) ≤ C ‖g‖Lq,∞(Rn)‖f‖Lp(Rn).
Proposition B.7.6 (Marcinkiewicz interpolation theorem). Let (X,µ) and (Y, ν) be measurable spaces
and let 0 < p0 < p1 ≤ ∞. Let T be a linear operator defined on the space Lp0(X) + Lp1(X) and taking
values in the space of measurable functions on Y . Assume that there exists two positive constant A0
and A1 such that
‖Tf‖Lp0,∞(Y ) ≤ A0‖f‖Lp0 (X) for any f ∈ Lp0(X),
‖Tf‖Lp1,∞(Y ) ≤ A1‖f‖Lp1 (X) for any f ∈ Lp1(X).
Then, for all p ∈ (p0, p1) and for all f ∈ Lp(X) we have the estimate
















For the proofs of the previous propositions one can see [27, Theorem 1.2.13 and Theorem 1.3.2].
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B.8. Faà di Bruno’s formula
In this section we will recall the formula for derivatives of higher order of a compound function.
Proposition B.8.1. If functions of a real variable f, g are n-times differentiable, then,















For a proof of the previous formula one can see [87].
In several variables we have the following result proved in [32].
Proposition B.8.2. If a real-valued function g = g(x1, · · · , xn) and a function of real variable f are
n-times differentiable, then, the following identity holds regardless of whether the n variables are all
distinct, or all identical, or partitioned into several distinguishable classes of indistinguishable variables:
∂n











• π runs through the set P of all partitions of the set {1, · · · , n},
• B ∈ π means that B runs through the list of all blocks of the partition π,
• |π| denotes the number of blocks in the partition π,
• |B| denotes the cardinality of the set B.
B.9. Littman type lemma
If we want to obtain L1 − L∞ estimates for the solution of a given linear equation, then, the following
result is useful. Its proof is based on the method of the stationary phase (see [85] and [91]) and can be
found for example in [79].
Proposition B.9.1. Let us consider for τ ≥ τ0, where τ0 is a large positive number, the oscillating
integral
F−1η→x(e−iτ |η|v(η)).
The amplitude function v = v(η) is supposed to belong to C∞0 (Rn) with support in {η ∈ Rn : |η| ∈ [ 12 , 2]}.
Then, the following L∞ − L∞ estimate holds:





where s > n+32 .
245
C. Some inequalities in fractional Sobolev
spaces
The necessity to develop some nonlinear inequalities for Sobolev spaces of fractional order arises almost
naturally in the study of semilinear problems with power nonlinearity, when we consider solutions to
these problems in such spaces. For example, we should find an analogous result to Hölder’s inequality
which allows us to estimate a product in Hσm(Rn) or Ḣσm(Rn) for σ > 0 and m ∈ [1,∞). Or we could
look for an inequality that allows to control the norm of derivatives of intermediate fractional order
with an interpolation product of the norms of the derivative of higher order and the function itself. In
this chapter of the appendix we will report several known results concerning the fractional calculus
and, up to the knowledge of the author, also a generalization of one of them.
C.1. Fractional Gagliardo-Nirenberg inequality
The first inequality that we present is a generalization of the classical Gagliardo-Nirenberg inequality
to the case of Sobolev spaces of non-integer order. Therefore, we will refer to the upcoming result as
fractional Gagliardo-Nirenberg inequality.
Theorem C.1.1. Let 1 < p, p0, p1 < ∞ and s ∈ [0, σ). Then, it holds the following fractional



















and sσ ≤ θ ≤ 1 .
For the proof one can see [31].
Corollary C.1.2. Let 1 < p,m < ∞ and s ∈ [0, σ). Then, we have the following inequality for all
u ∈ Hσ(Rn)













and sσ ≤ θs,σ(p,m) ≤ 1.
C.2. Fractional Leibniz rule









Then, it holds the following fractional Leibniz rule:
‖ |D|s(u v)‖Lr(Rn) . ‖ |D|su‖Lp1 (Rn)‖v‖Lp2 (Rn) + ‖u‖Lq1 (Rn)‖ |D|sv‖Lq2 (Rn) (C.2.3)
for any u and v such that the norms of the right-hand side exist.
Proof. See [44, 11, 47, 30, 28, 29].
Remark C.2.2. In the above proof one can find an analogous inequality with the operator 〈D〉 instead
of |D| (see for example [29, Theorem 1]).
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C.3. Functional spaces from Harmonic Analysis
In the next section it will be necessary to deal with some Littlewood–Paley homogeneous decomposition,
in order to prove a fractional chain rule. For this reason it is convenient to introduce just some basic
knowledge on the so-called Triebel-Lizorkin spaces. For a deeper analysis of properties of these spaces
we refer to [100, 101, 102] and [81].
C.3.1. Triebel-Lizorkin spaces
Let ψ : Rn → [0, 1] be a C∞0 (Rn) radial cut-off function such that ψ = 1 on {ξ ∈ Rn : |ξ| ≤ 1} and
suppψ ⊂ {ξ ∈ Rn : |ξ| ≤ 2}.
We denote
ϕ(ξ) = ψ(ξ)− ψ(2ξ). (C.3.4)
Let us define
ϕ0(ξ) = ψ(ξ), ϕj(ξ) = ϕ(2−jξ) for j ≥ 1.
In this way we obtain a sequence {ϕj}j∈N of C∞0 (Rn) functions such that




ϕj(ξ) = 1 for any ξ ∈ Rn.






















‖u‖F sp,q(Rn) = ‖2
jsF−1(ϕjFu)‖Lp(Rn,`q(N)).
Since {ϕj}j∈N ⊂ S(Rn), there exists a sequence {φj}j∈N ⊂ S(Rn) such that ϕj = Fφj . Therefore,










for q <∞. Similarly, one can express the F sp,∞(Rn) norm.
A different choice of the smooth function ϕ yields the same spaces although equipped with equivalent
norms.
The space F sp,q(Rn) is a quasi-Banach space for s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞ (respectively,
Banach space if 1 ≤ p <∞ and 1 ≤ q ≤ ∞) and
S(Rn) ↪→ F sp,q(Rn) ↪→ S ′(Rn).
Furthermore, S(Rn) is dense in F sp,q(Rn) provided s ∈ R and 1 ≤ p, q <∞.
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C.3.2. Homogeneous Triebel-Lizorkin spaces
Let ϕ ∈ C∞0 (Rn) be as in (C.3.4). Differently from the definition of the inhomogeneous Triebel-Lizorkin




for any ξ 6= 0.
Since ϕ ∈ S(Rn) there exists φ ∈ S(Rn) such that ϕ = Fφ.
We denote by φj(x) = 2jnφ(2jx) the inverse Fourier transform of ϕj for any j ∈ Z.
Let us introduce the homogeneous dyadic decomposition operators
∆ju = F−1(ϕjFu) = φj ∗ u, j ∈ Z.
In the next definition we introduce a family of spaces which are subspaces of the the dual space of
Z(Rn) (cf. Appendix A).
Definition C.3.2. Let s ∈ R and 0 < q ≤ ∞. If 0 < p <∞, then, the homogeneous Triebel-Lizorkin
space Ḟ sp,q(Rn) is defined as
Ḟ sp,q(Rn) =
{






















‖u‖Ḟ sp,q(Rn) = ‖2
jsφj ∗ u‖Lp(Rn,`q(Z)) = ‖2js∆ju‖Lp(Rn,`q(Z)).
As with its inhomogeneous counterpart, Ḟ sp,q(Rn) is a Banach spaces for p, q ≥ 1, but only quasi-
Banach when either p < 1 or q < 1. Furthermore,
Z(Rn) ↪→ Ḟ sp,q(Rn) ↪→ Z ′(Rn)
and Z(Rn) is dense in F sp,q(Rn) provided s ∈ R and 1 ≤ p, q <∞.
C.3.3. Bessel and Riesz potential spaces
Let s ∈ R and 1 < p <∞. Let us introduce Js = (I−∆)
s
2 = 〈D〉s and Is = (−∆)
s
2 = |D|s, respectively.
Then,
Hsp(Rn) = {u ∈ S ′(Rn) : ‖Jsu‖Lp(Rn) = ‖u‖Hsp(Rn) <∞},
Ḣsp(Rn) = {u ∈ Z ′(Rn) : ‖Isu‖Lp(Rn) = ‖u‖Ḣsp(Rn) <∞}
are said to be Bessel and Riesz potential spaces, respectively.
For Bessel potential spaces it holds the following embedding theorem, which is a generalization of
the well-know Sobolev’s embedding theorem originally stated in [84]. For the proof we refer to [3,
Theorem 1.2.4].
Theorem C.3.3. Let s > 0 and 1 < p <∞. Then, the following embeddings hold:





(ii) when sp = n, then, Hsp(Rn) ↪→ L
q
loc(Rn) for any p ≤ q <∞;
(iii) when sp > n, then, Hsp(Rn) ↪→ Cb(Rn).
For other approaches to Sobolev’s type theorem we refer to [2, 60, 90, 132].
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C.3.4. Littlewood-Paley square function theorem
Theorem C.3.4. Let s ∈ R and 1 < p <∞, then,
F sp,2(Rn) = Hsp(Rn), Ḟ sp,2(Rn) = Ḣsp(Rn),
in the sense of equivalent norms. In particular,
F 0p,2(Rn) = Lp(Rn).
For the proof of this result one can see [100].
C.4. Fractional chain rule
Theorem C.4.1. Let us choose s ∈ (0, 1), 1 < r, r1, r2 <∞ and a C1 function F satisfying for any
τ ∈ [0, 1] and u, v ∈ R
|F ′(τu+ (1− τ)v)| ≤ µ(τ)(G(u) +G(v)), (C.4.5)
for some continuous and nonnegative function G and µ ∈ L1([0, 1]).
Then,
‖F (u)‖Ḣsr (Rn) . ‖G(u)‖Lr1 (Rn)‖u‖Ḣsr2 (Rn) (C.4.6)
for any u ∈ Ḣsr2(R






For the proof of this result we will slightly modify the proof of a result from [11]. Indeed, with
respect to the statement of Proposition 3.1 in [11], by following the approach of [43] and [98], we
require for F the condition (C.4.5). Moreover, our proof of Proposition C.4.1 has some common points
with Theorem 3.3.1 in [88], where the case G(u) = |F ′(u)| is proved. Before starting with the proof,
some preparation is needed.




ϕ(2−kξ) = 1 for any ξ ∈ Rn \ {0}.
We denote by {∆k}k∈Z the family of homogeneous dyadic decomposition operators related to the
function ϕ, that is,
F(∆ku)(ξ) = ϕ(2−kξ)û(ξ).
These operators may be realized as convolution operators. Indeed, since ϕ is a Schwartz function we
can find ψ ∈ S(Rn) such that Fψ = ϕ. Denoting ψk(x) = 2knψ(2kx) for any k ∈ Z, we have
∆ku = ψk ∗ u.
Now we derive some properties of functions ψk that will be useful in the proof. Being ψ a Schwartz
function, it results (1 + |x|)h(|ψ(x)|+ |∇ψ(x)|) ∈ L∞(Rn) for any h ∈ N. Consequently,
|ψk(x)|+ 2−k|∇ψk(x)| ≤ Ch2kn(1 + 2k|x|)−h (C.4.7)
uniformly with respect to k ∈ Z, where the constant Ch depends clearly on h.
On the other hand, ∫
Rn
ψk(y)dy = 0 (C.4.8)





ψ(y)dy = Fψ(0) = ϕ(0) = 0.
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Let us consider a further cut-off function ϕ̃ satisfying the same properties as ϕ. Moreover, ϕ̃ satisfies
ϕ̃ϕ = ϕ, that is ϕ̃ is equal to 1 in a neighborhood of suppϕ. If ψ̃ ∈ S(Rn) satisfies F ψ̃ = ϕ̃, then,
by using analogous notations, we obtain the family {∆̃k}k∈Z of homogeneous dyadic decomposition





= ψ̃k ∗ u
with ψ̃ satisfying corresponding conditions to (C.4.7) and (C.4.8).







∆̃k∆ku in Z ′(Rn).
For this representation we refer to [27].




|∆̃kg(x)− ∆̃kg(y)| ≤ C
{
2k|x− y|Mg(x) if |x− y| ≤ 2−k,
Mg(x) +Mg(y) for all x, y ∈ Rn,
where the multiplicative constant C is independent of k and Mg denotes the maximal function of g.
Remark C.4.3. In the previous statement we exclude the limit cases q = 1 and q =∞ just because
they are not useful for the proof of Theorem C.4.1. However, the result is still true if g belongs to one
of these spaces.
Proof of Lemma C.4.2. Let us observe initially that for any x ∈ Rn we have
|∆̃kg(x)| .Mg(x).
Indeed, since ψ̃ is a Schwartz function, its least decreasing radial majorant is integrable (for example
one can use the property |ψ̃(x)| . (1 + |x|)−(n+1)).
Hence, by Theorem B.6.4 we obtain the desired estimate.
Let us consider now the case in which |x− y| ≤ 2−k. In an upcoming estimate we will use a variant
of the so-called Peetre’s inequality
(1 + |θ − θ′|2)−|`| ≤ 2|`|(1 + |θ|2)`(1 + |θ′|2)−`, ` ∈ R and θ, θ′ ∈ Rn.
More precisely, by Peetre’s inequality it follows immediately
(1 + |θ − θ′|)−|`| ≤ 2|`|(1 + |θ|)`(1 + |θ′|)−`, ` ∈ R and θ, θ′ ∈ Rn. (C.4.9)
By mean value theorem we get for some h > n the inequalities
|ψ̃k(x− z)− ψ̃k(y − z)| ≤ |x− y| sup
t∈[0,1]
|∇ψ̃k((1− t)(x− z) + t(y − z))|
≤ Ch2k(n+1)|x− y| sup
t∈[0,1]
(1 + 2k|t(y − x)− (z − x)|)−h
. 2k(n+1)|x− y|(1 + 2k|x− z|)−h sup
t∈[0,1]
(1 + 2kt|y − x|)h
. 2k(n+1)|x− y|(1 + 2k|x− z|)−h,









(1 + 2k|x− z|)−h|g(z)|dz




(1 + 2k|z|)−hdz = 2k|x− y|Mg(x),
where in the second last inequality we used once again Theorem B.6.4.
250 C. Some inequalities in fractional Sobolev spaces
Proof of Theorem C.4.1. In order to estimate the left-hand side of (C.4.6), we use the fact that
Ḣsr (Rn) = Ḟ sr,2(Rn) for 1 < r <∞.
Using (C.4.8), we get













F ′(tu(y) + (1− t)u(x))dt (u(y)− u(x))ψj(x− y)dy.
By using the assumption (C.4.5) on F ′, we have∫ 1
0
|F ′(tu(y) + (1− t)u(x))|dt ≤ (G(u(y)) +G(u(x)))
∫ 1
0
µ(t)dt . G(u(y)) +G(u(x)).
Therefore, combining the decomposition u =
∑



















G(u(y))|∆̃k∆ku(x)− ∆̃k∆ku(y)||ψj(x− y)|dy. (C.4.10)
Let us start with the estimate of the first series. We will estimate separately the cases k < j and
k ≥ j.
By Lemma C.4.2, we get for k < j the estimate∫
Rn








We can estimate the first integral by using the estimate (C.4.7). Hence,∫
|x−y|≤2−k
|x− y||ψj(x− y)|dy .
∫
|x−y|≤2−k










(1 + |z|)h dz . 2
−j
for h > n+ 1.
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for h > n + 1, where in the second last inequality we employed Theorem B.6.4 and M2 stands for
M ◦M . Similarly, for k ≥ j we get∫
Rn














2jn(1 + 2j |x− y|)−hdy +
∫
Rn
M(∆ku)(y) 2jn(1 + 2j |x− y|)−hdy
.M(∆ku)(x) +M2(∆ku)(x),
where in the last inequality we used again Theorem B.6.4 combined with∫
Rn
2jn(1 + 2j |x− y|)−hdy =
∫
Rn
(1 + |z|)−hdy = Ch <∞
for h > n.














The estimate of the second series in (C.4.10) is similar. However, in this case we have to pay







































(1 + 2j |z|)h dζ,








2−j if (h− 1)|ζ| ≤ 2−j ,
|ζ|
(1+2j |ζ|)h if (h− 1)|ζ| ≥ 2
−j









G(u(y))|∆̃k∆ku(x)− ∆̃k∆ku(y)||ψj(x− y)|dy ≤ 2k−jM(∆ku)(x)M(G(u))(x).
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G(u(y))(M(∆ku)(x) +M(∆ku)(y))(1 + 2j |x− y|)−h+1dy
≤ 2k−j2jn
(












for h > n+ 1.










G(u(y))(M(∆ku)(x) +M(∆ku)(y)) 2jn(1 + 2j |x− y|)−hdy
= 2jn
(







(1 + 2j |z|)−hdz
.M(∆ku)(x)M(G(u))(x) +M(G(u)M(∆ku))(x).





















ak(x) = G(u)(x)M2(∆ku)(x) +M(∆ku)(x)M(G(u))(x) +M(G(u)M(∆ku))(x),
for any k ∈ Z.








By Theorem C.3.4 it follows:
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From (C.4.13) and Minkowski’s integral inequality, using the fact that the counting measure is





























































where bkj(x) = 2k+j(s−1)ak(x) if k < j and bkj(x) = 2jsak(x) if k ≥ j, ε = min(s, 1 − s) > 0 and in
the second last line we used the change of indexes k = j +m.
Therefore, by the definition of ak(x), one has




In order to prove (C.4.6), we are going to show that each of the three norms appearing on the
right-hand side of the previous inequality can be estimated with ‖G(u)‖Lr1 (Rn)‖u‖Ḣsr2 (Rn).

























= ‖G(u)‖Lr1 (Rn)‖u‖Ḟ sr2,2(Rn).
2nd term: Using again Hölder’s inequality, the Hardy-Littlewood maximal inequality and its vectore-

























= ‖G(u)‖Lr1 (Rn)‖u‖Ḟ sr2,2(Rn).
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= ‖G(u)‖Lr1 (Rn)‖u‖Ḟ sr2,2(Rn).
Finally, remarking that ‖u‖Ḟ sr2,2(Rn) ≈ ‖u‖Ḣsr2 (Rn), it follows the desired estimate.
In particular we can use Theorem C.4.1 for F (u) = |u|p or F (u) = ±u|u|p−1. By choosing
G(u) = |F ′(u)| and µ as a constant, it follows immediately the next result.
Corollary C.4.4. Let F (u) = |u|p or F (u) = ±u|u|p−1 for p > 1, s ∈ (0, 1) and r, r1, r2 ∈ (1,∞).
Then,
‖F (u)‖Ḣsr (Rn) . ‖u‖
p−1
Lr1 (Rn)‖u‖Ḣsr2 (Rn)













Let us denote by F (u) one of the functions |u|p,±|u|p−1u.
Then, it holds the following fractional chain rule:
‖ |D|sF (u)‖Lr(Rn) . ‖u‖p−1Lr1 (Rn)‖ |D|
su‖Lr2 (Rn) (C.4.14)
for any u ∈ Lr1(Rn) ∩ Ḣsr2(R
n).
Before proving this result, we are going to prove the following auxiliary result whose proof was
provided by Prof. Winfried Sickel with a private communication.
Lemma C.4.6. Let ω ≥ 0 and q ∈ (1,∞). Then, we have the following equivalence of norms:
‖|D|ω∇u‖Lq(Rn) ≈ ‖|D|ω+1u‖Lq(Rn)
under the assumption, that u is given so that both norms exist.










Consequently, we conclude with a new constant C1 which is independent of u the estimate
‖|D|ω∇u‖Lq(Rn) ≤ C1‖|D|ω+1u‖Lq(Rn).
Now we shall prove the converse direction of this inequality, namely,
‖|D|ω+1u‖Lq(Rn) ≤ C2‖|D|ω∇u‖Lq(Rn),
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where the constant C2 is independent of u.
Let χ = χ(s) be an increasing function from C∞(R) with χ(s) = −1 for s ∈ (−∞,−1], χ(s) = 0 for
s ∈ [− 12 ,
1














is a Fourier multiplier for Lq(Rn), q ∈ (1,∞) according to Theorem B.4.2. For this reason we may
conclude as follows:
‖|D|ω+1u‖Lq(Rn) =
























Now, we use that χ(ξj) is a Fourier multiplier, too. Indeed, also χ(ξj) satisfies the assumptions of
Theorem B.4.2. Hence,
























All the constants C2 are independent of u. This completes the proof.
Proof of Theorem C.4.5.
We will prove inequality (C.4.14) with an inductive argument. Indeed, (C.4.14) is proved in Corollary
C.4.4 for s ∈ (0, 1). Let us underline that the limit case s = 0 follows from Hölder’s inequality.
Now let us assume the validity of (C.4.14) for s ∈ [k − 1, k) with k ∈ N∗. We have to prove that
fractional chain rule holds for s ∈ [k, k + 1). For the sake of simplicity, we will use the notation s+ 1
with s ∈ [k− 1, k) for the power of the operator which appears on the left-hand side of (C.4.14). From
Lemma C.4.6 it follows
‖|D|s+1F (u)‖Lr(Rn) ≈ ‖|D|s∇F (u)‖Lr(Rn) = ‖|D|s(F ′(u)∇u)‖Lr(Rn).
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Then, applying (C.2.3), we get
‖|D|s+1F (u)‖Lr(Rn) . ‖|D|sF ′(u)‖Lq1 (Rn)‖∇u‖Lq2 (Rn) + ‖F ′(u)‖Lq3 (Rn)‖|D|s∇u‖Lq4 (Rn)








Since F ′(u) is one of the function p|u|p−2u,±p|u|p−1, we can employ the inductive hypothesis to
estimate the term ‖ |D|sF ′(u)‖Lq1 (Rn), since s ∈ [k − 1, k) and p > ds+ 1e implies p− 1 > dse. Thus,










Using again Lemma C.4.6 and the fact that the Riesz transform is an isomorphism, we find
‖|D|s∇u‖Lq4 (Rn) ≈ ‖|D|s+1u‖Lq4 (Rn), ‖∇u‖Lq2 (Rn) ≈ ‖|D|u‖Lq2 (Rn).
Finally, we use (C.1.1) to estimate the two terms ‖|D|u‖Lq2 (Rn) and ‖|D|su‖Lt2 (Rn). Hence,








where we use the same notations as in Theorem C.1.1. Summarizing, we arrive at




× ‖u‖1−θ1,s+1(q2,m3,m4)Lm3 (Rn) ‖|D|
s+1u‖θ1,s+1(q2,m3,m4)Lm4 (Rn)
+ ‖ |u|p−1‖Lq3 (Rn)‖|D|s+1u‖Lq4 (Rn).
According to our goal, it is reasonable to choose m1 = m3 = r1 and m2 = m4 = r2. Therefore, we
get




+ ‖ |u|p−1‖Lq3 (Rn)‖|D|s+1u‖Lq4 (Rn).
Let us remark now that is possible to choose t2 and q2 in order to obtain
θs,s+1(t2,m1,m2) + θ1,s+1(q2,m1,m2) = 1. (C.4.16)
Indeed, we know that
θs,s+1(t2,m1,m2) ≥
s
s+ 1 and θ1,s+1(q2,m1,m2) ≥
1
s+ 1 .
Consequently, our requirement is equivalent to ask the smallest possible exponent for the norm of
|D|s+1u in Lm2 when we may employ (C.1.1).











‖|D|s+1F (u)‖Lr(Rn) . ‖u‖p−2Lt1 (Rn)‖u‖Lm1 (Rn)‖|D|
s+1u‖Lm2 (Rn) + ‖ |u|p−1‖Lq3 (Rn)‖|D|s+1u‖Lq4 (Rn).
C.5. Fractional homogeneous Sobolev embeddings 257
Now we choose t1 = m1 and q3 = m1p−1 , q4 = m2, so, we find
‖|D|s+1F (u)‖Lr(Rn) . ‖u‖p−1Lm1 (Rn)‖|D|
s+1u‖Lm2 (Rn).








































where we used t1 = m1 in the first and in the third inequality. This proves the inductive step
s+ 1 ∈ [k, k + 1) and concludes the proof.
C.5. Fractional homogeneous Sobolev embeddings
It can happen that in a proof of a global existence result for a semilinear Cauchy problem, instead
of the fractional Gagliardo-Nirenberg inequality we use the embedding of a homogeneous fractional
Sobolev space with suitable order Ḣκ in Lq. Hence, we apply the following result.






. Then, it holds the fractional Sobolev embedding
Ḣκ(Rn) ↪→ Lq(Rn).
Therefore, there exists a constant C = C(n, q) > 0 such that
‖u‖Lq(Rn) ≤ C‖u‖Ḣκ(Rn)
for any u ∈ Ḣκ(Rn).
C.6. Fractional powers
Let us deal with a second way to estimate the p-power of a given function and the product of two
functions in Hs(Rn) (the first one was gotten by using the fractional chain rule proved in Section C.4
and the fractional Leibniz rule stated in Section C.2, respectively).
In particular, this second approach is meaningful in the case in which we have the embedding
L∞(Rn) ↪→ Hsr (Rn),
i.e., when s > nr .
Proposition C.6.1. Let r ∈ (1,∞), p > 1 and s ∈ (0, p). Let F (u) denote one of the functions
|u|p,±u|u|p−1. Then, it holds the following inequality:
‖F (u)‖Hsr (Rn) . ‖u‖Hsr (Rn)‖u‖
p−1
L∞(Rn)
for any u ∈ Hsr (Rn) ∩ L∞(Rn).
Proof. This result is a special case of the more general inequality for Triebel-Lizorkin spaces
‖F (u)‖F sr,q(Rn) . ‖u‖F sr,q(Rn)‖u‖
p−1
L∞(Rn) for any u ∈ F
s
r,q(Rn) ∩ L∞(Rn), with q > 0,
whose proof may be found in [81, Theorem 1 in Section 5.4.3]. In particular, we can only assume that
r belongs to (1,∞), since we want to apply the Littlewood-Paley square function theorem (cf. Section
C.3.4).
The next result concerning the corresponding homogeneous spaces, which is a direct consequence to
the previous proposition, will be more often employed for the treatment of the nonlinearity.
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Corollary C.6.2. Let r ∈ (1,∞), p > 1 and s ∈ (0, p). Let F (u) denote one of the functions
|u|p,±u|u|p−1. Then, it holds the following inequality:
‖F (u)‖Ḣsr (Rn) . ‖u‖Ḣsr (Rn)‖u‖
p−1
L∞(Rn)
for any u ∈ Ḣsr (Rn) ∩ L∞(Rn).
Proof. We will use a homogeneity argument. For any positive λ we define uλ(x) = u(λx). Applying
Proposition C.6.1 to uλ, we get
‖F (uλ)‖Hsr (Rn) = ‖F (u)λ‖Hsr (Rn) . ‖uλ‖Hsr (Rn)‖uλ‖
p−1
L∞(Rn). (C.6.18)
Since for r ∈ (1,∞) we have the decomposition
‖v‖Hsr (Rn) ≈ ‖v‖Ḣsr (Rn) + ‖v‖Lr(Rn) for any v ∈ H
s
r (Rn)
and the scaling properties
‖uλ‖Ḣsr (Rn) = λ
s−nr ‖u‖Ḣsr (Rn), ‖uλ‖Lr(Rn) = λ
−nr ‖u‖Lr(Rn) and ‖uλ‖L∞(Rn) = ‖u‖L∞(Rn),
diving both sides of (C.6.18) by λs−nr and taking the limit as λ → ∞, we obtain the desired
inequality.
Proposition C.6.3. Let r ∈ (1,∞) and s > 0. Then, it holds the following inequality:
‖uv‖Hsr (Rn) . ‖u‖Hsr (Rn)‖v‖L∞(Rn) + ‖u‖L∞(Rn)‖v‖Hsr (Rn)
for any u, v ∈ Hsr (Rn) ∩ L∞(Rn).
Proof. As in Proposition C.6.1, the result that we want to prove is a special case of the following
inequality for Triebel-Lizorkin spaces:
‖uv‖F sr,q(Rn) . ‖u‖F sr,q(Rn)‖v‖L∞(Rn) + ‖u‖L∞(Rn)‖v‖F sr,q(Rn)
for any u, v ∈ F sr,q(Rn) ∩ L∞(Rn), with q > 0, whose proof can be found in [81, Theorem 2 in Section
4.6.4].
Finally, let us state the corresponding inequality in the homogeneous space Ḣsr (Rn). For the proof
it is possible to follow the same strategy of Corollary C.6.2.
Corollary C.6.4. Let r ∈ (1,∞) and s > 0. Then, it holds the following inequality:
‖uv‖Ḣsr (Rn) . ‖u‖Ḣsr (Rn)‖v‖L∞(Rn) + ‖u‖L∞(Rn)‖v‖Ḣsr (Rn)
for any u, v ∈ Ḣsr (Rn) ∩ L∞(Rn).
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D. Special functions
In Chapters 2 and 3 we employ Bessel functions and confluent hypergeometric functions in order to
represent explicitly the solution of our linear problem. Moreover, in Chapter 8 Gauss hypergeometric
function is employed to describe the kernel function of an integral representation formula for a wave
equation with a special time-dependent speed of propagation. Following [105], [6] and [1], we collect
the main formulas and properties we use throughout the thesis for these kinds of special functions.
D.1. Bessel’s differential equation
Let ν be a real number. The second order ordinary differential equation with polynomial coefficients
z2v′′(z) + zv′(z) + (z2 − ν2)v(z) = 0 (D.1.1)
is called Bessel’s differential equation. Although ν and −ν produce the same differential equation, it is
conventional to define different Bessel functions for these two values. The Bessel function of the first










In particular, from the previous representation it follows that the function z−νJν(z) is entire in z.
For non-integer ν, the functions Jν and J−ν form a system of fundamental solutions to Bessel’s
differential equation.
Nevertheless, for n ∈ Z it holds Jn(z) = (−1)nJ−n(z). Consequently, one has to introduce a further
solution to (D.1.1) for describing its general integral. Therefore, one considers the so-called Bessel
function of second kind and order ν (or, more shortly, Weber function of order ν), which is the analytic
continuation to ν ∈ C of
Yν(z) =
Jν(z) cos νπ − J−ν(z)
sin νπ . (D.1.3)




























where ψ(z) = Γ
′(z)
Γ(z) denote the logarithmic derivative of the Gamma function (see [1, formula 9.1.11 at









where the function znAn(z) is entire and nonzero for z = 0. The treatment of real large argument is
easier, if we use the so-called Bessel functions of third kind (also known as Hankel functions)
H+ν (z) = Jν(z) + iYν(z),
H−ν (z) = Jν(z)− iYν(z),
(D.1.4)
to describe the general solution of (D.1.1). Differently from Bessel functions of first and second order,
Hankel functions are complex-valued.
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For the derivatives of Hankel functions it holds the following recurrence formula
νH±ν (z) + z(H±ν )′(z) = zH±ν−1(z). (D.1.5)
The same recurrence formula is valid even for Bessel functions of first and second kind. Indeed, if
Cν denotes Jν ,Yν ,H+ν ,H−ν or any linear combination of these functions, then,






















Finally, it is useful to recall the value of the Wronskians for these two fundamental systems. For










D.1.1. Modified Bessel functions
Let ν be a real number. The function









is called modified Bessel function of the first kind of order ν.
When ν is not an integer number, the functions Iν and I−ν are a couple of independent solutions to
the ordinary differential equation
z2v′′(z) + zv′(z)− (z2 + ν2)v(z) = 0. (D.1.12)






while in the case ν ∈ Z this definition is replaced by its limiting value.
Iν and Kν are two independent solutions of (D.1.12), even in the integer case.




e−z cosh t cosh(νt) dt for | arg z| < π2 , (D.1.13)
see also [1, formula 9.6.24].





−t(1 +O(t−1)) as t→∞, (D.1.14)
see for example [1, formula 9.7.2].
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D.1.2. Fourier Transform of radially symmetric functions
In this subsection we deal with the Fourier transform of radially symmetric functions. More specifically,
we will use a representation formula for the Fourier transform of this type of functions, involving Bessel
functions of the first kind, in order to prove that the inverse Fourier transform of the product between
a power function and a radially symmetric, compactly supported function belongs to L1.




for any µ ∈ R.
Proposition D.1.1. Let u ∈ Lp(Rn) with p ∈ [1, 2] be a radially symmetric function. Then, the






where u(x) = v(|x|).
In order to handle the previous representation formula, it is useful to summarize some properties of
functions Jµ and J̃µ.
Proposition D.1.2. Let us assume that µ is not a negative integer. Then, the following rules are
satisfied:
(i) z dJ̃µdz (z) = J̃µ−1(z)− 2µ J̃µ(z),
(ii) dJ̃µdz (z) = −z J̃µ+1(z) ,
(iii) J̃µ+1(r|x|) = − 1r|x|2
∂J̃µ
∂r (r|x|) when r > 0 and x 6= 0,




Proof. The recurrence formulas (D.1.8) and (D.1.9) imply immediately (i) and (ii). Using (ii) and the
chain rule, it follows (iii). Finally, from the well known formula





item (iv) follows as a straightforward consequence.
Proposition D.1.3. Let µ be a real number. Then, the following asymptotic expansions hold
(i) |J̃µ(z)| ≤ Ceπ| Imµ| if |z| ≤ 1,
(ii) Jµ(z) = Cz−
1
2 cos(z − µ2π −
π
4 ) +O(|z|
− 32 ) if |z| ≥ 1,
where in both cases C is a constant independent of z.
Before stating the main Theorem of this subsection, we need to recall a well known result (whose
proof is based on the intermediate value theorem) and to derive a preliminary lemma.
Proposition D.1.4. Let u, v : [a, b] → R be continuous functions. If v is nonnegative, then, there
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for r > 0.












ckj (α) = (α− j + 1)ck−1j−2 (α) + c
k−1










= (α− 1)rα−2u(r) + rα−1u′(r).













































ckj (α) = (α− j + 1)ck−1j−2 (α) + c
k−1
j−1 (α) for j = k + 1, · · · , 2k − 1,
ck2k(α) = ck−12(k−1)(α)(α− 2k + 1).
Using iteratively the first relation and the third one, it is possible to derive the explicit value of
ckk(α) and ck2k(α), as in the statement.
Theorem D.1.6. Let ψ ∈ C∞0 (Rn) be a radially symmetric function and γ a positive number. Then,
F−1(|ξ|γψ(ξ)) ∈ L1(Rn).
Theorem D.1.7. Let ψ ∈ C∞0 (Rn) be a radially symmetric function, γ be a positive number and
φ ∈ C∞(Rn \ {0}) be a smooth radial function, with φ(z) = φ̃(|z|), such that
φ̃(r) = C ln r +O(1), as r → 0+,
dφ̃
dr
(r) = C1r−1 +O(| ln r|), as r → 0+,
dkφ̃
drk
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where C,C1, · · ·Cbn−12 c+2 are suitable constants.
Then, F−1(|ξ|γψ(ξ)φ(ξ)) ∈ L1(Rn).
Proof. We will prove just Proposition D.1.6, since the proof of Proposition D.1.7 is analogous.




Hence, in order to prove the statement it is enough to show that
F−1(|ξ|γψ(ξ)) ∈ L1({x ∈ Rn : |x| ≥ 1}).
In particular, if we prove that
F−1(|ξ|γψ(ξ)) ' |x|−n−ν + o(|x|−n−ν) as |x| → ∞,
for a suitable ν > 0, we are done. Actually, we will see that ν depends on the parity of n.
Since |ξ|γψ(ξ) is a radially symmetric function, we can use (D.1.15) to represent F−1(|ξ|γψ(ξ)).

















Let us start with the estimate of the integral over the compact interval. By using the boundedness
of the function J̃n
2−1 on {x ∈ R





∣∣∣∣ ≤ ‖ψ‖L∞(Rn)‖J̃n2−1‖L∞({x:|x|≤1})|x|−n−γ ' |x|−n−γ .
Also the second integral is actually an integral over a bounded interval, because of the compact
support of ψ. Thus, chosen R > 0 such that suppψ ⊂ {x ∈ Rn : |x| < R}, using (iii) of Proposition















































where X denotes the same vector field as in Lemma D.1.5. Let us remark that every time that we
evaluate ψ in r = R we obtain 0, thanks to the choice of R. For this reason, throughout the proof we
will neglect terms containing ψ, or one of its derivatives, which are evaluated in r = R.
Now we will apply several steps of integration by parts. However, it is necessary to consider separately
the case n odd from the case n even.
Case n odd
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where in the last equality we have employed Lemma D.1.5 with constants ck−1j = c
k−1
j (γ + n− 1) for
any k = 1, · · · , n−12 and j = k − 1, k, · · · , 2k − 2.












∣∣∣∣ = O(|x|−n−γ) +O(|x|−n−1) as |x| → ∞. (D.1.16)
Applying a further integration by parts and using once again Lemma D.1.5 for estimating the
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where cj = c
n−1
2





are suitably chosen for any j = n−12 , · · · , n−1 and h = 0, 1, 2
and (β)h denotes the rising factorial of β.
Let us remark that, if for some j and h the exponent γ + n− 1− j − h in the second last line of the
previous chain of equalities is equal to −1, then, because of the presence of a logarithmic term, we
can estimate the product of the corresponding term with |x|−n−1 with the function |x|−n−1+ε, where
ε > 0 is arbitrarily small, which belongs to L1({x : |x| ≥ 1}).
Summarizing, if we combine (D.1.17) and (D.1.18) we obtain (D.1.16), which completes the proof in
the case n odd.
Case n even









































By using Proposition D.1.2 (i), we may write


















































where Y denotes the vector field
Y (u)(r) = ddr (ru(r)).
From Proposition D.1.3 (ii) we derive the asymptotic estimate
J̃1(r|x|) = C1(r|x|)−
3
2 cos(r|x| − 34π) +O((r|x|)
− 52 ),












































= |x|−n+ 12 I1 + |x|−n−
1
2 I2.
Let us estimate separately the integrals I1 and I2.
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4π), after a further integration by parts we obtain









































sin(r|x| − 34π)dr +O(|x|
−γ− 12 ),
where Z denotes the vector field


















2u(r) + rα− 32u′(r), (D.1.20)


























where cj = c
n
2−1
j (γ + n− 1).








2 +hψ(n−2+h−j)(r) sin(r|x| − 34π)dr
= 1|x|
(









= O(|x|−1) +O(|x|−γ−n+j+ 32−h)





(with the same slight modification seen in the odd case if the exponent
γ + n− j − 72 + h = −1).
Summarizing, the dominant contribute is given by the term obtained for j = n− 2 and h = 0 and,
hence,
I1 = O(|x|−1) +O(|x|−γ−
1
2 ).
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and, then, for j = n2 − 1, · · · , n− 2, h = 0, 1∣∣∣∣ ∫ R1
|x|
O(r− 52 )rγ+n−1+h−jψ(n−2+h−j)(r)dr





' 1 +O(|x|−γ−n+ 52−h+j),
it follows that I2 ' 1 +O(|x|−γ+
1







−n+ 12 I1 + |x|−n−
1
2 I2 +O(|x|−n−γ)
= O(|x|−n− 12 ) +O(|x|−n−γ).
This concludes the proof also in the case n even.
Remark D.1.8. In the statement of Proposition D.1.6 we do not include the case γ = 0, since in
this case the result is trivially true, being the inverse Fourier transform of a Schwartz function still a
Schwartz function and hence, in particular, a L1 function.
On the other hand, in the statement of Proposition D.1.7 we may not treat also the case γ = 0.
Indeed, if F−1(ψ(ξ)φ(ξ)) was in L1(Rn), then, ψ(ξ)φ(ξ) would be a continuous function (in fact it
would be the Fourier transform of a L1(Rn)); however, this is impossible since it has a singularity in 0.
D.2. Confluent hypergeometric equation
Let us consider α, β ∈ C. The homogeneous linear ordinary differential equation of the second order
with polynomial coefficients
zw′′(z) + (β − z)w′(z)− αw(z) = 0, (D.2.21)
is said Kummer’s equation or confluent hypergeometric equation. One solution to Kummer’s equation
is given by Kummer confluent hypergeometric function with parameter α and β, denoted as Φ(α, β; z).
The Taylor series expansion of Φ(α, β; z) around 0 is given by





, with (a)h =
{
a(a+ 1) · · · (a+ h− 1) if h ≥ 1,
1 if h = 0.
(D.2.22)
If β 6∈ Z, then,
w1,Φ(z) = Φ(α, β; z),
w2,Φ(z) = z1−βΦ(α− β + 1, 2− β; z)
form a system of fundamental solutions to (D.2.21) and their Wronskian is
W(w1,Φ(z), w2,Φ(z))) = w1,Φ(z)w′2,Φ(z)− w′1,Φ(z)w2,Φ(z) = (1− β)z−βez. (D.2.23)
Let us collect some important properties of Kummer functions in the following result.
Proposition D.2.1. Let α, β ∈ C.
(i) Φ(α, β; z) is an entire function in z.
(ii) Φ(α, β; z) = ezΦ(β − α, β;−z) (Kummer’s transformation).
(iii) For the derivative Φ′(α, β; z) we have the relation
Φ′(α, β; z) = αβΦ(α+ 1, β + 1; z). (D.2.24)
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(iv) The derivative Φ′(α, β; z) satisfies the recurrence formula
(β − α)Φ(α− 1, β; z) = (β − α− z)Φ(α, β; z) + zΦ′(α, β; z). (D.2.25)
Proof. Item (i) is an immediate consequence of (D.2.22). We refer to [6, formula (7) in Paragraph 6.3]
for (ii). Item (iii) follows directly from differentiation term by term of (D.2.22), while one may obtain
(iv) combining relations (2) and (9) at page 254 of [6].
Using Kummer’s transformation, we may rewrite w2,Φ(z) in the following way:
w2,Φ(z) = z1−βezΦ(1− α, 2− β;−z).
When the second parameter of the Kummer function is twice the first parameter, the Kummer
function can be expressed in term of Bessel functions of the first kind. More precisely, from [6, formulas
(9)-(10) at page 265] we get the following relation.
Proposition D.2.2. Let α ∈ C such that α− 12 6∈ Z. Then,




























where Jα− 12 and Iα− 12 denote the Bessel function and the modified Bessel function of first kind,
respectively. Moreover, for τ = z2i we have
Jν(τ) ∼ sin(τ)aν(τ) as |τ | → ∞,
where |a(m)ν (τ)| .m |τ |−
1
2−m for any m ∈ N.
With the above result we may estimate Kummer function for large arguments in the case in which
β = 2α.
Up to now we consider properties for solutions of (D.2.21) under the restriction β 6∈ Z. Indeed, when
β ∈ Z (the so-called logarithmic case for Kummer’s equation), w1,Φ(z), w2,Φ(z) are linearly dependent.
In this case a system of linearly independent solution is given by
w1,Ψ(z) = Ψ(α, β; z),
w2,Ψ(z) = ezΨ(β − α, β;−z) = z1−βezΨ(1− α, 2− β;−z),
where Ψ(α, β; z) denote the Tricomi confluent hypergeometric function. When Re(α) > 0 for Ψ(α, β; z)
we have the integral representation
Ψ(α, β; z) = 1Γ(α)
∫ ∞
0
e−zttα−1(1 + t)β−α−1dt Re(z) > 0,
and rotating the path of integration the definition can be extended as follows
Ψ(α, β; z) = 1Γ(α)
∫ ∞eiφ
0
e−zttα−1(1 + t)β−α−1dt − π2 < φ+ arg(z) <
π
2 ,
where φ ∈ (−π, π) and tα−1 and (1 + t)β−α−1 are assumed to have their principal values.
The Wronskian of w1,Ψ(z), w2,Ψ(z) is given by
W(w1,Ψ, w2,Ψ)(z) = w1,Ψ(z)w′2,Ψ(z)− w′1,Ψ(z)w2,Ψ(z) = esgn Im z πi(β−α)z−βez. (D.2.27)
Also for Tricomi functions we collect the main properties in a proposition.
Proposition D.2.3. Let α, β ∈ C.
(i) The function Ψ(α, β; z) is single-valued and holomorphic in C \ {0}.
(ii) For the derivative Ψ′(α, β; z) we have the relation
Ψ′(α, β; z) = −Ψ(1 + α, 1 + β; z) (D.2.28)
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(iii) The derivative Ψ′(α, β; z) satisfies the recurrence formula
Ψ(α− 1, β; z) = (β − α+ z)Ψ(α, β; z)− zΨ′(α, β; z). (D.2.29)
(iv) If β = 1, for small |z| it holds
Ψ(α, 1; z) = − 1Γ(α) (ln z + ψ(α) + 2γ) +O(|z ln z|) (D.2.30)
where ψ(α) = Γ
′(α)
Γ(α) is the logarithmic derivative of Gamma function, γ is the Euler-Mascheroni
constant and ln z denotes the complex logarithm.
(v) If β = 2, for small |z| it holds
Ψ(α, 2; z) = − 1Γ(α)z
−1 +O(| ln z|). (D.2.31)
(vi) If β ∈ N, β > 2, for small |z| it holds
Ψ(α, β; z) = −Γ(β − 1)Γ(α) z
1−β +O(|z|β−2). (D.2.32)
(vii) For large |z| we obtain the estimate
|Ψ(α, β; z)| . |z|−Reα.
Proof. Items (ii) and (iii) are stated in [6, formulas (10)-(11) at page 258], while for (iv)-(vii) one can
see [1, relations 13.5.2 13.5.6, 13.5.7 and 13.5.9 at page 508].
D.3. Gauss hypergeometric function
The Gauss hypergeometric function is defined for |z| < 1 by the power series






h! with c 6= 0,−1,−2, · · ·
where (q)n denotes the rising factorial as in the previous section.
The hypergeometric function is a solution of Euler’s hypergeometric differential equation
z(1− z)w′′(z) + [c− (a+ b+ 1)z]w′(z)− abw(z) = 0.
When the parameters (a, b; c) are all positive, then, F (a, b; c; ·) is increasing and positive on [0, 1). In
Section 8.4 we use this property to estimate from below a kernel in an integral representation formula.
Finally,
F ′(a, b; c; z) = ab
c
F (a+ 1, b+ 1; c+ 1; z),
or more generally
F (k)(a, b; c; z) = (a)k(b)k(c)k
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