Abstract
However, neither GREML nor Bayesian MLM approaches explicitly model the relationship 73 between effect size and MAF, an important characteristic of the genetic architecture for complex 74 traits. This relationship can be used to detect signatures of natural selection 7, 25 and inform the 75 design of future genetic mapping studies.
77
In this study, we developed an MLM-based Bayesian method that can simultaneously estimate 78 SNP-based heritability, polygenicity and the joint distribution of effect size and MAF in 79 conventionally unrelated individuals using GWAS data. We applied the method to 28 complex 80 traits in the UK Biobank (UKB) data 26 , and 27,869 gene expression traits in the Consortium for 81 the Architecture of Gene Expression (CAGE) dataset 27 , and identified a number of complex traits 82 and gene expression traits for which there is significant evidence of natural selection on the 83 associated SNPs.
85

Results
86
Method overview
87
Under the Bayesian MLM framework, we propose to model the relationship between effect size 88 and MAF using the following mixture distribution as prior for each SNP effect 
117
or mFDR to be less than 1 − (Supplementary Fig. 2 ). The former approach is more stringent 118 but the advantage of the latter approach is that the power is not inversely related to the number 119 of traits (tests) 31 .
121
Assessing the robustness of parameter estimation through simulations based on real
122
genotype data
123
We used simulations based on real GWAS genotype data from the Atherosclerosis Risk in
124
Communities (ARIC) study 33 to assess our method in estimating the parameters = , ℎ .89 1 , .
125
The ARIC data consist of 12,942 unrelated individuals and 564,959 Affymetrix SNPs with MAF >
126
1% after quality control (Online Methods). In our simulation, 1,000 SNPs were chosen at 127 random to be causal variants, with their effects related to MAF through an S value ranging from 
128
159
Comparison of the genetic architecture between Height and BMI
160
The genetic architectures of height and BMI have been relatively well studied compared to
161
other complex traits [34] [35] [36] [37] [38] [39] [40] . Thus, it is interesting to compare our results for height and BMI (Fig. 2 
232
0.093, and were all significantly above zero (Supplementary Table 3 
243
score 52 . Given that most published estimates were obtained using whole-genome imputed SNPs,
244
they are likely to be slightly higher than our estimates that are only based on the SNPs on
245
Affymetrix Axiom Genotyping Arrays. For example, a recent study 53 
253
Inference on polygenicity
254
The distribution of had mean 5.9%, median 5.5% and s.d. 3.6% across traits, and ranged from 255 0.6% (s.e. = 0.1%) to 13.6% (s.e. = 1.3%) (Supplementary Table 4 ). This suggests that all the 256 28 complex traits are polygenic with ~30,000 common SNPs with nonzero effects on average.
257
Note that our simulation above suggests that this is likely to be an overestimation of the number 258 of causal variants (Fig. 1) . Interestingly, age at menopause, the trait with highest magnitude of 259 (-0.601), had the lowest estimate of polygenicity (0.6%, s.e. = 0.1%) (Supplementary Fig. 5 ).
260
Educational attainment had the highest (13.6%, s.e. = 1.3%), which is reasonable because it is 261 a compound trait of several sub-phenotypes so that many SNPs have an effect. It is followed by 262 age at first live birth ( = 13.3%, s.e. = 2.5%), body fat percentage ( = 11.1%, s.e. = 0.8%) and
263
BMI ( = 9.4%, s.e. = 0.5%). On the contrary, these traits had low to moderate magnitude of .
265
Analysis of gene expression traits in the CAGE data
266
Analysing expression levels of all probes in the CAGE dataset 27 (1,748 unrelated individuals of
267
European ancestry) using the standard BayesS approach would be computationally challenging,
268
as it would require us to perform 36,778 distinct BayesS analyses. However, given that many Fig. 7 ) and UKB 274 data ( Supplementary Fig. 8 ) while being six times as fast as the standard BayesS approach for 275 traits with low polygenicity (Supplementary Fig. 9 ). Using the nested BayesS model, we were 
283
= 2.3%) (Supplementary Fig. 10 ). With unrelated individuals only, our ℎ .89 1 were moderately 284 correlated with the GREML estimates (r = 0.568, Supplementary Fig. 11 
295
Pr < 0 ≥ 0.95 , giving a significant set of 266 probes for which 67 probes had
296
Pr < 0 = 1 (Fig. 5) . After mapping these probes to genes, a total of 252 genes were 
311
( Fig. 7, top row) . In the last generation of selection, the relationship between the variance " 1 in 312 the effect of coded allele and its frequency showed different patterns across different types of 313 selection (Fig. 7, bottom row) . As expected, when all the variants were selectively neutral, " 
323
( Supplementary Fig. 12 ). 
338
and the causal variants (Fig. 1) . We detected significant signatures of natural selection (S ≠ 0) 
348
In the analysis of the UKB data, all the significant estimates of S for 23 traits were negative (Fig.   349 3), consistent with a model of negative selection (Fig. 7) . Table 6 ). These results also suggest that negative selection is
359
pervasive across traits, in line with the conclusion drawn from the BayesS analysis.
361
In the analyses of CAGE data, we identified 30 genes showing significant signatures, all of which 362 had negative (Fig. 6) . With a less stringent criterion for hypothesis testing, we identified 363 additional 267 genes but only 45 of them had positive (Fig. 5) 
376
In addition, genes with significantly negative generally also had low GDI, which is considered
377
to be an indicator of the relative biological indispensability 68 . We do not expect to detect all 378 genes that are known to be under selection, such as the lactase gene LCT ( = 0.221, s.e. = 0.317).
379
One possible reason is that the signatures of selection for these genes are concentrated in the 380 cis-regions and therefore might be diluted when we use all genome-wide SNPs to estimate S.
382
We conclude with several caveats. First, the polygenicity estimate ( ) only partially reflects the Fig. 7 ). This suggests that the positive may be slightly overestimated in the
396
CAGE data analysis, but it would not change our conclusions since there was no significant 397 positive . Given that most complex traits have negative estimates of the relationship between 398 effect size and MAF, we expect to discover more rare variants of large effect in future GWAS 399 using WGS or imputed data.
401
Online Methods
402
The BayesS model. BayesS is a Bayesian multiple regression that simultaneously fits all the
403
SNP effects as random:
where is the vector of phenotypes, is the fixed effect, is the matrix of SNP genotype scores 
414
where is a point mass at zero and , the proportion of SNPs with nonzero effects, is the 415 polygenicity. We allow data to dominate the inference on polygenicity by assuming a uniform 
418
The variance of SNP effects, which quantifies our prior belief on the effect size, is modelled to be 419 related to MAF " through S, which is assumed to have a normal prior 420 ~ (0, . 1 ).
421
Namely, we a priori believe a selectively neutral model with some certainty (quantified by the
422
given variance) to allow the detection of selection to be driven by the data. We set . 
450
Thus, the reduction in computing time is inversely related to the polygenicity, which is defined Fig. 14) . 
556
For disruptive selection, a reversed normal curve was used to model that the phenotypes at the 557 two tails produced highest fitness. In the last generation of selection, we investigated the joint 558 distribution of effects and frequencies of the derived alleles, the joint distribution of effects and 
