. A software component model should define what components are, and how they can be composed. That is, it should define a theory of components and their composition. Current software component models tend to use objects or port-connector type architectural units as components, with method calls and port-to-port connections as composition mechanisms. However, these models do not provide a proper composition theory, in particular for key underlying concepts such as encapsulation and compositionality. In this paper, we outline our notion of these concepts, and give a preliminary formalisation of a software component model that embodies these concepts.
Introduction
The context of this work is Component-based Software Engineering, rather than Component-based Systems. In the latter, the focus is on system properties, and components are typically state machines. Key concerns are issues related to communication, concurrency, processes, protocols, etc. Properties of interest are temporal, nonfunctional properties such as deadlock-freedom, safety, liveness, etc. In the former, the focus is on software components and middleware for composing them. Usually a software component model, e.g. Enterprise JavaBeans (EJB) [21] , provides the underlying framework.
A software component model should define (i) what components are, i.e. their syntax and semantics; and (ii) how to compose components, i.e. the semantics of their composition. Current component models tend to use objects or port-connector type architectural units as components, with method calls and port-to-port connections as composition mechanisms. However, these models do not define a proper theory for composition.
We believe that encapsulation and compositionality are key concepts for such a theory. In this paper, we explain these notions, and their role in a composition theory. Using these concepts, we present a software component model, together with a preliminary formalisation.
Current Component Models
Currently, so-called component models, e.g. EJB and CCM (CORBA Component Model) [24] , do not follow a standard terminology or semantics. There are different definitions of what a component is [6] , and most of these are not set in the context of a component model. In particular, they do not define composition properly.
For example, a widely used definition of components is the following, due to Szyperski [28] :
"A software component is a unit of composition with contractually specified interfaces and explicit context dependencies only. A software component can be deployed independently and is subject to composition by third parties."
A different definition is the following by Meyer [20] :
"A component is a software element (modular unit) satisfying the following conditions: 1. It can be used by other software elements, its 'clients'. 2. It possesses an official usage description, which is sufficient for a client author to use it. 3. It is not tied to any fixed set of clients." Both these definitions do not mention a component model, in particular how composition is defined.
The following definition given in Heineman and Councill [12] mentions a component model:
"A [component is a] software element that conforms to a component model and can be independently deployed and composed without modification according to a composition standard." but it does not define one.
Nevertheless, there is a commonly accepted abstract view of what a component is, viz. a software unit that contains (i) code for performing services, and (ii) an interface for accessing these services ( Fig. 1(a) ). To provide its services, a component may require some services. So a component is often depicted as in Fig. 1(b) , e.g. in CCM and UML2.0 [23] .
In current software component models, components are typically objects as in objectoriented languages, and port-connector type architectural units, with method calls and ADL (architecture description languages [26] ) connectors as composition mechanisms respectively.
A complete survey of these models is beyond the scope of this paper. It can be found in [17] .
Our Component Model
In our component model, components encapsulate computation (and data), 1 and composition operators encapsulate control. Our components are constructed from (i) computation units and (ii) connectors. A computation unit performs computation within itself, and does not invoke computation in another unit. Connectors are used to build components from computation units, and also as composition operators to compose components into composite components.
Exogenous Connectors
Our connectors are exogenous connectors [16] . The distinguishing characteristic of exogenous connectors is that they encapsulate control. In traditional ADLs, components (Fig. 2 (a) ). Actually, however, components represent computation as well as control, since control originates in components, and is passed on by connectors to other components. This is illustrated by Fig. 2 (b) , where the origin of control is denoted by a dot in a component, and the flow of control is denoted by arrows emanating from the dot and arrows following connectors. In this situation, components are not truly independent, i.e. they are tightly coupled, albeit only indirectly via their ports.
In general, component connection schemes in current component models (including ADLs) use message passing, and fall into two main categories: (i) connection by direct message passing; and (ii) connection by indirect message passing. Direct message passing corresponds to direct method calls, as exemplified by objects calling methods in other objects ( Fig. 3 (a) ), using method or event delegation, or remote procedure call (RPC). Software component models that adopt direct message passing schemes as composition operators are EJB, CCM, COM [5] , UML2.0 [23] and KobrA [3] . In these models, there is no explicit code for connectors, since messages are 'hard-wired' into the components, and so connectors are not separate entities. Indirect message passing corresponds to coordination (e.g. RPC) via connectors, as exemplified by ADLs. Here, connectors are separate entities that are defined explicitly. Typically they are glue code or scripts that pass messages between components indirectly. To connect a component to another component we use a connector that when notified by the former invokes a method in the latter (Fig. 3 (b) ). Besides ADLs, other software component models that adopt indirect message passing schemes are JavaBeans [27], Koala [30] , SOFA [25] , PECOS [22] , PIN [14] and Fractal [8] .
In connection schemes by message passing, direct or indirect, control originates in and flows from components, as in Fig. 2 (b) . This is clearly the case in both Fig. 3 (a) and (b).
A categorical semantics of connectors is proposed in [9] , where coordination is modelled through signature morphisms. There is a clear separation between computation, occurring in components, and coordination, performed by connectors. However, shared actions may propagate control from one component to others.
By contrast, in exogenous connection, control originates in and flows from connectors, leaving components to encapsulate only computation. This is illustrated by Fig. 4 . Exogenous connectors thus encapsulate control (and data), i.e. they initiate and coordinate control (and data). With exogenous connection, components are truly independent and decoupled.
The concept of exogenous connection entails a type hierarchy of exogenous connectors. Because they encapsulate all the control in a system, such connectors have to connect to one another (as well as components) in order to build up a complete control structure for the system. For this to be possible, there must be a type hierarchy for these connectors. Therefore such a hierarchy must be defined for any component model that is based on exogenous connection.
Components
Our view of a component is that it is not simply a part of the whole system. Rather it is something very different from traditional software units such as code fragments, functions, procedures, subroutines, modules, classes/objects, programs, packages, etc, and equally different from more modern units like DLLs and services.
We define a component as follows:
A software component is a software unit with the following defining characteristics: (i) encapsulation and (ii) compositionality.
A component should encapsulate both data and computation. A component C encapsulates data by making its data private. C encapsulates computation by making sure that its computation happens entirely within itself. An object can encapsulate data, but it does not encapsulate computation, since objects can call methods in other objects ( Fig. 5(a) ). Port-connector type components, as in e.g. ADLs, UML2.0 and Koala, can encapsulate data. However, they usually do not encapsulate computation, since components can call methods in other components by remote procedure call (RPC), albeit only indirectly via connectors (and ports) (Fig. 5(b) ).
Components should be compositional, i.e. the composition of two components C 1 and C 2 should yield another component C 3 , which in turn should also have the defining characteristics of encapsulation and compositionality. Thus compositionality implies that composition preserves or propagates encapsulation. 2 Classes and objects are not compositional. They can only be 'composed' by method calls, and such a 'composition' does not yield another class or object. Indeed, method calls break encapsulation. Port-connector type components can be composed, but they are not compositional if they do not have (computation) encapsulation.
Encapsulation entails that access to components must be provided by interfaces. Classes and objects do not have interfaces. Access to (the methods of) objects, if permitted, is direct, not via interfaces. So-called 'interfaces' in object-oriented languages like Java are themselves classes or objects, so are not interfaces to components. Portconnector type components use their ports as their interfaces.
Our components are constructed from computation units and exogenous connectors. A computation unit performs just computation within itself and does not invoke computation in another unit. It can be thought of as a class or object with methods, except that these methods do not call methods in other units. Thus it encapsulates computation.
Exogenous connectors encapsulate control, as we have seen in the previous section. The type hierarchy of these connectors in our component model is as follows. At the lowest level, level 1, because components are not allowed to call methods in other components, we need an exogenous invocation connector. This is a unary operator that takes a computation unit, invokes one of its methods, and receives the result of the invocation. At the next level of the type hierarchy, to structure the control and data flow in a set of components or a system, we need other connectors for sequencing exogenous method calls to different components. So at level 2, we need n-ary connectors for connecting invocation connectors, and at level 3, we need n-ary connectors for connecting these connectors, and so on. In other words, we need a hierarchy of connectors of different arities and types. We have defined and implemented such a hierarchy in [16] . Apart from invocation connectors at level 1, our hierarchy includes pipe connectors, for sequencing, and selector connectors, for branching, at levels n ≥ 2. These connectors are called composition connectors for the obvious reason. Level-1 connectors are invocation connectors, and level-2 composition connectors connect only invocation connectors, but composition connectors at higher levels are polymorphic since they can connect different kinds of connectors at different levels (and with different arities).
We distinguish between (i) atomic components and (ii) composite components.
Definition 2.
An atomic component C is a pair i, u where u is a computation unit, and i is an invocation connector that invokes u's methods. i provides an interface to the component C. Figure 6 illustrates atomic and composite components. Clearly, an atomic component encapsulates computation, since a computation unit does so, and an invocation connector invokes only methods in the unit (Fig 7(a) ). It is easy to see that a composite component also encapsulates computation (Fig 7(b) ).
Composition Operators
To construct systems or composite components, we need composition operators that preserve encapsulation and compositionality. Such composition operators should work only on interfaces, in view of encapsulation.
Glue code is certainly not suitable as composition operators. Neither are object method calls or ADL connectors, as used in current component models. Indeed, these models do not have proper composition operators, in our view, since they do not have the concepts of encapsulation and compositionality.
As in Definition 2, we use exogenous connectors at level n ≥ 2 as composition operators. These operators are compositional and therefor preserve and propagate encapsulation. As shown in Fig 7(b) , a composite component has encapsulation, as a result of encapsulation in its constituent components. Furthermore, the composite component is also compositional. Thus, any component, be it atomic or composite, has a top-most connector that provides an interface, and it can be composed with any other component using a suitable composition operator.
This self-similarity of a composite component is a direct consequence of component encapsulation and compositionality, and provides the basis for a compositional way of constructing systems from components. Fig. 8(a) . By comparison, in the Acme system, the composites are different from those in Fig. 8(b) . For instance, (D,E) is a composite in (b) but not in (a). Also, in (a) the top-level composite is not similar to the composite (B,D,E) at the next level down. The latter has an interface, but the former does not.
In general, self-similarity provides a compositional approach to system construction, and this is an advance over hierarchical approaches such as ADLs which are not compositional, strictly speaking.
The Bank Example
Having defined our component model, we illustrate its use in the construction of a simple bank system. The bank system has just one ATM that serves two banks (Bank1 and Bank2) as shown in Fig. 9 .
The ATM obtains client details including card number, PIN, and requested services, etc., and locates the bank that the client account belongs to. It then passes client details to the client's bank, which then provides the requested services of withdrawal, deposit, etc.
To construct the bank system, first, two Bank components, Bank1 and Bank2, are assembled by a Selector connector into a BankComposite. Then BankComposite is composed with an ATM component by a Pipe connector into the bank system. All the components in Fig. 9 are well encapsulated. Every atomic component is made up of an invocation connector and a computation unit. The computation unit implements methods that the component could offer, and the invocation connector provides functionalities to invoke those methods of the computation unit; thus it provides the interface to the component. For example, the ATM component is made up of a computation unit ATM and an invocation connector IA. The ATM component encapsulates both data and functions, by defining its data as private and computing its functions entirely within itself. IA invokes methods of ATM and thus serves as its interface.
All the components in Fig. 9 are compositional. The composite component BankComposite is itself a component, with the composition connector Selector as its interface. BankComposite also has encapsulation: it encapsulates data and functions of its constituent components, Bank1 and Bank2.
Moreover, the composite component BankComposite in Fig. 9 is self-similar. BankComposite has a top-level connector as an interface, and so have its sub-components Bank1 and Bank2.
Finally, in this example, we built the bank system with a loop connector at the outermost level, which iterates and waits for client requests.
A Preliminary Formalisation
So far we have defined our component model informally. In this section we present a preliminary formalisation of our model. The formalisation serves as a useful check on the soundness, in the sense of good judgement, of the underlying ideas.
We will assume that our component model provides the basis for a Component-based Software Design System, which we will call DS for convenience. DS should support all the phases of the component life-cycle [18] , i.e.:
(i) Design Phase. A system or a new component C is designed from the connectors, the computation units, and/or existing components, in a repository. If C is a new component, it is added to the repository. (ii) Deployment Phase. Deployment prepares a system or a component C for execution, i.e. turns it into a binary b C and establishes the way of loading and instantiating it when it is launched. (iii) Run-time Phase. A binary b C is launched by loading and instantiating it into a running instance, which provides the services offered by C.
Deployment-phase compositionality should be supported by suitable deployment tools and should follow from design-phase compositionality. For this, a DS should be provided with a composition and run-time infrastructure, implementing deploymentphase composition according to the design-phase semantics of connectors.
Here we outline a first abstract meta-model for the design phase, and discuss functional compositionality and encapsulation. The meta-model is formalised in manysorted first-order logic with identity. In the explanation we will introduce the signature incrementally and we will explain the intended meaning informally. Axioms are given in the appendix. The purpose is to devise and establish the basic requirements to be satisfied by DS and the design-phase semantics of connectors.
Components and Their Interfaces
DS should provide a design environment for components with the characteristics of compositionality and encapsulation, as discussed in Section 3. To represent components and their interfaces in our general meta-model, we assume that DS has a signature including the following sorts and declarations (Decls):
Request is the sort of possible requests, and Result is that of possible results. ReqType is the sort of request types, and ResType is that of the result types. By the overloaded membership relation ∈, each request type Q : ReqType is interpreted as a set of requests, and each result type R : ReqType as a set of results. Comp is the sort of possible components. OpType is introduced to represent component interfaces. It is freely generated by the constructor >>, i.e., its elements are of the form Q >> R, with Q : ReqType and R : ResType. Interfaces are represented by the interface relation:
It means that the component C accepts requests q ∈ Q and yields results r ∈ R. We say that C supports the operation type Q >> R. The interface of C is the set of operation types it supports.
Requests and result types are disjoint. Thus a component cannot answer a request by another request to another component, that is, computation encapsulation is enforced. This will be further discussed in Section 4.3. Request, Result, ReqType, and ResType are open, i.e., they depend on the DS at hand. Request and result types could also include semantic information, allowing us to use them as specifications and to deal with the correctness issue. Moreover, it may be useful to allow structured information, as illustrated by the following example.
Example 2. We introduce atomic request and result types by templates. A template is of the form s(x 1 : T 1 , . . . , x n : T n ), where s is the template symbol, n ≥ 0, and x 1 : T 1 , . . . , x n : T n are its parameters. We distinguish between request and result templates. In general, request templates correspond to procedure calls, such as read(), write(x : string), etc. Result templates are semantic properties, such as odd(x : int), x = a + b, etc. Semantic properties can also be used in requests, as pre-conditions. A request is an instance of a request template, e.g. read, write (4) , odd (3) , and so on. A result is an instance of a result template, e.g. odd (5) , done, and so on.
An example of an operation type using templates is:
The meaning is that for every request sum(m, n) we get a result z = m + n. It may be useful to introduce structured templates, as shown by the following example.
read(F : text) >> x : int|notAnInteger
expresses the fact that reading from F yields an integer x, unless the characters read do not represent an integer. The use of structured templates is also useful in correspondence with connectors, as will be explained in Section 4.4.
Composition Operators
Composite components are built by means of composition connectors, starting from atomic components. 
Typed composition connectors have a compositional semantics given by:
-the composition rules of the DS; -the execution rules explained in Section 4.3, which give the run-time semantics of a component in terms of that of its sub-components.
We distinguish between designing a DS and using it. Designing a DS means designing its units and, more importantly, the rules of its connectors, according to the general assumptions of the meta-model. Using a DS to design systems and components means using its units and its composition rules. Although, in general, connectors and their composition rules are domain specific, there are general-purpose connectors. Some of them will be shown in Section 4.4. In the following example we show the generalpurpose connector pipe. Example 4) . The composition rule is:
A Run-Time Semantics
As mentioned before, to run a component represented by a composition term T , we need to compile the units and connectors of T into binaries, to deploy binaries according to T , to load them into the memory and to launch them. This process requires an appropriate infrastructure, that guarantees that the implementation agrees with the intended runtime semantics of T . In this section we define the intended run-time semantics in an abstract, i.e. implementation independent, way. To this end, we enrich our signature as follows:
Instance is the sort of run-time instances, and D is the sort of data that can be contained in the memory of instances. We do not model data and their structure in this paper. In the examples we will assume that D is closed with respect to the pairing operation (i.e., if
. By i (C, d) we represent a running instance of a component C with current memory content d ∈ D. The relation data (C, d) indicates which data are admitted for a component C.
Step is the sort of execution steps. It is freely generated by →, i.e., its elements are uniquely represented by terms of the form → (d, q, d , r) . 
We define the run-time semantics of an atomic component i • u by a map M(i, u) :
We define the run-time semantics of a non-atomic component k
Step n → Step as follows:
Invocation connectors provide encapsulation for atomic components through interfaces. The unit u in an atomic component i • u cannot directly call any other unit or component. It can only provide results, i.e., the only way of requiring a service from outside (if needed) is to pass the request as a result through the invocation connector. This "request-result" is then managed by the other connectors, that is, control is performed by connectors. The semantics of composition connectors is compositional. Indeed: (a) it preserves encapsulation through interfaces and (b) M(k) indicates how the resulting step S is obtained from the computation steps S j of the sub-components, in a way that does not depend on the specific features of the sub-components, but only on their operation types Op 1 , . . . , Op n and on the connector k :
An abstract compositional run-time semantics is useful for two main reasons. The first one is that a compositional semantics supports "predictability", since the result of a composition is also a component and its services are defined in terms of those of the sub-components. The second reason is that it abstracts from the implementation details, related to the compilation of composition terms into runnable binaries. The correctness of different implementations with respect to the abstract run-time semantics fixed for composition terms supports interoperability. Thus, designing the abstract run-time semantics of connectors and units means defining the maps M(i, u) and M(k) according to the general requirements explained above. Implementing it means implementing a run-time infrastructure that is correct with respect to the abstract semantics.
The correctness of an implementation is with respect to the abstract execution semantics. With the step
we associate the observable step q → r. An implementation is correct if the observable steps obtained by running it coincide with those defined by the abstract run-time semantics. That is, we abstract from the internal representation of data, and we are only interested in observable requests and results.
Example 4.
Here we show the run-time semantics of the pipe rule of Example 3.
In this rule, results r 1 ∈ R 1 are piped into requests p(r 1 ) ∈ Q 2 , the sub-component C 1 has data d 1 and the sub-component C 2 has separate data d 2 , and the whole component has data
We may have different kinds of pipe, e.g., the piping mechanism could also depend on the request q 1 .
The Bank Example
In this section, we illustrate our general model. Firstly we outline part of a possible DS, and then we apply it to the bank example (Section 3.4). The DS defines interfaces through structured templates, as in Example 2. Here we consider the structuring operators |, sel and * , defined as follows.
-A request/result of a type
The composition rules for the connectors related to the above structures are:
The execution semantics is:
The case component has data(case
(similarly for the sel component). The connector case requires that there is a map r Rj ,R → r from r ∈ R j into r ∈ R, depending on the result types R j and R. In particular:
The connector sel applies to n instances of a parametric component C(p) :: Q(p) >> R and executes the one indicated by v j . The loop connector iterates C over a sequence of requests. Besides these connectors, we also have the pipe connector explained above. Now we sketch a possible construction of the bank system (Section 3.4) using the DS partially outlined above.
In Fig. 9 , the invocation connectors for the ATM and bank computation units encapsulate them into atomic components with the following operation types:
Firstly, we informally explain the semantics of the atomic components. In the operation type of atmC, choose() indicates that the user inputs a PIN and an operation choice. If the PIN is not recognised, the result is notOkP in, otherwise it is chosen(n, Acc, Op), indicating that the PIN corresponds to the account Acc of the bank number n, and Op is the operation chosen.
In the operation type of b(n), do(n, Acc, Op) indicates that an operation Op has been requested on the account Acc of bank n. The operation Op may be accepted or refused, as indicated by the result type of amount(Acc, A)|refusedOp. If accepted, the result amount(Acc, A) indicates that A is the amount of Acc after the operation. The operation (when not refused) may update the current amount. Now we compose the atomic components by connectors, to obtain our system. We firstly build the banks composite of the two banks and sending a requested operation to the target bank n, by means of a selector connector:
By a pipe, we build the component atmOp, performing a single ATM request and, by a loop, the component system, looping on ATM requests, as follows.
The internal connector case • [C, noOperation] is to be considered as a part of the pipe connector, and the noOperation branch is not a sub-component. It maps results into results and is used to bypass C. In our example, the request type of case
If the result of atmC is 2, notOkP in , we pipe it into 2, notOkP in itself, so that case passes the result notOkP in to the noOperation branch. If the result of atmC is 1, chosen(n, Acc, Op ) , we pipe it into 1, n, do(n, Acc, Op) , so that the request n, do(n, Acc, Op) is passed to banks. To illustrate the run-time semantics of connectors, we show the execution of a request. The whole system has the following data:
-a database atmdb, associating each valid PIN to a bank and an account number; -databases db i (with i = 1 or i = 2), containing the accounts of bank i.
The data-components association should be decided in the deployment phase. Since here we abstract from it, data are triples d = atmdb, db 1 , db 2 , where atmdb is used by atmC, db 1 by b(1), and db 2 by b(2) .
By the semantics of loop, the computation step corresponding to a sequence of requests of length n has the form , and we assume that the the user inputs a correct PIN and requires a withdrawal of £50, and that the (correct) PIN input is related to the bank b (2) and the account number Acc = 2341. We assume that the total amount of the account (stored in db 2 ) is £5170.
By the semantics of the pipe connector, we have two sub-steps:
where we indicate on the top of → the sub-component performing the step. The first step corresponds to the semantics of the atomic component atmC informally explained above, and its result 1, chosen (2, 2341, withdraw(50) ) is piped into the request for the second step. By the semantics of case, the second step is obtained from the sub-step:
By the semantics of sel, the latter is obtained from the step
performed by the atomic component b (2) , which updates the current amount of the account 2341 stored in the database db 2 . By the semantics of case, the result The result Res 1 : (amount(Acc, A)|refusedOp)|notOkP in indicates that the pin is okay, the operation has been performed successfully and the new amount is £5120.
Discussion
In our component model, exogenous connectors play a fundamental role, not only for constructing atomic components but also for composing components into composites, whilst providing interfaces to all these (atomic and composite) components. Independently, exogenous connection has been defined as exogenous coordination in coordination languages for concurrent computation [2] . Also independently, in object-oriented programming, the courier patter [10] uses the idea of exogenous connection. There are also similarities with Service Oriented Architectures [29] , where business processes accessing (independent) services can be specified by means of an orchestration language. However, no current model relies on encapsulation requirements as strong as ours. We believe that strong encapsulation is a key feature to obtain truly independent and reusable components.
The preliminary formalisation of our component model provides a semantic framework for our approach to component-based software development. Our model and formalisation highlight the basic ideas and fix the minimal requirements for a component system based on exogenous connectors, whilst leaving completely open the choice of the specific connectors and of the interface language. The possibility of designing connectors and interfaces in our model is illustrated by the example of Section 4.4, which outlines part of a possible DS. The example shows that an interface language tailored to the structural properties of connectors allows us to link the meaning of data involved in computation to the structure of components. In this way, the semantic framework of our model should enable us to reason formally not only about the correctness of individual atomic components, but also about the correctness of any composite component, and therefore the correctness of any system built from components.
Consequently, two benefits should accrue, viz. predictable assembly of componentbased systems, and verified software built from pre-verified components. Predictable assembly is the ultimate goal of Component-based Software Engineering, whilst verified software has remained a grand challenge for a long time [13] . We believe that our component model can contribute to predictable assembly because it allows us to generate interfaces to any composite component (or system) we build, directly from the interfaces of its constituent (sub)components.
By the same token, our model can contribute to the verified software challenge by breaking the problem down into smaller sub-problems, and in particular by enabling proof reuse, i.e. using proofs of sub-components directly in the proof of a composite or system. To realise these benefits, we are implementing our component model in the Spark [4] language, which has proof tools which can support verification of components.
Our formalisation (and model) is only preliminary at present however. Many issues still need to be investigated, e.g. what kinds of connectors are useful in practice, considering the constructs introduced in other approaches, e.g. in web service orchestration languages such as BPEL [1] . The problem is to establish whether particular connectors are compositional and preserve strong encapsulation.
For instance, in the bank example, we have used a loop connector at the outer-most level, simply because it is natural to use such a connector to handle continuous inputs from clients. This connector, as defined here, is compositional because it iterates on a finite sequence of requests. Ideally, however, it should allow an infinite stream of inputs, but unfortunately such a loop connector is not compositional. Clearly whether a loop terminates is usually only known at run-time. So whether it can ever be used as a composition connector at design time remains a moot point. Equally, a non-terminating loop connector may be acceptable, even desirable, at the outer-most level. It would be interesting to study the possibility of introducing infinite streams into our approach while maintaining a notion of control encapsulation, by using general formal contexts, such as FOCUS [7] .
Conclusion
In this paper, we have presented a software component model and its preliminary formalisation. Encapsulation and compositionality are the key concepts that underlie our model. In contrast, existing component models tend to use either objects or architectural units as components, which are neither well encapsulated nor compositional.
Our component model is based on exogenous connectors. Using these connectors to construct and compose components is the key to achieving encapsulation and compositionality. Composite components constructed by exogenous connectors are self-similar, which makes a compositional approach to system construction possible. In contrast to existing software component models, our self-similar components are also encapsulated and compositional.
Another benefit of exogenous connection is that components are loosely coupled, since control is originated and encapsulated by connectors, unlike ADL connectors that do not originate or encapsulate control. As a result, systems are modular and therefore easier to maintain and re-configure.
The signature is the one explained in Section 4. We import the parametric abstract data type List(X). The defined sorts are OpT ype, List(X), Comp, Instance, and
Step. They are freely generated from the open sorts, according to the following constructor axioms (see [15] 
