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Abstract
The σ -convergence and σ -core of a real bounded sequence were introduced in [R. Raimi, Invariant means and invariant matrix
methods of summability, Duke Math. J. 30 (1963) 81–94] and [S.L. Mishra, B. Satapathy, N. Rath, Invariant means and σ -core,
J. Indian Math. Soc. 60 (1984) 151–158], respectively. In this work, we extend these ideas to double sequences.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
Let ∞ and c be the Banach spaces of real bounded and convergent sequences with the usual supremum norm. Let
σ be a one-to-one mapping from N, the set of natural numbers, into itself. A continuous linear functional φ on ∞ is
said to be an invariant mean or a σ -mean if and only if
(i) φ(x) ≥ 0 when the sequence x = (xk) has xk ≥ 0 for all k,
(ii) φ(e) = 1, where e = (1, 1, 1, . . .),
(iii) φ(x) = φ(xσ(k)) for all x ∈ ∞.
Throughout this work we consider the mapping σ having no finite orbits, that is σ p(k) = k for all positive integers
k ≥ 0 and p ≥ 1, where σ p(k) is pth iterate of σ at k. Thus, a σ -mean extends the limit functional on c in the sense
that φ(x) = lim x for all x ∈ c, [8]. Consequently, c ⊂ Vσ where Vσ is the set of bounded sequences all of whose
σ -means are equal.
In the case σ(k) = k + 1, a σ -mean is often called a Banach limit and Vσ is the set f of almost convergent
sequences, introduced by Lorentz, [3]. It can be shown [14] that
Vσ =
{
x ∈ ∞ : limp tpn(x) = s uniformly in n, s = σ - lim x
}
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where
tpn(x) = xn + xσ(n) + · · · + xσ p(n)p + 1 , t−1,n(x) = 0.
We say that a bounded sequence x = (xk) is σ -convergent if and only if x ∈ Vσ . We denote by Z the subset of Vσ
consisting of all sequences with σ -limit zero. It is well known [14] that x ∈ ∞ if and only if (φ(x) − x) ∈ Z and
Vσ = Z ⊕ Re.
A double sequence x = [x jk]∞j,k=0 is said to be convergent in the Pringsheim sense or P-convergent if for every
ε > 0 there exists an N ∈ N such that |x jk − l| < ε whenever j, k > N [12]. In this case, we write P- lim x = l. By
c2, we mean the space of all P-convergent sequences.
A double sequence x is said to be bounded if there exists a positive number M such that |x jk| < M for all j, k, i.e.,
if
‖x‖ = sup
j,k
|x jk| < ∞.
We note that in contrast to the case for single sequences, a convergent double sequence need not be bounded.
Let A = [amnjk ]∞j,k=0 be a four-dimensional infinite matrix of real numbers for all m, n = 0, 1, . . .. The sums
ymn =
∞∑
j=0
∞∑
k=0
amnjk x jk
are called the A-transforms of the double sequence x . We say that a sequence x is A-summable to the limit l if the
A-transform of x exists for all m, n = 0, 1, . . . and is convergent to l in the Pringsheim sense, i.e.,
lim
p,q→∞
p∑
j=0
q∑
k=0
amnjk x jk = ymn
and
lim
m,n→∞ ymn = l.
Moricz and Rhoades [7] have defined almost convergence of a double sequence as follows:
A double sequence x = [x jk]∞j,k=0 of real numbers is said to be almost convergent to a limit l if
lim
p,q→∞
∣∣∣∣∣
1
pq
p∑
j=0
q∑
k=0
x j+s,k+t − l
∣∣∣∣∣ = 0
uniformly in s, t . By f2 we denote the set of all almost convergent double sequences.
Note that a convergent single sequence is also almost convergent but for a double sequence this is not the case, that
is, a convergent double sequence need not be almost convergent. However every bounded convergent double sequence
is almost convergent.
Let B = (bnk) (n, k = 1, 2, . . .) be an infinite matrix of real numbers and x = (xk) be a real number sequence.
We write Bx = ((Bx)n) if Bn(x) = ∑k bnk xk converges for each n. Let E and F be any two sequence spaces. If
x ∈ E implies that Bx ∈ Y , then we say that the matrix B maps E into F . By (E, F) we denote the class of matrices
B which maps E into F . If E and F are equipped with the limits E- lim and F- lim, respectively, B ∈ (E, F) and
F- lim Bx = E- lim x for all x ∈ E , then we write B ∈ (E, F)reg. The matrix B is said to be (i) regular if B ∈ (c, c)reg
and the conditions of regularity are well known [5], (ii) strongly regular if B ∈ ( f, c)reg and the conditions of strong
regularity have been given in [3]. Also, the necessary and sufficient conditions have been determined for a matrix B
to be belong to the class (Vσ , c)reg, [14].
The concept of regularity has been defined for four-dimensional matrices in the same way (see [2] and [13]). Moricz
and Rhoades [7] have determined necessary and sufficient conditions for a four-dimensional matrix A to be strongly
regular. Recently in [10], the necessary and sufficient conditions have been given for a four-dimensional matrix A to
belong to the class (c∞2 , f2)reg, where c∞2 is the space of all real bounded convergent double sequences.
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Recall that Knopp’s Core of a bounded sequence x is the closed interval [lim inf x, lim sup x], [4]. Recently, in
the sense of Knopp’s Core, the P-core of a double sequence was introduced by Patterson as the closed interval
[P- lim inf x, P- lim sup x] [11].
Let us write
L(x) = lim sup
p,q→∞
sup
s,t≥0
1
pq
p∑
j=0
q∑
k=0
x j+s,k+t .
Quite recently, Mursaleen and Edely [9] have defined the M-core of a double sequence as [−L∗(−x), L∗(x)]
analogously to the Banach Core of single sequences and given necessary and sufficient conditions for a four-
dimensional matrix A to yield P-core(Ax) ⊆ M-core(x) for all x ∈ 2∞, where 2∞ is the set of all real bounded
double sequences.
In this work, we introduce σ -convergence of a double sequence and define the σ -core for double sequences. Also,
we determine a class of four-dimensional matrices such that P-core(Ax) ⊆ σ -core(x) for all x ∈ 2∞. Note that the
σ -core for single sequences has been introduced in [6].
2. Lemmas
We list below some lemmas which will be useful to us in the proofs of theorems.
Firstly note that a four-dimensional matrix A is said to be RH-regular if Ax is P-convergent and P- lim Ax =
P- lim x whenever x = (x jk) is P-convergent.
Lemma 2.1 ([2,13]). The four-dimensional matrix A is bounded-regular or RH-regular if and only if
P- lim
m,n
amnjk = 0 ( j, k = 0, 1, . . .) (2.1)
P- lim
m,n
∑
j,k
amnjk = 1, (2.2)
P- lim
m,n
∑
j
∣∣∣amnjk
∣∣∣ = 0 (k = 0, 1, . . .), (2.3)
P- lim
m,n
∑
k
∣∣∣amnjk
∣∣∣ = 0 ( j = 0, 1, . . .), (2.4)
∑
j,k
∣∣∣amnjk
∣∣∣ ≤ C < ∞ (m, n = 0, 1, . . .). (2.5)
Lemma 2.2 ([11]). If A is a four-dimensional matrix, then for all real-valued double sequences x,
P- lim sup(Ax) ≤ P- lim sup(x)
if and only if A is RH-regular and
P- lim
m,n
∑
j,k
∣∣∣amnjk
∣∣∣ = 1. (2.6)
The following lemma has been given as a result after Lemma 1 of [1].
Lemma 2.3. Let X be a linear space and P be a sublinear functional on X. By {X, P} let us denote the set of all
linear functionals T on X such that T (x) ≤ P(x) for all x ∈ X. Then, {X, P} = {X, Q} if and only if P(x) ≤ Q(x)
for all x ∈ X, where Q is also a sublinear functional on X.
3. The main results
Definition 3.1. A bounded double sequence x = [x jk] of real numbers is said to be σ -convergent to a limit l if
lim
p,q
1
pq
p∑
j=0
q∑
k=0
xσ j (s),σ k(t) = l uniformly in s, t . (3.1)
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In this case we write σ2- lim x = l. By V 2σ and Z2, we respectively denote the set of all bounded σ -convergent and
σ -convergent to zero double sequences. Clearly c∞2 ⊂ V 2σ . Note that (3.1) can be written also as follows
lim
p,q
∣∣∣∣∣
1
pq
p∑
j=0
q∑
k=0
xσ j (s),σ k(t) − l
∣∣∣∣∣ = 0 uniformly in s, t .
One can see that in contrast to the case for single sequences, a convergent double sequence need not be
σ -convergent. But every bounded convergent double sequence is σ -convergent. In the case σ(i) = i + 1, σ -
convergence of double sequences reduces to almost convergence.
Now, we say that a four-dimensional matrix A = [amnjk ] is strongly σ -regular if Ax ∈ c∞2 and P- lim Ax = σ2- lim x
for every x ∈ V 2σ .
In the next theorem, we will characterize the strongly σ -regular matrices. Firstly, we need a lemma which
characterizes the class (2∞, c∞2 ).
Lemma 3.2. A ∈ (2∞, c∞2 ) if and only if the condition (2.5) holds and
lim
m,n
amnjk = α j,k for each j, k = 1, 2, . . . , (3.2)
lim
m,n
n∑
k=1
amnjk exists for each j and (3.3)
lim
m,n
m∑
j=1
amnjk exists for each k,
∑
j,k
∣∣∣amnjk
∣∣∣ converges, (3.4)
lim
m,n
∑
j
∑
k
∣∣∣amnjk − α j,k
∣∣∣ = 0. (3.5)
Proof. Let the conditions (2.5) and (3.2)–(3.5) hold and x ∈ 2∞. Then, since∣∣∣∣∣
∑
j
∑
k
amnjk x jk −
∑
j
∑
k
α j k x jk
∣∣∣∣∣ ≤ ‖x‖
∑
j
∑
k
∣∣∣amnjk − α j k
∣∣∣ ,
the condition (3.5) implies that
lim
m,n
∑
j
∑
k
amnjk x jk =
∑
j
∑
k
α j k x jk .
This means that Ax ∈ c∞2 and the proof of the sufficiency is complete.
Conversely; suppose that A ∈ (2∞, c∞2 ). Then, since Ax ∈ c∞2 for each x ∈ 2∞, the condition (2.5) must hold.
Now, let us consider the sequences defined by
u1j k =
{
1, at the jkth place
0, otherwise
and u2j k = 1 for each j, k. Then, the conditions (3.2) and (3.4) follow by considering the sequences u1 and u2,
respectively. For the necessity of the condition (3.3) it is enough to choose the sequences v1 and v2 defined by
v1j k =
{
1, k ≤ n, j = m
0, otherwise
v2j k =
{
1, j ≤ m, k = n
0, otherwise.
Let us define a matrix B = [bmnjk ] by bmnjk = (amnjk − α j k). Then, clearly, B ∈ (2∞, c∞2 ). Now, suppose that the
condition (3.5) does not hold. By an argument similar to that for the Schur Theorem for single sequences ([5], pp.
169), one can find a x ∈ 2∞ for which Bx does not converge. This contradiction implies the necessity of (3.5). 
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Theorem 3.3. A four-dimensional matrix A = [amnjk ] is strongly σ -regular if and only if A is RH-regular and
lim
m,n
∑
j,k
∣∣∣amnjk − amnσ( j ),k
∣∣∣ = 0, (3.6)
lim
m,n
∑
j,k
∣∣∣amnjk − amnj,σ (k)
∣∣∣ = 0. (3.7)
Proof. Suppose first that A is strongly σ -regular. Then, the RH-regularity of A follows from the fact that c∞2 ⊂ V 2σ .
Now, for any x = [x jk], we can write∑
j,k
amnjk
(
x jk − xσ( j ),k
) = ∑
j,k
(
amnjk − amnσ( j ),k
)
xσ( j ),k −
∑
j ∈σ(N),k
amnjk x jk (3.8)
and ∑
j,k
amnjk
(
x jk − x j,σ (k)
) = ∑
j,k
(
amnjk − amnj,σ (k)
)
x j,σ (k) −
∑
j,k ∈σ(N)
amnjk x jk . (3.9)
Since the equalities of (3.8) and (3.9) are true for all x , in the special case x jk = 0 for all k ∈ σ(N), all j and in the
special case x jk = 0 for all j ∈ σ(N), all k, we respectively have∑
j,k
amnjk
(
x jk − xσ( j ),k
) = ∑
j,k
(
amnjk − amnσ( j ),k
)
xσ( j ),k (3.10)
and ∑
j,k
amnjk
(
x jk − x j,σ (k)
) = ∑
j,k
(
amnjk − amnj,σ (k)
)
x j,σ (k). (3.11)
Now, let x ∈ V 2σ . Then, since (x jk − xσ( j ),k) ∈ Z2, the left hand side of (3.10) is in c∞2 with P-limit zero. Hence,
the matrix B = [bmnjk ] defined by
bmnjk =
(
amnjk − amnσ( j ),k
)
for all m, n, j, k ∈ N
is in the class (2∞, c∞2 ). Therefore, (3.6) follows from Lemma 3.2.
By the same analysis, one can show the necessity of (3.7).
Conversely, let A be RH-regular and (3.6) and (3.7) hold. Let x ∈ V 2σ and σ2- lim x = l. Then, we can write
x jk = (x jk − xσ( j ),k) + l.E (3.12)
or
x jk = (x jk − x j,σ (k)) + l.E (3.13)
where E = (e jk) is defined by e jk = 1 for all j, k ∈ N. Now, by (3.12), we have∑
j,k
amnjk x jk =
∑
j,k
amnjk (x jk − xσ( j ),k) + l
∑
j,k
amnjk . (3.14)
Thus, (3.10) allows us to write that∣∣∣∣∣
∑
j,k
amnjk (x jk − xσ( j ),k)
∣∣∣∣∣ =
∣∣∣∣∣
∑
j,k
(
amnjk − amnσ( j ),k
)
xσ( j ),k
∣∣∣∣∣
≤ ‖x‖2∞
∑
j,k
∣∣∣amnjk − amnσ( j ),k
∣∣∣ ,
and (3.6) implies that
lim
m,n
∑
j,k
amnjk (x jk − xσ( j ),k) = 0.
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Therefore, taking limit as m, n −→ ∞ in (3.14) and considering the RH-regularity of A, we have P- lim Ax =
σ2- lim x . This means that A is strongly σ -regular and the proof is completed. 
Now, we extend M-core to the σ2-core and establish an inclusion with the P-core.
Definition 3.4. Let us write
Cσ (x) = lim sup
p,q
sup
s,t
1
pq
p∑
j=0
q∑
k=0
xσ j (s),σ k(t).
Then, σ2-core of a real bounded double sequence x is the closed interval [−Cσ (−x), Cσ (x)].
Since every bounded convergent double sequence is σ -convergent, we have Cσ (x) ≤ P- lim sup x on 2∞. Hence,
σ2-core(x) ⊆ P-core(x) for all bounded double sequences x . Also, in the case σ(i) = i + 1, the σ2-core reduces to
the M-core.
Now, we give the following lemma which will be used in the proof of our next theorem.
Lemma 3.5. Let Wp(x) = infz∈Z2 {P- lim sup(x + z)}. Then, Wp(x) = Cσ (x) on 2∞.
Proof. Since 0 ≤ Cσ (z) ≤ P- lim sup z for all z ∈ Z2, Wp is well defined on 2∞. On the other hand, by the
Lemma 2.3, Wp(x) = Cσ (x) for all x ∈ 2∞. 
Theorem 3.6. Let A be a four-dimensional matrix. Then, P- lim sup Ax ≤ Cσ (x) for every real bounded double
sequence x if and only if A is strongly σ -regular and (2.6) holds.
Proof. Let P- lim sup Ax ≤ Cσ (x) for all x ∈ 2∞. If x ∈ V 2σ ⊂ 2∞, then −Cσ (−x) = Cσ (x) = σ - lim x . Thus, we
get
σ - lim x ≤ P- lim inf Ax ≤ P- lim sup Ax ≤ σ - lim x
which implies that P- lim Ax = σ - lim x . So, A is strongly σ -regular.
On the other hand, since Cσ (x) ≤ P- lim sup x for all x ∈ 2∞, the necessity of (3.10) follows from Lemma 2.2.
Conversely, suppose that A is strongly σ -regular and (3.10) holds. Then, since A is also RH-regular, from
Lemma 2.2 we have
P- lim sup Ax ≤ P- lim sup x
for all x ∈ 2∞. Hence,
H (z) = inf
z∈Z2
{P- lim sup A(x + z)} ≤ inf
z∈Z2
{P- lim sup(x + z)} = Wp(x).
On the other hand, the strongly σ -regularity of A implies that P- lim sup Az = 0 for all z ∈ Z2. Therefore
H (z) ≥ inf
z∈Z2
{P- lim sup A(x)} + inf
z∈Z2
{P- lim sup A(z)}
= P- lim sup Ax .
Combining the last two inequalities we get that P- lim sup Ax ≤ Wp(x) for all x ∈ 2∞. So, by Lemma 3.5, the proof
is completed. 
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