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Abstract
Ion beam analysis techniques have been developed to allow profiling of small 
molecules diffused into materials at depths ranging from 10"7 to 10"1 m.
A model DPS/PS/DPS triple-layer film and D(3He,p)4He nuclear reaction analysis 
was used to test the applicability of a novel data processing program -  the IBA 
DataFumace -  to nuclear reaction data. The same reaction and program were used to 
depth profile the diffusion o f heavy water into cellophane.
A scanning 3He micro-beamlechnique was developed to profile the diffusion of small 
molecules into both planar and cylindrical materials. The materials were exposed to 
liquids containing deuterium labelled molecules. A cross-section was exposed by 
cutting the material perpendicular to the surface and this was bombarded by a 
scanning 3He micro-beam. Nuclear reaction analysis was used to profile the diffusing 
molecules, particle induced X-ray emission (in most cases) to locate the matrix and 
Rutherford backscattering for normalisation. Two-dimensional maps showing the 
molecular distribution over the cross-section were obtained. From these one­
dimensional concentration profiles were produced. Water diffusion was studied into a 
planar and a cylindrical polymer, three different planar fibre optic grade glasses and 
both a fibre optic pressure sensor and communication fibre. The diffusion o f dye into 
hair was also investigated. These studies have provided information about the 
diffusion mechanisms that take place, and where relevant diffusion coefficients have 
been obtained using either a semi-infinite medium Fickian planar diffusion model or a 
cylindrical Fickian diffusion model.
II
A scanning proton Rutherford backscattering technique for the areal profiling, at 
different depths, of a heavy element in a light matrix is also described. The technique 
is demonstrated by its application to imaging the A1 distribution around a hole in a 
model Al/PET multi-layer sample.
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Chapter 1
Introduction
Ion beam analysis has been used for many years to investigate materials. It involves 
the detection of the products of nuclear and atomic reactions caused by a beam of ions 
incident on a target. The types and energies of the reaction products detected enable 
determination of the target’s composition. There are several techniques available e.g. 
Nuclear Reaction Analysis (NRA), Particle Induced X-ray Emission (PIXE) and 
Rutherford Backscattering Spectrometry (RBS). These have been used to study a 
wide variety of materials in biological and medical fields [1], art and archaeology 
[2,3], forensic science [4] and the semiconductor industry [5,6].
There are many instances when it is important to be able to measure molecular 
ingress/diffusion both near the surface and/or at depth in a material. The cosmetics 
industry, for example, need to know how far and at what rate their hair products (i.e. 
shampoo, hair dye etc.) diffuse into hair to inform improvements. The 
pharmaceuticals industry need to know how water diffuses into drug-release polymers 
to help them predict the drug release. There is also a lot of interest in the diffusion of 
water and chloride ions into reinforced concrete that can attack the steel inside. A 
knowledge of this diffusion would help develop inhibition methods and hence be of 
great value to the construction industry.
1
1.1 Methods of measuring diffusion
Many methods are available to measure diffusion. One of the simplest is gravimetric 
analysis [7]. Diffusion cells are used to expose a material to a diffusant after which 
the mass uptake is determined by weighing the sample. The relationship between the 
mass uptake and the exposure time gives information about the diffusion 
characteristics of the whole system. It is the easiest method but is unable to provide 
concentration profiles.
If the diffusant contains a visible pigment it may be possible to observe it optically 
with a microscope. More sophisticated methods using elipsometry [8], lasers and 
Fourier Transform Infra-Red spectroscopy (FTIR) [9] have also been used. 
Transmission Electron Microscopy (TEM) [10] has been used in a similar way to the 
optical method described above. Neutron reflectometry [11] is non-destructive and 
provides a high resolution but requires a model to interpret the data. Nuclear 
Magnetic Resonance Imaging (NMR Imaging) [12] sometimes known as Magnetic 
Resonance Imaging (MRI) has also been used.
1.2 The use of ion beams to investigate diffusion
RBS has been used for the depth profiling of elements in one-dimension for many 
years, especially in the analysis of semiconductors [13]. It is an absolute method that 
does not require the use of standards and is most suited to the detection of heavy 
elements in a light matrix. To profile light elements in a heavy matrix Elastic Recoil 
Detection Analysis (ERDA) can be used. The simplicity of this technique has lead to 
its widespread use [14].
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Using specific nuclear reactions, both non-resonant [14,15] (better resolution than 
ERDA) and resonant [14] NRA may be used to profile particular isotopes or elements 
in one-dimension regardless of the matrix they are in. The D(3He,p)4He nuclear 
reaction energy loss technique has been used to depth profile deuterium diffusion (up 
to several microns) into Si [16] and SiOz films [17,18]. At Surrey [19,20] and 
elsewhere [21] it has been used to investigate inter-polymer diffusion by deuterium 
labelling of the diffusing molecules.
To depth profile deuterium labelled molecules at depths greater than several microns 
(and also in two-dimensions) a scanning 3He micro-beam technique, developed at 
Surrey [22], can be used. This involves cutting the sample perpendicular to the 
direction of diffusion, scanning over the cross-section with a 3He beam and detecting 
protons from the D(3He,p)4He reaction. The only limit to the depth profiled is how 
far the sample can be translated. Elements can also be simultaneously profiled using 
Particle Induced X-ray Emission (PIXE). These techniques have been used for the 
study of diffusion into a variety of materials. As well as work described in this thesis 
they have also been applied to the study of water and chloride diffusion into cement 
[23] and water into hydrophilic polymer [24].
Elements can be depth-profiled in three-dimensions by using RBS combined with a 
scanning micro-beam. To date this combination, also known as RBS tomography, has 
mainly been applied to the analysis of semiconductors [25].
There are many cases when these techniques are used in a complementary way. In 
polymer diffusion studies carried out by the IRC in Polymer Science and Technology,
3
University of Durham, the NRA energy loss technique is used to produce a model that 
is then used to help fit neutron reflectometry data [26]. In a study of water diffusion 
into cellophane (see Chapter 6) energy loss NRA has been used to support 
Transmission Electron Microscopy (TEM) and Scanning Transmission Electron 
Microscopy (STEM) data. Occasionally the techniques of ERDA and RBS are used 
together [27] when it is necessary to profile light and heavy elements together.
1.3 Aims and objectives of this work
This work was carried out to build upon, expand and improve existing techniques 
used to study molecular ingress and diffusion into materials. Chapters 2 and 3 explain 
the principles of ion beam analysis and diffusion. Chapter 4 explains the 
experimental apparatus and its use for the different techniques. Chapter 5 describes 
the extension of the IBA DataFumace [28] to allow it to analyse energy loss NRA 
data in a fully automated way. This was tested by applying it to the profiling of 
deuterium in a model DPS/PS/DPS triple-layer film using the D(3He,p)4He energy 
loss technique and subsequently used to profile the diffusion of heavy water (D2O) 
into cellophane. Chapter 6 describes the use of the scanning 3He micro-beam 
technique to profile the diffusion of heavy water into planar materials. Both 
polyglycolide, which has applications as a dmg-release polymer, and fibre optic grade 
glasses have been investigated. One-dimensional profiles were produced and the rate 
o f diffusion measured quantitatively. Chapter 7 describes the use of the scanning 3He 
micro-beam technique to profile diffusion into cylindrical materials. The diffusion of 
hair dye into hair, heavy water into fibre optics and heavy water in polylactide (a 
dmg-release polymer) have been investigated. One-dimensional radial profiles were 
produced from which a diffusion coefficient was obtained using a cylindrical Fickian
4
diffusion model. Chapter 8 describes the use of RBS combined with a scanning 
proton micro -beam to two-dimensionally profile a heavy element (in this case 
aluminium) in an Al/PET multi-layer test sample at different depths. Finally chapter 
9 contains a summary of the overall conclusions.
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Chapter 2
Principles of ion beam analysis
2.1 Interaction of ions in matter
2.1.1 Energy loss
The primary cause of energy loss as ions traverse a material is collisions with atomic 
electrons (electronic energy loss). Elastic collisions with nuclei (nuclear energy loss) 
are small and can be considered negligible for H (proton) and 3He ion energies greater 
than a few 100 keV. As the ions traverse the material they interact with many 
electrons which may be either raised to a higher energy level (excitation) or ejected 
from the atom (ionisation) [29]. It is the transfer of energy from the ions to the 
electrons that causes a decrease in their velocity. In one collision the maximum 
energy that can be transferred (due to a head on collision), T, is given by
r = ^ i  (2.1)
m
where E  is the ion kinetic energy (MeV), m is the ion mass (938.26 MeW c2 for H and 
2808.41 MeV/c2 for 3He) and m0 is the rest mass of an electron (0.511 MeV/c2). This 
gives a maximum energy transfer of 1.46 keV for a 2 MeV 3He ion and 4.36 keV for a 
2 MeV H ion. This is a small fraction of the ion’s total energy indicating that it will 
undergo many collisions before stopping.
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2.1.2 Stopping power
The stopping power S' of a material for a given ion is defined as the energy loss, dE, 
per distance travelled in the material, dx, as given by
s = ~  (2.2)
dx
S  is also known as the specific energy loss and sometimes the rate of energy loss. The 
stopping cross-section s  is sometimes used and is defined as the energy loss per atom 
per cm2. The stopping cross-section is related to the stopping power by
- j §
where N  is the atomic density o f the target (atoms cm"2).
For an ion with a given charge, S  and s  increase as the ion velocity decreases. 
Classically the stopping power is defined by the Bethe formula [30] and is written 
5 = t e V iVg
mnv2
where
B = Z V m°v2Afor non-relativistic ions, v and ze are the velocity and charge of the
I
incident ion, N  and Z are the number density and atomic number of the atoms, m0 is
the rest mass of an electron, e is the electronic charge and I  represents the average 
excitation and ionisation potential o f the material.
Major theoretical advances in calculation of the stopping of ions have been reported 
in the literature. From an extensive study based on semi-empirical fitting of
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experimental data, Ziegler et al. [31] have produced tables of the stopping powers for 
different ions in different elements.
To calculate the stopping power of ions in compounds or mixtures of elements the 
Bragg rule [14] is used. For a compound or mixture AmBn the stopping power S  may 
be written
(2.5)
where m+n is normalised to unity. The stopping cross-section of ions in compounds 
is calculated in a similar manner. This assumes that the interaction processes between 
the ions and component target elements are independent of the surrounding target 
atoms. The chemical and physical state of the medium is, however, observed to have 
an effect on the stopping power with deviations of the order of 10-20 %. A 
discussion of these effects is given by Ziegler and Manoyan [32].
2.1.3 Range
The projected range of an ion in a material is defined as the mean depth from the 
target surface at which the ion stops in the material. The range R along the path is the 
total distance the ion has traversed along its trajectory and is given by
(2.6)
dx
Since the ion propagation is not rectilinear the projected range is smaller than the 
range. Ranges are normally calculated using analytical methods [14] or simulation 
methods [14]. Generally the calculated projected ranges are roughly as accurate as 
the stopping powers i.e. 5-20 %.
Ranges in compounds or mixtures can be calculated using one of two techniques:
• Calculating the ranges of the ion in each element of the compound and then taking 
the weighted average due to the relative compositions.
• Finding the range of the ion in a target having an atomic number equal to the 
average atomic number of the compound.
2.1.4 Straggling
Due to fluctuations in the amount of energy transferred during the collision processes 
with electrons and nuclei as ions traverse a material, a spread in energies occurs. This 
phenomenon is known as straggling.
The contribution to straggling due to nuclear energy loss is very small compared to 
that due to electronic energy loss. Using Bohr’s theory, the variance of the electronic 
energy loss straggling, 8 2e , is given by
ô 2e = H {E IM x,Z 2y Bohr (2.7)
where
8 2Bohr = 4nZfZ2e4N t , H ( E /M l,Z 2)is the Chu correction factor [33], E  is the ion 
energy, M x is the mass of the incident ion, M 2 and Z2 are the mass and atomic 
number of the target and Nt is the areal density of the target.
The Chu correction factor is mainly necessary for high Z2 and low energies. For 
high energies it approaches 1 and becomes independent of Z2 and energy.
9
Energy straggling in compounds and mixtures can be added by using a similar 
approach to Bragg’s rule. For a compound or mixture AmBn the variance of the 
electronic energy loss straggling is written
where m+n is normalised to unity.
2.2 Ion beam analysis techniques
2.2.1 Nuclear Reaction Analysis (NRA)
NRA enables location of atoms by the detection of the products of known nuclear 
reactions. A typical compound-nucleus reaction is written 
a + X —» C* —> Y + b
where a is the energetic ion, X is the target and C* is the compound nucleus from 
which the reaction products Y and b are emitted. The geometry for this type of 
reaction is shown in figure 2.1. Usually b is detected and it’s properties used for 
analysis. A more compact way of expressing the same reaction is X(a,b)Y; the 
compound nucleus is not included because it is an intermediate state.
(2.8)
Y
o
a
o — o
X C
O b
Figure 2.1 : NRA geometry.
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2.2.1.1 Energetics/kinematics
In the basic reaction, conservation of total energy gives [29]
mx c2 + EX + mac2 +Ea = mYc2 + EY + mbc2 + Eb (2.8)
where Ex , Ea , EY and Eb are the kinetic energies and mx , ma , mY and mb are the
rest masses of the particles. The Q value, the energy released during the reaction, is 
written
reaction is said to be endothermie. By use of conservation of energy and linear 
momentum an equation for Eb dependent on the incident ion energy Ea and detector 
angle 0 can be derived:
An equation for Ey can be derived in the same way.
2.2.1.2 Cross-sections
The reaction cross-section o(£), which has the dimensions of area and has units 
usually o f millibarns, 10"27 m2, defines the probability of the reaction occurring, per 
unit area of incident beam o f energy E, per second. Normally a detector will not 
observe all the particles produced but just a small fraction and often the particles will 
not be emitted uniformly in all directions i.e. their distribution is angular dependant.
This gives rise to the differential cross-section — (0 ,£ ) which defines the
dQ.
probability o f the reaction occurring at a specific angle 0, per unit solid angle fl, per
Q = (mx +ma - m y - m b)c (2.9)
If the Q value is +ve the reaction is said to be exothermic and if the Q value is -ve  the
El12 (mambEa )1/2 CQS0 + {nambEa cos2 0 + (mY + mb %nYQ + (mY -  ma )Ea ]}1/2
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unit area of the incident beam of energy E, per second. The reaction cross-section is 
the integral of the differential cross-section over all solid angles.
2.2.1.3 The reaction D(3He,p)4He
This reaction is used for the detection and location of deuterium. It can be written as 
3He + D - > 5Li* -V H e  + p Q=  18.35 MeV
From equation 2.10 a 2 MeV incident 3He ion will give rise to a p of 11.79 MeV and a 
4He of 1 MeV at an exit angle of 165°. 3He ions incident on douterons will interact 
resulting in the forward recoil of the compound nuclei. As the 3He ions lose energy, 
by traversing a material, any compound nuclei produced due to douterons at depth 
will have a reduced forward momentum. Therefore as the 3He energy decreases the 
energies of protons and 4He ions emitted at backward angles from the compound 
nuclei increase. The proton and 4He spectra therefore contain information about the 
depth location of douterons in the material.
The cross-section at various angles and energies was measured by several groups in 
the early 1950s [34], [35], [36]. All of these measurements show almost no angular 
dependence. Moeller et al. [37] measured the reaction cross-section cr (mb) and fitted 
the following function to their data
where E  is the energy of the 3He ion (MeV), Ax = 1.577xl04, A2= 3.530, A^ = 2.291 x 
10"1, A4 = 2.411 and As = 7.930 x 10"3. Figure 2.2 shows a plot of this function for 
3He ion energies from 0 to 2 MeV. A broad resonance occurs at around 0.64 MeV.
(2.11)
12
’1  800 -
t /3
o 400 -
■3 200  -
1 1.5 20.50
Energy of 3He ion (MeV)
Figure 2.2: D(3He,p)4He reaction cross-section.
2.2.1.4 Resonant nuclear reactions
These involve using a reaction that has a narrow resonance to depth profile elements. 
Changing the energy of the beam incident on the target controls the depth at which 
resonance occurs. By varying the energy of the beam and detecting the products of a 
particular reaction it is possible to profile the depth of a particular element. The 
H(15N,ay)12C reaction, which has a resonance at 6.385 MeV [14], is commonly used 
to profile H.
2.2.1.5 Reaction yield
The yield of a nuclear reaction can be calculated, for a singly ionised incident ion, 
providing that the cross-section changes slowly with energy and that the energy loss is 
small over the depth being investigated. The yield in a detector subtending a solid 
angle of f2 (sr) at the target is given by [14]
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where Y  is the number of counts, Qc is the collected charge (C), g 3//e+ is the charge
on the 3He+ ion (1.6 x 10"19 C), ^ ^ ( 6 , E 0) is the differential cross-section at angle 6
dQ.
(cm2 sr-1) for the incident energy EQ, N AV is Avogadro’s constant (6.022 x 1023 mol"
1), t is the thickness of the target (cm), p  is the density of the target (g cm'3), (j) is the 
angle of incidence (rad) to the target and A is the atomic weight of the target (g).
If the reaction cross-section is used then ^ - ( 6  ,E  A  is replaced by . ^ AytP
dQ 9 An A
is sometimes replaced with Nt (areal density also known as mass thickness) where N
is the number of atoms per cm3 and t is the thickness (cm).
If the energy loss is not small or if the cross-section changes with energy the single 
layer should be split into multiple layers for which the above equation can be used 
and the yields for each layer added together.
2.2.2 Rutherford Backscattering Spectrometry (RBS)
Rutherford backscattering [38,14] occurs when an ion incident on a material is 
backscattered due to an elastic collision with a nucleus.
2.2.2.1 Energetics/kinematics
The backscattered ion has an energy, El9 characteristic of the mass of the struck 
nucleus as follows
E\ — Eq* KM2 (2 13)
where K M2 =
(m I - M f  sin20 ) /2 + M } cosQ
M-) +Mi
known as the kinematic factor.
M x and M 2 are the mass of the particles, G is the angle of scatter and E0 is the energy 
of the incident particle as shown in figure 2.3.
Only elements of a higher atomic number than the projectile will undergo Rutherford 
backscattering.
2.2.2.2 Spectrum appearance
Figure 2.4 shows the RBS spectrum from a two-element (AmBn) compound film of 
uniform composition on a low-mass substrate. The two peaks are due to the two 
elements A and B. The measured energies, Ex and Ex , from the high-energy sides 
of the peaks correspond^to backscatters from the surface of the film (due to the 
elements A and B) and can be used in equation 2.13 to calculate the masses M 2 and 
hence identify the elements present. The peak widths are caused by the energy loss of 
the incident ions in the film. At low energy there is a wide plateau due to backscatters 
from the low mass substrate. The peak heights are dependent on the concentration of
o
M\, E\
Figure 2.3: Basic RBS geometry.
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each element. If the film described here was thicker then the two peaks could overlap 
resulting in a step like structure.
2000
§ 1 0 0 0
500
Channel number
1000
Figure 2.4: Typical RBS spectrum from a two-element {AmBn) compound film.
2.2.2.3 Rutherford and non-Rutherford cross-sections
If the scattering is pure Coulomb scattering then the scattering cross-section (see 
section 2.2.1.2) is Rutherford. These may be calculated using an accurate 
approximation for large backscattering angles
d a = 1.296
da
%  12 f M ‘ l 2'X cosec4 — - 2J U J ( m 2 j xlO
-27 cm2 sr"1 (2.14)
where — (O,E0) is the differential Rutherford cross-section. E0 is in MeV. dO
For all projectile-target pairs the cross-section deviates from Rutherford at both high 
and low energies. The low energy departures are caused by partial screening o f the 
nuclear charges by the electron shells surrounding both nuclei. The high energy 
departures are caused by the presence of short range nuclear forces. Bozoian et al.
16
have developed equations that indicate at what energy the cross-section will be non- 
Rutherford.
For H ions « (0.12 + 0.01)Z2 -(0 .5  ±0.1) (2.15)
where Em  is the projectile energy (MeV) at which the cross-section (for 160° < 0<
180°) deviates from Rutherford by 4 %. Non-Rutherford cross-sections can be 
calculated by use of the program SIGMACALC developed by Gurbich [39].
2.2.2.4 Backscatter yield
The backscatter yield, for a singly ionised incident ion, in a detector subtending a 
solid angle o ff!  (sr) at the target is given by
QcC L ~ (6 ,E )N t
Y =  ^ — T  (Z 1 6 )Qio* cos — -  0  
V ^ y
where Y  is the number of counts, Qc is the collected charge (C), Qion is the charge on
the ion (for H+ this is 1.6 x 10"19 C), ^ - ( 6 , E )  is the differential cross-section at
aLl
angle 0 (cm2 sr'1) for ion energy E, N  is the number of atoms per cm3, t is the 
thickness (cm) and 0 is the angle of incidence (rad) to the target. The product Nt is 
known as the areal density or mass thickness.
Conversion of the mass thickness (Nt) to physical film thickness, t, requires 
knowledge of the film density p AB (g cm"3). The relevant atomic densities, N f  and 
N bb may be calculated from
m AB _ WPabN av . N AB _ npAB^AV 1
A ~ m ab ’ (Z17)
and then used in
m A (M )b
-k t AB "KtAB
to calculate the thickness t. Here Nav is Avogadro’s constant (6.023xl023 mol'1) and
M  AB = mM A + nMB is the molecular weight of the compound AmBn.
2.2.3 Resolution in the D(3He,p)4He NRA technique and RBS technique
Energy (and hence depth) resolution in both the D(3He,p)4He NRA technique and the 
RBS technique is given by a combination of contributions:
• Straggling - see section 2.1A  (variance 8 2e ).
• Geometrical effects due to the finite beam spot size and finite detector solid angle 
(variance 8 2g ).
• Multiple scattering of the incident ions and emitted particles in the target (variance 
8 2m). This causes energy spread because the energy of the ion depends on the 
different path lengths and the reaction angles.
• The energy resolution of the detector (variance 5 j) .
The energy resolution AE is calculated from the sum of the variances
The above effects have been reviewed by Szilâgyi et al. [40].
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2.2.4 Particle Induced X-ray Emission (PIXE)
PIXE [41] is a technique that is used to determine the elemental composition of a 
material. Ions incident on the material undergo many inelastic collisions with bound 
electrons before being stopped. These collisions may result in the ejection of inner 
shell bound electrons i.e. ionisation producing vacancies. Electrons from outer shells 
may then de-excite to fill the vacancies, releasing the energy in the form of an X-ray. 
Different elements have different electron shell energy levels and hence produce X- 
rays of different energies. The X-rays are therefore characteristic of the element they 
originate from and if detected can be used to identify the elements present in a 
material. Electron transitions to the K shell produce K X-rays (as shown in figure 
2.5) and transitions to the L shell produce L X-rays. Figure 2.6 shows possible 
electron transitions and indicates how Ka and Kp X-rays are produced. Some o f the 
main characteristic X-ray energies used in ion beam analysis are listed in figure 2.7.
Ka X-ray
Ion
#
Electron
Figure 2.5: Ionisation of a K shell electron resulting in a Ka X-ray.
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M shell
L shell
K shell
L series
a
K series
Figure 2.6: Main electron transitions.
Element Atomic number Ka(keV) Kp (keV) Li (keV)
C 6 0.277 0.284 -
0 8 0.525 0.543 -
Na 11 1.041 1.071 0.063
Mg 12 1.253 1.302 0.089
A1 13 1.485 1.557 0.118
Si 14 1.740 1.836 0.149
S 16 2.308 2.464 0.229
Cl 17 2.621 2.816 0.270
K 19 3.313 3.587 0.379
Ca 2 0 3.691 4.014 0.438
Fe 26 6.399 7.058 0.848
Cu 29 8.038 8.905 1.099
Figure 2.7: Table of commonly used X-ray energies [42].
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2.3 Ion beam induced damage
MeV 3He ion beams can induce damage in polymeric matrices by knocking out 
electrons and protons due to electronic and nuclear stopping. Experimental evidence 
suggests that electronic stopping causes cross-linking of the polymer chains whilst 
nuclear stopping causes predominantly scissions of the chains [43,44]. As electronic 
stopping is the most probable at MeV energies cross-linking is the likely dominant 
damage outcome. This work involves the diffusion of deuterated molecules into a 
polymer after which the profile is fixed. Because the predominant damage 
mechanism is cross-linking, the diffusion profile is not affected by ion irradiation as it 
might be if scission occurred. The diffusion profile is simply ‘frozen’ in situ - it 
cannot advance any further. Also, elements are knocked out of the polymer by 
nuclear scattering, which in principle should lead to a small loss over time. In 
previous work on inter-diffusion of polymers at Surrey the only change over time of 
irradiation of any diffused profile was observed using poly(methyl methacrylate) -  a 
polymer notoriously prone to scission. Even then only a small change in the profile 
was seen [45]. The polymers used in this work were not prone to scission.
Another possible problem is heating of the sample induced by energy deposition as 
the beam stops [14]. This can lead to several undesirable effects e.g.
• burning of sensitive samples such as biological matrices
• evaporation of the diffusant
• migration of mobile components in the sample
Shearmur [45] and Drew [46] have described how the sample can be cooled to retard 
these effects long enough to acquire a reasonable spectrum. The use of very low
21
beam current densities, long acquisition times and scanning of the beam can also be 
used to reduce sample heating.
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Chapter 3
Principles of diffusion
Diffusion is the process by which matter is transported from one part of a system to 
another as a result of random molecular motions [7,47].
3.1 Fickian diffusion
Pick [48] noticed the obvious analogy between diffusion and transfer of heat by 
conduction and used the equation of heat conduction derived by Fourier [49] to 
quantify diffusion. In an isotropic medium the rate of transfer of diffusing substance 
through unit area of a section is proportional to the concentration gradient measured 
normal to the section. This gives rise to Pick’s first law of diffusion 
dCF  = - D - ^ -  (3.1)
dx
where F  is the rate of transfer of diffusing substance, C is the concentration of the 
diffusing substance, x  is the distance measured normal to the surface and D  is the 
diffusion coefficient. In some cases D  can be taken as a constant but in others it is 
dependent on the concentration. The negative sign is present because diffusion occurs 
down a concentration gradient.
The fundamental differential equation of diffusion in an isotropic medium derived 
from equation 3.1, assuming the diffusion coefficient is constant in the x, y and z 
directions, is Pick’s second law
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If diffusion is in the x direction only this reduces to
d e  d
D -----
dt dx dx
(3.3)
The form o f Pick’s second law written in cylindrical co-ordinates r, 0 and z  is
6 C
dt r \  dr
rDS-Ç
dr
+ d_
dO
D d C  
r dO dz
(3.4)
General solutions to the above equations can be obtained for a variety of initial and 
boundary conditions provided the diffusion coefficient is constant. Such solutions 
usually have one of two standard forms. Either they are comprised of a series o f error 
functions or related integrals, in which case they are most suitable for numerical 
evaluation at small times i.e. in the early stages of diffusion, or they are in the form of 
a trigonometrical series (series of Bessel functions in the case of a cylinder) which 
converges most satisfactorily for large values of time. One of the most powerful 
methods of solution is the Laplace transformation [7], which can be used to obtain 
both of the standard forms mentioned above.
In most systems the diffusion coefficient is dependent on the concentration but often 
this dependence is slight and for practical purposes the diffusion coefficient can be 
assumed constant. If the diffusion coefficient is a function o f the concentration only, 
then using appropriate boundary conditions (e.g. semi-infinite medium) a Boltzmann
transformation (77 = “ iW) P I can be used to easily obtain a master curve 0 (77) and
hence evaluate D(C) from C(t). In Fickian ingress experiments the diffusion front 
(mass uptake etc.) generally advances with time as tm .
Figure 3.1 shows diffusion curves for increasing time and illustrates that the 
concentration behind the front is not uniform i.e. there is a concentration gradient that 
depends on time.
4
Increasing 
time t§
I 3
Fronts advance 
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0 0.5 1 1.5 2
Distance x (arbitrary units)
Figure 3.1: Fickian diffusion distance-concentration curves for increasing time.
3.1.1 Fickian diffusion into planar matrices
For diffusion with constant D into a semi-infinite medium where the surface is 
maintained at concentration Q  and the concentration in the medium is initially zero, 
i.e.
C =  C0, x = 0, t > 0,
C =  0, x > 0, f = 0,
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the solution  is
C = C0erfc— (3. 5)
2>JDt
where erfc(x) = 1 -  erf(x).
If diffusion is into both sides of a plane sheet of thickness /, with different surface 
concentrations and an initial uniform concentration Cj, i.e.
C — Co, x = 0 , r> o ,
C = C 2, x = /, t> 0 .
C = Q , 0  < x < /, t = 0,
the solution in the form of a trigonometrical series is
C = C0 + (C 2 - C 0) -  + - Y C 2 C0S-— —— sin Qxp(-Dn2t / Z2 ) +
7 " Z (3.6)
s in (2m + 1)^ exp{-Z)(27» + l ) ^ ^ / / 2} 
n “?02m + l I
If for the above case the surface concentrations are equal and the region is -/ < x < /
i.e.
C = Q , x — /, r> o ,
C — Co, x = /, r > 0 ,
C = C i, -/ < x < /, t = o,
the solution most suitable for large times is
C ~ c ‘ = 1 - —y exp{-£>(2« +1)2^ 2f / 4 /2}cos —  -  (3.7)
C0 -C , n j - l l n  + l J 2/
The corresponding solution useful for small times is
C -C , = y  ( - 1)" + y  ( - 1)" (3.8)
C0 Cj w=0 2yl(Dt) »=0 2y/(pt)
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Crank [7] gives various exact and approximate analytical solutions for cases where 
the surface concentrations and diffusion coefficients are variable.
The semi-infinite model can be used for diffusion into one side, where diffusion is 
through both sides, of a plane sheet providing the two fronts have not met.
3.1.2 Fickian diffusion into cylindrical matrices
Considering a long cylinder (so that end effects are negligible) in which diffusion is 
everywhere radial, the concentration is then a function of radius r and time t only. 
Equation 3.4 then becomes
ac i a f _ac^
dt r dr
(3.9)
Assuming a constant surface concentration and initial uniform distribution C/ in a 
cylinder of radius a, i.e.
C =  C0, r = a, f > 0,
C= Cj, 0 < r < a ,  t = 0,
the solution most suitable for large times is
C -C , 2  ÿ i  exp(- D a l i ) j0 (ra„ )
c0-c, a a„J,(aan)
where J 0 (x) and J 0 (x) are the Bessel functions o f the first kind of order zero and 
unity respectively, and the a /t s are the positive roots of J 0 (aan ) = 0.
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T he corresponding solution  usefu l for sm all tim es is
a - r  { a -  r)(Dta)
i j D t
a -
(3.11)
where
i • erfc(x) = —- e  *2 - x • erfc(x) and
i2 • erfc(x) = —(erfc(x) -  2  • x • ierfc(x))
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which holds provided r/a is not small.
Crank [7] gives solutions for cases involving a variable surface concentration.
3.2 Diffusion in heterogeneous media
Materials o f interest are frequently heterogeneous in structure. For the case of a 
composite material detailed knowledge of its composition and structure is required in 
order to obtain diffusion coefficients for each component. If the different components 
are uniformly distributed the material can be treated as one on length scales larger 
than the homogeneity. The resulting diffusion coefficient would then be that o f a 
hypothetical homogeneous medium exhibiting the same behaviour as the composite 
material. An interesting case is porous media such as drug-release polymers, rocks 
etc. where liquid and vapour diffusion in pore space, ‘capillary’ diffusion over pore 
surfaces and diffusion through the solid matrix must all be considered and occur in 
parallel.
3.3 Diffusion and chemical reaction
In some cases the diffusant may undergo a chemical reaction with the material that it 
is diffusing into. This can lead to some of the diffusing substance being immobilised 
and can be further complicated if the chemical reaction rate is dependent on the 
concentration of the diffusant. To be able to model the diffusion in this case it is 
necessary to have a detailed knowledge of the chemical reaction taking place.
3.4 Other diffusion mechanisms
A polymer in its rubbery state will respond rapidly to changes in stress while a 
polymer in its glassy state will not. The transition from rubber to glass occurs at the 
glass transition temperature. This temperature is lowered by the presence of solvent 
in the polymer. Hence, solvent entry to a glassy polymer at room temperature can 
induce a transition to a rubber at a critical concentration. The response of a polymer 
is measured by a mechanical relaxation rate that increases with increasing temperature 
and penetrant concentration. A polymer that responds rapidly to changes is said to 
have a high rate of relaxation and vice versa. The behaviour of liquid ingress into 
many glassy polymers cannot be described by the use of Pick’s laws, especially in 
cases when the diffusant causes extensive swelling. This is generally the case for 
polymers in their glassy state which are said to exhibit ‘non-Fickian’ (Case II) or 
‘anomalous’ behaviour. In their rubbery state the diffusion behaviour of polymers is 
generally Fickian.
Alfrey et al. [50] proposed a useful classification according to the relative rates of 
diffusion and polymer relaxation. These classes are as follows
29
• Case I or Fickian diffusion in which the rate of diffusion of solvent to the swelling 
front is much less than the swelling rate of the polymer permitted by the 
relaxation.
• Case II diffusion in which the rate of diffusion of solvent to the swelling front is 
much greater than the swelling rate of the polymer permitted by the relaxation.
• Anomalous diffusion in which the rate of diffusion of solvent to the swelling front 
is comparable to the swelling rate of the polymer permitted by the relaxation.
Case I or Fickian diffusion has been explained in the earlier sections of this chapter.
In Case II diffusion a sharp diffusion front advances with a constant velocity v so that 
the front advances as tl. The advancing front marks the innermost limit of penetration 
of the diffusant and is the boundary between swollen gel and glassy core. Figure 3.2 
shows diffusion curves for increasing time and illustrates that the concentration 
behind the front is near uniform unlike Fickian diffusion.
Fronts advance 
with constant 
velocity v
Increasing 
time t
0
0 0.5 1.5 2
Distance x (arbitrary units)
Figure 3.2: Case II diffusion distance-concentration curves for increasing time.
Case I and Case II diffusion processes are both simple in the sense that the behaviour 
of each can be described by a single parameter. In Case I systems this is the diffusion 
coefficient and in Case II systems this is the constant velocity of an advancing front. 
If the advance of the diffusion front is characterised by f ,  where % is a constant, then 
Case II systems are characterised by « = 1 and Case I systems by « = V2. Anomalous 
systems lie between Case I and Case II diffusion in that they take a value o f n 
between V2 and 1 .
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Chapter 4
Experimental details
The experimental equipment consists of three main components. A Van de Graaff 
accelerator, a beam line and a target chamber. The accelerator is used to produce a 
beam of 3He ions, which is directed down either the milli-beam line or the scanning 
micro-beam line and into the corresponding target chamber.
4.1 Van de Graaff accelerator
Figure 4.1 shows the basic components of the 2 MV Van de Graaff accelerator [51] 
based at the University of Surrey. Positive charges are sprayed from a coronal 
discharge onto a moving belt that carries them to the terminal where they are 
deposited. As the positive charge accumulates on the terminal, the potential increases 
up to a maximum value. A small amount of charge is allowed to ground through a 
series of resistors. Each of these resistors is connected to an equipotential plane, 
forming a voltage gradient and an electric field with lines parallel to the accelerator 
tube. Positive 3He ions, produced inside the terminal by r f  excitation, are accelerated 
through the accelerator tube until they leave via the exit portal.
The beam that emerges from the accelerator typically contains a range of energies and 
even a multiplicity o f species. A momentum selecting magnet is used to select ions of 
a particular energy and species and direct them down the desired beam line. X-Y 
deflection plates located before the selection magnet enable the entry point o f the
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beam to be varied as necessary. During use the accelerator tube and beam line are 
under a vacuum of 10"7 torr. The vacuum systems have been omitted from the 
following diagrams.
After the momentum selecting magnet on both the milli-beam and micro-beam lines 
there are a set of energy feedback slits [52]. Small changes in the energy o f the beam 
will alter the deflection in the magnet causing an excess o f current on one of the slits. 
This sends a signal to the Van de Graaff accelerator where the energy change is 
compensated for, ensuring that the beam energy is kept constant.
4.2 Radiation detectors
Silicon surface barrier detectors [30], used for detecting charged particles, are 
produced by etching or depositing an extremely thin p-type layer on to the surface of 
a crystal of n-type silicon. This results in the production of a p-n junction with an 
associated depletion region. Thin layers of gold and aluminium are then evaporated 
onto the p-type and n-type layers respectively to form electrical contacts. The 
application of a reverse (positive) bias across the p-n junction increases the depletion 
region depth. Radiations incident on the depletion region cause the formation of 
electron-hole pairs which are collected at the contacts inducing a current, the 
amplitude of which is proportional to the energy o f the incident radiation.
X-rays are detected using a Si(Li) detector [30]. The principle of operation is the 
same as for the surface barrier detector except that a larger depletion layer is required 
due to the more penetrating nature of the radiation. It consists of a crystal o f p-type
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silicon into which lithium atoms have been diffused in order to produce an n-type 
layer. This structure produces the larger depletion layer required for detecting X-rays.
4.3 Static milli-beam line
This is used to depth profile elements and isotopes in one-dimension by using NRA, 
ERDA or RBS. For this work the D(3He,p)4He NRA energy loss technique was used 
to depth profile diffusion of deuterated molecules up to depths of several pm.
4.3.1 Beam line
Figure 4.2 shows a schematic of the milli-beam line. Immediately after the 
momentum selecting magnet there is a set of energy feedback slits. These ensure that 
the beam energy is kept constant (see section 4.1). The beam may then pass through 
an optional 1 cm circular aperture after which it is guided into the target chamber by a 
set of X-Y deflection plates. Before the chamber there is a pair of vertical slits which 
may be used if  necessary. A gate valve is used to isolate the target chamber from the 
beam line when setting up and changing samples. Retractable quartz glass viewers 
are located before the momentum selecting magnet and after the aperture to enable the 
size, shape and position of the beam to be viewed.
4.3.2 Target chamber
A schematic o f the target chamber is shown in figure 4.3a. During use the chamber is 
operated under a vacuum. Firstly the chamber is roughed to a vacuum of 10' 1 torr 
using a rotary pump (DP valve closed, RP valve open). The rotary pump is then 
switched so that it is backing up the diffusion pump (RP valve closed, DP valve open) 
and the butterfly valve opened. Once a vacuum of 10"5 torr has been reached the line
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gate valve can be opened. During operation both the load lock and area between the 
cold finger and goniometer are differentially pumped. To open the chamber the 
butterfly valve and the load lock valve are closed followed by the opening of the load 
lock gate valve and the N2 gas inlet valve. A liquid N2 cold trap is used to prevent oil 
vapour from the diffusion pump rising into the chamber. The roughing and backing 
vacuum are measured using a Pirani gauge and the diffusion pump vacuum using a 
Penning gauge.
The sample is attached to a sample block that mates with a locator situated at the 
bottom of an isolated liquid N2 cooled cold finger, connected to a rotatable 
goniometer that can also be raised or lowered. Samples are changed by use of the 
load lock and a wobble stick. The butterfly valve is closed and the load lock 
evacuated with the wobble stick inside (with or without the sample block screwed into 
the end). The load lock (evacuation) valve is closed and the load lock gate valve 
opened. If removing a sample the end of the wobble stick is screwed into the end of 
the sample block on its locator and removed. If loading a sample the sample block on 
the end of the wobble stick is mated with the locator and the wobble stick unscrewed 
and removed. The load lock gate valve is closed, the evacuation valve opened and the 
chamber evacuated. The wobble stick can be removed by closing the load lock 
(evacuation) valve and opening the N2 gas inlet valve. This whole process enables 
samples to be changed while the chamber is still under vacuum.
Two types of sample block are used as shown in figure 4.4. The first is for solid 
samples such as DPS on a silicon wafer. They are held on a raised edge of the block 
by a small clip. The second is for large samples of polymer film such as cellophane.
38
Here the film is clamped between two metal bars located at the top and bottom o f the 
block.
Solid
sample
G Q
G G
Metal
bars
Sample blocks Polymer film 
Raised edge
Figure 4.4: Samples blocks used for a -  solid samples and b -  polymer films.
The detector positions (as shown in figure 4.3b) were determined by inspecting 
contributions to the energy resolution due to intrinsic resolution and kinematics i.e.
v 9 6  y
A0:
dED
AEd is the intrinsic energy resolution of the detector, - ^ - i s  the variation in particle
energy with angle quantified by Dieumeguard et al. [16] = Z (18O -0)) where
dG
K is a constant for a particular energy; as 0 -> 180° this -> 0). AG is the angular 
spread of the particles. A 100 mm2 area 1500 pm thick silicon surface barrier 
detector is positioned 10 cm away from the sample block at an angle of 165° to the 
incident beam. This is the closest angle to 180° that a planar detector can be situated 
without blocking the path of the beam hence minimising the variation in particle 
energy with angle. A collimator (with a rectangular aperture of 2 mm x 10 mm) is 
placed in front of the detector, reducing the angular spread of the particles and hence
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improving the resolution. An annular detector (12.6 mm2 area, 7 mm diameter hole 
and 2 mm annulus) is also positioned 10 cm away from the sample block so that the 
incident beam passes through its centre. In this case <9 is ~ 180°, reducing the 
variation in particle energy with angle to a minimum. A collimator is not used for the 
annular detector because each side of the detector (either side of the beam) is treated 
as a separate detector when the angular spread of particles is considered. This 
detector was used as part of a study to improve on the energy resolution obtainable 
with the planar detector. Unfortunately no significant change was observed because 
the intrinsic energy resolution of the annular detector is larger than that of the planar 
detector effectively cancelling out the improvements due to geometry.
A magnet is placed between the sample and detectors. This is used to deflect 
secondary electrons from the sample and prevent spurious signals. A triple alpha 
particle source producing particles of energies 5.156 MeV, 5.487 MeV and 5.805 
MeV is attached to the magnet as shown in figure 4.3c to aid in calibration o f the 
MCA and detect drift in the gain. Each detector is connected to an EG&G ORTEC 
142 pre-amplifier, followed an EG&G 572 amplifier and finally a 2048 channel 
MCA. A bias is applied using NE 4660 HV modules.
The charge incident on the sample is monitored by measuring the current through the 
isolated cold finger with a current integrator. This reading is dependent on the sample 
conductivity and can therefore only be used for inter-sample normalisation. There is a 
light inside the chamber and a viewing portal through which the sample can be seen. 
The beam size and location can be viewed through the portal by placing a piece of
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acrylic (which flouresces when exposed to the beam) on the sample block. During 
data acquisition the light is switched off and the viewing portal covered.
4.3.3 NRA using the D(3He,p)4He energy loss technique
The diffusing molecules are isotopically labelled to distinguish them from the matrix. 
Deuteration [22] has little effect on the chemical and physical properties o f molecules 
and enables profiling of their depth by use of the D(3He,p)4He nuclear reaction (see 
section 2.2.1.3). The reverse kinematics of this reaction at backward angles means 
that as the 3He ions lose energy traversing a sample the energy of the resultant protons 
and alpha particles increases. A depth profile can therefore be obtained from both the 
alpha particle and proton spectra. The proton spectrum is normally used because 
unlike the alpha particles they do not lose significant energy as they leave the sample. 
This has the effect of compressing the alpha particle spectrum resulting in a loss o f 
depth resolution. There are also no interactions that may interfere with the protons 
but Rutherford backscatters sometimes mask the alpha particles.
The beam energy and angle o f incidence 0 are chosen in order to optimise the depth 
resolution for the samples being studied. The depth resolution M  (see figure 4.5) is 
given as
m = Ü s H  ( 4 ' 1 }
where AE, is the energy resolution at depth I and S(J) is the stopping power.
Decreasing the beam energy will increase the stopping power and hence improve the 
depth resolution but it will also decrease the profiling depth of the beam. The lowest 
energy of practical use is ~ 0.64 MeV below which the cross-section quickly falls.
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Tilting of the sample by reducing ÿ as shown in figure 4.5 also improves the depth 
resolution but again decreases the profiled depth.
\  He beam at 
interaction, EiIncident 3He 
beam, Eo
Reaction proton
Figure 4.5: Diagram to show how tilting of the sample improves the depth resolution.
Figure 4.6 shows a particle spectrum acquired from a DPS sample. The peak rising 
edges are due to straggling (see section 2.1.4) of the beam. A calibration o f the MCA 
is carried out by using the half-heights of the rising edges from the alpha particles and 
protons due to 3He interactions at the surface of the sample and also the triple alpha 
particle peaks, all energies of which are known or can be calculated. The variation in 
the alpha particle and proton yield is due to the energy dependence of the reaction 
cross-section.
In this thesis the IBA DataFumace [53] is used to analyse NRA data (see chapter 5). 
Prior to this development the program Depth [45], written in Turbo Basic, was used. 
Depth uses the MCA calibration and kinematics (see section 2.2.1.1.) to relate the 
proton energy with the 3He energy at interaction and calculates the depth at 
interaction using the incident beam energy and range/energy relationships. The yield 
is normalised by dividing the sample proton spectrum by a DPS proton spectrum to 
produce a concentration profile with arbitrary units of concentration. Profiles from
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Figure 4.6a: Particle spectrum acquired from a 1 pm thick DPS sample with a 0.7 
MeV 3He beam and an angle of incidence of 10°. A threshold level was applied to the
MCA output.
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Figure 4.6b: The proton peak in more detail.
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similar samples can be compared relatively by accounting for the difference in charge 
incident on the samples.
4.4 Scanning micro-beam line
This produces a micro-beam that can be raster scanned over the surface of a sample. 
It is usually used in conjunction with NRA, PIXE and RBS. Drew [46] gives a 
detailed description of the setting up procedure.
4.4.1 Beam line
Figure 4.7 shows a schematic of the micro-beam line. Immediately after the 
momentum selecting magnet there is a set of energy feedback slits. These ensure that 
the beam energy is kept stable (see section 4.1). X-Y deflection plates are then used 
to steer the beam into the target chamber. The beam is collimated by a circular 
aperture of diameter 1 mm, 200 pm or 50 pm that also acts as the object for the 
magnetic quadrupole lens system [54]. The beam passes thorough a set of computer 
controlled X-Y raster scanner deflection plates that scan the beam over an area o f the 
sample. Finally a magnetic quadrupole lens focuses the collimated beam by a factor 
o f five in both the x and y direction onto the surface of the sample. When setting up 
and changing samples the chamber is isolated from the beam line by a gate valve. 
Retractable quartz glass viewers are located before the momentum selecting magnet, 
after the aperture and before the computer controlled X-Y raster scanner deflection 
plates in order to view the size, shape and position of the beam.
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4.4.2 Target chamber
A schematic o f the target chamber is shown in figure 4.8a. It is evacuated in use to 
10"6 ton* in the same way as the milli-beam line target chamber (except that here the 
two pump valves are replaced by one two-way valve). The sample plate is held on to 
a copper target stage by two bolts and two locating lugs. This is held within a frame 
that can be translated in the horizontal direction by a distance of up to 200 mm using a 
stepper motor. The bottom of the cold finger is attached to the target stage via a thick 
copper braid that allows it to be moved without restriction. Both the cold finger and 
the sample plate are electrically and thermally insulated from the chamber and frame. 
The chamber is accessed by removing the backing plate and to allow easy access to 
the sample plate the frame is hinged enabling it to be swung backwards. A N2 gas 
inlet is used to bring the chamber up to air.
Two main types of sample plate are used. The first is simply a plate of aluminium 
onto which the samples can be stuck using double-side carbon tape. The second is an 
aluminium plate with either carbon or copper movable blocks (4 mm high) within 
which the samples are clamped (see figure 4.8b).
Within the chamber there is an optical microscope whose focal plane is the same as 
the magnetic quadrupole lens. The frame can be moved along the axis parallel to the 
beam line to ensure that the magnetic lens focuses the beam onto the surface o f the 
sample (this is also when the sample surface is optically in focus). The beam can be 
viewed by placing a glass slide (which flouresces when exposed to the beam) on the 
sample plate. An external light source, through a low portal, is used to aid in viewing
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of the samples. During data acquisition the light is switched off and the portal 
covered.
Two 100 mm2 area 1500 pm thick silicon surface particle barrier detectors, at 
conjugate angles of 135° to the incident beam, are located in the lower part of the 
chamber looking up to the sample. A Si(Li) X-ray detector (ATW) [55], at an angle 
of 145° to the incident beam, is located in the upper part of the chamber looking down 
on to the sample. Each silicon surface barrier detector is connected to an EG&G 
ORTEC 142 pre-amplifier, followed an EG&G 572 amplifier. A bias is applied using 
two NE 4660 HV modules. The outputs from both detectors are summed and sent to 
the desired data acquisition system. The Si(Li) detector is connected to a Link 
Systems pulse processor and the output also sent to the desired data acquisition 
system.
The charge incident on the sample is monitored by measuring the current through the 
isolated cold finger and sample plate with a current integrator. This reading is 
dependent on the sample conductivity and can therefore only be used for inter-sample 
normalisation.
4.4.3 Acquisition of data
There are two different data collection systems. One is Unix based, known as DKM 
(developed at Surrey) [56], and one is P.C. based, known as OMDAQ (Oxford 
Microbeams Data Acquisition System [57]) which has recently been installed. The 
software/hardware is used to control the voltage applied across the X-Y raster scanner 
deflection plates and hence the scan size. During data acquisition the number of
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particles/X-rays detected within user set energy regions is correlated with the position 
of the beam and stored as a two-dimensional map. The DKM system scans the beam 
over a 128 x 128 pixel matrix and allows up to 4 energy regions to be set by the user. 
The OMDAQ system scans the beam over a 256 x 256 pixel array and allows, 
effectively, an unlimited number of energy regions to be set. It is also possible to 
save the data in Tistmode’ where the energy and position of every particle detected is 
stored. Two-dimensional maps can then be produced ‘offline’. The OMDAQ system 
has a better spatial resolution (smaller distance between each pixel) and is more 
versatile than the DKM system.
The maximum scan size is determined by the magnitude of the deflection field 
between the raster scanner plates and the energy o f the ion. The magnitude of the 
deflection field is kept constant, so that a change in the energy o f the ion results in a 
change in the maximum scan size. Experimentation [58] using copper TEM grids has 
resulted in the following equation for calculation of the maximum scan size
^  =  A  (Y\fv\ (. E (4  2)
where S  is the deflection of the beam and E  is the energy o f the ion. The form o f this 
equation agrees with that for deflection of charged particles in an electric field.
The spatial resolution is partly dependent on the beam size and hence aperture. A 
range of beam sizes from 10 jam to 200 pm is possible, the actual size of which have 
been measured by use of a delta function as described by Jenneson [58]. A reduction 
in aperture size also reduces the current density in a proportional manner.
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Before use the data collection systems (MCAs) are calibrated. A sample of thick DPS 
is used for the silicon surface barrier detectors when carrying out NRA, and samples 
of SiOz, A1 and Cu used when carrying out RBS. The Si(Li) detector is calibrated by 
using a standard such as Bowen’s Kale [59].
4.4.4 NRA, PEŒ and RBS using the scanning 3He micro-beam technique 
(micro-NRA, micro-PIXE and micro-RBS)
Firstly the diffusing molecules are isotopically labelled by deuteration to distinguish 
them from the matrix [22]. The sample is treated with the deuterated molecules after 
which it is cut perpendicular to its surface to expose a cross-section. This is mounted 
between copper/carbon blocks on the sample plate (see figure 4.8b) with the cross- 
section uppermost and slightly protruding above the surface. If the sample is below 
the block surface the blocks may mask the detectors from the sample cross-section. 
The focussed 3He micro-beam is then scanned over the cross-section as also shown in 
figure 4.8b. Particles from the D(3He,p)4He reaction, particle induced X-rays (from 
matrix components of the sample or components of the diffusing molecules) and 
Rutherford backscatters (from the carbon/copper blocks) are detected. Software 
windows corresponding to defined energy regions are set and counts within these 
correlated with the position of the beam. The result is the production o f several two- 
dimensional maps. The proton map reveals the location of the deuterated molecules, 
the X-ray maps reveal the location of elements present in either the molecules or 
matrix and the RBS map is used for normalisation purposes. Due to the position of 
the silicon surface barrier detectors (i.e. below the sample plate) only backscatters 
from the lower block are used.
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For one study in this thesis micro-RBS was used alone. In this case a backscatter 
spectrum was collected and software windows set around specific backscatter peaks.
The two-dimensional maps (in x,y,z format) are viewed using Ibaview [58]. This is 
an application that has been written in IDL [60] specifically for this purpose. The 
x,y,z data is commonly manipulated by linear interpolation of the 128 x 128 (from the 
DKM software) or 256 x 256 (from the OMDAQ software) pixel array into a 75 x 75 
pixel array that is then smoothed using a boxcar average of width 5 as explained by 
Jenneson [58]. The x,y pixel co-ordinates are converted into distance scales using the 
known scan size. The z values (counts) are subdivided into a number of ranges, and 
plotted as a two-dimensional contour map.
For instances when there is diffusion into homogeneous samples a one-dimensional 
profile can be produced by summing the counts in either the x or y direction, if it is 
planar, or in different radial annuli, if it is cylindrical. There will be a slope at the 
place where the beam has scanned over the edge of the sample. This is due to the 
distance between pixels in the scan, radial intensity variations of the beam, the finite 
size of the beam and also non-uniformities in the sample surface. If the sample is 
uniform at the surface and the distance between pixels is < the beam size then 
theoretically the slope will be the width of the beam. This slope, taking the different 
parameters into account (assuming a uniform sample surface), can be approximately 
described by a gaussian resolution function. The one-dimensional profile is therefore 
a combination of the data and a gaussian resolution function. To obtain the real 
profile a gaussian resolution function should be folded in. Unfortunately time did not
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permit this but folding in this function would only alter the magnitude of the diffusion 
profile and not the shape.
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Chapter 5
/
One-dimensional profiling of water diffusion into cellophane 
using the D(3He,p)4He energy loss technique
5.1 Introduction
Cellophane is regenerated cellulose film produced by the viscose process. This is 
based on extruding a solution of sodium cellulose xanthate; the cellulose is 
subsequently regenerated by decomposing the xanthate derivative in an acidic 
coagulation bath. This material has been a major industrial material for many years 
and, although oriented polypropylene (OPP) film has now become more widely used 
for packaging, cellophane still has speciality uses (e.g. in water purification, wound 
dressings etc. [61]) where its clarity, water-permeability and other physical properties 
confer advantages over other polymers. A key element in this is the regenerated 
cellulose morphology, which affects mechanical and transport properties.
There have been many investigations into the morphology of cellophane, using 
several different microscopic techniques. By a combination of optical microscopy 
and dyeing experiments, Vofi and Meyer-Berge [62] and Wellisch et al. [63] 
demonstrated the presence of a dense skin over a more porous core. A similar 
conclusion was also reached by Philipp et al. [64], using optical microscopy to study 
the swelling and dissolution of cellophane in sodium iron tartrate solution. Hilyard 
[65] observed that the cellophane skin was prone to tearing at lower extension than
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the core, resulting in a flap of skin peeling away. More recently, Furuta et al. [66] 
have published studies based on confocal microscopy.
Transmission Electron Microscopy (TEM) studies of cellophane by Jayme and Baiser 
[67] and Fink et al. [68] indicated highly porous, spongy sub-surface layers about 
500 nm thick, surmounted by relatively thin surface layers less than 100 nm thick. 
Jayme and Baiser [67] suggested that this thin, dense skin trapped gas bubbles of 
carbon disulphide, which were produced during the xanthate decomposition, thus 
creating the adjacent spongy layer.
However, a certain amount of controversy has arisen, following a recent study of what 
appeared to be cellophane from a similar source. From a combination of spatially 
resolved diffusion measurements using magnetic resonance imaging (MRI) and 
morphological observations using TEM (figure 5.1), Laity et al. [69] reported the 
presence of a dense skin (lightly stained), approximately 500 nm to 1000 nm thick, 
either side of the more porous cellophane core. This skin appeared to cause 
somewhat slower water diffusion near the surfaces, compared to the bulk of the film 
cross-section. However, in contrast to previous reports, the porous sub-surface layer 
was not observed.
A typical example o f cellophane cross-section morphology observed using Scanning 
Transmission Electron Microscopy (STEM) is shown in figure 5.2 [70]. A granular 
structure is observed, composed of roughly round particles approximately lOOnm 
across. Throughout most of the film cross-section, these particles appear to be 
separated by narrow channels 20 to 30 nm wide, in agreement with previous
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Figure 5.1: TEM observations of microtomed cellophane cross-sections, a - 10,000 
times magnification, b - 100,000 times magnification. The cellophane was stained, 
using an aqueous solution of heavy metal salts, to provide electron contrast. This 
stain has no specific affinity for cellulose, but is believed to have diffused into the 
more porous regions of the section which subsequently appeared darker on the 
micrographs.
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Figure 5.2: STEM observation of microtomed cross-section at 60,000 times
magnification.
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thermoporometry studies of cellophane [71]. However, at the edge of the cross- 
section, in a region about 1000 nm thick, the particles are slightly larger and generally 
fused together. Again, this is suggestive of a layer of less porous structure at the 
cellophane film surface.
It is recognised that TEM can be prone to artefacts, which arise during sample 
preparation. Also, the dimensions of skin structures reported in cellophane were 
beyond the resolving power of MRI. Consequently, the aim of this study was to 
provide a higher resolution Nuclear Reaction Analysis (NRA) of the distribution of 
water near the surface of swollen cellophane, as a way of resolving the controversy.
NRA has been used for many years to profile molecular diffusion in polymer thin 
films [19] using the D(3He,p)4He reaction. At the surface of a sample there is a 
particular problem with NRA because the resolution of the system will always give an 
experimental spectrum showing a falling surface concentration. The resolution needs 
to be extremely well known and taken into account if any real reduction of 
concentration is to be measured.
There are several programs that have been used for analysing NRA data e.g. SENRAS 
[72], ALEGRIA [73] and SIMNRA [74,75]. The method of analysis used in these 
programs involves the user constructing a layered target from which the simulation 
algorithm o f the program produces a simulated spectrum. The user then visually 
compares the simulation to the data and makes changes to the target description as 
necessary. But in order to produce a target description the user must have an idea of 
the target composition. Due to the visual comparison carried out by the user this
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method is heavily dependent on the users interpretation of a good fit. SIMNRA has 
the option of automating the fit by using a least squares algorithm but the user has to 
provide details of which parameters to vary and which regions of the experimental 
spectrum are to be fitted.
5.2 Development of the IBA DataFurnace
The IBA DataFurnace is a computer package that was initially developed to utilise the 
simulated annealing (SA) algorithm [76,77] to analyse RBS and ERDA data in a fully 
automated way, with minimum intervention. The user must only input the data, the 
experimental conditions and the elements present in the sample. No interactive 
simulation procedure is involved [28] although data can be simulated if required. 
Multiple spectra with the same sample structure can be analysed simultaneously, 
ensuring that all information is taken into account in a self consistent way [78].
Simulated annealing is based on an analogy with annealing i.e. removing defects from 
a crystal by melting it and subsequently cooling it down very slowly. In this analogy 
the state x  o f the system is defined as the depth profile of all the elements. A state 
transition is defined as the generation of a new structure given the previously 
calculated one by randomly changing the depth profiles by some amount. The 
probability P  o f accepting a transition depends on the associated change in chi 
squared (^2) [28,79], and is
P = l if  A*2 < 0  (5.1)
P  = exp(-A%2 /T )  if  A%2 > 0 (5.2)
where A%2 is the change due to the transition. At high values of the control 
parameter T, practically all the transitions are accepted, corresponding in the analogy
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to a liquid state with high entropy. As T  decreases, the probability of transitions with 
related high increase of the £  becomes smaller, and at very small values of T  only 
transitions that lead to a decrease in ^  are accepted. It can be proven [77] that if one 
starts the process at a conveniently high value To of the control parameter T7, generates 
a sufficiently high number L of accepted transitions at each value T{ o f the control 
parameter, and decrease T at a sufficiently slow rate k  such as Tl+i = £7], then at a 
sufficiently low value of T  the absolute minimum £  will have been found. This 
means that the best absolute fit will be reached assuming the correct theoretical 
functions are available to compare to the data -  which they are for the reaction 
D(3He,p)4He.
Here the extension of the IBA DataFumace to the analysis o f NRA data is described 
and results presented from testing of the program by application of the algorithm to 
the analysis o f deuterated polystyrene (DPS) samples. The NRA routine is general 
and can be used to analyse data from any reaction with a known Q-value and cross- 
section. Both the cross-sectional variation with energy and the degradation o f energy 
resolution with probing depth are taken into account. The basics of analysis, specific 
to NRA, and the experimental data were provided by the author of this work and the 
coding of the program was carried out by Dr N P Barradas.
5.2.1 Theory
Considering a general nuclear reaction X(a,b)Y (as explained in section 2.2.1), the 
energy of the reaction product b, , immediately after the reaction can be written
£ 6°= [S  + (B2 +C),/2]2 (5.3)
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where B  -  — cos# , C = mY Q ^^a (mY 171 a) an(j  js the energy o f the
mb + mY (mb +mY)
incident beam immediately before the reaction occurring at a certain depth xa . Ea is 
related to the initial beam energy E Qa through the energy loss of the beam in the 
sample
Ea = E l - ) ^ d x  (5.4)
The energy of b after leaving the sample is similarly
E^ El - ) ^ r dx (5 .5 )
o dx
When calculating the depths on entering and leaving the sample both the angle of 
incidence and detector angle should be considered. For the energy loss calculations 
the stopping cross-section is used. Equations 5.3 to 5.5 allow the energy o f the 
detected particle b due to an interaction at a given depth to be calculated. The energy 
of the reaction product Y can be calculated in a similar manner.
For a thin layer of thickness t, within which the beam energy Ea changes slowly,
such that the differential cross-section ^ - ( 6 , E a) of the reaction in the sample
dQ.
remains constant within the vicinity Ea , the yield (see section 2.2.1.5) is given by 
QcCl^-(e,E ,,)N bt
Y = -------< «  ■... n (5.6)
Qr„e, COS
2 ~ *
where Qc \s the collected charge, g 3/fc+ is the charge on the 3He+, Q. is the solid angle, 
6 is the detector angle, 0 is the angle of incidence and Nb is the concentration o f b in
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atoms cm'3. The quantity measured by NRA is therefore the mass thickness Ntf 
(atoms cm'2). In this work the known cross-section for the D(3He,p)4He reaction was 
used. Studies have suggested that there is no angular dependence (section 2.2.1.3)
therefore the differential cross-section - ^ ( 0 , £ a) was replaced by the reaction cross-
d£l
section
47T
Computer synthesis o f RBS and ERDA spectra is normally based on a variation of 
equation 5.6 [80,81]
Y] ( 4 %  ) = ------ — -------7------- \ ----------------------------  (5.7)
Q>„e* cos
where 7y is the yield in channel j  due to one nucleus or isotope, £ y.y+1 is the range of 
detected energies corresponding to channel y, (M )y.y+1 is the areal density in a layer 
which generates detected particles with energies in the £?y+1 range. £ y”y+1 is the range
of beam energies before interaction corresponding to £ yd.y+1 and ^ - ( 0 , E ^ +1) is the
cross-section (assumed constant in the £ “y+1 range). Most codes divide the sample 
into slabs of constant concentration, calculate the energy losses according to equations
5.3 to 5.5 and tabulate {Nt)k, E™ and E f '  values corresponding to slab k. Yj is then
calculated for all channels y, using as a reference to interpolate (M )y.y+1 and
E'j.j+l in equation 5.3 from those tables. Finally the partial spectra from all the 
elements are added to form the final spectrum.
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Although equation 5.7 is also valid for NRA, the method described is not generally 
valid to synthesise NRA spectra. In RBS and ERDA £**+1 changes monotonically (it 
decreases) with depth, such that each channel can be assigned to a well defined depth 
range, that is, a well defined E l”j+X. In NRA it may decrease or increase, depending
on the reaction and stopping power values involved. If £ det increases as E in 
decreases then it is possible that the detected energy of a particle from an interaction 
at depth may be the same as that from an interaction near the surface due to the 
energy loss of the particle as it leaves the sample. Different depth ranges may 
therefore contribute to the same channel and hence the interpolations described above 
will fail. To generate the spectrum it is therefore necessary to proceed not from 
channel to channel but from slab to slab. Slab k  will in general correspond to several 
channels y (including fractions of a channel at the borders) and Y j .. Y  j is
calculated for all where different slabs may contribute to the same channel. Although 
this process is cumbersome and time consuming (and unnecessary for the 
D(3He,p)4He reaction) it is general and therefore implemented in the IBA 
DataFumace for NRA.
Algorithms to calculate apparent depth profiles that follow the data point by point 
have been reported for RBS [82] and ERDA [83]. These algorithms translate the 
yield in each channel directly into a concentration value. This means that the effects 
of the energy resolution and energy straggling are not taken into account, hence the 
profiles represent the real depth profile convoluted with the resolution function. They 
can nevertheless be very useful when energy straggling is not an important effect. In 
these algorithms the stopping powers can be calculated in an iterative way, directly 
from the data, which makes the procedure self-consistent and fully automatic but
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requires that the signals corresponding to all elements except one be present and 
separated from each other, which is not always the case. In the widely used code 
RUMP [81] (used to analyse RBS data but not NRA data) the stopping powers are 
calculated from a rough user-defined structure. In this case, the signal from the 
element under consideration must be frilly separated, but the signals from the other 
elements present are not required.
The IBA DataFumace uses a similar algorithm but it uses the fact that the SA fit 
effectively separates the signals of the different elements [84]. Point by point 
profiles, that is, (M )yV+1 are thus automatically calculated at the end of the fit for all
elements for which a signal is detected, by using equation 5.7 with the Zsf and E f '
values calculated for the best fit and taking 7y to be the data. One concentration
value is calculated from each data point. This is also done for NRA when possible,
that is, when £ 0 +1 is a monotonie function of E in. This is the case for the reaction
D(3He,p)4He. The results are only as good as the SA fit as they rely on the stopping 
powers calculated by the fit.
5.2.2 Preparation of DPS/PS test samples and nuclear reaction analysis
Thin layers of DPS and PS were produced by spin coating a solution of toluene and 
DPS/PS onto a silicon wafer or a glass slide. Spin coating involves placing some of 
the DPS/PS and toluene solution onto a substrate that is then spun, evenly distributing 
a thin film of the solution over the surface. The sample is then left to dry, allowing 
the toluene to evaporate leaving a thin uniformly distributed layer of DPS or PS. The 
layer thickness is dependent on the concentration ratio of DPS/PS to toluene in the
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solution and also the speed and length of rotation. Triple layer samples were 
produced by initially spin coating a single layer onto a silicon wafer. Further layers 
were then spin coated onto glass slides and floated off (using the surface tension of 
the water) onto the surface of distilled water, and consequently picked up onto 
previously coated silicon wafers as required.
A single layer DPS sample of thickness 820 nm and a triple layer sample consisting of
32.3 nm DPS, 63.3 nm PS, 32.3 nm DPS were produced. The thicknesses were 
measured using Elipsometry. Each sample was attached to a sample block as shown 
in section 4.3.2.
Each sample block was separately loaded into the milli-beam line target chamber of 
the Van de Graaff accelerator based at the University of Surrey. The samples were 
exposed to a 0.7 MeV 3He beam for times of between 2 and 12 minutes. Grazing 
angles of incidence of 0 = 10° and 5° were used to improve the depth resolution. 
Protons from the D(3He,p)4He reaction were collected by two silicon surface barrier 
detectors placed at angles of 0 =  165° and 0=  180° (annular detector) to the incident 
beam respectively.
5.2.3 Results and testing of NRA code
The thickness of the 820 nm DPS sample at glancing incidence angles of 10° and 5° is 
more than the profiling depth of the 0.7 MeV 3He beam, so for the purposes o f this 
study the sample can be considered as bulk DPS. Figure 5.3 shows the proton spectra 
together with the theoretical curves simulated for the sample. No simulated annealing 
fit was done because the sample consisted of a single bulk layer with known structure.
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Figure 5.3: Experimental data (dots) and theoretically simulated curves (lines) for the
820 nm DPS sample.
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The agreement between the experimental data and the simulation is very good. The 
shape of the spectra depends on (besides the experimental conditions) the energy 
dependence of the stopping powers and the reaction cross-section. That the results are 
simultaneously reproduced for the different angles of incidence and detector angles 
validates the literature values (section 2.2.1.3) for those quantities.
The spectra from the triple layer sample together with the simulated annealing fits are 
shown in figure 5.4. All the data were fitted together simultaneously to ensure that all 
the information in the different spectra were taken into account during the fit and 
incorporated into the final solution obtained. The final fitted deuterium depth profile 
(solid line) and apparent point by point depth profiles (points) are shown in figure 5.5. 
The depth scale is in thin film units of 1015 atoms cm'2. Real thickness values can be 
calculated by dividing by the density of DPS (0.98 g cm"3 or 8.43 x 1022 atoms cm"3). 
The main features of the sample are shown i.e. that there are two deuterated layers, 
one at the surface and one at depth. The second peak though is wider and shorter than 
the first peak, which is also the case for the point by point depth profiles. This has 
been caused by the fast degradation of the energy resolution with depth (straggling, 
see section 2.1.4) leading to a broader range of proton energies. Straggling was not 
taken into account for the fits shown in figure 5.4, where only the detector resolution 
was considered. The code DEPTH [40] was used to calculate the energy resolution as 
a function of depth for the different experimental geometries used. The values were 
integrated into the fit using the method described by Barradas et al. [85], ensuring that 
the spectral shape could be correctly reproduced without broadening the depth profile 
obtained. The use of this method causes the calculation times to become an order of 
magnitude larger. The fits obtained (not shown) are marginally better than those
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Figure 5.4: Experimental data (dots) and simulated annealing fits (lines) for the triple
layer sample.
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Figure 5.5: Deuterium fitted depth profile for the triple layer sample. The solid line is 
the depth profile for when straggling was not taken into account during the fit and the 
dashed line for when it was. Apparent point by point profiles are also shown, where 
each point type corresponds to a different spectrum.
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shown in figure 5.4 where the energy straggling was not taken into account. The 
fitted deuterium depth profile with straggling taken into account is shown as a dashed 
line in figure 5.5. The layer structure obtained was 38.44 nm DPS, 69.9 nm PS and
32.4 nm DPS which agrees very well with the actual structure of 32.3 nm DPS, 63.3 
nm PS, 32.3 nm DPS.
5.3 Preparation and nuclear reaction analysis of cellophane 
samples
A sample of standard, uncoated P400 cellophane film, provided by UCB Films PLC, 
Cumbria, UK, was soaked in heavy water (D20) for 1 hour at room temperature 
(20°C). After soaking, excess D20  was removed by dabbing the surface lightly with a 
piece of tissue. The cellophane piece was then attached to a steel sample holder as 
shown in section 4.3.2.
The sample holder was loaded into the milli-beam target chamber of the Van de 
Graaff accelerator based at the University of Surrey and cooled using the liquid 
nitrogen cold finger to reduce loss of D20  from the sample and damage due to the 
beam. The sample surface was bombarded for 30 minutes at a beam current of 3 nA, 
by a 1.6 MeV rectangular 3He beam of size 2 mm wide and 4 mm long. A glancing 
angle of incidence o f 15° was used to improve the depth resolution, enabling depths 
of up to 2000 nm with a resolution of ~ 90 nm to be investigated. Particles were 
collected by a silicon surface barrier, placed at an angle of 165° to the incident beam. 
During data acquisition the sample was checked to ensure that there was no build up 
of frost or ice on the surface. This had been observed previously with the analysis o f 
the data falsely showing a region at the surface with a very low concentration of D20 .
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5.4 Results and analysis
The NRA data were analysed with the IB A DataFumace (see section 5.2). The 
collected proton spectrum for the cellophane (soaked for 1 hour), the analysis fit and a 
simulation of fully water swollen cellophane are shown in figure 5.6. The analysis fit 
agrees with the general trend of the data and compared to the simulation has a region 
on the upper left of the peak where it is clearly o f a lower value. A plot of the relative 
concentration of D2O (where the concentration within the core is 100) versus depth 
into the cellophane film, produced by the IBA DataFumace is shown in figure 5.7 
(density of cellophane is 1.3 g cm-2 or 1.0145 x 1022 atoms cm"2). There is a region at 
the surface of up to ~ 600 nm thickness, where a lower concentration of D20  to that in 
the core is observed. Below this, the D20  concentration increases up to a maximum 
at 1000 nm, beyond which it remains constant over the rest of the depth range o f NRA 
(about 2000 nm for the angle of incidence used here). This region of low 
concentration correlates with the non-flat section of the fit on the upper left o f the 
peak in figure 5.6. This suggests that the surface region i.e. skin layer is less porous 
and hence less able to take up water than the core.
5.5 Conclusions and discussion
The IBA DataFumace, extended by Dr N P Barradas to enable it to analyse NRA 
data, has been tested on a model DPS/PS/DPS triple-layered film by using the 
D(3He,p)4He reaction and shown to reproduce the DPS layer profiles extremely 
accurately.
The same reaction has been used to investigate the diffusion of D20  into cellophane, 
and the results analysed using the IBA DataFumace. A reduced concentration in the
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Figure 5.6: Proton spectrum collected during NRA along with the fit and a simulation 
of fully water swollen cellophane obtained by the IBA DataFumace.
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Figure 5.7: Plot of relative concentration of D20  versus depth into the cellophane 
obtained from the fit shown in figure 5.6.
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surface over a distance of ~ 600 nm has been observed, indicating that the surface is 
less porous than the interior. This finding supports the recent conclusions based on 
MRI, TEM and STEM carried out by Laity et al. [69,70], but not those of TEM 
observations by other authors [67,68]. It is not clear whether this reflects differences 
between the samples analysed or artefacts caused by the procedures used for the 
earlier TEM studies.
The NRA results are only preliminary and it is envisaged that more comprehensive 
studies will be carried out in the future. This is the first known application of this 
technique to the study of water diffusion into cellophane and demonstrates that the 
technique together with the IBA DataFumace analysis approach has great potential in 
this area of research.
To date the NRA algorithm o f the IBA DataFumace has been used to simultaneously 
analyse nitrided austenitic stainless steel using NRA, RBS and ERDA [8 6 ]. The 
14N(D,cci)12C nuclear reaction was successfully used to depth profile nitrogen in the 
steel. It is also being used by the Polymer IRC group, University of Durham for the 
analysis of NRA inter-polymer diffusion data [87].
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Chapter 6
One-dimensional profiling of water in planar materials 
using the scanning He micro-beam technique
6.1 Water diffusion into planar drug-release polymer
6.1.1 Controlled drug-release polymers
New medicines and drugs are being continually developed to treat a variety of 
conditions. Most methods of administering the drugs require repeated doses, which 
can result in peaks and valleys in the concentration of drug in the body. If  minimum 
effective levels and/or maximum safe levels exist, any drug concentrations below or 
above these levels correspond to both wasted drug and increased risk. It would be 
very desirable if the drug release was controlled [88,89] i.e. released at a constant rate 
over a period of time (see figure 6.1). This would reduce the need for periodic 
administration and ensure that the release was in the most effective concentration 
region for as long as possible. If the drug had to be administered to a particular target 
in the body then the device could be surgically implanted. After treatment though the 
device should be surgically removed unless it was designed to degrade in the body.
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Figure 6.1: Typical drug level in blood versus time profiles for various modes of 
delivery, (a) standard oral dose, (b) oral overdose, (c) intravenous injection and (d) 
controlled release dose.
One way of achieving controlled release is by designing the carrier (commonly 
polymeric) of the drug to allow its release to the target over a period of time. There 
are several mechanisms by which this can be achieved. Two of these control drug 
release by
• diffusion
• chemical reactions
The mechanisms refer to the nature of the interaction between the polymer and the 
body fluids. If the polymer remains unchanged and drug release occurs solely 
thorough diffusion the device falls into the category of diffusion controlled systems. 
If the drug is released by erosion of the polymer the device is categorised as chemical 
reaction controlled.
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6.1.1.1 Diffusion controlled systems
A device is considered diffusion controlled when the diffusion o f drug through the 
device controls the release rate. One of the major types of diffusion controlled device 
is the monolithic device (see figure 6.2). The drug may be either dispersed or 
dissolved in the polymer and its release is controlled by diffusion through the polymer 
to the surface. However, there can be instances where the matrix is porous and the 
pores are permeated by fluids. In these cases, release also occurs by dissolution and 
diffusion in this fluid. The principles o f diffusion are discussed in Chapter 3.
Time 0
Drug dispersed 
in polymer
•  •
•  •
TimeT
Figure 6.2*. A schematic o f a typical monolithic type diffusion-controlled release
device.
6.1.1.2 Chemical reaction controlled systems
Reaction controlled release systems are delivery systems in which the polymer is not 
merely a passive carrier but an active participant in the release process. In the case of 
erodible or (bio)degradable systems the drug is physically immobilised within the 
polymer network and is released by erosion of this network (see figure 6.3). Erosion 
can occur from the surface inwards (surface or heterogeneous erosion) or 
homogeneously throughout the network (bulk or homogeneous erosion). 
Occasionally bulk erosion can lead to the collapse of the polymer. The degradation 
mechanism in these devices is usually the hydrolytic cleavage of labile bonds which
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causes the polymer to breakdown and hence release the drug. A great advantage of an 
erodible system is that the device will eventually disappear from the target site after 
being implanted or injested.
Drug dispersed 
in polymer
Time 0 TimeT
Figure 6.3. A schematic of an erosion controlled release device assuming that bulk
erosion is minimal.
Normally these devices will release drug by a combination o f erosion and diffusion 
with the faster process dictating the rate of drug release.
6.1.1.3 Polyglycolide
Polyglycolide (PGA) is a semicrystalline polyester that degrades by hydrolysis over a 
few weeks. It is currently used in medical implants, for example, sutures, but also has 
applications as a material to provide controlled drug delivery (see section 6 .1 .1) over 
a long period of time. PGA degradation produces few observable changes over the 
first few days followed by significant polymer mass loss, water uptake and drug 
release [90]. The reaction by-products are acidic and autocatalyse the hydrolysis 
process causing the rate of degradation to occur more in the centre of the polymer 
than at the surface. This is because the macromolecular nature of the by-products 
means they have small diffusion coefficients, and therefore, only those near the 
surface migrate into the surrounding medium. The bulk degradation process o f the
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system therefore involves the complex interplay between reaction and diffusion. This 
behaviour is characteristic of heterogeneous bulk erosion [91].
Polymer degradation and its correlation with drug release in terms of a four-stage 
model has been discussed by Hurrell and Cameron [90]. In stage I, low levels of 
water are absorbed into the sample. In stage II, the molecular weight falls steadily as 
the absorbed water reacts with the polymer. At the beginning of stage III, a critical 
molecular weight is reached and oligomers begin to diffuse from the surface of the 
sample. This in turn encourages water sorption at the surface and a co-operative 
diffusion of oligomers out of and water into the sample, giving a fairly sharp reaction- 
erosion front. Behind this front, the sample is highly hydrated and porous, whilst 
ahead of the front, there is a low water content and oligomers have yet to diffuse out. 
It is hypothesised that during stage III the fronts move towards the centre of the 
sample with stage IV beginning when the fronts meet.
Stages III and IV have been studied previously using a Magnetic Resonance Imaging 
(MRI) technique [92] to profile the ingress of H20 . The sensitivity o f the technique 
prevents the study of ingress for exposure times greater than ~ 20 days. For this 
reason, the scanning 3He micro-beam technique, which is more sensitive than MRI, 
was also considered.
This scanning 3He micro-beam technique has been applied to the study of water 
diffusion into several other drug release polymer systems e.g. hydrophilic 
THFM/PEM polymer [93] and modified hydrosilanised silicone polymers [94] by 
using deuterated water (D20). It has been shown that for diffusion controlled drug
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release systems, D2O has a diffusion coefficient only ~ 10 % greater than H2O [24]; 
due to its greater molecular weight.
In the case of PGA, since H+ is involved in the rate-limiting step of the acid-catalysed 
hydrolysis reaction, the hydrolysis rate in D2O is considerably slower due to the 
kinetic isotope effect [95]. For this reason scanning micro-beam measurements on a 
PGA system were carried out after
a) exposure to a 1 0 0 % D2O based buffer solution for a range of degradation 
times,
b) exposure to a 50:50 D2O/H2O based buffer solution for a range of 
degradation times.
The results obtained using the 50:50 D2O/H2O based buffer solutions were also 
compared to MRI measurements carried out at the University of Cambridge on 
separate identical samples exposed to 50:50 D2O/H2O based buffer solutions.
6.1.2 Experimental details
6.1.2.1 Sample preparation
Samples were made at the University of Cambridge using a method described by 
Hurrell and Cameron [90], which gave them uniform and controlled thickness. A 
batch of PGA was obtained in powder form from Alkermes Medisorb Polymer, Ohio, 
USA. Samples were processed into discs of diameter 15 mm and thickness 2.3 mm 
using a mould on a hot press. The mould consisted of a top and base made from 
PTFE coated aluminium, and an aluminium or steel spacer of chosen thickness with 
circular holes forming the mould cavity. The base and spacer of the mould was 
placed on the heated lower plate of a Magnus compressible hot press. The
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temperature varied across the face of the press and a thermocouple was used to 
calibrate the press before and after use. The mould was filled with PGA powder in 
stages to ensure that the mould fully filled. Between each stage, the lower and upper 
plates of the press were brought almost into contact for approximately one minute to 
allow the polymer to melt before more polymer was added if required. Once the 
mould was filled, the second PTFE coated aluminium foil was placed over the 
polymer. A pressure of 10 bar at 236°C was then applied for approximately 30 s, 
after which the mould and polymer were immediately removed to iced water. After 
processing, samples showed a slight rippling on the surface.
Samples were degraded, without agitation, at 37°C in a phosphate buffered saline 
(PBS) solution (with a mass equivalent to the volume of PBS solution made using 
100% H20), of pH 7.4 and concentration 0.01M. The buffer contained either pure 
D2O or a 50:50 mixture of D20  and H20 . The discs were supported in perspex 
grooves allowing all sides to be exposed to the buffer. The degradation times used 
ranged from 1 day up to 72 days. An undegraded sample was used as a control. 
Before use the solutions and bottles were autoclaved at 120°C and 1 bar for 30 min.
At Surrey samples were removed from their solutions and plunged into liquid N2 to 
freeze the diffusion profile and prevent drying of the sample. Whilst frozen they were 
cleaved in half (producing two semi-circles) using a reinforced laboratory razor blade. 
The cross-section exposed was then smoothed using a razor blade directed along the 
length of the sample. This procedure worked well for many samples but was difficult 
to carry out when samples had undergone either very little degradation (few days) 
because they were very hard, or significant degradation (~ a month) because they
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were extremely soft and prone to cracking. Consequently some o f the cleaved 
surfaces exhibited, to a degree, a rough topography that introduced variations along 
the length of the exposed cross-section in the data collected.
6.1.2.2 Ion beam analysis
The prepared samples were then placed between two ( 8  mm high) copper blocks on 
an aluminium sample plate with the exposed cross-sections protruding slightly above 
the surface and again plunged into liquid N2. The sample plate was attached to the 
liquid N2 cooled copper stage in the scanning micro-beam line target chamber and 
evacuated. For each run the sample was bombarded normal to its surface for 30 
minutes at a beam current of 5 nA, by a focussed scanning 1.0 MeV 3He beam of 40 
pm diameter at the sample surface. The beam was scanned over a square of side ~ 3.4 
mm using the DKM system. The resultant protons from the D(3He,p)4He reaction and 
backscatters from the copper blocks (used for normalisation) were detected by two 
silicon surface barrier detectors. Separate software windows were created 
encompassing the proton and backscatter peaks. Counts in these windows were 
correlated with respect to the position of the beam and stored as two-dimensional 
maps.
6.1.2.3 Mass loss and water uptake study
At Cambridge discs were degraded in H2O, 50:50 D2O/H2O and D2O based PBS 
solutions for times between 1 day and 72 days. The masses of the samples were 
weighed before degradation. After removal from the PBS solutions the samples were 
dabbed dry with a tissue and weighed again. They were then placed in a vacuum 
oven for 3 days (to reach constant weight) and re-weighed afterwards. From these
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measurements the mass loss (polymer) and water uptake of the samples were 
calculated and plotted.
6.1.3 Results, analysis and discussion
Figure 6.4 shows the results of the mass loss and water uptake study. It is clear that 
the rate of water gain and mass loss and hence degradation in PGA become slower 
with increasing amounts of D20 . These rates change non-linearly as the amount of 
D20  is increased, presumable because of non-linearity in the kinetic isotope effect. 
The results show that the water gain and mass loss started to increase significantly 
after about 8 , 13 and 30 days in H20 , 50:50 D20/H 20  and D20  based PBS solutions 
respectively. This corresponds approximately to the start of stage III o f the 
degradation model when reaction-erosion fronts begin to move inwards from the 
sample surface. As the polymer gains water it also loses polymer at a roughly equal 
rate.
Figures 6.5 shows typical two-dimensional areal maps (for PGA samples degraded in 
the D20  based PBS solution for 29 and 72 days) of the distribution of deuterium and 
hence D20  over the cross-section of the discs. Variations in the yield over the two- 
dimensional maps are due to the rough topography of the sample surface.
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Figure 6.4: Plot of the % water gain and % mass loss for samples degraded in the 
different PBS solution for times from 7 - 8 1  days.
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Figure 6.5: Two-dimensional maps of deuterium in samples degraded in the D20  
based PBS solution for 29 days (left) and 72 days (right).
One-dimensional diffusion depth profiles were produced from the two-dimensional 
areal maps by summing the yields in lines perpendicular to the direction of diffusion 
into the sample (the x direction in figure 6.5). During this process the yield variations 
are effectively averaged and smoothed. Inter-sample normalisation was achieved by 
dividing the one-dimensional profiles by the number of backscatters per unit area 
from the copper blocks followed by scaling using the water gain results. This 
accounted for changes in the charge incident on the sample and also any drying of the 
samples.
Generally one side of the one-dimensional profiles (until they become uniform) has a 
higher concentration and has been placed on the left hand side. This has been 
observed in other investigations, using MRI [92], and is thought to arise due to the 
sample preparation. It is suspected that during sample preparation the bottom of the 
polymer is in contact with the press for longer causing it to undergo more thermal 
degradation and as a result reducing the molecular weight of the polymer. This effect
would allow hydration and subsequent hydrolytic degradation to occur more easily. 
Gel Permeation Chromatography results observed at Cambridge show that after 
processing, the molecular weight has fallen by a factor of 1.7, which supports this 
[92]. All o f the peak outer edge’s slope. This is due to the resolution of the beam and 
non-uniformities in the sample surface as described in section 4.4.4. Naturally 
occurring deuterium was shown to be negligible by use of the undegraded sample.
Figures 6 .6  and 6.7 show one-dimensional profiles for PGA samples degraded in the 
D2O based PBS solution for short and long times respectively. The concentration of 
D2O is approximately constant until 29 days. This is consistent with the water gain 
study and corresponds to the start of stage III. The diffusion appears Fickian like up 
until 5 days, after which it becomes characteristic of a case II type diffusion i.e. 
advancing fronts. After 29 days the concentration continues to increase until the 
advancing fronts meet in the centre between 58 and 6 6  days, corresponding to the 
start o f stage IV. After 5 days and before the fronts meet there is a non-zero 
concentration throughout the polymer which increases with degradation time, 
suggesting possible saturation with low levels o f water. A homogeneous distribution 
is reached after 72 days. The one-dimensional profile from the sample degraded for 1 
day only had one peak but the profile from the sample degraded for 5 days (and the 
others) had two peaks, both of a comparable concentration. The large difference in 
both sides o f the profile from the sample degraded for 1 day suggested there might 
have been an error during the sample preparation. Also, for this study, diffusion into 
both sides o f the polymer was o f most interest. A diffusion coefficient was therefore 
not obtained from this profile. Using a least squares fit and the model for Fickian 
diffusion into semi-infinite media (section 3.1.1) Fickian curves were fitted for both
83
Re
lat
ive
 c
on
ce
ntr
ati
on
 
(ar
bit
rar
y 
un
its
)
Degradation
time
150
100
50
36 days0
50
29 days0
50
2 2  days0
50
5 days0
50
0 1 day
- 0.2 0.2 0.6 1 1.4 1.8 2.2 2.6
Distance across disc (mm)
Figure 6 .6 : One-dimensional profiles for PGA discs degraded in the D2O based PBS 
solution for times between 1 day and 36 days.
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Figure 6.7: One-dimensional profiles for PGA discs degraded in the D2O based PBS 
solution for times between 36 days and 72 days.
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peaks on the one-dimensional profile from the sample degraded for 5 days. The 
resulting diffusion coefficients were (1.34 ± 0.46) x 10' 9 cm2 s' 1 for the left peak and 
(1.28 ± 0.42) x 10' 9 cm2 s' 1 for the right peak. The fit obtained for the left peak of the 
profile is shown in figure 6 .8 .
Figures 6.9 and 6.10 show one-dimensional profiles for PGA samples degraded in a 
50:50 D2O/H2O based PBS solution for short and long times respectively. The 
concentration of D2O is approximately constant until 11 days. This is consistent with 
the water gain study and corresponds to the start of stage III. The diffusion appears 
Fickian like up until 3 days after which it is characteristic of a case II type diffusion. 
After 11 days the concentration continues to increase until the fronts meet in the 
centre between 45 and 57 days corresponding to the start of stage IV. After 3 days 
and before the fronts meet there is a non-zero concentration throughout the polymer 
which increases with degradation time, suggesting saturation with low levels o f water. 
The one-dimensional profile from the sample degraded for 1 day only had a large 
peak on the left and a very small peak on the right but the profile from the sample 
degraded for 3 days (and the others) had two peaks, both of a comparable 
concentration. This has also been observed for the sample degraded for 1 day in the 
D2O based PBS solution. For the same reason a diffusion coefficient was not 
obtained from this profile. Using the same model for Fickian diffusion used for the 
sample degraded in the D2O based PBS solution, diffusion curves were fitted for both 
peaks on the one-dimensional profile from the sample degraded for 3 days. The 
resulting diffusion coefficients were (2.07 ± 0.52) x ÎO 9 cm2 s' 1 for the left peak and 
(1.37 ± 0.46) x ÎO 9 cm2 s' 1 for the right peak.
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Figure 6.8: Fickian fit for the left peak from the sample degraded in the D20  based
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Figure 6.9: One-dimensional profiles for PGA discs degraded in the 50:50 D2O/H2O 
based PBS solution for times between 1 day and 21 days.
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Figure 6.10: One-dimensional profiles for PGA discs degraded in the 50:50 D2 O/H2 O 
based PBS solution for times between 21 days and 57 days.
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In both cases it is the diffusion of D2O that is being measured but for the 50:50 
D2O/H2O PBS solution the presence of H2O will have accelerated the degradation 
process, affecting the polymer, and hence the D2O diffusion -  borne out by the 
measured diffusion coefficients. It was also expected that due to its higher molecular 
weight D2O would diffuse less rapidly than H2O.
The diffusion coefficients obtained are of the order 10"9 cm' 2 s' 1 which is comparable 
to the diffusion coefficient of (5 ± 1) x 10' 9 cm' 2 s' 1 determined by Zaikov for bulk 
diffusion of H2O into PGA fibres [96].
Comparison o f the profiles from 50:50 D2O/H2O and D2O based PBS solutions 
indicates that the diffusion fronts move faster i.e. degrade more quickly for the 
samples degraded in the 50:50 D2O/H2O based PBS solution. This agrees well with 
the water gain and mass loss study.
Comparison o f the NRA and MRI [92] diffusion profiles from 50:50 D2O/H2O based 
PBS solutions shows that they follow the same general trend with regard to the 
advance of the fronts.
6.1.4 Conclusions and further work
Degradation has been shown to become slower with increasing amounts of D2O. As 
the degradation time increases the water gain and mass loss also increase, suggesting 
that as polymer is lost it is replaced by water. The use of a 50:50 D2O/H2O based 
PBS solution is shown to be a better model for a H2O based solution than pure D2O.
90
The results support some parts of the four-stage degradation model but not all. There 
is no evidence of low levels o f water being initially absorbed into the sample that is 
said to occur during stage I. Up to degradation times of a few days (thought to be 
stage II) the diffusion appears Fickian with diffusion coefficients of the order 10"9 cm 
2 s'1. The start of stage III has been indicated by a significant increase in the water 
gain with case II type fronts seen moving towards the centre of the sample. In 
standard case II diffusion (section 3.4) the concentration remains near constant while 
the fronts move with a constant velocity but here the concentration of water increases 
with degradation time. This increase is probably due to erosion of the polymer 
resulting in voids that are subsequently filled by water. These finding will provide the 
basis for further investigations in order to determine the diffusion/erosion mechanisms 
more fully.
It is hoped that in future studies, profiling of the drug and polymer as well as the PBS 
solution will be carried out. This would be achieved by labelling the drug/polymer 
with an element (PBS solution contains various elements) and using micro-PIXE to 
locate it. Some initial studies have been carried out. The drug was labelled with N 
but it was not possible to detect N X-rays. The detector (having an atmospheric thin 
window [55]) was capable of their detection -  and they were observed in 
measurements on a BN target. However in the presence o f C, the N X-rays are 
absorbed by the C atoms and only C X-rays are observed. It is intended in future 
work to both use a S labelled drug and a buffer solution of 90:10 H2O/D2O to more 
accurately simulate the body fluids.
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6.2 Water diffusion into fibre optic grade planar glasses 
6.2.1 Introduction
There is currently a lot of interest in using fibre optic pressure sensors to measure oil 
well conditions. Section 7.2 explains the requirements and use of such sensors as well 
as the use of the scanning 3He micro-beam technique to profile the diffusion o f water 
into them. The diffusion o f water into the fibre optic can have undesirable effects on 
the sensor. To inhibit it will probably require both careful selection of the glass used 
and the use of a hydrophobic coating. Here different uncoated planar glass samples 
have been exposed to heavy water (D20) and by applying the scanning 3He micro- 
beam technique the D20  diffusion has been observed. Once a suitable glass and 
coating have been found, fibre optics will be made and tested as described in section
7.2 -  the uniform coating of a 100 jam diameter fibre optic is far more difficult than 
coating a planar sample. This section presents initial results of water diffusion into 
three different glasses in planar geometry.
Several techniques have been used for determining the diffusion of water into quartz 
and silica glasses of planar geometry. Hepburn and Tomozawa [97] used infrared 
spectroscopy to measure water diffusion into silica glasses. Dersch et al. [98] used 
three different nuclear reactions to depth profile water diffusion into quartz and silica 
glass— The samples were exposed to water, heavy water (D20) and 180  enriched 
water. H was profiled up to a depth of 500 nm using the H(15N,ay)12C resonant 
nuclear reaction, D and 180  were profiled up to depths of 7 pm and 500 nm 
respectively using the D(3He,p)4He and 180(p ,a)15N nuclear reaction energy loss 
techniques.
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Here the scanning 3He micro-beam D(3He,p)4He technique was used with a 10 pm 
beam spot because heavy water had diffused deeper than could be measured by the 
D(3He,p)4He energy loss technique.
6.2.2 Sample preparation
The simulation of down-hole pressure and temperature conditions was achieved by 
heating closed cells in a temperature-controlled oven. During cell preparation 
stringent anti-contamination procedures were followed because trace contamination 
could cause corrosion of the glass samples. Each cell was made from electropolished 
seamless 316 stainless steel tubing and pre-cleaned with electronic grade solvents. It 
was then baked disassembled in air at 150°C for a few hours, followed by baking 
sealed over-night with a few cubic centimetres of heavy water at 200°C to both clean 
and pre-deuterate the cell. This heavy water fill was discarded before loading the cell 
with samples. The samples were placed in a wide necked silica test tube, so that most 
o f the samples protruded, and placed in the stainless steel cell before adding heavy 
water and sealing. The silica tube made sample loading easier and prevented the 
samples adhering to the stainless tube wall by surface tension. Cells were accurately 
weighed before and after heating to check for leakage. Cells that leaked were 
discarded.
Three different glasses were investigated, Spec B, Silica WF and Schott 8330. The 
glass samples, of dimensions 2  cm x 0.5 cm with a thickness of up to ~ 1.2 mm, were 
supplied by Sensor Dynamics Ltd, UK, and treated (using cells as described above, by 
Prof Harvey Rutt from the University of Southampton) by immersion in heavy water 
at temperatures of 200, 250 and 300°C for 1000 hours at a pressure o f ~ 19 bar as
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shown in table 6.13. After treatment each sample was cleaved into two 1 cm x 0.5 cm 
pieces exposing a cross-section.
Sample number Material Temperature (°C) Thickness (mm) 
± 0 .0 2
1 Spec B 2 0 0 1 .2 2
2 Spec B 250 1 .2 0
3 Spec B 300 1.04
4 Silica WF 2 0 0 0.51
5 Silica WF 250 0.54
6 Silica WF 300 0.34
7 Schott 8330 2 0 0 0.54
8 Schott 8330 250 0.51
9 Schott 8330 300 0.54
Table 6.13: Details o f the samples investigated.
6.2.3 Ion beam analysis
The glass samples were clamped between two copper blocks on an aluminium sample 
plate with the exposed cross-sections protruding slightly above the surface. The 
sample plate was then attached to the liquid cooled copper stage in the scanning 
micro-beam line target chamber and evacuated. Each sample was bombarded normal 
to its surface for 10 minutes at a beam current of 3-4 nA, by a focused scanning 1.5 
MeV 3He micro-beam of 10 pm diameter at the sample surface. The beam was 
scanned over a square of side 2.1 mm using the OMDAQ system. Particle induced X-
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rays from silicon in the glasses were detected by a Si(Li) X-ray detector, protons from 
the D(3He,p)4He reaction and backscatters from the copper blocks (used for 
normalisation) were detected by two silicon surface barrier detectors. Separate 
software windows were created encompassing the silicon X-ray peak, the proton and 
backscatter peaks. Counts in these windows were correlated with respect to the 
position of the scanning beam and stored as two-dimensional maps.
6.2.4 Analysis and results
Figure 6.14 shows typical two-dimensional areal maps (for the Schott glass sample 
exposed to a temperature of 300°C) of the distribution of deuterium and silicon 
throughout the glass samples. Silicon being the main component of glass indicates its 
position and observation of the deuterium map shows how far into the glass the 
deuterated water has diffused.
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Figure 6.14: Two-dimensional maps of deuterium (left) and silicon (right) for the 
Schott 8330 glass exposed to a temperature of 300°C.
One-dimensional depth profiles were produced from the two-dimensional maps using 
the same method as for the study of water diffusion into planar drug-release polymer 
(section 6.1.3). The profiles were normalised using the sum of the number of
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backscatters from an area of the copper blocks. Figures 6,15,6.16 and 6.17 sho w the 
one-dimensional depth profiles of the penetration of water for all three temperatures 
into the glasses Spec B, Silica WF and Schott 8330 respectively. The two peaks 
correspond to water diffusing into both sides of the glass samples. The peak outer 
edge’s slope due to the resolution of the beam and can be approximately described by 
a gaussian function (see section 4.4.4). For most of the samples the peaks are 
symmetrical about the centre suggesting that the peak inner edge’s also slope for the 
same reason. This suggests that the peaks are sharp advancing fronts, a characteristic 
of case II diffusion. The advancement of the fronts (depth of diffusion) was measured 
using the peak FWHM calculated by fitting the gaussian function
i (*-/0 2
/ ( * )  =  7 = 2  2<tZ (6.1)
crV 2 /r
where /  (x) is the gaussian function, x  is the data, jj. is the mean and a  is the standard 
deviation. The peak FWHM = 2.35 cr. Figure 6.18 shows an example of the fit 
obtained for the left peak of the one-dimensional profile from the Schott 8330 glass 
exposed to a temperature of250°C.
The concentration of water within the samples was measured using the peak area and 
approximate normalised peak height. Figure 6.19 shows the FWHM, height and area 
for both peaks from the different samples.
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Figure 6.15: One-dimensional profiles showing the penetration of heavy water into the
Spec B glasses.
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Figure 6.16: One-dimensional profiles showing the penetration of heavy water into the
Silica WF glasses.
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Figure 6.17: One-dimensional profiles showing the penetration of heavy water into Schott
8330 glasses.
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Figure 6.18: The gaussian fit obtained for the left peak of the Schott 8330 glass 
exposed to a temperature of 250°C. The FWHM -  0.086 mm.
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Figure 6.19: Table of the FWHM, height and area for both peaks from the different 
samples. Peak 1 is also referred to as the left peak and peak 2 referred to as the right
peak.
Sample/ 
temp (°C)
FWHM
(mm)
Peak height 
(counts)
Area
(counts)
Peak 1 Peak 2 Peak 1 Peak 2 Peak 1 Peak 2
Spec B
200 0.081 ± 
0.005
0.063 ± 
0.006
68 ±8 42 ± 6 782 ± 28 424 ±21
250 0.080 ± 
0.003
0.080 ± 
0.005
200+15 150 ±12 2418 ±49 1840 ±43
300 0.078 ± 
0.002
0.077 ± 
0.005
180 ±15 140 ±12 2082 ± 46 1391 ±37
Silica WF
200 0.066 ± 
0.003
0.066 ± 
0.005
220+15 140 ±12 2248 ± 47 1417 ±38
250 0.076 ± 
0.002
0.073 ± 
0.004
230+ 15 140 ±12 2270 ± 48 i486 ±39
300 0.100 ± 
0.002
0.084 ± 
0.002
310+18 214 ±15 4310 ±66 2592 ±51
Schott
8330
200 0.070 ± 0.066 ± 1090 + 33 675 ± 26 11144 ± 6629 ±81
99
0.002 0.004 106
250 0.086 ± 
0.002
0.079 ± 
0.002
5400 ± 73 5000 ±71 54237 ± 
233
47380 ± 
218
300 0.113 ± 
0.003
0.113 ± 
0.003
10000± 
100
110001
105
143646 ± 
379
149244 ± 
386
For all o f the samples one of the peaks (positioned on the right of the plots) tends to 
have a lower FWHM, peak height and area. This effect has been observed in other 
studies [99] and is thought to be due to the position of the sample during treatment i.e. 
one side facing downwards and hence being exposed less to water ingress. In figures 
6.15 and 6.16 there is a set of data where the peaks are closer together than in the 
other data sets. This is due to the analysed samples being thinner (see figure 6.13) 
than the others.
SpecB
For the right peak the FWHM increases slightly after 200°C but is constant for 250 
and 300°C. The FWHMs for the left peak are constant for all the samples exposed to 
all three temperatures. For both peaks the concentration and area initially rise after 
200°C, indicating an increase in water diffusing in, but show a small decrease from 
250 to 300°C.
Silica WF
The FWHM gradually increases with the exposure temperature indicating an increase 
in the depth to which water diffuses into the samples. The peak height and areas are
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approximately the same for the samples exposed to temperatures of 200 and 250°C 
but increase after 300°C, indicative of more water diffusing in.
Schott 8330
The FWHM, concentration and area all increase with temperature indicating an 
increase in the depth and concentration to which water diffuses into the samples. The 
peaks corresponding to the sample exposed to a temperature of 300°C do not exhibit 
case II type characteristics (i.e. the peaks are no longer symmetrical) but appear 
Fickian in nature.
6.2.5 Conclusion and discussion
The results clearly show Spec B to be the material that most inhibits the diffusion of 
water and Schott 8330 to be the material that least inhibits the diffusion of water.
The water diffuses into the glasses as advancing fronts, a characteristic of case II 
diffusion, but also with increasing concentration. In standard case II diffusion (see 
section 3.4) the concentration remains near uniform but here this is not the case. The 
glass transition temperature of silica based glasses is ~ 1000°C [100]. Glass exposed 
to temperatures lower than this (as is the case here) is considered to be in its glassy 
state and hence likely to exhibit non-Fickian (case II) or anomalous behaviour. This 
is in agreement with the experimental observations. Section 7.2.5 mentions the 
extensive literature available on diffusion mechanisms for water in silica but due to 
the conditions and materials used here it is of limited relevance.
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The Schott 8330 glass sample exposed to a temperature of 300°C seems to exhibit 
characteristics of Fickian diffusion. This may be due to an increase in concentration 
of the diffusant lowering the glass transition temperature and hence inducing a 
transition to a rubber state (in which Fickian diffusion is likely) at a critical 
concentration.
In the future it is intended to investigate these phenomena and to study a much wider 
range of glass types exposed to water over a wider range of exposure times and 
temperatures. A solution o f 90% H2O and 10 % D2O would also be used to more 
closely simulate the diffusion of water (H2O).
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6.3 Summary
The scanning 3He micro-beam technique has been used to profile, in one-dimension, 
the diffusion of heavy water into planar materials. A method to produce one­
dimensional profiles from the two-dimensional maps, and the use of suitable linear 
diffusion models (Fickian and case II) have been demonstrated.
The technique has been applied to the study of heavy water diffusion into 
polyglycolide, a material that has applications as a drug-release polymer, and heavy 
water diffusion into three different glasses, to be potentially used as fibre optic 
pressure sensors. In both cases depth profiling of the water diffusion has resulted in 
an indication of the diffusion mechanisms involved, providing the basis of further 
work to study the mechanisms in more detail.
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Chapter 7
Two-dimensional profiling of diffusion into cylindrical
7.1 Dye diffusion into hair
7.1.1 Introduction
Hair fibres generally consist of two main components [101] as shown in figure 7.1. 
The main part of the fibre is known as the cortex and consists of cortical cells that are 
approximately 5 pm wide. The cortex is surrounded by a thin covering called the 
cuticle. This is made up of flat cells known as scales. In the centre of thicker hairs 
there may also be a region known as the medulla. Typically human hair fibres have a 
total diameter of between ~ 50 -  100 pm where the cuticle is -  3 -  5 pm and the 
cortex is ~ 45 -  95 pm.
materials using the scanning He micro-beam technique
Central medulla 
Thin scaly 
outer cuticle
Cortex
Hair
tip
Figure 7.1 : Diagram showing the cortex and cuticle of a hair fibre.
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A commonly used hair product is that of hair dye. This is used to change the colour 
of hair, the effect of which can last for varying amounts of time. There are three main 
types of hair dye [102]:
• Temporary dyes -  these are simply deposited on the hair surface and are removed 
by washing with shampoo once.
• Semi-permanent dyes -  these are very similar to temporary dyes but remain on the 
hair after up to 6-8 washes.
• Permanent dyes -  these penetrate the hair fibre and become irreversibly bound in 
the cortex.
For the health and beauty industry it is important for them to be able to test their hair 
products e.g. by profiling the depth to which permanent hair dyes penetrate to ensure 
they diffuse into the cortex and therefore remain fast.
There have been diffusion several studies of hair involving the use o f ion beams. 
Valkovic and Limic [103,104] have presented results from the use of micro-PIXE to 
study the radial distribution of Se, Pb, Ca and Zn in hair. They describe a linear 
diffusion model which they used to obtain diffusion coefficients. Dombovari et al. 
[105] have studied the cross-sectional and longitudinal distribution of some major and 
minor elements in hair using micro-PIXE. The Oxford microprobe group [106] used 
nuclear scanning proton microscopy (micro-PIXE) to obtain concentrations, areal and 
radial distributions of several elements in various washed hair fibres. The radial 
distributions were obtained by scanning the proton beam across a diameter (a line 
scan) of the hair cross-sections. Work carried out for L’Oreal involved the profiling 
of Ceramide R (used to mend damaged hair cuticles) in the cuticle of a hair fibre
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[107]. The Ceramide R was labelled with 14C, incorporated into a hair-care 
formulation and applied to the hair. The outer layer of the cuticle was then 
simultaneously eroded with an ion beam and the radio-labelled Ceramide R detected 
using mass spectrometry.
Jenneson et al. [108] and Hollands et al. [109] used the scanning 3He micro-beam 
technique to profile deuterated surfactants and conditioning components into hair. 
They produced two-dimensional maps showing the component distribution over the 
cross-section of the hair. Here the application of the scanning 3He micro-beam 
technique to profile the penetration depth of a hair dye is demonstrated. Two- 
dimensional maps were produced from which a one-dimensional radial concentration 
profile was obtained.
7.1.2 Sample preparation
Virgin and chemically damaged (permed) hair fibres that had been treated with a hair 
dye, and untreated virgin hair fibres (controls) were supplied by Proctor and Gamble 
Ltd, UK. The hair dye consisted of water (95%), surfactant, preservative and a 
deuterated active ingredient. The hair fibres were treated by spraying with the hair 
dye for 10 s, for a total of five times. In between sprays the fibres were left to dry 
naturally giving an estimated exposure (diffusion) time of ~ 30 minutes.
7.1.3 Ion beam analysis
The treated and untreated hair fibres were mounted between two copper blocks on an 
aluminium sample plate and hand cut parallel to the block surface (perpendicular to 
the fibre shaft) by use of a clean sharp razor blade, therefore exposing the fibre cross-
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sections. Care was taken to ensure that the fibres were parallel to the beam so that the 
beam would not scan over the side of the fibre. If this occurred the interpretation of 
the resulting maps was more difficult as shown in figure 7.4.
The sample plate was attached to the liquid N2 cooled copper stage of the scanning 
micro-beam line target chamber and evacuated. The samples were bombarded normal 
to their surface for 15 minutes at a beam current of 1 nA, by a focussed scanning 2 
MeV 3He beam o f 10 pm diameter at the sample surface. The beam was scanned over 
a square of side 250 pm using the DKM system. Particle induced X-rays from 
sulphur in the hair were detected by a Si(Li) X-ray detector and protons from the 
D(3He,p)4He reaction detected by a silicon surface barrier detector. Separate software 
windows were created encompassing both the sulphur X-ray peak and proton peak. 
Counts in these windows were correlated with respect to the position of the scanning 
beam and stored as two-dimensional maps.
7.1.4 Analysis and results
The deuterium maps are printed on a transparent sheet which overlays the sulphur 
maps making it easy to see the location of heavy water in the fibres. Figures 7.2 and
7.3 show the distribution of deuterium (detected protons) and sulphur (detected 
sulphur X-rays) respectively throughout the untreated virgin hair fibre. Sulphur is one 
of the main elements found in the protein keratin [101] that is present in hair and can 
therefore be used to locate its position. The counts in the deuterium map are due to 
naturally occurring deuterium (~ 0.02 % of H) in the hair. These were, as expected, 
very low and demonstrate the sensitivity o f the technique.
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Figures 7.2, 7.5 and 7.7 showing the distribution of deuterium throughout the hair fibres.
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Figures 7.3, 7.6 and 7.8 showing the distribution of sulphur throughout the hair fibres.
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Figure 7.4 shows the sulphur map from an untreated virgin fibre that was not parallel 
to the beam, causing the beam to scan over its side. This is evident by the sulphur 
image being enlarged and hence no longer circular. It is therefore difficult to 
unambiguously determine the location of the hair fibre cross-section.
« t>0
C o n c e n tra t io n
2 0  4 0  6 0  8 0  1 0 0  1 2 0
D istance (m icro n s)
Figure 7.4: Sulphur map from a fibre that was not parallel to the beam.
Figures 7.5 and 7.6 show the distribution of deuterium and sulphur respectively 
throughout the treated damaged hair fibre. Observation of the deuterium map 
indicates that the deuterated hair dye has uniformly diffused into the hair fibre by 
about 20-30 pm. A comparison of the sulphur maps from treated and untreated hair 
indicates that no significant swelling has occurred.
Figures 7.7 and 7.8 show the distribution of deuterium and sulphur respectively 
throughout the treated virgin hair fibre. Observation of the deuterium map shows that 
the hair dye has diffused below the surface of the hair by about 10-15 pm but is 
concentrated around one side. Virgin hair is known to be less porous than chemically 
damaged hair [108]. It would therefore take longer for the hair dye to diffuse into 
virgin hair than damaged hair causing it to be on the surface for longer. During this 
time the dye molecules would be attracted to each other by surface tension and hence
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concentrate around one side. Diffusion into the hair would therefore occur 
predominantly from one side.
For the deuterium map of the treated damaged hair fibre, counts in different radial 
annul! were summed and the sum divided by the corresponding circumference, 
resulting in the one-dimensional radial profile shown in figure 7.9. The summing 
process improved the statistics of the data in each radial annul! and also had a 
smoothing and averaging effect throughout the fibre. A radial distance of 0 pm 
corresponds to the centre of the hair fibre and ~ 40 pm corresponds to the surface. In 
agreement with observation of the two-dimensional map the dye is shown to have 
diffused 20-30 pm into the hair. The part of the profile corresponding to the surface 
has a wide falling edge. This is due to the resolution of the beam (as described in 
section 4.4.4) and surface roughness of the fibre.
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Figure 7.9: One-dimensional radial concentration profile of deuterated hair dye in the
treated damaged hair fibre.
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Using a least squares fit, and the solution for large times (equation 3.10 of section 
3.1.2) of the Fickian diffusion into cylindrical matrices model, a Fickian curve (see 
figure 7.9) was fitted to the data. Assuming a constant diffusion coefficient, a 
constant surface concentration and a constant radius -  all requirements of the model -  
the resulting diffusion coefficient was found to be (4.03 ± 0.42) x 10"12 cm2 s'1.
The assumption that the surface concentration was constant is only an approximation. 
During treatment the hair was sprayed for 10 s and left to dry before it was sprayed 
again. Diffusion therefore occurred from a non-infinite sink i.e. the surface 
concentration reduced with time. This was taken into account when estimating the 
exposure time and is considered to be a good approximation.
7.1.5 Conclusions
The hair dye studied here was found to penetrate 20-30 pm into the fibre through the 
cuticle and well into the cortex of the damaged hair fibre as is required for permanent 
hair dyes. The diffusion coefficient was found to be (4.03 ± 0.42) x 10"12 cm2 s'1. For 
the untreated virgin hair fibre the dye diffused about 10-15 pm below the surface but 
due to the fibre’s lower porosity (damaged hair is more porous than undamaged hair) 
it concentrated around one side and hence did not diffuse into the fibre uniformly. 
Due to the resolution of the beam (10 pm) it is not certain if the dye diffused thorough 
the cuticle of the hair fibre.
This information and further studies of other dyes will assist the health and 
beauty/cosmetics industry in determining the optimum composition and exposure
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times for their products. This technique has considerable potential for the study of the 
diffusion of many commercial products into hair.
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7.2 Water diffusion into a fibre optic oil well sensor and 
communication fibre
7.2.1 Introduction
‘Down-hole’ sensing of oil well conditions, in particular pressure, would be of great 
value in reservoir management and economic optimisation of production schedules. 
Oil reservoirs are frequently complex structures of variable permeability, crossed by 
faults, and with underlying water layers. The much higher viscosity of the crude oil 
compared to the water leads to instabilities in the water/oil interface. Excessive 
production rates can lead to a loss of recoverable oil or the need to employ costly 
secondary recovery techniques such as gas or water injection prematurely. 
Knowledge o f the local down-hole conditions, as opposed to aggregate wellhead flow 
and pressure recovery curves on flow cut off, would greatly improve planning and 
production schedules.
The requirements on such sensors are stringent in the extreme. They need to be 
located up to 10 km from the wellhead down a well o f only some tens of centimetres 
in diameter. Lifetimes of 10 years are desirable, ideally with no electrical connections 
for safety reasons. The sensors must survive temperatures routinely exceeding 200°C 
and occasionally reaching 300°C, with pressures up to ~ 600 bar and retain stable 
calibration over their lifetime. Existing sensors, typically based on crystal quartz 
transducers, are difficult to deploy, require electrical connections, and have a very 
limited life. Fibre optic sensors that are sufficiently thin and flexible can be deployed 
directly into the well by entraining them in hydraulic oil pumped down small bore 
tubes which are utilised for hydraulic operation of down-hole systems [110,111].
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This has lead to a strong interest in fibre optic sensors for this application, which 
satisfy the requirements of down-hole deployability and no electrical connections 
[112,113,114]. These sensors typically use fibres with internal longitudinal holes in 
the cladding; the resulting asymmetry results in external pressure causing 
birefringence in the fibre core, which is measured optically [115]. However to retain 
their essential small diameter and flexibility, characteristics which enable their 
deployment, only thin protective coatings can be employed. The lifetime of the 
sensor and the communication fibre linking it to the surface in the aggressive down- 
hole environment becomes a serious issue, with a requirement to determine whether 
water penetration of the coating and diffusion into the fibre will cause unacceptable 
increases in fibre loss at the measurement wavelengths (typically 1.55 or 1.3 pm) or 
drift in the pressure sensor.
Several techniques (as described in section 6.2) have been used for determining 
concentration profiles of the diffusion of water into quartz and silica glasses of planar 
geometry but none are known of for the diffusion o f water into a cylindrical 
geometry. As explained in section 7.1 the scanning 3He micro-beam technique has 
been used to profile the diffusion of deuterated molecules into hair fibres, the 
diameter o f which are approximately the same as fibre optics.
Here the scanning 3He micro-beam technique is applied to the study o f water 
diffusion into fibre optics. Two-dimensional maps were produced from which a one­
dimensional radial concentration profile was obtained.
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7.2.2 Sample preparation
The simulation of down-hole pressure and temperature conditions was achieved by 
heating closed cells in a temperature-controlled oven in the same was as for the planar 
glasses as explained in section 6.2.2. The fibre ends were flamed sealed, and short 
lengths placed in a short 3 mm bore silica ‘test tube’ so that most of the fibre 
protruded.
Two different types of optic, supplied by Sensor Dynamics Ltd, were investigated. 
Pressure sensor fibres were 125 pm in diameter whilst communication fibres were 
100 pm, both with pure silica cladding and germania-doped cores produced by vapour 
phase axial deposition (VAD) with a numerical aperture of 0.125 and core diameters 
o f approximately 7 pm. Those used for sensing pressure contain two circular 23 pm 
holes placed symmetrically on a common diameter. The fibre optics were treated 
(using cells as described above, by Prof H Rutt from the University o f Southampton) 
by immersion in heavy water at 210°C temperature for just under 52 days (1247 
hours). The saturated vapour pressure at 210°C is 19 bar. Untreated fibre optic 
samples were used as controls.
7.2.3 Ion beam analysis
The treated and control fibre optic samples were mounted between two copper blocks 
in the same way as for the hair samples. They had previously been cut (perpendicular 
to the fibre shaft) to a length of ~ 3 mm after their treatment exposing the fibre cross- 
sections.
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The sample plate was attached to the liquid N2 cooled copper stage of the scanning 
micro-beam line target chamber. The samples were bombarded normal to their 
surface for 20 minutes at a beam current of 1 nA, by a focussed scanning 2 MeV 3He 
beam of 10 pm diameter at the sample surface. The beam was scanned over a square 
of side 250 pm. Particle induced X-rays from silicon in the fibre optics were detected 
by a Si(Li) X-ray detector and protons from the D(3He,p)4He reaction detected by a 
silicon surface barrier detector. Separate software windows were created 
encompassing both the silicon X-ray peak and the proton peak. Counts in these 
windows were correlated with respect to the position of the scanning beam and stored 
as two-dimensional maps.
7.2.4 Analysis and results
Figures 7.10 to 7.13 show the distribution of deuterium (detected protons), and hence 
heavy water, in the untreated pressure sensor, treated pressure sensor, untreated 
communication fibre and treated communication fibre respectively. Figures 7.14 to 
7.17 show the distribution of silicon (detected silicon X-rays) in the untreated 
pressure sensor, treated pressure sensor, untreated communication fibre and treated 
communication fibre respectively. Because silicon is a main component of fibre 
optics the silicon maps show the location of the fibres and reveal information about 
their structure. The deuterium maps are printed on a transparent sheet which overlays 
the silicon maps making it easy to see the location of heavy water in the fibres. The 
silicon maps from both the untreated (figure 7.14) and treated pressure sensor (figure 
7.15) show the two holes mentioned previously. Both deuterium maps for the 
untreated fibres (figures 7.10 and 7.12) show effectively no deuterium. Observation 
of the deuterium map for the treated pressure sensor (figure 7.11) indicates that
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Figures 7.10 - 7.13 showing the distribution o f deuterium throughout the different fibres.
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Figures 7.14 - 7.17 showing the distribution o f silicon throughout the different fibres.
Distance (m icrons)
Untreated pressure sensor
O 50 100 ISO 200  250
Distance (m icrons)
Treated pressure sensor
0 50 100 150 200 250
Distance (m icrons)
Untreated communication fibre
o 50 100 ISO 200 250
D'stonce (m icrons)
Treated communication fibre
119
deuterated water penetrates the fibre by about 30 pm. There appears to be more 
deuterium in the lower right hand side of the fibre. This may be due to the position of 
the fibre during treatment i.e. the upper right hand side may have been face down in 
the treatment cell reducing its exposure to deuterated water. There is also some 
deuterium present on the surface of the fibre that has not diffused in. Observation of 
the deuterium map for the treated communication fibre (figure 7.13) indicates that 
deuterated water has fully diffused into the fibre. A comparison of the silicon maps 
from the treated and untreated pressure sensor indicated that no significant swelling 
had occurred.
For the deuterium map of the treated pressure sensor a one-dimensional profile was 
produced in the same way as for the hair fibre (see section 7.1.4). This is shown in 
figure 7.17. A radial distance of about 60 pm corresponds to the surface of the fibre. 
In agreement with observation of the two-dimensional map the dye is shown to have 
diffused ~ 30 pm into the fibre. In this case deuterium on the surface of the fibre as 
well as the resolution of the beam have contributed to the wide falling edge.
The same model and assumptions for Fickian diffusion into cylindrical matrices as 
that used for the hair was fitted to the data using a least squares fit. The resulting 
diffusion coefficient was found to be (3.25 ± 0.33) x 10"15 cm2 s'1.
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Figure 7.17: One-dimensional radial concentration profile of heavy water diffusion 
into the treated fibre optic pressure sensor.
Unlike for the hair, diffusion occurred from an infinite sink i.e. the amount of heavy 
water surrounding the fibre did not reduce significantly as diffusion occurred. The 
assumption that the surface concentration was constant is therefore considered valid.
7.2.5 Discussion and conclusions
Diffusion-induced drift in fibre optic pressure sensors is known to be a function of 
temperature and exposure to liquid phase water only, and not a function of pressure 
provided the pressure exceeds the saturated vapour pressure of water at the exposure 
temperature (which maintains the liquid phase [110]).
An extensive literature exists on diffusion mechanisms for water in silica, but with 
limited relevance to the conditions and materials employed in this work. Diffusion 
coefficients and mechanisms are known to depend on the ‘type’ of fused silica [116], 
the thermal history and hydroxyl content of the glass [117]. For these reasons the use
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of existing data on conventionally prepared bulk fused silica materials is inappropriate 
and many of the experimental methods used are inapplicable to the fibre geometry. A 
recent discussion of water diffusion into bulk silicas is given by Davis and Tomozawa 
[118].
Water was found to saturate the communication fibre but only diffuse part way (~ 30 
pm) into the pressure sensor. The diffusion coefficient of water into the pressure 
sensor was found to be (3.25 ± 0.33) x 10'15 cm2 s'1. The reasons for the differences 
observed in water penetration into the two fibres are currently unclear, but 
presumably relate to differing composition and heat treatment histories.
A great advantage of this technique is that only very short lengths of fibre are 
required, as opposed to direct measurements by fibre optic methods, which typically 
require many metres of sample and render design of the high pressure, high 
temperature cells problematic.
Future studies will involve investigation o f a wide range of construction and coating 
methods in order to inhibit diffusion into the fibre. Due to the expense and time 
required to make actual fibres, new construction and coating methods will be used to 
produce planar samples that will then be tested. Section 6.2 shows initial results of 
such tests for three different uncoated glasses. When a suitable glass and coating has 
been found its diffusion properties as an actual fibre (cylindrical instead o f planar 
geometry) will be determined using the technique demonstrated here.
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7.3 Water diffusion into cylindrical drug-release polymer
7.3.1 Introduction
There is a considerable amount of interest in the delivery of drugs locally to a site 
within the body from an inserted cylindrical polymer e.g. the treatment of prostate 
cancer. The release of drug from the polymer can be controlled, as explained in 
section 6.1.1, allowing it to be delivered over a period of days to months providing 
advantages over other methods of drug administration. One such polymer that has 
shown great potential for use in these drug-release systems is polylactide (PLA). This 
polymer has been established as perfectly biocompatible and safe [119]. It has been 
shown that drug-release from PLA type polymer matrices is controlled [119] by a 
combination of drug diffusion through water filled pores, drug diffusion through the 
polymer matrix and polymer erosion -  PLA degrades by hydrolysis into lactic acid. It 
is difficult though to predict the drug-release precisely due to the many factors 
involved. Many studies measuring the drug release, weight loss and water uptake of 
various polymer formulations have been carried out [120,121,122,123] but non are 
known which actually profile the diffusion of water into the polymer.
The scanning 3He micro-beam technique has been used to profile water diffusion into 
a variety o f drug-release polymers [93,94]. Its use to profile the diffusion of water 
into planar polyglycolide (PGA) discs has already been discussed in section 6.1. PLA 
is very similar to PGA and both are believed to release drug in a similar manner. 
Here the extension of this technique to measuring radial water diffusion profiles in a 
cylindrical polymer (hydrophobic PLA containing a hydrophilic proprietary drug) is 
explained.
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7.3.2 Experiment details
7.3.2.1 Preparation of cylindrical PLA monolithic depots and immersion solution
Cylindrical monolithic depots of PLA, 2.25 mm diameter, loaded with a known 
faction by weight of the proprietary drug were supplied by the manufacturer along 
with a phosphate buffered saline (PBS) solution formulated to mimic body fluids.
1322 Sample preparation
60 ml screw-top glass jars were filled with 45 ml PBS solution (90%) mixed with 5 
ml heavy water (D2O) (10%) and warmed to a temperature of 37°C by continuous 
partial submersion in a heated water bath. Only 10 % D2O was used so as to 
minimise disturbance of the difiusion/erosion characteristics (see section 6.1) of the 
PBS solution. The PLA depots were cut into 1.8 cm long sections by use of a scalpel.
Two sections of the polymer were held at a temperature of 37°C for times of 1 and 4 
hours respectively. After the specified times the polymer sections were removed from 
their jars and any excess solution removed from the surface by lightly drying on filter 
paper.
1323 Ion beam analysis
Each polymer section was transferred, using tweezers, so that its 1.8 cm long side was 
stuck to the top surface of a piece of double-sided adhesive tape on a bench-top. A 
segment ~ 0.3 cm long was then cut out from the centre using a scalpel. The use of 
adhesive tape prevented the polymer segments from flying off and being lost during 
the cutting process. The segments were held, cut face uppermost, between two 
double-sided adhesive tape covered carbon blocks and screwed to an aluminium
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sample plate. The whole plate was then immersed in liquid N2 in order to freeze the 
PBS/D2O profile.
The sample plate was attached to the liquid N2 cooled copper stage in the scanning 
micro-beam line target chamber and evacuated. For each run the sample was 
bombarded normal to its surface for 15 minutes at a beam current of 1 nA, by a 
focussed scanning 1.3 MeV 3He beam of 10 pm diameter at the sample surface. The 
beam was scanned over a square of side 3 mm using the DKM software. Protons 
from the D(3He,p)4He reaction and backscatters from the copper blocks (used for 
normalisation) were detected by two silicon surface barrier detectors. Separate 
software windows were created encompassing both the proton and backscatter peaks. 
Counts in these windows were correlated with respect to the position of the beam and 
stored as two-dimensional maps.
7.3.3 Results and analysis
To account for beam current fluctuations the two-dimensional maps were normalised 
using the sum of the number of backscatters from an area of the carbon blocks. 
Figure 7.18 and 7.19 show the relative distribution of deuterium (detected protons) 
and hence deuterated water in the polymers soaked for 1 and 4 hours respectively. It 
is clear from observation o f the two-dimensional maps that D2O has diffused further 
into the section soaked for 4 hours.
One-dimensional radial profiles for both sections were produced using the same 
method as for the hair fibres (see section 7.1.4). These are shown in figures 7.20 and 
7.21. A radial distance o f -1.18 mm corresponds to the surface of the sections. The
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Figure 7.18: Distribution of D20  throughout the polymer soaked for 1 hour.
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Figure 7.20: One-dimensional radial concentration profile of D20  in the polymer
soaked for 1 hour.
126
3000 r-T-T-r-T-r-i i i i | i iHrTT r-r-r-v  | i i i i | i i i i
2500
m 2000
C oncentration
0 500 1000 1500 2000 2500 3000
Distance (microns)
Figure 7.19: Distribution of D2 O throughout the polymer soaked for 4 hours.
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Figure 7.21: One-dimensional radial concentration profile of D2 O in the polymer
soaked for 4 hours.
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falling edge is due to the resolution of the beam and also non-uniformities in the 
surface of the sections. A comparison of the profiles shows that there has been no 
significant radial or surface concentration increase. D2O has diffused ~ 0.3 mm into 
the section immersed for 1 hour and ~ 0.6 mm into the section immersed for 4 hours.
Using a least squares fit diffusion curves were fitted to the profiles using the solutions 
of the Fickian cylindrical diffusion model described in section 3.1.2. For the 1 hour 
profile the solution most suitable for small times (equation 3.11) was used and for the 
4 hour profile the solution most suitable for large times was used (equation 3.10). 
Assuming a constant diffusion coefficient, surface concentration and radius with time 
-  all requirements of the model -  the resulting diffusion coefficients were found to be 
(2.17 ± 1.00) x 10"8 cm2 s' 1 and (1.83 ± 1.00) x ÎO8 cm2 s"1. The arithmetic mean 
diffusion coefficient is (2.00 ± 0.71) x ÎO 8 cm2 s'1.
7.3.4 Discussion and Conclusions
The literature reports that the first stage of drug-release from these polymers involves 
water diffusing into the matrix. The drug is then partly released by diffusion through 
water filled pores. This has been confirmed and the diffusion coefficient of the PLA 
monolithic depot loaded with the proprietary drug found to be (2 .0 0  ± 0.71) x 1 0 ‘8 
cm2 s'1. Due to the heterogeneous nature of the polymer the diffusion coefficient 
obtained is that of a hypothetical homogeneous medium exhibiting the same 
behaviour of the composite material as explained in section 3.2.
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This technique will be used to study water diffusion into PLA monolithic depots of 
different drug loadings for a wide range of times and correlate the results with the 
drug release.
This is the first known reported application of ion beam analysis to produce one­
dimensional profiles of water diffusion into a cylindrical drug-release polymer.
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7.4 Summary
The scanning 3He micro-beam technique has been used to profile, in two-dimensions, 
molecular diffusion into cylindrical matrices. A method to produce one-dimensional 
radial profiles from the two-dimensional maps, and a suitable cylindrical Fickian 
diffusion model from which diffusion coefficients can be obtained have been 
described.
The technique has been applied to the study of hair dye diffusion into hair, water 
diffusion into a fibre optic pressure sensor and communication fibre and also water 
diffusion into a cylindrical drug-release polymer. Diffusion coefficients for all three 
systems have been obtained. It is anticipated that the results of these investigations 
will be o f great use to the health and beauty industry, the oil industry and the 
pharmaceuticals industry. Further studies of these materials, using this technique, are 
expected to be undertaken in the future.
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Chapter 8
Two-dimensional areal profiling of aluminium at different 
depths using scanning micro-beam Rutherford 
backscattering
8.1 Introduction
Many anti-dandruff hair shampoos contain the element zinc. The Surrey group have 
carried out measurements on diffusion of shampoo into hair but as far as is known 
there have been no studies on the diffusion of hair products into the scalp, where 
elements may possibly enter the blood/interstitial fluids. From there they could 
accumulate in the body and possibly lead to medical problems. There is a possible 
association of excess zinc with Alzheimer’s disease [124].
Several studies have been carried out to investigate the diffusion of heavy elements 
into skin. One technique uses ‘tape stripping’ [125]. This involves removing the 
surface of the skin with successive layers of adhesive tape and consequent analysis 
using PIXE. Depths of up to a few pm have been reported. Pallon et al. [126] used a 
combination of sectioning and micro-PIXE. A 4 mm skin biopsy was taken and 
sectioned yielding sections of 16 pm thickness. These were then analysed using 
micro-PIXE to determine the elemental concentration of each section. The same 
technique was used by Hollands et al. [127] to depth profile the diffusion of 
aluminium from aluminium-containing antiperspirant into skin.
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A technique known as RBS tomography has been used for the analysis o f 
semiconductor integrated circuits [25,128,129]. It is based on the combination of 
depth profiles -  obtained from RBS spectra -  and lateral profiles obtained by 
scanning the beam over the sample. The result is the three-dimensional profiling of 
elements within the sample.
Here the application of RBS tomography to the imaging of aluminium is 
demonstrated. The study was originally undertaken to investigate the feasibility o f 
using micro-beam Rutherford backscattering (RBS) to measure the areal distribution 
of aluminum from aluminium-containing antiperspirant at different depths following 
its diffusion into skin -  a subject also of interest to the medical profession [130]. In 
the event it was not used for this purpose owing to the limitations of both the depth 
that could be profiled and the presence of elements heavier than aluminium at 
significant concentrations in skin. However, the technique will be of value in mapping 
the three-dimensional distribution of a heavy element in a matrix of lighter elements 
for instance zinc diffusion from shampoo into skin. A proton beam was used because 
maximum penetration depth was a factor of interest to its intended application; the 
general conclusions are applicable to any incident beam projectile.
To simulate skin with pores in an Aluminium/PET (Polyethylene Terephthalate, 
C10O4H8) alternate multi-layer sandwich with specified holes in was used as a target. 
The spectrum of backscattered particles resulting from scanning proton beam 
interactions with the target was collected. Counts in regions of the spectrum 
associated with proton backscatters from the top two layers of A1 were correlated with
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the beam position on the sample to determine if  associated holes in the layers could be 
imaged.
8.2 Experimental
8.2.1 Sample preparation
The Al/PET multi-layer sandwich, of size approximately 5 cm x 5 cm consisted of ten 
alternating layers of A1 film (0.8 pm) and PET film (1.5 pm), carefully placed upon 
one another ensuring they were kept flat. The resulting sandwich, with a top layer of 
aluminium, was attached to a copper sample plate by taping the edges. A hole was 
made in the sandwich by using a sharp needle (to simulate the presence of a pore in 
skin) to see if it could be imaged in the different layers. This procedure produced a 
clean hole in all layers of the sandwich except the top aluminium layer where tearing 
caused an enlarged hole. The position of the hole was indicated by a pointed 
chlorine-containing tape marker.
8.2.2 RBS Analysis
The sample plate was mounted on a copper stage in the scanning micro-beam target 
chamber. For each run the sample was bombarded normal to its surface for 10 
minutes at a beam current of 0.2 nA, by a focussed scanning 1.9 MeV proton beam o f 
10 pm diameter at the sample surface. A Si(Li) X-ray detector was used to detect 
proton induced Cl X-rays from the Cl-containing marker tape. Backscattered protons 
were detected by a silicon surface barrier detector. The DKM system was used to 
correlate the number of detected X-rays/backscattered protons within defined 
software windows to the beam position and display the correlation in a two- 
dimensional areal map.
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Prior to data taking, using the known layer thicknesses and stopping powers [32] of 
protons in A1 and PET, the energies of protons backscattered from Al, O and C nuclei 
in the first two A1 layers and the first PET layer were calculated. The calculated 
energy of protons backscattered from O in the first PET layer was found to be of the 
same energy as a proton backscattered off A1 at the rear of the second A1 layer. 
Guided by these preliminary calculations, software windows were located around the 
first and second A1 peaks (peaks 1 and 2 in figures 8.1 and 8.2 of the results), the 
boundaries being at the half-heights of the peaks. The beam was initially scanned 
over an area of the sandwich of 2 mm x 2 mm with no hole. To locate the hole a 
software window was set around the Cl Ka X-rays from the marker tape in the 
spectrum from the X-ray detector. The position of the scan was changed until the 
point of the marker tape was observed on the two-dimensional areal map. The size of 
the scan was then reduced to 200 pm x 200 pm around the position of the hole.
8.3 Results
Figures 8.1 and 8.2 show the Rutherford backscattering spectra acquired from the 
Al/PET multi-layer sandwich from the scans of the sandwich with no hole present and 
the hole present respectively. The peaks (1-5) are indicative of A1 layers (except for 
peak 5 which is dominated by the 1.73 MeV incident proton energy C resonance 
peak) and the troughs are indicative of PET layers. For the spectrum resulting from 
the scan around the position of the hole, the trough between the first and second A1 
peaks is not complete due to some backscatters from the second A1 layer exiting
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Figure 8.1 : RBS spectrum from a scan over an area of the sandwich with no hole 
present. The lines around peaks 1 and 2 indicate the position of the software
windows.
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Figure 8.2: RBS spectrum from a scan over an area of the sandwich with a single 
hole. The lines around peaks 1 and 2 indicate the position of the software windows.
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through the enlarged hole in the surface A1 layer. The second A1 peak also includes O 
backscatters from the first PET layer which have exited through the enlarged hole in 
the A1 surface layer. The calculations, performed prior to data taking, of proton 
backscatters from the other PET layers showed that the lower energy peaks consisted 
of backscatters from O and C as well as Al. This manual procedure was checked by 
subsequent use of the commercially available IBA DataFumace [28] incorporating 
both a straggling function calculated using the program MDEPTH [40] and non- 
Rutherford cross sections for Al [39], O [131] and C [132], calculated using 
SIGMACALC [39]. Simulation of just the first Al and PET layers with no hole 
present (as shown in figure 8.3) showed that the O edge begins at the end of the 
second Al layer, 3.1 pm into the sample. In the area of the sample with no hole 
present it is possible to unambiguously profile Al to a depth of 3.1 pm. The presence 
of the hole slightly increases the ambiguity -  backscatters from O appear in the hole 
position (figure 8.4d) at the 0.01 % level -  so the profile is still that of the Al layer. 
Figure 8.4 shows areal maps of detected backscattered protons correlated with 
scanning beam position. Maps with windows corresponding to the first two peaks (Al 
layers) in figure 1 (of a scan over an area with no hole) and figure 2 (of a scan over an 
area with the hole) are shown. Both of the maps corresponding to an area o f no hole 
(figures 8.4a and 8.4b) are essentially uniform, small deviations being caused by 
unevenness in the Al and PET layers. The maps corresponding to a scan around the 
single hole (figures 8.4c and 8.4d) are not uniform. The hole is represented in both 
maps by an areal density of or very close to zero. The hole image due to the first peak 
is larger than the image due to the second - due to the surface Al layer being tom on 
penetration by the needle. The imaged hole shape correlated well with a subsequent 
optical microscope inspection of the top two aluminium layers.
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Figure 8.3: Simulated RBS spectrum of the first Al and PET layers for a scan over an 
area of the sandwich with no hole present.
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Figure 8.4: Areal maps of detected backscattered protons correlated with scanning 
beam position, a) over an area with no hole with the window set around the first peak, 
b) over an area with no hole with the window set around the second peak, c) over an 
area with the hole with the window set around the first peak and d) over an area with 
the hole with the window set around the second peak.
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8.4 Conclusions
The areal maps from the windows set around the peaks corresponding to the upper 
two aluminium layers (without the hole) together with the simulation using the IBA 
DataFumace, show that aluminium can be two-dimensionally profiled at different 
depths to a depth of 3.1 jam into the Al/PET multi-layer sandwich using a 1.9 MeV 
proton beam. Introduction of the hole to test the ability to image it increased the 
depth profiling ambiguity only marginally. The limiting factor on the depth profiled is 
the energy o f protons backscattered from O in the surface of the first PET layer.
It is hoped that this technique will be used to study the diffusion of zinc from anti- 
dandruff hair shampoo into skin. At the time this work was carried out it was only 
possible to produce four two-dimensional maps during any one run (using the DKM 
system). Since then the OMDAQ system has been installed and will allow, 
effectively, any number of windows to be located within the RBS spectrum. A depth 
resolution of order 100 nm for a heavy element distributed in a light matrix should be 
feasible -  a limit being data collection time. The data could also be saved in Tist 
mode’ (supported by the OMDAQ software) and the two-dimensional areal maps 
produced from the data offline.
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Chapter 9
Overall conclusions and further work
Ion beam techniques to quantitatively measure molecular diffusion in one and two 
dimensions have been described and their application to the study of diffusion into 
both planar and cylindrical materials explained.
Data was obtained by the profiling of deuterium, using the D(3He,p)4He energy loss 
technique, in a model DPS/PS/DPS triple-layered film. This was used to test the IBA 
DataFumace (authors N P Barradas at al. [28]) extended by Dr Barradas so that it was 
able to perform fully automated analysis of NRA energy loss data without human 
intervention. The code used is general and can be used for any reaction with know Q- 
value and cross-section.
The same reaction was used to depth profile, in one dimension, the diffusion of D2O 
into cellophane and the results analysed using the extended IBA DataFumace. The 
results indicated that the surface ~ 600 nm was less porous than the core. This was in 
agreement with observations using TEM and STEM carried out by Laity et al. but not 
those by some other authors. This study is presently ongoing. Different types of 
cellophane, made using new and existing techniques, will be investigated.
The scanning 3He micro-beam technique, previously pioneered at Surrey and 
presently in unique use in the world, has been applied to the study of molecular
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diffusion into a number of materials. NRA was used to locate deuterated molecules, 
PIXE (where possible) used to locate the spatial positions of matrix components of 
the material and RBS used for normalisation purposes. Diffusion studies of both 
planar and cylindrical materials were carried out. Two-dimensional maps were 
obtained from which one-dimensional radial concentration profiles were produced. 
This was achieved, for the planar materials, by summing the yields in lines 
perpendicular to the direction of diffusion and for the cylindrical materials by 
summing the yields in different radial annuli and dividing the sum by the 
circumference.
Water diffusion into a planar drug-release polymer (polyglycolide discs) was 
investigated. One-dimensional concentration profiles provided information about the 
degradation process and supported some parts of the four-stage model discussed by 
other authors. The semi-infinite medium model of Fickian diffusion was used to 
obtain a diffusion coefficient of order 10‘9 cm2 s'1 at low degradation times. Water 
diffusion into 3 different planar fibre optic grade glasses was also investigated. Here 
the one-dimensional concentration profiles showed that the water diffused in as 
advancing fronts (a characteristic of case II diffusion). This was measured using the 
FWHM obtained by fitting a gaussian function and the glass that most inhibited the 
diffusion of water identified.
Hair dye diffusion into both chemically damaged and virgin hair was investigated. 
The hair dye was found to diffuse 20-30 pm into the damaged hair, well into the 
cortex as is necessary for permanent dyes, and 10-15 pm below the surface o f the 
virgin hair fibre but it was concentrated around one side. A diffusion coefficient of
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(4.03 ± 0.42) x 10'12 cm2 s"1 was obtained for the dye diffusion into the damaged fibre 
using the cylindrical Fickian diffusion model. In agreement with these results 
damaged hair is known to be more porous than virgin hair. The diffusion of water 
into a fibre optic pressure sensor and a communication fibre was investigated. The 
fibres were exposed to heavy water at high temperature and pressure. During these 
conditions the communication fibre became saturated and water penetrated the 
pressure sensor by ~ 30 pm. A diffusion coefficient of (3.25 ± 0.33) x 10"15 cm2 s’1 
was obtained for water diffusion into the pressure sensor using the cylindrical Fickian 
diffusion model. Finally the diffusion of water into a cylindrical drug-release 
polymer (polylactide) was investigated. The polymer was immersed for times of 1 
and 4 hours during which water diffusion is Fickian. A constant diffusion coefficient 
of (2.00 ± 0.71) x 10'8 cm2 s'1 was obtained by using the cylindrical Fickian diffusion 
model.
It is anticipated that the work reported here will be of great use to the 
pharmaceuticals, health and beauty/cosmetics and oil industries. More studies o f 
water diffusion into both planar and cylindrical drug-release polymers are expected in 
the future. The studies of water diffusion into planar fibre optic grade glasses and 
fibre optics are presently ongoing. New materials and coatings will be tested as 
planar samples and when a suitable combination is found it will be tested as a fibre 
optic. It far easier and cheaper to produce a planar sample of glass than to produce a 
coated fibre optic.
In future studies involving the diffusion of water a mixture of D2O and H2O will be 
used to more accurately emulate the diffusion of H2O. This has been done for the
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drug-release polymer studies and in future will be extended to all studies involving 
water diffusion. The only problem that may be encountered is the reduced count rate.
For the work in this thesis relative concentrations have been used to express the 
amount of substance diffusing into the different materials. Absolute concentrations 
could be calculated if the mass uptake of water is accurately known. It is envisaged 
that this will be carried out for future studies.
The beam resolution, approximately described by a gaussian function, should be taken 
into account when fitting diffusion profiles. This can be achieved by folding in a 
gaussian resolution function but was not done for the studies detailed here. This will 
be incorporated in the future.
A technique based on splitting the RBS energy spectra into intervals and using a 
scanning micro-beam was developed to enable the two-dimensional areal profiling of 
a heavy element at different depths. The technique was demonstrated by imaging a 
hole in an Al/PET multi-layer sandwich. This technique will be used to depth profile 
the diffusion of zinc from anti-dandruff shampoo into the scalp. This could be 
extended to D(3He,p)4He NRA and applied to the diffusion of deuterated molecules 
into non-uniform materials such as skin.
A smaller micro-beam spot (5pm) should soon be available. This combined with the 
OMDAQ data collection system will provide a better spatial resolution than was 
possible when these studies were carried out. Research has recently been carried out 
at Surrey into the use of CdZnTe detectors [133] for detecting protons. An array o f
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these will improve the detection efficiency and hence improve the counting statistics -  
especially important for beam sensitive materials.
The ion beam techniques explained here can be applied to the depth profiling of any 
deuterated hydrocarbon into almost any material. The NRA energy loss technique 
would be used to profile diffusion up to several pm and the scanning 3He micro-beam 
technique used to profile diffusion in the range of 10 pm to 100 mm. Many other 
applications are envisaged, especially with the expected improvements in spatial 
resolution and detection efficiency. Possible future studies include water diffusion 
into contact lenses and cosmetics diffusing into skin.
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Errata
Page 2, line 8 “elipsometry” should read “ellipsometry”
Page 10, line 14 “and it’s properties” should read “and its properties”
Page 27, line 19 “where J 0(x) and J 0(x) ” should read “where J 0(x) and J l (x) ” 
Page 41, line 1 and page 46, line 23 “flouresces” should read “fluoresces”
Page 50, line 21 “either the molecules” should read “either the diffusant”
Page 58, line 1 “users interpretation” should read “user’s interpretation”
Page 64, line 9 “Elipsometry” should read “ellipsometry”
Page 68, line 17 “damage due to the beam” should read “damage due to beam 
heating”
Page 72, line 16 “region” should read “level”
Page 75, line 3 “injested” should read “ingested”
Page 83, line 4 “edge’s” should read “edges”
Page 123, line 15 “non” should read “none”
Page 124, line 4 “faction” should read “fraction”
Page 129, line 2 “times and correlate” should read “times and to correlate”
Page 147, line 13 “ask” should read “ash”
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Abstract. N u c l e a r  r e a c t i o n  a n a l y s i s  ( N R A )  i s  a  s t a n d a r d  t e c h n i q u e  i n  c o m p o s i t i o n a l  a n a l y s i s  
) f  m a t e r i a l s ,  i n c l u d i n g  d e p t h  p r o f i l i n g  o f  e l e m e n t s .  I t  i s  p a r t i c u l a r l y  u s e f u l  f o r  t h e  p r o f i l i n g  o f  
i e u t e r i u m  i n  p o l y m e r s .  H o w e v e r ,  t h e  d a t a  a n a l y s i s  c a n  b e  c u m b e r s o m e  a n d  t i m e - c o n s u m i n g ,  
n  t h i s  p a p e r  w e  p r e s e n t  f u l l y  a u t o m a t e d  a n a l y s i s  o f  N R A  d a t a  u s i n g  t h e  s i m u l a t e d  a n n e a l i n g  
c o m b i n a t o r i a l  o p t i m i z a t i o n  a l g o r i t h m .  T h e  r o u t i n e  i s  g e n e r a l  a n d  c a n  b e  u s e d  t o  a n a l y s e  d a t a  
' r o m  a n y  r e a c t i o n  w i t h  k n o w n  Q  v a l u e  a n d  c r o s s  s e c t i o n .  T h e  s h a p e  o f  t h e  c r o s s  s e c t i o n  i s  
a k e n  i n t o  a c c o u n t ,  a n d  h e n c e  d e p t h  p r o f i l i n g  u s i n g  r e a c t i o n s  w i t h  n o n - f l a t  c r o s s  s e c t i o n s  c a n  
) e  d o n e  i n  a  t r i v i a l  w a y .  F u r t h e r m o r e ,  t h e  a l g o r i t h m  a l l o w s  o n e  t o  t a k e  i n t o  a c c o u n t  t h e  
i e g r a d a t i o n  o f  e n e r g y  r e s o l u t i o n  w i t h  p r o b i n g  d e p t h ,  w h i c h  i s  s h o w n  t o  b e  c r u c i a l  i n  
m a l y s i n g  t h i n  l a y e r s ,  w h e r e  t h e  d e p t h  r e s o l u t i o n  i s  a  d e t e r m i n i n g  f a c t o r .  W e  h a v e  a l s o  s h o w n  
h a t  w e  c a n  c a l c u l a t e  c o n f i d e n c e  l i m i t s  o n  t h e  d e p t h  p r o f i l e s  o b t a i n e d  b y  u s i n g  B a y e s i a n  
n f e r e n c e  w i t h  t h e  M a r k o v  c h a i n  M o n t e  C a r l o  m e t h o d .  W e  p r e s e n t  t h e  a p p l i c a t i o n  o f  t h e  
i l g o r i t h m  t o  t h e  a n a l y s i s  o f  d e u t e r a t e d  p o l y s t y r e n e  s a m p l e s .
I. Introduction
it is often useful to determ ine  the m igration  paths o f  various 
:hem ical g roups in polym ers such as - F  or -C O O H  end 
groups. O ne application  is in anti-vandal pain ts. F -ended  
nonom ers m ove to the surface and are non-reactive, resu lting  
n a  resistan t surface. C O O H -ended  m onom ers m ove to the 
substrate and are reactive, so they b ind w ell m ak ing  the pain t 
difficult to rem ove. T he resu lt is a pain t tha t is both d ifficult
0 draw  on, and difficult to chip. O ther app lica tions are 
n adhesives, lubrican ts, co llo idal stabilizers and com posite  
materials.
T he m igra tion  path o f  chem ical g roups in a  po lym er can 
De achieved by m ark ing  the groups and tracing  the m arker. 
Dne possib le  w ay o f  m arking is that o f  deu teration  [1]. T he 
:nd group  can be added to a  deuterated  po lysty rene  (d-PS) 
:hain. T he deu tera ted  po lym er is then p laced e ither on top 
)r underneath  a layer o f po lystyrene (PS, w ith com position  
CgHg|„). D uring  annealing  the end groups m ay m igrate. 
C onsequent p rofiling  o f  the deu terium  y ields the m igration  
characteristics.
Ion beam  analysis  (IB A ) techniques are w ell estab lished  
'or de term in ing  the elem ental com position  o f  thin film s using 
in energetic  ion beam . In R utherford  backscattering  (R B S)
1 light ion beam  (norm ally  H or H e in the 1 -2  M eV  range) is 
scattered e lastica lly  o ff  the target and then detected . In this 
case the data  analysis is N ew tonian  and fully  quantita tive
w ithout the need for external standards. H ow ever, the 
R utherford  backscattering  cross section  is p roportional to the 
square o f  the atom ic num ber o f  the target nucleus, w hich 
m eans that RBS is not su ited  to m easure light elem ents.
In elastic  recoil de tec tion  analysis (ER D A ) the ion beam  
is heav ie r than  the target atom s, and one detec ts the recoil 
atom s directly. T he analysis can be fully  N ew tonian , w hile 
in som e cases non-R utherfo rd  cross sections can in tervene. 
H ow ever, in the com m on E R D A  experim ents u tiliz ing  4H e as 
a projectile , the recoil cross section  is sm aller fo r deu terium  
than fo r hydrogen  and, fu rtherm ore, the deu terium  spectrum  
can becom e superim posed  on the hydrogen one in sam ples 
that con tain  both nuclei.
In nuclear reaction  analysis (N R A ) the ion beam  suffers 
an inelastic  reaction  w ith a sam ple nucleus, and the partic les 
detec ted  are norm ally  d ifferen t from  either the beam  o r the 
sam ple nuclei. T he reactions are highly sensitive to the 
exact nuclei involved, w hich m eans that profiling  is easily  
m ade iso tope-specific . T h is m akes N R A  ideally  su ited  to 
the analysis o f  deu terium . T he reaction  cross section  m ust 
be m easured  by independen t m eans before sam ple analysis 
is done, or a lte rnative ly  one can use calib ration  standards. 
T hese have the d isadvan tage  that they are not su itab le  for 
reactions w ith a  strong ly  energy-dependen t cross section .
In resonan t N R A  a sing le  resonance in the cross section  is 
used, and dep th  p rofiling  is done by scann ing  the beam  
energy. F inally , o ther IBA  techn iques such as partic le
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induced x-ray em ission  (P IX E ) are  also  com m only  used  in 
m ateria ls analysis. T hese techn iques have no t been used to 
profile  deuterium .
C om puter-aided  analysis o f  R B S and E R D A  data  is 
s tandard  and w ell docum ented  (see [2] fo r a recen t review ). 
A lgorithm s fo r the analysis o f  N R A  [3 ,4 ] and resonan t 
N R A  [5] da ta  have also been presen ted . H ow ever, they 
are based  on tim e-consum ing  in teractive procedures, and 
it w ould  be h ighly  desirab le  to have au tom ated  fast data  
analysis. W e have prev iously  p resen ted  a com puter p rogram , 
the IB A  D ataF um ace (N D F) tha t u tilizes the sim ulated  
annealing  (SA ) a lgorithm  [6 ,7 ] to  analyse R B S and ER D A  
data  in a fully  au tom ated  way, w ith m in im um  hum an 
in tervention . T he u ser m ust only  inpu t the data, the 
experim ental conditions and the e lem ents p resen t in the 
sam ple, w ith no in teractive sim ulation  procedure involved
[8], N D F  can analyse m ultip le  spectra  sim ultaneously  w ith 
the sam e sam ple structure, ensu ring  that all in form ation  is 
taken into accoun t in a  self-consisten t w ay [9],
In this paper w e p resen t the extension  o f  N D F  to  the 
analysis o f  N R A  data. T he N R A  rou tine  is general and can 
be used  to analyse data  from  any reaction  w ith know n Q value 
and cross section. T he shape o f  the cross section  is taken into 
account, and hence depth  profiling  using  reactions w ith non ­
flat cross sections can be done in a trivial way. F urtherm ore, 
the algorithm  allow s one to take in to  accoun t the degradation  
o f  energy resolution  w ith p rob ing  depth , w hich is show n to be 
crucial in analysing  thin layers, w here  the depth  reso lu tion  
is a determ in ing  factor. W e p resen t the app lication  o f  the 
algorithm  to  the analysis o f  deu tera ted  po lystyrene sam ples.
2. Experimental details
S ingle-layer sam ples w ere p roduced  by sp in-coating  a 
so lu tion  o f  to luene and P S /d-PS  on a silicon w afer. T he 
layer th icknesses w ere dependen t on the concentration  o f  
d-PS or PS in the to luene solu tion . T rip le-layer sam ples 
w ere also  produced , w here each add itional layer w as spin- 
coated  onto  g lass and floated o ff  using the surface tension 
o f  d istilled  w ater, and consequen tly  p icked  up on previously  
coated  silicon w afers as required . A  basic descrip tion  o f  the 
deposition  technique can be found  in [10].
T he U niversity  o f  Surrey 2 M V  van de G raaff [11] 
w as used  to p roduce  a 0.7 M eV  3H e+ beam . T he reaction  
d (3H e, p)4H e w ith <2 =  18.352 M eV  w as em ployed  to profile 
the deu terium  [10]. Tw o detec tors w ere used, a t angles 
oi  cp =  165° and (p =  180° (annular de tec tor) w ith  the 
beam , w ith reso lu tion  (FW H M ) 15 and 70  keV, respectively. 
G razing  angles o f inc idence  (defined as the angle betw een 
the beam  and the surface o f  the sam ple) b e tw e e n 'a  =  2° 
and a  =  10° w ere used  to  im prove the  depth  reso lu tion . 
T he vacuum  in the cham ber w as 10~6 m bar. A  trip le a lpha 
partic le  source w ith a lpha partic les o f  energies 5 .155, 5 .486  
and 5.805 M eV  w as also  p laced  in the cham ber close to 
the detec to r fo r the w hole duration , to assist in the energy 
calib ration  o f  the m ultichannel analyser (M C A ) utilized , and 
also to enab le  detec tion  o f  any e lec tron ic  d rift in gain.
3. Calculations
C onsider a  nuclear reaction  n2(n i, n3)n4 w ith  a certain  Q 
value, w here the nucleus n,- has m ass M,-, n, is the incident 
beam  species, n2 is the sta tionary  target nucleus, and n3 and 
n4 are reaction  p roducts to be detec ted  at an ang le  <p w ith  the 
inc iden t beam . T he energy E® o f  n3 im m edia te ly  after the 
reaction  is [12]
w ith
and
£ ?  =  [ B ± ( S 2 + C ) 1/2]2
,  (M.A^E,)122
+ C0S<°
M$Q + E\(M.4 — M\)  
C =  —
(W
(lb)
(I f)M3 + M4
w here E\ is the inc iden t beam  energy im m edia te ly  befo re  the 
reaction  occurring  at a  certa in  dep th  x j . E , is re lated  to the 
initial beam  energy Eq th rough  th e  energy loss d E j / d x  o f 
the beam  in the sam ple:
=  Eo -  f
Jo
( d E |/ d x )  d x . (2)
T he energy o f  n3 after leav ing  the  sam ple is, sim ilarly ,
e3 == e 3° -  r
Jo
(d E 3/d x )  d x . (3)
A  stopping  fo il is som etim es located  betw een  the sam ple 
and the detector, w hich  w ill reduce  fu rth er the  energy o f  n3 
before it is detec ted . Furtherm ore , it is convenien t to w ork  
w ith the so-called  stopping  cross section  (also  referred  to as 
s topping  pow er) £ =  (1 / N )  (dE ] /d x ) ,  w hich  is tabu la ted  fo r 
m any e lem en ts in eV  (1 0 15 at cm - 2 ) -1 [13], and is re la ted  to 
the energy  loss factor by  the a tom ic  density  N  o f  the sam ple.
E quations ( l ) - ( 3 )  allow  one to  ca lcu la te  the detec ted  
energy o f  the reaction  p roduct com ing  from  a reaction  
occurring  at a g iven dep th . N ow  w e turn  to the  m easured  
reaction  y ield . C onsider a th in  lay e r o f  th ickness t,  w ithin 
w hich  the beam  energy E\ changes slow ly, such tha t the cross 
section  <j (E )  fo r a nuclear reaction  w ith  a given nucleus in the 
sam ple rem ains approx im ate ly  constan t w ith in  the v icin ity  o f  
E ] . In th is w ork, the know n cross section  fo r d (3H e, p)4H e 
[1 4 ,1 5 ], w hich  changes rap id ly  w ith  beam  energy, w as used. 
It peaks at 700  keV  and decreases rap id ly  at low er energies. 
T he y ie ld  m easured  by a  d e tec to r w ith  so lid  angle  £2 is [12]
Y =  QSlNi ta (E\)  /  cos(jr/2 — a) (4)
w here Q is the co llec ted  charge  and V 3 is the  concen tra tion  o f  
the nucleus n3 under considera tion , in at c m " 3. T he quantity  
that N R A  m easures hence is, as fo r R B S  and  E R D A , the areal 
density  V 3f o f  the nucleus being  stud ied .
C om puter syn thesis o f  R B S and E R D A  spectra  is 
norm ally  based  on a varia tion  o f  equation  (4) (see, e .g ., 
[2 ,16 ]):
rJ ) =  Qfi (/Vr)jU+, <r (E'"y+| ) /  cos(^/2 -  of) (5)
w here Yj is the y ie ld  in channel j  due  to  one nucleus 
o r iso tope, Ey.y+1 is the range  o f  de tec ted  energ ies
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correspond ing  to channel j ,  (Nt ) j :j+\ is the areal density  
in a layer w hich  generates de tec ted  partic les w ith energies in 
the range, E'.'.y+1 is the range o f  beam  energies before
in teraction  co rrespond ing  to Ey.y+], cr(Ey”y+1) is the cross 
section  assum ed constan t in the E '" .+1 range, a  is the angle 
o f  incidence and QQ. is the ch a rg e -so lid  angle  product. M ost 
codes d iv ide the sam ple in to  slabs o f  constan t concentration , 
ca lcu late  the energy  losses accord ing  to equations (1 ) - (3 )  and 
tabulate (Nt)k,  E'kn and Eket values correspond ing  to slab 
k. Yj is then ca lcu la ted  fo r all channels j ,  using E ^ +1 as 
reference  to in terpo la te  (Nt ) j  j +] and  E 'A +] in equation  (1) 
from  those tables. F inally  one adds all the partial spectra  
correspond ing  to each  iso tope and each elem en t to form  the 
final spectrum .
A lthough  equation  (5) is also valid  fo r N R A , the m ethod  
described  above is not generally  valid  to syn thesize  N R A  
spectra. In  R B S and E R D A  Ey.y+] changes m onotonically  
(it actually  decreases) w ith  dep th , such that each channel 
can be assigned  to a w ell defined dep th  range, tha t is, a 
w ell defined E,'/”/+]. In N R A  it m ay decrease  or increase, 
depend ing  on the exact reaction  and stopping  pow er values 
involved. In som e cases, such as the reaction  n B (p, 4H e)8B 
w ith Q =  5 .6 5 0  M eV  at pro ton  energ ies below  200 keV, 
Ey5f+1 is not a m onotonie  function  o f  E in, because  the extra 
energy lost by the detec ted  partic le  n 3 w hen it com es from  a 
deeper layer can be com pensated  by the h igher value o f  E® 
for that layer, and differen t dep th  ranges can con tribu te  to the 
sam e channel. In th is case the in terpo lations described  above 
fail. To genera te  the spectrum  one m ust p roceed  no t from  
channel to channel but from  slab to slab. S lab  k w ill in general 
correspond  to several channels j i . . .  j„ (includ ing  fractions 
o f  a channel at the borders) and one ca lcu lates Yj i . . .  Yjn fo r 
all. D ifferen t slabs m ay con tribu te  to the sam e channel. T his 
p rocess is cum bersom e and tim e-consum ing , but it is general, 
and is im plem en ted  in N D F  fo r N R A .
A lgorithm s to ca lcu late  apparen t dep th  profiles that 
follow  the data  p o in t by p o in t have been  p resen ted  fo r R BS
[17] and E R D A  [4], T hese  a lgorithm s translate  the y ield  
in each channel d irectly  in to  a concentration  value. T his 
m eans that the  effect o f  the energy reso lu tion  and energy 
stragg ling  are no t taken in to  account, and the profiles obtained  
are not real depth  profiles, as they rep resen t the real depth  
profile convolu ted  w ith the reso lu tion  function . T hey can 
nevertheless be  very useful w hen energy straggling  is not an 
im portan t effect. In  these  a lgorithm s the stopping  pow ers can 
be ca lcu la ted  in an iterative way, d irectly  from  the data, w hich  
m akes the p rocedure  self-consisten t and fu lly  autom atic, but 
requ ires tha t the signals co rrespond ing  to all elem ents except 
one  m ust be p resen t and separa ted  from  each other, w hich 
is no t a lw ays the case. In  the  w idely  spread  code R U M P 
[ 16] (that canno t analyse N R A  data) the  stopping  pow ers are 
ca lcu la ted  from  a rough  user-defined  structure. In this case, 
the signal from  the e lem en t u nder consideration  m ust be fully  
separated , but the signals from  the o ther e lem ents p resen t are 
no t requ ired . In N D F  a s im ila r a lgorithm  is im plem ented , but 
it u ses the fact tha t the  SA  fit effectively  separates the signals 
o f  the d ifferen t e lem en ts [18]. P o in t-by-po in t profiles, that 
is, (Nt ) j :j+\, are thus au tom atica lly  ca lcu la ted  at the end o f  
the  fit fo r all e lem en ts fo r w hich  a signal is detec ted , by using 
equation  (5) w ith  the E'kn and  Eket values ca lcu la ted  for the
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best fit and tak ing  Yj to be the data. O ne concentration  value 
is ca lcu la ted  from  each data  point. T his is also done for N R A  
w hen possib le , tha t is, w hen E yef+) is a  m onoton ie  function 
o f E in. T he resu lts are only as good as the SA  fit, as they rely 
on the  stopp ing  pow ers calcu la ted  by the fit.
S im ula ted  annealing  is based  on an analogy w ith 
annealing , i.e. rem oving  defects from  a crystal by m elting  
it and subsequen tly  cooling  it dow n very slowly. In this 
analogy, the sta te  o f  the system  x  is defined as the depth 
profile o f  all e lem ents. A  state transition  is defined as the 
generation  o f  a new  structure given the previously  calculated  
one by random ly  changing  the depth  profiles by som e 
am ount. T he probab ility  P  o f  accep ting  a transition  depends 
on the associated  change in chi squared  ( x 2) [8 ,1 9 ], and is
1 if  A x 2 <  0
P =  (6)
[ e x p ( —A x 2/ T )  if  A x 2 >  0
w here A x 2 is the x 2 change due to the transition . A t 
h igh  values o f  the  contro l param eter T,  p ractically  all the 
transitions are accepted , correspond ing  in the  analogy to a 
liqu id  sta te  w ith h igh  entropy. A s T decreases, the probability  
o f  transitions w ith re lated  h igh increase o f  the x 2 becom es 
sm aller, and at very sm all values o f  T only transitions that 
lead  to a decrease  in x 2 are accepted . It can be proven [7] 
that, if  one starts the process a t a  conveniently  h igh value 
7b o f  the contro l param eter T,  generates a sufficiently  high 
num ber L o f  accep ted  transitions at each value 7] o f the 
contro l param eter, and decreases it a t a  sufficiently  slow  rate 
k such as TJ+j =  kTj, then at a  sufficiently  low  value o f T 
the abso lu te  m in im um  x 2 w ill have been found. T his m eans 
that the best abso lu te  fit w ill b e  reached; how ever, the best fit 
does not necessarily  rep resen t the  correct physical so lution, 
fo r in stance  it depends on how  accurately  and rea listically  w e 
can ca lcu la te  theoretical functions to com pare to the data.
4. Results and discussion
A  fully  deu tera ted  po lysty rene  layer w as sp in-coated  to  a 
th ickness o f  820 nm . T his is th icker than the accessib le  depth 
w ith  700  keV  3Fie, so fo r the purposes o f  the experim ent 
these sam ples can be considered  as bulk  d-PS. S pectra  w ere 
co llec ted  at a  =  5° and a =  10° by each detector. T he 
resu lts  are  show n in figure 1, together w ith theore tica l curves 
sim ulated  fo r the  actual experim ental conditions, assum ing  
bulk  d-PS . A s the sam ple consists o f a  single layer w ith know n 
structure, no sim ulated  annealing  fit w as done. T he abscissa  
rep resen ts the channel num ber o f  the M C A  used to co llect 
the data. T he upper axis is the 3H e beam  befo re in teraction  
w ith  a deuteron. T he detec ted  energy o f  the pro tons depends 
linearly  on the channel num ber, w hile it is a com plex  function , 
given by w ork ing  out equations ( l ) - ( 3 ) ,  o f the 3H e energy.
It can be seen tha t the agreem en t is very good. N ote 
tha t the  observed  energy increases m onoton ically  w ith depth. 
T he shape o f the spectra  depends only on (besides the 
experim ental cond itions) the stopping  pow ers £ ( E ,)  and 
on the cross sections c r (E j) , particu larly  on the ir energy 
dependence. T hat the  resu lts  are  sim ultaneously  w ell 
rep roduced  fo r the d ifferen t angles o f  incidence and reaction
3 H e  e n e r g y  ( k e V )
N u c l e a r  r e a c t i o n  a n a l y s i s  m e a s u r e m e n t s  o f  p o l y s t y r e n e  s y s t e m s  
3 H e  e n e r g y  ( k e V )
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Figure 1. N R A  s p e c t r a  ( d o t s )  a n d  t h e o r e t i c a l l y  s i m u l a t e d  c u r v e s  ( f u l l  c u r v e )  f o r  a  t h i c k  f u l l y  d e u t e r a t e d  p o l y s t y r e n e  s a m p l e .  T h e  a b s c i s s a  
r e p r e s e n t s  t h e  c h a n n e l  n u m b e r  o f  t h e  M C A  u s e d  t o  c o l l e c t  t h e  d a t a .  T h e  u p p e r  a x i s  i s  t h e  3 H e  b e a m  b e f o r e  i n t e r a c t i o n  w i t h  a  d e u t e r o n .
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Figure 2. A p p a r e n t  p o i n t - b y - p o i n t  d e u t e r i u m  d e p t h  p r o f i l e s  
c a l c u l a t e d  f o r  a  t h i c k  f u l l y  d e u t e r a t e d  p o l y s t y r e n e  f i l m  d i r e c t l y  
f r o m  t h e  d a t a .  E a c h  s y m b o l  c o r r e s p o n d s  t o  a  d i f f e r e n t  e x p e r i m e n t :  
c i r c l e s ,  a inc =  5 ° ,  (pscat =  1 6 5 ° ;  t r i a n g l e s ,  ctinc =  5 ° ,  <pscat =  1 8 0 ° ;  
s q u a r e s ,  a ine =  1 0 ° ,  y w  =  1 6 5 ° ;  s t a r s ,  a inc =  1 0 ° ,  tpsca, =  1 8 0 ° .
angles u tilized  validates the literature  values [1 3 -1 5 ] fo r 
those quantities.
A pparen t depth  profiles fo r deu terium  w ere calcu lated  
from  each spectrum  u tiliz ing  the m ethod  described  in 
section 3. T hese profiles follow  the data  po in t by poin t, 
that is, fo r each data  po in t one concentration  value is 
calcu lated . T he resu lts are show n in figure 2. N o tice  that 
the depth  scale is in thin film  units o f  1015 at cm""2. R eal 
th ickness values can be ob tained  by d iv id ing by the density  
o f  d-PS (0.98 g cm - 3 , or 8.4 x  1022 at c m -3 ). T he profiles 
are cen tred  around a deu terium  concentration  o f  50  at% , 
w hich co rresponds correctly  to fully  deu terated  polystyrene. 
H ow ever, at large depths the deu terium  concentration  values 
are h ighly  scattered . T his occurs at about 2 x  1018 at cm -2  
and 4 x  1018 at cm -2  fo r the spectra  taken at a  =  5° and
Qf =  10° respectively. T he reason  is the very sm all cross 
section  values at low  3H e beam  energy, w hich  is reflected  in 
correspond ing ly  very sm all y ields. A s the  concen tration  is 
p roportional to the  y ield  d iv ided  by the cross section  as given 
by equation  (4), the large re lative statistical e rro r at sm all 
y ields resu lt in a large abso lu te  concen tra tion  error. T hat this 
happens at sm aller depths fo r the spec tra  taken at a  =  5° is 
sim ply  due  to the low er accessib le  dep ths at grazing  angles 
o f  incidence.
T he pro ton  spectra  ob ta ined  fo r a d-PS 32.3 nm /PS
63.3 nm /d-PS  32.3 nm /bulk  PS sam ple  w ith the d(3H e, p)4H e 
reaction  are show n in figure 3, toge ther w ith the SA  fits 
ob tained. A ll data  w ere fitted sim ultaneously  w ith the sam e 
depth  profile, w hich ensu res tha t all the  in fo rm ation  in the 
d ifferen t spectra  is taken in to  accoun t du ring  the fit and is 
incorpora ted  in to  the final so lu tion  ob tained, com bin ing  the 
features given by the fou r spectra . A  sing le  peak  is observed 
at a  =  2° because in tha t case  the 3H e partic les lose all their 
energy befo re  they reach  the second  d-PS  layer.
T he final fitted deu terium  depth  profile is show n in 
figure 4 as a full line. W hile  the  m ain  features o f  the 
struc tu re  o f  the sam ple w ere correc tly  retrieved, w ith  tw o 
deu tera ted  layers v isib le, one at the su rface and one deeper 
in the sam ple, the profile ob ta ined  is un realistic . A  deu terium  
concen tration  o f less than 50 at%  w as obtained  fo r the 
deu tera ted  layers, and a non-zero  concen tra tion  w as obtained  
fo r the undeuterated  layers. T he reason  is tha t the shape o f  
the spectra  is strongly  affected  by the fast deg radation  o f  
the energy reso lu tion  w ith dep th  (s tragg ling ), w hich at such 
graz ing  angles is dom inated  by m ultip le  scattering  o f  the 
3H e beam  (the m ultip le  sca ttering  o f  the p partic les on the 
w ay out is m uch sm aller due  to the  sm a lle r Z ), and leads 
to a b roadening  o f  the signal. T h is degradation  o f  energy 
reso lu tion  as a function  o f  dep th  w as n o t taken  into accoun t 
in the fits show n in figure 4, w here  only the  d e tec to r reso lu tion  
w as considered . T his leads to the un rea listic  b roaden ing  o f
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Figure 3. N R A  s p e c t r a  ( d o t s )  a n d  f i t  ( f u l l  c u r v e )  f o r  t h e  d - P S  3 2 . 3  n m / P S  6 3 . 3  n m / d - P S  3 2 . 3  n m / b u l k  P S  s a m p l e  w i t h  t h e  d ( 3 H e ,  p )  H e  
r e a c t i o n .  T h e  e n e r g y  s t r a g g l i n g  w a s  n o t  t a k e n  i n t o  a c c o u n t  i n  t h e  f i t s .  T h e  a b s c i s s a  r e p r e s e n t s  t h e  c h a n n e l  n u m b e r  o f  t h e  M C A  u s e d  t o  
c o l l e c t  t h e  d a t a .
experim en ta l geom etries used . T he values ob tained  w ere 
in teg ra ted  in the  fit using the  m ethod  given in [21], ensuring  
tha t the spectral shape cou ld  be  correctly  rep roduced  w ithout 
b roaden ing  o f  the depth  profile  obtained. T he calculation  
tim e becom es one order o f  m agn itude  larger. T he fits 
ob ta ined  (no t show n) are  m arg inally  be tte r than those show n 
in figure 3 w here the energy straggling  w as not taken into 
account, particu larly  fo r the spectra  co llec ted  at a  =  2° 
w here the  shape o f  the data  is better reproduced . T he m ain 
d ifference, how ever, is tha t the  final fitted layer structure 
w as d-PS 38.4  nm /PS 69.9 nm /d-PS 32.4 nm /bulk  PS, w ith 
sharp  in terfaces betw een  layers, in good agreem en t w ith the 
nom inal structure . It is show n fo r deu terium  in figure 4  as a 
dashed  line.
T he spec tra  ob ta ined  for a  d-PS 5.5 nm /PS 7 .2  nm / d- 
PS 5.5 nm /bu lk  PS sam ple are show n in figure 5, together 
w ith  the fitted curves obtained. T he energy straggling  w as 
inc luded  in the fit calcu lations. T he layer struc tu re  could  be 
reso lved , in sp ite  o f  the th ickness o f  the  layers being close 
to the  dep th  reso lu tion  lim its o f  the  technique. A t or =  5° a 
sing le  peak  can  be  observed  as the dep th  reso lu tion  (22 nm  
and 24 nm  fo r (p =  165° and ip — 180° respectively) is not 
good enough  to separate  the tw o layers. A t a  =  3° the depth 
reso lu tion  is 12 nm  and 16 nm  fo r ip =  165° and (P =  180°, 
respectively , w h ich  allow s the tw o layers to  be resolved.
T he fitted dep th  profile is show n in figure 6. T he apparent 
po in t-by -po in t dep th  profiles calcu la ted  d irectly  from  the data
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Figure 4. D e u t e r i u m  f i t t e d  d e p t h  p r o f i l e  o b t a i n e d  f o r  t h e  s a m p l e  
w i t h  n o m i n a l  s t r u c t u r e  d - P S  3 2 . 3  n m / P S  6 3 . 3  n m / d - P S  
3 2 . 3  n m / b u l k  P S .  W e  s h o w  t h e  r e s u l t s  o b t a i n e d  w h e n  t h e  e n e r g y  
s t r a g g l i n g  w a s  n o t  t a k e n  i n t o  a c c o u n t  i n  t h e  f i t  ( f u l l  l i n e ) ,  a n d  
w h e n  i t  w a s  ( d a s h e d  l i n e ) .  A p p a r e n t  p o i n t - b y - p o i n t  d e p t h  p r o f i l e s  
c a l c u l a t e d  f r o m  t h e  d a t a  a r e  a l s o  s h o w n ,  w h e r e  e a c h  p o i n t  t y p e  
c o r r e s p o n d s  t o  a  d i f f e r e n t  s p e c t r u m .
th e  fitted  profile  observed, w hich  becom es w orse at larger 
dep th s , fo llow ing  the  po in t-by -po in t apparen t profiles that 
a re a lso  show n in figure 4.
W e have used  the D E P T H  code [20] to  ca lcu late  the 
energy  reso lu tion  as a function  o f  depth  fo r the d ifferent
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Figure 5. N R A  s p e c t r a  ( d o t s )  a n d  f i t  ( f u l l  c u r v e )  f o r  t h e  d - P S  5 . 5  n m / P S  7 . 2  n m / d - P S  5 . 5  n m / b u l k  P S  s a m p l e .  T h e  e n e r g y  s t r a g g l i n g  w a s  
t a k e n  i n t o  a c c o u n t  i n  t h e  f i t s .  T h e  a b s c i s s a  r e p r e s e n t s  t h e  c h a n n e l  n u m b e r  o f  t h e  M C A  u s e d  t o  c o l l e c t  t h e  d a t a .
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Figure 6. D e u t e r i u m  f i t t e d  d e p t h  p r o f i l e  ( f u l l  l i n e )  o b t a i n e d  f o r  a  
m u l t i l a y e r e d  d e u t e r a t e d  p o l y s t y r e n e  s a m p l e  ( n o m i n a l  s t r u c t u r e  
d - P S  5 . 5  n m / P S  7 . 2  n m / d - P S  5 . 5  n m / b u l k  P S ) .  A p p a r e n t  d e p t h  
p r o f i l e s  c a l c u l a t e d  f r o m  t h e  d a t a  a r e  a l s o  s h o w n .  E a c h  p o i n t  t y p e  
c o r r e s p o n d s  t o  a  d i f f e r e n t  s p e c t r u m .
not tak ing  the energy stragg ling  in to  account are a lso  show n 
in figure 6. It is c lear tha t they grossly  m isrep resen t the 
layer structure , the reason being  that a t the grazing ang les o f  
incidence used here the energy-stragg ling  is im portan t and 
canno t be neglected.
T he final layer struc tu re  w as d-PS 7 .9 nm /PS 16.9 nm / 
d-PS 3.3 nm /bulk  PS, w hich deviates significantly  from  the 
nom inal structure . Incidentally , a 7 .2  nm  th ick  separating  
PS layer w ould  not allow  the tw o layers to be reso lved  w ith 
the achieved depth  reso lu tion  o f  12 and 16 nm  at a  =  3°,
w hile a 16.9 nm  th ick  PS lay e r does allow  the layers to 
be reso lved  w ith tha t reso lu tion . W e calcu la ted  theoretical 
spectra  fo r the  nom inal lay e r struc tu re , show n in figure 7 
together w ith  the data. It is c lea r tha t the  data  are not 
rep roduced  correctly.
W e have previously  show n [21] how  confidence lim its 
can be ca lcu lated  fo r the dep th  profiles ob ta ined  w ith IB A  
techniques by using  B ayesian  in ference  w ith  the  M arkov 
chain  M onte  C arlo  algo rithm  [22]. T his is a com putationally  
expensive procedure  tha t does no t lend itse lf  to  rou tine 
analysis o f  data, but it is u sefu l w hen  w e are close to  the 
reso lu tion  lim its o f  the experim en t o r w hen  e rro r bars are 
required . W e have app lied  it to the  d-PS  5.5 nm /PS  7 .2 nm / 
d-PS 5.5 nm /bulk  PS sam ple  (nom inal structure) analysed  
above. T he results are show n in figure 8. T he erro r bars 
are  very large, w hich  is caused  m ain ly  by  the lim ited  depth  
reso lu tion  in com parison  w ith  the  layer th ickness. H ow ever, 
these resu lts prove that the sam p le  has a  tw o layer structure, 
and, w hile  the ex istence o f  a lim ited  am oun t o f  deu terium  
betw een  the tw o layers canno t be excluded , the  best fit is 
ob tained  w ith sharp, w ell defined  layers.
5. Conclusions
A  com puter code w as w ritten  tha t is ab le  to  perfo rm  fully  
au tom ated  analysis o f  N R A  d a ta  w ithou t hum an  in tervention . 
T he code w ritten  is general and can hand le  any reaction  
w ith know n Q and know n cross sec tions, w h ich  m akes depth  
profiling  o f  e lem ents using  reac tions w ith  rap id ly -chang ing  
cross sections a triv ial task.
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Figure 7. C a l c u l a t e d  s p e c t r a  ( f u l l  c u r v e s )  f o r  a  d - P S  5 . 5  n m / P S  7 . 2  n m / d - P S  5 . 5  n m / b u l k  P S  s t r u c t u r e ,  c o m p a r e d  w i t h  t h e  d a t a  ( d o t s )  
o b t a i n e d  f o r  a  s a m p l e  w i t h  t h e  s a m e  n o m i n a l  s t r u c t u r e .  T h e  a b s c i s s a  r e p r e s e n t s  t h e  c h a n n e l  n u m b e r  o f  t h e  M C A  u s e d  t o  c o l l e c t  t h e  d a t a .
100
o 80 4
o
2 60 +
£
.2 40 -i
Eo
3  20  i .
0 100 200 300 400
Depth (1015 a t / c m 2)
Figure 8. C o n f i d e n c e  l i m i t s  ( ± 1  s t a n d a r d  d e v i a t i o n )  o b t a i n e d  
w i t h  B a y e s i a n  i n f e r e n c e  f o r  t h e  d e u t e r i u m  d e p t h  p r o f i l e  i n  a  
s a m p l e  w i t h  n o m i n a l  s t r u c t u r e  d - P S  5 . 5  n m / P S  7 . 2  n m / d - P S  
5 . 5  n m / b u l k  P S .
A  rou tine  to m ake a  d irec t conversion o f  N R A  data  into 
apparen t dep th  profiles by  re lating  the detec ted  y ield  to a 
concen tra tion  and the  detec ted  energy to a g iven dep th  w as 
also  w ritten . It can  hand le  all reactions w here the  detec ted  
energy  is a m ono ton ie  function  o f  the beam  energy  before  
in terac tion . W hen  th a t is not the case, it is no t possib le  to 
assign  a  g iven de tec ted  energy to a given depth.
W hen  m ultip le  spectra  are m easured  from  the  sam e 
sam ple , u sing  d ifferen t experim ental cond itions in o rder to 
ob ta in  com plem en tary  inform ation , all spectra  are  analysed  
sim ultaneously , ensu ring  tha t all in form ation  p resen t is taken
into  accoun t in the derivation  o f  the  depth  profile, w hich  then 
reflects all features in the data.
T he code w as successfu lly  app lied  to the profiling  o f 
deu terium  in deu tera ted  po lysty rene  layers, using a 3H e beam  
at a grazing  angle o f  incidence. In  th is case the degradation  
o f  energy reso lu tion  w ith  dep th  m ust be  taken into account 
fo r a co rrect evaluation  o f  the data.
W e have also show n tha t w e can calcu late  confidence 
lim its on the  depth  profiles ob ta ined  by using  B ayesian  
in ference  w ith the M arkov  chain  M onte C arlo  m ethod. This 
is a com putationally  expensive m ethod  that is no t su ited  for 
rou tine analysis o f  data, but it can  be  extrem ely  usefu l w hen 
erro r bars are  needed , as no  alternative m ethod  currently  
exists.
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Depth profiling o f diffusion into cylindrical matrices 
using a scanning micro-beam
R.W. Smith *, A.S. Clough
Department o f  Physics. University o f Surrey, Guildford, Surrey GU2 7XH, UK
6 Abstract
7 A 3He scanning m icro-beam  technique to depth profile m olecular diffusion into cylindrical m atrices is explained
8 along with its application in investigating a  hair p roduct diffusing into hair and w ater diffusion into fibre optic pressure
9 sensors. One-dim ensional radial concentration profiles are produced from  which, using a  cylindrical diffusion model,
10 diffusion coefficients can be determ ined. © 2001 Published by Elsevier Science B.V.
1 1  Keywords: I o n  b e a m  a n a l y s i s ;  C y l i n d r i c a l  d i f f u s i o n ;  H a i r ;  F i b r e  o p t i c s ;  S c a n n i n g  m i c r o - b e a m
12 1. In tro d u c tio n
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At the University of Surrey a 3 He scanning 
micro-beam technique has been developed to 
depth profile diffusion of small molecules into 
materials [1]. The diffusing molecules are isotop- 
ically labelled by deuteration and after the sample 
has been treated with the diffusing molecules, it is 
cut perpendicular to the direction of diffusion to 
expose a cross-section. The D(3He,p)4He reaction 
(shown below), is then used to locate the diffusing 
molecules with a scanning 3 He micro-beam by 
detecting the resultant high energy protons (~12 
MeV) produced and correlating them with the 
position of the beam.
3He +  D —> p +  4He +  'Q g  =  18.35 MeV
C o r r e s p o n d i n g  a u t h o r .  T e l . :  + 4 4 - 1 4 8 3 - 6 8 6 7 9 4 ;  f a x :  + 4 4 -  
1 4 8 3 - 6 8 6 7 8 1 .
E-mail address: r i c h a r d . s m i t h @ s u r r e y . a c . u k  ( R . W .  S m i t h ) .
For the health and beauty industry it is im- 27 
portant to understand how far and at what rate 28 
hair products diffuse into hair to aid improve- 29 
ments. Jenneson et al. [2] and Hollands et al. [3] 30 
used this technique to profile the diffusion of 31 
deuterated surfactants into hair and presented the 32 
results as two-dimensional plots. In this paper a 33 
one-dimensional radial profile is produced show- 34 
ing the diffusion of a hair product into hair and a 35 
diffusion coefficient obtained by fitting a cylindri- 36 
cal diffusion model to the data. 37
Fibre optic pressure sensors are used down oil 38 
wells to provide knowledge about changes in 39 
pressure enabling improved reservoir management 40 
and economic optimisation of production sched- 41 
ules. The sensors are exposed to temperatures 42 
routinely exceeding 200 °C with pressures up to 43 
~600 bar, during which molecular diffusion into 44 
the sensors may occur. This is undesirable because 45 
it can cause the pressure reading to drift. Knowl- 46 
edge of when this may occur would be very useful 47 
to the oil well industry. Hollands et al. [4] showed 48
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49 p re lim in a ry  re su lts  o n  th e  u se  o f  th is  te c h n iq u e  to
50 p ro file  th e  d iffu sio n  o f  w a te r  in to  a  fib re  o p tic
51 p re s su re  sen so r. H o w e v e r , a  l in e a r  d iffu sion  m o d e l
52 w as  u se d  fo r  th e se  p re lim in a ry  re su lts . T h is  p a p e r
53 d esc rib es th e  u se  o f  a  cy lin d ric a l d iffu sio n  m o d e l
54 a n d  sh o w s im p ro v e m e n ts  in  th e  d iffu sio n  coeffi-
55 c ie n t a ccu racy .
56 2 . E x p e rim e n ta l
57 2.1. Sample preparation
58 P e rm e d  h a ir  sam p le s  o f  ~  100 p m  d ia m e te r  w ere
59 p re tre a te d  w ith  th e  h a ir  p ro d u c t ,  a  c o m p o n e n t o f
60 w h ich  w as d e u te ra te d , b y  sp ra y in g  fo r  a  to ta l  ex-
61 p o su re  tim e  o f  ~ 3 0  m in . T h e se  sam p le s  a n d  co n -
62 tro is  o f  u n tr e a te d  h a ir  w ere  su p p lie d  b y  P ro c to r
63 a n d  G a m b le  L td , U K . H a ir  sam p le s  w ere  m o u n te d
64 b e tw een  tw o  c o p p e r  b lo c k s  o n  a n  a lu m in iu m
65 sam p le  p la te  a n d  c u t p a ra lle l to  th e  b lo c k  su rface ,
66 th e re fo re  ex p o s in g  th e  h a ir  c ro ss-sec tio n .
67 F ib re  o p tic  p re s su re  sen so rs  o f  125 p m  d ia m e te r
68 w ere  im m ersed  in  d e u te ra te d  w a te r  (D 20 )  a t  210
69 °C  te m p e ra tu re  fo r  ju s t  u n d e r  52 d ay s  (1247 h  a t
70 te m p e ra tu re )  a t  a  p re s su re  o f  19 b a r . T h ese  sam -
71 p ie s  a n d  c o n tro ls  o f  u n tr e a te d  fib re  o p tic  p re ssu re
72 sen so rs  w ere  o b ta in e d  f ro m  S e n so r D y n a m ic s  L td ,
73 U K . T h e y  c o n ta in  tw o  23 p m  h o les  p la c e d  sym -
74 m e tr ic a lly  o n  a  c o m m o n  d ia m e te r . F ib re  o p tic
75 sam p le s  w ere  m o u n te d  in  th e  sam e  w ay  as fo r  th e
76 h a ir  d e sc r ib e d  a b o v e .
77 2.2. Ion beam analysis
78 E a c h  sa m p le  p la te  w as  in  tu r n  a tta c h e d  to  th e
79 liq u id  N 2 c o o le d  c o p p e r  s tag e  in  th e  sc a n n in g  m i-
80 c ro -b e a m  ta rg e t  c h a m b e r  o f  th e  V a n  de  G ra a ff
81 a c c e le ra to r , s i tu a te d  a t  th e  U n iv e rs ity  o f  S u rrey .
82 T h e  h a ir  a n d  fib re  o p tic  sam p le s  w ere  b o m b a rd e d
83 n o rm a l to  th e ir  su rfa c e  b y  a  fo cu ssed  sc a n n in g  2
84 M eV  c irc u la r  3 H e  b e a m  o f  10 p m  d ia m e te r  a t  th e
85 sam p le  su rface , fo r  15 m in  a t  a  b e a m  c u r re n t o f  0.7
86 n A  a n d  fo r  20  m in  a t  a  b e a m  c u r r e n t o f  1 n A  re-
87 spective ly . T h e  b e a m  w as ra s te r  sc a n n e d  o v e r a
88 sq u a re  o f  s ide  250 pm . P a rtic le  in d u c e d  X -ray s
89 f ro m  su lp h u r  in  th e  h a ir  a n d  silicon  in th e  fib re
90 o p tic s  w ere  d e te c te d  b y  a  S i(L i) X -ra y  d e te c to r
p la c e d  a t  a n  a n g le  o f  145° to  th e  in c id e n t b eam . 91 
P ro to n s  f ro m  th e  D (3H e ,p )4H e  re a c t io n  w ere  de- 92 
te c te d  b y  tw o  silico n  su rfa c e  b a r r ie r  d e te c to rs  a t  93 
c o n ju g a te  an g les  o f  135° to  th e  in c id e n t b eam . 94 
S e p a ra te  so f tw a re  w in d o w s w ere  c re a te d  en co m - 95 
p a ss in g  th e  p ro to n  p e a k  a n d  X -ra y  p e a k s . C o u n ts  96 
in  th ese  w in d o w s w ere  c o rre la te d  b y  c o m p u te r  97 
so f tw a re  w ith  re sp ec t to  th e  p o s i t io n  o f  th e  scan - 98 
n in g  b e a m  a n d  s to re d  as  tw o -d im e n s io n a l m a p s . 99
3. Results 100
F ig s . 1 a n d  2  sh o w  th e  d is tr ib u tio n  o f  su lp h u r  101 
a n d  d e u te r iu m  resp ec tiv e ly  in  th e  p e rm e d  a n d  102 
tr e a te d  h a ir  fib re . S u lp h u r  is o n e  o f  th e  m a in  ele- 103 
m e n ts  fo u n d  in  k e ra t in ,  w h ich  is a  m a jo r  c o m p o - 104 
n e n t o f  h a i r  [4]. T h e  lo c a t io n  o f  s u lp h u r  th e re fo re  105 
sh o w s th e  lo c a t io n  o f  th e  h a ir . O b se rv a t io n  o f  th e  106 
d e u te r iu m  m a p  in d ic a te s  th a t  th e  d e u te ra te d  h a ir  107 
p ro d u c t  h a s  d iffu sed  in to  th e  h a ir . N a tu ra l ly  oc- 108 
c u r r in g  d e u te r iu m  w as sh o w n  to  b e  neg lig ib le  b y  109 
u se  o f  th e  c o n tro l  sam p le s . C o u n ts  in  d iffe ren t 110 
ra d ia l  a n n u l!  w ere  su m m e d  a n d  th e  su m  d iv id ed  by  111 
th e  c o rre s p o n d in g  c ircu m fe ren ce , re su ltin g  in  a  112 
o n e -d im e n s io n a l r a d ia l  p ro f ile  as sh o w n  in  F ig . 3. 113 
A  F ic k ia n  d iffu sio n  p ro file  w as fitte d  to  th e  d a ta  114 
u s in g  th e  cy lin d ric a l m o d e l b e lo w  [5]. 115
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F i g .  3 .  O n e - d i m e n s i o n a l  r a d i a l  c o n c e n t r a t i o n  p r o f i l e  o f  t h e  
d e u t e r a t e d  h a i r  p r o d u c t  d i f f u s i n g  i n t o  h a i r .
H e re  C  is th e  c o n c e n tra tio n  o f  th e  d iffusing  m o l­
ecu les, C0 is th e  su rface  c o n c e n tra tio n  o f  th e  d if­
fu s in g  m o lecu les , D  is th e  d iffu sion  coeffic ien t, t is 
th e  ex p o su re  tim e , a is th e  ra d iu s  o f  th e  cy lin d e r, r 
is th e  ra d ia l d is ta n c e  f ro m  th e  c en tre , Jq(x) a n d  
Ji(jc) a re  th e  B essel fu n c tio n s  o f  th e  f irs t k in d  o f  
o rd e r  ze ro  a n d  u n ity  resp ec tiv e ly , a n d  th e  a„s a re  
th e  p o sitiv e  ro o ts  o f  Jo(aan) =  0.
A ssu m in g  ( re a so n a b ly )  a  c o n s ta n t d iffu sion  
coeffic ien t a n d  h a v in g  a  c o n s ta n t  su rface  c o n c e n ­
t r a t io n  a n d  a  c o n s ta n t  ra d iu s— all re q u ire m e n ts  o f  
th e  m o d e l— th e  re su ltin g  d iffu sio n  coeffic ien t w as 
fo u n d  to  b e  3.0 ±  0 .5  p m 2 m in -1 .
F ig s . 4  a n d  5 sh o w  th e  d is tr ib u tio n  o f  silicon  
a n d  d e u te r iu m  re sp ec tiv e ly  in  th e  fib re  o p tic  p re s ­
su re  sen so r. S ilicon  is a  m a in  c o m p o n e n t o f  fib re  
o p tic s  [4] so  c a n  b e  u se d  to  lo c a te  th e  fib res a n d  
a lso  rev ea l d e ta ils  a b o u t  th e ir  s t ru c tu re . T h e  tw o  
h o les  p re s e n t in  th e  fib re , m e n tio n e d  p rev io u s ly  a re  
v is ib le  in  th e  tw o -d im e n s io n a l p lo t . O b se rv a t io n  o f  
th e  d e u te r iu m  m a p  in d ic a te s  th a t  th e  d e u te ra te d  
w a te r  h a s  d iffused  in to  th e  fib re  o p tic  p re s su re  
sen so r. T h e  o n e -d im e n s io n a l ra d ia l  p ro file  g iven  in  
F ig . 6 w as p ro d u c e d  a n d  fi tte d  in  th e  sam e  w ay  as 
fo r  th e  h a ir . T h e  d iffu s io n  coeffic ien t w as  fo u n d  to  
b e  (1 .7  ± 0 .4 )  x  10-3 p m 2 m in -1 .
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Abstract
Prelim inary results are presented on a m easurem ent technique for determ ination o f w ater penetration  into fibre optic 
sensors under high pressure, high tem perature conditions. B oth fibre optic sensors and com m unication fibres were 
subjected to prolonged treatm ent in heavy w ater a t tem peratures up  to  250°C and pressures o f 40 bar. D euterium  
penetration is m easured by a  nuclear reaction technique based on a 3H e micro-focussed ion beam , which perm its two- 
dim ensional m apping o f the deuterium  penetration  into cleaved fibres. W ater penetration  can be detected whilst still 
confined to the cladding, well before any optical effects become apparent, perm itting prediction o f likely fibre lifetime 
under down-hole conditions after realistic experimental times. © 2001 Elsevier Science B.V. All rights reserved.
Keywords: Ion  beam  analysis; F ibre optics; D euterium  penetration
1. Introduction
‘D o w n -h o le ’ sen s in g  o f  o il w ell c o n d itio n s , in  
p a r t ic u la r  p re ssu re , w o u ld  b e  o f  g re a t v a lu e  in  
re se rv o ir  m a n a g e m e n t a n d  e c o n o m ic  o p tim isa tio n  
o f  p ro d u c t io n  schedu les. O il re se rv o irs  a re  f re ­
q u e n tly  co m p lex  s tru c tu re s  o f  v a ria b le  p e rm e a b il­
ity , c ro ssed  b y  fa u lts , a n d  w ith  u n d e rly in g  w a te r  
lay e rs . T h e  m u c h  h ig h e r  v isco s ity  o f  th e  c ru d e  o il
* C o r r e s p o n d i n g  a u t h o r .  T e l . :  + 4 4 - 1 4 8 3 - 8 7 6 7 9 7 ;  f a x :  + 4 4 -  
1 4 8 3 - 8 7 6 7 8 1 .
E-mail address: r e b e c c a . h o l l a n d s @ v a r i a n . c o m  ( R .  H o l ­
l a n d s ) .
c o m p a re d  to  th e  w a te r  le ad s  to  in s ta b ilitie s  in  th e  
w a te r /o il in te rfa c e . E xcessive  p ro d u c t io n  ra te s  c a n  
le ad  to  a  lo ss  o f  re c o v e ra b le  o il o r  th e  n e e d  to  
e m p lo y  co s tly  se c o n d a ry  re c o v e ry  te c h n iq u e s  su c h  
as g as  o r  w a te r  in je c tio n  p re m a tu re ly . A  k n o w l­
edge  o f  th e  lo c a l d o w n -h o le  c o n d itio n s , as o p p o se d  
to  a g g re g a te  w e llh ea d  flow  a n d  p re s su re  re c o v e ry  
cu rv es  o n  flow  c u t off, w o u ld  g re a tly  im p ro v e  
p la n n in g  o f  p ro d u c t io n  schedu les .
T h e  re q u ire m e n ts  o n  su ch  sen so rs  a re  s t r in g e n t 
in  th e  ex trem e . T h e y  n eed  to  b e  lo c a te d  u p  to  
10 k m  f ro m  th e  w e llh ea d  d o w n  a  w ell o f  o n ly  
som e ten s  o f  c e n tim e tre s  in  d ia m e te r . L ife tim es  o f  
10 y e a rs  a re  d e s irab le , id ea lly  w ith  n o  e lec tric a l 
c o n n e c tio n s  fo r  sa fe ty  re a so n s . T h e  sen so rs  m u s t
0 1 6 8 - 5 8 3 X / 0 1 / S  -  s e e  f r o n t  m a t t e r  ©  2 0 0 1  E l s e v i e r  S c i e n c e  B . V .  A l l  r i g h t s  r e s e r v e d .  
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su rv iv e  te m p e ra tu re s  ro u tin e ly  ex ceed ing  200°C  
a n d  o cca s io n a lly  re a c h in g  300°C , w ith  p re ssu re s  
u p  to  ~ 6 0 0  b a r  a n d  re ta in  s ta b le  c a lib ra t io n  o v e r 
th e ir  life tim e. E x is tin g  sen so rs , ty p ica lly  b a se d  o n  
c ry s ta l q u a r tz  tra n sd u c e rs , a re  d ifficu lt to  d ep lo y , 
re q u ire  e lec trica l c o n n e c tio n s , a n d  h av e  v ery  
lim ited  life. F ib re  o p tic  sen so rs  th a t  a re  suffi­
c ien tly  th in  a n d  flexible c a n  b e  d e p lo y e d  d irec tly  
in to  th e  w ell b y  e n tra in in g  th e m  in  h y d ra u lic  o il 
p u m p e d  d o w n  sm all b o re  tu b e s  w h ic h  a re  u tilized  
fo r  h y d ra u lic  o p e ra t io n  o f  d o w n -h o le  system s 
[1,2].
T h is  h a s  lead  to  a  s tro n g  in te re s t in  fib re  o p tic  
sen so rs  fo r  th is  a p p lic a tio n , w h ic h  sa tisfy  th e  re ­
q u ire m e n ts  o f  d o w n -h o le  d e p lo y a b ili ty  a n d  n o  
e lec trica l c o n n e c tio n s  [3-5]. T h ese  sen so rs  ty p ica lly  
u se  fib res w ith  in te rn a l lo n g itu d in a l h o le s  in  th e  
c lad d in g ; th e  re su ltin g  a sy m m e try  re su lts  in  ex ­
te rn a l p re s su re  c au s in g  b ire frin g en ce  in  th e  fib re  
c o re , w h ich  is m e a s u re d  o p tic a lly  [6], H o w ev e r, to  
re ta in  th e ir  e ssen tia l sm a ll d ia m e te r  a n d  flex ib ility , 
c h a ra c te r is tic s  w h ich  en ab le  th e ir  d e p lo y m e n t, 
o n ly  th in  p ro te c tiv e  c o a tin g s  c a n  b e  e m p lo y ed . T h e  
life tim e  o f  th e  sen so r a n d  th e  c o m m u n ic a tio n  fib re  
lin k in g  it to  th e  su rface  in  th e  aggressive d o w n - 
h o le  e n v iro n m e n t b eco m e s a  se r io u s  issue, w ith  a  
re q u ire m e n t to  d e te rm in e  w h e th e r  w a te r  p e n e tr a ­
t io n  o f  th e  c o a tin g  a n d  d iffu sio n  in to  th e  fib re  w ill 
c au se  u n a c c e p ta b le  in c reases  in  fib re  loss a t  th e  
m e a s u re m e n t w av e len g th s  ( ty p ica lly  1.55 o r
1.3 pm ) o r  d r if t  in  th e  p re s su re  senso r.
In  1997, J e n n e s o n  e t al. [7] d e sc rib ed  a  te c h ­
n iq u e  w h ich  u se d  a n  io n  b e a m  to  m o n i to r  th e  
u p ta k e  o f  a  d e u te ra te d  s u r fa c ta n t b y  u n d a m a g e d  
a n d  d a m a g e d  h a ir  fib res. T h e y  u se d  a  n u c le a r  re ­
a c tio n  te c h n iq u e  (N R A ) w h ich  e n a b le d  a  h a ir  fib re  
p re v io u s ly  su b jec ted  to  th e  d e u te ra te d  su r fa c ta n t 
to  b e  m o n ito re d  w h e n  th e  c ro ss -se c tio n  w as sc a n ­
n e d  b y  a  fo cu ssed  3H e  m ic ro -b e a m . T h e  fo llo w in g  
re a c t io n  w as u tilised :
3H e  +  D  —> 4 H e  +  p , Q =  18.35 M eV ,
w h e re  Q is th e  en e rg y  re lea sed  d u r in g  th e  re a c tio n . 
T h e  p ro to n s  w ith  en e rg y  a b o u t  12.8 M eV  w ere  
d e tec ted . T w o -d im e n s io n a l m a p s  w ere  p lo t te d  
sh o w in g  th e  c o n c e n tra tio n  o f  th e  d e u te ra te d  s u r­
f a c ta n t  in  th e  fib re .v
T h e  a b o v e  te c h n iq u e  h a s  n o w  b een  ap p lied  to  
o p tic a l fib res p re - tre a te d  in  d e u te ra te d  w a te r  u n d e r  
c o n d itio n s  o f  h ig h  te m p e ra tu re  a n d  p re ssu re . I t  is 
id ea lly  su ite d  to  m e a su rin g  d iffu sion  in to  cy lin ­
d ric a l so lid s  a t  d is tan ce s  o f  ten s  o f  m ic ro n s  o r  
g re a te r . T h e  o n ly  k n o w n  a lte rn a tiv e  io n  b e a m  
te c h n iq u e  fo r  m e a s u r in g  w a te r  d iffu sion  in to  g lass 
is th e  !H ( 15N , ay ) re a c tio n . T h is  is a  n a r ro w  re s ­
o n a n c e  en e rg y  loss te c h n iq u e  w h ich  excels in  th e  
s tu d y  o f  w a te r  d iffu sio n  a t  d is tan ce s  u p  to  a  few  
m ic ro n s  th ro u g h  a  p la n a r  su rface  o n  la rg e  a re a  
sam p les , b u t  h a s  n o t  b een  a p p lie d  to  tw o -d im e n ­
s io n a l scan s  n eed ed  in  o u r  a p p lic a tio n  [8,9].
A  sc a n n in g  3H e  m ic ro -b e a m  w as u tilised  to  
e n ab le  tw o -d im e n s io n a l m a p s  o f  th e  sam p le  c ross- 
sec tio n  to  b e  p ro d u c e d . T h e  N R A  te c h n iq u e  w as 
e m p lo y e d  to  m e a su re  th e  p e n e tra tio n  o f  th e  d e u ­
te ra te d  w a te r  in to  fib re  o p tic s  a n d  P IX E  w as u sed  
to  see th e  s tru c tu re  o f  th e  fib re  o p tic . T h e  in te r ­
sam p le  n o rm a lis a tio n  o f  th e  d e u te r iu m  p e a k  w as 
m a d e  u s in g  th e  R u th e r fo rd  b a c k sc a tte r in g  s ignal 
(R B S ) f ro m  th e  c o p p e r  b lo ck s  w h ich  c la m p  th e  
fib re  in  p o s i t io n  [10]. T h ese  te c h n iq u e s  w ere  all 
m e a s u re d  s im u lta n e o u s ly  m a k in g  th is  a  m u lti­
a n a ly s is  p ro c e d u re  [10].
2. Experimental details
S im u la tio n  o f  d o w n -h o le  p re s su re  a n d  te m p e r­
a tu re  c o n d itio n s  w as ach iev ed  b y  h e a tin g  c losed  
cells in  a  te m p e ra tu re -c o n tro lle d  oven . In itia l ex­
p e rim e n ts  sh o w ed  th a t  th is  re q u ire d  c o n s id e ra b le  
a tte n tio n  to  cell desig n  a n d  e x p e rim e n ta l p ro c e ­
du res .
C ells w ere  in itia lly  c o n s tru c te d  w ith  b u rs tin g  
d isk s  a n d  a  P E E K  se a t va lve  ( ra te d  to  232°C  b y  
th e  m a n u fa c tu re r )  to  e n ab le  safe  re lie f  o f  any ov er 
p re s su re  d u r in g  h e a tin g  o r  gas  g e n e ra ted . T h e  
P E E K  se a t ex p o sed  to  th e  s u p e rh e a te d  w a te r  w as 
fo u n d  to  d e g ra d e , a n d  d e p o s it o rg a n ic  c o n ta m i­
n a t io n  o n  sam p les  a t  200°C  a f te r  ~ 3 0  days. 
H o w e v e r n o  gas g e n e ra tio n  o r  p h y s ica l d is to r t io n  
o f  th e  cells o c c u rre d . F u tu r e  cells w ere  th e re fo re  
c o n s tru c te d  w ith o u t re lie f  o r  v e n t va lves, w ith  
q u a r te r - in c h  ‘H o k e  S w ag e lo ck ’ 316 s ta in le ss  steel 
f ittin g s  a n d  s to p  ends. D u r in g  th e  h e a tin g  cycle th e  
cells w ere  t r e a te d  as p o te n tia lly  exp lo s ive , a n d  th e
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fu rn a c e s  o n ly  o p e n e d  a f te r  c o o lin g  to  ro o m  te m ­
p e ra tu re . T h e y  w ere  o p e n e d  w ith  c a u tio n , b u t  n o  
gas re lease  w as ev er n o te d .
T h e  in itia l ex p e rim e n ts  sh o w ed  th a t  fib re  c o r ­
ro s io n  b y  th e  su p e rh e a te d  w a te r  w as ex trem ely  
v a ria b le  u n d e r  n o m in a lly  id e n tic a l c o n d itio n s , a n d  
in  a  few  cases th e  e n tire  fib re  d isso lved! T h is  a p ­
p e a rs  to  b e  d u e  to  tra c e  c o n ta m in a t io n  o f  th e  
w a te r  (in c rea sed  p H  is w ell k n o w n  to  e n h a n c e  
w a te r  a t ta c k  o n  silica  u n d e r  m o re  m o d e ra te  c o n ­
d itio n s ). C h em ica l a t ta c k  u p o n  fib res a s  a  fu n c t io n  
o f  c o n d itio n s  w ill b e  th e  su b jec t o f  a  se p a ra te  
s tu d y . S tr in g e n t a n t i - c o n ta m in a tio n  p ro c e d u re s  
w ere  fo llo w ed  d u r in g  cell p re p a ra t io n . T h e  cell i t ­
se lf  is m a d e  f ro m  e le c tro p o lish e d  seam less 316 
sta in le ss  steel tu b in g , a n d  p re -c le a n e d  w ith  elec­
tro n ic  g ra d e  so lv en ts . I t  w as th e n  b a k e d  d is a s ­
sem b led  in  a ir  a t  150°C  fo r  a  few  h o u rs , fo llo w ed  
b y  b a k in g  sea led  o v e r-n ig h t w ith  a  few  cu b ic  c en ­
tim e tre s  o f  h eav y  w a te r  a t  2 00°C  to  b o th  c lea n  a n d  
p re -d e u te ra te  th e  cell. T h is  h e a v y  w a te r  fill w as 
d is c a rd e d , b e fo re  lo a d in g  th e  cell w ith  sam p les. 
T h e  fib re  e n d s  a re  flam e sea led , a n d  s h o r t  len g th s  
o f  fib re  p lace d  in  a  s h o r t  3 m m  b o re  silica  ‘te s t 
tu b e ' so  th a t  m o s t o f  th e  fib re  sam p le  p ro tru d e s ,  
b e fo re  p la c in g  th e  te s t tu b e  in  th e  s ta in le ss  steel 
cell, a d d in g  h eav y  w a te r  a n d  sea ling . T h e  silica 
tu b e  m a k e s  fib re  sam p le  lo a d in g  a n d  re tr ie v a l 
m u c h  easie r, a n d  p re v e n ts  th e  sam p les  a d h e r in g  to  
th e  s ta in le ss  tu b e  w a ll b y  su rface  te n s io n . T h e  
h e a v y  w a te r  (> 9 9 .8  a t.%  D , F lu k a )  fill q u a n ti ty  
w as c a lc u la te d  to  e n su re  th a t  a  v a p o u r  sp ace  r e ­
m a in e d  in  th e  cell a t  o p e ra t in g  te m p e ra tu re , b u t  
th a t  sam p les  w ere  fu lly  im m ersed ; th e  cells re ­
m a in e d  v e rtic a l a f te r  lo a d in g  a n d  in  th e  o v en . C ells 
w ere  w e ig h ed  a c c u ra te ly  b e fo re  a n d  a f te r  h e a tin g  
to  ch eck  fo r  leak a g e , w h ich  o c c u rre d  o n  a  signifi­
c a n t  n u m b e r  o f  o cca s io n s  u n d e r  th ese  a rd u o u s  
co n d itio n s , d e sp ite  r ig o ro u s  a t te n t io n  to  assem b ly  
p ro c e d u re s  a n d  u se  w ith in  th e  f i tt in g ’s ra tin g s . 
C ells w h ich  le ak e d  w ere  n o t  u se d  fo r  m e a s u re ­
m e n ts , o w in g  to  th e  re su ltin g  u n c e r ta in ty  in  ex ­
p o su re  tim es , a l th o u g h  th e re  is lim ited  ev idence  
th a t  le ak a g e  m o s t o f te n  o ccu rs  im m ed ia te ly  a t  th e  
s ta r t  o f  a  ru n , o r  r ig h t a t  th e  en d , p re s u m a b ly  d u e  
to  th e rm a l e x p a n s io n  m o v em en ts .
T w o  d iffe ren t ty p es  o f  o p tic s  w ere  in v es tig a ted . 
P re s su re  sen so r fib res w ere  125 p m  in  d ia m e te r
w h ils t c o m m u n ic a t io n  fib res w ere  100 pm , b o th  
w ith  p u re  silica  c la d d in g  a n d  g e rm a n ia -d o p e d  
co res  p ro d u c e d  b y  v a p o u r  p h a se  ax ia l d e p o s itio n  
(V A D ) w ith  a  n u m e r ic a l a p e r tu re  o f  0 .125 a n d  
co re  d ia m e te rs  o f  a p p ro x im a te ly  7 pm . T h o se  u sed  
fo r  sen s in g  p re s su re  c o n ta in  tw o  c irc u la r  23 pm  
h o le s  p la c e d  sy m m etric a lly  o n  a  c o m m o n  d ia m e ­
te r . T h e  fib re  o p tic s  w ere  im m ersed  in  d e u te ra te d  
w a te r  a t  210°C  te m p e ra tu re  fo r  ju s t  u n d e r  52 d ay s, 
(1247 h  a t  te m p e ra tu re ) . T h e  s a tu ra te d  v a p o u r  
p re s su re  a t  2 10°C  is 19 b a r . T h e y  w ere  th e n  h a n d  
c leav ed  w ith  a  n ew  a lu m in a  k n ife  to  o b ta in  a  fla t 
c u t a t  r ig h t an g les  to  th e  sh a f t o f  th e  fib re . S om e 
q u a li ta t iv e  d ifference  w as n o te d  in  th e  c leav in g  
p ro p e r tie s  o f  ex p o sed  fib res a s  c o m p a re d  to  fre sh  
sam p les; th e  fib re  a p p e a re d  m o re  b r i tt le , a n d  o b ­
ta in in g  a  c lean , f la t c leave  w as  m o re  d ifficu lt. T h e  
sam p les  w ere  m o u n te d  in  c ro ss -se c tio n  b e tw een  
tw o  c o p p e r  b lo ck s  o n  a n  a lu m in iu m  ta rg e t p la te . 
T h e  p la te  w as  th e n  p la c e d  in s id e  a n  e v a c u a te d  
c h a m b e r  a n d  c o n n e c te d  to  a  liq u id  n it ro g e n  co o led  
co ld  finger; th e  sam p les  w ere  c o o le d  to  p re v e n t 
w a te r  egress. C o n tro l  fib res w h ich  h a d  n o t  b e e n  in  
c o n ta c t  w ith  th e  h e a v y  w a te r  w ere  a lso  c leav ed  a n d  
an a ly sed .
F o r  a ll th e  an a ly ses  (N R A , P IX E  a n d  R B S ) th e  
sam p les  w ere  ir ra d ia te d  w ith  a  1.9 M eV  3H e  b e a m  
o f  1 n A  u s in g  th e  v a n  d e  G ra a f f  a c c e le ra to r  b a se d  
a t  th e  U n iv e rs ity  o f  S u rrey . T h e  b e a m  s p o t  w as 
10 p m  in  d ia m e te r  a n d  w as ra s te r  sc a n n e d  ac ro ss  
th e  fib re  sam p le . T h e  X -ra y s  w ere  d e te c te d  u s in g  a  
S i(L i) d e te c to r  p la c e d  a t  135° to  th e  in c id e n t b e a m , 
a n d  sc a tte re d  3H e  io n s  a n d  re a c t io n  p ro to n s  (R B S  
a n d  N R A )  w ere  m e a s u re d  u s in g  a  su rfa c e  b a r r ie r  
d e te c to r  a t  a n  a n g le  o f  165°. T h e  P IX E , N R A  a n d  
R B S  d a ta  w ere  co llec ted  s im u lta n e o u s ly  fo r  20 
m in .
3. R esu lts
T h e  m a p  co llec ted  fo r  th e  silico n  in  th e  fib re  
w ith  d ia m e te r  125 pm , w h ich  w as  im m e rse d  in  th e  
d e u te ra te d  w a te r , is sh o w n  in  F ig . 1. A lso  th e  
c o rre sp o n d in g  m a p  fo r  th e  d e u te r iu m  p e n e tr a t io n  
o f  th e  o p tic  is sh o w n  (F ig . 2). F ig s . 3 a n d  4  sh o w s 
th e  c o r r e sp o n d in g  m a p s  fo r  th e  c o n tro l  fib re . T h e  
scan  size c o v e red  a n  a re a  o f  250 x  250 p m 2. T h e
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f i b r e  o p t i c .
g rey  scale  g iv en  in d ic a te s  th e  h ig h  a n d  lo w  c o n ­
c e n tra tio n s  o f  e ith e r  th e  silicon  o r  th e  d e u te r iu m  
c o n te n t . T h e  sca le  is d iv id ed  in to  10 sec tio n s c a l­
c u la te d  b y  d iv id in g  th e  d ifference  o f  th e  h ig h e s t 
a n d  lo w es t c o n c e n tra tio n  b y  10.
F ig s . 1 a n d  3 sh o w  th e  s ilicon  c o n te n t in  th e  
f ib re  o p tic s  a n d  in d ic a te  th e ir  re sp ec tiv e  s tru c tu re s . 
T h e se  figu res sh o w  th a t  th e re  h a s  b e e n  n o  ch an g e  
to  th e  s tru c tu re  o f  th e  o p tic  a f te r  b e in g  tre a te d . 
C o n se q u e n tly  th is  in d ic a te s  th a t  th e  t r e a tm e n t
d o es  n o t  d a m a g e  th e  fib re  w h ich  c o u ld  a llo w  w a te r  
p e n e tra tio n . F ro m  F ig . 2 it  c a n  b e  seen  th a t  th e  
w a te r  p e n e tra te s  th e  o p tic  b y  a b o u t  20 pm , a n d  
F ig . 4  sh o w s th a t  th e re  is n o  w a te r  u p ta k e  in  th e  
c o n tro l  fib re  o p tic . T h e re fo re  a ll th e  d e u te r iu m  in  
th e  tr e a te d  fib re  is d u e  to  th e  w a te r  p e n e tra tin g  th e  
fib re .
F ig s . 5 a n d  6 sh o w  th e  s ilicon  a n d  d e u te r iu m  
m a p s  fo r  th e  100 p m  fib re  o p tic  a f te r  t r e a tm e n t, 
re spec tive ly . F ig s . 7 a n d  8 sh o w  th e  silicon  a n d
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d e u te r iu m  m a p s  fo r  th e  c o n tro l fib re . T h is  fib re  
c o n ta in s  n o  side h o les , a n d  is u se d  to  c o m m u n ic a te  
b e tw een  th e  w e llh ead  m e a s u re m e n t sy s tem  a n d  th e  
d o w n -h o le  sen so r. F ro m  th e  d e u te r iu m  m a p  fo r  
th e  tr e a te d  sam p le  (F ig . 6) it  c a n  b e  seen  th a t  th e  
d e u te r iu m  p e n e tra te s  th r o u g h o u t  th e  w h o le  fib re . 
T h is  show s th a t  th e  d esig n  o f  th is  p a r t ic u la r  ty p e  
o f  fib re  (100 pm ) is n o t  re s is ta n t to  h ig h  te m p e r­
a tu re  a n d  p re ssu re .
U s in g  th e  d a ta  f ro m  th e  tw o -d im e n s io n a l m a p  
th e  d iffu sio n  coeffic ien t o f  th e  d e u te r iu m  p e n e ­
tr a tin g  th e  125 p m  fib re  o p tic  w as  c a lc u la te d . D a ta  
w as su m m ed  a t  d iffe ren t ra d i i a c ro s s  th e  fib re  a n d  
d iv id ed  b y  th e  c o rre sp o n d in g  c ircu m fe ren ce . T h e  
re su ltin g  o n e -d im e n s io n a l p lo t  w as  th e n  fitte d  w ith  
a  F ic k ia n  d iffu sion  p ro file  fo ld e d  w ith  a  G a u ss ia n  
re s o lu tio n  fu n c tio n ; th is  ta k e s  in to  a c c o u n t b e a m  
in te n s ity  v a r ia tio n  a c ro ss  th e  c irc u la r  c ro ss -se c tio n
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o f  th e  in c id e n t b e a m  [11]. F ig . 9 show s th e  p lo t  a n d  
fit o b ta in e d . T h e  re su ltin g  d iffu sio n  coeffic ien t w as 
0 .2  ± 0 .0 2  |im 2h -1 .
4. Discussion
D iffu s io n -in d u ced  d r if t  in  fib re  o p tic  p re s su re  
sen so rs  is k n o w n  to  b e  a  fu n c t io n  o f  te m p e ra tu re  
a n d  ex p o su re  to  liq u id  p h a se  w a te r  o n ly , a n d  n o t  a  
fu n c t io n  o f  p re s su re  p ro v id e d  th e  p re s su re  exceeds 
th e  s a tu ra te d  v a p o u r  p re s su re  o f  w a te r  a t  th e  ex ­
p o s u re  te m p e ra tu re  (w h ich  m a in ta in s  th e  liq u id  
p h a se  [1]). T h u s  o u r  re su lts  u n d e r  s a tu ra te d  v a ­
p o u r  p re s su re  su p e rh e a te d  w a te r  a re  re p re se n ta tiv e  
o f  d o w n -h o le  c o n d itio n s .
A n  ex ten s iv e  li te ra tu re  ex is ts  o n  d iffu sion  
m e c h a n ism s  fo r  w a te r  in  silica , b u t  w ith  lim ited  
re lev an ce  to  th e  c o n d itio n s  a n d  m a te ria ls  e m ­
p lo y e d  h e re . D iffu s io n  c o n s ta n ts  a n d  m ech a n ism s 
a re  k n o w n  to  d e p e n d  o n  th e  ‘ty p e ’ o f  fu sed  silica 
(c o n v e n tio n a lly  g ra d e d  I  to  IV  d e p e n d in g  o n  th e  
m a n u fa c tu r in g  m e th o d  [11]; fib re  o p tic  m a te r ia l 
m o s t  c lo se ly  a p p ro x im a te s  ty p e  I I I ,  b u t  w ith  lo w er 
h y d ro x y l c o n te n t) . T h e y  a re  a lso  w ell k n o w n  to  
d e p e n d  o n  th e  d e ta ile d  th e rm a l h is to ry  o f  th e  g lass 
a n d  its  h y d ro x y l c o n te n t [12]. F o r  th ese  re a so n s  th e  
u se  o f  ex is tin g  d a ta  o n  c o n v e n tio n a lly  p re p a re d  
b u lk  fu sed  silica  m a te r ia ls  is in a p p ro p r ia te ,  a n d  
m a n y  o f  th e  e x p e rim e n ta l m e th o d s  u sed  (e.g. in ­
f r a re d  a b s o rp t io n  m e a s u re m e n ts  o n  fla t p la te s
w h ich  a re  successively  th in n e d  b y  p o lish in g ) a re  
in a p p lic a b le  to  th e  fib re  g eo m e try . F o r  a  re c e n t 
d iscu ss io n  o f  w a te r  d iffu sio n  in  b u lk  silicas see [13] 
a n d  re fe ren ces  th e re in .
T h e  re a so n s  fo r  th e  d ifferences o b se rv ed  in  
w a te r  p e n e tr a tio n  in to  th e  tw o  fib re  s tru c tu re s  a re  
c u rre n tly  u n c le a r , b u t  p re s u m a b ly  re la te  to  d iffer­
in g  c o m p o s itio n  a n d  h e a t  t r e a tm e n t h is to rie s . 
T h ese  w ill b e  th e  su b jec t o f  fu tu re  s tu d ies , o u r  
o b jec tiv e  h e re  b e in g  to  e s ta b lish  a  c red ib le  d ia g ­
n o s tic  fo r  th e  la rg e  n u m b e r  o f  sam p les  th is  w ill 
req u ire .
T h e  fo cu ssed  io n  b e a m  te c h n iq u e  read ily  
d e te c ts  w a te r  p e n e tr a tio n  in  its  ea rly  p h ase s ; since 
th e  c h a ra c te r is tic  d iffu sio n  d is ta n c e  scales as th e  
sq u a re  ro o t  o f  tim e. T h is  p e rm its  e v a lu a tio n  o f  
w a te r  p e n e tr a tio n  in  e x p e rim e n ta l tim es a n  o rd e r  
o f  m a g n itu d e  less th a n  th o s e  fo r  s ig n ifican t w a te r  
p e n e tr a tio n  to  th e  co re . W ith  im p ro v e d  m ic ro ­
b e a m  fo cu s  d im e n s io n s  en v isag ed  w ith  u p g ra d e s  
to  th e  S u rre y  a c c e le ra to r  d e te c tio n  o f  d iffu sion  o n  
a  few  m ic ro n  sca le  w ill e n ab le  c o n fid e n t p re d ic ­
t io n  o f  fib re  p e rfo rm a n c e  o v e r m a n y  y e a rs  w ith  
m o n th  lo n g  ex p o su re . A d d itio n a lly  th e  te c h n iq u e  
o n ly  re q u ire s  v e ry  s h o r t  len g th s  o f  fib re , as 
o p p o se d  to  d ire c t m e a su re m e n ts  b y  fib re  o p tic  
m e th o d s , w h ich  ty p ica lly  re q u ire  m a n y  m e tre s  o f  
sam p le  a n d  re n d e r  d esig n  o f  th e  h ig h  p re ssu re , 
h ig h  te m p e ra tu re  cells p ro b le m a tic . T h e  e v a lu a ­
t io n  o f  a  w id e  ra n g e  o f  fib re  c o n s tru c tio n  a n d  
c o a tin g  m e th o d s  b y  su ch  m e th o d s  w o u ld  be  
im p ra c tic a l.
5. Conclusions and further work
T h re e  c o m p le m e n ta ry  m e th o d s  -  N R A , P IX E  
a n d  R B S  -  h av e  b een  u sed  to  o b ta in  a c c u ra te  
a n a ly tic a l d a ta  o n  w a te r  p e n e tr a tio n  in to  fib re  
o p tic s  a n d  p re lim in a ry  re su lts  o n  tw o  d iffe ren t 
fib re  ty p es  h av e  b een  p re se n te d . U s in g  th e  te c h ­
n iq u e s  th e  re s is tan ce  o f  d iffe ren t fib res  to  w a te r  
in g ress  m a y  b e  c o m p a re d , a f te r  re la tiv e ly  s h o r t 
d iffu sion  tim es  a n d  o n  sm all sam p les . T h e  te c h ­
n iq u e  d e sc r ib ed  w ill e n ab le  u s  to  d e te rm in e  w h ich  
fib res a n d  c o a tin g s  w ill su ffic ien tly  in h ib it th e  
in g ress  o f  w a te r  a t  h ig h  te m p e ra tu re  a n d  p re s su re  
to  a llo w  th e m  to  b e  u se fu l in  o il w ell m o n ito r in g .
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