Abstract-In this letter, we comment on "Pruning Error Minimization in Least Squares Support Vector Machines" by B. J. de Kruif and T. J. A. de Vries. The original paper proposes a way of pruning training examples for least squares support vector machines (LS SVM) using no regularization ( = 1). This causes a problem as the derivation involves inverting a matrix that is often singular. We discuss a modification of this algorithm that prunes with regularization ( finite and nonzero) and is also computationally more efficient.
I. INTRODUCTION
In the above paper [7] , the authors address implementing sparse representations for least squares support vector machines (LS SVM) solving regression problems. They use a pruning error method based on minimizing the output error after a training example has been deleted. Although they discuss regularization, the algorithm that they focus on in [7, Sec. 3] uses a pruning method with no regularization. This letter is a comment on [7] , which addresses the following two issues.
• In [7, Sec. 3] , the deletion of an example is discussed and is based on inverting the data matrix A given in (13) (using no regularization with = 1. However, the matrix is often singular. We discuss deletion of training examples with regularization present (nonzero and finite ) resulting in A being nonsingular and discuss the performance and computational complexity when a deletion is performed.
• In [7] and [15] , the focus is on deletion of training examples. We present a sparse algorithm that is more computationally efficient and is based on adding and deleting training examples. This letter and [7] examine kernel regression methods. Kernel methods and the support vector machine (SVM) have become very active research areas over the last ten years as they are based on sound theoretical principles, can be formulated in terms of convex optimization problems (quadratic programming problems), and have been successfully applied to a wide range of applications [11] , [5] , [12] , [17] . The LS SVM, introduced by [14] and [16] , uses a quadratic error cost function and equality constraints and has the nice property that the solution involves solving a set of linear equations. This makes the solution amenable to the adaptive online implementation. However, the solution for the LS SVM is a function of all training examples. The standard SVM obtains a solution that is sparse in the number of training examples (this is done using an -insensitive cost function for regression problems [5] , [12] in performance. This letter extends the discussion in [7] by also addressing complexity issues associated with sparse representations of the training data. There has also been more recent research discussing the LS SVM solutions and sparsity issues [4] , [19] . In Section II, we present the LS SVM and discuss the sparse representation methods used in [6] and here. Section III presents the main results of this letter addressing issues with [7] and proposing our modified algorithm. Section IV presents simulations of three examples comparing different algorithms and Section V summarizes this correspondence.
II. LS SVM REGRESSION AND SPARSE REPRESENTATIONS
For regression problems, the LS SVM is represented as a quadratic programming problem with equality constraints where the goal is to minimize J(w; b) = The actual output is given byŷ i = w T (x i ) + b where (x) is the kernel transformation from input space to feature space and w and b are the parameters to optimize. The ith error is given by e(i) and is the regularization parameter. This is a convex quadratic programming problem with equality constraints that is easily solved [16] . Each equality constraint is associated The weight vector is given by
the actual training outputs,ŷ = (ŷ 1 . . .ŷ m ) T is given bŷ y = K + b (5) and the error is proportional to the Lagrangian multiplier e(i) = (i); 1 i m: (6) Although the solution involves solving a set of linear equations, the number of equations and unknowns depends on the number of training examples m and, unlike the SVM regression solution, the solution is not sparse in the number of training examples. In [15] , a sparse LS SVM is constructed by deleting training examples associated with the smallest magnitude (i) term which is proportional to the training error e i . In [7] , a refinement to this algorithm is considered. Choosing the smallest (i) does not necessarily result in the smallest change in [7] involve using KSS at each iteration update. There are a class of subspace algorithms [3] , [8] - [10] , [13] , [18] that use both K SS and K SN at each iteration update. These algorithms give better performance, but generally require significantly more computations and storage space. An example is given in the simulation section comparing a subspace algorithm to algorithms considered in this letter.
III. SELECTIVE WINDOW ALGORITHM
This letter notes that [7] develops a pruning procedure where A in (7) here (in [7, Sec. 3, eq . (12)]) is often singular when there is no regularization or = 1. We also note that in [7] the focus is on pruning training examples. We develop a modified selective window algorithm that prunes with regularization and selectively adds and prunes training examples. This algorithm is more computationally efficient than starting with a large set of training examples and then pruning examples.
A. Pruning With Finite Regularization
Note that training example kernels K are often singular. Linear kernels of dimension n are often used for simple regression and classification problems. For linear kernels, K is m 2 m, but the rank of K is at most n. Even when using Gaussian kernels, K is not always full rank. When approximating a 1-D function using Gaussian kernels, K is not usually full rank unless the center widths 's are very small. Nonlinear kernels with small input dimensions may be nonsingular, but the matrices may be difficult to invert due to the high condition numbers.
To avoid this situation, we consider a pruning scheme with nonzero and finite regularization parameter . Regularization is performed first to determine a good value of . Then, is fixed. Following [7] , we examine the effects of deleting a single training example for that output training error. In the Appendix, we show that the deletion of the ith training example results in a change of training error on that example of
where P = A 01 and p(i; i) is the ith diagonal element of P . We delete the training example that causes the most change to the training error, that is, argmax i 1e (i) (i). The Appendix also shows that when the regularization parameter is finite the deletion of a training example affects the training error of every training example and discusses deleting training examples based on the overall training error changes.
B. Adding and Deleting Training Examples
Here, we will consider an LS SVM window algorithm where M < m training examples are selectively chosen. The sparseness achieved is M=m. In [7] and [15] , they train an LS SVM on m training examples and then use pruning algorithms to selectively delete training examples 2) Add a training example and update parameters.
3) Selectively delete a training example using criteria of Section III-A.
4) If less than m training examples seen go to 2), else end.
In step 2) of the algorithm, the block matrix formula presented in (12) of the Appendix is used to add a training example. Addition and deletion of a training example takes O(M 2 ) operations and is more efficient than training a large LS SVM with m examples and then pruning. Choosing M depends on the complexity of the problem and involves a tradeoff between performance and computational complexity. Some noise-free problems may require only small values of M to achieve good performance while more complex problems with noise may require that M be a significant fraction of m.
As mentioned in Section II, we focus on algorithms that work with KSS. Subspace methods have better performance, but each iteration generally involves O(Mm) computations. Some of these methods involve greedy search algorithms through training examples [3] , [8] - [10] , [13] and others use Nyström approximations [18] . The advantage of the algorithm considered here is computational complexity and simple implementation.
IV. SIMULATIONS
Here,we examined the performance of different window algorithms on three problems: estimating a noisy sinc function, the Boston housing database from [1] , and the Wisconsin breast cancer database also from [1] . We compared three iterative algorithms: the deletion algorithm from [7] (start with m examples and iteratively prune until M examples), the add-and-delete algorithm discussed here, and the add-and-delete algorithm using the sparse LS SVM criteria developed in [15] . The algorithms were programmed in Matlab and each simulation was run 1000 times. Results are displayed in three tables giving the average error, standard deviation of the error, and the average time for one simulation epoch.
The sinc function was observed from t = 05 to t = 5 with additive Gaussian noise with zero mean and standard deviation of 0.3. For the LS SVM algorithm, we performed regularization and used a regularization parameter with = 0:7 and Gaussian kernels with width = 1:1. We compared the three different algorithms with M = 30 and m = 100. If we randomly choose examples and use a batch algorithm with window size m = 30 and then m = 100 we get an average test mean-squared error (mse) of 0.0349 and 0.0111, respectively. The online iterative algorithms for the sinc approximation are shown in Table I .
All three algorithms end up with 30 training examples and give a much better performance than randomly chosen 30 training examples. The algorithm by [7] and the algorithm here give similar performances with an mse rate of about 30% more than using all 100 examples. Our algorithm takes less than 60% of the computations when compared to [7] . The third algorithm has an mse rate of fifteen percent worse than the other two algorithms, but saves a little over 10% on computations. This is because operations associated with deletion are simpler in the third algorithm than the other two algorithms.
Next, we tested the algorithms on the Boston housing database. The database consists of 506 examples each with 13 inputs and one output (housing price). We randomly chose 304 examples as the training examples and the rest as the test examples. The inputs were normalized to zero mean and unit variance. We used Gaussian kernels with widths = 3:7 and regularization parameter = 14. If we randomly choose examples and use a batch algorithm with window size m = 60 and then m = 304, we get an average mean-squared test error of 22.7 and 11.5, respectively. The online iterative algorithms for the Boston housing database are shown in Table II .
All three algorithms end up with 60 training examples and again perform much better than 60 randomly chosen training examples. This problem is a difficult problem and our algorithm and the algorithm of [7] have similar performances, about 20% more mse than using all 304 training examples. Our algorithm takes less than 30% of the computations when compared to [7] . The third algorithm of [15] takes about the same number of computations as our algorithm, but performs poorly. For this example, we also tested a subspace method from [3] and [8] and found that an iterative add-and-delete algorithm of 60 training examples resulted in an average mse rate of 12.2 which is close to that achieved using the least squares algorithm using all 304 training examples, but at a cost of 4.82 s/simulation epoch which is more than two and half times the computations of the add-and-delete procedure proposed in this letter.
Finally, we tested the algorithms on the Wisconsin breast cancer database. The database consists of 568 examples each with 30 inputs and one binary output. We randomly chose 346 examples as the training examples and the rest as the test examples. The inputs were normalized to zero mean and unit variance. We used Gaussian kernels with widths = 5:5 and regularization parameter = 2:3. If we randomly choose examples and use a batch algorithm with window size m = 60 and then m = 346 we get an average test error rate of 0.0505 and 0.0234, respectively. The online iterative algorithms for the Wisconsin breast cancer database are shown in Table III .
As in the other two examples, the three algorithms with 60 training examples perform much better than 60 randomly chosen training examples. Again, the performance of our algorithm is comparable to the deletion algorithm of [7] , but requires less than 20% of the computations. Similarly, the third algorithm of [15] performs slightly worse with some savings in computations.
These examples demonstrate advantages of using intelligent selected windows to achieve sparse representations and good performance. By selectively adding and deleting training examples we can also achieve the same performance as just the deletion of the examples at considerable computational savings. Further gains in performance can be achieved by using subspace methods as discussed in Section I, but these methods generally require more computations [3] , [8] - [10] , [13] , [18] .
V. SUMMARY
This letter addresses two concerns in [7] : pruning an example with no regularization does not always work as the data matrix A is often singular and there are computational inefficiencies of just deleting examples. We propose a procedure of pruning with regularization where the data matrix A is nonsingular and use a selective window algorithm that is computationally more efficient as it adds and deletes training examples. The algorithm is demonstrated on three simulation examples.
APPENDIX
We consider the effects of deleting a training example on the Lagrange multiplier and the training output valuesŷ. Let
then restating (2) and (3) 
Note that (15) and (16) can also be derived using [7, eq. (20) ]. Change in error is directly proportional to (m) for each training example. We have considered using only (15) to delete examples and using a squared error criteria with both (15) and (16) to delete examples. For the conducted simulations, the test error performance using only (15) seems to perform about the same as the second method (even marginally better, but the difference was not statistically significant). Since the second method is computationally more intensive we used only (15) . Deletion of the training example j will result in m replaced by j. 
