Relative distance comparisons, or "triplets", are statements of the form "item a is closer to item b than c". When eliciting such comparisons from human annotators, it is often the case that some comparisons are easy, while others are more ambiguous. However, also for the latter cases annotators are forced to choose one of the alternatives, despite possibly having a low confidence with their selection. To alleviate this problem, we discuss a variant of the distance comparison query where annotators are allowed to explicitly state their degree of confidence for each triplet. We propose algorithms both for learning the underlying pairwise distances, as well as computing an embedding of the items from such triplets. For the distance learning problem we devise an approach based on solving a system of linear equations, while for the embedding task we modify the t-STE algorithm to handle the confidence statements. We report experiments with synthetic and real data, including a novel study in which we collected the proposed type of triplets from 80 volunteers.
Introduction
Relative distance comparisons, or triplets, are an important ingredient in many recent approaches to representation and metric learning. These triplets are usually elicited via target comparison queries such as "of items v and w, which is closer to target u". Triplets can be collected from human annotators [9, 12, 13, 23, 25, 27, 29] , or be automatically generated from side-information such as class labels [1, 5, 6, 28] .
However, especially for human annotators, some target comparison queries are harder than others. In these cases the annotators cannot with high confidence say which of the items v and w is closer to target u. This can happen e.g. when 1) items v and w are very similar, or 2) all three items are very dissimilar. Most of earlier work assumes the comparisons can be resolved unambiguously, or at least ambiguities are not explicitly taken into account when building models. Exceptions are [1] and [18] that consider cases where human annotators are allowed to provide a "don't know" answer. This has the advantage of giving 1.
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3. annotators a well-defined means to deal with ambiguous or otherwise hard tasks. This can also provides useful information to algorithms that use the triplets: e.g. a "don't know" answer might suggest that the underlying distance between v and u is roughly equal to the distance between w and u [1] .
In this paper we take this idea further, and allow annotators to explicitly indicate the subjective confidence of their answer. Therefore, rather than expressing the target comparison query as a "two-alternative forced choice" task, we propose to give annotators the possibility of indicating their preferred choice (of the two alternatives) on a range of confidence values on a Likertscale. These confidences should give more fine-grained information about the distances between the items. Figure 1 shows a simple toy-example with three target comparison queries (panels 1-3) of varying difficulty. In each case, the target item u is an electric guitar and it is compared against two other instruments. The top-left panel shows an example visualisation of how the items might be located in a two-dimensional Euclidean space that reflects their similarity. In panel 1 (red query) the target item is compared against two other electric guitars (v 1 and w 1 ), in panel 2 (green query) against another electric guitar (v 1 ) and a lute (w 2 ), and in panel 3 (blue query) against a banjo (v 2 ) and a lute (w 2 ).
We argue that the red query is difficult to answer, because the annotator has to make an arbitrary choice between two electric guitars (v 1 and w 1 ) that are both roughly equidistant from u. By giving a low confidence assessment to their decision (or a "don't know" answer), the annotator can indicate that their choice may have been more or less random. In contrast, the green query should be easy to answer with high confidence, as the lute (w 2 ) is clearly less similar to the target u, i.e., w 2 is substantially more distant from u than v 1 is. However, we argue that situations as exemplified by the blue query are where fine-grained confidence assessments are the most useful. The banjo (v 2 ) is (slightly) more similar to an electric guitar than the lute is (e.g. the banjo is a more contemporary instrument), but the decision is not as easy as with the green query in panel 2. While the annotator can probably resolve the blue query with higher confidence than the red query, the choice is less obvious than with the green query, and this can be indicated by a "medium level" confidence assessment.
This example highlights that certainty assessments are a natural addition to target comparison queries, and that it is easy to think of cases where the two extremes covered by prior art: a "don't know" answer, or an answer with full confidence, are not enough.
Confidence assessments also yield two desirable outcomes. First, the resulting triplets contain more information each, and thus fewer triplets might be needed to e.g. estimate distances or embed the items to a low-dimensional space. Second, the resulting distances/embedding may be a more faithful representation of the true distances, and might hence capture the underlying data density more accurately.
Our contributions: Given a set of triplets with confidence assessments, we consider two problems: 1) estimating a distance matrix of a given set of items and 2) computing a low-dimensional embedding of the items. For the distance matrix problem we propose in Section 4 a novel approach, where a system of linear equations is built from a carefully selected set of triplets. We analyse the resulting estimator under a simple noise model, and provide theoretical results about its performance. In Section 5 we build upon existing work on stochastic triplet embeddings [26] , and devise a simple but efficient method that finds an embedding for the items by solving a least squares problem. In Section 6 we empirically assess the performance of the embedding algorithm. We also report results of a case-study where we collected triplets with confidence assessments from 80 volunteers.
2 Related Work 2.1 Human computation with relative comparisons In the context of human computation [19] relative distance comparisons (without confidence judgements!) have been widely used to address a number of fundamental computational problems directly, without first using the comparisons to learn distances or embeddings. This includes computing centroids and outliers [9, 13] , inferring informative features [29] , density estimation [25] , implementing kernels [12] , nearest-neighbor search [8] , correlation clustering [24] , and learning random forests [7] . It seems possible that many (if not all) of the above approaches might benefit from including information about annotator confidence. In this paper, however, we focus on the tasks of estimating distances and learning ordinal embeddings.
Learning distances from relative comparisons
One of the first papers to study the problem of metric learning from triplets (as defined here) is [21] that aims to find a Mahalanobis distance function to satisfy a given set of comparisons, with the objective of generalising to out-of-sample items. In this paper we do not aim to learn a distance function, but a distance matrix (or ordinal embedding) for a given set of items. Similarly, [15] and [4] consider the problem of distance/kernel learning to find a semi-supervised clustering of the given items. Since there are costs associated with obtaining triplets, [23] devise an active-learning method that adaptively selects informative triplets to learn a kernel matrix by maximising information gain.
However, none of the above papers make use of confidence assessments. Exceptions that consider a "don't know" answer are [18] that studies differences between pairwise (must-link and cannot-link constraints) and relative comparisons, and [1] that learns a kernel matrix from triplets.
Finding ordinal embeddings
Also in this context the idea of using confidence information seems novel. Stochastic neighbourhood embedding [10, 16] is a widely used state-of-the-art method for computing embeddings given a distance matrix. These ideas were modified in [26] for the problem of ordinal embedding, i.e., the task of finding an embedding from relative distance comparisons (or, non-metric MDS [14, 22] ). The t-STE algorithm proposed in [26] achieves very good performance given enough triplets, and it has been modified e.g. to produce multiple embeddings from the same input [2] . This work serves also as the basis for our embedding algorithm discussed in Section 5.
In other veins of research, [27] proposes a hybrid approach to compute semi-supervised embeddings, while [3] provides a robust algorithm for finding triplet embeddings using a ranking loss function. Relative comparisons are also widely applied with deep neural networks to learn good feature representations in particular for images, see e.g. [5, 6, 20, 28] .
Finally, it has been shown that an active-learning approach requires at least O(DN log N ) queries to find a D-dimensional embedding for N items [11] .
Problem definitions
Let U denote a set of N items, and let d uv = d vu denote the distance between items u, v ∈ U . A target comparison query with target u, determines which of the distances d uv and d uw is shorter by asking an annotator to identify which of v or w is closer to target u. An answer to such a query is denoted by the triplet (u, v, w), which states that d uv < d uw . In this work we allow annotators also to give an explicit confidence assessment that is expressed by a value p ∈ [ For a given triplet (u, v, w, p), we list three desirable properties concerning the relationship between the underlying distances d and confidence values p: 1) Whenever the confidence value p is close to 1/2, meaning the choice was "difficult" and the annotator was indifferent whether to choose v or w, the distance should satisfy d uv ≈ d uw .
2) Whenever the confidence value p is close to 1, meaning the choice was "easy", the distance should
3) For other confidence values p the choice was neither extremely "easy" nor "hard", and thus the distances should satisfy
The two problems that we consider in this paper can now be defined on a high-level as follows.
denote a set of triplets.
Problem 1. Distance estimation: Given T , estimate d uv for all u, v ∈ U , so that properties 1-3 above hold for all i.
Problem 2. Ordinal embedding: Given T and the integer D ≤ N , find for every u ∈ U the vector x u ∈ R D so that properties 1-3 above hold for all i with distance
A distance estimation algorithm
In this section we discuss an algorithm for Problem 1, with the additional property that the algorithm is allowed to assemble the set T .
Basic definitions
Given the triplet (u, v, w, p), we consider the following simplistic model for the associated confidence assessment:
In this model, whenever
It thus captures the properties discussed above in Section 3. Note that we could have chosen also some other way to express p as a function of d uv and d uw . Eq. 4.1 was chosen as it results in a simple estimation procedure. Namely, by rearranging Eq. 4.1 we can express d uv as a linear function of d uw , and vice versa:
Constructing the estimator
Let uv denote a pair of items of U . The length of uv is thus given by d uv .
Given the triplet (u, v, w, p), we say that uv and uw are the short and long pairs, respectively. Furthermore, the pairs uv and uw are neighbours, whenever there exists a triplet in T that contains all items u, v and w, and u is the target. Observe that for any neighbouring pairs uv and uw, if we know the length of one pair, we can trivially calculate the length of the other pair with Eq. 4.2 where p is obtained from the triplet the pairs have in common. Moreover, we say that the (disjoint) pairs u 0 v 0 and u j v j are connected by T , whenever they can be joined via a chain of neighbouring pairs, denoted u 0 v 0 , u 1 v 1 , . . . , u j v j . Also, for the connected pairs u 0 v 0 and u j v j , if we know the length of u 0 v 0 , we can apply Eq. 4.2 sequentially to compute the length of u j v j . This is given by the product
is the short or the long pair in the triplet that contains u i v i and the neighbouring pair u i−1 v i−1 . The product can be rearranged so that
where S is the set of indices where the pair u i v i is short. L is defined analogously for the long pairs.
Finding the right triplets
Next, we show how to assemble a set T of exactly First, observe that every edge (uv, uw) of T can be turned into a triplet with items u, v, and w, where u is the target. Let T be the set of triplets obtained this way. Note that |T | = N 2 − 1. Then, observe that the pair u 0 v 0 (i.e., the root of T ) is connected by the set T to every other pair uv. This connection has at most one intermediary pair, because the height of the BFS-tree of l(C N ) is always 2. This is good, because as shown later, the quality of the estimates decreases as the distance from the root increases.
Now we can estimate all pairwise distances by setting d u0v0 = 1, and applying the estimator in Eq. 4.3 for every pair.
4.4 Details of the estimation algorithm Algorithm 1 summarises the observations made above. While this algorithm works fine, we note that step 3 of Alg. 1 can also be defined more elegantly in terms of a system of linear equations. Observe that every triplet
which is obtained simply by rearranging Eq. 4.1. Let A denote a sparse (m + 1) × (m + 1) matrix, where m = |T |, and denote by A i,uv the element at the ith row and the column that corresponds to the pair uv for every u, v ∈ U . For every triplet (u i , v i , w i , p i ), let A i,uv = −1 and A i,uw = 2(1 − p i ). This captures the constraint (of Eq. 4.4) of the ith triplet. Let u 0 v 0 denote the pair at the root of T , i.e., the pair the distance of which we set equal to 1, and let A m+1,u0v0 = 1. Finally, let b ∈ R (m+1) denote a vector with zeros in all positions except b m+1 = 1. Let x ∈ R m+1 denote a vector of all pairwise distances, where x uv is the distance between items u and v.
Step 3 of Algorithm 1 can now be implemented by solving the linear system Ax = b.
Properties of the estimator
We consider uniform, symmetric, additive noise to the true confidences. In particular, we assume that the confidence value given by the annotator satisfies Next we present two theorems that study the behaviour of the estimates produced by Eq. 4.3. Note that both theorems make a further assumption about the noise model. In short, the noise level s must decrease as the true confidence value p * increases. In practice this means that we assume the annotators to give precise confidence assessments for the "easy" triplets of which they should have a high confidence, while for the "difficult" triplets that may result in lower levels of confidence, the confidence assessment itself can be less precise.
The first theorem shows that Eq. 4.3 tends to overestimate the distances, but the amount depends on the noise level. 
This theorem shows that while the estimator of Eq. 
Finally, notice that if we use the spanning-tree procedure to construct the set of triplets, we have j ≤ 2 for all pairs uv in both theorems. This is because the BFS-tree of l(C N ) is always 2.
The t-SPTE Algorithm
Next, as a solution to Problem 2, we present a simple least-squares, gradient descent approach that we call tDistributed Stochastic Probabilistic-Triplet Embedding (t-SPTE). (The name derives from the notion that triplets with confidence values can be thought of as "probabilistic triplets".) The method is based on Stochastic Triplet Embedding (t-STE) [26] , and in fact yields t-STE as a special case if all confidence values are equal to 1.
Objective function
In Algorithm 1 the aim is to find a distance matrix that satisfies the given confidence values as specified by Eq. 4.1. The t-SPTE algorithm is built upon a similar idea, but using a different model to associate confidence values to triplets. Let x u ∈ R D denote the embedding of item u ∈ U in a D-dimensional space. Given the triplet (u, v, w, p), we assume that the confidence value p and the embeddings of u, v and w should satisfy the following equation:
,
and likewise for t(x u , x w ). Above a is the degrees of freedom of Students t-distribution, and can be set e.g. to D − 1. We have thus replaced Eq. 4.1 with Eq. 5.5 as the model that associates confidence values to given distances between items. We propose to solve the following least-squares problem instead:
That is, we seek an embedding that faithfully reproduces the confidence values using the model of Eq. 5.5.
The t-SPTE algorithm we propose simply minimizes the objective in Eq. 5.6 using gradient descent. Like t-STE, this problem is non-convex, but we observe local optima yield good embeddings in practice.
Comparison to t-STE
Recall from [26] that t-STE finds the embedding by maximising the loglikelihood (u,v,w)∈T log q(x u , x v , x w ), where q is defined as in Eq. 5.5. Comparing this with the objective function in Eq. 5.6, we can immediately observe that if p = 1 in every (u, v, w, p) ∈ T , Eq. 5.6 is clearly minimised when all q(x u , x v , x w ) are maximised, which is also what the maximum likelihood approach of t-STE aims to do. (Notice that the gradients are slightly different, though, but this does not affect the optima.) This means that any differences in the embeddings produced by t-STE and our method are due to those triplets (u, v, w, p) ∈ T where p < 1.
In the Introduction we hypothesised that the confidence assessments would allow us to use fewer triplets, as the confidence values carry additional information about the distances. By comparing our method to t-STE, we can give a simple argument to support this idea: Given items u, v and w, suppose we have d * uv = d * uw where d * denotes the ground truth distance. Also, suppose have only a single triplet (u, v, w, 1/2). Now, observe that with our method the confidence value of 1/2 induces a zero gradient when the corresponding distances x u − x v 2 and x u − x w 2 in the embedding space are equal, meaning that no further information is required for t-SPTE to infer a correct embedding. However, t-STE needs two contradicting triplets, (u, v, w) and (u, w, v) so that the gradients induced by each of them cancel each other out when the distances are equal.
Basic experiments
We conduct a series of basic experiments to evaluate our algorithm and confirm our two hypotheses. For the four datasets given in Section 6.1 we synthesise triplets using a stochastic neighbourhood model in their respective normalised feature spaces with and without noise and we embed the datasets using t-STE and t-SPTE. We measure the performances using the measures in Section 6.2 for a variety of cases: we vary the number of triplets between N log N and N 2 ; we vary the parameters of additive Gaussian noise to have both positive and negative biases and different variances. Experiments using noiseless data are summarised in Table 1 (note that the results for TM and MSE are reported for validation sets in 10-fold cross-validation).
For noisy data, we show the representative results (J NN10 performance on Iris dataset) in Figure 2 (plots for other datasets are included in the appendix). Note that the cluster colors in scatter plots of datasets are added for visualisation purposes based on known class labels, these labels were not used when generating triplets.
Datasets
Gaussian datasets. The baseline for evaluating our method are two Gaussian mixture datasets. First one is a 2-dimensional mixture of 3 components with centers arranged in a triangle and the second one is a 3-dimensional mixture of 4 components with their centers forming a pyramid. The individual components have different covariance matrices. Iris dataset. This is the famous Fisher's Iris flower dataset, N = 150 with 4 real-valued features. Wine dataset. The dataset contains N = 178 samples of Italian wines with 13 continuous real-valued features, and is obtained from the UCI Machine Learning Repository.
Performance measures
Triplet matching accuracy (TM) computed between the original triplets t ∈ T and the tripletst obtained from the embedding spaceŜ using the same 'target' item and same alternatives as in the corresponding triplet t, and disregarding the probability values p t and p t : TM = 1 M t∈T I{t =t}, where I{·} is the indicator function. Mean squared error (MSE) between the corresponding triplet probabilities p t in the original space S and the probabilitiesp t in the embedding spaceŜ:
Nearest-neighbour accuracy (J NNk ) of k nearestneighbours of an item being same in the original space S as in the embedding spaceŜ, averaged over all items.
, where NN k (z i ) and NN k (ẑ i ) denotes the set of k nearestneighbours of the ith item in the original and embedding spaces, respectively. We use both k = 1 and k = 10 in the experiments below. Distance matrix MSE (D MSE) between the distance matrices D andD of the items in the original space S and the embedding spaceŜ, respectively. Both matrices are scaled by their respective means to compensate for differences in scaling. We let D MSE =
Results
According to the results shown in Table  1 we confirm that our algorithm performs better than t-STE according to all of our performance measures and on all datasets (except in when it is a bit lower). First, we point out the results in the top part of the table to signify that our algorithm performs significantly better when using low number (N log N ) of triplets. Second, we point out the first row in the bottom part of the table suggesting that our algorithm can achieve perfect recovery of the dataset structure (accuracy of 1 and error of 0 according to all of our performance measures using N 2 triplets). Third, the TM and MSE results in the table are suggesting that our method provides better generalization to unseen data.
According to the results shown in Figure 2 we notice a few noteworthy behaviours of our algorithm when dealing with noisy data. First, there is a significant difference in performance depending on the sign of the noise bias. Negative bias degrades the performance much more than the positive bias. Second, with high enough positive bias, so that all triplet probabilities end up being 1, we observe that the performance becomes similar to noiseless t-STE. Third, increasing the noise variance generally degrades performance, as expected.
Density preservation experiment
We briefly show a comparison between t-STE and our t-SPTE algorithm that suggests how using confidence judgements improves performance when it is important to preserve data density in the resulting embedding.
The left panel of Fig. 3 shows two square clusters Table 1 : Results for the two algorithms using N log N triplets (top) and N 2 triplets (bottom). (Information about the clusters was not explicitly contained in the triplets, the colours in Fig. 3 were added only for purposes of visualisation.) The middle panel in Fig. 3 shows an embedding obtained with t-STE, while the rightmost panel shows the embedding found by t-SPTE using the confidence values. Clearly t-STE tends to squeeze green points together with the red and blue clusters, while t-SPTE correctly identifies the green points as a separate, sparse cluster that overlaps the two dense clusters.
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Case-study with images of instruments
We present a case-study with confidence assessments for triplets of N = 40 images of various stringed instruments (guitars, lutes, violins, harps, etc.). These images were chosen because of the familiarity of the domain for most people, as well as the nontrivial and subtle differences between the various instruments.
UI for eliciting confidence assessments
We devised a simple user interface (UI) to collect triplets with confidence assessments. The UI presents three images at a time, one target (top part of the UI) and two alternatives (side by side below the target).
A horizontal slider with 11 discrete values (5 left, 5 right, 1 center) is located below the alternatives. By moving the slider towards the left or right side, the annotator can choose either the left or right alternative, as well as indicate their confidence in the choice. The further towards either side the slider is moved, the more confident the selection. By leaving the slider at the center, the annotator can give a "don't know" answer. After moving the slider, the annotator clicks on a "confirm" button below the slider, which causes a new set of three images to be displayed.
Data collection and preprocessing
We generated 1600 distinct target comparison queries by ensuring that each image appeared at the "target" position equally often, while the two other images were drawn uniformly at random. Also, we prepared an additional set of 11 calibration queries to which there were known "correct" responses. We deployed the UI described above on a website, and recruited participants via university mailing-lists, and by contacting friends and family. Each participant first solved all calibration queries, and was then presented with randomly chosen queries that did not yet have enough responses. (We required that each of the 1600 queries was independently solved by at least 5 participants.) This experiment resulted in 9050 responses from 80 participants in total. Then, data was cleaned by removing all responses from participants who had not completed the set of 11 calibration queries, or who had an incorrect response to 3 or more calibration queries. The calibration tasks were not used in any of the subsequent analysis. This resulted in 4138 responses from 30 participants. We then extracted the final set of triplets by computing the median of the obtained confidence values for each query, giving us 1532 (out of 1600 possible) triplets with a confidence assessment. Median approximation was chosen as an easy and robust way to deal with noisy triplets, however, a more sophisticated analysis and elimination of noise may be implemented during crowdsourcing and/or preprocessing.
Results
The distribution of confidence values (before cleaning) is shown in Table 2 . We find that the most popular choices were 1 (full confidence) and 0.5 ("don't know") that jointly cover 47% of the responses. However, remarkably the remaining 53% of the responses use the intermediary values, suggesting that participants found the more fine-grained approach to reporting their confidence useful.
Next, we computed 2-D embeddings of the images using both t-STE and t-SPTE algorithms (for t-STE we disregard the confidence values), see Figure 4 . We observe that our method finds a more fine-grained clustering structure (four clusters and several outliers) than t-STE (three clusters, only two outliers). In particular, t-SPTE clearly differentiates between guitars (bottom cluster) and other plucked instruments like lutes and instruments with sympathetic strings (sitar, sarod, etc., cluster in the very center).
Conclusion
Relative distance comparisons are useful in applications where it is difficult or impossible to obtain absolute information about distances between items. The main objective of this paper is to extend target comparison queries with explicit confidence judgements. To the best of our knowledge, this approach is novel.
As a theoretical contribution, we describe a simple algorithm for estimating all pairwise distances between N items from N 2 − 1 = O(N 2 ) triplets, and give a brief theoretical analysis of its bias and variance. Note that in an active learning setting at least 2DN log N comparisons are needed to embed N points into R D [11] , which is a factor of O(log N ) more than required by Alg. 1 if we assume D ∝ N . Also, unlike [11] , our Alg. 1 allows to select all required queries in advance, which is useful e.g. if the triplets are collected in one batch using a crowdsourcing platform. On the other hand, the accuracy of Alg. 1 heavily depends on the amount of noise in the provided confidence values.
As a practical contribution for computing lowdimensional ordinal embeddings we devised a variant of t-STE [26] , called t-SPTE, and showed empirically that it finds a more refined clustering than basic t-STE using the same number of triplets. Importantly, our case-study also highlights that human annotators are willing to provide confidence information, and the resulting confidence values are useful in practice.
An interesting avenue of future research is to study how existing human computation algorithms (see Section 2.1) could be modified to benefit from confidence judgements. Also, understanding if and how the overconfidence effect [17] affects annotators judgements in the target comparison task, and how it can be mitigated is another relevant question for future work.
