











Topological Properties and Routing Algorithm Considering Deadlock of the Static





Abstract—This paper proposes a static k-ary n-tree inter-
connection network. This network is based on traditional
k-ary n-tree network. Different from the traditional k-ary
n-tree network which contains compute nodes only in the
leaf nodes at the lowest layer and the rest of layers contains
only switches, our network consists of identical nodes that
contain both the switches and compute nodes. In other
words, the traditional k-ary n-tree is an indirect dynamic
network and the static k-ary n-tree is a direct static network.
Our network has a better diameter than other networks.
However, in our network, the shortest-path routing algorithm
may cause deadlocks. In this paper, we describe the structure
of the static k-ary n-tree, derive its topological properties.
We also give a formal shortest-path routing algorithm and a
routing algorithm considering deadlock. Finally, we evaluate
the cost/performance of the static k-ary n-tree with the

















































2. Static k-ary n-tree













て static k-ary n-1-treeを k個持つ k-ary 2-treeから構成
される．例として，図 1に表すように，2-ary 3-treeは




















4-ary 3-treeの場合は 111のノードに対して，001, 011,
021, 031, 210, 211, 212, 213と結合する (図 2)．
図 1. 2-ary 2-tree を子ノードとして持つ 2-ary 3-trees
n
k
233232230 231220 221 222 223210 211 212 213201 202 203200
100 101 102 103
000 001 002 003
110 111 112 113
010 011 012 013
120 121 122 123
020 021 022 023
130 131 132 133
030 031 032 033







































より細かい動作について説明する．まず static 4-ary 3-
treeを対象として，送信元ノード sを 2012とし，宛先
ノード tを 1311とする．高さの比較を行うと送信元ノー
ドの高さ部分 shは 2であり，宛先ノードの高さ部分 th
は 1であるため，降順で検索を行う．最初に枝部部の 3
桁目が差異であり，送信元の高さが 2であるため，高
さ部分を 3 にし，枝部分を 012 から 312 に変更する．


























Algorithm 1: shortest-path routing algorithm static k-ary n-tree
Input : A source node s = (sh; sb[n  2]; sb[n  3]; :::; sb[0]); /* d is height in k-ary n-tree*/
Input : A destination node t = (th; tb[n  2]; tb[n  3]; :::; tb[0]); /* b is branch in k-ary n-tree*/
Output: A shortest path P is the list of via-node;
P = [s];
while s 6= t do
if sb == tb then
sh  (sb[sh] 6= tb[sh]) ? sh   1 : sh + 1;
end
else
/* setting searching order */
start; end = (sh  th) ? (0; n  2) : (n  2; 0);
for i = start to end do
if sb[i] 6= tb[i] then
if i < sh then
if sb[sh] 6= tb[sh] then
sb[sh] tb[sh]; /* changing branch part */
end
sh  sh   1; /* changing height part */
end
else
if sb[sh + 1] 6= tb[sh + 1] then
sb[sh + 1] tb[sh + 1]; /* changing branch part */
end






















































































4. Static k-ary n-treeの性質










フ G = N;B であり，N と B はそれぞれ，ノード
の集合体とリンクの集合体を表している．
定義 2. Gにおけるノード nの次数は枝の数と等しい.





定義 5. あるグラフG(N;B)任意のノード x，yにおい
て，xが y(x; y 2 N )に対応する自己同型写像が存
在する場合，このグラフは対称である．
4.2. 位相幾何学的性質




Parameters m-cube k-ary n-cube Static k-ary n-tree
Nodes 2m kn nk(n 1)
Degree m 2n 2k
Diameter m n bk=2c 2(n  1)
Cost mm 2n2  bk=2c 4k(n  1)
定理 1. Static k-ary n-treeのノードの総数は nk(n 1)で
ある．
証明 1. Static k-ary n-treeは完全 k分木を基に作られて
いるため，最下層のノード数は kn  1である．さら
に static k-ary n-treeは根に近いほど枝が太くなる構



















































































































































(Degree + p) Diameter

























































































図 9. Static k-ary n-tree と Hypercube の RCP
図 8は k-ary n-cubeの RCPを示し，図 9は提案した
static k-ary n-treeの RCPを表している．このグラフの
横軸はノードの数であり，縦軸は RCPの数値を表して
いる．パラメータ nが４以上である場合，k-ary n-cube
よりも static k-ary n-treeの方がコストパフォーマンス
が優れているという結果になった．しかしながら，nが




る．この原因は定理 2のあるように，n = 2の時，次
数が k になるためである．Static k-ary n-treeの直径が
2(n  1)であり，他のトポロジよりも低いことから，コ
ストパフォーマンスに nの値が大きく影響する．つま
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