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Abstract.
The Ensemble Kalman filter (EnKF) was introduced by Evensen in 1994 [10] as
a novel method for data assimilation: state estimation for noisily observed time-
dependent problems. Since that time it has had enormous impact in many application
domains because of its robustness and ease of implementation, and numerical evidence
of its accuracy. In this paper we propose the application of an iterative ensemble
Kalman method for the solution of a wide class of inverse problems. In this
context we show that the estimate of the unknown function that we obtain with
the ensemble Kalman method lies in a subspace A spanned by the initial ensemble.
Hence the resulting error may be bounded above by the error found from the best
approximation in this subspace. We provide numerical experiments which compare the
error incurred by the ensemble Kalman method for inverse problems with the error of
the best approximation in A, and with variants on traditional least-squares approaches,
restricted to the subspace A. In so doing we demonstrate that the the ensemble
Kalman method for inverse problems provides a derivative-free optimization method
with comparable accuracy to that achieved by traditional least-squares approaches.
Furthermore, we also demonstrate that the accuracy is of the same order of magnitude
as that achieved by the best approximation. Three examples are used to demonstrate
these assertions: inversion of a compact linear operator; inversion of piezometric
head to determine hydraulic conductivity in a Darcy model of groundwater flow; and
inversion of Eulerian velocity measurements at positive times to determine the initial
condition in an incompressible fluid.
Submitted to: Inverse Problems
1. Introduction
Since its introduction in [10], the Ensemble Kalman filter (EnKF) has had enormous
impact on applications of data assimilation to state and parameter estimation, and in
particular in oceanography [12], reservoir modelling [1] and weather forecasting [17];
the books [11, 21, 29] give further details and references to applications in these fields.
Multiple variants of EnKF for state and parameter estimation in dynamic systems are
available in the literature [11, 21, 1]. In essence, all those techniques use an ensemble
of states and parameters that is sequentially updated by means of the Kalman formula
which blends the model and data available at a given time.
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Motivated by ensemble Kalman-based approaches, in this paper we propose the
application of an iterative ensemble Kalman method for the solution of inverse problems
of finding u given observations of the form
y = G(u) + η, (1)
where G : X → Y is the forward response operator mapping the unknown u to the
response/observation space. X and Y are Hilbert spaces, η ∈ Y is a noise and y ∈ Y
the observed data. We assume that η is an unknown realization of a mean zero random
variable whose covariance Γ is known to us. We are particularly interested in the case
where G is the forward response that arises from physical systems described by the
solution of a PDE system. It is important to note, that in the abstract formulation of
the inverse problem (1), both static and dynamic problems are considered in the same
manner. For dynamic problems, the left hand side of (1) corresponds to all available
observations which are, in turn, collected during a fixed time window contained in the
time interval used for the underlying PDE formulation. Inverse problems of the type
describe above are often ill-posed and their solution requires some sort of regularization
[9]. For the present work, regularization is introduced by incorporating prior knowledge
of u in the form of a finite dimensional (and hence compact) set A where the solution
to (1) is sought (see [19] Chapter 2). The definition of the space A will be key in the
formulation and properties of the ensemble method proposed for the solution of the
inverse problem.
In order to solve the inverse problem described above, artificial dynamics based
on state augmentation are constructed. The state augmentation approach, typical for
joint state and parameter estimation in the context of EnKF [2], can be applied in our
abstract framework by constructing the space Z = X ×Y , and the mapping Ξ : Z → Z
by
Ξ(z) =
(
u
G(u)
)
,
for z ∈ Z. We define artificial dynamics by
zn+1 = Ξ(zn). (2)
Let us assume that data related to the artificial dynamics has the form
yn+1 = Hzn+1 + ηn+1. (3)
where the projection operator H : Z → Y is defined by H = [0, I] and {ηn}n∈Z+ is an
i.i.d. sequence with η1 ∼ N(0,Γ) and Γ defined above. In this paper we propose the
application of the EnKF approach for state and parameter estimation for the artificial
dynamical system (2). EnKF uses an ensemble of particles that, at each iteration, is
updated by combining the model (2) with observational data via the standard Kalman
update formula. In order to generate the data {yn}n∈Z+ required for the ensemble
Kalman filter that we will apply to (2), (3) we perturb the single instance of the given
observed data y from (1) by independent realizations from the Gaussian random variable
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N(0,Γ). We reemphasize that the iteration index n in (2), (3) is an artificial time; in
the case of a dynamic inverse problem, real time is contained in the abstract formulation
of G and is not related to n.
While the objective of standard EnKF approaches is to approximate, via an
ensemble, statistical properties of a distribution conditioned to observations [11], here
the objective is to study a deterministic iterative scheme that aims at approximating
the solution of the inverse problem (1) in the set A. We employ randomization of the
single instance of the data y given by (1) purely as a method to move around the space
A in order to find improved approximations. More precisely, we construct an ensemble
of interacting particles {z(j)n }Jj=1 from which an estimate of the unknown is defined by
un ≡
1
J
J∑
j=1
u(j+1)n =
1
J
J∑
j=1
H⊥z(j)n (4)
where H⊥ : Z → X is the projection operator defined by H⊥ = [I, 0]. We will show that,
for all n ∈ N, the ensemble {ujn}
J
j=1 remains in the set A and, by means of numerical
examples we investigate the properties of un at approximating, in the compact set A,
the true unknown u† ∈ X which underlies the data. That is we assume that the data y
is given by
y = G(u†) + η† (5)
for some noise η† ∈ Y.
The purpose of the subsequent analysis is threefold: (i) to demonstrate that the
novel non-standard perspective of the iterative ensemble Kalman method is a generic
tool for solving inverse problems; (ii) to provide some basic analysis of the properties
of this algorithm for inversion; (iii) to demonstrate numerically that the method can be
effective on a wide range of applications.
In Section 2 we introduce the iterative ensemble Kalman method for the solution
to inverse problems. The space A where a regularized solution of the inverse problem
is sought is defined as the linear subspace generated by the initial ensemble members
used for the iterative scheme. These, for the applications under consideration, can be
generated from prior knowledge available in terms of a prior probability measure. The
well-posedness of the algorithm is ensured by Theorem 2.1 where we prove that the
method produces an approximation which lies in the subspace A. In other words,
the approximation provided by the algorithm lies in the subspace spanned by the
initial ensemble members, a fact observed for a specific sequential implementation of
the EnKF in [25]. It is well known that the analysis step of the EnKF preserves the
subspace spanned by the ensemble [13]; we show that for the artificial dynamics (2),
(3) the prediction step also preserves the subspace spanned by the ensemble leading
to Theorem 2.1. In Corollary 2.3 we use Theorem 2.1 to give a lower bound on the
achievable approximation error of the ensemble Kalman algorithm. We then describe
two algorithms which we will use to evaluate the ensemble Kalman methodology. The
first is the least squares problem restricted to the subspace A. The second is the best
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approximation of the truth in the subspace A. The best approximation is, of course
course, not an implementable method as the truth is not known; however it provides
an important lower bound on the achievable error of the ensemble Kalman method for
synthetic experiments and hence has a key conceptual role. At the end of Section 2 we
discuss the links between the ensemble Kalman algorithm and the Tikhonov-Phillips
regularized least squares solutions for the case of forward linear operators.
Section 3 contains numerical experiments which illustrate the ideas in this paper
on a linear inverse problem. The forward operator is a compact operator found from
inverting the negative Laplacian plus identity with homogeneous boundary conditions.
In section 4 we numerically study the groundwater flow inverse problem of determining
hydraulic conductivity from piezometric head measurement in an elliptic Darcy flow
model. Section 5 contains numerical results concerning the problem of determining the
initial condition for the velocity in a Navier-Stokes model of an incompressible fluid; the
observed data are pointwise (Eulerian) measurements of the velocity field. Conclusion
and final remarks are presented in Section 6.
The numerical results in this paper all demonstrate that the iterative ensemble
Kalman method for inversion is a derivative-free regularized optimization technique
which produces numerical results similar in accuracy to those found from least-squares
based methods in the same subspace A. Furthermore, the three examples serve to
illustrate the point that the method offers considerable flexibility through the choice
of initial ensemble, and hence the subspace A in which it produces an approximation.
In particular, for the linear and Darcy inverse problems, we make two choices of initial
ensemble: (i) draws from a prior Gaussian measure and (ii) the Karhunen-Loe´ve basis
functions of the centered Gaussian measure found by shifting the prior by its mean.
For the Navier-Stokes inverse problem the initial ensemble is also chosen to comprise
randomly drawn functions on the attractor of the dynamical system.
2. An iterative ensemble Kalman method for inverse problems
2.1. Preliminaries
In the following, we use 〈·, ·〉 and ‖ · ‖, etc. as the inner-product and norm on
both X and Y , and it will be clear from the context which space is intended. Let
B−1 : D(B−1) ⊂ X → X be a densely-defined unbounded self-adjoint operator with
compact resolvent. Let us denote by {λj}∞j=1 and {φj}
∞
j=1 the corresponding eigenvalues
and eigenfunctions of B−1. From standard theory it follows that
D(B−1) =
{
u ∈ X|
∞∑
j=1
u2jλ
2
j <∞
}
(6)
and that B−1 has the following spectral representation: B−1u =
∑∞
j=1 λjujφj. We can
additionally define the set
D(B−1/2) =
{
u ∈ X|
∞∑
j=1
u2jλj <∞
}
(7)
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and consider the densely-defined operator B−1/2 : D(B−1/2) → X such that B−1/2u =∑∞
j=1 λ
1/2
j ujφj . We also find it useful to define ‖ · ‖B ≡ ‖B
−1/2 · ‖.
2.2. The initial ensemble
The ensemble Kalman method uses an ensemble of particles {z(j)n−1}
J
j=1 which, at the n
iteration level, is updated by combining the artificial dynamics (2) with artificial data
yn obtained from perturbing our original data (1) in order to obtain a new ensemble
{z(j)n }Jj=1 from which the estimate of the unknown (10) is computed. The scheme requires
an initial (or first guess) ensemble of particles {z(j)0 }
J
j=1 which will be iteratively updated
with the EnKF method described below. The ensemble {z(j)0 }
J
j=1 can be defined by
constructing an ensemble {ψ(j)}Jj=1 in X . Once {ψ
(j)}Jj=1 is specified, we can simply
define
z
(j)
0 =
(
ψ(j)
G(ψ(j))
)
,
and so our first guess of the iterative scheme u0 (see expression (10)) is simply the mean
of the initial ensemble in the space of the unknown. The construction of the initial
ensemble {ψ(j)}Jj=1 is in turn related to the definition of the space A where the solution
to the inverse problem is sought. Clearly, ψ(j) must belong to the compact set A which
regularizes the inverse problem by incorporating prior knowledge. For the applications
described in Section 3, Section 4 and Section 5, we assume that prior knowledge is
available in terms of a prior probability measure that we denote by µ0. Given this prior
distribution, we construct the initial ensemble {ψ(j)}Jj=1 defined as ψ
(j) ∼ µ0 i.i.d. for
some J <∞. Then, for consistency we define
A = span{ψ(j)}Jj=1 (8)
comprised of the initial ensemble. Note that if µ0 is Gaussian N(u¯, C), we may
additionally consider A with defined ψ(j) = u¯ +
√
λjφj where (λj, φj) denote
eigenvalue/eigenvector pairs of C, in descending order by eigenvalue – this is the
Karhunen-Loe´ve basis.
For the experiments of Section 3 and Section 4, Gaussian priors are considered.
For the Navier-Stokes example of Section 5, the prior will be the empirical measure
supported on the attractor. For the latter case an empirical covariance will be used
to construct the KL basis. In summary, the proposed approach for solving inverse
problems will be tested with an initial prior ensemble generated from (a) ψ(j) ∼ µ0
i.i.d. and all algorithms using this choice of A will bear the subscript R for random; (b)
ψ(j) = u¯ +
√
λjφj, j ≤ J , and all algorithms using this method will bear the subscript
KL for Karhunen-Loe´ve .
We emphasize that the initial ensemble {ψ(j)}Jj=1 and therefore the definition of A is
a design parameter aiming at incorporating prior knowledge relevant to the application.
For example, in the case not considered here, where no underlying prior probability
distribution is prescribed, the initial ensemble can be defined in terms of a truncated
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basis {ψ(j)}Jj=1 of X . Regardless of how the initial ensemble is chosen, the proposed
approach. The proposed approach will then find a solution to the inverse problem in
the subspace A defined by (8).
2.3. Iterative ensemble Kalman method for inverse problems
The iterative algorithm that we propose for solution of the inverse problem (1) is the
following
Algorithm 1. Iterative ensemble method for inverse problems.
Let {z(j)0 }
J
j=1 be the initial ensemble.
For n = 1, . . .
(1) Prediction step. Propagate, under the artificial dynamics (2), the ensemble of
particles
ẑ
(j)
n+1 = Ξ(z
(j)
n ). (9)
From this ensemble we define a sample mean and covariance as follows:
zn+1 =
1
J
J∑
j=1
ẑ
(j)
n+1 (10)
Cn+1 =
1
J
J∑
j=1
ẑ
(j)
n+1(ẑ
(j)
n+1)
T − zn+1z
T
n+1. (11)
(2) Analysis step. Define the Kalman gain Kn by
Kn = CnH
T (HCnH
T + Γ)−1, (12)
where HT is the adjoint operator of H ≡ [0, I]. Update each ensemble member as
follows
z
(j)
n+1 = Iẑ
(j)
n+1 +Kn+1(y
(j)
n+1 −Hẑ
(j)
n+1) (13)
= (I −Kn+1H)ẑ
(j)
n+1 +Kn+1y
(j)
n+1. (14)
where
y
(j)
n+1 = y + η
(j)
n+1. (15)
and the η
(j)
n+1 are an i.i.d collections of vectors indexed by (j, n) with η
(1)
1 ∼ N(0,Γ).
(3) Compute the mean of the parameter update
un+1 ≡
1
J
J∑
j=1
u
(j+1)
n+1 (16)
and check for convergence (see discussion below).
Each iteration of the ensemble Kalman algorithm breaks into two parts, a prediction
step and an analysis step. The prediction step maps the current ensemble of particles
into the data space, and thus introduces information about the forward model. The
Ensemble Kalman Methods for Inverse Problems 7
analysis step makes comparisons of the mapped ensemble, in the data space, with the
data, or with versions of the data perturbed with noise; it is at this stage that the
ensemble is modified in an attempt to better match the data. As noted earlier, we
generate artificial data (3) consistent with the artificial dynamics (2) by perturbing
the observed data (1). More precisely, data is perturbed according to (15) with noise
consistent with the distribution assumed on the noise η in the inverse problem (1).
Perturbing the noise in the standard EnKF methods is typically used to properly capture
statistical properties. However, in the present application, we are merely interested in
a deterministic estimation of the inverse problem. Nonetheless, numerical results (not
shown) without perturbing the noise (e.g. with η
(j)
n+1 = 0 in (15)) gave rise to less
accurate solutions than the ones obtained when the data was perturbed according to
(15). The added noise presumably helps the algorithm explore the approximation space
and hence find a better approximation within it.
The proper termination of iterative regularization techniques [22] is essential for
the regularization of ill-posed inverse problems. The discrepancy principle, for example,
provides a stopping criterion that will ensure the convergence and regularizing properties
of iterative techniques such as the Landweber iteration, Levenberg-Marquardt and the
iteratively regularized Gauss-Newton [22]. A complete analysis of the convergence and
regularizing properties of the iterative ensemble Kalman method is beyond the scope of
this paper. Nonetheless, numerical experiments suggest that the discrepancy principle
can be a useful stopping criterion for the ensemble Kalman algorithm; in particular
these experiments indicate that the criterion ensures the stable computation of an
approximation to the inverse problem (1). Concretely, according to the discrepancy
principle, the ensemble Kalman method is terminated for the first n such that
||y−G(un)||Γ ≤ τ ||η
†||Γ for some τ > 1 and where η
† is the realization of noise associated
to the data (5).
We show in the next section that the entire ensemble at each step of the algorithm
lies in the set A defined by (8) and that, hence, the parameter estimate (16) lies in the
set A.
2.4. Properties of the iterative ensemble method
We wish to show that each estimate un (16) of the ensemble Kalman method is a linear
of combinations of the initial ensemble with nonlinear weights reflecting the observed
data, which from (8) implies un ∈ A. First, note that all the vectors and operators
involved have block structure inherited from the structure of the space Z = X × Y. For
example we have
ẑ
(j)
n+1 =
(
û
(j)
n+1
p̂
(j)
n+1
)
=
(
u
(j)
n
G(u(j)n )
)
, z(j)n =
(
u
(j)
n
p
(j)
n
)
.
We also have
zn =
(
un
pn
)
, Cn =
(
Cuun C
up
n
(Cupn )
T Cppn
)
.
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The vectors un and pn are given by
un =
1
J
J∑
j=1
û(j)n =
1
J
J∑
j=1
u
(j)
n−1 (17)
pn =
1
J
J∑
j=1
p̂(j)n =
1
J
J∑
j=1
G(u(j)n−1) (18)
The blocks within Cn are given by
Cuun =
1
J
J∑
j=1
û(j)n (û
(j)
n )
T − unu
T
n , (19)
Cupn =
1
J
J∑
j=1
û(j)(p̂(j))T − unp
T
n , (20)
Cppn =
1
J
J∑
j=1
p̂(j)(p̂(j))T − pnp
T
n , . (21)
As we indicated before, it is well-known that the analysis step of the Ensemble
Kalman filter provides an updated ensemble which is in the linear span of the forecast
ensemble [13]. In the context of our iterative method for inverse problems the forecast
ensemble itself is in the linear span of the preceding analysis ensemble, when projected
into the parameter coordinate. Combining these two observations shows that the
ensemble parameter estimate lies in the linear span of the initial ensemble.
Theorem 2.1. For every (n, j) ∈ N×{1, · · · , J} we have u(j)n+1 ∈ A and hence un+1 ∈ A
for all n ∈ N.
Proof. This is a straightforward induction, using the properties of the update formulae.
Clearly the statement is true for n = 0. Assume that it is true for n. The operator Kn
have particular structure inherited from the form of H . In concrete, we have
Kn =
(
Cupn (C
pp
n + Γ)
−1
Cppn (C
pp
n + Γ)
−1
)
.
Note that
Cupn =
1
J
J∑
j=1
û(j)n (p˜
(j)
n )
T , Cppn =
1
J
J∑
j=1
p̂(j)n (p˜
(j)
n )
T (22)
where
p˜(j)n = p̂
(j)
n −
1
J
J∑
ℓ=1
p̂(ℓ)n . (23)
Recall that, from the structure of the map Ξ, we have
û
(j)
n+1 = u
(j)
n , p̂
(j)
n+1 = G(u
(j)
n ) (24)
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and from the definition of H we get that
KnH =
(
0 Cupn (C
pp
n + Γ)
−1
0 Cppn (C
pp
n + Γ)
−1
)
Using these facts in (16) we deduce that the update equations are
u
(j)
n+1 = u
(j)
n + C
up
n+1(C
pp
n+1 + Γ)
−1
(
y
(j)
n+1 − G(u
(j)
n )
)
(25)
p
(j)
n+1 = G(u
(j)
n ) + C
pp
n+1(C
pp
n+1 + Γ)
−1
(
y
(j)
n+1 − G(u
(j)
n )
)
. (26)
If we define
d
(j)
n+1 = (C
pp
n+1 + Γ)
−1
(
y
(j)
n+1 − G(u
(j)
n )
)
then the update formula (25) for the unknown u may be written as
u
(j)
n+1 = u
(j)
n +
1
J
J∑
k=1
〈p˜(k)n+1, d
(j)
n+1〉û
(k)
n+1 (27)
= u(j)n +
1
J
J∑
k=1
〈p˜(k)n+1, d
(j)
n+1〉u
(k)
n . (28)
In view of the inductive hypothesis at step n, this demonstrates that u
(j)
n+1 ∈ A for all
j ∈ {1, · · · , J}. Then, from (16) and (8) it follows that un+1 ∈ A which finalizes the
proof.
Remark 2.2. The proof demonstrates that the solution at step n is simply a linear
combination of the original samples; however the coefficients in the linear combination
depend nonlinearly on the process. Note also that the update formula (26) for the system
response may be written as
p
(j)
n+1 = G(u
(j)
n ) +
1
J
J∑
k=1
〈p˜(k)n+1, d
(j)
n+1〉p̂
(k)
n+1 (29)
= G(u(j)n ) +
1
J
J∑
k=1
〈p˜(k)n+1, d
(j)
n+1〉G(u
(k)
n ). (30)
We have the following lower bound for the accuracy of the estimates produced by
the ensemble Kalman algorithm:
Corollary 2.3. The error between the estimate of u at time n and the truth u† satisfies
‖un − u
†‖ ≥ inf
v∈A
‖v − u†‖.
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2.5. Evaluating the performance of the iterative Kalman method for inverse problems
With the iterative EnKF-based algorithm previously described we aim at finding
solutions uEnKF of the inverse problem (1) in the subspace A. We now wish to evaluate
the performance of uEnKF at recovering the truth u
† defined in (5). Central to this task
is the misfit functional
Φ(u) = ‖y − G(u)‖2Γ, (31)
which should be minimized in some sense. As we indicated earlier, the inversion of
G is ill-posed and so minimization of Φ over the whole space X is not possible. As
for the Ensemble Kalman method, we choose to regularize the least squares methods
by incorporating prior knowledge via minimization of Φ over the compact set A ∈ X .
Then, we compute the least squares solution
uLS = argminu∈A||y − G(u)||
2
Γ (32)
or generalizations to include truncated Newton-CG iterative methods [15] as well as
Tikhonov-Phillips regularization [32], based on µ0 = N(u¯, C). In other words, we
consider uTP = argminu∈A||y − G(u)||
2
Γ + ‖u− u¯‖
2
C .
We recall our definition to the true solution u† (see equation 5)) to the inverse
problem (1). Given that both the ensemble Kalman method and the least-squares
solution (32) provide, in the subspace A, some approximation to the truth, it is then
natural to consider the best approximation to the truth in A. In other words,
uBA = argminu∈A||u− u
†||2Γ. (33)
Best approximation properties of ensemble methods is discussed in a different context
in [30].
In the experiments below we compare the accuracy in the approximations obtained
with the ensemble Kalman method with respect to the least square solution and the
best approximation. The latter, however, is done only for the sake of assessing the
performance the technique with synthetic experiments for which the truth is known.
In typical applications of EnKF-based methods the amount of observational data is
usually much smaller than the dimensions of the space X for the unknown. Therefore,
the matrix computations for the construction of the Kalman gain matrix (12) are
often negligible compared to the computational cost of evaluating, for each ensemble
member, the forward model (2) at each iteration of the scheme. In this case, the
computational cost of the ensemble Kalman algorithm is dominated by the size of the
ensemble multiplied by the total number of iterations. While the computational cost
of EnKF is quite standard, the cost of solving the least-squares problem depends on
the particular implementation used for the application under consideration. Since the
optimality of the implementation of least-squares problems is beyond the scope of our
work, we do not assess the computational efficiency of the ensemble method with respect
to the optimization methods used for the solution of the least-squares problem.
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2.6. Connection between regularized least-squares and the iterative ensemble Kalman
method for linear inverse problems
It is instructive to consider the case where G(u) = Gu for some linear operator
G : X → Y as this will enable us to make links between the iterative ensemble Kalman
method and the standard regularized least squares problems. Let C−1 be an operator
like the one defined in Section 2.1 with D(C−1/2) defined analogously to (7). Consider
the Tikhonov-Phillips regularized functional
I(u) = ‖y −Gu‖2Γ + ‖u− u¯‖
2
C . (34)
If ‖y−G · ‖2Γ is continuous on D(C
−1/2) then I(u) is weakly lower semicontinuous in X
and hence the unique minimizer uTP = argminu∈D(C−1/2)I(u) is attained in D(C
−1/2);
indeed minimizing sequences converge strongly in D(C−1/2) along a subsequence. The
existence of a minimizer follows from the standard theory of calculus of variations, see
Theorem 1, Part 2, in [8]. Uniqueness follows from the quadratic nature of I. The fact
that minimizing sequences converge strongly uses an argument from Theorem II.2.1 in
[23], as detailed in Theorem 2.7 of [6]. We note that minimization of I given by (34) has
a statistical interpretation as the maximum a posteriori (MAP) estimator for Bayesian
solution to the inverse problem with Gaussian prior N(u¯, C) on u [20]. Furthermore the
minimizer of (34) can be computed explicitly under a variety of different assumptions
on the linear operators C, G and Γ. In all cases the formal expression for the solution
can then be written [24, 27]
uTP = u¯+ CG
∗(GCG∗ + Γ)−1(y −Gu¯). (35)
The purpose of this subsection is now to show the connection between the iterative
Kalman method that we introduce in this paper and the regularized least-squares
solution (35) for the solution of linear inverse problems that arise from linear forward
operators. Recall the set A defined by (8). We consider the case where ψ(j) ∼ µ0. Let
µ0 = N(u¯, C) and consider n = 0 in the algorithm of the previous section. Let us define
the prior ensemble mean and covariance
mJ ≡
1
J
J∑
j=1
u
(j)
0 , CJ ≡
1
J − 1
J∑
j=1
(u
(j)
1 −mJ)(u
(j)
1 −mJ )
T (36)
From (22)-(24) for n = 0 and G(u) = Gu we have
Cup1 =
1
J
J∑
j=1
û
(j)
0 (p˜
(j)
0 )
T =
1
J
J∑
j=1
u
(j)
0 (Gu
(j)
0 −
1
J
J∑
ℓ=1
Gu
(l)
0 )
T =
1
J
J∑
j=1
u
(j)
0 (Gu
(j)
0 −GmJ )
T
=
1
J
J∑
j=1
(u
(j)
0 −mJ)(Gu
(j)
0 −GmJ)
T =
1
J
J∑
j=1
(u
(j)
0 −mJ)(u
(j)
0 −mJ)
TG∗
=
[
J − 1
J
]
CJG
∗ (37)
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Similarly,
Cpp1 =
1
J
J∑
j=1
p̂
(j)
0 (p˜
(j)
0 )
T =
1
J
J∑
j=1
Gu
(j)
0 (Gu
(j)
0 −
1
J
J∑
ℓ=1
Gu
(l)
0 )
T =
1
J
J∑
j=1
Gu
(j)
0 (Gu
(j)
0 −GmJ )
T
=
1
J
J∑
j=1
G(u
(j)
0 −mJ )(u
(j)
0 −mJ)
TG∗ =
[
J − 1
J
]
GCJG
∗ (38)
Therefore, from (25), (16) and (15) it follows that the u1 estimate of the iterative method
is
u1 ≡
1
J
J∑
j=1
u
(j)
1 =
1
J
J∑
j=1
u
(j)
0 + C
up
1 (C
pp
1 + Γ)
−1
( 1
J
J∑
j=0
(y
(j)
1 −Gu
(j)
0 )
)
= mJ + C
up
1 (C
pp
1 + Γ)
−1
(
y +
1
J
J∑
j=0
η
(j)
1 −GmJ
)
(39)
Thus, the estimate u1 provides an approximation to the regularized least-squares
problem (35) that converges in the limit of J →∞ (i.e. with infinite number of ensemble
members). Indeed, notice that, almost surely as J →∞
uJ → u, CJ → C, C
up
1 → CG
∗, Cpp1 → GCG
∗,
1
J
J∑
j=0
η
(j)
1 → 0. (40)
Therefore, as J →∞
u1 → uTP = u¯+ CG
∗(GCG∗ + Γ)−1(y −Gu¯). (41)
This link between the ensemble Kalman method and the regularized least square-
problems for the linear inverse problem opens the possibility of solving nonlinear
inverse problems by iterating the Kalman filter as we proposed in the subsection 2.3.
However, it is important to remark that, in contrast to the least-squares approach, the
implementation of the ensemble Kalman method does not require the derivative of the
forward operator.
3. Elliptic Equation
As a simple pedagogical example, we consider the ill-posed inverse problem of recovering
the right-hand side of an elliptic equation in one spatial dimension given noisy
observation of the solution. This explicitly solvable linear model will allow us to
elucidate the performance of the ensemble Kalman method as an iterative regularization
method. The results show that ensemble Kalman method performs comparably to
Tikhonov-Phillips regularized least squares for this problem. The lower bound BA is
always significantly better, but of course unimplementable in practice, since the truth
is unknown.
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3.1. Setting
Consider the one dimensional elliptic equation
−
d2p
dx2
+ p = u
u(0) = u(pi) = 0.
Thus G = A−1 where A = (− d
2
dx2
+ 1) and D(A) = H2(I) ∩H10 (I) with I = (0, pi). We
are interested in the inverse problem of recovering u from noisy observations of p:
y = p+ η
= A−1u+ η.
For simplicity we assume that the noise is white: η ∼ N(0, γ2I).We consider Tikhonov-
Phillips regularization of the form ‖u‖2C, where C = β(A− I)
−1. The problem may be
solved explicitly in the Fourier sine basis, and the coefficients of the Tikhonov-Phillips
regularized least squares solution, in this basis, uk may be expressed in terms of the
coefficients of the data in the same basis, yk:[(
1
γ(1 + k2)
)2
+ β−1k2
]
uk =
yk
γ2(1 + k2)
, k = 1, ...,∞ (42)
This demonstrates explicitly the regularization which is present for wavenumbers k
such that k6 ≥ O(βγ−2). We now present some detailed numerical experiments which
will place the ensemble Kalman algorithm in the context of an iterative regularization
scheme. This will provide a roadmap for understanding the nonlinear inverse problem
applications we explore in subsequent sections.
3.2. Numerical Results
Throughout this subsection we choose β = 10 and γ = 0.01. We choose a truth
u† ∼ N(0, C) and simulate data from the model: y = A−1u† + η†, where η† ∼ N (0,Γ).
Recall from Section 2 that the space A = span{ψ(j)}Jj=1 will be chosen either based on
draws from N(0, C) (with subscript R) or from the Karhunen-Loe´ve basis for N(0, C)
(with subscript KL). The experiments obtained from the iterative ensemble Kalman
method with the setA chosen according to the two scenarios described above are denoted
by EnKFR and EnKFKL, respectively. In Figure 1 (left) we display the relative error
with respect to the truth of EnKFR and EnKFKL (i.e. ||uEnKF − u†||/||u†||). The data
misfit ||y −G(uEnKF )|| is shown in Figure 1 (right). The black dotted line corresponds
to the value of the noise level, i.e. ||y−G(u†)|| = ||η†||. Note that the error of EnKFKL
decreases for some iterations before reaching its minimum, while EnKFR reaches its
minimum after a small number of iterations (often only one), and then increases. In
both cases the error reaches its minimum at an iteration step such that the value of
the associated data misfit is approximately the noise level defined above. In particular,
for EnKFR we observe that once ||y† − G(uEnKF )|| is below the noise, the error in
the estimate increases. This behavior has been often reported when some optimization
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techniques are applied for the solution of inverse ill-posed problems [28]. It is clear that,
once the data misfit is at, or below, the noise level, the given choice ofA does not provide
sufficient regularization of the problem. Indeed this suggests that an early termination
based on the discrepancy principle [15] may furnish the ensemble Kalman algorithm
with the regularizing properties needed for this choice of A. It is worth mentioning that
the aforementioned increase in the error after the data misfit reaches the noise level
was observed in additional experiments (not shown) where the data was generated with
different noise levels.
It is clear form Figure 1 that the selection of A with elements from the first elements
of the KL basis alleviates the ill-posedness of the inverse problem. More precisely, those
first elements of the KL basis corresponds to the largest eigenvalues of the covariance
operator C. Therefore, the subspace A where the solution of the ill-posed problem is
sought does not contain the directions associated with smaller eigenvalues which are,
in turn, responsible for the lack of stability of the inversion. Then, in contrast to
the EnKFR, the estimate generated EnKFKL is a linear combination of eigenfunctions
associated with larger eigenvalues of C.
For the two scenarios described earlier, we now compare the performance of the
ensemble Kalman method with respect to the Tikhonov-Phillips regularized least-
squares (LS) and the best approximation BA methods. Let us consider first the “R”
random scenario where A is the linear subspace generated from random draws from µ0.
Since the estimate depends on the choice of A, we compare EnKFR, LSR and BAR on
100 different A’s corresponding to 100 different prior ensembles. Furthermore, since we
noted that EnKFR increases after the first iterations, in this example we consider only
the first iteration of EnKFR. The relative errors of the three estimator for different A′s
are displayed in Figure 2. The methods clearly indicates that the ensemble Kalman
method is comparable to the least-squares method in terms of accuracy, but does not
involve derivatives of the forward operator. Both the ensemble Kalman method and
the least-squares are less accurate than the best approximation, of course, but produce
errors of similar order of magnitude. In the first column of Table 1 we display the values
of the aforementioned estimators averaged over the sets A (generated from the prior).
For the case where A is generated from the KL basis, the comparison of the EnKFKL,
LSKL and BAKL is straightforward and the values are also displayed in the first column
of Table 1. Note that for EnKFKL we consider the estimate obtained from at the last
iteration. These results again show that EnKF and LS are similar in terms of accuracy,
and produce errors of similar order of magnitude to BA.
4. Groundwater flow
Next, we will investigate an inverse problem arising in groundwater modeling. Typically,
the calibration of subsurface flow models consist of estimating geologic properties whose
model predictions “best fit” the measurements of flow-related quantities. In particular,
herein we will consider the estimation of the conductivity of an aquifer form hydraulic
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Table 1. Relative errors with respect to the truth for the experiments in Section 3 (elliptic),
Section 4 (groundwater) and Section 5 (NSE)
Method Elliptic Groundwater NSE
EnKFR (averaged over A) 0.257 0.597 0.661
LSR (averaged over A) 0.264 0.581 0.591
BAR (averaged over A) 0.111 0.367 0.499
EnKFKL (final iteration n = 30) 0.270 0.591 0.650
LSKL 0.250 0.569 0.500
BAKL 0.070 0.278 0.439
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Figure 1. Performance of EnKFR and EnKFKL. Left: Relative error with respect to the
truth. Right: Data misfit.
head measurements. Similarly to the previous section, we find comparable performance
of EnKF and LS, with the latter here regularized in a Newton-CG fashion. Again, BA
is included for comparison.
4.1. Setting
We consider groundwater flow in a two-dimensional confined aquifer whose physical
domain is Ω = [0, 6]× [0, 6]. The hydraulic conductivity is denoted by K. The flow in
the aquifer, is described in terms of the piezometric head h(x) (x ∈ Ω) which, in the
steady-state is governed by the following equation [3]
−∇ · eu∇h = f in Ω (43)
where u ≡ logK and f is defined by
f(x1, x2) =

0 if 0 < x2 ≤ 4,
137 if 4 < x2 < 5,
274 if 5 ≤ x2 < 6.
(44)
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Figure 2. Comparison over different subspaces A, generated from draws from the prior, of
the relative errors of one iteration of EnKFR versus (Tikhonov regularized) least squares (LSR)
and the best approximation (BAR).
We consider the following boundary conditions
h(x, 0) = 100,
∂h
∂x
(6, y) = 0, −eu
∂h
∂x
(0, y) = 500,
∂h
∂y
(x, 6) = 0, (45)
For the physical interpretation of the source term and boundary conditions (44)-(45),
we refer the reader to [5] where a similar model was used as a benchmark for inverse
modeling in groundwater flow. A similar model was also studied in [14, 18] also in
the context of parameter identification. We will be interested in the inverse problem
of recovering the hydraulic conductivity, or more precisely its logarithm u, from noisy
pointwise measurements of the piezometric head h. This is a model for the situation in
groundwater applications where observations of head are used to infer the conductivity
of the aquifer.
4.2. Numerical Results
We let G(u) = {h(xk)}k∈K where K is some finite set of points in Ω with cardinality κ.
In particular, K is given by the configuration of N = 100 observation wells displayed in
Figure 5 (Top right). We introduce the prior Gaussian µ0 ∼ N (u, C), let u† ∼ µ0, and
simulate data y = G(u†) + η†, where η† ∼ N (0,Γ). We let C = βL−α with L ≡ −∆
defined on D(L) = {v ∈ H2(Ω)|∇v · n = 0, on ∂Ω,
∫
Ω
v = 0}. Additionally, we define
Γ = γ2I and we choose α = 1.3, β = 0.5, u = 4 and γ = 7 fixed. We reiterate from
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Section 2 that the space A = span{ψ(j)}Jj=1 will be chosen based on either draws from
the prior µ0, with subscript R, or on the Karhunen-Loe´ve basis, with subscript KL.
The forward model (43)-(45) is discretized with cell-centered finite differences [31].
For the approximation of the LS problem, we implemented the Newton-CG method
of [15]. We conduct experiments analogous to those of the previous section and the
results are shown in Figures 3, 4, 5 and the second column of Table 1. These results
are very similar to those shown in the previous section for the linear elliptic problem,
demonstrating the robustness of the observations made in that section for the solution
of inverse problems in general, using the ensemble Kalman methodology herein.
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Figure 3. Performance of EnKFR and EnKFKL. Left: Relative error with respect to the
truth. Right: Data misfit.
5. Navier-Stokes Equation
In this section, we consider an inverse problem in fluid dynamics, which is relevant
to data assimilation applications in oceanography and meteorology. In particular, we
examine the problem of recovering the initial condition of the Navier-Stokes Equation
(NSE), given noisy pointwise observations of the velocity field at later times. We will
investigate a regime in which the combination of viscosity, time-interval, and truncation
of the forward model is such that the exponential ill-posedness of the inverse problem
is alleviated.
5.1. Setting
We consider the 2D Navier-Stokes equation on the torus T2 := [−1, 1) × [−1, 1) with
periodic boundary conditions:
∂tv − ν∆v + v · ∇v +∇p = f for all (x, t) ∈ T2 × (0,∞),
∇ · v = 0 for all (x, t) ∈ T2 × (0,∞),
v = u for all (x, t) ∈ T2 × {0}.
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squares (LSR) and the best approximation (BAR).
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Figure 5. Estimated log K. Top left: BAR, average. Top middle left: LSR, average.
Top middle right: first iteration of EnKFR, average. Top right: measurement well locations.
Bottom left: BAKL. Bottom middle left: LSKL. Bottom middle right: EnKFKL. Bottom
right: the truth u†.
Here v:T2 × (0,∞) → R2 is a time-dependent vector field representing the velocity,
p:T2×(0,∞)→ R is a time-dependent scalar field representing the pressure, f :T2 → R2
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is a vector field representing the forcing (which we assume to be time-independent
for simplicity), and ν is the viscosity. We are interested in the inverse problem of
determining the initial velocity field u from pointwise measurements of the velocity field
at later times. This is a model for the situation in weather forecasting where observations
of the atmosphere are used to improve the initial condition used for forecasting.
5.2. Numerical Results
We let tj = jh, for j = 1, . . . , J , and G(u) = {v(xk, tj)}(j,k)∈K′ where K
′ = {1, · · · , J}×K
and K is some finite set of points in Ω with cardinality κ. In particular, we take K to
be the set of grid points in physical space implied by the underlying spectral truncation
used in the numerical integration (details below). As discussed in Section 2, we introduce
a prior µ0, let u
† ∼ µ0, and simulate data y = G(u
†) + η†, where η† ∼ N (0,Γ). As in
the previous section, we let Γ = γ2I. We fix γ = 0.01 for all our experiments. The
prior µ0 is defined to be the empirical measure supported on the attractor, i.e. it is
defined by samples of a trajectory of the forward model after convergence to statistical
equilibrium. We use 104 time-steps to construct this empirical measure. Once again the
space A = span{ψ(j)}Jj=1 is chosen based on J samples from the (now non-Gaussian)
prior µ0, or on a Karhunen-Loe´ve expansion based on the empirical mean and variance
from the long forward simulation giving rise to µ0. It is important to note that the
truth u† is included in the long trajectory used to construct µ0. Therefore, some of the
initial ensembles drawn from µ0 end up containing a snapshot very close to the truth;
such results are overly optimistic as this is not the typical situation. It is interesting
that all the methods we study here have comparably overly optimistic results for such
ensembles. scenario of this section, we use the the empirical mean u¯
The forcing in f is taken to be f = ∇⊥ψ, where ψ = cos(pik·x) and∇⊥ = J∇ with J
the canonical skew-symmetric matrix, and k = (5, 5). The method used to approximate
the forward model is a modification of a fourth-order Runge-Kutta method, ETD4RK
[7], in which the Stokes semi-group is computed exactly by working in the incompressible
Fourier basis {ψk(x)}k∈Z2\{0}, and Duhamel’s principle (variation of constants formula)
is used to incorporate the nonlinear term. We use a time-step of dt = 0.005. Spatially,
a Galerkin spectral method [16] is used, in the same basis, and the convolutions arising
from products in the nonlinear term are computed via FFTs. We use a double-sized
domain in each dimension, padded with zeros, resulting in 642 grid-point FFTs, and
only half the modes in each direction are retained when transforming back into spectral
space again. This prevents aliasing, which is avoided as long as more than one third
of the domain in which FFTs are computed consists of such padding with zeros. The
dimension of the attractor is determined by the viscosity parameter ν. For the particular
forcing used there is an explicit steady state for all ν > 0 and for ν ≥ 0.035 this solution
is stable (see [26], Chapter 2 for details). As ν decreases the flow becomes increasingly
complex and we focus subsequent studies of the inverse problem on the mildly chaotic
regime which arises for ν = 0.01. Regarding observations, we let h = 4× dt = 0.02 and
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take J = 10, so that T = 0.2. The observations are made at all numerically resolved, and
hence observable, wavenumbers in the system; hence K = 322, because of the padding
to avoid aliasing.
The numerical results resulting from these experiments are displayed in in Figures
6, 7, 8 and the third column of Table 1. The results are very similar to those of the
previous two sections, qualitatively: EnKF and LS type methods perform comparably,
in both the case of random and Karhunen-Loe´ve based initial draws; furthermore the
lower bound produced by BA type methods is of similar order of magnitude to the
EnKF-based methods although the actual error is, of course, smaller. However, we also
see that the behavior of the iterated EnKFR is quite different from what we observed
in the previous sections since it decreases monotonically. We conjecture that this is
because of the mildly ill-posed nature of this problem. Indeed we have repeated the
results (not shown) of this section at higher viscosity ν = 0.1, where linear damping in
the forward model induces greater ill-posedness, and confirmed that we recover results
for the iterated EnKFR which are similar to those in the previous sections. Finally,
we have checked that the behavior of the error in the iterated EnKFR is repeatable
for Gaussian prior µ0, and hence is not a result of non-Gaussian ensembles used in the
figures.
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Figure 6. Performance of EnKFR and EnKFKL. Left: Relative error with respect to the
truth. Right: Data misfit.
6. Conclusions
We have illustrated the use of EnKF as a derivative-free optimization tool for inverse
problems, showing that the method computes a nonlinear approximation in the linear
span of the initial ensemble. We have also demonstrated comparable accuracy to least
squares based methods and shown that, furthermore, the accuracy is of the same order
of magnitude as the best approximation within the linear span of the initial ensemble.
Further study of the EnKF methodology for inverse problems, and in particular its
accuracy with respect to choice of initial ensemble, would be of interest. Furthermore,
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†.
in this paper we have concentrated purely on the accuracy of state estimation using
EnKF. Study of its accuracy in terms of uncertainty quantification will yield further
insight. Finally, although we have studied a time-dependent example (the Navier-Stokes
equation) we did not use a methodology which exploited the sequential acquisition of the
data – we concatenated all the data in space and time. Exposing sequential structure
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in data can be useful in steady parameter estimation problems as shown in [4]. In
future work we will study ideas similar to those in our paper, but exploiting sequential
structure.
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