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For a graph G, dim G is defined to be the least natural number n such that G is an induced 
subgraph of a categorial (or direct) product of n complete graphs. The dimension of sums of 
graphs has been studied in [3] and [8]. The aim if this article is to improve the upper estimates 
achieved by Poljak and R6dl for sums of complete graphs which then leads to an estimate for 
sums of arbitrary graphs. The basic idea is the application of matrices with the so-called 
covering property. This is equivalent o the notion of orthogonal arrays with permutation 
property which was introduced by Poljak and R6dl. 
1. Introduction 
Let us first introduce some notation. For a graph G, x(G) denotes the (vertex) 
chromatic number of G. The sum G + H of two graphs G, H is the disjoint union 
of G and H; 2G is also used to denote G + G. 
A very useful aid for estimating the dimension of graphs is the following. 
lbtolmsition 1.1 ([5, Proposition 1.3]). dim G = n is the least number of equival- 
ences E t , . . . ,  E,  such that 
(1) E(C2)= U '=l E,, 
(2) E, = zi. 
(G denotes the complement graph of G, za the diagonal of the relation V(G)x 
v(6).) 
Poljak and R6dl have proved the following theorems [8, Theorems 5.3, 5.4]. 
Theorem 1.2. (i) dim nK,, = n for n a power of a prime; 
(ii) dim mlm2K~ <<-dim talK,, +dim m2K,,; 
(iii) d im mK,  l,~ ~ d im mK m + d im mK,~. 
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Theorem 1.3. dim mK,  <~ n .  log,, m • (1 + o(1)) for n ~ 3. 
In addition, the following statement on latin squares will be used, which was 
also applied in the proofs of the above two theorems: 
Theorem 1.4 ([2]). Let q be a power of  a prime. Then there exist q - 1 pairwise 
orthogonal atin squares of order q. 
2. Sums o/graphs 
Deanif ion 2 .L  Let A = (%), B = (hi1) be n x r-matrices, n ~< r and 1 ~< aq, b~ i <~ n 
for all l~<i<~n, l~ j<~r .  
A and B are said to have covering property if for each k, l e{1 , . . . ,  n} there 
exist i, j such that (k, l )= (%, b~i). 
The matrices A1, • • •, As have the covering property if each pair of them has it. 
If A1, . . .  , A s are latin squares then covering property implies pairwise or- 
thogonality of the squares. 
Convention. For the sequel, all matrices are supposed to be column latin. 
For 2/( ,  t 2 = K ,+ K ,  where V(K~ = {1, . . . ,  n}, we get a partition of the vertex 
set of 2/£, into r equivalences according to Proposition 1.1 if we apply two 
n × r-matrices A, B with covering property by defining 
LJ j= l , . . . , r ,  
since the covering property ensures that each pair of non-adjacent vertices of 2/~, 
i.e. one vertex of K~ and one vertex of K~, is contained in at least one class 
(%, b~j) of an equivalence/~ where the a's belong to K~ and the b's to K 2. On the 
other hand, the meet of all equivalences i  the diagonal of the relation V(2K~)x 
V(2K.). 
It is clear now that for a given sum of complete graphs there has to be found a 
set of matrices with covering property such that the number of columns of the 
matrices is as small as possible. To this end there are some preparations necessary 
concerning the concatenation of matrices with covering property. 
Lemma 2.2. I f  both sets of  n x rx-matrices A1 , . . . ,  As, and n x r2-matrices 
B1, . . . , B~ have covering property then A~. o B i, 1 ~ i <~ sl, 1 <~ j <~ s2, are n x (rx + r2)- 
matrices with covering property. 
Proof. (o denotes the concatenation of the corresponding rows of two matrices.) 
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Consider A~ o B i and A~,oB r. If i~ i' then A~- and Av satisfy the covering property 
by assumption and so also do A~ o B i and AvoBr .  Otherwise the same argument 
holds for the second 'part' of the concatenated matrices since the considered 
matrices are different. [] 
[,emma 2.3. Let Ax, • •.,  As~ and Bx, . . . , B~ be sets of row-normal n x r~-matrices 
and n x r2-matrices, resp., i.e. a~l = bi~ = i for all i, k where Ak  = (a~), Bk = (b~); let 
Bx , . . . ,  B~ be the matrices B1 , . . . ,  B~ without their first column. 
Then Ai °Bi, i = 1 , . . . ,  sl, ] = 1 , . . . ,  s2, are n x (rx + r2-1)-matr ices with cover- 
ing property. 
Proof.  Consider Ai °/)i and Avo/)r and choose k, l E {1 , . . . ,  n} arbitrarily. H i~ i' 
the claim is again proved by assumption. Otherwise we have (k, k) = (akx, a~x) if 
k = l or the existence of a position x, y in / ) i , / ) r  so that (k, l) = (b~, b~). [] 
Corollary 2.4. I f  n is a power of a prime, then for I, m e I~l 
dim n lK ,  <~ 1 + l (n -  1) and dim inK, <~ 1 + (n - 1) [log, m]. 
ProoL According to Theorem 1.4 there exist n -1  pairwise orthogonal atin 
squares Ax , . . . ,  A~_x of order n. If we define A,  = (a~) by setting a~ = i for all 
i, ] = 1 , . . . ,  n, then A1 , . . . ,  A,-x, A~ is a set of n x n-matrices with covering 
property. The rows of the first n -  1 matrices can be rearranged without affecting 
the covering property of the whole set such that all squares are row-normal, i.e. 
a~x = i for all i, k = 1 , . . . ,  n. Thus the corollary is proved by Proposition 1.1 and 
repeated application of Lemma 2.3, if we choose the equivalences of inK,  = 
K~+- • • + K~ where 
V(K~) = {x~,. . . ,  x~}= {1 , . . . ,  n} 
as follows: 
~t 
• " " ~ - i~- '  
i=1  
]-- 1, . . . ,  l+(n -  1) [log. m], 
( ( . . . )  being the classes of 
n x (1 + (n - 1) [log,, m])-matrices with covering property. 
Ei) where Bx , . . . ,Bm,  Bk=(b~), 
[] 
are  
For an integer n, let _n be the least (or any) prime power greater than or equal 
to n. 
Corollm7 2.$. dim m/~ < 1 + (_n - 1) [log_. m ], m, n e N. 
] [~ i .  For n < n, define the equivalences in the same way as in Corollary 2.4 by 
i setting xa = ~1 for a > n. [] 
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Now it is easy to tackle the general case: 
Theorem 2.6. Let G~, . . . ,  Gm be arbitrary graphs, 
d:=max{dim Gi l l <~i<<-m} and n:=max{X(Gi) l l <-..i<--.m}. 
Then 
Fn  
dim ~ G~ ~< d + 1 + (n - 1) [log_. m ]. 
i=1  
Proof. Let ~bi" G~ ~ K_~ be homomorphisms and At , . . . ,  Am be _n x r-matrices 
with covering property where 
r := 1 + (_n - 1) [log_. m]. 
Define 
E j=U -1 • (qb 1 (a~) ,  qb2X(a~),  • . .  , ~bm--l(aij)),m 
i= l  
/= l , . . . , r .  
Since (~b~-l(/) x ~b~-l(])) IqE(Gi) = O for each ] = 1 , . . . ,  _n, the equivalences Ej cover 
exactly all pairs of vertices which lie in different Gi, Gk. 
All pairs of non-adjacent vertices which both belong to the same Gi, i 
{1 , . . . ,  m}, are covered by additional d equivalences since d is the maximum of 
the dimensions of G1 , . . . ,  Gin. The meet of all equivalences is, of course, 
trivial. [] 
Remark. (a) dim G + H~<max{dim G, dim/-/}+max{x(G), x(H)}. 
(b) One coordinate can be dropped in (a) and in Theorem 2.6 if one graph 
contains all the others as induced subgraphs. E.g. if H is a subgraph of G, we have 
dim G + H <-..dim G + x (G) -  1, 
especially 
dim G + G <~dim G + x (G) -  1 
(el. [3]). 
Proof. W.l.o.g. suppose Gm to contain all other graphs as subgraphs. Define 
6i :Gi---> K~, i=1 , . . . ,m-1 ,  by 
:= 4'ml ,- 
Let ET, .  •., E~ be d equivalences of Gm and define E l := E m Iq (V(Gj) x V(Gj)), 
i=  1 , . . . ,d ,  i=  1 , . . . ,  m-1 .  
Then Et , . . . ,  E a, E2 , . . . ,  E, are equivalences which satisfy the conditions in 
Proposition 1.1 where F_~,..., E, are defined as in Theorem 2.6 and E ~ = I.J ~--1E~, 
i= l , . . . ,d .  [] 
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