Introduction
Given the growing worldwide interest in CO 2 capture and storage (CCS) as a potential option for climate change mitigation, the expected future cost of CCS technologies is of significant interest. Applications to fossil fuel power plants are especially important since such plants account for the major portion of CO 2 emissions from large stationary sources (Metz et al., 2005) . While the literature on CCS costs covers a range of applications and technologies, most studies of CO 2 capture and storage for power plants have focused on currently available technology. This approach has the advantage of avoiding subjective judgments of what may or may not happen in the future, or what the cost will be of advanced technologies still in the early stages of development. On the other hand, reliance on cost estimates for current technology has the disadvantage of not taking into account the potential for improvements that can affect the overall role of CCS as a climate mitigation strategy, and the long-term competitiveness of CO 2 capture systems in different applications.
To address this problem, most large-scale energy-economic models used to assess global climate change mitigation policies and strategies assume some degree of technological improvement over time. However, there is currently little empirical data to support the assumptions and models used to calculate future CO 2 capture costs for power plants and related industrial processes. The objective of the present study is to improve the modeling and estimation of future cost trends based on historical observations for other technologies relevant to power plants with CO 2 capture and storage systems.
Study methodology
In this study, we first develop a set of experience curves characterizing historical cost trends for seven technologies relevant to power plants with CO 2 capture. These are: flue gas desulfurization (FGD) systems, selective catalytic reduction (SCR) systems, gas turbine combined cycle (GTCC) plants, pulverized coal (PC) boilers, liquefied natural gas (LNG) production plants, oxygen production plants, and steam methane reforming (SMR) systems for hydrogen production. Average learning rates are derived for the capital cost as well as the operating and maintenance (O&M) costs of each technology.
To estimate future cost trends for plants with CO 2 capture, we first decompose each of four power plant designs into major process areas or sub-systems that include all equipment needed to carry out certain functions such as power generation, air pollution control, or CO 2 capture. We then apply a learning rate to each sub-system based on judgments as to which of the seven case study technologies offers the best analogue to the power plant process area in question. The cost of the total plant is then calculated as the sum of all process area costs for increasing levels of total installed capacity. A classical learning curve is then fitted to the total cost trend to obtain a learning rate for the overall plant with CO 2 capture. We also quantify the effects of uncertainties in component learning rates and other key parameters. This approach implicitly assumes that technological change occurs via incremental improvements to existing technologies, which historically has been the dominant mode of technology innovation (Alic et al., 2003) . While CO 2 transport and storage technologies also are vital components of a complete CCS system, these components are outside the scope of the present study as they are different in nature from the power plant technologies examined here. The potential impact of transport and storage costs on overall results, however, is discussed later in this paper. The following sections provide additional details of the study methodology and results obtained. Full details are elaborated elsewhere .
3.
Case study results
The experience curves used in this study to characterize cost trends have the form: Y = ax Àb , where, Y is the specific cost of the xth unit, a is the cost of the first unit, and b (b > 0) is a parametric constant. This formulation of a learning curve, first proposed by Wright (1936) to describe productivity improvements in the manufacture of an aircraft, has been widely adopted in the literature and in advanced energy-economic models to describe cost reductions as a function of cumulative production or deployment of a technology (Boston Consulting Group, 1968; Argote and Epple, 1990; McDonald and Schrattenholzer, 2001; Rubin et al., 2004; Riahi et al., 2004) . The quantity 2 Àb is defined as the progress ratio (PR). It implies that each doubling of cumulative production or capacity results in a cost savings of (1 À 2 Àb ). The latter quantity is defined as the learning rate (LR). Values of PR and LR are commonly reported as a fraction or percentage for each doubling of cumulative installed capacity or production. In this common form of an experience curve, cumulative capacity is a surrogate for all factors that contribute to cost reductions, including expenditures for research and development. Table 1 summarizes the learning rates for capital cost and O&M cost for the seven technologies examined in this study. The capital cost learning curves are shown graphically in Fig. 1 . Results for three of the technologies (FGD, SCR and GTCC) are based on previous work Yeh et al., 2005; Colpier and Cornland, 2002) , while the remaining four cases are newly derived. Detailed descriptions and discussions of each technology and their historical cost trends are presented elsewhere . All learning rates derived in this study fall within the range reported in the literature for an array of energy-related technologies studied by McDonald and Schrattenholzer (2001) , although the learning rates found here for capital cost are systematically smaller than the median rate of 14% found in that study. i n t e r n a t i o n a l j o u r n a l o f g r e e n h o u s e g a s c o n t r o l 1 ( 2 0 0 7 ) 1 8 8 -1 9 7
Factors contributing to real long-term declines in capital and O&M costs included improvements in technology design, materials, product standardization, system integration or optimization, economies of scale, and reductions in input prices. Table 1 also indicates that four of the seven technologies displayed an increase in cost during the early stages of commercialization, as illustrated in Figs. 1 and 2. While a number of factors contributed to cost increases, the predominant causes were shortfalls in performance and reliability of early system designs . Such cost increases relative to pre-commercial estimates often are not reflected in the long-term learning rates reported in the literature. In the context of the current study, the potential for costs to rise before they fall is an important finding affecting projections of future cost trends, as elaborated below.
4.
Application to power plants with CO 2 capture A number of recent studies have estimated the cost of CO 2 capture at power plants (Metz et al., 2005) . The prevailing design for PC and NGCC plants employs post-combustion capture using commercial amine-based absorption systems. IGCC plants typically employ a water-gas shift reactor plus a commercial (e.g., Selexol) absorption system for CO 2 capture. Oxyfuel combustion designs for PC plants employ commercial oxygen plants plus flue gas recycle, with differing configurations for flue gas treatment systems. Because plant costs depend on a wide range of technical and economic factors and assumptions, comparisons across technologies require a systematic framework for analysis. In this study, we use the Integrated Environmental Control Model (IECM) developed at Carnegie Mellon University (IECM, 2005) to estimate the current cost of the four plant types (PC, NGCC, IGCC and oxyfuel) on a consistent basis. IECM costs are benchmarked against other recent studies, and are comparable to other reported costs when based on similar assumptions . Figs. 3 and 4 show schematics of the nominal plant designs with CO 2 capture employed in this study. All plants are assumed to have a net power output of approximately 500 MW, a levelized capacity factor of 75%, and a capture system that removes 90% of the CO 2 produced and compresses it to a pressure of 13.8 MPa. Table 2 summarizes the nominal cost estimates for each system based on a U.S. location with coal plants using bituminous coal with 2.1% sulfur. As with all preliminary cost estimates, the absolute cost of each system can vary with alternate design assumptions and power plant locations (as illustrated later in the paper). As discussed below, the reliability of cost estimates for plants with CCS is most uncertain since none of these systems have yet been built and operated at the scale of a modern power plant. Of particular relevance to the present study, however, is the percentage contribution of each sub-section to the total costs of construction and operation. These percentages are typically more robust for a given plant design.
Starting with current cost estimates, we use the historical learning rates reported in Table 1 to project the future costs of each major power plant sub-system (Table 3) as a function of cumulative plant capacity (which is proportional to power output at a given capacity factor). This approach allows the cost of different plant sections to change at different rates, reflecting differences in the technological maturity of each plant type and sub-system. It also reflects the contribution of each component to the total capital cost and total O&M cost of the plant. Improvements in overall plant efficiency due to improved component designs and/or improved plant integration also is reflected in a learning rate for fuel use per kWh of electricity generated. Component costs are then summed to obtain the total plant cost as a function of total installed capacity. From this result, a learning curve of the form Y = ax Àb is fitted to the overall cost trend for each plant type.
One drawback of this approach is that it does not explicitly include potential cost increases that may arise when building or combining components that have not yet been proven for (500 MW, 90% SO 2 capture, 80% NO x reduction), including cost studies conducted during (FGD) or prior to (SCR) the period of early commercial applications. Estimated O&M costs for both technologies also increased significantly during this period. In both cases the cost increases were due to poor performance with early designs. See Rubin et al. (2006) for additional details.
the application and/or scale assumed. For example, no IGCC power plant has yet combined CO 2 capture with a gas turbine fired by a hydrogen-rich fuel gas at a scale of 500 MW. Nor has an oxyfuel combustion plant producing and compressing a concentrated stream of CO 2 yet been demonstrated at a commercial scale. There are no easy or reliable methods, however, to quantify the magnitude of potential cost increases commonly observed during early commercialization of large-scale technologies (Merrow et al., 1988) , and also seen in several of the current case studies. Thus, we instead assume that any such cost increases effectively delay the onset of learning until later generations of the plant or process are designed, deployed and operated for a period of time. With additional experience, higher plant costs that might be incurred initially are gradually reduced via learning-by-doing and continued R&D. The cumulative capacity at which the total plant cost finally equals the current cost estimate (C min , a parameter of the analysis) is when learning (cost reduction) is assumed to begin. Based on the case study data and judgments about the relative maturity of current CCS power systems, we assumed nominal values of C min to be 3, 5, 7 and 10 GW for NGCC, PC, IGCC and oxyfuel plants, respectively. A sensitivity case assumes earlier learning if the first full-size plant is indeed deployed at the costs shown in Table 2 . Another cumulative capacity parameter, C max , defines the end point of the projected learning curve. The nominal value for this study is 100 GW-equivalent to roughly the first 25 years of experience for NO x and SO 2 capture systems at coal-fired power plants (Fig. 2) . Other variables in the analysis are the current (initial) capacity of each plant sub-system (estimated in Table 3 in terms of equivalent power plant capacity), and a set of multipliers to reflect additional experience from continued deployment of plant components in applications other than power plants with CO 2 capture (sometimes called cluster learning). The latter parameter is employed in the sensitivity studies presented later in the paper. Details of all assumptions and calculation procedures are given in Rubin et al. (2006) .
5.
Results for plants with CO 2 capture Fig. 5 gives an example of the projected changes in component and total plant capital cost for the case of the PC plant. Similar curves were derived for the O&M costs and total levelized cost of electricity (COE) for each of the four plant types. Table 4 summarizes the resulting learning rates for total plant capital cost, O&M cost, and COE from the onset of learning (C min ) to a point when the worldwide capacity of each system reaches 100 GW. The nominal (''best estimate'') learning rates for plant COE show a 3-5% decrease for each doubling of CCS plant capacity based on the assumptions shown earlier. Note that these learning rates for CCS plants as a whole are smaller than the individual component rates, largely because many of the components begin from a much larger base of experience than the overall CCS plant, and thus undergo smaller reductions in cost for each doubling of CCS plant capacity. Table 5 shows the overall changes in COE based on the learning rates in Table 4 . The largest COE reduction (18%) is seen for the IGCC system and the smallest (10%) for the oxyfuel system. The sensitivity of these results to key assumptions of the analysis is explored next.
Sensitivity analysis
Here, we examine the sensitivity of our results to uncertainties or variability in a number of factors. First, Table 4 shows the range of learning rate results for plant-level COE for a change Table 4 , the range of learning rates for the COE of the four plant types broadens to 1-8% for each doubling of CCS plant capacity. The corresponding reductions in COE after 100 GW of experience (Table 5 ) broaden to a range of 3-26% below the initial COE.
Here, the smallest reduction is for the NGCC plant while the greatest reduction again is for the IGCC system. Next we analyze the sensitivity of learning rate and cost reduction results to several other key parameters:
Learning starts with first plant. This case assumes that current cost estimates for CCS plants are indeed the true cost of building and operating the first full-size unit, so that subsequent cost reductions begin sooner than in the cases above.
Learning up to 50 GW of capacity. This case extends the learning curve for cumulative capacity of CCS plants to 50 GW instead of 100 GW. The case studies show that this level of deployment occurred over a period of 10-15 years for FGD and SCR systems installed at coal-fired power plants. Lower component capacity estimates. This case takes a more restrictive (bounding) view of the current capacity estimates in Table 3 . Amine systems for post-combustion capture are assumed to have zero experience at a 500 MW power plant; coal gasifier experience for IGCC is reduced to 1 GW e ; hydrogen-fired GTCC experience at IGCC plants is lowered to zero; and the current capacity of supercritical boilers with oxyfuel combustion and flue gas recycle also is set to zero. Lower capacity estimates cause costs to fall more rapidly. Additional non-CCS experience. For illustrative purposes, a multiplier of 2.0 is assumed for all components of all plants in lieu of the nominal value of 1.0. This assumes that for every increment of CCS power plant capacity there is an equal increment of other industrial capacity adding to the total cumulative experience for each component. 1 The letter in parenthesis indicates the case study learning rates (Table 1) 1 Arguably, many of the power plant components could have larger multipliers based on a global scenario of future deployment of all technologies, but that is beyond the scope of the present study. The appropriate base of experience for learning curve analyses also is often is ambiguous. For example, had the large experience base of subcritical PC units been added to the base of supercritical experience the learning rates for PC-CCS plants would be even lower that reported here.
Higher fuel prices. This case assumes a natural gas price of $ 6.00/GJ and a coal price of $ 1.50/GJ (versus nominal assumptions of $ 4/GJ and $ 1/GJ, respectively). The result is a higher estimate of initial COE and a larger contribution of fuel cost to total O&M cost and COE.
Lower financing cost and higher utilization. This case assumes a fixed charge factor of 11% and a levelized plant capacity factor of 85%. These are the assumptions used in recent IEA GHG studies. The result is a lower estimate of total plant COE. However, the percent contribution of plant components to the total capital and O&M costs remains similar to the values shown in Table 2 . Table 6 displays the resulting trends in capital cost as well as COE. Combustion-based plants again show generally lower learning rates than gasification-based plants since a larger portion of their cost is dominated by relatively mature components. In contrast, IGCC plants have yet to realize gains in such areas as reliability and economies of scale (e.g., 1000 MW gasifier units with no spares versus today's 250 MW units with spare gasifiers for reliability) that have been a major source of historical cost reductions for more mature technologies. Opportunities for improved plant integration also can contribute to cost reductions, especially for newer technologies (e.g., IGCC and oxyfuel plants). Table 6 also shows that plant-level learning rates are most sensitive to assumptions i n t e r n a t i o n a l j o u r n a l o f g r e e n h o u s e g a s c o n t r o l 1 ( 2 0 0 7 ) 1 8 8 -1 9 7 about when learning begins and the magnitude of current and future experience for major sub-systems. The absolute value of future costs depends more strongly on assumptions about the design and current cost of each technology. Finally, while the results above focus on total plant costs with CO 2 capture, there is also interest in potential cost reductions for the capture system alone. Here, the cost of CO 2 capture is defined as the cost difference between plants with and without capture at any point in time. This recognizes that the cost of a reference plant without capture does not remain constant, but also tends to decrease with experience. Table 7 shows the percentage reduction in the cost of CO 2 capture after 100 GW of CCS plant capacity based on the nominal assumptions for this study. Compared to the base case results in Table 6 , the capital cost and total cost of capture are seen to decline faster than the corresponding costs for the total plant (e.g., a reduction of 13-40% in capture cost versus a 10-18% reduction in COE across all plant types). In large part, this again reflects the differences in maturity of current CO 2 capture systems and the reference plant technologies to which they are applied.
7.
Caveats and concluding remarks
Projections of technological change are a critical factor in analyses of alternative futures and the impacts of policy interventions to address global climate change. In this context, the results of this study can be useful in projecting and bounding estimates of future cost for power plants with CO 2 capture based on historical rates of change for similar technologies. An important caveat in this regard is to recall that the cost and learning curve estimates in this study do not include the costs of CO 2 transport and storage, which add to the total operating cost of plants with CCS. Because these costs are generally small relative to the cost of the plant with capture (Metz et al., 2005) , the impact on results presented here are not likely to be large. However, future study is needed to estimate future cost trends for these components and their impact on overall learning rates for the full CCS system. A study of this nature also has other important limitations that must be recognized. For one, while the concept of a constant learning rate is a convenient and widely used measure to characterize technological change, often it is an over-simplification of actual cost trends for large-scale technologies . For example, several technologies in this study displayed cost increases during early commercialization, followed by subsequent decreases. In other cases, actual cost trends are better represented by an S-shaped curve, in which learning is initially slow, then accelerated, then gradually slow again Yeh et al., 2006) . While sensitivity analysis can help quantify the consequences of variable learning rates, alternative representations of technological learning, including models that account for additional factors such as R&D spending, may in the future provide insights beyond the scope of the present study. Also as noted earlier, technology innovation in this study is based on the historically dominant mode of continuing improvements to existing technologies (especially true in the electric power industry). However, if radically new CO 2 capture technologies or plant designs were to be developed and adopted commercially, the resulting cost reductions could be greater than those estimated here.
Within the current framework, additional sensitivity analyses could provide a more comprehensive picture of how alternative assumptions for various plant design and learning rate parameters influence reported results. Extensions of the current analysis also could incorporate the costs of CO 2 transport and storage technologies and their projected trends, as well as improvements in CO 2 capture efficiency and its impact on future cost. Such analyses could advance our understanding of potential improvements in the cost-effectiveness of CO 2 capture and the cost of CO 2 avoided. Software included with the current study can be used to further analyze such options. i n t e r n a t i o n a l j o u r n a l o f g r e e n h o u s e g a s c o n t r o l 1 ( 2 0 0 7 ) 1 8 8 -1 9 7
