ABSTRACT Advanced time series models have been intensively developed and used to predict in financial data such as foreign exchange data (forex). In this paper, we implement the random compression method to reduce a large dimensional forex data into much smaller matrix form. Then, Bayesian inferences on vector autoregression are used to obtain all interesting parameters. Subsequently, the models are able to perform out-of-sample prediction up to 14 days ahead of forecast. For empirical works, 30 forex pairs are used in this paper. The results show that Bayesian compressed vector autoregression (BCVAR) and timevarying BCVAR (TVP-BCVAR) deliver excellent forecasting on AUD-JPY, CAD-CHF, CAD-JPY, EUR-DKK, EUR-MXN, and EUR-TRY forex datasets according to mean square forecasting error, outperforming the traditional benchmark Bayesian Autoregression.
I. INTRODUCTION
Recently, econometricians have been working intensively on developing tools for forecasting big economic data with the concerns of dealing with the financial big data which is available recently. Vector autoregressions (VARs) method has been a crucial tool in finance and economics since the seminal work of Sims [1] . Given a large dimension of data in forecasting process especially in VARs, computational burden is always one of the main problems. Specifically, Bayesian VARs which include the method of Markov Chain Monte Carlo (MCMC) is almost impossible where the number of predictors is as a scale of hundreds or thousands. In literatures, number of works concerning about this issue reported previously that some works successfully tackled this kind of problem such as [2] - [4] , for examples. The curse of dimensionality usually arises when the number of available observations is often less than the number of predictors in VARs equations. This is one of the reasons why we
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call the method that is dealing with this kind of problem as ''high dimensional method''. Econometricians typically work through prior shrinkage on the parameters in order to avoid such over-parametrization; the Minnesota prior, for example, is one among the other famous shrinkage methods. In addition, another approach such as least absolute shrinkage and selection operator were proposed, see [5] . There are many sources of literatures where researchers work with compressing the data instead of parameters; see [6] . Recently, Guhaniyogi and Dunson [7] developed the compressing strategy with a Bayesian regression, where the number of predictors in model equations is randomly compressed by introducing a special matrix to perform that task.
The advances of computer and computational Bayesian approach play an important role in solving sophisticated financial problems via numerical methods by means of Monte Carlo simulation, allowing the approximated posterior distribution of the underlying parameters is obtained without difficulty [8] , [9] . Compression method has been utilized in many applications including signal processing, compressed sensing, machine learning, and image processing, etc [10] , [11] .
The compression is performed with the similar idea to that of the principal component analysis (PCA). The PCA method treats the random variable as factor to be the representative of the variation from large dimensional matrix. It has been known that the PCA requires computational burden; compression, however, is computationally simpler. From a large dimensional matrix, we compress it with random algorithm. In literature, Guhaniyogi and Dunson [7] illustrated an application in using compression involving up to 84,363 explanatory variables. Among the others see [3] and [12] where these works adapted dynamic model averaging developed by Raftery et al. [13] , and implemented it to be applicable in VAR model for forecasting the macroeconomic and daily forex, respectively. Moreover, Ji et al. [14] presented the compression method for signal processing in a Bayesian compressing fashion.
In this work, we propose a random compression method to reduce a large dimensional forex data into much smaller matrix. Then the Bayesian model averaging (BMA) approach is employed to the weight of each random compressed VAR for achieving the best prediction model.
The rest of the paper is structured as follows. Section II, a foundation of Bayesian compressed vector autoregression is presented. Then Section III describes how the BCVAR is formulated for forecasting. In Section IV, we provide the details of the extension of the method to the time-varying parameters. Empirical works including data preparation and forecasting results are found in Section V. Conclusions are made in Section VI, and data appendix is provided in Section VII.
II. BAYESIAN COMPRESSED VECTOR AUTOREGRESSION
For better comprehension, the notations that are used in this work are provied in details in Table 1 .
Consider a general form of VAR model,
where Y t is n × T series of dependent variable matrix of T observations. B is n × n matrix of VAR parameters that we wish to estimate, Y t−p are predictors which typically are the lags of dependent variables with p lags selected according to the problem at hands. Residual, t , is normally distributed and it follows the assumption t ∼ N (0, ).
For the large size VAR model, suppose we want to estimate 100 n variables with p = 1, the dimension of the predictors Y t−1 would be k × T , where k = n × p + 1 in case of constant term included and k = n × p in case of no intercept, and B is extremely large and if we need to estimate up to 10, 000 parameters. In this case, the curse of dimensionality is unavoidable, see literature for instances [15] - [17] . In addition, the computation can be cumbersome especially when working with a Markov Chain Monte Carlo method such as Gibbs-sampling in Bayesian VAR.
The idea of compressed VAR is that we randomly generate ''the projection matrix'' to compress the predictors in matrix Y t−p . Instead of fully estimate VAR model in equation (1), we can rewrite the VAR equation as follow:
where is m×k matrix with m k, subject to normalization = I . We may define Y t−1 = Y t−1 with the dimension of m × T . We see that the matrix of predictors in VAR is relatively small for the uncompressed VAR.
As mentioned above that compression method is done by treating ij as random matrix. It is thus necessary to define the elements in projection matrix. We adopt [18] , the method of drawing ij to this work, where it is sampled from the following distribution:
where ϕ and m are also treated as unknown parameters.
Since we have no prior information about those parameters, we then initialize ij in a fully random fashion (r) ij where r = 1, . . . , R denotes number of generations. Specifically, we follow [7] where ϕ is drawn from U [a, b], a uniform distribution, where a and b are set to the constant numbers of slightly above zero and below than one, respectively. In addition, Guhaniyogi and Dunson [7] suggest to simulate number of compression matrix m from U [2log(k), min(T , k)] distribution. Since we need to find (r) ij that performs the best on forecasting based on the available data, we therefore apply Bayesian Model Averaging (BMA) to augment weight for each random (r) ij by calculating the marginal likelihood for each model and average across the various models in forecasting exercise.
After defining random projection matrix, we are able to estimate compressed parameters in VAR (B c ) using typical natural conjugate prior in Bayesian fashion conditional on (r) ij . The posterior distribution of interested parameters, marginal likelihood, and predictive density of the compressed VAR in equation (2) can be obtained, see [19] for details. Please note that the compressed VAR approach involves multiplying both sides of the equation (1) by , thus we also compress the dependent variables. To finish compressing VAR model, we need to define the estimation of error covariance matrix as well. Koop et al. [20] suggest to work with a re-parameterized version of the Bayesian compressed VAR (BCVAR) which allows compression enters into the error covariance matrix by the following a triangular decomposition of as in [21] and [22] .
where A is a lower triangular matrix with ones on the main diagonal, and is diagonal matrix with σ i (i = 1, . . . , n) on its diagonal. We rewrite A = I n + A, where A is a lower triangular matrix with zeros on its main diagonal [20] . Rearranging the reduced-form VAR in equation (1), then we obtain:
where
, and E t ∼ N (0, I n ). Due to the lower triangular structure of A, each specific VAR equation includes as follow: if i = 1, i.e., the first equation in BCVAR, predictor Z t would contain (Y t−p , Y t−p+1 , . . . , Y t−1 ), if i = 2, i.e., the second equation in BCVAR, the predictor matrix contains 1 In this sense, Koop et al. [20] exploited the estimation and proved that VAR estimations can be done equation-by-equation at a time.
Given such above manipulation, we can now rewrite the compressed version VAR as follow:
where i = 1, . . . , n. Now estimating the compressed parameters can be employed using the MCMC from Bayesian inference.
III. FORECASTING USING BAYESIAN COMPRESSED VECTOR AUTOREGRESSION
For each estimation of posterior draws of c i and σ i , we follow a standard Bayesian method as discussed in [23] for the prior distribution so called ''seemingly unrelated regression model'' (SUR-Model):
1 Y i,t denotes the i-th element of the vector
The quantities c i and V i are unknown parameters. However we set c i = 0 and V i = 0.5 × I as suggested by Koop et al. [20] . The prior σ
−2 i
follows Gamma distribution with mean s −2 i and degrees of freedom v i . Once the priors and Bayesian compressed VAR model specifications have been defined, the one-step ahead forecasting density is available in a simple computational effort. Despite that, h−step ahead predictive densities for h > 1 are not available according to BCVAR specification in equation (6) . To compute predictive densities for h > 1 according to [20] , we convert BCVAR from equation (6) into triangular VAR in equation (5) and now the interested parameters become: (9) where (r) i denotes r number of random projection matrices of equation i-th in BCVAR. After this transformation has been performed, typical Bayesian VAR inference can be used to derive h−step ahead predictive densities.
Since we apply up to R random projection matrix, i.e.,
i , where r = 1, . . . , R. Given R models, predictive density distribution can be obtained using the following specification:
where D t is the available information at time t, r is BIC r − BIC min . The quantity BIC r is the Bayesian information criteria of model using (r) and BIC min is the minimum value of BIC across all (R) models, calculated from
, and k i denotes number of predictors in i-th equation in equation (6), T is number of data observations and SSE is a sum of square error from equation (6) .
Finally we only need to specify the parameter of ϕ (elements in random projection matrix) and m (the number of predictors after the compression) as from the distribution in equation (3) . In this work, we draw ϕ from the uniform U [0.1, 0.8] and m is simulated from discrete distribution of
IV. COMPRESSED VAR WITH TIME-VARYING PARAMETERS
Work in [3] adapted the algorithm that is based on Kalman filter approach to update the parameter to be time-variant. This algorithm is efficient in computational perspective. Found in [21] , where all VAR equations are estimated jointly by using MCMC method. Even after compressing VAR model as in equation (6), the dimensions of VAR is still large and the computational burden arises. Therefore it is necessary to perform the compressed TVP-VAR via computational Bayesian perspective [3] . The model involves only updating process via Kalman filter in state-space model which we can rewrite the VOLUME 7, 2019
Time-varying compressed VAR (TVP-BCVAR) as follows:
and
where V i,t ∼ N (0, i,t ). Instead of estimating full covariance matrix i,t which can be daunting from the computational point of view, we avoid this concern by using forgetting factor. In this sense, the compressed parameters of above equations follow the random walk. Below, we briefly describe the Kalman recursions of equation i-th at a specific time instant. We also refer the reader to [3] and [24] 
i,t−1 using forgetting factors λ i,t . Re-arranging equation we have:
The one-step-ahead predictive mean and variance of Y i,t follow a normal distribution with mean f 
here
The updated posterior distribution for c i,t given the information at time t is written as:
where A (r) i,t is the adaptive coefficient matrix, i,e., A (r)
. Re-arranging from equations (13) through (16), we finally have:
In this sense, the compressed parameters matrix c i,t follows a random walk using forgetting factor approximation to its error scalar, where subscription i and t imply the time- Here σ 2 i,t is considered to have similar properties as Exponentially Weighted Moving Average. E 2 i,t is the squared prediction error at time t calculated from the i-th equation of VAR, see [3] for more details. The important parameters that need to be set are λ i,t and κ i,t , where these parameters control the degree of time variation in TVP-BCVAR parameters and also σ 2 i,t . Given the use of the forgetting factor, if we set λ i,t and κ i,t to 1, the VAR becomes constant parameter with no stochastic volatility. Koop et al. [20] developed algorithm that allows these parameter to be varying over time via the following formulae:
where σ 2 i,t−1 is the variance estimate of time t − 1 and kurt( E i,t−30:t−1 ) is the excess kurtosis of the VAR prediction error estimated over a month ago (based on our daily data used, we estimated over 30 observations). λ and κ are set as the minimum values of optimal forgetting and decay factors. In this work, we follow [20] where λ and κ were set as 0.98 and 0.94, respectively.
V. EMPIRICAL WORKS A. DATA AND CONFIGURATIONS
We use the BCVAR to forecast daily forex up to 30 pairs. 2 All pairs are transformed to be stationary similar to the suggestion from [20] . There forex spans from 7 FEBRUARY 
TABLE 4. TVP-BCVAR-Mean square forecasting error (MSFE
2018 through 2 AUGUST 2018. 70 % of all data observations are trained and the rest 30 % of the data are used for predictive performance evaluation of each model. We also include the alternative models which are treated to be one of the best model to handle large size VAR such as Dynamic Factor Model (DFM), Minnesota Prior Bayesian VAR (BVARMinn), and Bayesian AR (B-AR).
Four lagged dependent variable is selected, i.e., p = 4. Forecasting horizon is 14 day-ahead. We measure predicting performance using Mean square forecasting error (MSFE) and Mean absolute forecasting error (MAFE) relative to AR using Bayesian inference. MSFE and MAFE which are below one suggesting that the proposed model is able to beat B-AR benchmark.
The mean square forecasting error of 30 pairs of forex using Bayesian compressed VAR (BCVAR) and Timevarying Bayesian compressed VAR (TVP-BCVAR) are shown in Tables 2-3 and Tables 4-5 , respectively. For each table, three lowest Mean Square Forecasting Error are presented by boldface. From the results, BCVAR gives the best forecast for EUR-TRY pair in every forecasting exercise i.e. (h = 1, 2, . . . , 14) (one-day-ahead through fourteen-dayahead prediction). Other forex pairs that are worth to mention include CAD-JPY, EUR-DKK and EUR-RUB.
It can be observed that the forecasting errors between different foreign exchange pairs are very different when referring to the result, some forex pair such as EUR-HUF has extremely high MSFE relative to others. The possible reason behind this is that the information that we use as the predictors in each equations are four lagged dependent variables and random compressed of other forex pairs. Therefore higher MSFE means that those predictive information is not relevant to changes in EUR-HUF forex pair. It is obvious that BCVAR and TVP-BCVAR models predict poorly on EUR-HUF in all forecasting exercises.
The results from TVP-BCVAR model are similar to the results from the BCVAR model, where the TVP-BCVAR model predicts the best mostly on EUR-TRY pairs as seen in Table 5 . Moreover, EUR-CHF, EUR-RUB and CAD-JPY are honorable mentions in these forex pair lists. It is thus reasonable to conclude that the advanced time series model such as BCVAR and TVP-BCVAR are capable of tracking the movement of those mentioned forex pairs with the lowest MSFE especially when allowing time-variation in TVP-BCVAR model, the MSFE is substantially reduced for every prediction exercises, i.e., h = 1, 2, . . . , 14 as shown in Tables 4-5 . computed as respectively. 3 Variables t and t denote the start and end of the out of sample forecasting periods.
According to Tables 7 and 8 , we found that the BCVAR and TVP-BCVAR are not fully suitable to forecast all the forex pairs. In other words, these methods are based closely on the information of the predictors. Therefore, it is possibly because of the predictors included in our model are not completely informative in prediction the movement of forex pairs. Nevetheless, we found the huge advantage in predictive performance on EUR-MXN, EUR-DKK and EUR-TRY of model BCVAR and TVP-BCVAR relative to traditional model B-AR. Another empirical result that is worth to mention is that predictive performance is gained substantially when using TVP-BCVAR relative to BCVAR to forecast EUR-TRY. This implies that by allowing the time variation in the model, it can help to achieve better forecasting this forex pair, see Table 8 . Moreover, for forecasting EUR-DKK exercise, after three-period-ahead prediction (h = 3), the MSE of BCVFAR and TVP-BCVAR relative to B-AR is tremendously reduced. This means that the EUR-DKK pair is extremely correlated to the selected predictors. In other words, other forex pairs rather than EUR-DKK are informative enough to forecast EUR-DKK pair. This was proved by the BDFM model result in Table 8 showing that after the 4-days-ahead forecast, the MSFE is decreased dramatically.
We present more results on how BCVAR, TVP-BCVAR and other models can forecast the selected forex pairs, we illustrate the accuracy more obviously by showing the actual value vs. the forecasted values from multiple models in Figs. 1-4 . The predicting exercises are h = 1, 3, 7 and 14. Forex pairs which are presented in those figures are CAD-JPY, EUR-DKK, EUR-RUB and EUR-TRY. We selected these pairs based on the lowest MSFE. According to the results, it can be concluded that BCVAR, TVP-BCVAR and other models provide the best forecasting when the horizon of 1. The longer out-of-sample forecast, the higher of mean square forecasting error. The benchmark model, i.e., Bayesian AR(4) cannot track the actual movement of EUR-RUB by using the lag predictors. In other words, by implementing the forex pair predictors, BCVAR and TVP-BCVAR, the accuracy is gained considerably.
VI. CONCLUSIONS
We propose multiple the advanced time series models 4 to forecasting forex up to 30 pairs. All forex data range between 7 FEBRUARY 2018 and 2 AUGUST 2018. Each forex was transformed to be stationary based on AugmentedDickey Fuller test (ADF-test), see Table 9 for more details on transformation code. We found that Bayesian compressed VAR (BCVAR) and time-varying Bayesian compressed VAR (TVP-BCVAR) were able to deliver the best forecasting on the forex CAD-JPY, EUR-DKK, EUR-RUB and EUR-TRY by means of Mean Square Forecasting Error (MSFE). We found the huge advantage on using BCVAR and TVP-BCVAR relative to typical Bayesian AR(4) to predict EUR-DKK for all forecasting exercises h = 1, 2, . . . , 14 (one-day through fourteen-day-ahead forecast).
According to the lowest MSFE in all tables represented above, for those who are interested in applying Bayesian compressed VAR model to predict forex pairs, EUR-TRY, EUR-DKK and CAD-JPY are best forex pairs when forecasting one-day-ahead until five-day-ahead and EUR-TRY, EUR-RUB and EUR-CHF when forecasting eight-day-ahead until fourteen-day-ahead. Those predictive performance evaluations can be seen in Table 4 and Table 5 . We also suggest that in order to gain the highest profit from using these methodologies, forecasting EUR-TRY might be the best choice according to the empirical results. 
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