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Introduction
In this article we give a tool to analyze the cyclicity of so-called canard limit periodic sets, i.e. we study the number of isolated periodic orbits of vector fields on the plane that can bifurcate from a limit periodic set having a branch of singular points. The, by now classical, tools from geometric singular perturbation theory that have been developed before, to treat systems like Van der Pol, are extended to deal with more degenerated systems. In a second part of the paper, the treatment of such degenerated systems and the introduction of these tools is motivated through two applications. To illustrate the ideas and the difficulties involved in a study of cyclicity of canard limit periodic sets, let us first treat an (example) family of Liénard equations X ,b,λ : ẋ = y − F (x, λ),
where > 0 and b are small parameters and where F (x, λ) is a smooth function depending on some parameter λ, and defined locally near x = 0. The parameter λ is kept inside a compact subset Λ of a finitely-dimensional euclidean space. For each choice of λ, the graph y = F (x, λ) is assumed to have one critical point at (x, y) = (0, 0), with
Families of vector fields like (1) are well known and are analyzed by looking at two different limiting systems (see geometric singular perturbation theory [17] ). On one hand, one studies the fast subsystem ẋ = y − F (x, λ),
which is obtained by setting = 0 in (1) . This vector field has a curve of singularities y = F (x, λ), commonly called the critical curve. The curve consists of partially hyperbolic singularities, except at the contact point (0, 0). The origin is called a contact point because of the first-order contact that appears between the critical curve and the horizontal fibers on top of which lay orbits of (2), see Fig. 1 
(a).
The dynamics of (1) for small values of ( , b) is reflected more or less by the dynamics of the fast subsystem (2), especially away from its singularities.
Close to the critical curve, a second subsystem becomes important: the slow subsystem, which is obtained by restricting (1) to the curve y = F (x, λ), dividing time by and setting = b = 0 in the result: Because the slow dynamics is a drift from the hyperbolically attracting part of the critical curve to the hyperbolically repelling part of this curve, the contact point is called a turning point (in contrast to the "jump point" case, where the slow dynamics is directed towards the origin on both sides of the origin).
Orbits of (1) Limit cycles of (generalized) Liénard equations near limit periodic sets such as Γ Y received much attention in the last decades and continue to do so, as the research on the number of limit cycles in this class of polynomial systems fits in the study of Smale's 13th (Hilbert 16th) problem. We refer to [10] [11] [12] 4, 6, 18, 19] . A motivation for studying singular perturbations in this context can be found in [15, 20, 9] . The idea is to study the number of zeros of the difference map It is also known (see [10, 11, 6] ) that ∂ ∂ Y is given, up to a positive factor, by the divergence integral I(Y , , b), which is defined as the integral of the divergence div , one can calculate that I(Y ) is strictly nonzero for all Y > 0, which shows that all limit periodic sets Γ Y have cyclicity exactly 1.
Situations where I(Y , λ) = 0, but some r-th order derivative
is nonzero are covered in [11] . In many of the problems that have been studied before, the integral of the divergence can be well approximated by the slow divergence integral, as long as this slow divergence integral converges to a finite value. The convergence of I(Y , λ) is based mainly on the absence of singularities of the slow
At some point however, one has to deal with situations where singularities appear in the slow flow. In this paper, we deal with families of vector fields of the form
where F and G are smooth and of sufficiently high degree (that will be specified later on), and
Of course F and G might in general depend on ( , b) as well, but should this be the case, then it is elementary to extend the parameter space Λ to include ( , b). If we ignore the presence of F and G during the remainder of this introductory section, the slow flow is given by
When b 0 is far away from the origin, the contact point is a jump point and no canard solutions are possible. So we assume that b 0 = o (1) . For b 0 = 0, the slow flow becomes a regular vector field along the slow curve
We need to study a saddle-node bifurcation in the slow flow: depending on the sign of the discrimi- 
then one still obtains a very good (and bounded!) approximation of .
∂I
∂ Y . This property can be used to derive upperbounds for the cyclicity of canard limit periodic sets when one or more isolated singularities occur on the slow flow. A proof is given in [8] , and is based on the use of C k -normal forms near normally hyperbolic points of the critical curve. The tools in [8] are only useful in case the singularity on the slow flow are away from the turning point. In this paper we present tools to calculate the divergence integral (or a derivative of it) in case the slow flow has a singularity at the turning point, i.e. we present a study near b = 0.
Guided by the knowledge that a singularity in the slow flow does not contribute much to ∂I ∂ Y in case the singularity in the slow flow is away from the turning point, we now intend to show that a part of the integral near the turning point will equally not contribute too much to
Still under the condition that F = G = 0 in this introduction, we remark that a desingularization along the critical curve by means of a transformation y =
and a time reversal t → −t allows us to reduce the study of (3) to the study of the family of vector
In this form, it is clear that b 0 might act as a sort of control parameter, allowing orbits near x < 0 to be matched to orbits near x > 0, and that (b 1 , b 2 ) are parameters that control the presence of singularities in the slow dynamics. Indeed, the slow dynamics along {Y = 0} for b 0 = = 0 is given
Statement of the results

Presentation of the results in prepared form
Instead of working with (3), we would like to work with an equivalent model, that is better suited for our analysis:
where > 0 and b = (b 0 , b 1 , b 2 ) is close to 0. Parameters λ can be considered nonessential in this paper, and are included merely for the sake of generality. The parameters lie in a compact subset Λ of some finitely-dimensional euclidean space.
Remark 2.
1. The reader may observe that the family (5) differs from (3) in several ways. To go from (3) to (5), one first needs to writeỹ = y − 
This is not a real restriction, since it is well known (and easy to prove) that outside this region in parameter space the origin behaves as a jump point, and hence canards are not present. Assumption 1. The functions G and H are smooth near the origin, and must be of sufficiently high degree in x and y: for G we require that it can be decomposed in three parts:
We are interested in examining orbits that start near the normally attracting curve of singularities {y = 0}, and that pass near the origin to continue along the normally repelling branch of the curve of singularities. In the following definition, we express some natural necessary conditions that make such a passage possible. 
(In Section 3.1, the relation between these inequalities and their connotation (normal hyperbolicity/regular slow dynamics) will be verified.)
Through a well-chosen entry point (x 1 , y 1 ), we consider a small segment Σ 1 , transverse to the X ,b,λ -orbits, and that we parametrize by a regular parameter s, with s = 0 representing p 1 and keeping s ∈ ]−δ, δ[ for some δ > 0. We denote the regular parametrization by
The line of singularities {y = 0} persists for nonzero b, and so do the properties of normal hyperbolicity and regular slow dynamics, at least sufficiently away from the origin: for ν > 0, δ > 0 and b small enough, we have
is the x-coordinate of the ω-limit of p(s) w.r.t. the flow of X 0,b,λ (which is independent of b).
We will now state two propositions, whose proof will be given in Section 3. 
The integral in (6) is called the slow divergence integral. We now face the problem of extending these results to the origin. Apparently, the slow divergence integral becomes undefined as (ν, b) → (0, 0). So it will fail as a leading order approximation when we consider orbits that continue to {x = 0}. Nevertheless, its derivative w.r.t. s,
remains well defined and bounded as (ν, b) → (0, 0). So instead of formulating precise results about the asymptotics of the divergence integral as we approach the origin, we simply formulate a result on its derivative.
Observe that (7) does not depend on ν, so we can define the derivative of the slow divergence integral:
Definition 2. The derivative of the slow divergence integral, which we denote as
The main result deals with canard orbits, i.e. orbits that pass near the turning point and stay for a while near the repelling branch of the line of singularities {y = 0, x < 0}. To express such a condition, we introduce the following definition: The next theorem is a continuation of Proposition 1, and deals with the smoothness of the manifold of orbits as they approach the contact point. Unfortunately, the manifold is in general not C k -smooth at the contact point if we consider the orbits in the regular phase space: one needs to blow up the phase space, extended with the two parameters (r, ), in order to obtain smoothness.
Instead of formulating a technical result on this matter, we postpone a statement to later sections. At this point we just formulate the smoothness of the manifold of orbits as they intersect a specific section {x = 0}. 
Theorem 2. For any degree k of smoothness and for any given L
> 0, there is a neighbourhood of ( , b) = (0, 0) so
The family of orbits with
for some strictly positive C
Unfortunately, the function ϕ + in (10) is not smooth w.r.t.
the smoothness needs to be expressed in terms of blown-up parameters. Because the smoothness w.r.t. original parameters reveals to be important in treating applications, we will later work with ∂ϕ + ∂s , which has better regularity properties w.r.t. original parameters.
The function ϕ + in (10) plays a central role in the search for limit cycles. Indeed, if we denote by ϕ − a similar function that is obtained by following orbits in negative time, then zeros of ϕ − − ϕ + correspond to periodic orbits, Hausdorff-close to Γ Y . In order to obtain results on the maximum number of such isolated periodic orbits, it reveals that much greater detail is needed in the structure of ϕ + . In particular, we need more information on the derivative of ϕ + w.r.t. s. Notice that 2 r 2 ϕ + expresses a transition map between the section Σ 1 and the section {x = 0} if we use −y as a regular parameter on {x = 0}. We can now use the well-known relation between the derivative of such a transition map and divergence integrals: 
be the divergence integral. Theorem 4, the main theorem of this paper, gives precise information on 
We will pay attention to this property during the proof of Theorem 4.
In the introduction, a relation between the divergence integral and the multiplicity of limit cycles was described. Let us, as an application of Theorem 4, state a result on the presence of isolated periodic orbits near specific limit periodic sets. To that end we introduce the notion exit point:
is a point (with y 1 = 0) inside the basin of repulsion of {y = 0}, with some α-limit (α 1 (λ), 0) (w.r.t. the flow of X 0,0 ) for which −x(1 − xH 1 
. In other words, a well-chosen exit point is a wellchosen entry point after time reversal.
All conclusions of Theorem 4 are also true when dealing with exit points and the backward flow of X ,b,λ , rather than with entry points and the forward flow of X ,b,λ . A full periodic orbit through (x 1 , y 1 ) will include a forward orbit, integrated up to {x = 0} and a backward orbit. The full integral of the divergence is hence the sum of two integrals. Since each individual term of this sum can be unbounded as b → 0, it is better to deal with the derivative of this integral of the divergence. Such expression is well approximated by a derivative of the integral of the divergence, when excluding the complicated part between the sections {x = −ν} and {x = +ν}. So to get sign information on this expression, one can look at the derivative of the slow divergence integral. This study leads to the following result: .
( Of course, this statement is just a sample application of Theorem 4. Two, more involved, applications are given in Section 4.
Preparing a good setting for applications
Often, in applications, the situation that we have studied in Theorem 4 does not present itself immediately in the nice form (5). This is e.g. the case in [1] and [13] . In order to reduce in applications the calculations to the strict minimum, e.g. permitting to make a number of calculations in the original coordinates, we will now first adapt the statement of Theorem 4 to a more practical form.
Let Y δ,μ,ν be a smooth (δ, μ, ν)-family of planar vector fields for δ ∼ 0, δ ∈ R; μ ∼ 0, μ in some euclidean space, and ν ∈ N, with N a compact subset of an euclidean space, and with 
where X ,b,λ is the family of vector fields given in (5), satisfying Assumption 1 and Ψ δ,μ,ν (V ) a sufficiently small neighbourhood of (0, 0) to satisfy all necessary requirements.
Then the family Y δ,μ,ν represents a singular perturbation problem with δ as small parameter. For δ = 0 the critical curves are given by (Ψ δ,μ,ν ) −1 ({y = 0}), containing exactly one contact point. Let r be a regular parameter on the critical curve with r = 0 representing the contact point, and r > 0 on the side where the critical curve is normally attracting. 
Proof of the results
In Section 3.1, we will deal with Propositions 1 and 2. In order to prove all results, we will first make a full desingularization of the family of vector fields at the contact point, and of the parameter space. This will be done in Section 3.2. During this desingularization, it will become clear where L-canards can be found, and at the end of Section 3.2, we prove Theorem 1.
Looking in the right region in parameter space, we consider the passage towards {x = 0} in Section 3.3 and prove Theorem 2 as a corollary of a more detailed statement that is given there.
We prove Theorem 4 in Section 3.5, treat the application formulated as Theorem 5 in Section 3.6 and prove Theorem 6 in Section 3.7.
Proof of Propositions 1 and 2
Propositions 1 and 2 are straightforward applications of earlier results. Let us explain this by checking properties such as normal hyperbolicity and absence of singularities in the slow dynamics.
The unperturbed vector field X 0,0,λ is given by ẋ = y,
It has a line of singularities y = 0. The linear part at singularities along this line is given by 1 (x, λ) ) .
The condition "normal hyperbolicity" in Definition 1 hence corresponds to saying that the singularities in the branch {y = 0, x > 0} of the line of singularities are normally attracting, at least in the domain considered. By this normal hyperbolicity, we know that the line of singularities persists as an invariant manifold for X ,b,λ . One easily verifies that this is a graph
The slow dynamics, i.e. the leading order approximation of the dynamics inside these invariant manifolds, is given by
Observe the saddle-node that is present in the slow dynamics at the turning point. Away from the turning point, we do not encounter any singularities if we start integrating from a well-chosen entry point (see Definition 1). Furthermore, in the setting of this definition, it is clear that the slow dynamics points from right to left, i.e. from the attracting branch of the line of singularities towards the repelling branch of the line of singularities.
The situation described above is a singular perturbation problem of a more regular kind that has been studied before, as long as one avoids the passage near the contact point, and the nearby singularities in the slow dynamics. The statements in Propositions 1 are shown in [7] ; the statements in Proposition 2 are shown in [6] .
Desingularization
Reparametrization of the parameter space
We first reparametrize the b-parameters, by introducing weighted spherical coordinates:
This is in fact a blow-up of the origin in (b 0 , b 1 , b 2 )-space: the study of the part of the space near the origin is replaced by a study near r = 0, keeping
Instead of using coordinates on the sphere, it is customary to use one of the 6 charts of the sphere
In fact, we will limit P C It will reveal that in view of studying L-canards, the only relevant chart is P C − 1 ; this is in fact the statement of Theorem 1. Before restricting to this chart, we continue the part of the study that is common for all charts. 
Blow-up of the origin in charts
If we introduce this change in parameter space in the family of vector fields X ,b,λ in (5), and if we include r in the phase-space, we obtain an ( , B, λ)-family of vector fields in R 3 :
,B,λ :
For = 0, this family of vector fields has a plane of singularities y = 0, and for = 0 it has an isolated singularity x = y = r = 0. At the point x = y = r = 0, the vector field is degenerate in the sense that all eigenvalues are 0; along the plane y = 0, the vector field X cannot remove the nonhyperbolicity completely, but in a sense it will desingularize the saddle-node that is present in the slow dynamics (13) . Leaving as it is, we blow up the origin using the blow-up transformation
where S 2 + is the half-sphere where r 0. The study of the dynamics in the blown-up coordinates will be done in different charts.
The phase-directional charts
The part of the sphere where x ≈ 1 can be studied in rectified coordinates, with the directional blow-up formula
where W is some neighbourhood of the origin in R 2 . We rewrite X
,B,λ in these new coordinates (after division by the positive factor u):
where
Both functions are O (u).
The vector field X Remark 6. An extra calculation in the charts {y = ±1} will only confirm that {x = 1} is the only phase directional chart that needs to be considered in the proof of Theorem 1.
The family chart
The family chart "r = 1" shows that part of the phase space where (x, y, r) is away from the equator r = 0. Instead of using spherical coordinates, we use rectified chart coordinates
and where we keep (x, y) in a large compact set K . Of course the symbols (u, x, y) in (17) are different from the same symbols in (14) , but they serve the same purpose. For that reason we have chosen to use the same letters. In this family chart, the vector field X
,B,λ yields, after division by the positive factor u, X (3) ,B,λ :
Note that by Assumption 1, both functions are O (u).
At a first glance, it appears that, when comparing this form to the original form, not much is gained: for = 0 we again have a plane of singularities y = 0, with a contact point at the origin. The main difference lies in the fact that (B 0 , B 1 , B 2 ) ∈ S 2 , so these parameter values can no longer take small values simultaneously. A further desingularization of this chart is pursued in the next subsection.
Remark 7.
We point out that the center-manifolds obtained in the previous subsection near r = 0 are seen in this chart as O (
2 )-invariant manifolds near x = +∞. If we are interested in the study of L-canards, then similarly it can be shown that these orbits lie in an O (
2 )-neighbourhood of y = 0
,B,λ for any finite value L !
Further study of the family chart
In this section and Section 3.2.6, we will prove part of Theorem 1 by examining the dynamics in the family chart, in the various regions in parameter space. Here, we will prove that there is an obstruction to have L-canards in the parameter charts (P C ± 2 ) and (P C + 1 ). In the next subsection, we prove obstruction in the charts (P C ± 0 ). The part of Theorem 1 that states that upon restricting to (P C − 1 ), all orbits from the initial segment Σ 1 reach {x = 0} in finite time will be shown later.
Looking at X (3) ,B,λ (and noticing that u = r in this chart), we see that it is an ( , r, B, λ) 
In the charts P C ± 0 , the slow dynamics again has a saddle-node at x = 0 for B 1 = B 2 = 0:
Keep in mind however that in this case B 0 = ±1. In this case, we will show in Section 3.2.6 that the origin in (19) behaves like a jump point, and hence there can be no L-canards.
In the charts (P C ± 1 ) and (P C ± 2 ), the slow dynamics of the singularly perturbed family of vector fields (19) is given by
with B 1 = ±1 or B 2 = ±1. We have now desingularized the slow dynamics, in the sense that the saddle-node that was present in (13) has disappeared. The new slow dynamics can still have saddlenode singularities, but they are far away from the contact point of (19) . Such a setting has been thoroughly examined in an earlier paper [8] .
Let us examine the slow dynamics in the several charts P C 
Near B 1 = 0, this shows that we have a simple singularity near x = 1 in case B 2 = +1 and x = −1 in case B 2 = −1. This means that the slow dynamics cannot go from x = −∞ to x = +∞. In other words, for |B 1 | small, there are no L-canards.
Let us now look at the charts P C ± 1 :
where we keep B 2 in a large compact set. In the chart P C + 1 however, we again have an obstruction since x | x=0 > 0. Therefore, all L-canards are seen in the part of the parameter space seen from the chart P C − 1 . In this chart, the slow dynamics might contain a saddle-node, i.e. when B 2 = ±2. Passage near this saddle-node for parameter values (r, , B 1 , B 2 ) close to (0, 0, −1, ±2) might hence be possible, and this passage will require extra care to deal with.
In this chart P C 
This is a singular perturbation problem with singular parameter and with regular parameters
, all of which are kept in a compact (in fact, r could be taken small, but this is not necessary in view of proving obstruction).
The origin is again a contact point, which we intend to study by means of a blow-up. To that end, we add the equation˙ = 0 to (20) and write
In the family chart {E = 1}, we find, after division of the positive factor v: Let us now look at the case where B 1 is inside some compact, but uniformly bounded away from 0. We study (22) in the case "−1"; the other case is studied completely analogously. Examining When B 1 > 0, the singular point P is a saddle (because the determinant of the linearization is negative), and the phase portrait looks like Fig. 4(a) . When B 1 < 0, the point is either a focus (B 1 < −2 −2/3 ) or a node (−2 −2/3 B 1 < 0). See Fig. 4(b) and Fig. 4(c) . In all these cases, we conclude from studying the phase portraits that L-canards are not found nearby. 
Proof of Theorem 2
In the proof of Theorem 2, we will write B for (B 0 , −1, B 2 ). In order to prove the smoothness of the transition map from Σ 1 to {x = 0}, we split up the transition in a map from Σ 1 to some section {x = Mr} and then from {x = Mr} to {x = 0}. We again rely on the blow-up of (x, y, r) at (0, 0, 0) as presented in (14) . The second passage can be treated in family rescaling coordinates: in those coordinates, both sections are expressed as {x = M} and {x = 0}. The passage from the section {x = ν} (expressed in the original phase space) to the section {x = M} (expressed in the family chart) can be treated entirely within the phase-directional chart {x = 1}. Indeed, in this chart, both sections are seen as {u = ν} and {r = 1 M
}.
Let us, for the sake of convenience, recall the blown-up vector field in the phase-directional chart {x = 1}:
Theẏ-component of (23) 
where f = O ( ( , u, Y ) ) and g = O ( (u, r) 
defined near u = ν > 0. This graph is still C ∞ . We now extend this graph up to u = 0, by the flow of the blow-up vector field (24). (24), we add˙ = 0 to the equations, and just study one singular point (u, Y , r, ) = (0, 0, 0, 0) for a fourdimensional system. In this point of view, we can directly use a normal form result of Bonckaert [3] , to locally write the extended system in the equivalent (finitely smooth) form The proof of this lemma can be found in [8] ; there it is stated in the C ∞ setting, but it can easily be adapted to a finitely smooth context. Let us continue and concentrate on the proof of Proposition 3. 
dz .
Shortening notations and writing
This integral is almost in the form of Lemma 1: we just have to deal with the factor U in the de- 
The second integral in the right-hand side is in the form of Lemma 1, as for the first part: we have
To conclude, we have shown that
for some sufficiently smooth functions α and β that also depend smoothly on (r, , B, λ). Furthermore, Recalling the introduction of this subsection, it is clear that only remains to study the passage
. This is done in the family chart. In this chart, the curve is given by
where γ is C k . In the family chart, we consider r = u as a regular variable, and observe that is a singular perturbation parameter. It is important to realize that the slow dynamics of this family of vector fields are less degenerate than the slow dynamics in the original equations; in fact, the purpose of blowing up the origin in (x, y, r)-space is precisely to obtain a more regular situation:
the slow dynamics are characterized by a regular flow box, with possible some isolated saddle-node singularities. This case has already been treated by the authors: the results in [8] apply to the vector field in the family chart to show that the orbits through the above curve form a smooth manifold until the section {x = 0} is reached. The smoothness needs to be expressed in appropriate blowup coordinates-we refer to [8] for details. Nevertheless, a consequence of the smoothness results obtained in that paper is that the intersection with {x = 0} yields a C k -smooth curve (we refer to Theorem 3.2 of [8] ). This proves Theorem 2.
Proof of Theorem 3
Theorem 2 deals with the smoothness of ϕ + w.r.t. variables (s, , r, B, λ) . However, the parameters ( , r, B) are rescaled variants of original parameters, and it is unlikely that ϕ + is smooth w.r.t. these original parameters. Nevertheless, in this section we show that ∂ϕ + ∂s is C k -smooth w.r.t. original parameters, as well as
∂s . In order to obtain the smoothness w.r.t. original parameters, it suffices to notice that ∂ϕ + ∂s is sufficiently flat w.r.t. r and . Indeed, we have
so by the chain rule any partial derivative w.r.t. b 0 , b 1 and b 2 can be written in terms of partial derivatives w.r.t. r, B 0 and B 2 , divided by appropriate powers of r:
Similarly, keeping in mind Remark 2 in the beginning of Section 2, we also need to show the smooth- In order to show the required flatness, let us recall Eq. (11) 2 r
.
We will decompose the integral in the exponent in several parts, and the flatness part will be shown by means of a detailed study of the integration path in the phase rescaling chart, i.e. the passage from u = u 0 towards r = r 0 . The part of the integral from the initial section towards u = u 0 corresponds to the passage along the normally hyperbolic branch of the critical curve, where the divergence can be assumed strictly negative. In this part of the proof, we only aim at obtaining a rough upperbound for the integral of the divergence and can hence bound this part of the divergence integral by 0. The part of the divergence integral from r = r 0 towards the final section {x = 0} can be studied in the family chart. Also there, the divergence integral is negative, and hence bounded from above by 0: this easily follows from the study in [8] .
Let 
Proof of Theorem 4
Given the integral of the divergence
,λ from the initial section Σ 1 to {x = 0}. In order to obtain the smoothness of ∂I ∂s , we split up the integral in three parts by introducing two sections Σ 2 and Σ 3 and individually studying the integral of the divergence from Σ 1 to Σ 2 , from Σ 2 to Σ 3 and from Σ 3 to {x = 0}.
We choose Σ 2 = {x = x 0 }, for some x 0 > 0 close to 0 (exactly how close will be revealed later). Using the y-coordinate as regular coordinate on Σ 2 and denoting it y 0 , the transition map from Σ 1 to Σ 2 is then expressed by
for some C ∞ function ψ 2 (the smoothness follows from Proposition 1).
We choose Σ 3 = {x = Mr}, for some (large) M > 0. Using y = r −2 y as a coordinate on Σ 3 and denoting it y 0 , the transition map from Σ 1 to Σ 3 is expressed by y 0 = ψ 3 (s, , r, B, λ) .
The C k -smoothness of ψ 3 w.r. t. (s, , r, B, λ) is specified in Proposition 3. Note that ψ 3 may be not as smooth w.r. t. (s, , b, λ) . We now have
In this expression, I 1 is the integral of the divergence taken between Σ 1 and a Σ 2 ; I 2 (s 2 , , b, λ) is the integral of the divergence along an orbit of X ,b,λ starting at (x 0 , y 0 ) until it reaches Σ 3 , and I 3 is the integral of the divergence along an orbit of X ,rB,λ starting at (x, y) = (Mr, r 2 y 0 ) until it reaches {x = 0}.
The derivative of the divergence integral, multiplied by 2 , is given by 2 
∂I ∂s
The first term in the right-hand side has been studied in Proposition 2, is C ∞ and contributes the essential part of ∂I ∂s : 
The proof of this proposition is the core in the proof of Theorem 4, but before stating it, let us continue by looking at the third term in (29).
The passage from Σ 3 : {x = Mr} to {x = 0} can be treated entirely in the family chart of the blowup (14) . Therefore, we relate the divergence integral I 3 to the divergence integral of the blown-up vector field X (3) ,B,λ . To that end, we state the following lemma: 
where dt = dt/h.
Using this lemma, it is easy to see that the divergence integral of I 3 can be calculated using the blow-up vector field
,B,λ dt, where one integrates along orbits of X
,B,λ between x = M and x = 0 along the orbit through (x, y, u) = (M, y 0 , r). Recall thatu = 0 in X (3) ,B,λ , so in fact we study orbits of an (r, , B, λ)-family of vector fields given by ẋ = y,
The analysis of the divergence integral, and more particularly its derivative w.r.t. y 0 , is covered by a previous article of the authors [8] . There, the paper deals with situations where the slow dynamics may have singularities, but they should be located away from the contact point. Indeed, the slow dynamics of the above problem is given by
and only has isolated singular points away from x = 0. This proves the smoothness of the derivative of the divergence integral ∂s is also -flat up to any required degree, implying that the above expression vanishes for = 0.
Let us now go back to the treatment of
. Also here, we use Lemma 2 to relate the divergence integral to the divergence integral of the blown-up vector field, this time in the phase-directional chart.
In the phase-directional rescaling chart, the blow-up transformation is given by (x, y, r) = (u, u to obtain, after division by a positive factor, expression (24) which we repeat here for the sake of convenience: 
λ).
In the comparison of I 2 with the integral of divergence of (30), these remainder terms are evaluated at the start point and end point of the studied orbit.
At the start point, we have (u, r) = (x 0 , r/x 0 ), so the remainder term is a term 
Proof of Theorem 5
The initial section Σ 1 can be used to integrate orbits both in backward and in forward time. Let ∂s is the derivative of the slow divergence integral, as defined in Definition 2 (but in this context it is the sum of two contributions: one along the normally hyperbolic branch, and one along the normally repelling branch). Using the conditions in Theorem 5, we know that ∂ I ∂s = 0, and therefore the above expression has no zeros near ( , b) = (0, 0). As a consequence N 2. This finishes the proof of Theorem 5.
Proof of Theorem 6
Following the assumptions made in preparation of formulating Theorem 6, we know that the ω- 
The first term deals with the integral of the divergence along a normally hyperbolic branch of the critical curve, and by Proposition 2 ∂σ , when we take (δ, μ) sufficiently close to (0, 0). 
Remark 9.
From the proof it is clear that we do not need to take Σ 1 within the domain on which Ψ δ,μ,ν is defined, as long as we already know the divergence integral to be smooth between Σ 1 and a section Σ 2 like in the proof just given.
Applications of Theorem 6
Application to [1]
A first application concerns [1] . This paper essentially deals with the cyclicity of the degenerate graphics DI 2a from the programme set up in [14] to solve the finiteness part of Hilbert's 16th problem for quadratic systems. The study in [1] was not complete (see Theorem 6 of [1] ) since a subset of the unfolding parameters had to be discarded. The systems whose cyclicity could not be treated in [1] can be written, up to a linear equivalence and a reparametrization, as
with
K is finite, but arbitrarily large. The problem in [1] that could not be treated is now solved by applying Theorem 6. For that we of course need to check that the conditions expressed in Theorem 6 are fulfilled.
The slow curve is situated at infinity in a Poincaré compactification of the plane. A graphic DI 2a (see Fig. 5 ) is a slow-fast cycle containing a single fast curve and a single slow curve with a unique contact point. The slow dynamics that are encountered in [1] can have singularities. When these singularities are situated away from the contact point, the results of [8] apply. However, a singularity can also show up at the contact point and the most complicated situation is exactly the one studied in Theorem 6 as we will check now.
We therefore compactify (33), as has been done in [1] , leading to the following expression near the contact point (we use the notation of expression [1, Eq. (24) ], adapted to (33)):
Reduction to the prepared form
Introducing y = r(1 + x 2 ), we change (34) into
We now use (X,
As we have seen in Theorem 6, the control of the slow divergence integral can be done in the original coordinates (34), permitting to rely on the expressions of I that, for the chosen parameter values, have been calculated in [1] .
There is of course no need to restrict the calculations of I to some neighbourhood of the contact point, since away from it we can use the results presented in previous papers.
As already mentioned, the slow-fast cycles under study in [1] have to be considered in a Poincaré compactification. They consist of a fast orbit in the finite plane and a slow curve in the circle at infinity, as in Fig. 5 .
In the coordinates used in expression (34) the line at infinity is given by {r = 0}. The ω-limit of the fast orbit is given by (x, r) = (x 0 , 0) and the α-limit by (x, r) = (x 1 (x 0 , λ), 0) , using the notations from [1] . We denote the related slow-fast cycle by Γ x 0 .
The slow divergence integral along the slow curve of Γ 
where x 1 = x 1 (x 0 , λ) and x 1 stands for 
The slow dynamics is given byẋ
There is a simple zero at x = − For A = 0, expression (44) has a definite sign in the chosen region and the cyclicity is bounded by two if one restricts x 0 to a compact subregion in ]0, |1/A|].
Remains to look at what happens near A = 0, at which value I ≡ 0. Fortunately, expression (33) represents a center when λ = A = r 1 = 0. We can now continue like in Section 3.7 of [1] , paying attention to the specific situation under consideration. We also remark that the slow dynamics is regular outside the origin.
Recall the definition of I(x 0 , λ, r 0 , r 1 , A) , and consider I(x 0 , P ) with P = (λ, r 0 , r 1 , A) 
From (46) and (47) 
It has been proven in Section 3.7 of [1] that 4 is an upper bound for the number of zeros of (49), multiplicity taken into account, hence also for the number of zeros of (48), as long as we take (r 1 , A, λ) = (0, 0, 0), but sufficiently close to (0, 0, 0).
This result permits now to complete the statement presented in Theorem 6 of [1] . We do not wish to repeat the statement of this theorem here, since it would need copying almost the entire Introduction (5 pages) of [1] . In terms of the notations used in [1] , Theorem 6 does not provide results for parameter values near the subset denoted by C 2,3 . In terms of the notations used in expression (33), this set C 2,3 agrees with (λ, r 0 , r 1 , A) = (0, 0, 0, A).
We now have that for parameter values near these values the cyclicity is bounded by 6, and even by 2 when A stays uniformly away from A = 0. [13] A second application concerns [13] . This paper deals with the finite cyclicity of degenerate graphics in quadratic systems, having a line of singular points in the finite plane. It more specifically treats the graphics DF 1a and DF 2a from the programme, set up in [14] , to solve the finiteness part of Hilbert's 16th problem for quadratic systems. The study in [13] was not complete (see Theorem 3.1 of [13] ), since it was not possible to deal with the cyclicity of systems (see (18) The slow dynamics that are encountered in (50) can have singularities. When these singularities are situated away from the contact point at the origin, the results of [8] apply. However, a singularity can also show up at the origin and the most complicated situation reveals to be exactly the one studied in Theorem 6 as we will check now. For = 0 system (50) has a nilpotent singularity at the origin, and bringing such quadratic system to a normal form has been studied in [5] . Let us however present explicit calculations since we do not need a full normal form.
Application to
We 
We can now proceed further like in the first application (see Section 4.1) concerning [1] (see treatment of expression (36)) to show that Theorem 6 can be applied.
As we have seen in Theorem 6, the control of the slow divergence integral I can be done in the original expression (50), permitting to rely on the expressions of I that, for the chosen parameter values, have been calculated in [13] .
Again there is no need to restrict the calculation of I to some neighbourhood of the contact point since away from it, we can use the results presented in previous papers. For the rest of the presentation we will heavily rely on [13] , using the same notations as there and working with expression (50).
The slow-fast cycles under consideration are presented in . 6 . Slow-fast cycles in [13] .
We could now also improve the results of [13] for the case b = 0, but this would require a lot more calculations. We prefer not to add it in this paper.
