The stability of double homoclinic loops  by Han, Maoan & Wu, Yuhai
Available online at www.sciencedirect.com Applied 
• o , . . . .  (~o , . .o . .  Mathematics 
Letters 
Applied Mathematics Letters 17 (2004) 1291-1298 
www.elsevier.com/locate/aml 
The Stability of Double Homoclinic Loops 
MAOAN HAN AND YUHAI WU 
Department of Mathematics, Shanghai J ao Tong University 
Shanghai 200030, P.R. China 
(Received September $003; accepted October $003) 
Communicated by M. Levi 
Abstract--Suppose a central symmetry C °O planar system has a double homoclinic loop L. By 
using normal form theory and Poincar~ maps, we study its inner and outer stability and give two 
series of constants for determining its inner and outer stability. These two series of constants are 
closely related to each other. ~) 2004 Elsevier Ltd. All rights reserved. 
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1. MAIN  RESULTS 
Consider a planar system of the form 
=/(x ,  u), 
= g(x, y), (1.1) 
in which 1, g G C °° and satisfy f ( -x , -y )  = - f (x ,  y), g ( -x , -y )  = -g(x,  y). Suppose that 
system (1.1) has a double-homoclinic loop L with a saddle point O at the origin. We can denote 
it by L = LI (AL2 (J {O}, where L~ (i = 1,2) are homoclinic loops. We will suppose L is isolated, 
that is, there is no periodic orbit in a neighborhood of L. 
As we know, if there exists a neighborhood U of L such that w(A) = L (o~(A) = L) for any 
points A in the intersection of U and the exterior of L, then L is said to be out stable (unstable). 
If w(A) = L1 (a(A) = L1) for any points A in the intersection of U and the interior of L1, then 
L1 is said to be inner stable (unstable). 
It is well known that [1-3] for (1.1), if CI = (fx + gu)(0) < 0 (> 0), then L is out stable 
(unstable) while L1 and L2 are inner stable (unstable). Thus, in the following, we will suppose 
C1 = 0. Also, for definiteness, we assume that L is oriented clockwise. 
From [4-6], for any natural number n > 2, there exists a C °o coordinate change 
(1.2) 
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with T( -x ,  -y )  = -T (x ,  y) such that system (1.1) locally becomes the C °o system 
yl = ~ ~yl(y~y~)~-~ + y l (y~)~R1 = Y1(~1, ~), 
n 
nR 
where bl = -a l  < O, R1, R2 ~ Coo, and Y~(-y~,-Y2) = -Y~(Yl,Y2), i = 1, 2. 
From (1.3), we have 
(1.3) 
0(f, g) (0, 0) (oo 
then we have the formulae of C2 given by 
1[ 
C2 = ~ fxxx -- fxyy q- gxxy -- gvyy 
-{" - -  (fxy (fyy -- fxx) -{- gxy (gyy -- gxx) -- fxxgxx -{- fyygyy) • 
al (0,0) 
Now we give the main result of this paper below. 
THEOREM. There exist constants ~2,/33,~4,''" and ]3~,j3~,~,.. .  such that 
(i) if ~2 = ~3 . . . . .  tim--1 = 0, /3rn # 0, then the homocfinic loops L1 and L2 are inner 
stable (unstable) as/3m < 0 (> 0); 
(ii) ff fl] = fl] . . . . .  ~*-1 = O, fl~ ~t O, then the homoclinic loop L is out stable (out 
unstable) as j3* < 0 (> 0); 
(~i) &j+, = (-1)JZ]~+~ = (-1)Jcj+,,/32j = (-1) J - l~; j  fo~ au j > 1. 
If L is out stable (respectively, unstable) and Li (i = 1 or 2) is inner stable (respectively, 
unstable), we say that L and Li have the same type of stability. 
Then, the following is immediate from the above theorem. 
COROLLARY. Let/~1 = (fx -b gy)(0). Suppose ~j = 0 for j = 1 , . . . ,  m - 1, and tim ~ 0 with 
m>l .  
(i) gm = 4k + 1 or 4k + 2 for some k >_ O, then L and Li, i = 1,2, have the same stability 
type. 
(ii) Hm = 4k ÷ 3 or 4k q- 4 for some k > O, then L and Li, i -- 1,2, have different stability 
type. 
REMARK 1. The constant f12 has the same sign as the value ~L~ [fz ÷ gy --/31] dr. 
REMARK 2. From [2], we know that if fll = f12 = 0, /33 = -C2  ¢ 0. Then, L is out stable 
(unstable) and L1 and L2 are inner unstable (stable) as C2 < 0 (> 0), which is a special case of 
the theorem above for m -- 3. 
In the next section, we present a proof of the theorem above. At the end, we will provide 
an example to show a technique to obtain small and large limit cycles from L by changing the 
stability. 
dY-A - Y~ -1  + ~ C~(~ly~) -1 + (yly2) ~ , (1.4) 
dyl Yl ~=2 
where R E Coo and Ci are constants. It is easy to see that if ai -{- bi = 0 for i = 2 , . . . ,  k, k < n, 
then C~ -- 0 for i -- 2 , . . . ,  k, and Ck+l = (ak+l ÷ bk+l)/al. From [7], if 
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2. PROOF OF  THE MAIN RESULT  
Consider system (1.3). We may assume al > 0. Without loss of generality, we can suppose 
that the normal form equation in (1.3) holds in the square lYil -< P, i = 1, 2, where p is a small 
positive number. 
Let a 6 (-p,p) be a real parameter and let 11 = {A1 +ant}, 12 = {A2 +an2}, 13 = {A3 +an3}, 
14 = {A4 + an4} be cross sections passing through points At(O, p), A2(p, 0), A3(0,-p),  A4(-p, O) 
and having directions nl = (1, 0), n2 = ( -1,  0), n3 = (-1,  0), n4 = C 0, -1) ,  respectively. 
Denote by Q1 = (p, ql(r)) the first intersection point of the positive orbit of (1.3) through 
Pt(r,p) with 12. We call the function ql : (0,p) --* (0,p) defined in this way a Dulac map. 
Similarly, let Q2 = (p, -q2(r)) be the first intersection point of the positive orbit of (1.3) through 
point P2 = ( r , -p )  with 12. Then, we have a Dulac map q2: (0,p) ~ (0,p). If we define q~(0) = 0, 
then qi is continuous on [0, p). 
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Figure 1. 
From [6], we have 
ql(r) = r - C2p [r 2 lnr(1 + o(1))] - 03p 2 [r 3 lnr(1 + oil)) ] . . . .  
_ C .p . -1  ln (1 + o(1))] + ¢., (2.1) 
where Cn is of C ~ for 0 <_ r << 1, and n-fiat at r = 0. 
The function q2 has a similar expression to (2.1). What is more, the expression of q2 is closely 
related to that of ql. In fact, we have the following. 
LEMMA 2.1. Dulac map q2(r) defined above has the [ollowing expression: 
q2(r) = r + C2p [r 2 lnr(1 + oil)) ] - Cap 2 [r 3 lnr(1 + oil)) ] + . - .  
"4" ( -1 )nCnp n-1 [rnlnr(1 + o(1))] + ¢,~, 
where Cn is of C °° for 0 _ r << 1 and n-fiat at r = O. 
PROOF. Consider system (1.4). We make a transformation 
z l=y l ,  z2=-y2 ,  (2.2) 
so that system (1.4) is transformed to 
n 
Zl -'~ E ( - -1 ) i - - l a i z1 (z l z2)  i - I  ~- zl(ZlZ2)nR1, 
i=l 
h = + 
i=l  
(2.3) 
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Hence, similar to (1.4), we have 
dz2 = z_22 -1  + Oi (Z lZ2)  i -1  + (Z lZ2)  n - . (2.4) 
dzl Zl i--2 
Since equation (2.4) can be obtained by (1.4) under the transformation (2.2), it follows that 
Ci -- ( -1 ) i - lC+ Thus, similar to (2.1), we have 
(/1 (r) = r - C2p[r 2 lnr(1 + 0(1))] - C3p2[r 3 lnr(1 + 0(1))] . . . .  
- C .p~- l [~ ln~(1 +0(1) ) ]  + ¢~, 
with ¢~ being Coo for 0 <_ r << 1 and n-fiat at r --- 0, where ql : (0, p)  --+ (0,p) denotes the Dulac 
map of equation (2.3) from/1Ix>0 -~ 12. By (2.2), it is easy to see that the images of points 
P2(r,-p) and Q2(p,-q2(r)) under the transformation (2.2) are (r,p) and (p, q2(r)), respectively. 
Hence, we have q2 -- ql. The proof is completed. 
We denote A~ -- T- I (Ai )  and let l~ be a cross section through A S and parallel to vector 
I I " I n; = (-g(Ai)  , f(A~))/[(-g(A~),/(A')) I .  
Let P~ (respectively, Q~) be the intersection pointof the orbit of system (1.1) passing through 
T- I(P1) with l~ (respectively, l~), and P~ (respectively, Q~) be the intersection point of the orbit 
of system (1.1) passing through T-I(P2) with l~ (respectively, l~). 
Let D1 : l~ -+ l~ and D2 : l~ -~ l~ denote Dulac maps of (1.1). 
Then, we can write 
P~ = A' 1 + un'l, 
P~ = A'~ + vn'~, 
Qi = AS + D1 (u)n~2, 
Q~2 = A~ + Dl(v)n~2, 
where 0 < u << 1, 0 < -v  << 1. 
There ex/st C °O function wi, i = 1, 2, 3, with w~(O) = O, w~(O) > 0 such that for LEMMA 2.2.  
0<r<<l ,  
= ~,( r ) ,  , = ~3( - r ) ,  for Irl << 1, 
(2.5) 
D l (u )  - - - -  w2(ql(r)), D2(v) = w2(-q2(r)), for 0 < r << 1. 
PROOF. Here, we only prove the first one. The other three can be proved similarly. 
In Section 1, we mentioned that (1.1) can be transformed to (1.3) by the coordinate 
change (1.2). Further, for simplicity and without loss of generality, we can suppose 
.f(=, y) = ,~  + o (Ix, y12), g(x, y) = -a~y + o (Ix, y12), (2.8) 
near the origin (Ix] < p, lYl < P, for example). In this case, the transformation T in (1.2) has the 
form 
T(x ,y )=(x ,y )T+o( Ix ,  yl2), for Ixl _< p, lyl<_p. (2.7) 
Let P~ = T-I(p1).  Then, the inverse T -1 of T carries the orbit of (1.3) passing through P1 to 
the orbit of (1.1) passing through P~ and/)1". By the mean value theorem for vector functions 
and using (2.7), we have 
P~ - A t -- T- I (p1) - T- I (A1)  
f = D (T -9  (A, + ~(P~ - AO)(P~ - A~) a~ (2.a) 
= (~, o) + o( r ( r  + v)) 
= ~n*(~), 
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Figure 2. 
where n*(r) = (1,0) + O(lr I +p) is a vector near nl as long as we take constant p small enough. 
Obviously, n* (r) is Coo in r for Ir[ small. Denote by l~ the image of the cross section 11 under T -1. 
That is, l~ = T - l ( l l ) .  Then, it follows from (2.8) that the tangent line of l~ at A t denoted by 1 h 
is the horizontal line passing through A t. Let ¢ denote the angle between l~ and l h. Then, 
¢ e [0, ~/2).  
Consider triangle AP~A]P~. We have 
* l I I I * - -  ZP~ AxP i --* ¢, Ox(r) = ZA1p ip ;  ~ 7r2, 
02(r) = AA~IP~P~ --* -~ - ¢ =_ 0 e O, , 
(2.9) 
A 
I * as r --~ 0. Since the orbit arc P~P~ and l~ are both smooth, 01 and 02 are C °o in r. Noting that 
ru >_ O, we have 
sign(r).  IP~' - All = u. (2.10) 
Similarly, by (2.8), we have 
sign(r). [P~' - A~I = rK(r) ,  (2.11) 
where K is C °o at r = 0 and K(r )  = In*(r)l = 1 + O(JrJ +p)  for Irl +p small. On the other 
hand, by the sine theorem, we have 
Thus, by (2.9)-(2.12), we obtain 
I P i * -A~I= [P~-A~I  
sin 01(r) sin 02(r) " 
(2.12) 
sin02(r) . . . .  
'~ = ~in 0~(,9 r*~ tr) = rR( r ) ,  
where/~ is Coo at r = 0 and K(0) = sinO+O(p) > 0 forp small. Hence, we have Wl(r) = rR(r) .  
The proof is completed. 
The above lemma is an improvement of Lemma 2.1 (see [2]), since the variables r and u here 
need not be positive. Note that both (1.1) and (1.3) are central symmetric. We have the following 
lemma. 
LEMMA 2.3. It holds that wl = w3. 
By (2.5) and Lemma 2.2, we have immediately the following lemma. 
LEMMA 2.4. It holds that D1 owl  --- w2 o ql, D2(Wl ( - r )  ) = w2(-q2(r) . 
We now can prove our theorem. Let F denote the regular map from l~ to l~. Let Fi -- F o Di, 
i -- 1,2. From the symmetry of (1.1), L is out stable (unstable) if Fl(u) < u (> u), for 0 < u << 1; 
and Li is inner stable (unstable) if F2(v) > v (< v), for 0 < -v  << 1. 
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By Lemma 2.3, we have 
F1 owl  = F o w2 o ql, t;'2 o w i ( - r )  = F o w2 o (-q2(r)).  
Let _P = w~ -i oFow2.  Then, R • C °O with F(0) -- 0, _]~'(0) > 0, and Fi (u)  < u for 0 < u << 1 if 
and only if 
(p  o ql) (r) < r, for 0 < r << 1, 
while F2(v) > v for 0 < -v  << 1 if and only if 
P o ( -q~(~))  > - r ,  for 0 < ~ << 1. 
Let P have the following formal expression: 
[~(x) = d lx  + d2x 2 + dsx s +. . .  , dl > O. 
Then, noting that  q~ -- r~(1 + oi l))  , by (2.1) and Lemma 2.1, we have 
(_P o ql) (r) - r = (dl - 1) r - dl [C2pr 2 lnr(1 + o(1)) + C3p2r 3 lnr(1 + oi l))  + . . .  ] 
+ d2r2(1 + 0(1)) + d3r3(1 + 0(1)) + . - . .  
Define 
Then, Conclusion (ii) follows. 
In the same way, we have 
~k- l  = Ck, fl~k = dk, k > 2. 
o (--q2)(r) + r = (1 -- dl) r - dl [C2pr 2 lnr(1 + o(1)) - Cap2r 3 lnr(1 + o(1)) + . . .  ] 
+ d2r2(1 + o(1)) - dara(1 + o(1)) +- . - .  
Then, we can define 
/~2 -- dt - 1, j32k-1 = (--1)k-lCk, /~2k = (--1)k-ldk, 
which yields Conclusion (i). 
It is obvious that  
k>2,  
This finishes the proof of the theorem. 
Since C1 -- 0, from [1,5] we know that  dl -- exp{fL2(fx + gy)dr}. 
Finally, let us see an example. 
EXAMPLE. Consider a planar polynomial system of the form 
5c = H~ + ~ [bx + cx 3 + a l laH] ,  (2.13) 
= -Hx  - ~H~H,  
where H -- - (1 /2 ) (x  2 - y2) + (1/4)x ¢, 0 < ~ << 1. It is easy to see that  when ~ -- 0, (2.13) has a 
double homoclinic loop L : H -- 0, which is clockwise oriented. Denote by L1 (respectively, L2) 
/~2kq-I = ( - - I )  k, Ck.~l = ( - - l )k~k+l ,  ]~2k = (- - l )k- - l~k,  k > I. 
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the homoclinic loop lying in the left-hand side (respectively, right-hand side) of the y-axis. Let 
us compute the Melnikov function of (2.13). In fact, 
M(a, b, c) = L2 Q(x, y) dx - P(x, y) dy 
~2 Q(x, y) dx Hx = + P(x,y)-~ydx 
= IL [ -H"H + (bx +cx3 +aHxH)-~v] dx 
2 
= 2 [~ (b~ + ~3) (_~ + x3) 
, o  -U-$7--VI7 <~ L~I2 
= 2~ (b+ 2csin'~) ( -~s in~ + 2~sin' <) d~ 
= 4(55  + 12c), 
where P(x, y) = bx + ex 3 + aHxH, Q(x, y) = -HyH. 
Denote by d(a, b, c, e) the distance function between the stable manifold and unstable manifold 
of (2.13) at the origin along a cross section passing through a regular point on L1. Then, 
d(a, b, c,e) = Ne(M(a, b, c) + O(e)) with N a positive constant. Using the implicit function 
theorem, we can deduce that there exists a function ~(a, b, z) = -(5/12)b + O (E) such that (2.13) 
has a unique double homoclinic loop Le if and only if 
c = v(~, b, e) = -~b + o@). (2.14) 
For (2.13), we have 
div(2.13)l(0,0) = e O~x + = be. 
Thus, when div(2.13)l(0,0 ) = 0, we have 
(2.1s) 
dl-_e a, 
where 
a -- ~L div(2.13) dt 
2 
= ~ (3cx ~- + all2 - Hi) dt 
2 
= ~ (3~ + all2 = Hi) dx 
: H~ 
= 2 [~ 3~ +~(-~ + ~)~-~" (1- ~'12) dx 
Jo xV~ - x2/2 
L~/2 
=2V~ [(3c-1)V~sint+vf2as int( - l+2sin2t)2+v~sin3t]  dt 
---- ~5(--5 + 7a + 45c)6. 
Notice that when b = 0, c = 0, the curve defined by H -- 0 is a homoclinic loop. From (2.14), we 
know that ~o(a, 0, e) = 0. This shows that if (2.13) has a homoclinic loop with div(2.13)I(o,o) = 0,
then c -- 0. Hence, L~ -- L if b -- c -- 0. 
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By (1.5), 
24 5 
C2 = (2 + 2a)z = ~-E > 0, for a = 7" 
Thus, from the theorem and lemma in Section 1, if b = c = 0, we can deduce that Le is stable 
(unstable) for a > 5/7 (< 5/7), is out unstable and inner stable for a = 5/7. 
We remark that we can use the stability of L~ to discuss limit cycles of (2.13). 
Note that equation (2.13) has precisely two singular points (~1, 0) inside L, for b = c = 0 
and e small. By equation (2.14), we have div(2.13)[(±l,0) = (6/4)(1 - 2a) = -(3/28)¢ < 0 for 
a = 5/7 and b = c -- 0. Thus, the singular points (±1, 0) are both asymptotically stable. Hence, 
the Poincar~-Bendix~on theorem implies that there are two small unstable limit cycles F1 and I"2 
surrounding (-1,0) and (1, 0), respectively. By the above discussion on the stability, we know 
that L, has changed its inner stability for a > 5/7 and its out stability for a < 5/7. Thus, two 
small new stable limit cycles are bifurcated from it for -1  << a - 5/7 < 0 and a large unstable 
limit cycle is bifurcated for 0 < 5/7 - a << 1. 
Now we fix a satisfying -1  << a - 5/7 < 0. Let -1  << b < 0 and c satisfy (2.14). Thus, 
div(2.13)](0,0) < 0 so that Le has changed its stability both inside and outside and three more 
unstable limit cycles (one big and two small) emerge. 
Finally, keep b constant and choose c such that 0 < c - ~(a, b, ~) << 1. Then, the homoclinic 
loop L, has broken. Using the Poincar&Bendixson theorem, we deduce that two more stable 
limit cycles appear. Therefore, (2.13) can have nine limit cycles. See Figure 3. 
Figure 3. The phase portrait of (2.13). 
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