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The equation X, ?!= Xz & W(X, +X2) with W uniform (0, 1) distributed and W, X, and XI independent, 
is generalized in several directions. Most importantly, a generalized multiplication operation is used in 
which subcritical branching processes, both with discrete and continuous state space, play an important 
role. The solutions of the equations so obtained are related to the concepts of self-decomposability and 
stability, both in the classical and in an extended sense. The solutions for tQ+-valued random variables 
are obtained from those for Z+-valued random variables by way of Poisson mixtures, There are also 
some new results on (generalized) unimodality. 
stability equation * processes with stationary independent increments * branching processes * stable, 
self-decomposable and infinitely divisible distributions * Poisson mixtures 
1. Introduction and summary 
Let X( .) = (X( t)),Zo be an [W-valued stochastic process, continuous in distribution, 
with X(0) = 0 and with stationary, independent increments. Such an X( .) will be 
called a continuous-time S-process; as its distribution is determined by the 
(necessarily infinitely divisible (infdiv)) distribution of X(l), we will speak of an 
sii-process generated by X(1). A discrete-time sii-process is just a random walk 
X( . ) = (X(n)),,,+ starting at zero; the generating r.v. X( 1) now need not be inf div. 
Recently, several papers have appeared on the characterization of (discrete- or 
continuous-time) sii-processes X( .) by a stability equation of the following type: 
X(a) 2 W”“X(b), (1.1) 
where 0 < a < b, LY > 0 and W is uniformly distributed on (0, 1) and independent 
of X( .). Equation (1.1) was solved for general X(v) by Artikis (1982) (only for 
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(Y 2 1 and with an incomplete proof) and by Alamatsaz (1985), who pose the problem 
in terms of characteristic functions. The case a = 1, b = 2, o = 1 was also solved by 
Runnenburg (1985) for general X( . ), and was shown to characterize the exponential 
sii-process by Kotz and Steutel (1988), if X( .) is supposed to be [W+-valued. Similar 
characterizations (of both W and X( . )) in the [W+-case are considered by Yeo and 
Mime (1989a, b), by Chang (1989) and by Huang and Chen (1989). 
Alzaid and Al-Osh (1990) consider a discrete analogue of (1.1) for a = 1, b = 2; 
they solve the equation 
X(1) 1 w”” 0 X(2) (1.2) 
for a Z+-valued (discrete-time) sii-process X( . ). Here 0 is the standard ‘discrete 
multiplication’ as introduced by Steutel and van Harn (1979): for independen r.v.‘s 
V and X with V (0, l)- and X E+-valued the product V 0 X is binomially 
distributed with parameters X and V, i.e., the probability generating functions 
(p.g.f.‘s) of V 0 X and X are related by 
5 
I 
Pv,:;x(z) = P,(l-u+uz)P, (dv), (1.3) 
0 
where Pv is the distribution of V. For W uniformly (0, 1) distributed one can show 
that 
wox^[w(x+l)], (1.4) 
where [r] denotes the largest integer not exceeding r. The equation that results by 
rewriting (1.2) with cr = 1 using (1.4), is solved by Artikis (1989). 
In this paper we will characterize nonnegative sii-processes X( . ) that satisfy the 
stability equation (1.1) or (1.2) (generalized in the spirit of (l.l)), where the standard 
multiplications. and 0 are replaced by more general ones: 0 c and 0 F, respectively. 
Here C and F are semigroups of cumulant and probability generating functions 
such as occur in subcritical, continuous-time branching processes with state spaces 
lR+ and Z,, respectively. The results that will be obtained, imply interesting properties 
of these branching processes. 
One of the main things we want to show (see Section 5), is the fact that all of 
the results in the IL!+-case can easily be deduced from their Z+-counterparts by way 
of Poisson mixtures; see the Appendix for an account on mixtures and other 
auxiliaries. Therefore, we start with the Z+-case. The basic facts on the multiplication 
0, and on corresponding results on F-self-decomposability and F-stability are 
collected in Section 2; see van Harn et al. (1982) for more details. In order to solve 
the above mentioned stability equation for Z+-valued sii-processes, in Section 3 we 
consider the following more general equation for Z+-valued r.v.‘s X: 
x 1 W”‘r 0 F {X + S}, (1.5) 
where S is Z+-valued and independent of X. Using a representation of the limit of 
a certain branching process with immigration as t + CO, Steutel et al. (1983) show 
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that any solution of (1.5) is F-self-dec. We give (and need for later reference), 
however, a direct proof (analogous to that in Vervaat, 1979, for the standard lR+-case) 
and obtain in this way a characterization of the F-self-dec distributions and, in the 
standard case, of the self-dec distributions that are a-monotone. Then, in Section 4 
a necessary and sufficient condition is given for the stability equation to have a 
solution, and it is shown that any solution X( .) is generated by an F-self-dec r.v. 
of the form Y(T) where Y( . ) is an F-stable process and T is gamma distributed, 
independent of Y( .). This main result can be reformulated as a characterization 
theorem; as an example the geometric distribution is characterized in this way. In 
Section 5 it is shown that the multiplication Oc. on R, can be expressed in terms 
of a multiplication 0 F on Z, by means of Poisson mixtures. This enables us to use 
the results in the Z+-case for characterizing C-self-decomposability and C-stability 
by their discrete counterparts, for deriving canonical representations and for solving 
the equations of Sections 3 and Section 4 in the R+-case. 
We conclude this section by introducing some notations and conventions. All 
r.v.‘s are defined on a common probability space (0, s9, IP) and have values in R, 
w.p. 1, Px denotes the probability distribution of the r.v. X, and E denotes the 
expectation operator induced by P. The trivial case where P(X = 0) = 1, is sometimes 
tacitly excluded. If [E log+ X < ~13, we shall say that X has a finite logarithmic moment 
at 00. All r.v.‘s occurring in the right-hand side of an equation or in an expression 
like V 0 X are independent. The probability generating function (p.g.f.) of a 
+,-valued r.v. X is denoted by Px; the Laplace-Stieltjes transform (LST) of a 
R+-valued r.v. X is denoted by 4,x. 
2. Z+-valued fractions and branching processes 
Let F = ( F,),_-o be a continuous composition semigroup of p.g.f.‘s F, Z 1 with first 
moments less than one, so 
SF := -log F;( 1) > 0. 
Then for u E (0, 1) and a Z,-valued r.v. X the Z+-valued fraction u 0 FX is defined 
(in distribution) by its p.g.f. as follows: 
Pu::),x(z):= Px(F,(z)) (t:=-log u). (2.1) 
The semigroup F determines (the transition matrix of) a continuous-time, subcritical 
Markov branching process (see also Athreya and Ney, 1972). If 2, ( ) = (2, (t)), _. 
denotes such an F-branching process with Z,(O) = X, then (2.1) can be written as 
U OFX ZZx(t) (t:= -log v). 
We shall need some further properties of the semigroup F. It satisfies 
(2.2) 
; F,(z) = u(F,(z)), 
F,(z)--z 
where U(z) := hi$ ~ 
t . 
(2.3) 
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The subcriticality of F, i.e., c?~- > 0, implies not only that 
limF,(z)=l (OGzsl), (2.4) I-CC 
but also the fact that U(z) > 0 for 0 c z < 1 and 
U(z)-6,(1-z) (ZTl). 
From (2.3) it follows that the function A (well-) defined by 
(2.5) 
A(z):=exp[ - j:&dx] (2.6) 
and decreasing to 0 as zt 1, has the following property: 
A(F,(z))=e-‘A(z) (t30). (2.7) 
Using this relation, one can show (cf. Lemma 3.2 in van Harn et al., 1982) that a 
slowly varying (at 0) function L exists such that 
Finally, the function B defined 
B(z):= 1 -A(z)“!, 
z). 
by 
(2.8) 
(2.9) 
is a p.g.f. with B(0) = 0; it can 
Z,(t)>0 for t+cO. 
be interpreted as the limiting p.g.f. of Z,(t) given 
The special composition semigroup defined by 
F,(z):= l-ee-‘+e-‘z (tzO), 
is called the standard semigroup; it yields the standard discrete multiplication 
introduced in Section 1. This is the closest analogue to ordinary multiplication; we 
denote it simply by 0, without an index l? The quantities 6F, CJ and A in this case 
are given by 
SF = 1, U(z)=l-z, A(z)=l-z. 
A Z+-valued r.v. X is said to be F-self-decomposable (F-self-dec) if for every 
~1 E (0, 1) there exists a r.v. X, independent of X such that 
X is said to be F-stable with exponent y > 0 (F-stable (y)) if independent r.v.‘s 
X1,X*,... exist with Xi z X for all i such that for all n EN, 
xy+x,+. . *-tX,}. 
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Theorem 2.1 (van Harn et al., 1982). A function P is thep.g.j of an F-self-dec r.v. X 
ifs P has the form 
P(z) = exp 
[I 
’ 1% Q(x) & L 1 U(x)’ (2.10) 
where Q is the p.g.j of an inf div r.v. Y with p( Y = 0) > 0 and is such that the integral 
is finite, i.e., such that IE log+ Y < 00. q 
Theorem 2.2 (van Harn et al., 1982). A function P is the p.g.j ofan F-stable (y) r.v. 
X i# P has the form 
P(z) = exp[-cA(z)Y], (2.11) 
where c> 0. The exponent y necessarily satis$es O< ye 8F. Cl 
When using the standard multiplication, we speak of self-decomposability and 
stability, without the prefix F. The following result is in Steutel and van Harn (1979). 
Theroem 2.3. 7’he distribution ( pn)nta+ of a self-dec r.v. X is unimodal. It is monotone 
(nonincreasing) ifsp, d pO. 0 
We conclude this section with some technical observations, needed to solve the 
equations of Section 1. For a (0, I)-valued r.v. V the fraction V 0 FX of a Z+-valued 
r.v. X is defined as the V-mixture of v 0 FX; cf. (1.3) for the standard case. It is 
then easily verified that for CI > 0, 
V”” 0,X 4 V O,IC?I x, (2.12) 
where FI*‘:= F,,, and hence, in an obvious notation, m’“‘= m”“, UC”‘= U/a and 
A’“’ = A”. Now take for V a uniformly (0, 1) distributed r.v. W. Then the left-hand 
side of (2.12) can be interpreted as 
w”” 0,x ^z,( T,), (2.13) 
where T, is an exponentially distributed r.v. with IE T, = l/cy and independent of 
the F-branching process Z,(. ); see (2.2). Turning to the right-hand side of (2.12), 
we observe that, due to (2.3), (2.4) and (2.7), 
pw~-~Fx(z) = Px(F,(z)) em’ dt 
J 
s 
= 
0 
Px(F,(z)) A(A::;;)) & )) $ F,(z) dt 
, z 
1 ’ 1 
=- 
J A(z) z 
Px(x)A(x) - 
U(x) 
dx, 
and hence by (2.6), 
1 ’ 
pwo,x(z) = - J A(z)  P,(x){-A’(x)} dx. (2.14) 
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3. A characterization of F-self-decomposability 
Let W be uniformly distributed on (0, l), and suppose the Z+-valued r.v. X satisfies 
the equation 
x b/m aF{x+s}, (3.1) 
where (Y > 0 and S is a Z+-valued r.v. independent of X. If (Y = 1, then by (2.14) 
the p.g.f. P of X satisfies 
1 ’ 
P(Z)=A(z) _ - 1 f’(x)G(xH-A’(x)1 dx, 
where G is the p.g.f. of S; so 
A(z)P’(z)+A’(z)P(z)=A’(z)G(z)P(z). (3.2) 
Now, using the fact that A’(z)/A(z) = -l/U(z) (cf. (2.6)) together with (2.12), we 
see that for general cr > 0, 
P’(z) 1 - G(z) 
P(z)=a U(z) ’ 
and hence 
P( 2) = exp 
‘l-GHdx 
z U(x) I 
(3.3) 
Conversely, a r.v. X with p.g.f. given by (3.3) clearly satisfies (3.1). Thus, in view 
of Theorem 2.1 and Propositions A.1 and A.3 we can summarize as follows. 
Theorem 3.1. Let a > 0 and let S be a Z+-valued r.v. Then equation (3.1) has a solution 
X, independent of S, ifsS satisfies 
[E1og+ s<co, (3.4) 
in which case the (unique) solution X has a p.g.f given by (3.3) with G = Ps and is 
F-self-dec. 0 
We can also state the following characterization result. 
Theorem 3.2. A Z+-valued r.v. X is F-self-dec ifsX satisfies equation (3.1) for some 
a > 0 and some r.v. S. 0 
We interpret the results in terms of branching processes. Consider a branching 
process with immigration, X( .) = (X(t)),,,, with X(0) = 0, where branching is gov- 
erned by F and immmigration occurs according to a iZ+-valued sii-process, i.e., 
according to a compound-Poisson process with, say, intensity LY > 0 and batch size 
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S which satisfies (3.4). Then, as is shown in Steutel et al. (1983) (see also van Harn 
et al., 1982): 
x(t): X(00) (t+CO), 
where X(a) is F-self-dec with p.g.f. given by (3.3) with G = Ps. Now, from Theorem 
3.2 it follows that this limit X(a) satisfies equation (3.1) and hence by (2.13), 
X(a) ~Z,,,,+s(T,J, (3.5) 
i.e., the stationary distribution can be obtained by independently stopping, at an 
exponentially distributed time T,, an F-branching process Z( . ) (without immigra- 
tion) starated with X(a) + S individuals at time zero. 
Theorem 3.2 provides a generalization of the fact that the distribution (P,,),,~~+ 
of a self-dec r.v. X is monotone iff p,/po< 1; cf. Theorem 2.3. For Q > 0, the 
distribution ( pn)nF++ of a r.v. X is said to be a-monotone if 
n+cu 
P,1+1. <---pn for all nEZ+, 
n+l 
(3.6) 
or, equivalently, if (p,/{T(n + a)/n !})niB+ is a monotone (nonincreasing) sequence. 
Steutel (1988) proves that this is equivalent to the existence of a r.v. Y such that 
x 2 W’i” 0 y (3.7) 
Now, this characterization of Lu-monotonicity together with Theorem 3.2 implies 
the following result, which will be proved elsewhere. 
Theorem 3.3. For CY > 0 the distribution (P,,)~~~+ of a self-dec r.v. X is a-monotone 
$fpI/po~ a. 
4. The stability equation for Z+-valued sii-processes 
Let W be uniformly distributed in (0, l), and suppose the Z+-valued (discrete- or 
continuous-time) sii-process X( . ) satisfies the (generalized) discrete version of 
stability equation (1.1): 
X(a) 0 W”” O,X(b), (4.1) 
where 0 < a < b and (Y > 0. We shall obtain the p.g.f. P of the generating r.v. X( 1). 
As a < b and X( .) has independent increments, the r.v. X(a) satisfies equation 
(3.1) with S:= X(b) -X(a). It follows that, in case LY = 1, the ath power P” of P 
satisfies equation (3.2) with G = Phm“, so 
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or 
A(z)f’(z)=(b/a-l)A’(z)f(z), wheref(z):=P(~)“~‘-1. 
This equation is solved byf( z) = cA( z) “‘-’ for some constant c, which is necessarily 
positive. Solving for P and replacing A by A” to obtain the solution for general 
(Y > 0 (cf. the observation in (2.12)) yield the following preliminary result. 
Proposition 4.1. Let 0 < a < b and CY > 0. Then an sii-process X( . ) satisfies the stability 
equation (4.1) $it is generated by a p.g.j of the form 
where y:= cY(b/a-I), r:= l/(b-a) and c is a positive constant. q 
Another consequence of the observation that X(a) satisfies (3.1), is the fact that 
X(a), and hence X(l), is F-self-dec and therefore inf div; cf. Theorem 3.2. There- 
fore, in determining the values (if any) of the parameters a, b and (Y for which the 
function P given by (4.2) is indeed a p.g.f., we can restrict ourselves to the case 
r = 1. Furthermore, a discrete-time solution X( . ), in case a, b E N, can be extended 
to a continuous-time sii-process. The quantity SF was defined in Section 2. 
Lemma 4.2. Let c > 0. Then the function P,,, fi)r y > 0 defined by 
P,(z):= l 
I+cA(z)~’ 
(4.3) 
is a p.g.f: if y 4 6F and is not a p.g.j if y > SF. 
Proof. Let y d SF. Then the function Q(z) := exp[-cA(z)Y] is an F-stable, and hence 
inf div, p.g.f.; see Theorem 2.2. Since P, can be written as 
P,(z) = 
1 
1 -log Q(z)’ 
it follows that P, is a p.g.f.: it is the p.g.f. of a compound-exponential distribution; 
cf. (A.4). Now let y> (SF, and suppose that P,, is a p.g.f. Since 
P;(z)=-cP,(z)‘$A(z)’ 
and A(z) = (1 - z) “‘J L( 1 - z) for some slowly varying function L (see (2.8)), it 
follows that 
‘-‘:: P;(Z) = -c I$ $ Am = --c ‘:‘:: 
A( 1)’ - A(z)” 
1-Z 
=climA(Z)Yz 
=Tl l-z 
clim(l-z)y’~~~‘L(-~)y=O. 
ITI 
This would mean that P,,(O) = 1, which contradicts (4.3) since A(0) = 1. 0 
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By combining Proposition 4.1 and Lemma 4.2 we now know exactly when equation 
(4.1) has a solution X( *) and what X(. ). rn:)re precisely its generating p.g.f., looks 
like. We prefer, however, to give a represeiatat;cn of X( . ) itself. To do so, let Y( .) 
be an F-stable ( y) process, i.e., a continuous-time (i2+-valued) sii-process generated 
by an F-stable r.v. with exponent y, and let T( .) be a gamma(r) process, i.e., a 
continuous-time (W+-valued) sii-process generated by a gamma distribution with 
shape parameter r > 0. Then from (A.3) and Theorem 2.2 it follows that Y( T( . )) 
is a h+-valued sii-process generated by a p.g.f. of the form (4.2). We can now 
formulate the main result of this section, summarizing the above, in the following 
way. 
Theorem 4.3. Let 0 < a < b, LY > 0 and let F be a semigroup of p.g.f’s with SF > 0. 
Then there exists a Z+-valued sii-process X( .) satisfying the stability equation 
X(a) 2 w”” OFX(b), 
where W is uniformly (0, 1) distributed, zjf the quadrupole (a, b; a; 6,) satisfies 
y:=(~(b/a-1)~s~. (4.4) 
In this case, X( . ) is a solution of the equation ifs it is of the form 
XC.) 2 Y(T(.)), (4.5) 
where Y( . ) is an F-stable ( y) process and T( . ) is a gamma (r) process independent 
of Y( .) with r:= l/(b - a). Any solution is generated by a r.v. that is F-self-dec and 
hence inf div. 0 
Note that the representation of X( .) given in (4.5) is equivalent to 
X(.) ~Z(M(.)), 
where Z( . ) is a discrete-time, Z+-valued sii-process generated by 
(4.6) 
Pzc,,(z)= 1 -A(z)“, (4.7) 
and M( .) is a negative-binomial (r) process independent of Z( .). This follows 
because Y( . ) can be written as Y( .) = Z( N( . )), where N( .) is a Poisson process 
of unit rate (use Proposition A.1 as in the note following formula (AS) in the 
Appendix). 
Theorem 4.3 can be reformulated so as to characterize distributions with p.g.f.‘s 
of the form (4.2). 
Theorem 4.4. Let 0 < y G 8r. and r > 0. Then a Z+-valued r.v. X is of the form 
X ^Y(T) 
218 K. van Ham, F. W. Steutel 1 Stability equations 
with Y( .) an F-stable (y) process and Tgamma (r) distributed independent of Y( s), 
#for some (and then for all) a > 0 the sii-process X ( .) generated by X satisjies 
X(a) 2 W”ioyri o,X(a+l/r), (4.8) 
with W uniformly (0, 1) distributed and independent of X(. ). 0 
There are several interesting special cases; we only consider two, using the standard 
semigroup F: The corollary characterizes the geometric distribution (take y = r = 1; 
see also (4.6)), the example yields the first-return time distribution in a symmetric 
Bernoulli walk. 
Corollary 4.5. A Z+-valued r.v. X is geometrically distributed with lP( X = 0) > 0 ifl 
for some (and then for all) a > 0 the sii-process X (. ) generated by X satisfies 
X(a) 2 W”“ 0 X(a+l), (4.9) 
with W uniformly (0, 1) distributed and independent of X( .). 0 
For a = 1 Corollary 4.5 yields the result by Alzaid and Al-Osh (1990) mentioned 
in Section 1. For genera1 a > 0 equation (4.9) can be viewed as a simple relation 
between negative-binomial distributions with shape parameters a and a + 1, respec- 
tively, both having the same success probability; it is the discrete analogue of the 
relation between gamma distributions given in Huang and Chen (1989). 
Example. Consider the symmetric Bernoulli walk (Sn)ntZ+ with So= 0. Then the 
first-return time T of state 0 has p.g.f. 
PT(Z) = 1 -Jl -z? 
(cf. Feller, 1968), hence the ‘reduced’ first-return time X := i( T - 2) has p.g.f. 
Px(z) = 
1 
l-t_. 
By taking y = $ and r = 1 in Theorem 4.4 one sees that for all a > 0 the sii-process 
X( . ) generated by X satisfies 
X(a) 2 W”” 0 X(a+ l), (4.10) 
which, for a EN, can be interpreted as a simple relation between the reduced times 
of the ath and the (a + 1)st return to 0. Since X 5 $( I - 1) with I the first-passage 
time through state 1 (cf. Feller, 1968), equation (4.10) also relates the reduced 
first-passage times through states a and a + 1. Finally, note that X, whose distribution 
is given by 
1 
P(X = n)=p 
( > 
2n+2 (+),,+I 
2n+l n+l 
(n E H+), 
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is self-dec by Theorem 4.3 and hence is cw-monotone iff (Y 3 i, because of 
Theorem 3.3. 
We examine the solution X( .) of equation (4.1), given by (4.2), (4.5) or (4.6), a 
little further. So, let y s a,,=. First, we note that, since X(a) satisfies equation (3.1) 
with S:= X(b) -X(a), from (3.4) it follows that 
lElog+X(b-a)<~, (4.11) 
where X(b -a) has p.g.f. P,, given by (4.3). Next, differentiation of P given by (4.2) 
yields (cf. the proof of Lemma 4.2): 
A(zjY 
tEX(l)=i-clim-= 
z?l l-z 
where B, defined in Section 2, is a p.g.f. determined by the semigroup E Denoting 
m ‘- B’(l), we conclude that R ‘- 
EX(l)<oo @ y=?jF and mH<o, (4.12) 
in which case 
EX(1) =& mR. (4.13) 
Finally, we interpret equation (4.1) in terms of branching processes. By (2.13) it 
is equivalent to 
X(a) &,,,(TJ, (4.14) 
i.e., the sii-process X( .), viewed as an immigration process, must be such that the 
number of particles at time a has the same distribution as the number that results 
if one lets the particles at time b > a branch according to a dying F-branching 
process during an independent, exponentially (a) distributed time T,,. According 
to Theorem 4.3 such an sii-process always exists if one takes the time T, sufficiently 
large, i.e., (Y sufficiently small. It can be obtained by independently stopping an 
F-stable process at times that constitute a gamma process. 
5. R-valued G-processes and Poisson mixtures 
The ordinary multiplication of R+-valued r.v.‘s X by constants u E [0, l] can be 
generalized in a way similar to the Z+-case; cf. Section 2. It is easily shown (cf. 
Hansen, 1989) that any reasonable multiplication corresponds one-to-one to a 
continuous composition semigroup C = ( C,),zo of cumulunt generating functions 
(c.g.f.‘s) c, : 
c, = -log 771, 
220 K. van Ham, F. W. Steutel J Stahilit,v equations 
where n, is the LST of an inf div r.v. with first moment less than one, so with 
& := -log{-n{(O)}> 0. 
The resulting multiplication, denoted by 0 <., is then given (in distribution; see the 
end of Section 1 for notation) by 
&,X(r)= &(C,(T)) (t:= -log u)- (5.1) 
Note that in the E+-case the LST of u 0 FX can also be written in this form; the 
function 7, is then, however, the LST of a Z+-valued r.v. that is not necessarily 
inf div. In the standard case of ordinary multiplication, where the symbol 0 c. is 
deleted, the semigroup C is given by 
C,(T)=~-‘7, so n,(~)=exp[-e-‘r]. 
A general semigroup C as above determines (the transition function of) a continuous- 
time, IW+-valued, subcritical Markov branching process (cf. Grey, 1974; Pakes and 
Trajstman, 1985; and Hansen, 1989). If Z,( .) = (Zx( t)),=” denotes such a C- 
branching process with Z,(O) = X, then (5.1) can be written as 
21 0,.x IZx(t) (t:= -log u). (5.2) 
Now, using the generalized multiplication 0 c. one can define concepts of C-sey 
decomposability and C-stability for [W+-valued r.v.‘s X in a way that is completely 
analogous to the Z+-case; cf. Section 2. Also, since the defining relation (5.1) has 
the same structure as its discrete counterpart (2.1), it will be an exercise in analogy 
to derive canonical representation for C-self-dec and C-stable LST’s and to solve 
the equations (1.1) and (1.5) with the multiplications replaced by 0 (.. Rather than 
doing this, we will show that results in the I%+-case can easily be obtained from 
their discrete counterparts via Poisson mixtures, as introduced in the Appendix. Let 
then Nh( .) denote a Poisson process of intensity A, and recall that 
P &(7,(Z) = &(A{1 -zl), (5.3) 
for any IW+-valued r.v. T independent of Nh(. ). The following result is of basic 
importance to our considerations. The dependence on the (fixed) semigroup C will 
not show up in our notation. 
Proposition 5.1. Let C = (Cl),=_,, be a continuous composition semigroup of c.g.J’s such 
that C, = -log 7, with r), an infdiv LST and Sc > 0. Then for every A > 0 there exists 
a continuous composition semigroup F’“’ = ( F(lh)),z,J of p.g.J’s with 6, := S,=l~i = 6,. 
such that 
Nh(u OcX) 2~ Opl N,(X) (vE(O,l),XR+-valued). (5.4) 
In fact, F (* ) is given by 
F:“‘(z)=l-iC,(A{l-z}) (ta0). (5.5) 
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Proof. Let u E (0, 1) and denote f := -log ~7. Because of (5.3) the p.g.f. of the left-hand 
side of (5.4) is given by 
&..,, x(A{I -z)), or by &(C,(A{I -z})), 
and that of the right-hand side of (5.4) by 
PN,G&?)(Z)), or by 4,(h{l -Fj”‘(z)}). 
It follows that (5.4) holds iff F’“’ IS given by (5.5). To show that this F’“’ indeed 
consists of p.g.f.‘s, we use the well-known fact (cf. Feller 1971) that the inf div of 
n, is equivalent to the complete monotonicity of C:: For n EN and z E [0, l), 
d” ’ $, F:"'(z) = (-A)“-’ d?11_1 c:(T) 2 0. 
T=h{l-z) 
As by Lemma A.5(i) SC > 0 implies F:“‘(z) 2 0 for z E [0, l), we conclude that F:“’ 
is an absolutely monotone function, and hence is a p.g.f., because Fj”‘( 1) = 1. The 
differentiation above also yields 6, = S,.. Finally, the semigroup property and the 
continuity of F(‘) easily follows from those of C. 0 
Remark. Using the weak law of large numbers one can show that 
hc Fi”‘(z)=l-e-C’(l-z) (t>O), 
hence the standard C is the only semigroup with 6,. = 1 for which F’“’ is independent 
of A. It follows that (5.4) relates the ordinary multiplication to the standard one in 
the discrete case. Since N,(X) z N(AX) where N( .):= N,( .), it suffices to take 
A = 1 in this case: 
N(vX) zu 0 N(X) (v~(0, l), XR+-valued). (5.6) 
Remark. From Proposition 5.1 it follows that any semigroup C of c.g.f.‘s of the 
type above satisfies 
C,(r)=A{1-F~*)(1-r/A)} (OGT~A), (5.7) 
where A > 0 and F’“’ is a semigroup of p.g.f.‘s. Taking A = r, we see that C, can be 
written as 
C,(r)=7$(Z(7)(t)~l) (r>O), 
where Zci’( .) is a Z+-valued branching process for all T> 0. Also, taking A = 1, we 
see that C satisfies 
for some semigroup F of p.g.f.‘s. Conversely, if F is given, then this relation defines 
a semigroup C of the right type iff F: can be extended to an absolutely monotone 
function on (-co, l), for all f > 0. A sufficient condition for this is that F, is a Poisson 
mixture for all t > 0 (cf. Puri and Goldie, 1979). It is, however, nat necessary: take 
the standard semigroup F. 
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Proposition 5.1 enables us to characterize the C-self-dec and C-stable distributions 
in the following way. 
Theorem 5.2. Let X be an R+-valued r.v. Then: 
(i) X is C-self-dec iff NA (X) is F’” ‘-self-dec for all A > 0. 
(ii) X is C-stable with exponent y i,ff N,(X) is F’“‘-stable (y) for some, and then 
for all, A > 0. In this case necessarily 0 ( y G &-. 
Proof. Let X be C-self-dec, i.e., for every v E (0, 1) there exists a r.v. X,. independent 
of X such that 
x zv Q‘.x+x,. (5.8) 
Applying Proposition 5.1 yields for all A > 0, 
N,,(X) zv OF’“’ N,(X)+X,,,, (5.9) 
where X,,, := fiA(Xa) and I?,,( .) is an independent copy of N,( . ). Conversely, let 
(5.9) hold for all A > 0 and every VE (0, 1) with X,,, independent of N,,(X). Then 
applying (5.4) from right to left to (5.9), multiplying by l/h and using (A.7), one 
obtains (5.8), where X, := d-lim X,.,/A exists for all v E (0, 1) by the continuity 
theorem for LST’s. The final statement (ii) is an immediate consequence of (A.6) 
and the fact that by Proposition 5.1 for independent r.v.‘s X,, X,, . . and n E k4: 
. .+X,,} > d 1 = nl.iy @.~~l{N(hl)(X,)+. . .+ N:“‘(X,)}, 
where N:“( .), N!,“( .), . . are independent copies of N,( .), also independent of 
the sequence (X,),,, . Here necessarily -ye 6, = 6,-; cf. Theorem 2.2. 0 
Corollary 5.3. If X is C-stable, then X is C-selfdec. If X is C-self-dec, then X and 
its factors X, (v E (0, 1); cJ (5.8)) are inf div. 
Proof. Use Theorem 5.2, Proposition A.7 and the fact that the statement of the 
corollary holds if C is replaced by F; cf. van Harn et al. (1982). Cl 
Canonical representations for C-self-dec and C-stable LST’s, such as given by 
Hansen (1989) in a more general situation, can also be obtained from the E+- 
analogues by using Theorem 5.2. To show this, let U, and A, denote the U- and 
A-functions of F’“‘, as defined in (2.3) and (2.6), respectively. We need similar 
functions for C. First we note that 
lim C,(T)=O (TSO), (5.10) 
I-LX 
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which, for instance, immediately follows from (5.7) and (2.4). Then, as in the discrete 
case, one can show that 
$ C,(r) = U&C,(T)), where I~(.(T):= lf,:: “(:)-r. (5.11) 
Note that U,. (0) = 0 and U,. (7) < 0 for r > 0; cf. Lemma A.5(i). It follows that the 
function A<., (well-)defined by 
A,(r):=exp[lT’&dr] (rzO,Ac(O)=O), (5.12) 
satisfies 
A,(C,(r))=e-‘AC(r) (t~0). (5.13) 
Furthermore, one easily verifies that 
cl,(z)=-$ &(h{l-z}), 
Using the first of these relations and 
U,.(r)- -&r (TJO). 
UC and Ac are related to U, and A, by 
A,(z) =- ’ A,.(/!{1 -z}). 
&.(A) 
(2.5), one immediately observes that 
(5.15) 
Finally, we note that in the standard case where C,(T) = ep'T, one obtains U,.(T) = -T 
and A<.(T) = T. 
Theorem 5.4. A function $ on R, is the LST of a C-self-dec r.v. X $74 has the form 
(5.16) 
or, equivalently, 
4(T)=exp u [J 1% ‘k(c,(T)) dt > (5.17) 0 I 
where $ is the LST of an inf div r.v. Y such that the integral is finite, i.e., such that 
iE1og+ Y<co. 
Proof. Let X be C-self-dec. Then by Theorem 5.2(i) and Theorem 2.1 for all A > 0 
there exists an inf div r.v. Yh such that 
P N,(xj(z) = exp [I z ’ l”~p[;~’ dx . h 1 
Hence for ail 720 and A 2 T, 
tix(T) = PN,,x, (I-f’)=exp[- I,:“gP~J~~~~/‘)drr], 
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because of (5.14). It follows that for all T> 0, 
I)( 7) := !im P, + I 
Now, by the uniform convergence on finite intervals to rl, we also have 
Since by (5.15) and Lemma A.S(ii) $ is continuous at zero, we conclude from the 
continuity theorem for LST’s that 4 is the LST of Y := d-lim Y,/h, which is inf div 
because all Y,‘s are inf div. Therefore, +x is proved to have the form (5.16); the 
moment condition on Y is an immediate consequence of (5.15) and Lemma A.4. 
The equivalent form (5.17) now follows from (5.10) and (5.11). Conversely, let 4 
be a function of the form (5.16) with + as indicated. Consider for h > 0 the function 
’ 
P^(z):=4(A{l-z})=exp 
[I, 
1% PN,C Y,(X) dx 
I U,(x) ’ 
where we used (5.14). Since by Proposition A.7 and A.8 Nh( Y) is an inf div r.v. 
with finite logarithmic moment at CO, it follows from Theorem 2.1 that PA is the 
p.g.f. of an F’“’ -self-dec r.v. X,. Now apply Lemma A.6: 4 = +x and X, % N*(X) 
for some X, and X is C-self-dec by Theorem 5.2(i). q 
An F- or C-self-dec T.v. X will be called F- or C-self-dec( Y) if Y is the inf div 
r.v. occurring in the canonical representations of Px or $x. From Proposition A.8 
we then obtain the following corollary to (the proof of) Theorem 5.4. The characteriz- 
ation of C-self-dec distributions, stated in part (ii), should be compared to that in 
Theorem 5.2(i). 
Corollary 5.5. Let A > 0. 
(i) Let Y be an IF!+-valued infdiv r.v. Then a Z+-valued r.v. Z is F”“‘-seF 
dec(N,( Y)) ifsZ z N,,(X) for some C-self-dec( Y) r.u. X. 
(ii) An R+-valued T.V. X is C-self-dec ifs N,(X) is F’“‘-selfdec(N,( Y)) for some 
inf div r.v. Y, in which case X is C-self-dec( Y). 0 
Next we turn to the stable case which is much easier to handle. 
Theorem 5.6. Let 0~ ys SC.. A function 4 on R, is the LST of a C-stable r.v. X 
with exponent y iff $I has the form 
d’(T) = exP[-c&.(r)Yl, (5.18) 
where c is a positive constant. 
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Proof. Let X be C-stable (7). Then by Theorem 5.2(ii) and Theorem 2.2 there exist 
constants c,, , A > 0 such that for all r 2 0, 
=exp[-cA,(r)Y], 
because of (5.14), where c:= lim h_Lf c,A,(A)~~ is necessarily positive as otherwise 
X = 0. If, conversely, 4 is a function of the form (5.18), then for A > 0, 
P,(z):=4(A{l-z})=exp[-cA,.(h)YA,(z)Y], 
so according to Theorem 2.2 and Lemma A.6 4 is the LST of a T.v. X such that 
N*(X) is F’“’ -stable (y), i.e., such that X is C-stable (7); cf. Theorem 5.2(ii). 0 
Corollary 5.7. Let A > 0 and 0 < y - = &.. Then a Z+-valued r.v. Z is F’“‘-stable with 
exponent y ifsZ 2 N,,(X) for some C-stable r.v. X with exponent y. q 
Remark. Let X be C-stable (y), so 4x has the form (5.18). Then by Corollary 5.3 
4x is also of the form (5.16) with $ = 4y given by 
= exp[cylr,.(7)AC-(~)Y-‘AIC.(7)] = &(T)‘, 
As necessarily IE log+ Y < 00, it follows that any C-stable r.v. has a finite logarithmic 
moment at 00. This can also be proved applying Lemma A.4 and using (5.12) and 
(5.15). In fact, with some more effort ir can be shown that E X’<m for r< y/S<.. 
It is now easy to show how the results of Sections 3 and 4 imply similar results 
in the R+-case. In doing so it suffices to use Poisson (A) mixtures with A = 1; denote 
N( .) := N,( .) and F:= F”‘. First, consider for R+-valued r.v.‘s X the equation 
x 2 w”” 0 (. {X + S}, (5.19) 
where LY >O, W is uniformly (0, 1) distributed, S is an R+-valued r.v. and W, X 
and S are independent. Then by Proposition 5.1 and (A.6) it is seen that (5.19) has 
a solution X iff the equation 
Z 2 W”rr 0, {Z+ N(S)} (5.20) 
has a solution of the form Z 2 N(X) for some R+-valued r.v. X. From Corollary 
.5.5(i) one sees, however, that any solution Z of (5.20) is of this form because by 
Theorem 3.1 such a 2 necessarily is F-self-dec( N( Y)) with Y inf div: take Y such 
that 
&(r) =exp[-a{1 - dd~)Il. (5.21) 
Theorem 3.1 now implies that (5.19) has a solution X iff N(S) or, equivalently (cf. 
Proposition A.S), S has a finite logarithmic moment at 00. Furthermore, from 
Corollary 5.5(i) and the reasoning above it follows that then the solution X 
necessarily is C-self-dec( Y) with Y given by (5.21). We summarize. 
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Theorem 5.8. Equation (5.19) has a solution X iff S satisfies 
in which case the LST of X is given by 
(5.22) 
and X is C-self-dec (and hence inf div). 0 
Contrary to the discrete case, when varying LY and S in (S.19), we do not obtain 
all C-self-dec r.v.‘s; in view of Proposition A.2 we have the following analogue to 
Theorem 3.2. 
Theorem 5.9. An IF!+-valued r.v. X is C-self-dec( Y) with P’( Y = 0) > 0 i#X satisfies 
equation (5.19) for some (Y > 0 and some r.v. S. 0 
For a general semigroup C it is not clear what the condition on Y in Theorem 
5.9 means for (the distribution of) X itself. In the standard case, however, one can 
show the following. Let X be a self-dec( Y) r.v. with distribution function F and 
with left extremity zero, i.e., 
l(X) := inf{x: F(x) > 0} = 0 
(this is no essential restriction) . Then X has a density f for which 
and 
QX := ljg $j$ exists in (0,001, (5.23) 
(Y,y<co e P(Y=O)>O. (5.24) 
This will be proved elsewhere together with the following consequence of Theorem 
5.9 on cY-monotonicity; cf. Theorem 3.3. Here for cr > 0 a (0, cc)-valued r.v. X is 
said to have an a-monotone distribution if it has a density f such that 
f(tx)<t”_‘f(x) (x>O; tz1), 
or, equivalently, such that x++f (x)/xU-’ is monotone (nonincreasing) on (0, a); cf. 
Olshen and Savage (1970). 
Theorem 5.10. For LY > 0 the distribution of a (R+-valued) selfdec r.v. X with left 
extremity l(X) = 0 is a-monotone $“a, G LY. Here ox is defined in (5.23); if ax = ~0 
(cf (5.24)), then X is not a-monotone for any CY > 0. 0 
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Finally, we consider the lR+-analogue of equation (4.1) for R+-valued sii-processes 
X(a): 
X(a) 2 w”” O,X(b), (5.25) 
where 0 < a < b and (Y > 0. According to Theorem 4.3 any (Z+-valued) solution to 
equation (5.25) with C replaced by F is of the form Z( T( . )), and hence by Corollary 
5.7 ofthe form N( Y( T( .))), where Z( .) is an F-stable and Y( .) a C-stable process 
of the same exponent and T( .) is a gamma process. Hence by Proposition 5.1 and 
(A.6) equation (5.25) has a solution X( .) iff equation (5.25) with C replaced by F 
has a solution, in which case X( .) is such that N(X( e )) and the above mentioned 
process N( Y( T( . ))) have the same distribution, i.e., such that X( . ) 2 Y( T( * )). 
Theorem 4.3 now immediately yields the following result. 
Theorem 5.11. Equation (5.25) has a solution X( .) iff the quadruple (a, b; a; 6,) 
su tis$es 
y:=a(b/u-l)sS,.. 
In this case, X( . ) is a solution zfl it has the form X( . ) 2 Y( T( . )) where Y( . ) is u 
C-stable ( y) and T( . ) a gamma (r) process independent of Y( 9 ) with r := l/( b - a), 
or, equivalently, X( . ) is generated by a (C-self-dec) r.v. with LST 4:, where 
for some c > 0. 0 
Of course, Theorem 5.11 can be reformulated so as to characterize distributions 
with LST’s of the form (5.26); cf. Theorem 4.4. A very special case yields a 
characterization of the exponential distribution; cf. Corollary 4.5. Finally, as in the 
Z+-case one proves that a r.v. with LST & as given in (5.26) has a finite logarithmic 
moment at co. 
A. Appendix: Compound distributions and mixtures 
We summarize some facts on compound distributions on R,. First, let N be a 
Z+-valued r.v. Then an R+-valued r.v. X is said to have a compound-N distribution 
if for some discrete-time, R+-valued sii-process X( .) independent of N: X 2 X(N), 
i.e., the LST of X equals 
4 X(N)(T) = PN(&(I)(T)). (A.1) 
For instance, if Nh denotes a Poission (A) distributed T.v., then X(N,) has a 
compound-Poisson (A) distribution with LST given by 
4 x(N,)(~)=exp[-A{1-~,,,,(7)}1. (‘4.2) 
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Proposition A.1 (Feller, 1968). A Z+-valued T.V. X with p(X = 0) > 0 is inf div ijfX 
has a compound-Poisson distribution. Cl 
Proposition A.2 (van Harn, 1978). An lR+-valued r.v. X is infdiv with p(X = 0) > 0 
i#X has a compound-Poisson distribution. Cl 
Proposition A.3. For all sii-processes X( . ) and all A > 0, 
lElog+x(N,)<co @ Elog+x(l)<co. 0 
A proof of the last proposition is immediately obtained from (A.2) and the 
following lemma, which we give without its elementary proof. 
Lemma A.4. Let X be an R, -valued r.v. with LST 4. Then the following four assertions 
are equivalent: 
Elog+x<co, 
I 
’ wwd 
- 7 
<co 
2 
0 7 
lElog(l+x)<co, 
I 
’ -log 4(T) d7 < co. o 
0 r 
Lemma AS. Let X be an lR+-valued r.v. with LST 4. Then: 
(i) 4(T)2ee’forall~>0 ifsEXG1. 
(ii) ok-45’(T)~{l-~(T)}/TfOrUllT>o, SO h,JoT~‘(T)=o. 
Proof. (i) is implied by Jensen’s inequality and (ii) follows from the fact that 4’ is 
nondecreasing. 0 
Next, let T be an R+-valued r.v. Then an R+-valued r.v. X is said to have a 
compound-T distribution if for some continuous-time, R+-valued sii-process X( .) 
independent of T: X 5 X(T), i.e., the LST of X equals 
#J X(T)(~) = &-log &(r)(T)). (A.3) 
For instance, if Th denotes an exponentially distributed r.v. with ET, = l/A, then 
X( T^) has a compound-exponential (A) distribution with LST given by 
4 XtrAr,(T7= h -logos,,, . (A.41 
We are particularly interested in the case where X( .) is a Poisson process N*( .) 
of intensity h > 0. As (A.3) can also be viewed as a (power-)mixture, NA( T) will 
be called a Poisson (A) mixture with mixing r.v. T; it is Z+-valued with p.g.f. given 
by 
P N,(T)(Z) = &(A{1 - ZI). (A.51 
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We note in passing that, because of Proposition A.l, any compound-T distribution 
on Z, can be viewed as a compound-N,(T) distribution. For all A > 0 the distribution 
of T is determined by that of Nh( T): 
N,(T,) zN,(T,) e T, ZT, (A.6) 
(cf. Widder, 1946). Further, from (AS), Bernstein’s theorem (cf. Feller, 1971) and 
the continuity theorem for LST’s one easily obtains the following lemma. 
Lemma A.6 A function C#J on R, is the LST of an R+-valued r.v. T ifSfor all A > 0 
the function PA defined by 
P*(z):= f$(A{l-z}) (Oazs l), 
is the p.g.J: of a Z+-valued r.v. TA. In this case Th 5 N,,(T) and 
tT* ’ +T ash+m. 0 (A.7) 
This lemma can be used for relating concepts and properties in the R+-case to 
their analogues in Z, via Poisson mixtures. An example of such an application is 
the following result due to Goldie (1967). 
Proposition A.7. An R+-valued r.v. T is inf div iff Nh (T) is inf div for all A > 0. 0 
Finally, as in Proposition A.3, we conisder logarithmic moments at ~0. 
Proposition A.& For all R+-valued r.v.‘s T and all A > 0: 
Elog+ N,(T)<oo G Elog+ T<m. 
Proof. Denote N( .) := N,( .). As N,,(T) 2 N(AT), it suffices to consider the case 
A = 1. By Jensen’s inequality we can write 
Elog(l+N(T))= E log(l+ N(t))$,(dt) 
s J log(l+EN(t))$,(dt)=E log(l+ T). m+ 
Hence the implication from right to left is proved to hold; cf. Lemma A.4. To prove 
the reverse implication we estimate as follows: 
IE log( 1 + N(T)) = J ; p(N(t)=k)log(l+k)U=,(dt) R, k;O 
2= 
J 
P( N( t) 2 1) log( 1 + t)$,(dt) 
R+ 
~4 El,,.& T) log( 1 + T), 
where c is a positive constant such that p( N( t) 2 t) 2 a for all t 2 c. Here the existence 
of such a c is implied by the Central Limit Theorem: P( N( t) 2 t) +: as t + ~0. 0 
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