Color quantization of compressed video sequences by Cheung, WF & Chan, YH
270 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 3, MARCH 2003
Transactions Letters________________________________________________________________
Color Quantization of Compressed Video Sequences
Wan-Fung Cheung and Yuk-Hee Chan
Abstract—This paper presents a novel color quantization algo-
rithm for compressed video data. The proposed algorithm extracts
discrete cosine (DC) transform coefficients and motion vectors of
blocks in a shot to estimate a cumulative color histogram of the shot
and, based on the estimated histogram, design a color palette for
displaying the video sequence in the shot. It significantly reduces
the complexity of the generation of a palette by effectively reducing
the number of training vectors used in training a palette without
sacrificing the quality. The palette obtained can provide a good
display quality even if zooming and panning exist in a shot. The
experimental results show that the proposed method can achieve
a significant signal-to-noise ratio improvement as compared with
conventional video color-quantization schemes when zooming and
panning are encountered in a shot.
Index Terms—Color display, color palette, color quantization,
compressed domain video processing, compressed video, cumula-
tive color histogram, DC sequence, MPEG.
I. INTRODUCTION
MANY currently available image-display devices can onlydisplay a limited number of colors simultaneously. Ac-
cordingly, in order to display a full-color video sequence, color
quantization [1] is necessary for a display device to produce a
set of a limited number of colors based on the contents of the
sequence and then use it to represent all the colors appearing
in the sequence. The set of limited colors is generally called a
palette.
Either a fixed palette or an adaptive palette can be used to
display a video sequence. The implementation of the former ap-
proach is easy, but the output quality is generally poor. As for the
latter approach, there are many implementation schemes. One of
the simplest ways is to produce a palette for each frame of the
sequence. However, though its output provides the optimum dis-
tortion performance in terms of mean square error, this approach
is seldom used, as the computational cost is very high and the
frequent changing of color palette results in screen flicker. In
practice, an alternative in which a palette is produced for each
shot is used instead, as flicker between shots is usually not de-
tectable by human eyes.
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A number of color quantization schemes were proposed to
generate a palette based on some selected colors called training
vectors [1]–[4]. Examples include the median-cut algorithm [1],
the octree quantization algorithm [2], and the variance-mini-
mization algorithm [4]. The training vectors involved in the
palette-generation process plays a significant role in the process.
They are treated as the representatives of all colors to be han-
dled. Hence, they should be unbiased and cannot be too few.
However, the complexity of the process is exponentially pro-
portional to the number of training vectors. A compromise has
to be reached in order to produce a palette at a reasonable com-
putation cost.
Tricks have been proposed to reduce the computational effort
for producing a palette by reducing the number of training vec-
tors carefully. For example, one can select a key frame from a
shot and use the colors that appear in the key frame as training
vectors. One can also use the so-called discrete cosine (DC) se-
quence of a shot or even the DC image of the key frame of a shot
to generate training vectors for training purposes [5], [6]. Using
key frames to generate color palettes can reduce training vec-
tors significantly, but it does not work when the shot of interest
involves zooming and panning. Some colors may be missing
before the zoom but appear after the zoom. The colors of a key
frame in such a shot cannot represent all colors appearing in the
shot.
In the past, color palettes have been generated with uncom-
pressed data. However, most video sequences nowadays come
in compressed formats such as [7] and [8]. Hence, it would
be attractive to have a simple algorithm which can produce a
color palette from the compressed data directly, as it can save
an amount of computation effort for video decompression.
In this paper, we propose a novel color palette design method
for compressed video sequences. This method extracts DC coef-
ficients and motion vectors from a MPEG bitstream to produce
a color palette for a shot such that one can quantize a video se-
quence efficiently.
II. DC SEQUENCE
Most current video coding standards such as MPEG divide
frames in a sequence into I-, P-, and B-frames [8]. All frames are
partitioned into a number of blocks of size 8 8 and each block
is then either intracoded or intercoded. Specifically, all blocks
in an I-frame are intracoded while blocks in a P- or B-frame can
be either intracoded or intercoded.
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Fig. 1. Extracting colors of an intercoded block to update the cumulative histogram.
In [5], a DC image is defined as the image consisting of DC
coefficients of all blocks in an image. A video sequence con-
tains a number of frames and its corresponding DC sequence is
defined accordingly to be a sequence of DC images associated
with the frames. An encoded video sequence contains a number
of blocks which are either intracoded or intercoded. Without de-
compressing the video sequence, it is impossible to get the DC
sequence. A method was suggested in [5] to obtain an approxi-
mated DC sequence as follows. For an intracoded block, its DC
coefficient is directly extracted from the bit-stream. As for an
intercoded block, its best matching block in the reference frame
is first identified with the associated motion vector of the block.
Its DC coefficient is then estimated to be the weighted sum of
the DC coefficients of the blocks which are partially covered by
the best matching block in the reference frame. In formulation,
we have
(1)
where denotes the DC coefficient of an intercoded
block, denotes the DC coefficient of the th block
covered by the associated best matching block in the reference
frame, and is the corresponding area proportion being
covered by the best matching block. After obtaining the
approximated DC sequence of a shot, all DC coefficients are
used as training vectors to generate a palette.
This method can effectively reduce a number of training vec-
tors without ignoring any frame in a shot. Accordingly, it can
provide an unbiased palette for the shot successfully. However,
as it generates imaginary colors during the estimation of the DC
coefficients of intercoded blocks, the number of training vec-
tors can be as many as the total number of blocks in a shot and
sometimes it is still very computation-intensive.
III. THE PROPOSED ALGORITHM
In our proposed algorithm, a cumulative color histogram
of the shot is estimated and the palette is generated based
on the estimated cumulative histogram. A cumulative color
histogram is the distribution of colors in a shot and it tells
the frequency of occurrence of a color appearing in the shot.
In our algorithm, the cumulative histogram is estimated in
two steps. In the first step, all DC coefficients of intracoded
blocks in a shot are considered as the representative colors
of their blocks and extracted to construct a color histogram.
In the second step, intercoded blocks are handled. For each
intercoded block, its representative color is considered as a
composite of some existing colors previously extracted from
the intracoded blocks and the frequency of occurrence of
a particular involved color is increased by its proportion in
the composition. The proportion is determined based on the
proportion of area overlapped by a block. Fig. 1 shows an
example of how to extract colors of an intercoded block and
update the cumulative histogram. In this example, all blocks
other than blocks and are intracoded. As all intracoded
blocks were handled in the first stage, representative colors
of blocks , , , , and , say, , , , , and ,
were included in the histogram already. The best matching
block of block in the reference frame covers three intracoded
blocks and one intercoded block the best matching block of
which in the corresponding reference frame in turn covers two
intracoded blocks. As a result, the frequency of occurrence
of , , , , and should be increased by 0.25,
0.25, 0.25, 0.125, and 0.125, respectively, in the cumulative
histogram according to the area proportions of the blocks in
the composition of block .
In practice, the estimation of the cumulative histogram can
be implemented in a GOP-by-GOP or even frame-by-frame
manner as long as the block dependency is taken care of. By
doing so, it is not necessary to process all intracoded blocks in
a shot before handling an intercoded block, which can reduce
the time to obtain the estimation result.
After handling all intercoded blocks in a shot, a cumulative
color histogram is constructed. This histogram is different from
a conventional color histogram in a way that the frequency of
occurrence of a color could be a fractional number. Any color
whose frequency of occurrence is larger than zero is consid-
ered as a representative color of the shot and used as one of the
training vectors in the training process. The frequency of occur-
rence is taken into account during the training process.
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TABLE I
TOTAL NUMBER OF DIFFERENT REPRESENTATIVE COLORS IN DIFFERENT SHOTS
(a) (b)
(c) (d)
Fig. 2. PSNR performance of various palette generation schemes at QP = 8 under different conditions: (a) zooming in; (b) zooming out; (c) zooming out +
panning; and (d) panning.
The proposed approach significantly reduces the number of
training vectors used in color quantization. One can see that the
maximum number of training vectors is equivalent to the total
number of intracoded blocks in a shot. In practical applications,
only a few of blocks in a shot are intracoded. Table I shows
the total number of different representative colors involved
in the generation of a color palette for a shot when different
approaches are used. It shows that the proposed method can
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(a) (b)
(c) (d)
Fig. 3. SNR performance of various palette generation schemes at QP = 16 under different conditions: (a) zooming in; (b) zooming out; (c) zooming out +
panning; and (d) panning.
reduce the total number of representative colors to 20%–40%
of that required by the approach using an approximated DC
sequence. Simulation results also shows that, when the proposed
approach is used, only one third to one fifth of time is required
to generate a color palette as compared with the approach
using an approximated DC sequence.
IV. SIMULATION RESULTS
Simulation has been carried out to evaluate the performance
of the proposed approach. In our simulation, two movies in
DVD format, Negotiator and Vertical Limit, were used as the
source input of the simulation.
In our simulation, camera breaks were detected and the
movies were split into a number of shots accordingly. Each shot
was then compressed with an MPEG-1 video coder [7]. The
ITU-T Recommendation H.263 [8] quantization method was
adopted, and the motion search range was [ 16, 15.5] during
the compression. In order to simplify the testing process, only
the first frame was encoded as I-frame and all other frames
in a shot were encoded as P-frames with a fixed quantization
parameter (QP). Color palettes of 256 colors each were then
generated with various schemes. Specifically, the schemes we
studied are as follows.
VQ-EF A color palette is generated for each frame in a
shot with all colors in the frame.
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TABLE II
AVERAGE PSNR PERFORMANCE OF VARIOUS COLOR QUANTIZATION SCHEMES
VQ-AF A single color palette is generated for a shot with
all colors in the shot.
VQ-DCS A single color palette is generated for a shot with
the DC sequence of the shot.
VQ-DCH A single color palette is generated for a shot with
the proposed approach.
VQ-DCSa A single color palette is generated for a shot with
the approximated DC sequence of the shot.
CQ-DCKF A single color palette is generated for a shot with
the approach proposed in [6].
UQ-EF Fixed uniform quantization of R, G and B com-
ponents, bit allocation (3,3,2).
The prefix “VQ-” implies that the LBG algorithm [9] is used
to generate a color palette with training colors in a particular
scheme.
Figs. 2 and 3 show the peak signal-to-noise ratio (PSNR) per-
formance of various schemes at different QPs in different cases.
Here, PSNR is defined as
(2)
where MSE is the mean square error of the colors between a
particular frame and its color-quantized output. Table II shows
the average PSNR per frame in a shot for different schemes.
The output of UQ-EF suffers from very severe degradation
and contouring. The simulation results of the proposed and other
schemes are significantly better. VQ-EF provides an optimized
PSNR performance as it can minimize the color quantization
error for each frame. However, the complexity is very high. It
is not only because of its frame-oriented nature, but the huge
number of training colors involved in the training process of
palette generation as well. Besides, decompression is necessary
before extracting training colors. This makes it not applicable
for real time applications. Moreover, frequent change of color
palette leads to screen flicker.
All shot-oriented schemes can reduce screen flicker. Among
them, at a cost of huge complexity that makes it impossible
for real-time applications, VQ-AF provides the best PSNR
performance as all colors in the shot are taken into account
during its training process. It is used here as a reference
for evaluating how close a particular shot-oriented scheme’s
performance is to the best. CQ-DCKF uses the DC image
of a key frame to generate a color palette and hence its
computational cost is very low. However, comparatively, it
cannot handle cases such as zooming and panning well as, in
such cases, the shot cannot be well represented with a single
key frame. This fact is reflected in Figs. 2 and 3 that the
PSNR of the output sequence gets worse and worse when the
shot involves panning or zooming. The problem is that the
size of the training color set is too small. The palette obtained
is very biased to the key frame and hence the output quality
is very sensitive to the scene change detection algorithm.
VQ-DCS, VQ-DCSa and the proposed VQ-DCH can handle
zooming and panning cases. The proposed scheme is superior
to the other two as its complexity is much lower. As shown in
Table I, the number of training colors involved in the proposed
scheme is much fewer. This superiority is not gained at a cost
of quality. As shown in Figs. 2 and 3, the PSNR performance
of the proposed scheme is better than that of VQ-DCSa and,
as compared with that of VQ-DCSa, very close to that of
VQ-DCS. The inferiority of VQ-DCSa might be due to the
estimation error of the DC coefficients of intercoded blocks
when VQ-DCSa is exploited. In general, the proposed method
can, respectively, achieve a PSNR improvement of 4–9 dB
and 1–5 dB as compared with CQ-DCKF and VQ-DCSa.
Figs. 4 and 5 show some simulation results for subjective
evaluation. One can see that the output of the proposed scheme
can report the colors more faithfully. This can be observed by
comparing the orange and blue colors on the right of the pictures
in Fig. 4. In Fig. 5, the results of VQ-DCS and CQ-DCKF are
biased to blue while ours is not.
Using the cumulative color histogram estimated with the
proposed approach is generally superior to using the DC
sequence in extracting training colors for palette generation.
The proposed algorithm can work with any palette generation
algorithms besides the LBG algorithm to provide a good PSNR
performance. Fig. 6 shows the case when the median-cut
algorithm [1] is used. In this figure, the prefix “MC-” implies
that the median-cut algorithm [1] is used to get the palette
with the training vectors. The complexity of the median-cut
algorithm is much lower than that of the LBG algorithm and
real-time color quantization can be easily achieved with a
typical Pentium-II computer.
V. CONCLUSIONS
Limited color palette devices are popular nowadays. Color
quantization has to be carried out so as to display true color
video sequences with these devices. In this paper, a novel
color quantization scheme for compressed video sequences is
proposed. This scheme generates a color palette for each shot
based on an estimated cumulative color histogram of the shot.
It operates in the compressed domain directly and hence is able
to save an amount of computation effort for decompression. It
produces no screen flicker and can handle both zooming and
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(a) (b)
(c) (d)
Fig. 4. Performance of various color quantization schemes in zooming-in case: (a) original of the 90th frame of the MPEG-encoded Negotiator Shot-1 (QP16);
(b) VQ-DCS output; (c) VQ-DCH output; and (d) CQ-DCKF output.
(a) (b)
(c) (d)
Fig. 5. Performance of various color quantization schemes in panning case: (a) original of the 66th frame of the MPEG-encoded Vertical Limit Shot-2 (QP16);
(b) VQ-DCS output; (c) VQ-DCH output; and (d) CQ-DCKF output.
panning cases. Unlike the approach used in [6], the proposed
approach generates a color palette which is not biased to
a single frame. As compared with the approach using DC
sequences, the number of the training colors involved in the
palette generation is significantly reduced, which in turn reduces
the complexity of the process significantly. Simulation results
show that the quality of the output obtained with the proposed
scheme is better than those obtained with other conventional
shot-oriented color quantization schemes which operate in the
compressed domain.
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(a) (b)
(c) (d)
Fig. 6. PSNR performance of various palette generation schemes at QP = 12 under different conditions: (a) zooming in; (b) zooming out; (c) zooming out +
panning; and (d) panning.
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