













This thesis has been submitted in fulfilment of the requirements for a postgraduate degree 
(e.g. PhD, MPhil, DClinPsychol) at the University of Edinburgh. Please note the following 
terms and conditions of use: 
 
This work is protected by copyright and other intellectual property rights, which are 
retained by the thesis author, unless otherwise stated. 
A copy can be downloaded for personal non-commercial research or study, without 
prior permission or charge. 
This thesis cannot be reproduced or quoted extensively from without first obtaining 
permission in writing from the author. 
The content must not be changed in any way or sold commercially in any format or 
medium without the formal permission of the author. 
When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given. 
 
Discovery of retinal biomarkers
for vascular conditions through
advancement of artery-vein






I declare that this thesis has been composed by myself and that the work contained
therein is my own, except where explicitly stated otherwise in the text. I declare that
it has not been submitted, either in whole or in part, in any previous application for
a degree. I confirm that where I have consulted the published work of others, this is





Research into automatic retina image analysis has become increasingly important,
not just in ophthalmology but also in other clinical specialities such as cardiology
and neurology. In the retina, blood vessels can be directly visualised non-invasively
in-vivo, and hence it serves as a "window" to cardiovascular and neurovascular
complications. Biomarker research, i.e. investigating associations between the
morphology of the retinal vasculature (as a means of revealing microvascular health
or disease) and particular conditions affecting the body or brain could play an
important role in detecting disease early enough to impact on patient treatment and
care. A fundamental requirement of biomarker research is access to large datasets
to achieve sufficient power and significance when ascertaining associations between
retinal measures and clinical characterisation of disease.
Crucially, the vascular changes that appear can affect arteries and veins
differently. An essential part of automatic systems for retinal morphology
quantification and biomarker extraction is, therefore, a computational method for
classifying vessels into arteries and veins. Artery-vein classification enables the
efficient extraction of biomarkers such as the Arteriolar to Venular Ratio, which is
a well-established predictor of stroke and other cardiovascular events. While structural
parameters of the retinal vasculature such as vessels calibre, branching angle, and
tortuosity may individually convey some information regarding specific aspects of
the health of the retinal vascular network, they do not convey a global summary of
the branching pattern and its state or condition. The retinal vascular tree can be
considered a fractal structure as it has a branching pattern that exhibits the property
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of self-similarity. Fractal analysis, therefore, provides an additional means for the
quantitative study of changes to the retinal vascular network and may be of use in
detecting abnormalities related to retinopathy and systemic diseases.
In this thesis, new developments to fully automated retinal vessel classification
and fractal analysis were explored in order to extract potential biomarkers. These novel
processes were tested and validated on several datasets of retinal images acquired with
fundus cameras.
The major contributions of this thesis include: 1) developing a fully automated
retinal blood vessel classification technique, 2) developing a fractal analysis technique
that quantifies regional as well as global branching complexity, 3) validating the
methods using multiple datasets, and 4) applying the proposed methods in multiple
retinal vasculature analysis studies.
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Lay Summary
Retinal imaging provides relatively inexpensive means to view inside the human body
and observe the activity of blood vessels closely. Thus, through the human eye, a small
window exists into which one can study diseases and conditions which affect the blood
vessels, with bearing on the health of the heart, kidneys and brain. By developing a
software to detect features that reveal the state or condition of retinal blood vessels, the
possibility for retinal imaging to be used in the large-scale screening programmes to
help detect early onset of conditions such as, for example, heart disease and dementia
seems both feasible and achievable.
The changes that appear in the human eye during the onset of various conditions
can affect the small retinal arteries and veins differently. It is therefore important to
classify retinal blood vessels into arterioles and venules for the computerised analysis
so that tell-tale signs or markers of disease might be determined. Further, fractal
analysis provides a means of analysing the vessels by measuring how complex (or
not) the circulatory system is in the retina, with direct relevance to vascular health
elsewhere in the body and brain.
The focus of this thesis was to devise new computer processes (software’s)
to identify retinal blood vessel features from retinal images which reveal disease,
with the potential to impact on early detection of disease as well as diagnosis and
the management of treatments. Against this backdrop, new developments to fully
automated retinal vessel classification and fractal analysis were enacted. These novel
process were then tested and validated on several datasets of retinal images.
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A number of systemic diseases such as diabetes and cardiovascular disease not
only affect the retina (through diabetic retinopathy and hypertensive retinopathy,
respectively) but they are also the leading causes of morbidity and mortality in
economically developed nations, leading to thousands of premature deaths per year
[1] [2] [3] [4]. Furthermore, neurodegenerative diseases affecting the retina such as
glaucoma and macular degeneration lead to blindness if left untreated [3] [5] [6],
while debilitating conditions linked to cerebral vascular disease such as lacunar stroke
and vascular dementia also have retinal manifestations [7]. In order to reduce the
burden associated with these devastating conditions, there is a need to predict who is
at risk or to spot the early stages of disease and target clinical interventions. Thus the
identification of discriminatory biomarkers is highly prized.
Retinal imaging provides a non-invasive, in-vivo assessment of the human
body's microcirculation, thus offering the means for examining microvascular health
[2] [8] [9]. Different imaging methods or modalities reveal, amongst other
features, the retina's vascular structure. These include fundus photography, scanning
laser ophthalmoscopy (SLO), optical coherence tomography (OCT), fluorescein
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angiography (FA), autofluorescence (AF) and more recently, OCT Angiography
(OCT-A). The detection and characterisation of the retinal vascular structure from
imaging can be used to quantify the presence and severity of many vascular disorders
in the retina [3] [5] [10], brain [3] [11] [12] [13] [14] [15] [16] and body [17] [18] [19]
[20]. Developments in retinal image processing and automated diagnostic systems
open up the possibility for retinal imaging to be used in the large-scale screening
programmes to detect early onset of otherwise debilitating conditions, with substantial
resource savings and significant impact on healthcare [21].
The focus of this thesis is to devise a framework and algorithms to aid the
identification of retinal vascular biomarkers (i.e. subtle changes in features such as
vessel widths, tortuosity, and the complexity or sparsity of the vascular network)
measured in images of the retina taken with fundus camera imaging, which may aid
early detection or characterisation of diseases with vascular components. If retinal
image analysis can help in determining disease progression, then retinal biomarkers
could also be used in diagnosis and the management of treatments. Software tools
which can process large numbers of images in an efficient and reliable manner are in
great demand as manual measurements of retinal features are not only time-consuming
and laborious, but may also miss the often subtle markers of vascular change and
disease. Manual assessment of the retinal vasculature further impedes the analysis
of the large numbers of patients needed to power the biomarker discovery process,
which an effective computational analysis system could more readily deliver.
Crucially, the vascular changes that appear during the onset of disease
often affect arteries and veins differently [3] [20] [22] [23]. For example, the
pathophysiological changes in the retina in response to blood pressure elevation,
referred to as hypertensive retinopathy, results in retinal arteriolar narrowing in which
the arteriolar to venular width ratio (AVR) decreases [24] [25], while wider venules are
associated with an increased risk of vascular dementia [26]. It is, therefore, essential
to classify vessels appearing in images of the retina into arterioles and venules in
order to extract clinically useful biomarkers from the eye. Further, the human retinal
vasculature displays fractal properties [27] [28]. Studies have shown that the fractal
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dimension quantified from the retina can reveal vascular changes, and so measuring
this (through fractal analysis) is a further potential source of biomarkers [29] [30].
1.2 Aims and Objectives
One of the key objectives investigated in this thesis is the development and
implementation of automatic artery-vein classification in fundus camera images. This
work is geared towards enabling efficient and accurate AVR and other biomarker
quantification for the VAMPIRE (Vasculature Assessment and Measurement Platform
for Images of the REtina) software [12].
A number of automatic retinal image analysis algorithms have been proposed for
extracting the vascular structure and measuring different morphological parameters [1]
[25] [31] [32]. A common approach to adopt in vessel classification is supervised
classification [33][34][35], but in spite of high levels of accuracy such algorithms
require large volumes of clinical annotations (i.e. manual labelling of vessels into
veins and arteries) to generate the requisite training data. In practical terms this is
often not very easy to source and thus an unsupervised approach to classification (i.e.
without the need for training data) is proposed in this thesis along with a supervised
one that only requires a small amount of training.
The second key objective of this thesis is to investigate and implement novel
fractal analysis, with a focus on distinguishing between normal and pathological
vascular patterns in retinal images. This thesis looks at whether different regions of
the fundus might hold discriminatory power compared to what has previously been
reported.
Against this backdrop, the main aims of the thesis are to:
1. Develop, validate and test supervised and unsupervised artery-vein classification
(a/v) framework.
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2. Implement and test AVR measurements, utilising artery-vein classification.
3. Develop, validate and test different approaches for fractal analysis as a source of
retinal biomarkers for disease.
1.3 Outline of thesis
This thesis is organised as follows:
In Chapter 2, the anatomy of the retina is introduced along with the main modes
or methods of imaging the retina. Common features or indicators of disease in the
retinal are also discussed. Chapter 3 reviews related work in the fields artery-vein
classification, AVR and fractal analysis. Algorithms to calculate the AVR are also
introduced. Chapter 4 presents the artery-vein classification framework that has
been developed for fundus camera images, which utilises both unsupervised and
supervised approaches. Chapter 6 presents the two methods adopted for fractal
analysis and describes how these are used to investigate regional changes in vascular
network complexity. Chapter 5 details the results of artery-vein classification and the
measurement of AVR. Chapter 7 presents the results of fractal analysis. The thesis
concludes with Chapter 8 which summarises the findings of the work and suggests





It is possible to acquire images of the back of the eye or retina non-invasively using
low cost imaging devices and observe small blood vessels inside the human body.
The retina is thus a unique and accessible site for studying systemic and brain diseases
with vascular components to their pathophysiology. To start, section 2.2 of this chapter
gives an overview of the key anatomy of the human eye. In section 2.3, the principal
modes or techniques of retinal imaging are introduced while in section 2.4, various
pathologies along with their respective appearances in retinal imaging are discussed.
Section 2.5 gives an overview of different processing and analysis techniques for
analysing retinal images. Finally, conclusions are summarised in section 2.6.
2.2 Anatomy of the Eye
The human eye has a number of key components such as the retina, cornea, iris, pupil,
lens, macula, optic nerve, choroid and vitreous (see Figure 2.1). In an adult human, the
retina is around 22mm in diameter and approximately spherical in shape. The retina,
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which is the inner surface of the eye, is a light sensitive tissue [17].
Figure 2.1: Schematic view of the anatomy of the eye showing its key anatomical
components (source: [36])
The cornea transmits and focuses light into the eye, while the iris regulate the
amount of light reaching the retina by controlling the diameter and size of the pupil
[39]. The lens focuses the light rays onto the retina, which contains photosensitive
cells that convert incident light into signals which are carried by the optic nerve to the
visual cortex of the brain [39] [40] [41].
The fovea, which is located in the middle of the macular region on the retina,
is responsible for the sharp central vision. The macula contains special light-sensitive
cells which help to visualise fine details [39]. The optic nerve is the point where the
small blood vessels pass into and out of the retina and is located 3 to 4 mm to the nasal
side of the fovea [39].
The output neurons of the retina are known as ganglion cells and these are
located in the innermost layer of the retina, closest to the lens. See Figure 2.2(a).




Figure 2.2: (a) The layers of the retina (source: [37]). Light enters from the bottom
and passes through all the superficial layers before it reaches the photoreceptors: rods
and cones. (b) The basic structure of the retina showing the main retinal layers (source:
[38]).
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layer against the pigment epithelium and choroid [42]. See Figure 2.2(b). Thus light
first passes through the thickness of the retina before it strikes the rods and cones.
The photoreceptors convert light into a biochemical message and then to an electrical
message due to absorption of photons by the visual pigment [42]. These electrical
messages stimulate all the succeeding neurons of the retina. The retina creates a
message concerning an input image projected onto its surface and transforms it into
nerve impulses which are then transmitted to the brain from the spiking discharge
pattern of the ganglion cells [42].
2.3 Imaging the Retina
The retinal vasculature is the only part of the human circulation that can be directly
visualised non-invasively in vivo [21] [39]. Thus retinal imaging is an accessible
means of examining micro-vascular health and systemic disease [2] [21] [39]
[43]. Furthermore, retinal blood vessels share similar anatomic, physiological, and
embryological characteristics with cerebral blood vessels and may act as a surrogate
marker for them [7] [44]. Hence the retina reflects pathological changes that occur
due to microvascular disease with conditions such as diabetes, hypertension [7] [43]
[45], stroke [46], dementia and Alzheimer’s disease [1] [3] [14] [25] [26] [47]. It has
already been shown in various studies that quantitative structural analysis of the retinal
vasculature (i.e. extracting different morphological measurements or parameters) aids
the characterisation of pathological condition of the retinal and other vascular systems
[1] [14] [25] [26] [47] [48] [49]. For example, narrowed retinal arterioles are associated
with hypertension [14] [50].
For acquiring images of the retina, different imaging machines and modes are




A fundus camera generates a two-dimensional (2D) image of the interior
three-dimensional (3D) surface of the eye or retina. Fundus photography
involves the use of a digital camera to photograph the regions of the retina
containing the optic nerve and macula, i.e. the fundus. It is the most commonly
used technique in ophthalmological imaging [41] and the main source of images
studied in this thesis. A typical fundus photograph is shown in Figure 2.3
Figure 2.3: An example of an image acquired via fundus photography showing the
fovea, optic disc, and macula. An artery and a vein are also labelled. It can be noticed
that arteries are brighter and thinner than veins [33].
The optic nerve head or optic disk (OD) appears as a bright region in the image,
where all the blood vessels emanate and converge. The macula is a dark region
where few blood vessels are present. The retinal vasculature - arterioles and
venules, have different appearance or features, which helps to distinguish them
from each other. Arterioles are a slightly brighter red in colour and thinner than
venules, which have a darker and fatter appearance. Also, the central reflex (i.e.
the bright strip commonly seen in the centre of a vessel) is more often obvious
in arterioles since they carry blood rich in oxygen [6] [33] [51].
Fundus images can be taken with either a mydriatic or a non-mydriatic camera.
For imaging using the former, the pupil is dilated with eye drops before in order
to get an acceptable view of the retina to photograph. There is no need to dilate
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with a non-mydriatic camera, though eye drops can sometimes be used to get
better quality pictures. The field of view (FoV), i.e. the extent by which the retina
can be observed at any given moment (and is measured as a viewing angle), is
usually between 30 ◦ to 50 ◦ depending on the optics of the imaging system used.
To capture a fundus image, the retina is illuminated (typically by a flash of the
white light) and the reflected light is captured via the system’s optics by a digital
sensor or camera.
Retinopathy such as haemorrhages, exudates and cotton wool spots can be
detected using fundus photography. Hence, fundus photography is commonly
used in screening programmes (e.g. diabetic retinopathy) where the photos are
used to monitor the progression of pathology. In a screening programme, where
hundreds of thousands of fundus photographs might be taken, it is laborious
work for the ophthalmologist to manually examine or grade each and every
photo. Hence semi-automatic methods have already been introduced to partially
alleviate the workload [12] [52].
2. Fluorescein Angiography (FA)
FA is a technique for examining the circulation of the retina using fluorescent
dye tracing [53]. Though the imaging technology is still a fundus camera, it is an
invasive method that involves injection of sodium fluorescein into the systemic
circulation. Images are taken after dye is injected into the patient′s arm. The dye
then eventually flows through the blood vessels in the retina. The dye absorbs
the blue spectrum (465-490 nm) of the illuminating light source and emits or
fluoresces yellow-green light. An angiogram is obtained by photographing the
fluorescence as the dye travels through the blood vessels by taking a series of
retinal images in quick succession [17] [40]. This yields high-contrast images
such as the one shown in Figure 2.4. Use of FA can have serious side effects
including nausea and in rare cases death from anaphylaxis [17] [41] [54].
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Figure 2.4: An example of a fluorescein angiogram showing retinal blood vessels
illuminated with fluorescing dye (source: [55]). The blood vessels are clearly
observed, exhibiting a high contrast difference with that of the surrounding retinal
background.
3. Scanning Laser Ophthalmoscopy (SLO)
SLO, like fundus photography, creates a 2D image of the retina, but instead uses
confocal laser scanning microscopy and scans a laser beam across the retinal
surface [41] [54] [56]. The retina is scanned point by point and the reflected
light is captured through a small aperture called the confocal pinhole. This
prevents blurring of the image by suppressing light scattered from outside of
the focal plane. Regions of the retina not accessible with fundus photography
are reachable using scanning mirrors to direct the laser beam [41]. FoV varies
by instrument but can be comparable to a fundus camera (i.e. 45 ◦ - 65 ◦) right up
to 200 ◦ which is commonly referred to as the ultra-widefield [41]. Figure 2.5
shows an example of a SLO image.
4. Optical Coherence Tomography (OCT)
OCT captures cross-sectional images of the internal retinal layers using infrared
light and interferometry, and is also useful for monitoring retinal physiology
[17] [41] [40]. Various studies have been performed which show the feasibility
of OCT for the diagnosis and monitoring of many retinal diseases such as
glaucoma, macula holes, macular edema, age-related macular degeneration
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Figure 2.5: An example of an ultra-widefield SLO image showing the OD, fovea and
retinal vasculature (source: [57]). The larger area of coverage compared to the fundus
camera is clearly observable, though at a sacrifice to image resolution i.e. the SLO
images more of the retina in one go, but the fundus camera reveals more detail, albeit
over a smaller region.
(AMD) and optic disc pits [58] [59] [60] [61] [62] [63] [64] [65] [66]. An
example of an OCT image is shown in Figure 2.6.
Figure 2.6: Optical coherence tomography of retina. Red region shows high
reflectivity, black shows low reflectivity region while green indicates region of
intermediate reflectivity (source: [67]).
2.4 Retinal Pathologies
Retinal pathologies may affect one or more of the retinal landmarks as observed with
a fundus camera - i.e. macula, OD and vasculature [40]. Some of the common
eye problems affecting our society today are cataracts, glaucoma, AMD and diabetic
retinopathy [40] [68]. Abnormalities (vascular and retinopathy) and their manifestation
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in fundus camera imaging (the main source of images in this thesis) are presented in
the following section.
2.4.1 Vascular abnormalities
Retinal microvascular abnormalities such as arteriovenous nicking, arteriolar
narrowing and venular dilation are often related to conditions such as hypertension,
diabetes [2] and dementia [26]. The key observable (and measurable) features are
described below.
1. Tortuosity
Retinal blood vessels are normally straight or gently curved but in certain
diseases such as in high blood flow, angiogenesis and blood vessel congestion,
the blood vessels become dilated and take on a serpentine path, i.e. they become
tortuous [31]. This occurs due to radial and longitudinal stretching of the blood
vessels [31]. This change or abnormality may occur in only small regions
of retinal blood vessels or it may affect the entire retinal vascular tree [31].
Tortuosity can have very different course in arteries and veins while retinopathy
progresses [69]. Figure 2.7 shows an example of the fundus camera images with
tortuous and non-tortuous blood vessels.
2. Generalised Arteriolar Narrowing
In generalised arteriolar narrowing the ratio between the diameters or calibres
of the retinal arteries to the veins decreases [69]. This is one of the early signs
of retinopathy [70]. For example, in hypertension the earliest retinal vascular
change is the thinning of the retinal arterioles. Narrowing of the arterioles is
usually directly proportional to the degree of elevation of blood pressure [69].
3. Focal Arteriolar Narrowing
Local irregularities in the calibres of retinal blood vessels is known as Focal




Figure 2.7: Examples of fundus camera images showing (a) tortuous vessel (indicated
by arrows) and, (b) normal vessels.
column in specific or localised areas. See Figure 2.8.
Figure 2.8: Section of a fundus camera image showing an example of focal arteriolar
narrowing (indicated by the arrow) (source: [71]).
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4. Suboptimal Bifurcations The branching or bifurcation angle is the angle between
the two daughter vessels [72] [73] [74]. See Fig. 2.9(a). In order to achieve
the fastest transport of the blood for the least amount of work, the optimum
bifurcation angle between the vessel branches is naturally formed. The optimum
value of this angle is widely considered to be 72 ◦ and it is dependent upon the
energy spent in blood transport, the diffusion distance and the efficiency of flow
[72] [73] [74]. If the bifurcation angle becomes too large then the efficiency
of flow decreases. The deviation of branching angles from the optimum
value may suggest vascular abnormalities in the presence of disease [69] [74]
such as in the case of diabetic retinopathy (see Figure 2.9(b)). The retinal
vessel width relationship at the vessel branching points is another important
biomarker of microvascular health, and has associations with conditions such
as ischaemic heart disease and hypertension [24] [75]. Increased arteriolar
branching coefficient (i.e. the ratio of the sum of the cross-sectional areas
of the two daughter vessels to the cross-sectional area of the parent vessel
[76]) has previously be found to be associated with periventricular white matter
hyperintensities (an indicator of poor cerebral vascular health) and ischaemic
heart disease, and decreased branching coefficient with deep white matter
hyperintensities (i.e. poor brain health) [75].
5. Arteriovenous Nicking
Arteriovenous nicking occurs when an arteriole cross and compresses a venule
with a bulge on either side of the crossing. The arteriole’s thicker walls
push against those of the venule forcing the venule to collapse. This is an
irreversible long-term marker of hypertension and sclerosis [78]. Compression
of an underlying venule by an overlying arteriole may impede the blood return,
so that the venules become distended. This is the so called Gunn’s sign [69]
[79]. In Salus’s sign, venules cross arterioles at the right angle and appears as
S-shaped at the bend instead of crossing arterioles obliquely. In Salus’s sign,
deflection of the venules from its normal course at the crossing point take place




Figure 2.9: (a) Diagram illustrating the measurements of retinal vessel branching angle
and branching coefficient (source: [77]) (b) Measurements of bifurcation angles in
fundus camera images for a normal person (72 ◦) and a person with diabetic retinopathy
(130 ◦)
.
6. The Arteriole-to-Venule Ratio (AVR)
AVR is defined as the ratio of the arteriole width to the venular width and it is
used to quantify global changes to vessel diameters [1] [78]. It is determined by
measuring the diameters or calibres of a sample of arteries and veins appearing in
fundus camera images [1]. An AVR of 1.0 indicates that arteriolar diameters are,




Figure 2.10: Sections of fundus camera images showing examples of (a) Gunn′s sign -
vein compression and (b) Salus′s sign - vein deflection (source: [80]).
a narrower arteriole, relative to venule, or a wider venule relative to arteriole
[46]. A smaller AVR, reflecting narrowed arterioles or enlarged venules, is
associated with risk of incident stroke [81] and coronary heart disease (CHD)
[22]. Decreased retinal arteriolar calibre is associated with hypertension [46],
while larger retinal venular calibre has been associated with inflammation,
smoking, hyperglycaemia, obesity, dyslipidaemia [1] [20], dementia [26] and
Alzheimer’s disease [47]. AVR is also inversely related to higher blood pressure
levels [82] [83]. There are various ways of calculating AVR, which is discussed
in more detail in section 3.3 for further discussion on this.
2.4.2 Retinopathy
Retinopathy is persistent or severe damage to the retina and frequently occurs in the
eye due to systemic disease such as diabetes or hypertension. The main manifestations
detectable with fundus camera imaging are described below.
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1. Microaneurysms
A retinal microaueurysm is a dilation of a capillary wall and shows an area of
deficient capillary cell wall. They appear as small red dots in a fundus camera
image. It may be associated with abnormal vascular leakage [84] and is a proven
earliest lesion indicator of diabetic retinopathy [69]. See Figure 2.11(a).
2. Haemorrhages
Retinal haemorrhages are blood deposits on the retina and occur due to the
breaking of a vessel wall or a microaneurysm. They can be caused by
hypertension, retinal vein occlusion or diabetes mellitus. They have very
different shapes [69]. Haemorrhages can spread out on the retinal surface where
they take on a flame appearance [84]. Haemorrhages disappear, if the blood is
reabsorbed with time and in such situations haemorrhage margins fade. In such
cases the characteristic red colour turns to a faint greyish-red before it disappears
completely [69]. Figure 2.11(a) shows an example.
3. Hard Exudates
Exudates are deposits of lipoproteins caused by abnormal vascular leakage and
appear as white or yellowish-white with sharp margins [69]. They occur in
the diabetic retinopathy. See Figure 2.11(a) Precipitation of lipids and proteins
diminishes the extravascular fluid which increases the number of exudates [84].
They may appear as individual dots, confluent patches or rings surrounding
microanaeurysms [69].
4. Cotton Wool Spots
Cotton wool spots are small round or oval whitish fluffy superficial lesions that
are a result of the retinal ischaemic events, due to precapillary arterioles stenosis
[69] [84]. Diabetes and hypertension are the two most common diseases that
cause these spots. These spots occur due to the swollen nerve axons caused by
a localised obstruction of the blood supply in the nerve fibre layer [69]. They




Figure 2.11: Examples image showing different Retinopathies (a) Microaneurysms
Haemorrhages and Hard Exudates (source: [86]), (b) cotton-wool spot (source: [87]),
(c) Soft Drusen (source: [88]) and (d) Hard Drusen (source: [88]).
arcades, parallel to the nerve fibres [69]. See Figure 2.11(b).
5. Drusen
Drusen are usually round with deep yellowish-white dots that exist in a layer
called Bruch’s membrane (see Fig. 2.2(b)), which lies beneath the retina and the
adjacent retina pigment epithelium layer [69] [85]. Figure 2.11(c) and 2.11(d)
shows an example. Drusen are associated with ageing and macular degeneration.
They are found both in the macula and the peripheral retina. Drusen are deposits
associated with the thinning or the hypopigmentation of the retinal pigment
epithelium [69].
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2.5 Retinal Image Analysis
Vascular changes in the retina are often very subtle and may be missed by visual
observation and conventional retinal image inspection or grading. In addition, certain
quantitative measures such as tortuosity and fractal dimension cannot be calculated
manually. Moreover, conducting manual measurement is very time-consuming, which
significantly hinders the analysis of the large numbers of images. Therefore, an
automated system with advanced image processing capabilities is needed to compute
parameters in an objective, effective and efficient manner.
2.5.1 Vessel Assessment and Measurement Platform for Images of
the REtina
Vessel Assessment and Measurement Platform for Images of the REtina (VAMPIRE)
is a software application for the efficient, (semi-) automatic quantification of the
retinal vascular properties in large collections of fundus camera images. The main
image processing features of VAMPIRE are an automatic segmentation of the blood
vessels [89], the detection of other retinal landmarks (i.e. OD and macula/fovea
vasculature), and quantification of key morphometric retinal parameters (i.e. vessel
widths and tortuosity) used frequently in investigative biomarker studies [12] [52].
The software had been used for various studies including investigations into retinal
microvascular abnormalities in diabetic retinopathy, stroke, cerebrovascular disease
and hypertension. [7] [15] [16] [21] [75] [90] [91] [92] [93] . Most of the processing is
hidden from the user, who is expected to provide only a minimal level of intervention
after all the processing is completed. The work presented in this thesis on artery-vein
classification, AVR and fractal analysis was designed to expand the functionality of
VAMPIRE and empower biomarker investigations. The main software features of the
(existing) platform are briefly explained.
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1. Vascular Segmentation
For vessel segmentation a multi-scale, 2-D Gabor wavelet is applied to
emphasise the appearance of vessels, followed by the supervised pixel
classification with a Bayesian classifier [89]. Thereafter, the software creates
a graph or tree-like representation of the vasculature as a pre-processing step for
further measurements [12].
2. Landmark Localisation
The software locates the OD centre and fovea centre in digital fundus images
based on the computation of likelihood values for pixels to be OD or fovea
centre, derived from the Fast Radial Symmetry transform and vessel density
estimation. OD detection is a novel algorithm based on in-painting and a
symmetry transform, which performs very competitively in tests with a public
data set and images from a local diabetes screening program [94] [95].
3. Vessel Width/Calibre
An algorithm proposed by the authors of [96] is used for the accurate
measurement of vessel width. It makes use of a novel parametric surface model
of the cross-sectional intensities of the vessels and ensembles of the bagged
decision trees to estimate the local width from the parameters of the best-fit
surface.
4. Tortuosity
The authors in [97] assessed the performance of five of the most used quantitative
tortuosity indices in total, using the publicly available RET-TORT dataset
[98]. Among these indices, the one offering the best performance in terms
of robustness to different sampling rates and noise is represented by the mean
squared curvature normalised by the vessel’s arc-length to allow fair comparison
among short and long vessels [97] [99]. Based on the recent work by Annunziata
et al. [100], multi-scale tortuosity will be added to VAMPIRE in order to
offer a new and more discriminative tortuosity measurement compared to less
discriminative single-index tortuosity measure.
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2.6 Conclusions
In this chapter the key anatomical components of the eye were introduced and
described the main technologies for imaging the retina. Furthermore, important
retinal abnormalities relating to microvascular and ocular health were presented with
a particular focus on fundus on camera imaging, the main technology utilised in this
thesis. The chapter also provided background on retinal image analysis, highlighting
its importance in aiding clinical research. The main features of the VAMPIRE software





In this chapter several key approaches to retinal image analysis for fundus camera
imaging are introduced and discussed. This includes automatic classification of the
small retinal vessels visible in fundus images into arterioles and venules, the driving
motivation behind which is presented in section 3.2 along with a review of related work
in the field. Then section 3.3 discusses three different approaches for calculating the
AVR, a key biomarker of vascular change relating to disease that utilises automatic
vessel classification. In section 3.4 an overview of related work in the area of fractal
analysis of the visible vasculature in retinal images is presented and discussed. Finally,
section 3.5 concludes with a summary of this chapter.
3.2 Artery/Vein Classification
Quantitative structural analysis of the retinal vasculature helps in the diagnosis of
retinopathies as well as provides candidate biomarkers of systemic diseases. An
essential part of any computerised system used for retinal vasculature characterisation
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in fundus camera images is an automatic method for classifying the small retinal
vessels into arteries and veins. The retinal vessel segmentation is the preceding step to
a/v classification. The vessel classification enables the extraction of useful diagnostic
indicators or disease biomarkers such as the AVR, which is a well-established predictor
of stroke and other cardiovascular events [14] [25] [50].
3.2.1 Clustering vs. Classification
There are two distinct approaches of finding hidden patterns in any data namely
clustering and classification. In clustering, no prior information about the
characteristics of similarity of the data (or samples) is known (or assumed) and similar
variables/objects can be grouped together to achieve some degree of homogeneity
within and heterogeneity between the clusters [101]. In other words, clustering is a way
of grouping related data points together without labelling them explicitly. In contrast,
classification is a way of assigning instances (i.e. data or samples) to pre-defined
classes, i.e. a training set containing data that have been previously categorised or
labelled is needed, and based on this information, a classification algorithm finds the
category to which new data belong [101] [102]. This is often described as supervised
learning, while clustering is referred to as unsupervised learning as no training set is
required [103] [104] [105]. In order to handle high dimensional data (containing many
representative features) adequately and efficiently, its dimensionality often needs to
be reduced using appropriate dimensionality reduction techniques. Dimensionality
reduction is mapping of a high dimensional data to a lower dimensional space such
that the reduced representation has a dimensionality that corresponds to the intrinsic
dimensionality of the data [106] [107]. Similar to data classification, dimensionality
reduction can be achieved in either a supervised or unsupervised manner.
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3.2.2 General Remarks
In a supervised framework, a training dataset is first generated by identifying the
classes (in this case arterioles or venules) manually. This training set is then used
as prior knowledge to classify new unseen data into the two classes. Use of supervised
classification methods for retinal vessels have been previously reported in [33] [34]
[35], but such algorithms require large volumes of manual annotations on images to
generate requisite training labels and this may not be easy to source in prospective
investigations. In an unsupervised setting, unseen data is classified or clustered into
different classes without any prior knowledge about the data. Thus, an unsupervised
framework appears to be an attractive approach to adopt for the classification of
arterioles and venules. However, supervised approaches generally results in higher
classification accuracy as compared to unsupervised methods [108] [109].
To discriminate between retinal vessel classes, it is generally assumed that veins
and arteries are distinguishable using colour features [33] (see Fig. 3.1). A number of
studies in the field of vessel classification have been performed based upon different
colour features extracted from each of the channels of RGB, HSL, HSV images etc.
Therefore, brief introduction to each colour channel is now presented:
- RGB colour space or system reproduce broad range of colour from different
combination of red, green and blue colours. The red, green and blue use 8 bits
each, which have integer values ranges from 0 to 255. Therefore, the possible
colours that can be made are 256× 256× 256 = 16777216 [110] [111].
- HSL (Hue, Saturation, and Lightness) and HSV (Hue, Saturation, and Value) are
both cylindrical-coordinate representations of points in an RGB colour model.
HSV is a colour model that describes colours (hue or tint expressed from 0 to 360
degrees representing hues of red (starts at 0), yellow (starts at 60), green (starts
at 120), cyan (starts at 180), blue (starts at 240), and magenta (starts at 300)) in
terms of their shade (saturation or amount of gray (0% to 100%) in the colour)
and their brightness (value or luminance, or intensity of the colour from 0% to
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100%). This model is similar to the way in which humans perceive colour [112].
Both are mathematically cylindrical, but while HSV conceptually represented as
an inverted cone of colours (with a black point at the bottom, and fully-saturated
colours around a circle at the top) while HSL is represents a double-cone or
sphere (with white at the top, black at the bottom, and the fully-saturated colours
around the edge of a horizontal cross-section with middle grey at its centre)
[113].
- Lab colour space is a 3-axis colour system with dimension L for lightness and
a and b for the colour dimensions. It includes all of colours in the spectrum, as
well as colours outside of human perception [114] [115].
Other features that appear to differentiate arteries from veins are: the arteries are
usually thinner, brighter and present more frequently with a central light reflex (i.e. the
bright strip commonly seen in the centre of a vessel as shown in Fig. 3.1). Although,
the central light reflex often diminishes due to insufficient image quality or increasing
age of subjects [33] and it can sometimes be present in veins. In such cases, it becomes
difficult to distinguish between types of vessels using this feature.
Global features are not always effective and in many cases considering such
features for vessel classification leads to misclassification. For example, in poor
image quality especially in the outer region of the image, the central light reflex is
not always clearly observable and the vessels themselves can appear very dark due
to inhomogeneous lighting [33] (see Figure 3.2(a)). In the outer region of a fundus
camera field of view, arteries and veins look very much alike (see Figure 3.2(a))
and vessels lose contrast (see Figure 3.2(b)) which results in misclassification [33].
However, structural features can sometimes be used to discriminate vessel type as, for
example, arteries and veins usually alternate near the OD before branching out [33].
Though, Fig. 3.3 shows examples illustrating that the alternating pattern of arteries and




Figure 3.1: Examples of arteries (A) and veins (V) in fundus images, and with a
prominent central light reflex. Vessels appear distinguishable by colour and size as
the arteries look thinner and lighter than the veins.
(a)
(b)
Figure 3.2: Example sections from fundus camera images showing (a) vessels that are
dark and with a central reflex that diminishes and (b) vessels losing contrast as they




Figure 3.3: Examples sections from fundus camera images demonstrating that
an alternating pattern of arteries and veins in the fundus is not always a valid
discriminative feature because of instances of branching.
3.2.3 A Review
A variety of approaches to retinal vessel classification have been proposed based upon
the use of different discriminative features and with various classification algorithms.
1. Unsupervised Clustering
Grisan et al. proposed an automatic unsupervised method for quadrant-wise
vessel classification in a concentric zone around the optic disc using fuzzy
C-Mean clustering on 443 vessels from 35 images, and reported 87.6% correct
classification [70]. Two colour features (mean of Hue and variance of Red
from the HSL and RGB colour spaces, respectively) were used in different
sectors for vessel classification. This was further improved by incorporating
the central light reflex into the classification approach in [116]. In their test
images arteries were present with a clear and visible central reflex, and therefore
this observation suggested such a discriminating feature should be adopted for
vessel classification. A probability of belonging to the vein class was assigned
to each vessel based on the average value of the red contrast (i.e. a parameter
defined as the ratio between the peak of intensity in the central part of the vessel
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profile and the largest value between intensities at two end-points of the profile)
along the vessel [116].
In another study Saez et al. defined two types of feature vectors, namely
pixel-based and profile-based [117]. Feature vectors were constructed using
Red, Green, Hue and Lightness colour components of the RGB and HSL colour
spaces and classification was performed using K-Means clustering on 58 images
obtained from hypertensive subject between two concentric circumferences
around the OD. Quadrants were rotated in steps of 20 ◦ to include at least one
artery and one vein in each quadrant. The positive and negative likelihood
ratios, which confirm the validity of their system, were (7.2386, 4.2218) and
(0.2445, 0.1528) for arteries and veins, respectively. They also reported 87% and
90.08% correct classification before and after applying their proposed tracking
method in [118]. Their quadrant-wise classification imposes a condition to have
at least one artery and one vein per quadrant. Also, basic K-Means clustering is
sensitive to the initial centres and gets stuck easily at local optimal values which
contribute significantly to misclassification [119] [120]. In another approach
Joshi et al. applied fuzzy C-Mean clustering to 15 colour fundus images [121]. In
order to classify vessels, the separation of vessel trees into a structurally mapped
vessel network was carried out. The classification was performed by creating
the feature vector from Green (of RGB) and Hue (of HSI) channels. The authors
excluded centreline pixels which have similar affinity for both the clusters from
the successive classification process, treating them as noisy pixels. The proposed
method resulted in a classification accuracy of 88.28%.
2. Supervised Classification
While supervised methods need a training set (which can require substantial
volumes of manual annotations), the classification rates are generally higher
than unsupervised techniques [108] [109]. Several authors have reported
supervised vessel classification algorithms [6] [33] [34] [35] [51] [122] [123]
[124]. Niemeijer et al. extracted a set of 24 features from each centreline
pixel from 20 colour fundus images in the publically available DRIVE database
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which were further used for training and testing [34]. Feature selection using a
wrapper based method and sequential forward floating selection was employed
to find the best features for differentiating between arteries and veins. The
authors tested several different classifiers - Linear Discriminant Analysis (LDA),
Quadratic Discriminant Analysis (QDA), Support Vector Machine (SVM) and
k-Nearest Neighbour (kNN) classifier - on the training data and found that the
kNN classifier provided the best overall performance (area under the ROC curve:
0.88). The same authors used the INSPIRE-AVR data set to classify vessels in
zone B with 27 features, and the best result was achieved with LDA (area under
ROC: 0.84) [122].
Narasimha-Iyer et al. performed vessel classification using four different
classifiers namely: Nearest Neighbour, 5 Nearest Neighbour, Fisher Linear
discriminant (FLD) and a SVM classifier; the latter gave the best result [35].
They computed structural and functional features for each vessel segment -
vessel central reflex as the structural feature and the ratio of the vessel optical
densities from images at oxygen-sensitive and oxygen-insensitive wavelengths
as a functional indicator. They extracted the parameters of the intensity profile
of a vessel in order to use the information from the central reflex as structural
feature. In order to capture the functionality of the vessel the optical densities
were obtained at two wavelengths (570 and 600 nm) and their ratio is formed
to find the ODratio (ODR). ODR that is inversely proportional to the saturation
in the blood [125] is usually, low in arteries and larger in veins [35]. These
structural and functional features were combined into a classifier to identify the
vessel type. Their proposed algorithm achieved true positive rates of 97% for the
arterioles and 90% for the venules when applied to a set of 251 vessel segments
obtained from 25 dual wave-length images. They suggested that their method is
independent of the location of the retina being imaged and can work on vessels
from any retinal regions.
Zamperini et al. experimented with different linear and nonlinear classifiers
(Linear and Quadratic Normal Bayes, Parzen Classifier, Linear and radial basis
SVM) to classify a total of 656 points (326 labelled as arterioles and 330
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as venules) from 42 images in zone B [123]. The system was based on
finding optimal features for vessel classification and testing different supervised
labelling approaches in order to assign correct labels to pixels belonging to the
vascular centreline by using colour features as well as positional information.
They performed a greedy backward feature selection on a set of 86 features
and found the best result using a reduced set of 16 features. They used small
(radius equal to half the vessel width) and large (radius equal to twice the vessel
width) ROI′s to extract colour features. Colour features on large ROI′s were
computed to investigate the effect of vessel contrast with respect to (w.r.t.) the
retinal background. They performed classification using a leave-one-image-out
procedure with different linear and non-linear supervised classifiers. The best
classification accuracy of 93.1% was obtained with the Linear Bayes normal
classifier.
In another study on vessel classification using supervised classification,
Muramatsu et al. analysed 160 vessels from 40 DRIVE images in zone B
using a LDA classifier and leave-one-out method with 6 features [124]. This
resulted in 92.8% classification accuracy. Kondermann et al. investigated two
methods for feature extraction (ROI and profile based) and two for classification
(Neural Network (NN) and SVM). Multiclass Principal Component Analysis
(PCA) was used by the authors in their experiments to reduce the dimensionality
of the feature vector for subsequent use in the classifier [33]. They showed that
performance of both NN and SVMs was extremely good on hand-segmented
data, but the results deteriorate by about 10% on automatically segmented
images. Also, after including the meta-knowledge about vessel segments
between crossings , i.e. a vessel does not change its class between two crossings,
they were are able to classify 95.32% of the vessel centre lines correctly by
combining the ROI feature vector composition method with a NN classifier.
Mirsharif et al. used forward feature selection to find the most discriminant
features for training several classifier (Kmeans, fuzzy clustering, SVM and
LDA) [6]. They evaluated the performance of their proposed method on two
different datasets viz. DRIVE (40 retinal images) and their own dataset (13
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retinal images). Their proposed method resulted in 90.2% and 88.2% accuracy
for DRIVE and their own datasets, respectively.
Recently, a combination of graph-based approach and vessel intensity
information was proposed by Dashtbozorg et al. for vessel classification using
LDA, QDA and kNN [51]. The authors used sequential forward floating
selection method for feature selection. Their proposed approach resulted
in an accuracy rate of 88.3% for INSPIRE-AVR (40 images) dataset when
classification was performed on all vessels pixels in entire images whereas
accuracy of 87.4% was obtained when classification was performed on the main
vessels (vessels with calibre higher than 3 pixels) for DRIVE images. The 89.8%
classification rate was obtained on VICAVR (58 images) database.
Table 3.1 summarises the related work in the field of artery/vein classification.
Among the unsupervised approaches of Grisan et al. [70], M. Saez et al.[117] and V.
S. Joshi et al. [121], classification accuracy was highest for the framework designed by
M. Saez et al. i.e. 90.08% [118]. They tested their method on 58 images obtained from
hypertensive subjects. Grisan et al. does not provide any information regarding the
source of their tested images [70]. Whereas, V. S. Joshi et al. tested the proposed
approach on 15 diabetic subjects. It is, therefore, difficult to comment on which
approach is the best as the classification accuracy is highly dependent on the images
used and the classification framework. It should also be noted that the same classifier
yields different classification accuracies with different set of features on the same set
of images. This observation applies equally to supervised approaches of classification.
However, it is sensible to compare the results obtained from the same image sets and
in the same region or zone. Among the classification framework of Muramatsu et al.
[124] and Mirsharif et al. [6], who tested their approaches on DRIVE images and in
zone B, the classification rate was higher for the former. Whereas for the classification
frameworks of M. Niemeijer et al. [34] and Dashtbozorg et al. [51], who tested their
respective methods on whole vasculature visible in DRIVE images, yielded similar
classification rates.
32
As discussed, numerous methods have been developed to identify vessel type
using various colour features with different classification algorithms [33] [70] [116]
[117] [121]. Using the most relevant features for vessel classification is extremely
important in order to attain a high classification rate. It is not easy to achieve
vessel classification by predefining the set of features for all images because the
absolute colour of the blood column varies between images and across subjects [122]
[123]. Moreover, image resolution and image quality are not constant and is often
dependent upon the type of diagnosis being made [11]. This further contributes to

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































3.3 The Arteriolar to Venular Width Ratio
AVR is defined as CRAE / CRVE, where CRAE is the Central Retinal Artery
Equivalent and CRVE is the Central Retinal Vein Equivalent. In general, AVR is known
as the ratio of arteriole width to venular width. Automatic artery/vein classification
enables the efficient extraction of vascular biomarkers such as arteriolar-to-venular
diameter ratio (AVR) [122]. Conventionally, AVR (and other measurements of retinal
vascular parameters) are acquired from zone B - an annulus 0.5 to 1 optic disc (OD)
diameter from the OD boundary [1] [14] [50].
3.3.1 Parr-Hubbard
CRAE was first derived by Parr et al. which is estimated from arteriolar widths found
in zone B [24]. This choice was based on data which showed that arteriolar widths
appear to decrease significantly after this distance from the optic disk in patients
with hypertension [2]. They proposed the arterial parent-daughter branch relationship
applies only to normal vessels of young subjects in the form of a second power





2 − 0.22w1w2 − 10.76)1/2 (3.1)
where w1, w2, and Wa are the widths of the smaller branch, the larger branch,
and the parent trunk in an arteriolar branching. Hubbard et al. in 1999 proposed a







where w1, w2, and Wv are the widths of the smaller branch, the larger branch,
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and the parent trunk in a venular branching. Parr and Hubbard derived formulas for the
CRAE and CRVE, respectively, by examining a prospective group of retinal images
with branching points, calculating the relationship between individual trunk vessels
and their respective branch vessels and using a root mean square deviation (RMSD)
model that best fit the observed data. The resultant AVR formula was used successfully
in large number of epidemiology studies [126].
3.3.2 Knudtson
In 2003, Knudtson et al. pointed some spurious variability in the equations proposed
by Parr-Hubbard formulas [127]. Firstly, in the Parr-Hubbard equation, the overall
estimate of vessel calibre was contributed by a variable number of vessel diameters for
each eye. Secondly, the formulae include constant terms making the result dependent
upon the measurement units (e.g. microns or pixels) [17]. Knudtson et al. developed
new formulas for calculating the AVR, based on the concept of a branching coefficient







where w1, w2 and W are, respectively, the widths of the narrower branch, the
wider branch, and the parent trunk.
Knudtson et al. estimated the BC for arterioles and venules separately using data
from 44 young normotensive adults that Hubbard et al. used to develop their venular
formula. Knudtson et al. inserted their estimates of the BC into equation 3.3 and solved














where Wa and Wv are the measured arteriole and venule vessel widths,
respectively. Also, w1 and w2 are the widths of the narrow and wider branches,
respectively. A mean BC of 1.28 was found for arterioles in a young, normotensive
population and this compares well with a theoretical BC of 1.26 derived from Murray’s
law [127] [128]. The revised formulas were shown to be superior to the prior
Parr-Hubbard formulas. Note, the theoretical BC (1.26) only applies for symmetrical
dichotomous vessel branching (where width of branch 1 = width of branch 2).
The formulas proposed by Knudtson et al. showed a high correlation with the
Parr-Hubbard method (Pearson correlation coefficients ranging from 0.94 to 0.98)
[127]. The revised formula were also not affected by the number of measured vessels.
Thus it offered an added advantage of being more robust against variability in the
number of vessels observed and it was easier to implement [127]. This is because
Knudtson et al. chose to limit the calculation to the six widest arterioles and six widest
venules. Although a fewer number of measurements can be used in case not enough
vessels are visible or present in an image. Knudtson recursively paired the vessels (i.e.
largest with smallest, next largest with next smallest and so on) in order to calculate
CRAE and CRVE [127]. Algorithm 1 shows implementation procedure of Knudtson
et al. iterative process for matching up vessels in order to calculate CRAE and CRVE
[122].
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Algorithm 1: AVR using the Knudtson method
Data: Create vector A and vector V containing the widths of the found arteries
and veins of length |A| and |V| in zone B
Result: To calculate AVR: Sort A and V in decreasing order and set the length
of both vectors to N=min(|A|, |V |, 6).
1 Initialisation;
2 while |A| > 1 do
3 Select and remove the first element F and last element L from vector A.
Calculate (0.88 ∗ (F 2 + L2)1/2) and store in another vector Ca;
4 if |A| ≤ 1 then
5 A = A ∪ Ca;
6 Sort A in decreasing order;
7 end
8 end
9 while |V| > 1 do
10 Select and remove the first element F and last element L from vector V.
Calculate (0.95 ∗ (F 2 + L2)1/2) and store in another vector Cv;
11 if |V| ≤ 1 then
12 V = V ∪ Cv;
13 Sort V in decreasing order;
14 end
15 end
16 AV R = A
V
3.3.3 Goatman
In cases where the number of vessels is not even this leads to at least one vessel being
paired fewer times than the other vessels, which will introduce a small bias towards the
lesser-paired measurements [129]. Thus instead of recursively applying equations 3.4
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and 3.5 to pairs of vessels, Goatman et al. proposed an unbiased analytic estimation of






(W 2a (i)) (3.6)
where Wa(i) is the ith arteriole width measurement. Similarly, central retinal
vein (CRV) equivalent width WCRV can be derived. Combining WCRA with WCRV













where Wv(i) is the ith venule width measurement. Equation 3.7 is a weighted
ratio of the root mean square arteriole diameter and the root mean square venule
diameter.
The Goatman approach, which is not iterative process is detailed in Algorithm 2.
Algorithm 2: AVR using the Goatman method
Data: Create vector Ag and vector Vg containing the widths of the found
arteries and veins of length |Ag| and |Vg| in zone B
Result: To calculate AVR: Sort Ag and Vg in decreasing order and set the
length of both vectors to N=min(|Ag|, |Vg|, 6).
1 Initialise and calculate the constant terms: Ca=0.88, Cv=0.95, factor=log2(N)
2 Calculate: WCRA= Cafactor
√∑N
i=1(Ag
2(i)) and WCRV = Cvfactor√∑N
i=1(V g
2(i))




Patton et al. also describe a revised formula for the estimation of retinal trunk
arteriole widths from their respective arteriolar branch widths that further improved
the summarising of retinal arteriolar diameters [126]. The relationship between the
BC and the asymmetry index (AI) of the vessel branches was explored and the result
was used to formulate a new BC. In order to determine whether variation in the ratio
between the widths of the two vessel branches can also explain some of the variation
in the BC, Patton et al. performed a study to ascertain the relationship between the
degree of asymmetry at retinal vascular junctions (asymmetry index [AI] = branch
1/branch 2) and the BC. A revised formula was devised for the arteriolar BC using a















where w1 and w2 are the widths of the smaller branch and the larger branch.
BCA = 0.78 + 0.63 ∗ AI , where AI = w1/w2 and BCV = 1.22. Patton et al. also
used an iterative procedure for matching up vessels to calculate CRAE and CRVE,
which is described in Algorithm 3.
40
Algorithm 3: AVR using the Patton method
Data: Create vector Ap and vector Vp containing the widths of the found
arteries and veins of length |Ap| and |Vp| in zone B
Result: To calculate AVR: Sort Ap and Vp in decreasing order and set the
length of both vectors to N=min(|Ap|, |Vp|, 6).
1 while |Ap| > 1 do
2 Select and remove the first element F and last element L from vector Ap.






(F 2 + L2) and store in another vector Ca;
5 if |Ap| ≤ 1 then
6 Ap = Ap ∪ Ca;
7 Sort Ap in decreasing order;
8 end
9 end
10 while |Vp| > 1 do
11 Select and remove the first element F and last element L from vector Vp.





(F 2 + L2) and store in another vector Cv;
14 if |Vp| ≤ 1 then
15 Vp = Vp ∪ Cv;
16 Sort Vp in decreasing order;
17 end
18 end
19 AV R = Ap
V p
;
A study by Hemminski et al. compared different AVR calculation methods on
both left and right eye [130]. They used following formulae for comparison :
1. Central retinal arteriolar equivalent (CRAE)/ Central retinal venular equivalent
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(CRVE);
2. Mean arteriole width/ Mean venule width;
3. Sum of widths of arterioles/ Sum of widths of venules;
4. Sum of squares of widths of arterioles/ Sum of squares of widths of venule
They investigated that the AVR calculated using the sum of squares of widths
of arterioles and venules correlated best with CRAE/CRVE (R2 0.92) and AVR
calculated using the mean arteriole and venule widths or the sum of widths of
arterioles and venules resulted in clearly lower associations ( R2 0.38 − 0.40 and R2
0.41− 0.48, respectively). According to their study AVR calculated by CRAE/CRVE
has the best repeatability and there is no significant difference between CRAE/CRVE
measurements taken from left eye and right eye of eighty-seven men [40] [130]. High
repeatability of AVR formula (CRAE/CRVE) shows the suitability of the formula for
the evaluation of retinal vascular changes in systemic diseases. They also showed
that it is sufficient to examine only one eye if fundus vascular alterations associated
with systemic hypertension needs to be evaluated [130]. In another paper, Wong et al.
investigated that there was substantial correlation between right and left eyes for retinal
arteriolar diameters (Pearson correlation coefficient, ρ = 0.71) and venular diameters (
ρ = 0.74) and moderate for the AVR (ρ = 0.49) [25]. They also found that the inverse
association of higher blood pressure and smaller retinal arteriolar diameters was similar
using data from either one eye or two eyes; arteriolar diameters decreased by 4.1µm
(right eyes), 4.0µm (left eyes), and 4.0µm (mean of both eyes) with each 10-mmHg
increase in mean arterial blood pressure. Leung et al. investigated that retinal arteriolar
and venular diameters narrow with increasing age, and these parameters are inversely
related to blood pressure (BP), independent of age, gender, and smoking [50].
Recent studies shows that retinal microvascular abnormalities are associated with
stroke [15] [46] for example retinal vessel widths predict future risk of stroke [14] [81]
[131] and may be associated with a previous cerebral infarction [132] [133]. Double et
al. showed that retinal venules are wider and arteriovenous ratios are smaller in patients
with lacunar strokes compared with those in patients with cortical strokes [93].
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3.3.5 Further Remarks
Measurements from outside zone B might also lead to candidate biomarkers of disease.
For instance, Cheung et al. studied the association of blood pressure with retinal
vascular calibre measured over the standard zone and an extended zone of the fundus
images [134]. They found that reliability of retinal vascular calibre measurement
was high for the extended zone. Moreover, cardiovascular risk factors explained to a
greater degree the variation in retinal vascular calibre in the extended zone. Therefore,
application of automatic vessel classification outside of zone B is warranted to fuel
further development of AVR.
3.4 Fractal Analysis
Fractal dimension (FD) is a geometrical measure that quantifies the degree of
branching complexity of a structure such as the retinal vasculature and how it fills space
[44]. A high FD represents a complex structure with lots of branching and vessels, i.e.
a denser vascular network, while a lower FD signifies a sparser or less optimal vascular
network [44]. As the pattern of blood vessels in the human retina displays fractal
properties [27] [28] [135] [136] , therefore measuring FD of the retinal vasculature
through fractal analysis may aid early detection of vascular changes indicative of
retinopathy and systemic diseases.
3.4.1 Monofractal
As many pathological conditions affect the retinal vasculature, measuring the FD can
be used as a property to distinguish images [28] [135] [136]. Recent work reported that
an increase in FD is correlated with the diabetic retinopathy signs in type 1 diabetes
[29] and a decrease in FD with age and blood pressure [137]. These studies were
based on the box-counting method (BCM) of fractal analysis to estimate FD [138]
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[139] [140]. Avakian et al. performed quantitative region-based fractal analysis using
the BCM to evaluate vascular patterns in images acquired from normal people and
those with non-proliferative diabetic retinopathy (NPDR) [135]. They demonstrated
that the vessel density in the normal macular region appeared greater than the vessel
density in the NPDR macular region and in the normal paramacular region. They
located 5 paramacular sub-regions or zones in superior, superotemporal, temporal,
inferotemporal and inferior to the macula. They suggested that the alterations in retinal
vasculature during early-stage diabetic retinopathy (i.e., by NPDR) measured by FD
may have resulted from several disease mechanisms and/or imaging artefacts. They
also suggested that the decreased vessel density in the NPDR macula may have resulted
from non-perfusion, drop-out and/or narrowing of vessels. Measurements of decreased
vessel density in the NPDR macula could have resulted from opacity of the cornea or
lens, which might be expected to obscure vessels in NPDR [135]. However, they
recommended the requirement of more complete studies to confirm the measurements
of macular change in NPDR.
Various studies using BCM have shown that the appearance of the vasculature
in retinal images has a strong relation with high blood pressure and cardiovascular
disease [13] [30] [137] [141]. Kurniawan et al. showed that the higher blood pressure
in children is associated with smaller box-counting FD [13]. However, Kruk et al.
presented that hypertensive subjects have higher mean FD calculated from BCM as
compared to normal subject [141]. Liew et al. demonstrated that box-counting FD
was inversely correlated with age and systolic blood pressure [137]. They showed
that after adjustment for age and sex, mean box-counting FD was significantly
lower in participants with than without hypertension. Liew et al. investigated that
BCM is a novel means of quantifying microvascular branching that independently
predicted 14-year coronary heart disease (CHD) mortality [30]. These suggested that




Stosic et al. and Ward et al. demonstrated that the retinal vasculature exhibits
multifractal behaviour [28] [142] . That is, the vascular structure can be characterised
by a hierarchy of exponents rather than a single fractal dimension. A number of
retinal images from the STARE database [143] corresponding to ten ‘normal’ and
ten ‘pathological’ retinas were analysed using multifractal analysis (MFA) and it was
shown that the pathological images have lower dimensions as well as a shifted range
in the spectrum of exponents in comparison to the normal cases.
Macgillivray et al. showed that a hypertensive sub-group (n=20) exhibited lower
FD or a sparser vascular network than a non-hypertensive sub-group (n=20), using
both monofractal analysis (i.e. BCM) and MFA, where n is the number of test images
[92]. They determined that monofractal analysis may be more sensitive to skeletons
rather than the segmented images, whereas the opposite of this was the case for MFA.
Analysing the skeletons showed that only 13 from the non-hypertensive sub-group
and 14 from the hypertensive sub-group displayed multifractal properties. Though
the number of images is too low to draw many certainties. Furthermore, the MFA
procedure performed in [28] [92] and [142] appears very time consuming - the authors
did not report any specific details; this observation was based on an implementation of
the algorithm (i.e. 40 minutes per image).
Doubal et al. the authors investigated the associations between fractal properties
of the retinal vessels in patients with clinical and magnetic resonance imaging (MRI)
features of lacunar stroke and white matter disease [75] to test the hypothesis that
patients with lacunar stroke (as a distinct marker of cerebral small vessel disease) will
have altered fractal properties of their retinal vessels compared with a cortical stroke
control group (as a distinct marker of large artery atherothromboembolic disease) [144]
[145]. A sparser network (with both BCM and MFA) was found to be associated with
lacunar stroke and increasing age after correcting for other vascular risk factors and
white matter hyperintensities (WMH) [75]. This was demonstrated despite the control
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group being on average 4 years older than the lacunar stroke patients, which would
usually tend to mask any associations.
In another study Aliahmad et al. investigated to find the association of FD
with future episode of stroke event using the Blue Mountain Eye Study (BMES)
database [146]. They measure the FD using Higuchi fractal (HF) method, spectrum
fractal method [147] [148] and BCM in three concentric zones around OD. They
showed that there was a significant association between FD calculated in zone B using
Higuchi fractal (HF) method with future episode of stroke while this difference was
not significant when other methods were employed.
3.4.3 Fourier Fractal Dimension
In recent years, the Fourier fractal dimension (FFD) has been used for retinal image
analysis [149] [136] due to certain advantages associated with FFD. Both BCM and
MFA needs the segmented image - either manual or computerised, to calculate the FD
but measuring FFD eliminates the need for image segmentation [150] and is relatively
insensitive to noise [150] [151]. Changes in angle between the camera and the optical
axis cause variations in the brightness of an image which significantly impacts when
the image is binarised to produce a vessel map. Some vessels that are observed in the
segmented image from one angle may be missed from another angle. Azemin et al.
showed the significant correlation between the known and computed FFD calculated
from noisy images confirmed the robustness of FFD against noise [152]. It was also
shown that FFD is less sensitive to the angle between the camera and the optical axis of
the eye compared with the box-counting method as FFD does not require segmentation
of the image. Hence, FFD could in some ways be considered to be more reliable. In one
of the study a significant decrease in the FFD with ageing was reported on analysing
748 retinal images taken from persons aged 49− 89 years [136].
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3.5 Summary
This chapter introduced some key concepts in computational analysis of fundus
photography, namely classification of vessels into arteries and veins, the measurement
of AVR and fractal analysis. Important work in the field of vessel classification,
using both supervised and unsupervised approaches, was presented and discussed.
Such analysis of vessel class forms the preceding step to the measurement of AVR.
Four approaches for calculating AVR were summarised and discussed in this chapter.
Finally, fractal analysis as a means of quantifying the vascular pattern in fundus camera
images and detecting changes associated with disease and systemic conditions was also





In this chapter, automatic retinal vessel classification into arterioles and venules
using supervised and unsupervised approaches and colour features is presented.
Mathematical background for the various techniques is detailed in section 4.2. Section
4.3 discusses the materials and methodology for developing the vessel classification
algorithms. During the computerised process of categorisation some of the vessels can
remain unclassified, so section 4.4 introduces an approach to reduce such instances.
Classifying retinal vessels into arterioles and venules is a precursor to measuring AVR.
Section 4.5 explains the implementation and testing of AVR measurements. Finally,
conclusions are summarised in section 4.6.
4.2 Mathematical Background
Broadly speaking, computerised vessel classification splits into two categories: (i)
unsupervised methods, which do not need any training (i.e. access to previously
categorised or labelled data), and (ii) supervised approaches, which do need training
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data in order to assign labels to unseen data. When high dimensional data are available
(for instance, a large number of colour-based features with which classifier attempt
retinal vessel classification), it is often advisable to reduce dimensionality before
classification in order to discard uninformative features and to overcome the challenges
of ‘curse of dimensionality’ (for a given sample size, there is a maximum number
of features above which the classifier performance will degrade) in order to improve
performance [106] [153]. This section introduces the mathematical background
for techniques employed in this thesis which includes unsupervised and supervised
approaches as well as methods for reducing dimensionality.
4.2.1 Unsupervised Vessel Classification
1. Gaussian Mixture Model with Expectation-Maximisation (GMM-EM)
In practice, each cluster in the data is assumed to be mathematically represented
by a parametric distribution like a Gaussian, and the entire dataset is therefore
modelled by a mixture of these distributions [154]. Considering data as a
mixture of Gaussian distributions is a widely used means to cluster the data
[154]. A Gaussian Mixture Model (GMM) is a parametric probability density
function represented as a weighted sum of Gaussian component densities, and
each Gaussian component has its own mean and covariance [155]. A GMM is a
collection of K Gaussian distributions where each distribution is called a mode
of the GMM and represents a cluster of data points. A GMM consists of the
means, covariances, and a probabilistic assignment of every data point to the
Gaussians [120].
The commonly used approach for determining the GMM parameters (i.e. mean,
covariance, mixture coefficient) from a given dataset is to use the maximum
likelihood estimation. The Expectation-Maximisation (EM) algorithm is a
general, iterative technique for computing the maximum likelihood estimate of
the parameters of an underlying distribution from data which is incomplete or
has missing values [120] [156].
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The EM algorithm is a local optimisation method, and hence it is sensitive to
the initialisation of the model. Therefore, the simplest way to initiate parameters
is to use a K-means approach [120]. Thus, before explaining GMM-EM, it is
worth introducing K-means. K-means clustering results in a linear separation
of clusters and is not suitable for separation of non-linearly separable data,
therefore its application is limited in practice [157]. In this approach to
clustering, the first K number of ‘mean’ µk for each of the classes is initialised.
For example, for binary clustering K=2 (i.e. 2 classes), mean µ1 and µ2 are
initialised. The algorithm splits into two phases [119] [120] [158],
I. Assign each point of the data to the closest mean µk
II. Update means of the new cluster.
After the updating phase (i.e. phase II) again assign each data point to the
closest mean (i.e. repeat phase I), and this procedure continues until means
do not change any more - i.e. the two phases of re-assigning data points to
clusters and re-computing the cluster means are repeated in turn until there is no
further change in the assignments (or until some maximum number of iterations
is exceeded). In K-means, a point must belong to one of the classes and so this
approach does not explain points that lie in between groups.
GMM is a simple linear superposition of Gaussian components, which provides
a richer class of density models than the single Gaussian [120]. Mathematically,
a Gaussian can be defined as [120],
p(X) = N (X|µ,Σ)) (4.1)
where µ is the mean, Σ is the variance and N signifies the normally distributed





where πk is the mixture coefficient of kth Gaussian. In K-means clustering one
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can have only a ‘mean’ parameter to fit but in GMM one can have mean µk ,
covariance Σk and mixture coefficient πk to fit. Given a GMM, the main aim is
to maximise the likelihood function w.r.t. the parameters (µk, Σk and πk ) [120].
Finding maximum likelihood solutions for models with latent variables is called
the expectation-maximisation algorithm, or EM algorithm. EM for Gaussian
mixtures algorithm [120] is explained as,
I. Initialise Gaussian parameters: Initialise µk , Σk and πk for each
Gaussian k.






III. M Step: Given scores, adjust µk , Σk and πk for each cluster k i.e. for each








where N is total number of data points and Nk is defined as the effective





Find the means that fits the assignment score best. Covariance matrix of






γ(Znk)(xn − µnewk )(xn − µnewk )T . (4.6)






IV. Evaluate log Likelihood: Calculate log likelihood,







and check for convergence of either the parameters or the log likelihood. If
likelihood or parameters converge then stop. Else go to step II. (E step)
In the present framework, the uniform distribution to the mixture is added to
pick up background noise or data points which were not associated to either an
arteriolar or a venular cluster. The classifier was run for 10 different initial cluster
centres and the parameters corresponding to the best fit (maximum likelihood)
were chosen to compute Gaussian mixtures.
2. Squared-Loss Mutual Information Clustering (SMIC)
SMIC is an unsupervised method in which the mutual information between
feature vectors and cluster assignments is maximised. It involves only
continuous optimisation of model parameters and is therefore easier to solve
as compared to discrete optimisation of cluster assignments. Also, this method
gives a clustering solution analytically in a computationally efficient way via
kernel eigenvalue decomposition [157].
In [157] the authors proposed an approach to information-maximisation
clustering based on a squared-loss variant of mutual information. Suppose
d-dimensional independent identically distributed (i.i.d.) feature vectors of size




The main aim of the method is to give cluster assignments yi to feature vectors
{xi}ni=1, such that,
{yi|yi ∈ {1, ..., c}}ni=1 (4.10)
where c denotes the number of classes and it was assumed that c is known. The
information-maximisation approach explained in [159] [160] was used to solve a
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clustering (i.e. unsupervised classification) problem by the authors of [157]. To
do this the class-posterior probability p∗(y|x), was learned so that ‘information’
between feature vector x and class label y was maximised.
In order to solve the clustering problem, information-maximisation approach
was used which involves continuous optimisation w.r.t the parameter α included
in a class-posterior model p∗(y|x;α). The continuous optimisation of α is
considerably easier to solve than discrete optimisation of {yi}ni=1.
Squared-loss mutual information (SMI) is adopted as an information measure in










where p∗(x, y) denotes the joint density of x and y, and p∗(y) is the marginal
probability of y. SMI is the Pearson divergence [161] from p∗(x, y) to p∗(x)p∗(y)
4.2.2 Supervised Vessel Classification
In supervised classification, the classifier assigns labels to new unseen data with the
help of training data (represented by vectors of features and pre-determined labels).
In this thesis, a supervised LS-SVM classifier was used to group retinal vessels into
arteriole and venule classes. The mathematical background is as follows.
1. Least Squares Support Vector Machines (LS-SVM)
Support Vector Machine (SVM) is a class of supervised learning algorithms
first introduced by Vapnik [162]. It proved to be an effective technique for
many classification problems [162] [163] [164] [165]. SVM constructs an
optimal separating hyperplane between the positive and negative classes with the
maximal margin [166] for binary-class classifications. SVM can be formulated
as a quadratic programming problem involving inequality constraints. The Least
Squares formulation of SVM, called LS-SVM was recently proposed [167] [168]
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and is close to Vapnik’s SVM formulation [162]. LS-SVM is least squares
version of SVM. Unlike SVM, LS-SVM solves a linear system and involves the
equality constraints only. Therefore, the solution is obtained by solving a system
of linear equations. LS-SVM preserves support vector machine methodology
[162], but simplifies via least squares and equality constraints [168].
The goal of the binary-class classification in SVM or LS-SVM is to learn a model
that assigns the correct label to an unseen test sample. Let, there is a set of
n training samples, denoted by {(xi, yi)}ni=1, where xi ∈ Rd is drawn from
a domain X and each of the label yi is an integer from Y = {−1, 1}. In other
words, SVM or LS-SVM learns a function f : X → Y which maps each instance
x to an element y of Y [166].




(X − ceT )(X − ceT )T (4.12)
where X = [x1, x2, ..., xn] is the data matrix, c is the centroid of X and e is the
vector of all ones. The main aim is to define the margin of a linear classifier as
the width that the boundary could be increased by before hitting a data point. If
the data is separable, the hyperplane of hard margin SVM is defined by [166],
f(x) = (x,w) + b = 0, (4.13)
which separates the positive and negative classes [163] (see Figure 4.1), where
w is the normal to the hyperplane, (x,w) = xTw is the inner product between
x and w, and |b|/||w||2 is the perpendicular distance from the hyperplane to
the origin. The hard margin SVM classifier maximise the margin around the
separating hyperplane for the linearly separable data. The optimal hyperplane is
computed by minimising ||w||2 subject to the constraint,
yi((xi, w) + b) ≥ 1, (4.14)
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for all i. See Figure 4.1, data points closest to the hyperplane are called support
vectors where margin ρ of the separator is the width of separation between
support vectors of classes. A test point x is assigned to the positive class, if
(w, x) + b > 0, and to the negative class otherwise (see Figure 4.1).
Figure 4.1: Example of defining a unique separating hyperplane illustrated in a two
dimensional input space. The margin is the distance between the dashed lines which
separates positive (maked in red) and negative (marked in blue) classes. (Image
adapted from source: [169])
The above formulation can be extended for a soft margin SVM i.e. dealing
non-separable data by introducing the slack variables and a tuning parameter C
> 0 which is commonly estimated through cross-validation [163].
Least Squares SVM (LS-SVM) applies the linear model [168],
f(x) = (x,w) + b (4.15)
where w ∈ Rd is the weight vector and b is the bias of the linear model. w and
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||f(xi)− yi||22 + C||w||22, (4.16)
where y is the vector of class labels, and C > 0 is the regularisation parameter.














where c is the global centroid of the data, n1 and n2 denote the number of
samples from the positive and negative classes, respectively, and c1 and c2 are the
centroids of the positive and negative classes, respectively. If no regularisation





where S+ denotes the pseudo-inverse of S [170]. Similar to SVM, LS-SVM also
assigned a test point x to the positive class, if f(x) = (w, x) + b > 0, and to the
negative class otherwise [168].
4.2.3 Dimensionality Reduction
Dimensionality reduction is a popular concept in classification for removing irrelevant
or redundant features, thus reducing computational time in subsequent processing
[171] [172] [173]. Dimensionality reduction aims at representing high dimensional
data in lower dimensional spaces [174]. Techniques can be categorised into feature
extraction and feature selection. Feature extraction methods transform the original
data space into a new, lower dimensional space, keeping as much information from the
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original data as possible [153]. In other words, feature extraction is transformative,
i.e. a transformation is applied to the data to project it into a new space with
lower dimension. Feature selection methods, instead, reduce the number of features
contained in a feature space by removing irrelevant or redundant ones [175] [176]
[177], i.e. no transformation is applied. The feature selection approach aims to select
a small subset of features from the group of features that have strong discriminatory
power between classes.
In order to reduce the computational cost in large datasets with high dimensional
feature sets while at the same time maximising classification accuracy, dimensionality
reduction techniques can play an important role [175]. Thus with this aim, two feature
extraction methods - Principal Component Analysis [107] [178] [179] and Orthogonal
Locality Preserving Projections, [180] - and two feature selection methods - Maximal
Information Compression Index [181] and Laplacian Score [182] - were considered
for retinal vessel classification. An overview of each is now presented.
1. Principal Component Analysis (PCA)
Conventional PCA is one of the most commonly used feature extraction
techniques and is based on extracting the axes on which data shows the highest
variability [178]. PCA finds a linear projection of high dimensional data into
a lower dimensional subspace such that variance retained is maximised and the
least square reconstruction error is minimised [107] [179]. PCA steps, using
covariance to reduce dimensionality, can be summarised as follows,
I. Centre or standardise the data by subtracting the sample mean from each
observation.
II. Calculate the covariance matrix.
III. Calculate the eigenvectors and eigenvalues of the covariance matrix.
IV. Select the m eigenvectors that correspond to the m maximum eigenvalues.
For the analysis presented in this thesis, the three highest eigenvectors were
selected to reconstruct a new feature set as this was sufficient to explain
97% (or more) of the total variance describe by the whole feature set.
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2. Orthogonal Locality Preserving Projections (OLPP)
In the dimensionality reduction problem, the dimension of the features (F) is
often much larger than the number of features (NF). Thus, the (F * F) matrix
XDXT is singular. To make XDXT nonsingular, the feature set X must be
preprocessed by PCA. PCA projects the features into a subspace by removing the
eigenvectors corresponding to low eigenvalue and the matrix XDXT becomes
non-singular. The transformation matrix of PCA is denoted by WPCA. The
algorithmic procedure of OLPP is as follows [180] [183] [184],
I. PCA Projection: First the feature set xi is projected into the PCA subspace
by throwing away the components corresponding to zero eigenvalue. Thus
the extracted features are statistically uncorrelated. The transformation
matrix of PCA is denoted by WPCA.
II. Constructing the Adjacency Graph: OLPP can construct a K nearest
neighbour graph with good stability in an unsupervised or supervised
mode. Let G be a K nearest neighbour graph with n nodes. The i-th
node corresponds to the feature xi. If xi and xj are close, i.e. xi is
among p nearest neighbours of xj or xj is among p nearest neighbours
of xi then an edge is put between nodes i and j. In unsupervised mode,
edges are located between one sample and its K nearest neighbours, where
K is a small integer. Whereas for the supervised model, edges are located
between one sample and its K nearest neighbours from the same class.
Euclidean distance was chosen in order to measure the closeness between
two arbitrary data nodes in a K nearest neighbour graph. After constructing
the Euclidean distance matrix for all nodes, the K closest neighbours of
one node can be obtained by analysing the distance matrix in unsupervised
mode but for the supervised model, the class label should be considered for
finding K nearest neighbours from the same class. The constructed nearest
neighbours graph is an approximation of the local manifold structure.
III. Choosing the Weights: If the nodes i and j are connected, i.e. the nodes i
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where t is a constant. Otherwise, Wij = 0. The weight matrix W of
graph G represents the local structure of the feature manifold structure by
preserving local structure.
IV. Computing the Orthogonal Basis Functions: Define D as a diagonal
matrix whose entries are column (or row, W is symmetric) sum of W,
Dii =
∑
jWij . Also define L = D − W , which is called Laplacian
matrix in spectral graph theory [180]. Let {a1, a2, ..., ak} be the orthogonal
locality preserving projections, and define,
A(k−1) = [a1, a2, ..., a(k−1)] (4.21)
B(k−1) = [A(k−1)]T .(XDXT )−1.A(k−1) (4.22)
The orthogonal locality preserving vectors { a1, a2, ..., ak } can be
computed iteratively as follows:
(a) Compute a1 as the eigenvector of (XDXT )−1XLXT associated with
the smallest eigenvalue.
(b) Compute ak as the eigenvector of
M (k) = {I − (XDXT )−1.A(k−1)[B(k−1)]−1[A(k−1)]T
.(XDXT )−1.(XLXT )}
(4.23)
associated with the smallest eigenvalue of M (k).
V. OLPP Embedding: Let WOLPI = [a1, a2, . . . , al], the embedding is as
follows,
x→ y = W Tx (4.24)
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W = WPCAWOLPI (4.25)
where y is a l-dimensional representation of the feature x. W is the
transformation matrix.
OLPP has neighbourhood preserving characteristic, it can better capture
the intrinsic manifold structure to a larger extent. The locality preserving
ability is directly related to the discriminating ability. In contrast, the
conventional algorithms such as LDA only model the features in Euclidean
space and cannot detect the intrinsic low-dimensionality features.
3. Maximal Information Compression Index (MICI)
MICI is an unsupervised feature selection method suitable for data with large
dimensions and is based on measuring similarity between features whereby
redundancy therein is removed. The feature selection task involves two main
steps partitioning the original feature set into a number of homogeneous subsets
(or clusters) and selecting a representative features from each such cluster.
Partitioning of the features is based on a K nearest neighbour principle using
feature similarity measure [181]. In doing so, first the K nearest features of each
feature are computed. Among them the feature having the most compact subset
(as determined by its distance to the farthest neighbour) is selected, and its K
neighbouring features are discarded. The process is repeated for the remaining
features until all of them are either selected or discarded.
4. Laplacian Score (LS)
LS is based on Laplacian Eigenmaps [185] and Locality Preserving Projection
[182]. The basic idea of LS is to evaluate the features according to their locality
preserving power. LS is proposed in [182] to select features that retain sample
locality specified by an affinity matrix S.
For the r-th feature, fr = [fr1, fr2, ..., frm]T , define D = diag(S1), where
Sij = cosine(xi, xj) (if nodes i and j are connected, else equal to zero) and
1 = [1, ..., 1]T . Define matrix L (graph Laplacian) as L = D-S.
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Given S, its corresponding degree matrix D and Laplacian matrix L, the










Since features are evaluated independently in LS, selecting K features with LS
can be achieved by greedily picking the top K features which have the minimal
LS values.
4.3 Materials and Methods
The previous section introduced the mathematical background of the principal
techniques by which automatic vessel classification was attempted in this thesis.
The algorithms developed for vessel classification were tested and validated on three
datasets: ORCADES, INSPIRE-AVR and DRIVE. This section details these datasets
and it also discusses the methodology, i.e. the image processing and extraction of
different of features, used for automatic vessel classification.
4.3.1 Datasets
1. ORCADES (Orkney Complex Disease Study)
This dataset contains fundus camera images with a resolution of 2048 × 3072
pixels, captured with Canon CR-DGi non-mydriatic retinal camera and a 45 ◦
FoV. ORCADES is a genetic epidemiology study based on an isolated population
in the north of Scotland [186] [187]. It aims to discover the genes and their
variants which influence the risk of common, complex diseases such as diabetes,
osteoporosis, stroke, heart disease, myopia, glaucoma, chronic kidney and
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lung disease. Finding these genes is the first step in order to develop new
ways of diagnosing and treating these diseases. The North Isles of Orkney,
the focus of this study, consist of a subgroup of ten inhabited islands with
census populations varying from ˜30 to ˜600 people on each island. Although
transport links have steadily improved between the North Isles and the rest of
Orkney, the geographical position of these islands, coupled with weather and
sea conditions, means that even today they are isolated and that they would
have been considerably more so in the past. Studies in isolated populations
have a number of advantages for identifying genes, including the ability to use
information on the inheritance of variants through a family. Data collection
was carried out in Orkney between 2005 and 2007. Informed consent and
blood samples were provided by 1019 Orcadian volunteers who had at least
one grandparent from the North Isles of Orkney. ORCADES is now a platform
resource for health research in Scotland.
802 vessels from zone B of 70 ORCADES were extracted (see item 1 of
section 4.3.3) and were labelled by two human trained observers to assess
classification performance. Observer 1 (DR) is the author of this thesis and
observer 2 (TM) is an imaging scientist. Both were involved in retinal imaging
and analysis for clinical research. They were individually trained by experienced
clinical colleagues in the identification of retinal vessel type. Observer 1
classified all vessels, while 1.5% of 802 vessels were not classified by observer
2 due to an uncertainty in deciding the label.
1, 207 vessels from 70 ORCADES images were extracted from the extended
zone (see item 2 of section 4.3.3) and were labelled by Observer 1 to generate
the ground truth. All vessels were labelled by observer 1.
2. INSPIRE-AVR (Iowa Normative Set for Processing Images of the Retina)
A publically available dataset containing 40 colour fundus camera images and
an AVR reference standard [122]. Semi-automated computer software (IVAN)
(University of Wisconsin, Madison, USA) was used to set the AVR reference
standards. The dataset also contains AVR’s calculated via manual annotations
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by two different ophthalmologists, Ob1 whose AVR measurements were taken
as the ground truth and Ob2 whose AVR measurements were used to determine
the variability between human observers. Details pertaining to image acquisition
(i.e. camera system, FoV) are not reported in [122].
Vessel classification was performed on 483 vessels extracted from zone B of 40
high-resolution color INSPIRE-AVR images of 2392 × 2048 pixels (extracted
in a similar manner as explained in item 1 of section 4.3.3) to validate the
performance of the proposed method. Observer 1 generated the ground truth
by labelling the vessels into arterioles or venules from which 10 vessels were
not labelled.
3. DRIVE (Digital Retinal Images for Vessel Extraction)
It is a publically available dataset containing 40 colour fundus camera images
[188]. The retinal photographs were obtained from a diabetic retinopathy
screening program in the Netherlands and were acquired using a Canon CR5
non-mydriatic 3CCD camera with a 45 ◦ FoV. Images are 768 × 584 pixels and
for each image one mask image is provided in the database that delineates the
FoV. The set of 40 images has been divided into a training and a test set, both
containing 20 images each.
171 vessels from 20 test images and 174 vessels from 20 training images in zone
B were extracted (see item 1 of section 4.3.3) and labelled by observer 1 to
generate the ground truth and training set respectively. Observer 1 labelled all
vessels in test and training images.
4.3.2 Image Pre-processing
The presence of inter- and intra-image contrast, luminosity and colour variability
affects vessel classification results [70]. So first, variations in background intensity
were compensated for using a correction technique based on median filtering [5].
Background intensity was estimated by filtering with a mask of size 100 × 100
pixels. The mask size was chosen in such a way that it was several times bigger
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than the expected maximum diameter of the retinal vessels. On testing with 25
ORCADES images, 10 DRIVE image and 10 INSPIRE-AVR image, maximum vessel
widths (found using VAMPIRE [12] [96]) were assessed to be 29, 26 and 27 pixels,
respectively. Correction coefficients for the background were calculated by dividing
the maximum grey level value in the median filtered image by the grey level value of
the currently considered pixel in the filtered image. Multiplying the input image with
its correction coefficients gave the corrected image.
Figure 4.2 shows the images before and after the correction process. In addition,
the hue channel was pre-processed, prior to background correction, to improve the
contrast of vessels against background by mapping the original pixel intensity values
between 1% of bottom and 20% of top pixel intensity values to values between 0 and 1
respectively. Figure 4.3 shows an example of the hue channel of an ORCADES fundus
image before and after the contrast adjustment. The background corrected channels
were then further processed to facilitate extraction of intensity measures or features
from the extracted vessel’s centerline pixels as follows.
4.3.3 Extracting Centreline Pixels
1. Zone B
In order to extract vessel centreline pixels from zone B (i.e. the region between
the blue concentric circles in Figure 4.4(a)) each vessel was tracked between two
manually marked points, start (S) and end (E), see Figure 4.4(c) and 4.4(d). To
do this, first, the vector defining the direction from S to E, VS−E was computed as
VS−E = [Vx Vy], where: Vx = decos(θ) and Vy = desin(θ), with de as the Euclidean
distance between S and E and θ = tan−1(dy/dx), and dx and dy are differences
between x and y coordinates of points E and S. Then coordinates of the new
point, Pnew, 5 pixels ahead of S was calculated as








Figure 4.2: (a) Original colour or RGB Image; (b), (c), (d), (h), (i), (j) and (n) are
uncorrected Red, Green, contrast adjusted Hue Channel, Blue, Value, Gray and L
channels, respectively; and (e), (f), (g), (k) (l), (m) and (o) are illumination corrected
Red, Green, Hue Channel, Blue, Value, Gray and L channels, respectively.
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(a) (b)
Figure 4.3: H channel of an image from ORCADES dataset, (a) before and (b) after
contrast adjustment. H channels of ORCADES images were very dark therefore
contrast was improved before extraction of intensity features to assist subsequent
vessel classification.
Pnew is shown in Figure 4.4(c). At Pnew, the intensity profile across the vessel
axis (and which resembles an inverted Gaussian; see Figure 4.4(b) which shows
an example) was obtained. Point C, marked red on the intensity profile (see
Figure 4.4(b), 4.4(c) and 4.4(d)), was then found by locating the 2 local minima
on profile, marked as green dots in Figure 4.4(b), and averaging these points in
order to give the approximate centre of the vessel. Then, the next Pnew, marked
as a yellow point ahead of Pnew in Figure 4.4(c), was calculated (using eq.
4.28) five pixels ahead of point C with vector direction VC−E . This procedure
continues until end point E was reached, i.e. cross-sectional intensity profiles
were found at every 5th pixel between S and E (blue lines in Figure 4.4(d)).
Next, the Canny edge detector [189] was applied to each of these profiles to
locate vessel edges (marked as yellow in Figure 4.4(d)) and finally the centreline
pixels (marked as pink in Figure 4.4(d)) were located as the midpoint of a pair
of edge points. In this way, the centreline pixels were extracted from vessels in
each quadrant (i.e. from quadrant I, II, III and IV; see Figure 4.4(a)) and this
provided a set of n vessel segments: S = V1, V2,...,Vn, where Vi is i th vessel and
each vessel is represented by a set of m centreline pixels: Vi = p1, p2,...,pm. For




Vessel classification was also conducted in an extended zone, i.e. outside of
the conventional zone B, which was specified by first dividing an image into
four quadrants after locating the OD and its approximate diameter d [94]. If the
OD was on the right side of the fundus image then the zone from OD margin to
1.75d was specified in quadrants I and IV (see Figure 4.5). Whereas in quadrants
II and III, specified zones were from the OD margin to 1d (Figure 4.5). If the
OD was on the left side of the fundus image then the zone from the OD margin
to 1.75d was specified in quadrants II and III, but in quadrants I and IV it was
from the OD margin to 1d. The size of the classification zone was dictated by the
fact that vessels tend to lose contrast towards the extremities of the image (see
Figure 3.2(b) shows an example) and this leads to problems with segmentation
and hence classification.
A binary vessel map was generated using VAMPIRE [12] [52]. After specifying
the extended zone, all the detectable vessels inside it were extracted from the
segmented vessel map. Finally, only those vessels whose width was at least 55%
of maximum width of the vessels in a pair of quadrants and whose length was at
least 15 pixels were considered. These criteria were arrived experimentally i.e.
the experiment was also performed by selecting vessels whose width was at least
60% of maximum width of the vessels in a pair of quadrants but the number of
vessels selected were lesser then when 55% criterion was used. Moreover using
50% criterion for vessel selection, very tiny vessels were selected. Therefore
in order to select large number of vessels with reasonable width 55% criterion
was found to be reasonable. During vessel selection, if no vessels satisfied the
conditions (55% criterion with length at least 15 pixels), i.e. if no vessels were
selected in a particular quadrant, then the vessel with maximum width in that




Figure 4.4: (a) Rotated co-ordinate axes of the normal co-ordinates axes (marked as
red line in the image) by 45 ◦ (marked as white line in the image) and measurement
zone: zone B (0.5 to 1 disc diameter from the optic disc margin surrounding the
OD), (b) Vessel profile, (c) Centreline pixels were extracted between manually placed
Start (S) and End (E) points, (d) Vessel edges (marked as yellow) were located (from
cross-sectional intensity profiles (marked blue line) using Canny edge detector [189])
and the centreline pixels (marked as pink) were then found as the midpoint of a pair of
edge points.
4.3.4 Feature Extraction
With both unsupervised (GMM-EM and SMIC) and supervised (LS-SVM)
approaches, four fixed ROI-based colour features (i.e. mean of red - MR, mean of
green - MG, mean of hue - MH and variance of red - VR) were extracted by sampling
inside the vessels in the corrected channels using a circular neighbourhood around
each centreline pixel, with diameter 60% of the mean vessel diameter. These four
fixed colour features were used as they were considered to be the best and effective
features for retinal vessel classification [70] [118] [190]. Vessels from ORCADES
and DRIVE images were classified using these four features whereas INSPIRE-AVR
images were classified using only MR, MG and VR due to poor hue channel quality.
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Figure 4.5: Specifying an extended zone for vessel classification around the OD. This
image is of a right eye (i.e. the OD is on right) from ORCADES dataset where the
extended classification zone is from the OD margin to 1.75 times the OD diameter in
quadrants I and IV.
See Figure 4.6 which shows an example of HSV image and hue channel with lots of
saturation making it difficult to distinguish vessels.
The focus of dimensionality reduction was to classify vessels using the most
dominant features, DF, from the total set of original features, TF, with DF<TF, in
each image. ROI-based features, profile-based features and contrast of vessels w.r.t.
background were extracted. The details of this is discussed as follows:
1. ROI-based - Features were extracted from different background corrected
channels using a circular ROI around each centreline pixel, with diameter 60%
of the mean vessel diameter, to calculate the intensity level inside the vessel.
This included R, G and B from the RGB, H and V from the HSV, L from
Lab colour spaces, and Gray (Gy) image (converted from RGB image (where
Gy = 0.299×R + 0.587×G + 0.114×B).
2. Profile-based - Features were extracted from the background corrected R and
G channels from the RGB colour space after additional contrast adjustment (by
mapping the intensity values in input image to new values such that 1% of data




Figure 4.6: Images from the INSPIRE-AVR dataset showing examples of (a) a poor
quality HSV image with a lot of variation in intensity for vessels, (b) a good HSV
image with a more stable vessel intensity, (c) a poor hue channel and (d) contrast
adjusted hue channel.
placed perpendicular to vessel centreline axis and of length 60% of the mean
vessel diameter.
3. Contrast - Contrast of a vessel w.r.t. background from the corrected R and G
channels was extracted after additional contrast adjustment in a similar manner
as explained above for profile based feature. For each centreline pixel, a profile
of length 2.5 times the width of the vessel was drawn. On each end of the
profile, mean intensity Ib1 and Ib2, from two circular ROI’s (whose diameters
were 60% of the mean vessel diameter, and a centre as the end point of profile)
were obtained as shown in Figure 4.7. The average of these two intensities, Ib,
was calculated and this represented the background intensity. The mean intensity
I from a circular neighbourhood around the centreline pixel (with diameter 60%
of the mean vessel diameter) was extracted as the vessel intensity. The contrast
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Figure 4.7: Extracting contrast features w.r.t. retinal background. I is the mean
intensity extracted from circular ROI inside the vessels while Ib1 and Ib2 are the mean
intensity extracted from circular ROI from the vessel background on either side of the
vessel.
For ROI and profile-based colour features, mean (M), standard deviation (Std),
variance (Var), minimum (Min) and maximum (Max) values from each of the channels
were extracted. This along with contrast features, created a set of 47 features for each
image. See Table 4.1 which summarises the feature set.
Features No. of Features Channels No. of Channels Total No. of Features
ROI-based: 5 G , R, B, 7 35
M, Std, Var, Min, Max H, V, L, Gy
Profile-based: 5 G, R 2 10
M, Std, Var, Min, Max
Contrast 1 G, R 2 2
Table 4.1: Total number of features extracted from each image
From the set of 47 features different subsets consisting of 9, 12, 15, 32, 37, 42 and
47 features were formed to investigate the influence of different features and feature
set dimensions on the classification output in conjunction with the dimensionality
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reduction techniques. See Table 4.2 for a summary. The feature subsets with lower
dimensions (i.e. 9-15 features) were formed using ROI based colour features, which
are commonly reported as discriminant features [6] [122] [124] to classify retinal
vessel type - i.e. those extracted from R, G, B, H and V colour space channels. In
contrast, the feature sets with higher dimensions (32-47) were formed with ROI-based
colour, profile-based and contrast based features from R, G, B, H, V, L channels and
Gy image.
In an RGB colour fundus image, the green and red channels usually show good
contrast discrimination between arterioles and venules, and therefore a feature set with
dimension 9 was formed by combining the features extracted from the red and green
channels with those extracted from Blue, Hue and Value colour channels respectively.
These feature set are referred as 9B, 9H and 9V henceforth, respectively.
4.3.5 Quadrant Pairing and Vessel Voting
As described earlier, each input retinal image was divided into four quadrants by
locating the OD and its approximate diameter. Vessel classification was performed
by working separately on two quadrants at a time in a clockwise direction, i.e. vessels
from quadrant combinations (I, II), (II, III), (III, IV) and (IV, I) (see Figure 4.4(a)).
For unsupervised classification (GMM-EM and SMIC) after four ROI-based
colour feature extraction there were four sets of feature vectors Fq, q=1 ,..., 4, for
each pair of quadrant - i.e. for pairs (I, II), (II, III), (III, IV) and (IV, I). Each set
is represented by a Ni × 4 matrix, where Ni is the number of pixels in a pair of
quadrants and 4 represents the number of fixed features. See section 4.3.4 for details
of four features used for classification. Finally, each set of colour features (Fq) of
pixels (representing sample points describing the vessels from pairs of quadrant) were
classified using the unsupervised classifiers.
Quadrant-pairwise vessel classification was performed using unsupervised









































































































































































































































































































































































































































































































































































































































































zone the supervised LS-SVM was employed. Figure 4.8 illustrates the flow chart
for a/v classification using unsupervised classification. This is essentially the same
for supervised vessel classification using LS-SVM except that it was not performed
quadrant-pairwise but on the whole zone and there is a training step to note.
The feature vector (in case of vessel classification with LS-SVM) is represented
by a 4×Nw matrix, where Nw is the number of pixels in whole zone and 4 represents
the number of features used for classification. Pixels each with the set of four colour
features (F ) were then classified using LS-SVM. To the best of knowledge, these
are the first implementations of GMM-EM, SMIC and LS-SVM for retinal vessel
classification.
Figure 4.8: A-V classification algorithm using GMM-EM and SMIC
The centroid of each cluster generated by the unsupervised classifiers was
associated with a vector of four mean values representing the four colour features. The
two mean values of the green channel (as this channel gives the best discrimination
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between vessels) intensity representing the centroids (i.e. for two clusters) were
compared to determine their class. The cluster with the higher mean green channel
intensity was defined as arteriole and the lower as venule [121]. The third cluster was
not labelled.
Considering vessel pixels from a pair of quadrants for unsupervised
classification, one label was assigned to each pixel. As each quadrant was considered
twice in the processing, i.e. for pairs (I, II), (II, III), (III, IV) and (IV, I), each pixel has
two labels assigned to it in total. Then the coordinate axes of the quadrant was rotated
45 ◦ clockwise (white solid lines in Figure 4.4(a)) and the pixels belonging to each of
the rotated quadrants were classified again, generating two more labels for each pixel.
In this way each pixel had four labels from a group of: a (for arterioles), v (for venule)
and n (for not labelled). The coordinate axes of quadrants were rotated so that each
vessel was classified several times which improved the chances of achieving correct
final classification. Each pixel was then assigned a final status of A (for arteriole), V
(for venule) and N (for not labelled) based on the maximum votes (out of 4). Finally,
the vessel was assigned the final status (arterioles or venule) based on the maximum
votes assigned to its centreline pixels of a vessel.
In Table 4.3, the first column shows the pixels belonging to a vessel while the
second column shows the four labels assigned to each pixel. The final label of each
pixel (column III in Table 4.3) was decided based on following logic:
I. IF number of a > number of v: then assign A - (e.g. n v a a = A)
II. IF number of v > number of a: then assign V - (e.g. n a v v = V)
III. IF (number of a = number of v) - (e.g. a a v v)
OR
IF (number of n > number of a or v) - e.g. (n n n a) or (n n n v )
OR
IF (number of n = number of a or v) - e.g. (n n a a) or (n n v v): then assign N
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After each pixel has been classified (A, V or N) (column III), the maximum votes
from the pixels in a vessel decide the vessel’s class. Table 4.3 shows an example of a
vessel assigned a status of arteriole based upon the most A labels in column III.
Pixel number Labels per pixel Final label
1 a a a a A
2 a a v a A
3 a a v a A
4 a a a a A
5 a v v a N
6 a n n a N
7 a n a a A
Table 4.3: Example of assigning a final status of arteriole to a vessel based on
maximum A’s in column III
The supervised LS-SVM classifier classifies the pixels in the whole zone,
labelling each pixel as either a or v. Thereafter, labels were counted for all pixels
in a vessel, and the maximum vote was assigned to the vessel status (i.e. arterioles or
venules). If the vote was tied the vessel was marked not labelled.
For vessel classification utilising the four dimensionality reduction techniques,
a set of 47 features were used (see section 4.3.4). Different subset consisting of 9,
12, 15, 32, 37, 42 and 47 features from the set of 47 features were formed (see
section section 4.3.4 ) and from each subset the optimal features were determined
using dimensionality reduction technique which were then used along with GMM-EM
to classify vessels in quadrant-pairwise approach. The best performed dimensionality
reduction technique in the above experiment was also used along with SMIC classifier
with only lower (9) and higher dimension (32 and 47) to demonstrate the performance
with different classifier ( see section 5.2.4 of chapter 5 for results).
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4.3.6 Quantifying Performance
Using the ground truth detailed in section section 4.3.1, the classification performance




























(TPa/v + TNa/v + FPa/v + FNa/v)
(4.36)
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Classification Error Rate =
(FPa/v + FNa/v)
(TPa/v + TNa/v + FPa/v + FNa/v)
(4.37)
where TP is True Positive, FP is False Positive, TN is True Negative and FN is
False Negative. These are further defined as [117]:
- True Positiveartery(vein) (TPa/v): When both the system and the observer
identified a vessel as arteriole (or venule).
- False Positiveartery(vein) (FPa/v): When the system identified a vessel as arteriole
(or venule) and the observer identified it as venule (or arteriole).
- True Negativeartery(vein) (TNa/v): When the observer identified a vessel as
venule(arteriole) and the system identified it as not arteriole (venule)(i.e. either
as venule (arteriole) or not labelled)
- False Negativeartery(vein) (FNa/v)): When the system did not identify a vessel
as arteriole (or venule), i.e. either as venule(arteriole) or not labelled, and the
observer identified it as arteriole (venule).
4.3.7 Classification Experiments
This section summarises all classification experiments and briefly explain the dataset,
zone, number of vessels and features used for vessel categorisation. The results
obtained using unsupervised, supervised and dimensionality reduction classification
experiment are detailed in section 5.2.2, 5.2.3 and 5.2.4 respectively of chapter 5.
1. Unsupervised vessel classification - GMM-EM and SMIC
(a) ORCADES
Unsupervised classifiers were used to automatically classify 802 retinal
vessels in zone B from 70 ORCADES images using 4 fixed colour features
78
(i.e. MR, MG, MH and VR) and a quadrant-pairwise approach. An
experiment was also conducted in the extended zone on 1, 207 vessels with
same 4 fixed colour features and quadrant-pairwise approach.
(b) INSPIRE-AVR
483 vessels from 40 images from INSPIRE-AVR dataset were used for a
quadrant-pairwise vessel classification in zone B using only three feature
(i.e. MG, MR and VR) as the Hue channel was of poor quality.
(c) DRIVE
The approach were also tested on 171 vessels in zone B of 20 DRIVE test
images using the four colour features (MR, MG, MH and VR).
2. Supervised Vessel Classification
(a) ORCADES
The ORCADES images were used to assess supervised classification.
LS-SVM was trained and tested using four colour features (MR, MG, MH
and VR). LS-SVM was trained using labels generated by observer 1. Two
experiments were performed separately. In the first experiment (Exp5),
training was performed with a subset of 5 randomly chosen images while
in the second experiment (Exp10), 10 randomly chosen images were used
for training. In Exp5 the classifier was trained with 59 vessels in zone B
and 72 vessels in the extended zone. In Exp10, 115 vessels were used for
training in zone B and 175 for the extended zone. The testing set of 60
images was kept the same for both experiments. LS-SVM was then used
to classify 687 vessels in zone B and 1031 vessels in the extended zone in
both Exp5 and Exp10.
The same experimental protocol was repeated five more times, choosing
training images 5 for Exp5 (Exp55) and 10 for Exp10 (Exp105)) randomly
each time from the set of 70 images. A further experiment was also
conducted to assess the system performance when the classifier was trained
with the vessels (from 5 and 10 images) in the extended zone and then
79
tested on the vessels (from 60 images) in zone B. Classification rate was
calculated w.r.t labels generated by observer 1
(b) DRIVE
The system was also tested on 171 vessels extracted from zone B of 20
images using four fixed colour features (MR, MG, MH and VR). The
classifier was trained with 174 vessels extracted from zone B of 20 training
images using same four fixed colour features. Classifier was trained and
classification rate was evaluated using labels generated by observer 1.
3. Unsupervised Vessel Classification with Dimensionality Reduction
Techniques
Vessel classification was performed in zone B using GMM-EM and a
quadrant-pairwise approach on ORCADES images using the dominant features
as calculated by dimensionality reduction (i.e. PCA, OLPP, MICI and LS). It
was observed that the feature selection methods of MICI and LS gave different
classification results with different numbers of optimal features. Therefore,
experiments were conducted to identify the number of optimal features for which
the classification rate is maximised.
MICI and LS rank features from the most to least relevant. When vessel
classification was performed using the optimal features selected by LS at lower
dimensions (i.e. 9 − 15 features, see Table 4.2) on the ORCADES images,
it was observed that the classification rate was at a maximum for 3 features.
Repeating at higher dimensions (i.e. 32 − 47 features) it was observed that for
32 and 42 features, the maximum classification rate was obtained with 3 optimal
features. Whereas for 37 and 47 features the classification rate increased by
choosing up to 6 relevant features, and decreased thereafter. Chapter 5 shows
classification results after choosing the 3 most relevant features from 9, 12, 15, 32
and 42 features in feature set and 6 most relevant features predicted by LS from
37 and 47 features.
Similarly for MICI, with a lower dimensional feature set (i.e. 9 − 15 features),
the number of optimal features was found to be 3. Whereas for 37 and 47
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features, the classification rate improved by including up to 8 of the most relevant
features, and decreased thereafter. However, for 32 and 42 features, the optimal
numbers for classification were found to be 9 and 10, respectively. Chapter
5 indicates the classification results using MICI for which classification rate
obtained was maximised on choosing optimal number of features for a particular
dimensionality of the feature set.
In certain data analysis techniques, high-dimensional data can be replaced
by its projection onto the most important axes, and these axes are the ones
corresponding to the largest Eigen values. Thus the original data is approximated
by data with fewer dimensions (by choosing the most dominant Eigen values),
which summarises the original data well [191]. PCA and OLPP fall into this
class of data analysis techniques, therefore, Eigen vectors corresponding to high
Eigen values were extracted for generating a new feature set. With PCA and
OLPP, transformed features were then used for vessel classification. In PCA,
the three principle components were used in vessel classification as these were
found to be sufficient to explain 97% (or more) of the total variance described
by the whole feature set.
After experimenting on 10 images, it was found that at lower dimensions, highest
Eigen values of the feature set matrix ranged from 0.9 - 0.95 while at higher
dimensions they ranged between 0.95 − 0.99. So to select the most important
features (corresponding to high Eigen values) a cut-off of 0.9 and 0.95 was used
at lower and higher dimensions, respectively. Thus in OLPP, the Eigen vectors
corresponding to Eigen values greater than or equal to 0.9 (at lower dimensions
i.e. for the 9, 12 and 15 features in the feature set) and 0.95 (at higher dimensions
i.e. for the 32, 37, 42 and 47 features in the feature set) were used to transform
the original feature set. This exercise was carried out for feature sets in each
image and these transformed features were then used for classification.
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4.4 Reducing Unclassified Vessels
During the unsupervised vessel classification process if the number of votes for a
particular vessel class ties then it remained unlabelled or unclassified. In order to
reduce the number of unclassified vessels, the colour features of these vessels were
compared quadrant-pairwise with that of the classified arterioles and venules.
Let each image have n vessels, i.e. S = V1k,V2k, . . . , Vnk, where Vik is ith
vessel in kth quadrant. Each vessel is represented by a set of m centreline pixels:
Vik = p1k, p2k, . . . , pmk. On each centreline pixel in the vessel of unclassified
and classified vessels, MR and MG were extracted. Then the average of MR and
MG from all centreline pixels of each of the vessel Vik in all four quadrants (k=1,
. . . , 4) were calculated - separately for unlabelled vessels (u), arterioles (a) and
venules (v). Then each unlabelled vessels, arterioles and venules were represented by
[MGu MRu], [MGa MRa] and [MGv MRv] respectively. From all the arterioles in a
pair of quadrants the one which has maximum MG (MGamax) and its corresponding
MR (MRac) was selected. This gives a vector [MGamax MRac]. Similarly, from
all venules in a pair of quadrants the one which has minimum MG (MGvmin)and
its corresponding MR (MRvc) was selected and this was represented as a vector
[MGvmin MRvc]. Then, [MGu MRu] was compared with [MGamax MRac] and
[MGvmin MRvc] quadrant-pairwise in order to assign a label to the unlabelled vessel.
For instance, first [MGu MRu] was compared with [MGamax MRac] and [MGvmin
MRvc] in quadrant pairs (I, II). If the absolute difference between [MGu, MRu] and
[MGamax MRac], respectively is less than the absolute difference with [MGvmin
MRvc], a soft label of arteriole was assigned. Alternatively, if the absolute difference
between [MGu, MRu] and [MGvmin MRvc], respectively is less than the absolute
difference with [MGamax MRac], a soft label of venule was assigned. Likewise the
colour features of unclassified vessels were compared with that of classified arterioles
and venules in remaining quadrant pairs (II, III), (III, IV) and (IV, I) assigning one
more soft labels. Finally, each unclassified vessel was assigned a deciding label based
on the polling of soft labels. If the vote was tied the vessel remained unclassified.
82
4.5 AVR
Vessel classification is a precursor to the calculation of AVR. Computational
measurements of AVR were tested on the INSPIRE-AVR dataset due to availability
of the ground truth. AVR was computed by first classifying vessels in zone B
using GMM-EM, SMIC classifier and dimensionality reduction with GMM-EM.
Classification with GMM-EM and SMIC was performed with quadrant-pairwise
approach and only 3 features - MG, MR and VR. For vessel classification with
a framework using OLPP dimensionality reduction method in conjunction with
quadrant-pairwise GMM-EM, a total of 15 features (M, Std, Var, Min and Max features
extracted from each of the green, red and value channels) were used. Eigen values ≥
0.9 was used for selecting important features. After vessel classification the width of
the vessels were evaluated [12] [96]) to calculate AVR using three methods - Knudtson
[127], Goatman [129] and Patton method [126] described in algorithm 1, 2 and 3
respectively in section 3.3. In order to evaluate the ability of the thesis AVR system,
Bland-Altman analysis and Student’s paired t-test was performed. Data analysis was
performed on Microsoft Office Excel 2013.
4.6 Conclusions
In this chapter automatic methods for retinal vessel classification have been proposed
which make use an unsupervised and supervised techniques and colour as the source
of distinguishing features. A framework was presented that uses unsupervised
classification and a quadrant-pairwise approach, but unlike previously reported
methods it does not require the presence of at least one arteriole and one venule
per quadrant, and is applicable even if there are no vessels present in a quadrant.
Generating training data for supervised classification is time consuming and arduous,
however these methods tend to out-perform unsupervised techniques. Hence a
supervised method for vessel classification was also presented. Classifying vessels
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by predefining features for all images may lead to misclassification. Therefore, a
framework was designed in which the optimal features were selected from a bank
of features using dimensionality reduction prior to quadrant-pairwise unsupervised
classification. This chapter also discussed a method to reduce the number of
unclassified vessels. Finally, testing measurements of AVR following vessel
classification was also presented.
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Chapter 5
Assessing Vessel Classification and
AVR
5.1 Introduction
This chapter presents the results obtained by using unsupervised and supervised vessel
classification algorithms, when only four fixed features were used. Furthermore,
this chapter also discusses the performance of the classification algorithms when
an optimal set of features were selected from a bigger set using dimensionality
reduction techniques. The main hypothesis tested here is the effect of using a fixed
set of features for the vessel classification. An unsupervised classifier may lead to
misclassification with large number of vessels remained unclassified, whereas for the
supervised classifier the opposite may be true. In addition, study was also conducted
to test if AVR measurement is highly dependent on the classification performance.
As discussed in Chapter 3, effective computerised vessel classification is a
precursor to the automatic measurement of AVR, and is desirable for examining large
number of images in an efficient manner. This chapter presents an assessment of
performance for these two vital components of a retinal image analysis system. In
section 5.2, the results achieved using unsupervised methods on images from the
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ORCADES, INSPIRE-AVR and DRIVE datasets are given along with those attained
using supervised approaches on ORCADES and DRIVE. Section 5.3 presents results
obtained utilising the three algorithms introduced in Chapter 3 for calculating the AVR.




The manual labelling of 802 vessels in zone B from 70 ORCADES images by two
trained human observers was used to assess the performance of computerised vessel
classification.
The performance measures introduced in section 4.3.6 of chapter 4 were
computed for observer 1 (separately for arterioles and venules) w.r.t. the labels of
observer 2 and are given in Table 5.1. This demonstrates the high level of agreement
between the two observers. Moreover, it was observed that the discrepancy in labelling
vessels by two observers were found for only two vessels (out of the vessels labelled
as arterioles or venules by two observers). Thus, the results in the subsequent section
are given w.r.t. observer 1.
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Performance Measure Arteries Veins
Sensitivity 0.9976 0.9973
Specificity 0.9973 0.9976
Positive Predicted value 0.9976 0.9973
Negative Predicted value 0.9973 0.9976
Positive Likelihood Ratio 367.13 420.85
Negative Likelihood Ratio 0.0024 0.0027
Classification Accuracy 0.9975 0.9975
Classification Error rate 0.0025 0.0025
Table 5.1: Table showing the performance of observer 1 w.r.t. observer 2 who
both manually labelled vessels as arterioles or venules on the ORCADES dataset (70
images; 802 vessels).
5.2.2 Unsupervised Classification
The experimental results using unsupervised classification methods, i.e. GMM-EM
and SMIC, for vessel categorisation are detailed below. The classification percentage
was calculated when unclassified vessels were not considered.
1. GMM-EM
The GMM-EM classifier in conjunction with a quadrant-pairwise approach (see
section 4.3.5) was utilised to automatically classify retinal vessels in zone B of
the illumination corrected fundus images using only 4 fixed colour features (MR,
MG, MH and VR) (described in section 4.3.4). On the ORCADES dataset (i.e.
802 vessels from 70 images) a classification accuracy of 90.45% was obtained,
whereas 13.8% vessels remained unclassified. See Table 5.2, where C is the
percentage of correctly classified vessels and Un stands for the unclassified
vessels, w.r.t. the manual annotation of observer 1. Table 5.2 also summarises
the results obtained by an experiment conducted in an extended zone on 1, 207
vessels (see section 4.3.3)
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Classifier Zone B Extended Zone
C/Un% C/Un%
SMIC 90.67% / 6.48% 87.66% / 5.89%
GMM-EM 90.45% / 13.8% 84.74% / 13.44%
Table 5.2: Unsupervised classification rates as assessed on the ORCADES dataset (70
images) in zone B (802 vessels) and in extended zone (1, 207 vessels) w.r.t. the manual
annotations of observer 1. C and Un stands for the percentage of correctly classified
and unclassified vessels.
The performance measures were computed w.r.t. the labels of observer 1 and are
given in Table 5.3 which shows that the sensitivity was 0.8102 for arteries and
0.7432 for veins. This implies that the probability of an incorrect classification
was 18.98% for arteries and 25.68% for veins.
Performance Measure Arteries Veins
Sensitivity 0.8102 0.7432
Specificity 0.8811 0.9491
Positive Predicted value 0.8883 0.9259
Negative Predicted value 0.7990 0.8119
Positive Likelihood Ratio 6.8129 14.594
Negative Likelihood Ratio 0.2154 0.2705
Classification Accuracy 0.8429 0.8541
Classification Error rate 0.1571 0.1459
Table 5.3: Classification performance as assessed w.r.t. observer 1 using GMM-EM
on the ORCADES dataset (70 images; 802 vessels).
Figure 5.1 shows an example of an image with resulting vessel categorisation
using a quadrant-pairwise GMM-EM classification approach with 4 fixed
features.
Results obtained through vessel classification using GMM-EM in zone B of the
INSPIRE-AVR dataset (483 vessels from 40 images) and the DRIVE dataset
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Figure 5.1: ORCADES image showing the classification output using GMM-EM in
zone B. Vessels highlighted in red and blue have been classified arteriole and venule,
respectively
(171 vessels from 20 images) are summarised in Table 5.4. With GMM-EM a




GMM-EM 83.67% / 14 % 78.1% / 38.6%
SMIC 87.6% / 3.83% 86.2% / 7%
Table 5.4: Unsupervised classification rates as assessed on the INSPIRE-AVR dataset
(40 images; 483 vessels) and the DRIVE test dataset (20 images; 171 vessels) in zone
B w.r.t observer 1. C and Un stands for the percentage of correctly classified and
unclassified vessels.
2. SMIC
Table 5.2 summarises the results obtained with SMIC on the ORCADES images
using only 4 colour features (MR, MG, MH and VR ) in zone B (802 vessels)
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and in an extended zone (1, 207 vessels). In zone B the classification accuracy
obtained with SMIC and GMM-EM were approximately the same but the
percentage of unclassified vessels with GMM-EM was almost double compared
to SMIC. In the extended zone the classification accuracy obtained with SMIC
was higher and unclassified vessels were lower as compared to GMM-EM.
Results obtained using SMIC in zone B on the INSPIRE-AVR and DRIVE test
datasets are summarised in Table 5.4. It can be seen that SMIC outperforms
GMM-EM in terms of classification rate and percentage of unclassified vessels.
Table 5.5 provides the performance parameters obtained with SMIC w.r.t. the
labels of observer 1 in zone B. Table 5.5 shows that the classification accuracy
is higher and classification error rate is lower with SMIC as compared to
GMM-EM.
Performance Measure Arteries Veins
Sensitivity 0.9514 0.7270
Specificity 0.8351 0.9792
Positive Predicted value 0.8708 0.9676
Negative Predicted value 0.9364 0.8073
Positive Likelihood Ratio 5.777 34.8973
Negative Likelihood Ratio 0.0582 0.2788
Classification Accuracy 0.8978 0.8628
Classification Error rate 0.1022 0.1372
Table 5.5: Classification performance as assessed w.r.t. observer 1 using SMIC on the
ORCADES dataset (70 images; 802 vessels.)
Table 5.6 shows the result obtained after attempting to reduce the number of
unclassified vessels (see section 4.4 for details). Comparing these results to
those in Table 5.2 shows that the percentage of unclassified vessels were indeed
reduced.
Figure 5.2 shows an example of classification result obtained after attempting to
classify the unclassified vessels. Image in Figure 5.2 shows that there were two
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vessels which remain unlabelled in an experiment using SMIC and are marked
Noise in an image. Vessels marked in red and blue are arteriole and venule labels
respectively assigned to unlabelled Noise vessels after applying the technique for
classifying unlabeled vessels.
Classifier Zone B Extended Zone
C/Un% C/Un%
SMIC 90.62% / 2.99% 87.78% / 2.23%
GMM-EM 90.8% / 4.98% 85.95% / 4.47%
Table 5.6: Classification rate as assessed on the ORCADES dataset after reducing the
number of unclassified vessels using the method described in section 4.4. C and Un
stands for the percentage of correctly classified and unclassified vessels.
Figure 5.2: Image showing vessel classification result after attempting to classify two
unclassified vessels. Vessels marked with v and a indicates ground truth (generated
by observer 1) of venule and arterioles respectively. Vessels marked with Vein and
Artery are the SMIC classification outcome. Noise marked vessels are those that
remained unlabelled during classification. Vessels marked Noise were assigned label
arteriole and venule highlighted in red and blue respectively after applying technique
for classifying unlabelled vessels.
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5.2.3 Supervised Classification
Table 5.7 summarises the results w.r.t observer 1 using LS-SVM in zone B and in
the extended zone with two experiments, i.e. Exp5 and Exp10. C is the percentage
of correctly classified vessels and Un stands for the unclassified vessels. The
classification accuracies obtained in Exp10 and Exp5 were very similar for both zone
B and the extended zone.
Classifier Zone B Extended Zone
C/Un% C/Un%
LS-SVM Exp10 94.88% /0.58% 93.96%/ 0.29%
LS-SVM Exp5 94.16% / 0.29% 93.95% /0.48%
Table 5.7: Classification rate using LS-SVM as assessed on the ORCADES dataset
w.r.t. observer 1. C and Un stands for the percentage of correctly classified and
unclassified vessels.
Increasing the number of training images to 15 or 20 gave very similar results
but with longer training times (from just under 3 minutes to over an hour; refer section
5.4 for details regarding computer processing power) as compared to training with 5
or 10 images (less than 5s). Thus, the proposed system performed well and gave very
good results, even with a small set of training images and a short training time.
When the experimental protocol for Exp10 was repeated five times (Exp105)
(with a random selection of training images each time), a mean classification accuracy
(and standard deviation (std.)) of 94.04% (0.93%) and 94.31% (0.83%) was achieved
in zone B and the extended zone, respectively, (see Table 5.8). Whereas for Exp55,
the mean (std.) classification accuracy from five repeats was 94%(∼ 1%) and 93.9%
(0.81%) in zone B and the extended zone. See Table 5.8. These mean classification
results were very close to those results in Table 5.7.
The performance measures described in section 4.3.6 were calculated for
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Experiment Zone B Extended Zone
Mean / Std. Mean / Std.
Exp105 94.04% /0.93% 94.31% / 0.83%
Exp55 94.07% / 1.08% 93.9% /0.81%
Table 5.8: Mean (and std.) classification rates when the experiments were repeated five
times (with a random choice of training images) using LS-SVM on the ORCADES
dataset w.r.t observer 1.
LS-SVM (w.r.t. observer 1’s labels) for Exp10 and Exp5 in the extended zone. See
Tables 5.9 and 5.10. For Exp10, sensitivity was found to be 0.969 for arterioles and
0.908 for venules, which means that the probability of incorrect classification was
only 3.1% for arterioles and 9.1% for venules. Similarly, the classification accuracy
obtained for Exp5 in the extended zone for arterioles and venules was 93.7% and
93.8%, respectively, which was very similar to the performance of Exp10. Overall,
the classification accuracy for both arterioles and venules was very high in all the
experiments and confirmed the high reliability of the proposed system.
Performance Measure Arteries Veins
Sensitivity 0.9689 0.9088
Specificity 0.9142 0.9689
Positive Predicted value 0.9087 0.9708
Negative Predicted value 0.9709 0.9035
Positive Likelihood Ratio 11.2975 29.2620
Negative Likelihood Ratio 0.0340 0.0942
Classification Accuracy 0.9399 0.9370
Classification Error rate 0.0601 0.0630
Table 5.9: Classification performance for Exp10 as assessed w.r.t observer 1 and
conducted in the extended zone using the ORCADES dataset (70 images; 1, 207
vessels).
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Performance Measure Arteries Veins
Sensitivity 0.9545 0.9179
Specificity 0.9215 0.9607
Positive Predicted value 0.9147 0.9636
Negative Predicted value 0.9583 0.9116
Positive Likelihood Ratio 12.1637 23.3336
Negative Likelihood Ratio 0.0494 0.0855
Classification Accuracy 0.937 0.9379
Classification Error rate 0.063 0.0621
Table 5.10: Classification performance for Exp5 as assessed w.r.t observer 1 and
conducted in the extended zone using the ORCADES (70 images; 1, 207 vessels).
When the classifier was trained with the vessels in the extended zone and tested
on vessels in zone B, a classification accuracy of 93.7% was obtained. This was slightly
less than when the system was trained with data obtained from zone B. In another
experiment using DRIVE dataset on 171 vessels extracted from 20 test images in zone
B, the resulting classification rate was 89.4%. The LS-SVM classifier was trained with
20 training DRIVE images.
5.2.4 Dimensionality Reduction
The ORCADES dataset (802 vessels from zone B) was used to assess the vessel
classification performance of dimensionality reduction methods in conjunction with
GMM-EM. Table 5.11 presents the rate of correct classification (C) and unclassified
vessels (UN) obtained with GMM-EM using dominant features predicted by each
respective method (i.e. PCA, OLPP, MICI and LS). The mean and std. of the
classification results (w.r.t. observer 1) obtained at lower (9 − 15 features) and higher
(32− 47 features) dimensions were also calculated and mentioned in the Table 5.11.
It was observed during the experiments that the classification result obtained with
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LS and MICI varies for different number of features chosen. Experiment using LS and
MICI (as explained in item 3 of section 4.3.7) was conducted by choosing different
number of features each time for vessel classification. Table 5.11 shows classification
results using LS and MICI method for which classification rate obtained was maximum
when optimal number of features were chosen by dimensionality reduction technique
(see item 3 of section 4.3.7). Table also indicates the results obtained with PCA when
the three principle components were used for vessel classification. Whereas, results
obtained with OLPP are also indicated when Eigen vectors corresponding to Eigen
values greater than and equal to 0.9 (at lower dimensions i.e. for the 9, 12 and 15
features in the feature set) and 0.95 (at higher dimensions i.e. for the 32, 37, 42 and 47
features in the feature set) were used (see section 3 of section 4.3.7).
Fig. 5.3 shows a graphical representation of the results in Table 5.11. 9B, 9H and
9V represent the features set with 9 features extracted from Blue, Hue and Value colour
space, respectively along with that extracted from green and red colour space in each
set (see Table 4.2). As seen from Table 5.11 and Fig. 5.3, classification performance
using MICI and LS deteriorated at higher dimensions. In lower dimensions (9 − 15
features) as well as in higher dimension (32 − 47 features), the rate of correct
classification using both MICI and LS was lower than that of OLPP. The difference in
mean classification rate obtained by MICI in lower and higher dimension w.r.t. OLPP
was 1.03% and 3.91%, respectively. Similarly, the difference in mean classification rate
obtained by LS w.r.t. OLPP in lower and higher dimensions was 1.96% and 3.18%,
respectively.
Moreover, the percentage of unclassified vessels with MICI and LS was higher
compared to OLPP. Therefore OLPP yielded a higher rate of correct classification
and a lower number of unclassified vessels compared to the other feature selection
methods. At the same time, the difference in mean classification rate obtained by MICI
in lower and higher dimension w.r.t. PCA was −0.15% and 2.67%, respectively. This
demonstrated little difference in mean classification rate at lower dimension between
PCA and MICI, whereas in higher dimensions PCA performed better than MICI.
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OLPP gave a lower number of unclassified vessels than PCA in both lower and
higher feature dimensions. The difference in the mean classification rate between
OLPP and PCA was 1.18% in lower dimensions and 0.88% in the higher dimensions.
OLPP performed better for retinal vessel classification in both lower and higher
dimensional feature sets in terms of classification rate and number of unclassified
vessels compared to PCA and the other feature selection methods.
Features OLPP PCA MICI LS
C% UN% C% UN% C% UN% C% UN%
9
GRB 91.1 8.73 90.2 12.1 90.63 12.2 89.6 11.1
GRH 91.4 11 89.08 12.1 89.73 12.6 89.02 9.1
GRV 91.4 11.59 91.49 14.96 89 10.47 90.18 9.85
12 GRBH 90.67 10.72 88.5 12.8 90.8 10.47 88.1 9.98
15 GRBHV 91.13 11.5 90.56 14.1 90.4 10.47 89 11.1
Mean 91.14 10.7 89.96 13.2 90.11 11.24 89.18 10.26
(9-15 features)
Std. 0.26 1.16 1.27 1.27 0.66 1.07 0.69 0.86
(9-15 features)
32
GRBHVL 90.1 9.2 89.64 9.72 83.5 13 83.28 14.2
Contrast: GR
37
GRBHVLGy 90.21 10.85 88.87 8.1 83.69 12.1 85.07 13.09
Contrast: GR
42




GRBHVLGy 90.56 8.85 90.6 8.35 83.45 14.1 85.4 11.97
Profile:GR
Contrast:GR
Mean 90.77 10.14 89.89 11.24 87.22 12.17 87.59 11.32
(9-47 features)
Std. 0.49 1.22 0.96 2.54 3.5 1.46 2.39 1.61
(9-47 features)
Table 5.11: Classification rates resulting from dimensionality reduction methods (i.e.
PCA, OLPP, MICI and LS) using seven feature sets obtained from the ORCADES
dataset in conjunction with GMM-EM and w.r.t. observer 1. C and Un stands for
the percentage of correctly classified and unclassified vessels. Mean and standard
Deviation (Std.) of C% and Un% obtained at lower (9-15 features) and higher (32-47
features) dimensions are also mentioned.
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From Table 5.11 it can be seen that for 9 − 47 features in the feature set, OLPP
gave the highest mean and lowest std of correct classification rate as compared to all
the methods that were tested. Furthermore, OLPP had the lowest mean and lowest std.
of percentage of unclassified vessels. Thus, after extensive testing on different features
subsets and with different dimensionality reduction techniques, it can be concluded
that OLPP gave the best classification rate and with a reduced number of unclassified
vessels.
The OLPP (being best dimensionality reduction technique) was also used in
conjunction with SMIC classifier with quadrant-pairwise approach with only lower
(9V) and higher dimension (32 and 47) to classify 802 vessels from zone B of
ORCADES images to further demonstrate the system performance using different
classifier. Table 5.12 shows the result obtained and indicates that though the
classification rate obtained were similar but number of unclassified vessels reduced to







Table 5.12: Classification rates resulting from OLPP in conjunction with SMIC from
the ORCADES image and w.r.t. observer 1. C and Un stands for the percentage of


































Table 5.13 summarises the AVR’s measured on the INSPIRE-AVR test dataset as
calculated by two observers (Ob1 and Ob2, both of whom were ophthalmologists) and
an automatic system (Sys) as reported in [122]. AVR’s obtained by Ob1 (author MDA
of [122]) were taken as the ground truth while those by Ob2 (AVD of [122]) were used
to determine the variability between humans manually repeating AVR measurements.
The table also lists the differences (Diff.) between the measurements and has been
designed to act as a quick point of reference for results and discussion presented in this
thesis. In our analysis we also used Ob1 as ground truth.
After vessel classification, system AVRs were calculated using Knudtson,
Goatman and Patton method as explained in the algorithms 1, 2 and 3 respectively,
described in section 4.5 and resulting mean, std., min and max of the obtained AVRs
is given in APPENDIX A.
Bland-Altman (BA) plot was made between difference and mean of AVR
measurements. BA plots indicates the bias which is the mean of the differences
between the two measurements (indicated by solid lines in plots). It also indicates the
upper and lower limit of agreement (LOA) (indicated by broken lines in plots ) which
is the 95% confidence intervals (CI) computed as the (mean difference ± 1.96*std. of
the differences).
Bland-Altman (BA) plot, shown in Figure 5.4 was made between difference and
mean of the manual AVR measurements made by Ob1 and Ob2 of [122] to see the
degree of agreement between them. Figure 5.4 indicates that the lower and upper
LOA as (−0.141, 0.154) i.e. the width of the LOA is 0.295 (within 95% CI). In other
words, in 95% of the cases mean width of LOA lies in the intervals ((−0.141, 0.154)).
As seen from BA plot, bias between AVR measurements obtained with Ob1 and Ob2
is 0.0065 i.e. on average the first method (Ob1) measures 0.0065 units more than the
second one (Ob2). Ideally, LOA should be narrow and mean difference (bias) between
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Images Ob1 Sys. Ob2 Diff. Diff. Diff.
=Ob1-Ob2 =Ob1-sys =Ob2-sys
image1 0.70 0.62 0.71 -0.01 0.08 0.09
image2 0.63 0.70 0.68 -0.05 0.07 0.02
image3 0.70 0.59 0.65 0.05 0.11 0.06
image4 0.65 0.68 0.64 0.01 0.03 0.04
image5 0.78 0.74 0.75 0.03 0.04 0.01
image6 0.65 0.58 0.65 0.00 0.07 0.07
image7 0.67 0.74 0.65 0.02 0.07 0.09
image8 0.64 0.68 0.71 -0.07 0.04 0.03
image9 0.69 0.77 0.76 -0.07 0.08 0.01
image10 0.56 0.57 0.85 -0.029 0.01 0.28
image11 0.64 0.70 0.74 -0.1 0.06 0.04
image12 0.76 0.81 0.75 0.01 0.05 0.06
image13 0.57 0.6 0.62 -0.05 0.03 0.02
image14 0.62 0.59 0.58 0.04 0.03 0.01
image15 0.64 0.67 0.61 0.03 0.03 0.06
image16 0.68 0.67 0.68 0.00 0.01 0.01
image17 0.52 0.55 0.45 0.07 0.03 0.10
image18 0.62 0.58 0.63 -0.01 0.04 0.05
image19 0.67 0.71 0.63 0.04 0.04 0.08
image20 0.71 0.67 0.62 0.09 0.04 0.05
image21 0.57 0.59 0.58 -0.01 0.02 0.01
image22 0.72 0.74 0.76 -0.04 0.02 0.02
image23 0.66 0.81 0.69 -0.03 0.15 0.12
image24 0.65 0.63 0.64 0.01 0.02 0.01
image25 0.56 0.69 0.49 0.07 0.13 0.20
image26 0.73 0.60 0.61 0.12 0.13 0.01
image27 0.64 0.66 0.63 0.01 0.02 0.03
image28 0.63 0.61 0.68 -0.05 0.02 0.07
image29 0.72 0.68 0.70 0.02 0.04 0.02
image30 0.59 0.61 0.61 -0.02 0.02 0
image31 0.75 0.76 0.75 0.00 0.01 0.01
image32 0.53 0.59 0.61 -0.08 0.06 0.02
image33 0.61 0.71 0.59 0.02 0.10 0.12
image34 0.65 0.68 0.61 0.04 0.03 0.07
image35 0.74 0.59 0.64 0.10 0.15 0.05
image36 0.69 0.64 0.62 0.07 0.05 0.02
image37 0.82 0.72 0.79 0.03 0.10 0.07
image38 0.93 0.80 0.76 0.17 0.13 0.04
image39 0.61 0.70 0.64 -0.03 0.09 0.06
image40 0.74 0.81 0.62 0.12 0.07 0.19
mean 0.666 0.671 0.660 0.0065 0.058 0.058
std 0.080 0.073 0.077 0.0755 0.040 0.058
min 0.52 0.55 0.45 -0.29 0.01 0
max 0.93 0.81 0.85 0.17 0.15 0.28
Table 5.13: AVR measurements performed on images from the INSPIRE-AVR test
dataset [192]. Ob1 denotes the measurements performed by the first observer, and
was taken as the ground truth. Ob2 are the measurements from the second observer
while Sys. are from the automatic system [122]. Also presented are the differences
between the observer readings and the automatic system. Mean, standard deviation
(std.), minimum (min) and maximum (max) of AVR values are also mentioned.
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measurement should be zero. From Figure 5.4 it was observed that LOA between two
observers is narrow and bias is negligibly low therefore the measurement between two
observers are essentially equivalent and shows the high degree of agreement between
them. The Student’s paired t-test showed that there was no significant difference
between the Ob1 and Ob2 (p = 0.59). Therefore, based on these observation, in
subsequent part of this chapter, results are given w.r.t. Ob1. Moreover, the results
obtained w.r.t Ob2 are discussed in APPENDIX A.
Figure 5.4: Bland-Altman plots between difference and mean of manual measurement
of AVR by Ob1 and Ob2 of [122] for INSPIRE-AVR dataset [192]
BA plots (shown in Figures 5.5, 5.6 and 5.7) were also made to examine the
difference between two measurements (AVR measurement by Knudtson, Goatman
and Patton method w.r.t Ob1) as a function of their average of each sample. Figure
5.5(a) shows LOA as (−0.128, 0.407) i.e. the width of the LOA is 0.535 for Knudtson
AVR measurement w.r.t. Ob1 when vessel classification was obtained with GMM-EM.
Whereas, the width of the LOA is 0.532 for Goatman AVR measurement w.r.t. Ob1
(for GMM-EM). LOA does not vary much when AVR measurement was performed
with Knudtson and Goatman methods w.r.t. Ob1 in all the cases (see Figure 5.5, 5.6
and 5.7).
The bias between AVR obtained with Knudtson and Ob1 with GMM-EM is
0.139 where as that obtained with Goatman is 0.142. It was observed that bias also
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does not vary much with Knudtson and Goatman methods w.r.t. Ob1 in all the cases
(see Figure 5.5, 5.6 and 5.7). Figure 5.5(a) shows that the bias obtained by Patton
method was less than that obtained with Knudtson and Goatman method for GMM-EM
while it is more for SMIC and OLPP method (Figure 5.6 and 5.7).
The Student’s paired t-test was performed between the ground truth standard
and the system’s measurements (when the AVRs were obtained from vessels classified
using GMM-EM classifier) and it showed that there was a significant difference (p <
0.001) for Knudtson, Goatman and Patton method.
The Student’s paired t-test was also performed between the ground truth standard
and the AVRs obtained from Knudtson, Goatman and Patton method when vessels
were classified using SMIC and OLPP+GMM-EM approach and it also showed the
significant difference (p < 0.001).
Moreover, Student’s t-test was also performed between the ground truth AVR
and the AVR calculated from the vessels manually annotated (arterioles or venules)
by observer 1 (author DR). T-test also shows that there was a significant difference





Figure 5.5: Bland-Altman plots between difference and mean of the AVRs calculated
by algorithms of Knudtson, Goatman and Patton method as describe in 1, 2 and 3
respectively in section 4.5 and Ob1. Results were obtained when vessels extracted





Figure 5.6: Bland-Altman plots between difference and mean of the AVRs calculated
by algorithms of Knudtson, Goatman and Patton method as describe in 1, 2 and 3
respectively in section 4.5 and Ob1. Results were obtained when vessels extracted





Figure 5.7: Bland-Altman plots between difference and mean of the AVRs calculated
by algorithms of Knudtson, Goatman and Patton method as describe in 1, 2 and 3
respectively in section 4.5 and Ob1. Results were obtained when vessels extracted




It is vital to include a computerised classification framework, with high sensitivity
and specificity, in any system designed for the (semi-) automatic analysis of large
image datasets [12] [52]. The use of GMM-EM, SMIC and LS-SVM to classify retinal
vessels into arterioles and venules is reported in this thesis for the first time (to the
best of knowledge). In addition, a novel quadrant pair wise approach to retinal vessel
classification has also been proposed that does not require the presence of at least one
artery and one vein per quadrant and is applicable even when there is no vessel in a
quadrant, both limitations of previously reported systems [70].
Testing of unsupervised vessel classification using GMM-EM with 4 colour
features on 70 images showed a low false positive rate for veins and arteries, i.e.
(1-specificity) of 0.05 and 0.119 compared to 0.208 and 0.108 reported in [117].
The system proposed here resulted in positive likelihood ratio of (14.59, 6.813) and
negative likelihood ratio of (0.2705, 0.2154) as compared to positive likelihood ratio of
(4.2218, 7.2386) and negative likelihood ratio of (0.1528, 0.2445) for (veins, arteries)
reported in [117]. Likelihood ratios were higher, which confirmed the high reliability
of the proposed method. The precision (positive predicted value) from the methods
presented in this thesis were all higher than 0.8802 (for arteries) and 0.8118 (for veins)
which was reported in [117]. Also, the percentage of correct classification by the
proposed system was higher when compared to 87.6%, 90.08%, and 88.28% reported
in [70], [118] and [121], respectively. Results were slightly higher when compared
with observer 2, who was a more experienced imaging scientist.
The results obtained with using SMIC were very promising in both zone B and
in the extended zone. The performance of SMIC was better than that of the GMM-EM
unsupervised classifier both in terms of classification rate and unclassified vessels.
The classification percentage obtained by the proposed system was higher than those
reported in [70] [117] [118] [121]. 70 colour fundus images in the ORCADES dataset
were analysed for this thesis compared to 58, 35 and 15 images analysed in [70] [118]
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[121], respectively. The performance of the proposed system using SMIC was further
established on the INSPIRE-AVR and DRIVE datasets which yielded classification
rates of 87.6% and 86.2%, respectively, which was higher than that obtained with
GMM-EM. The system also resulted in a higher classification rate on INSPIRE-AVR
when compared to [122] (ROC curve = 0.84) and close to that reported in [51] (87.9%
when centreline pixels inside ROI with vessel calibre > 5 pixels were considered).
Results obtained with [51] were higher when centreline pixels of vessels inside ROI
having calibre > 10, 15 and 20 pixels were considered. On the DRIVE images the
results obtained were close to that of [51] (87.4%) and lower than that of [6] (90.16%).
However, it should be noted that the results in [122] [6] [51] were from supervised
techniques while the proposed system here was unsupervised.
Extracting large numbers of features can take a significant amount of
computational time. For this research, processing was done on a PC with 8 GB
RAM, 64 bit Windows 7 operating system and a 2.83 GHz processor. With this
computing facility, the average time take for background illumination correction was
approximately 120 seconds for each colour channel. Thus, correcting 7 channels to
extract 47 features required approximately 840 seconds of processing time. In addition,
further computational time is necessary for extraction of ROI based, profile-based
and contrast features. Therefore, classification with higher dimensional feature sets
is computationally very expensive. Hence the reduction of feature dimension for faster
processing of large image datasets is desirable.
OLPP with GMM performs exceptionally well both for small (9 to 15) and large
(32 to 47) sets of features. The dimensionality of the feature set does not affect vessel
classification accuracy. Moreover, in previous studies OLPP showed promising results.
In [180], the authors experimented with OLPP and Locality Preserving Indexing (LPI)
with different dimensionality (1 to 20) and with different numbers of clusters, ranging
from 2 to 10. They showed that both LPI and OLPP reach their best performance at
very low dimensionality and also that the performance of LPI decreases drastically but
the performance of OLPP fluctuates slightly and is always above the performance of
the baseline (results obtained when K-mean was considered as baseline in their study).
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In a study on face recognition [193], it was demonstrated that OLPP outperforms other
tested method (LPP, LDA, PCA, Gabor- LPP, Gabor-LDA and Gabor-PCA) with two
different datasets. In another paper [194] based on a speech recognition experiment
using a Persian speech database, it was shown that OLPP based feature transformation
has the power to preserve local properties of feature vectors in the projected space and
has the best performance as compared to some common transformation methods such
as LPP, HLDA and LDA.
Generally, extracting large numbers of features for selecting discriminant
features and the labelling vessels manually to generate large training datasets for
supervised classification are very time consuming tasks. A supervised classification
method such as SVM with a high degree of accuracy has been widely used in
classification [122] [33] [6] [35] [123] [124] but the major drawback is its higher
computational burden for the constrained optimisation programming as the constrained
optimisation optimises an objective function w.r.t. some variables in the presence of
constraints on those variables. In order to overcome the drawbacks, the use of the
least squares support vector machine (LS-SVM), supervised classifier was proposed,
which solves linear equations instead of a quadratic programming problem. Also,
the solution procedure of LS-SVM is highly efficient [195]. The results obtained
were promising even when only four features were used to train a small set of data.
The proposed system showed a high classification rate even with 5 randomly selected
training images as compared to the results reported in [122] [34] [124] [6] which uses
20 training images. The thesis system had high classification accuracy both for veins
and arteries. The result obtained by the proposed method in zone B were also higher
than that reported in [122] [6] [123] [124] [34] and [51]. Moreover true positive rates
for both arteries and veins were comparable with the method proposed in [35] for 251
vessel segments.
Classification using LS-SVM on the DRIVE dataset performed well and
produced a classification rate (89.4%) that compared favourable to 87.4% reported by
Dashtbozorg et al. [51], 90.16% by Mirsharif et al. [6] and 0.88 (on ROC curve) from
M. Niemeijer et al. [34]. The performance of LS-SVM was also found to be better (in
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general) than that of the unsupervised classifiers GMM-EM and SMIC.
A degree of caution should, however, be exerted in the direct comparisons of
results obtained with different datasets. The resolution of the ORCADES images
used here was 2048 × 3072 pixels which was different to 1300 × 1000 pixels,
768× 576 pixels and 800× 1000 pixels in [70] [118] and [121], respectively. Also, the
classification result is highly dependent on segmentation results. Moreover, choosing
a different retinal zone, classifier and framework would likely impact the classification
performance. Additional training would likely be required to handle different ethnicity
due to differing retinal appearances.
After vessel classification, AVR was calculated for each of the 40 INSPIRE-AVR
dataset images using the Knudtson, Goatman and Patton methods. It was observed that
the results obtained with Knudtson and Goatman methods were similar. Student’s
paired t-test showed a significant difference between ground truth and system’s
measurements. It should be pointed out that AVR not only depends on the accuracy
with which vessel classification is completed but also on the number, choice and width
of the vessels been examined. As the student’s t-test between the ground truth AVR and
AVR calculated from manually annotated vessels by observer 1 showed the significant
difference between the two, it can be concluded that the system classification output
might not be the reason or cause of the difference between the ground truth AVR and
system AVR. Moreover, it should be pointed out that authors of [122] selected 6 largest
retinal arterioles and venules for the calculation of AVR as this corresponds to the AVR
formulas described in [127] but in the thesis system, the number of arterioles or venules
varies for calculating AVR. Furthermore, the choice of vessels and accuracy with which
the vessels width was measured might influence the system AVR measurement.
5.5 Conclusions
In this chapter, the vessel classification results using unsupervised and supervised were
discussed. Among the unsupervised methods, SMIC outperformed the GMM-EM
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approach. Whereas, among all the tested methods supervised approach showed a
promising results both in zone B and extended zone and outperforms recently reported
systems. It can be inferred from the results obtained from the experiments on
different datasets that using only four fixed features for vessel classification lead to
more misclassification with a large number of vessels remaining unclassified using an
unsupervised classification approach as compared to supervised approach. Thus, this
observation is in accordance with the hypothesis that classification rate increases with
the help of supervised classifier even with the use of four fixed features. The proposed
supervised method required a smaller training datasets compared to other recently
reported ones yet it produced similar or higher classification rates. The time require to
train the classifier with 5 or 10 training images were less then 5s. The experiment was
also conducted to classify vessels with optimal features obtained from dimensionality
reduction techniques. Among all the tested dimensionality reduction techniques, it
was observed that OLPP is best and promising method to use for vessel classification.
Thus, in order to relieve from manual annotation of images (for generating training
set) for supervised vessel classification, OLPP (for feature dimensionality reduction)
in conjunction with robust unsupervised classifier need to be used.
The final classification system to be use is purely based on whether one can
annotate the vessels to generate a small training set or not. If it is possible to
generate a training set every time for a new unseen dataset then LS-SVM system
is a very promising method to use. Further test with LS-SVM is required where
training is performed on one dataset and testing will be performed on another dataset.
Furthermore, if the manual annotation is the restriction to generate training set then
OLPP in conjuction with robust classifier is a promising method as it can perform well
for any feature dimension.
As already discussed, classification is a precursor for the measurement of AVR
therefore after vessel classification AVR was calculated using Knudtson, Patton and
Goatman method. From the three tested algorithms, Knudtson and Goatman algorithm
gave similar results. Though Goatman formula is easier to implement but either of
these two method can be used for AVR calculation. Patton algorithm shows lower
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bias in conjunction with GMM-EM but shows higher bias with SMIC and with
OLPP approach. Based on present experimental result Knudtson or Goatman method
performed better and similar. From student’s paired t-test it was observed that there
was a significant difference between ground truth and system’s measurements thus
there is a room for improvement. This should be noted that the AVR measurement
result is based three main things: the classifier, vessel width measurement system and
the choice of vessels to calculate AVR. AVR is highly dependent on how well the
classifier classifies vessels and how accurately the vessel width are measured. Also,
it is sensitive to the choice of the vessels being made. Moreover, when the labels
(arterioles or veins) generated by observer 1 was used to calculate AVR using three
methods, the significant difference between ground truth and system’s measurements
was still observed. Based on this observation it can be concluded that the present
discrepancy in AVR measurement was not due to the classifier result but might be due
to the accuracy with which the width of the vessels were measured or the choice of
vessels. From this observation it can be concluded that the classification performance





The chapter begins with an introduction to the concept of fractals and is followed
by an overview of several techniques for the measurement of fractal dimension in
section 6.2. To deal with the problem of calculating the fractal dimension (a potential
imaging derived retinal bio-marker of disease) efficiently in large datasets featuring
retinal imaging, two different approaches are proposed, Multifractal Fractal Analysis
(MFA) and Fourier fractal analysis (FFA). Section 6.3 details the datasets which were
used to investigate the potential of fractal analysis to quantify differences in the retinal
vasculature from fundus camera imaging. Different procedures of dividing a retinal
image to investigate regional differences in vessel patterning in response to disease are




The concept of a fractal was proposed by Mandelbrot [196] who introduced the term
derived from the Latin word "fractus". According to Mandelbrot a fractal is an
irregular geometric object with an infinite nesting of structure at all scales. Fractals
are self-similar, which means that structures are repeated at different scales or size.
Hence, FD provides a quantitative measure of self-similarity and scaling in an object,
structure or image [196] [197].
6.2.2 Fractal Dimension
To understand fully the notion of FD, we first need to understand; how we can calculate
the FD of an object or pattern. In Euclidean geometry, a line has a dimension of one
because there is only one way to move on it. Two-dimensional figures like squares
or circles have two directions in which to move, while three-dimensional objects like
cubes have three directions. One-dimensional (1D) lines, 2D planes (eg. square) and
3D objects (eg. cube) are all self-similar.
For example, a line segment can be divided into N self-similar line segments,
each with magnification factor N. Similarly, a square can be divided into 4, 9 or 25
self-similar sub-squares with the magnification factor of 2, 3 and 5, respectively. In
general, a square can be divided into N2 self-similar sub-squares, with a magnification
factor of N of each square to yield the original figure. Similarly, a cube can be broken
into N3 self-similar cubes, each with a magnification factor of N. Hence, FD can
be defined as the exponent of the number of self-similar objects with magnification
factor N into which an object may be broken [198]. Euclidean objects have integer
dimensions, which may not adequately describe the morphology and behaviour of a
complex object. Thus, fractals are used to characterise and model complex objects
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in nature and also artificial objects [196] [197]. The fractal theory developed by
Mandelbrot is based on the work of mathematicians Hausdorff and Besicovitch [199].
The FD of a self-similar object can be defined as [197],
FD =
log(number of self similar pieces)
log(magnification factor)
. (6.1)
According to above definition, a straight line has a dimension of exactly one
whereas a fractal curve (e.g., a Koch curve or a Sierpinski triangle) may have a
dimension between one and two. That is, a fractal curve has FD between that of a
straight line and a plane (1 < FD< 2), while a fractal surface has FD between that of a
plane and three-dimensional space (3D) (2 < FD< 3). FD characterises an object with
a dimensionality greater that its topographical dimension. Hence, FD is a non-integer
in contrast to objects that lie strictly in Euclidean space [197].
6.2.3 Measurement
As mentioned above, the FD of an object, structure or pattern appearing in an
image can be defined as the exponent of the number of self-similar pieces, Ns, with
magnification factor 1/r, into which an object or image may be broken [197],
FD =






There are a variety of methods for measuring the FD such as fractional Brownian
motion, Hausdorff-Besicovitch dimension [196] [197] [200] [201] [202], and
box-counting, which is a popular and straightforward way to measure fractal
complexity [141].
In the box-counting approach of image is covered with sets of squares boxes of
decreasing size (r = 512, 256, 128,...1, where r denotes a single pixel). Each set is
characterised by the size of the square’s edge r. The number of squares boxes N(r)
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necessary to cover the object is presented as a function of r, while the number of boxes
in which the object or pattern appears is counted. In other words, the number of boxes
N(r) containing at least one white pixel (skeleton) is counted. Then the box counting






The value of the least squares regression slope of the plot of logN(r) versus
logr yields DB. DB is often used for fractal calculations for binary structures or
signals extracted from data such as coastlines and speech-wave graphs. However,
it may not be suitable for more complex patterns found in images such as clouds,
rugged textural surfaces, and medical scans [197]. Therefore in the section below, two
different alternative methods for calculating FD are introduced.
1. Multifractal Analysis
Multifractal behaviour is often associated with a system where the underlying
physics is governed by a random multiplicative process (i.e., successive division
of a measure and its spatial support based on a given rule) [204]. It implies
that a statistically self-similar measure can be represented as a combination of
interwoven fractal dimensions with corresponding scaling exponents [28] [204]
[205] [206]. Highly inhomogeneous and complex systems may consist of several
intertwined fractal sets with a spectrum of fractal dimensions and such system
normally do not obey self-similar scaling law with a single exponent. Such
systems are said to be multifractal [207]. In contrast to simple or monofractals
measures like DB, multifractal are usually characterised by a hierarchy of
exponents rather than a single fractal dimension. A method to calculate the
multifractal spectrum f(α) is as follows [204] [206].
Multifractal sets can be characterised on the basis of the generalised dimensions
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The Dq value at q = 0, D0, is called the capacity dimension or the box counting
dimension. With the value at q = 1, D1, referred to as the information dimension
and provides information about the degree of heterogeneity in the distribution of
the measure. D2, at q = 2, known as the correlation dimension, is associated
with the correlation function and quantifies the average distribution density of
the measure [204]. For a distribution, with simple scaling (i.e. monofractal), D1
and D2 are both equal to D0. Such a distribution exhibits perfect self-similarity
and is homogeneous in nature when D0 = D1 = D2, whereas for multifractal
type scaling D0 > D1 > D2 [28] [204]. The q th order normalised probability
measures of a variable (also known as the partition function), µ(q, ε), vary with







where pi(ε) is the probability of a measure in the i th segment of size ε units,
calculated by dividing the value of the variable in the segment by the whole
support length of L units. pi(ε) measures the concentration of a variable of
interest in a given segment relative to the whole support length. The τ(q)
function in eq.6.5 is ‘the mass exponent’ term as it relates the probability of
mass distribution in a given segment to the size of the segment (scale). The
multifractal spectrum, f(q), which is the fractal dimension of the subsets of
segments of size ε units with a coarse Hölder exponent of α if calculated to the









µi(q, ε)logµi(q, ε) (6.6)
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µi(q, ε)logpi(q, ε). (6.7)
f(α) can also be determined through the Legendre transform of the τ(q) curve
[204] [206],







τ(q) = (q − 1)Dq. (6.10)
f(α) is usually a single humped function with a maximum at df(α(q))/dα(q) =
0 where q is the moment order of a distribution. Thus, when q = 0, fmax is equal
to the box-counting dimension or D0.
The steps for multifractal analysis are as follows [204]:
1. Calculate the probability measure, p, from a linear distance for a transect
or area.
(a) For each n = 2, 4, 8, 16, ... until the unit is not dividable. To calculate
p, sum up the values of all the points in the segment, and divide by
the total of all segments, (pi(ε) =
m(ε,i)
M
), where i is the index for ith
segment, when the whole transect is divided into n segments with a
unit length =ε(i=1, . . . ,n); m(ε,i) is the sum of measurements at all
points in the ith segment of length ε; M is the total of all points along
the transect.
(b) For different q values or statistical moments (e.g., -20 to 20), compute


















For q=1,D1 is calculated at (1+ε) where ε is very small value equal
to 0.001
2. Calculate α(q) as the intercept of linear regression of Fα(q,ε) vs. log(ε).
3. CalculateDq as the intercept of the linear regression of FDq(q,ε) vs. log(ε).
4. Calculate f(α) spectrum using the Legendre transform as in eq. 6.8, 6.9 and
6.10. WhereDq in eq. 6.10 is calculated from eq. 6.4 except for q=1 where
Dq is calculated for q+eps where eps=0.001. The derivatives are calculated
as dτ(q)
dq
≈ (τ(q+ eps)− τ(q))/eps where τ(q+ eps) = (qeps− 1)×Dqeps ,
with qeps→ q+eps and Dqeps is calculated from eq. 6.4 for q→ q+eps
For an object, the value of Dq at small q shows the fractal property of a coarse
structure while at large q it exhibits the fractal property of a fine structure. For
q ≥ 0, the largest Dq is D0 and Dq decreases with increasing q. In other words,
largest value is the capacity dimension that is obtained at q = 0. The generalised
dimensions, Dq as a function of any real q and the multifractal spectrum f(α)
versus the singularity strength α are shown in Figure 6.1 [208]. The multifractal
spectrum has three main properties: the maximum value of f(α) is D0, f(D1) =
D1, and the line joining the origin to the point on the f(α) curve where α = D1
is tangent to the curve [208] [209].
The width of the multifractal spectrum (αmax-αmin) is used to examine the
heterogeneity in the local scaling indices. The wider the spectrum, the higher
the heterogeneity in the distribution of the measure [204].
2. Fourier Fractal Analysis
In general, according to [210] the fractal dimension D of a set S can be expressed
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Figure 6.1: (a) The generalised dimensions Dq as a function of any real q, −∞ < q <
∞, and (b) the singularity multifractal spectrum f(α) versus the singularity strength







where M is a set measure based on the specifically chosen fractal dimension
approach and δ is the scaling parameter. In the case of an image, the FFD can
be calculated from an exponent relation between the power spectrum P of the
Fourier transform of an image and the frequency variable, f [150] [210]. Thus,
the measure M in eq.6.13 corresponds to the power spectrum P and frequency f
is an analogy of δ. The power law between the power spectrum and frequency is
expressed as:
P ∝ f−α (6.14)
where α is the exponentiation parameter related to the Hurst coefficient [150].





where α is the slope of the straight line fitting the curve log(P ) × log(f). The
main steps involved in the calculation so FFD are described below.
(i) Calculate the Fourier transform of the enhanced image. The Fourier
transform of the image function f(x, y) (with x = denoting row index and
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y = the column index) of size N ×N pixels can be defined as,










(ii) Calculate the magnitude of the Fourier spectrum of the image as [152],
P (i, k) = log(|F (i, k)|2 + 10−6). (6.17)
(iii) Calculate the slope α of P vs. f curve for obtaining the FFD with 6.15.
6.2.4 Stroke subtypes: Lacunar vs. Cortical stroke
Stroke is defined as cell death caused by poor blood flow to the brain [211]. There
are two main types of stroke: ischaemic and hemorrhagic stroke. Former is caused
by interruption of the blood supply to the brain where as later occurs due to bleeding
caused by rupture of a blood vessel or an abnormal vascular structure [211].
Strokes can damage brain tissue in the outer structure (the cortex) or deeper part
(underneath the cortex) of the brain. Lacunar stroke occur in deep structures of the
brain which receive their blood flow through a unique set of arteries. It occurs due to
occlusion of one of the penetrating arteries that provides blood to the deep structures
of the brain [212]. Whereas, a cortical stroke occurs due to reduced or blocked blood
supply to the outer part (cortex) of the brain [213] which results in brain damage.
There are some studies in the past suggesting an associations between retinal
changes and lacunar stroke but there is little evidence showing the difference in the
retinal vasculature change in ischaemic stroke subtypes [93]. Regional wise fractal
analysis was performed on the Edinburgh Mild Stroke dataset (see section 6.3) to find
if there is any significant difference between region(s) which can distinguish two stroke
subtype: Lacunar stroke and cortical stroke.
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6.2.5 Stability
It has been shown in earlier studies that FFD found to be relatively insensitive to noise
[150] [151] [152]. Thus, in order to test the stability and reliability of fractal analysis,
an experiment was conducted in the presence of degrading segmentation quality and
noise. MFA was performed by removing junction points and small vessel segments
from binary image where as MFA and FFA was performed by introducing noise in an
image.
6.2.6 Regional Variations
In order to investigate whether changes to the retinal vasculature relating to disease
manifest in particular regions of the fundus rather than presenting as a global change
an experiment was conducted to divide the fundus image into different sub-regions
and conducting fractal analysis in different regions. Different procedures to divide an
image into sub-region are discussed in next section.
6.3 Material
The image datasets used to test and validate fractal analysis are as follows:
1. STARE (STructured Analysis of the REtina)
This database contains a set of twenty retinal images. From these twenty images,
ten had been classified in the database as normal and other ten as pathological.
The dataset contain images of patients with different pathological conditions
such as diabetic retinopathy, hypertensive retinopathy, central retinal artery and
vein occlusion [143]. This particular dataset was chosen because it already
contained manual segmentations of the vasculature by two observers (referred
to by their initials AH and VK as in [143]), and furthermore the images had
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already been classified into two subgroups - pathological and normal. The
images segmented by observers AH and VK differ in level of detail (the images
segmented by observer VK demonstrate a substantially higher level of detail) and
the resulting set of forty segmented retinal images were used for fractal analysis
experiments. These forty segmented images are available for download from the
STARE project [143] in ppm file format. This dataset enabled the hypothesis that
pathological images will display different fractal properties to the normal ones
to be tested. Image resolution of all STARE images is 700 × 605 pixels. The
images were acquired using a Canon CR5 non-mydriatic 3CCD camera with a
45 ◦ FoV.
2. The Edinburgh Mild Stroke Study
A bio-resource featuring data from 280 patients presenting with clinical lacunar
or minor cortical stroke who were also recruited for retinal imaging [75]. Out
of the 280 participants, 17 images had to be excluded due to poor photographic
quality. In addition, images from 97 patients were also excluded due to the
following reasons: uncertainty about the diagnosis of stroke, brain imaging
showing another non-ischaemic stroke pathology, the stroke was too severe,
or the patient declined. This leaves 166 participants who were grouped into
two sets, each consisting of 83 images for lacunar and cortical sub-types. The
analysis was performed on quarter size image with resolution 585× 876 pixels.
These images were captured with Canon CR-DGi nonmydriatic retinal camera
with 45 ◦ FoV.
6.4 Methodology
Algorithms for fractal analysis were implemented in Matlab (r2013a The Mathworks
Inc., USA). To test for a significant difference in fractal properties between the normal
and pathological cases as well as between two stroke subtypes, Student’s t-test was
performed and p-values were calculated by a two-tailed, heteroscedastic student’s t-test
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(unpaired, two sample unequal variance t-test). Statistical analysis was performed in
MS-Excel.
1. Pre-processing: The input image was cropped to the minimum bounding
box around the FoV for both MFA and FFA for both datasets. This step
avoids analysis of unnecessary portions of the image which contain no pertinent
information, increasing computational efficiency and preventing any undue
biasing of fractal analysis. This boundary (around the input image) cropping
was performed on binary STARE images as the analysis was performed on
whole image whereas for Edinburgh mild stroke images the boundary was
cropped from green channel as OD information was needed for region wise
analysis which was not possible to get directly from the binary image. Once
the boundary of green channel of stroke images was cropped the same cropping
box dimensions were used to crop the corresponding binary stroke images. The
OD was located [94] and OD centre was obtained from cropped green channel
of stroke images and this information was used for region based analysis. Figure
6.2 shows an example of stroke image before and after removing the boundary
around the segmented retinal image. For the MFA the segmented images were
skeletonised using bwmorph function in MATLAB, which is based on iterative
deletion of pixels [214].
(a) (b)




(a) For MFA, the sets of twenty hand segmented images contained in the
database were analysed. To investigate the stability of MFA due to
variations in the segmentations (which occurs due to the application of
different softwares or manual grading by different graders), MFA was
performed after removing junction points and small vessel segments (an
example of which is shown in Figure 6.3). To remove junctions, an image
was first skeletonised using the bwmorph function in MATLAB, which is
based on iterative deletion of pixels [214]. All junction points in an image
were then found [215]. If the OD was on the left of the image (i.e. an
image of a left eye) then the junction points to the right of the centre of
the image were removed (see Figure 6.3(b) and 6.3(c), and if OD was
on the right (i.e. an image of a right eye) then the junction points to the
left of the centre of the image were removed. In order to delete vessels
segments from a segmented image, first all the junctions to the left (if OD
was on right) or right (if OD is in left) of the centre of the image were
removed and then the properties for each vessel segments were measured
using Matlab’s regionprops function. The ten largest vessel segments (as
defined using the MajorAxisLength property) were then removed from the
image (see Figure 6.3(d)). MFA was also preformed on skeletonised binary
image to test whether fractal analysis may be more sensitive to changes
in the vascular patterns in the skeletonised versions. One of the main
advantages of performing analysis on skeletonised image is that it contains
far lesser number of pixels, hence offers greater advantage in terms of
overall computational cost [28].
(b) For FFA the grayscale version and the green channel (G) of the colour
fundus image were both processed. The conversion of RGB to grayscale
(Gy) was achieved via Gy = 0.2989 × R + 0.5870 × G + 0.1140 × B.
The variations in image brightness and contrast can significantly affect the
measurement of retinal vascular fractals [216], therefore image contrast
was improved using the imadjust function in MATLAB before processing
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by mapping the intensity values in an image to new values in new image
such that 1% of data is saturated at low and high intensities of an image.
(c) MFA and FFA were also performed after artificially introducing noise into
an image (using the imnoise function in MATLAB) to further examine
the stability of FD measurements. This was salt and pepper noise in the
segmented images for MFA, and Gaussian, salt and pepper and Poission
noise added to Gy and green channel images prior to FFA.
(a) (b)
(c) (d)
Figure 6.3: (a) Manually segmented image (im0001.ah) from the STARE database, (b)
segmented image but with no junctions to right of centre of the image (indicated by
red arrows), (c) segmented image with half of the junctions removed to right of centre
of the image, (d) segmented image with vessels segments removed (indicated by red
arrows).
3. Edinburgh Mild Stroke Study
FFA and MFA were performed on whole segmented vasculature as well as
on different regions of an image. MFA was performed on both segmented
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and skeletonised images. The images were divided into different regions to
investigate whether changes to the retinal vasculature relating to stroke sub-type
and disease (and which might constitute a biomarker) manifest in particular
regions of the fundus. The different region-based procedures are presented
below.
(i) PROCEDURE # 1 - Whole Image: MFA was performed on the whole
vasculature in an input image, i.e. segmented image and in skeletonised
version.
(ii) PROCEDURE # 2 - Quadrant Wise: The input image was divided into
four quadrants around the OD. If the image was from a right eye, quadrant I
was upper right with quadrant II through to IV labelled in an anti-clockwise
direction (see Figure 6.4). If the image was of a left eye then quadrant I was
upper left with quadrant II to through IV labelled in a clockwise direction
(see Figure 6.5)
(iii) PROCEDURE # 3 - Rotated Quadrant Wise: The quadrants coordinates
were rotated by 45 ◦ and analysis was performed on rotated quadrants. See
Figure 6.6 and Figure 6.7. For a right eye image, the quadrant labelling
was chosen anti-clockwise with quadrant I just above the OD (see Figure
6.6). Whereas, for a left eye image, the quadrant labelling ran clockwise
with quadrant I just above the OD (see Figure 6.7).
(iv) PROCEDURE # 4 - Horizontal 3 Step Division around the macula: An
input image was divided horizontally into three equal parts. To do this, first
the OD centre is located and then the region of the image on the left (if
the image was of a left eye ) or right (if a right eye), i.e. region containing
macula, was divided into three equal parts - S1, S2 and S3 (See Figure 6.8
and Figure 6.9).
(v) PROCEDURE # 5 - Horizontal 3 Step Division on Whole Image: An
input image was divided horizontally into three equal parts- S1w, S2w and





Figure 6.4: (a) Segmented image as the input divided into four quadrants
(PROCEDURE # 2) when OD is on right (i.e. right eye) - (b) Quadrant I, (c) Quadrant





Figure 6.5: (a) Segmented image as the input divided into four quadrants
(PROCEDURE # 2) when OD is on left (i.e. left eye) - (b) Quadrant I, (c) Quadrant II,
(d) Quadrant III and (e) Quadrant IV.
(vi) PROCEDURE # 6 - Horizontal 2 Step Division on Left or Right of





Figure 6.6: (a) Segmented right eye image as the input divided into four rotated
quadrants (PROCEDURE # 3) - (b) Rotated Quadrant I, (c) Rotated Quadrant II, (d)
Rotated Quadrant III and (e) Rotated Quadrant IV.
was divided horizontally into two equal parts: upper part (B) and lower





Figure 6.7: (a) Segmented left eye image as the input divided into four rotated
quadrants (PROCEDURE # 3) - (b) Rotated Quadrant I, (c) Rotated Quadrant II, (d)
Rotated Quadrant III and (e) Quadrant IV.
(vii) PROCEDURE # 7 - Macular and Paramacular Region: An input image
was divided into 6 zones around the macula. See Figure 6.13 and Figure




Figure 6.8: (a) Segmented right eye image as the input. Binary Image divided into
three parts (PROCEDURE # 4) - (b) S1, (c) S2, (d) S3.
(a)
(b) (c) (d)
Figure 6.9: (a) Segmented left eye image as the input. Binary Image divided into three
parts (PROCEDURE # 4) - (b) S1, (c) S2, (d) S3.
eye) of the OD was divided into 6 equal parts around the macula region.




Figure 6.10: Segmented image as the input. Binary Image divided into three parts
(PROCEDURE # 5):(b)S1w, (c) S2w, (d) S3w
and f. The two central regions are c and d (See Figure 6.13 and 6.14).
Henceforth regions a, b, d, e and f will denote the paramacular region
whereas c will denote macular region.
(viii) PROCEDURE # 8 - Circular Regions : Zone B, Zone C: Zone B is
an annulus 0.5 to 1 OD diameter and zone C is an annulus 0.5 to 2 OD




Figure 6.11: (a) Segmented right eye image as the input. Binary Image divided into




Figure 6.12: (a) Segmented left eye image as the input. Binary Image divided into two







Figure 6.13: (a) Segmented right eye image as the input. Binary Image divided into
6 zones around macula (PROCEDURE # 7) - macular region (d), Paramacular region






Figure 6.14: (a) Segmented left eye image as the input. Binary Image divided into 6
zones around macula (PROCEDURE # 7) - macular region (d), Paramacular region
(b), (c), (e), (f) and (g).
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Figure 6.15: Retinal Image showing Zone B and Zone C (source:[217])
(a)
(b) (c)
Figure 6.16: (a) Segmented image as the input. Binary Image divided into zones
(PROCEDURE # 8): (b) Zone B and (c) Zone C
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6.5 Summary
This chapter described the concept of a fractal and the measurement of fractal
dimension. In particular, two techniques to calculate FD were described, MFA and
FFA. Stability of fractal analysis technique were tested through artificially introducing
noise as well as by removing junctions and vessel segments to mimic the varying
segmentation. In the last section different procedures to divide a retinal image
into regions were proposed in order to enable an investigation into whether regional




Results of Fractal Analysis
7.1 Introduction
In this chapter the feasibility of using fractal dimension (calculated from the retinal
vasculature) as a potential bio-marker for differentiating normal and pathological
images is investigated. The hypothesis tested here is that the degrading segmentation
quality and the presence of noise will affect the effectiveness of fractal dimension
to distinguish between the normal and pathological images. To test this hypothesis
STARE dataset was used.
Furthermore, experiments were also conducted to verify whether fractal
dimension can also be used as a possible potential biomarker to distinguish between
the lacunar stroke (a distinct marker of cerebral small vessel disease) and cortical
stroke (a distinct marker of large artery atherothromboembolic disease). To test this
hypothesis, experiments were conducted using the Edinburgh mild stroke dataset. In
these experiments fractal dimension was calculated using FFA and MFA techniques on
the whole vasculature as well as in different regions of retinal vasculature.
In chapter 6 fractal analysis was introduced as a means of differentiating
between normal and abnormal vascular patterns in fundus images. This chapter now
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presents the results of experimental investigation into the capabilities of this fractal
concept through the application of two methods of quantifying branching complexity,
namely multifractal and Fourier fractal analysis. Section 7.2 gives the results for
fractal analysis performed on two different datasets featuring images acquired from
individuals with anticipated differences in their retinal vasculature. Outcome of the
analysis is discussed in section 7.3. Finally, a summary is given in section 7.4.
7.2 Fractal Findings
Fractal analysis was performed on images from the STARE [143] and the Edinburgh
Mild Stroke Study (MSS) [75] datasets. The performance of a faster approach
for calculating multifractal dimension was investigated using two datasets. The
multifractal and Fourier fractal analysis was performed on STARE dataset to
differentiate between normal and pathological retinal images whereas, the Edinburgh
MSS dataset was used to establish whether quantifiable differences might exist
between two stroke subtypes (lacunar and cortical stroke). For all images in both
datasets, the multifractal dimension Dq was calculated for different values of q (where
−20 < q < 20). A region-based approach was implemented for further investigation
into potential differences between the retinal vasculature for the two stroke subtypes
in specific parts of the fundus. (see Section 7.2.2).
7.2.1 STARE
1. Multifractal Fractal Analysis
Figure 7.1 shows an example of the generalised dimension spectrum Dq w.r.t. q
calculated using the approach described in item 1 of section 6.2.3. It can be seen
that the function Dq is a decreasing function of q with D0 > D1 > D2. This is
in accordance with the observations from [28] [92] and implies that the vessel
structure was geometrically multifractal.
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Figure 7.1: Generalised dimension spectrum, Dq versus q, for a typical retinal image
in the STARE dataset (image file im0001.ah.ppm [143])
Figure 7.2 illustrates the difference in f(α) spectrum for the two subgroups
of STARE images which have been classified in the dataset as normal and
pathological. The f(α) spectrum was averaged separately for the normal and
pathological images for all four sets (segmented and skeletonised binary images
from observers AH and VK). It can be seen that the skeletonised images exhibited
a narrower f(α) spectrum as compared to the segmented vessel maps for both
observers. The pathological cases displayed lower maximum value and the
spectrum shifted to the left compared to the normal.
Table 7.1 presents the results for the capacity dimension (D0) obtained by
MFA. Comparing the fractal dimensions of the normal and pathological
subgroups using a students t-test, p values were found to be 0.001 and < 0.001
for segmented and skeletonised versions respectively from images manually
segmented by observer AH. Also, p values were found to be 0.001 for both
segmented and skeletonised versions of the images manually segmented by
observer VK. The p-values were found to be < 0.01 in all the cases, which
implied a significant difference between the two subgroups. From Table 7.1,
it can be concluded that the process of skeletonisation reduces the fractal
dimension. In addition, it can be observed that the mean fractal dimension
was found to be lower for the pathological images compared to the normal




Figure 7.2: The f(α) spectrum averaged separately for normal (green) and
pathological (red) images in the STARE dataset. (a) and (c) f-spectrums from manually
segmented and skeletonised vessels maps by observer AH. (b) and (d) f-spectrums
from manually segmented and skeletonised vessels maps by observer VK.
the vascular pattern.
Table 7.2 shows the D0 values calculated by MFA after the removal of either
all of the detected junctions or half of the detected junctions from the left or
right of image centre on both segmented and skeletonised images (by observer
AH). Furthermore, it also contains the D0 values obtained after removing some
segments from the image. From Table 7.2, it can be concluded that the p-values
(obtained by a t-test) in all the cases were < 0.01, hence showed a significant
difference between the normal and pathological subgroups. A similar set of
observation (i.e. p-value < 0.01) was established between the pathological and
normal subgroups for images segmented by observer VK (see Table 7.3).
Table 7.4 shows D0 values when noise was introduced into the segmentations
of observer AH. The student t-test result obtained again showed a significant
difference between the two subgroups (p < 0.05). In short, there was a
significant difference between the two subgroups when MFA was performed on
noisy images, vessels maps and skeletonised versions, from both observers (see
APPENDIX B).
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2. Fourier Fractal Analysis
Table 7.1 presents results for FFA applied to the contrast enhanced grayscale
STARE images. It can be seen that the FFD calculated for pathological and
normal cases showed a significant difference (p < 0.01) between subgroups with
a t-test (p=0.007). The results when FFA was applied to the noise corrupted,
contrast enhanced grayscale images are also displayed in Table 7.4. A similar
observation was made here, that two groups differ significantly (p < 0.05). A
significant difference (p < 0.05) was also found when the green channel was
used as the input to FFA for the STARE images (see APPENDIX B).
7.2.2 Edinburgh Mild Stroke Dataset
1. Multifractal Fractal Analysis
In Table 7.5 the mean (and std.) for capacity dimension, D0, obtained using
MFA for computer segmented and skeletonised images from the mild stroke
study database are given for different regions. It also shows the p-values
obtained using a student’s t-test to ascertain whether a significant difference
exists or not between the two stroke subtypes (cortical and lacunar). It can
be observed from the analysis performed on segmented images that region S3
from PROCEDURE 4 and region e from PROCEDURE 7 show a significant
difference (p < 0.05). Whereas, when analysis was performed on skeletonised
images, quadrant II of PROCEDURE 2, region S1 and S3 of PROCEDURE 4,
region B of PROCEDURE 6 and region a and e of PROCEDURE 7 showed
significant differences (p < 0.05) between two ischaemic stroke subtypes.
Figure 7.3 shows the f(α) spectrum for cortical and lacunar images when the
MFA was performed on whole image (PROCEDURE 1). It shows that there
is no significant difference between the two subgroups. Figure 7.4 shows an
example of f(α) spectrum for S1, S2 and S3 regions of cortical and lacunar
images as obtained from MFA using PROCEDURE 4 where two subgroups
showed a significant difference in region S1 and S3.
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AH Seg. AH Skel. VK Seg. VK Skel. FFD
Images Status D0 D0 D0 D0 D
im0001 P 1.870 1.715 1.905 1.759 1.604
im0002 P 1.833 1.694 1.815 1.704 1.591
im0003 P 1.815 1.668 1.844 1.753 1.639
im0004 P 1.821 1.646 1.819 1.706 1.588
im0005 P 1.883 1.706 1.939 1.812 1.598
im0044 P 1.824 1.675 1.936 1.810 1.572
m0077 N 1.875 1.732 1.975 1.834 1.638
im0081 N 1.858 1.718 1.987 1.853 1.663
im0082 N 1.841 1.723 1.955 1.852 1.671
im0139 P 1.840 1.708 1.983 1.84 1.581
im0162 N 1.873 1.777 1.97 1.867 1.678
im0163 N 1.865 1.717 1.939 1.778 1.634
im0235 N 1.882 1.724 1.98 1.829 1.633
im0236 N 1.884 1.727 1.967 1.812 1.590
im0239 N 1.889 1.741 1.964 1.809 1.583
im0240 N 1.894 1.714 1.982 1.819 1.627
im0255 N 1.903 1.777 1.987 1.866 1.662
im0291 P 1.780 1.632 1.830 1.693 1.566
im0319 P 1.751 1.611 1.830 1.694 1.640
im0324 P 1.797 1.613 1.899 1.754 1.604
Average All 1.849 1.70 1.925 1.792 1.618
(Std.) (0.041) (0.047) (0.063) (0.058) (0.034)
Average P 1.821 1.667 1.880 1.753 1.598
(Std.) (0.039) (0.039) (0.060) (0.054) (0.025)
Average N 1.876 1.735 1.971 1.832 1.638
(Std.) (0.018) (0.023) (0.015) (0.028) (0.032)
p-value 0.001 < 0.001 0.001 0.001 0.007
Table 7.1: Capacity Dimension, D0, for images from the STARE database segmented
by observers AH and VK, together with their skeletonised version. Second column
shows classification status for each of the image (pathological Or normal), and the last
column gives FFD calculated from contrast enhanced grayscale images. Average and
standard deviation (Std.) of fractal dimensions of All, pathological (P) and normal (N)
images are also indicated.
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No Junction Half Junction Vessel removed
Segmented Skeltonised Segmented Skeltonised Segmented Skeltonised
Images Status D0 D0 D0 D0 D0 D0
im0001 P 1.859 1.705 1.864 1.710 1.850 1.692
im0002 P 1.826 1.686 1.829 1.689 1.802 1.662
im0003 P 1.807 1.660 1.811 1.665 1.791 1.640
im0004 P 1.810 1.639 1.815 1.643 1.769 1.595
im0005 P 1.868 1.696 1.875 1.700 1.851 1.675
im0044 P 1.815 1.667 1.820 1.671 1.782 1.633
im0077 N 1.866 1.721 1.870 1.726 1.854 1.707
im0081 N 1.845 1.706 1.850 1.711 1.840 1.695
im0082 N 1.831 1.712 1.836 1.717 1.814 1.694
im0139 P 1.828 1.698 1.835 1.702 1.803 1.674
im0162 N 1.859 1.763 1.865 1.769 1.861 1.764
im0163 N 1.856 1.713 1.859 1.716 1.832 1.688
im0235 N 1.873 1.716 1.877 1.719 1.865 1.702
im0236 N 1.874 1.718 1.878 1.721 1.867 1.706
im0239 N 1.877 1.729 1.882 1.734 1.864 1.717
im0240 N 1.882 1.706 1.888 1.707 1.860 1.679
im0255 N 1.888 1.762 1.894 1.768 1.89 1.766
im0291 P 1.777 1.630 1.778 1.631 1.737 1.592
im0319 P 1.746 1.604 1.749 1.608 1.702 1.557
im0324 P 1.787 1.606 1.792 1.607 1.727 1.541
Average All 1.839 1.692 1.843 1.696 1.818 1.669
(Std.) (0.0389) (0.0449) (0.0396) (0.0458) ( 0.0527) (0.06)
Average P 1.812 1.659 1.817 1.663 1.781 1.626
(Std.) (0.037) (0.038) (0.038) (0.039) (0.049) (0.052)
Average N 1.865 1.725 1.870 1.729 1.855 1.712
(Std.) (0.018) (0.021) (0.018) (0.022) (0.021) (0.030)
p-value 0.001 < 0.001 0.001 < 0.001 0.001 < 0.001
Table 7.2: Capacity Dimension, D0, for images from the STARE database when all or
half of the detected junctions were removed from skeletonised and segmented versions
(observer AH). 7th and 8th columns giveD0 values when vessel sections were removed
from segmented and skeletonised images. Average and standard deviation (Std.) of
fractal dimensions of All, pathological (P) and normal (N) images are also indicated.
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No Junction Half Junction Vessel removed
Segmented Skeltonised Segmented Skeltonised Segmented Skeltonised
Images Status D0 D0 D0 D0 D0 D0
im0001 P 1.893 1.752 1.898 1.755 1.887 1.735
im0002 P 1.810 1.698 1.812 1.701 1.792 1.68
im0003 P 1.835 1.747 1.84 1.750 1.824 1.731
im0004 P 1.807 1.697 1.812 1.702 1.785 1.666
im0005 P 1.916 1.792 1.928 1.801 1.927 1.797
im0044 P 1.917 1.795 1.926 1.802 1.914 1.791
im0077 N 1.958 1.818 1.966 1.825 1.964 1.822
im0081 N 1.970 1.840 1.976 1.845 1.973 1.840
im0082 N 1.933 1.831 1.945 1.842 1.944 1.841
im0139 P 1.968 1.834 1.976 1.836 1.966 1.824
im0162 N 1.949 1.848 1.956 1.855 1.960 1.858
im0163 N 1.924 1.769 1.930 1.774 1.911 1.757
im0235 N 1.968 1.822 1.973 1.823 1.963 1.810
im0236 N 1.953 1.804 1.959 1.807 1.952 1.795
im0239 N 1.952 1.800 1.957 1.803 1.943 1.791
im0240 N 1.965 1.815 1.974 1.816 1.955 1.793
im0255 N 1.966 1.848 1.974 1.856 1.978 1.857
im0291 P 1.824 1.689 1.826 1.690 1.805 1.665
im0319 P 1.821 1.686 1.826 1.690 1.810 1.671
im0324 P 1.875 1.730 1.888 1.741 1.867 1.725
Average All 1.910 1.781 1.917 1.786 1.906 1.773
(Std.) (0.060) (0.056) (0.061) (0.057) (0.067) (0.065)
Average P 1.867 1.742 1.873 1.747 1.858 1.729
(Std.) (0.055) (0.052) (0.058) (0.052) (0.064) (0.059)
Average N 1.954 1.819 1.961 1.825 1.954 1.816
(Std.) (0.015) (0.024) (0.015) (0.026) (0.019) (0.033)
p-value < 0.001 0.001 0.001 0.001 0.001 0.001
Table 7.3: Capacity Dimension, D0, for images from the STARE database when all or
half of the detected junctions were removed from skeletonised and segmented versions
(observer VK). 7th and 8th column shows D0 values when the vessels were removed
from segmented and skeletonised images. Average and standard deviation (Std.) of




With Noise Gaussian Sat and pepper Poissons
D0 D
im0001 P 1.946 2.054 2.112 1.847
im0002 P 1.924 1.998 2.076 1.810
im0003 P 1.914 1.962 2.057 1.824
im0004 P 1.911 1.946 2.044 1.792
im0005 P 1.955 1.913 2.002 1.773
im0044 P 1.919 1.939 2.029 1.775
im0077 N 1.949 2.001 2.101 1.850
im0081 N 1.938 2.008 2.099 1.855
im0082 N 1.927 1.998 2.100 1.862
im0139 P 1.925 1.895 1.989 1.760
im0162 N 1.944 1.994 2.083 1.853
im0163 N 1.942 2.006 2.078 1.837
im0235 N 1.953 2.080 2.146 1.881
im0236 N 1.954 2.020 2.102 1.833
im0239 N 1.958 1.920 2.000 1.772
im0240 N 1.961 1.929 2.038 1.793
im0255 N 1.965 1.978 2.051 1.830
im0291 P 1.890 1.873 1.967 1.731
im0319 P 1.875 1.946 2.063 1.820
im0324 P 1.896 1.909 2.016 1.783
Average All 1.932 1.968 2.058 1.814
(Std.) (0.025) (0.054) (0.047) (0.040)
Average P 1.915 1.943 2.035 1.791
(Std.) (0.024) (0.052) (0.043) (0.034)
Average N 1.950 1.993 2.079 1.836
(Std.) (0.011) (0.045) (0.041) (0.033)
p-value 0.002 0.035 0.030 0.007
Table 7.4: Capacity Dimension, D0, for images from the STARE database calculated
using MFA (Column 3) after noise was introduced into the images that were segmented
by observer AH. Column 4 shows the FFD with different noise introduced in
grayscale images. Average and standard deviation (Std.) of fractal dimensions of All,
pathological (P) and normal (N) images are also indicated.
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Figure 7.3: f(α) spectrum for cortical and lacunar stroke subtypes for skeletonise
images with PROCEDURE 1.
Figure 7.5 illustrates regions where the subsequent testing showed a significant
difference in the MFA between the cortical and lacunar groups using
skeletonised version of images. They were regions in the upper and lower half





Figure 7.4: f(α) spectrum for cortical and lacunar stroke subtypes for skeletonise















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 7.5: The regions which showed a significance difference between the two stroke
subtype in skeletonised version of images when OD was located in the (a) left and (b)
right hand side of a fundus image. Quadrant II of PROCEDURE 2 and region B of
PROCEDURE 6 is marked in red, region S1 and S3 of PROCEDURE 4 are marked in
green whereas region a and e of PROCEDURE 7 is marked in yellow.
2. Fourier Fractal Analysis
Region wise analysis was also performed using FFA. It was observed that
using FFA none of the region-based methods showed any significant differences
between two stroke subtypes.
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7.3 Discussion
The goal of the fractal analysis performed on the STARE dataset was primarily
focussed on evaluating the potential of FFA and MFA to distinguish between the
vasculature in images which had been classified as normal and pathological by the
creators of the database. The proposed approach for the calculation of FD of an
image using MFA took approximately 3 − 5 seconds using a Windows 8 PC with 2.5
GHz processor and 6 GB RAM which is significantly faster than methods previously
investigated for retinal imaging [28] [92] [142]. Their approach took approximately
45 minutes to 1 hour to calculate fractal dimension (this observation is based on an
implementation of the method).
The multifractal behaviour of the retinal vasculature was observed in all images.
It was also observed that the images classified as pathological have lower generalised
dimensions and a shift of the f(α) spectrum in comparison with the normal cases.
The f(α) spectrum for skeletonised images were found to be narrower as compared
to segmented images for both observers. This observation is in agreement with the
conclusions made in [28], that fractal analysis after skeletonisation may be more
sensitive to changes in vascular patterns. FFA also showed that pathological images
have lower fractal dimension compared to normal cases. A significant difference in
the FD of normal and pathological images was observed using both MFA and FFA
techniques. Removal of some junctions and vessels from the segmented images did
not hinder the performance of the algorithms as still a significant difference between
normal and pathological groups was observed. Furthermore, the addition of noise did
not impede the ability MFA and FFA to detect differences between the two subgroups
of images.
In STARE dataset, there was a difference in the level of details in the manual
segmentation by two observers (AH and VK). The images segmented by observer VK
demonstrates a higher level of detail as compared to observer AH. The MFA performed
on both set of images showed a significant difference between two subgroups. For
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the comparative analysis, junctions and vessels were removed from STARE images
to mimic the varying segmentation to some extent. Dropping out junctions and vessel
sections simulates varying image/segmentation quality and implies a certain robustness
to FD as a measure.
The retinal blood vessels have same morphological and physiological properties
with that of cerebral small vessels [7]. Thus retinal vasculature may act as a
surrogate marker for these cerebral small vessels [44][7] [218]. Moreover, the retina
reflects pathological changes that occur due to microvascular disease such as stroke
[46]. When the region wise MFA was performed on Edinburgh MSS images, the
mean FDs were found to be lower in case of lacunar images for the regions where
the significant difference were found. The decreased FD represents the decreased
branching complexity. As lacunar stroke is related to small vessel disease therefore,
the present results (i.e. decreased FD in case of lacunar stroke) reflect that it is so likely
that the decreased FD is related to damage of the small vessels in the brain as a result
of lacunar stroke.
7.4 Conclusions
Distinguishing between the retinal vascular networks of different groups of people
in large imaging datasets with varying noise levels requires reliable as well as fast
pattern recognition algorithms. Fractal analysis seems to be a robust source of potential
biomarkers with a degree of reliance to varying image quality. From the results of
the experiments described above, it can be concluded that it is possible to distinguish
between the images of subjects which are normal and those which are suffering
from any pathological conditions using fractal dimension. Fractal dimensions can be
considered as a potential biomarker even in the presence of degrading segmentation
quality and noise. MFA approach was very fast to calculate while FFA does not require
any prior vessel segmentation.
Similarly, based on the analysis performed, it can safely be concluded that it
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is not possible to distinguish between lacunar and cortical stroke based on fractal
dimensions obtained from whole retinal vasculature. Whereas, it is possible to
distinguish when analysis was performed on different regions of retinal vasculature
using MFA. Region wise fractal analysis supported the hypothesis that patients with
lacunar stroke will have altered retinal vascular geometry reflecting small vessel





In this chapter an overall summary of the research performed, its contributions, the
limitations and the possible directions for the future work are presented. Section 8.2
presents a concise summary of each chapter and discusses briefly the major outcomes.
Section 8.3 considers the contributions of this thesis while section 8.4 discusses some
of the limitations of the developed methodologies. Finally, section 8.5 gives some
recommendations for the future extensions of this research.
8.2 Summary of achievements and results
The major emphasis of this thesis was to develop an automatic software framework for
biomarker identification in large datasets of retinal images. This framework contributes
to the VAMPIRE software suite. Two of the main aims of this research were:
1. Develop automatic system for classification of retinal vessels into arterioles and
venules in order to aid the identification and quantification of AVR and other
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biomarkers.
2. Investigate and implement a novel fractal analysis approach to characterise the
state of the retinal vasculature and distinguish between pathological and normal
images.
In Chapter 2 the anatomy of the human eye was introduced along with
the principal techniques of retinal imaging. This chapter also discussed various
abnormalities (i.e. vascular and retinopathy) appearing in the retina, information on
which can be exploited to detect the presence of retinal and systemic diseases. The aim
of this chapter was to introduce terminology related to the retina and retinal imaging
to the reader.
Chapter 3 provided a literature review in the fields of retinal vessel classification,
AVR and fractal analysis. This chapter reported different approaches of classifying
retinal vessels with different unsupervised and supervised classifier using different
features. Diverse approaches and framework on different dataset yielded different set
of results. To the best of knowledge the thesis system of vessel classification was the
first attempt to categorise vessels using GMM-EMM, SMIC and LS-SVM classifiers.
Also, this thesis demonstrated for the first time to classify the retinal vessels using
dimensionality reduction techniques like OLPP, MICI and LS. In this chapter three
algorithms for the calculation of AVR was also explained. This chapter also provided
some of the studies in the past showing how the pathology can affect the retinal
vasculature which will in turn alters the FD of pathological images as compared to
images acquired from normal cases.
In Chapter 4 the framework and stages of development of both unsupervised
and supervised approaches for automated retinal vessel classification in fundus camera
images based on colour features were presented. The task of vessel classification
was first handled with a GMM-EM unsupervised approach. An improvement in
performance was sought by using a SMIC unsupervised classifier. The unsupervised
vessel classification framework was tested and validated on different datasets. This
chapter then discussed vessel classification with the aid of dimensionality reduction
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techniques with the aim of keeping the classification rate as high as possible by using
only the dominant distinguishing colour features. A LS-SVM supervised approach for
vessel classification was developed to achieve further increase in the classification rate
but keeping the processing time as low as possible. This chapter also introduced a
method to reduce the number of instances of unclassified vessels.
The mathematical background to two methods of fractal analysis - MFA and
FFA was introduced in Chapter 6. These techniques were used to examine whether
global or regional changes in vascular network complexity in response to disease were
quantifiable. Fractal analysis was explored to investigate its potential to distinguish
between retinal images classified as pathological and normal as well as between images
from patients with different stroke subtypes (i.e. lacunar and cortical).
In Chapter 5, results obtained by utilising unsupervised and supervised methods
for vessel classification on different datasets were detailed. It was observed that among
the unsupervised approaches, SMIC outperforms the GMM-EM method on all the
tested datasets both in terms of classification accuracy and unclassified vessels in zone
B as well as in the extended zone. It was also observed that OLPP outperformed
all the tested dimensionality reduction methods. Moreover, the LS-SVM supervised
method showed excellent result even with a small set of training images (leading to
a short training time). Results obtained by utilising the output of automatic vessel
classification in conjunction with three different methods for calculating AVR were
also discussed in this chapter. Significant difference between system AVR and ground
truth was observed. The accuracy with which vessel’s width were measured and/or the
number/choice of vessels for AVR calculation might be the reason for this significant
difference.
Finally, in chapter 7 the results of fractal analysis performed on two datasets
were presented. It was observed that the time taken for the execution of MFA was
quite low and that the technique was able to distinguish between the vascular patterns
in retinal images previously classified as normal and pathological. MFA was also able
to distinguish between subtle differences in the stroke patient images during regional
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wise analysis. FFA was able to distinguish between the normal and pathological retinal
images but not between the stroke subtypes.
8.3 Contributions
The key contributions of the work presented in this thesis are:
1. Automatic retinal vessel classification algorithms for fundus camera images
using supervised (LS-SVM) and unsupervised (GMM-EM and SMIC) classifiers
was developed and validated on three datasets, two of which were publically
available. The LS-SVM classification approach has since been incorporated into
the VAMPIRE software suite.
2. Classifying the vessels with the optimal features is likely to impact the
classification performance. Therefore, with the aim of classifying the retinal
vessels with the most distinctive features, several dimensionality reduction
techniques were evaluated.
3. Three different methods of calculating the AVR biomarker were implemented
and tested.
4. Two different approaches of calculating fractal dimension (MFA and FFA),
were tested to examine whether global or regional changes occurs in the retinal
vasculature in presence of disease. The global MFA technique has since been
incorporated into VAMPIRE software.
5. Around 2,000 images from the ORCADES dataset were analysed for a
large study (funded by the Leverhulme trust) using the best performing
vessel classification and fractal analysis methods, and the measurements are
undergoing further statistical analysis.
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8.4 Limitations
There were some limitations associated with the designed automated systems. Some
of these, which were acknowledged but could not be addressed within the time frame
of this thesis, are described below:
1. The results of automatic vessel classification on the publically available DRIVE
and INSPIRE-AVR datasets were presented w.r.t. the labels of only one observer
i.e. observer 1. Though the high level of agreement between two observers
was demonstrated in section 5.2.1, but it would be interesting to see how
classification rate varies w.r.t. labels generated by any other annotator (i.e. other
than observer 1).
2. The performance of unsupervised classification was validated on two publically
available datasets (i.e. DRIVE and INSPIRE-AVR) whereas the performance
of supervised classification was validated on only one (i.e. DRIVE). Further
tests on larger banks of images, preferably acquired from subjects presenting
different pathologies, is required in order to further establish the suitability of
these methods in biomarker research.
3. Fractal analysis was performed on the unclassified, segmented retinal
vasculature and not the separated arteriolar and venular components. Different
diseases are known to affect these components differently, and so fractal analysis
might have been more sensitive to detecting vascular changes if this had been
undertaken.
8.5 Future work
Besides tackling the unresolved issues discussed in the previous section, there are
several ways in which the work of this thesis could be extended. These are described
below:
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1. Even though results obtained with supervised and unsupervised classification
using only the four most dominant colour features were promising, the
classification performance was highly dependent on the set of features and its
dimensions. Classification performance will vary with different datasets and
with different number of features. Hence types of features such as textural-based
or morphological-based could be incorporated which may enhance classification
performance.
2. The OLPP dimensionality reduction technique in conjunction with GMM-EM
classification outperformed all other tested methods for retinal vessel
classification, using a set of 47 features. The performance of OLPP with different
clustering method(s) using an even larger bank of features presents another
opportunity for improving vessel classification.
3. A quadrant-pairwise approach for vessel classification assigns four labels to
each pixel from a group of three classes: arterioles (a), venules (v) and not
labelled (n). In order to improve classification some additional votes could also
be assigned to a centreline pixel. For example by classifying vessels in quadrant
wise and/or rotating the coordinate axes of a quadrants several times by some
angles.
4. The unsupervised classification algorithms were tested in zone B and an
extended zone. The classification rate was found to be lower in the extended
zone as compared to zone B. Thus further refinements in the presented vessel
classification algorithm are required to make it suitable for vessel classification
of the whole visible vasculature. For example incorporating some structural
features of retinal vessel such as (1) arteries (or vein) never cross arteries (or
veins), (2) a vessel branches into two vessels of the same kind etc.
5. Performance of LS-SVM classification was found to be good even with a
relatively small set of training data. Hence annotation of a large number of
images to generate training data was not needed. This supervised framework
was tested on a publically available dataset and yielded a good classification
rate in both zone B and the extended zone. The major drawback of supervised
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classification method is the need to retrain the classifier separately for different
datasets. Thus, it would be worth exploring how classification performance
varies with the classifier trained on one dataset and then applied to another.
6. Fractal analysis was performed on the STARE dataset which contains images
of patients with different pathologies that are not well defined or characterised.
Further investigations are required to test and validate the performance of fractal
analysis on other datasets which contain images with a much more prescriptive
categorisation of what they relate to.
7. Fractal analysis was performed on fundus camera images where the retinal
vasculature had been segmented but not classified into arterioles and venules.
Given that two key outputs from this thesis were automatic vessel classification
and regional fractal analysis, the exciting opportunity now exists to combine
these into one framework and deliver automatic analysis of the arteriolar and
venular components of the retinal vasculature separately and investigate any
changes in these in conjunction with systemic diseases.
8. STARE dataset was used to test the stability (with varying segmentation and
noise) of fractal analysis. Further study can be carried out to test the stability of
fractal analysis using Edinburgh Mild Stroke Study.
9. Extracting and generating a large feature bank that might improve vessel
classification is a time consuming and computationally intensive task. Thus
to resolve this issue and to reduce the overall computational cost for pixel
based classification methods, a more efficient implementation of the feature
extraction, feature selection and classification methods in a different high level
programming language (e.g. C, C++, or Java) would be beneficial.
10. Classification algorithms were tested on images acquired only from
European-based populations. Further tests are required on images acquired from
different races and ethnicity to see how the system might be adapted to handle
inherent differences in the appearance of the human retina.
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11. The designed system was tested on fundus camera images. The applicability of
the system to other imaging modalities such as the ultra-widefield or infra-red
scanning laser ophthalmoscope can be prospectively explored.
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Appendix A
Arteriole to Venule Ratio -
Supplementary Results
A.1 AVR
Chapter 5 discussed the BA analysis comparing AVR obtained by the computerised
system to the reference standard (or ground truth) of measurements performed by
Ob1. The mean, std, min and max of the AVR’s calculated using the algorithms of
Knudtson, Goatman and Patton (see section section 3.3) after vessels were classified
using GMM-EM, SMIC and OLPP+Gmm-EM are shown in Table A.1. The table also
gives the difference in readings between Ob1 and Ob2.
Table A.1 shows that the mean difference between AVR obtained by the thesis
system and ground truth (Ob1) was smallest when vessels were classified using
GMM-EM and using the Patton (0.076) compared to the Goatman (0.141) and
Knudtson (0.139) methods. The table also shows that the mean difference between
Knudtson (0.146) and Goatman (0.147) w.r.t ground truth were almost the same and
less than obtained with Patton (0.202) method when vessels were classified using
SMIC. Moreover a similar observation was obtained when vessels were classified using
OLPP + GMM-EM approach i.e. the mean difference between Knudtson (0.137) and
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Goatman (0.139) w.r.t. ground truth were less than that obtained with Patton (0.192).
These observation is in accordance with the BA plots (see section 5.3). It was also
observed from Table A.1 and Figure A.1 - A.3 that the Knudtson and Goatman methods
performed comparably.
BA analysis was also performed for AVR measurements by the computerised
system compared to Ob2. As can be seen from Figures A.1 - A.3, the width of the
LOA (i.e. the difference between the upper and lower LOA) are similar for Knudtson
and Goatman w.r.t. Ob2 in all the cases. This observation was the same when analysis
was performed w.r.t Ob1 (see section 5.3). This means that one can use any of the two
methods (Knudtson or Goatman) interchangeably to calculate AVR
The bias of the measurements between AVR obtained with Knudtson using
GMM-EM and Ob1 is 0.139. That is, on average the first method (Knudtson) measures
0.139 units more than the second one (Ob1). The bias increased to 0.146 when
comparing Knudtson measurements to those of Ob2. In all cases the bias obtained
w.r.t. Ob1 (ground truth) was less then w.r.t. Ob2. This means that the mean difference
















































































































































































































































































































































































































































































































































































































































































Figure A.1: Bland-Altman plots illustrating the difference and mean of the AVRs
calculated by algorithms of (a) Knudtson, (b) Goatman and (c) Patton and Ob2. Results






Figure A.2: Bland-Altman plots illustrating the difference and mean of the AVRs
calculated by algorithms of (a) Knudtson, (b) Goatman and (c) Patton and Ob2. Results






Figure A.3: Bland-Altman plots illustrating the difference and mean of the AVRs
calculated by algorithms of (a) Knudtson, (b) Goatman and (c) Patton and Ob2. Results
were obtained with vessels extracted from INSPIRE-AVR images and classified using
OLPP in conjunction with GMMEM.
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Appendix B
Fractal Analysis - Supplementary
Results
B.1 Multifractal Fractal Analysis
Item 1 of section 7.2.2 of Chapter 7 presented D0 values obtained by MFA when noise
was introduced into images segmented by observer AH. Table B.1 shows the additional
results obtained by MFA on noise corrupted skeletonised images of AH segmentation.
It also displays the results when noise was introduced into skeletonised and segmented
versions of observer VK segmentation. The table shows the average and std of D0
values of all the tested images, pathological (P) images and normal (N) images. The
p-values were obtained from a student’s t-test and show a significant difference existing





Average All 1.93 1.98 1.98
(std.) (0.025) (0.04) (0.04)
Average P 1.92 1.95 1.95
(std.) (0.024) (0.040) (0.041)
Average N 1.95 2.01 2.01
(std.) (0.01) (0.01) (0.01)
p-value 0.002 0.001 0.001
Table B.1: Average and standard deviation (Std.) of capacity dimension, D0, (for
All, pathological (P) and normal (N) images) calculated using MFA on the STARE
image set when salt and pepper noise was introduced into segmented and skeletonised
versions of images segmented by observers AH and VK are indicated.
B.2 Fourier Fractal Analysis
Table B.2 presents the results of the FFA when applied to the contrast enhanced green
channel STARE images with and without introduction of noise. It can be seen that in
all the cases the FFD calculated for pathological and normal cases showed a significant
difference between subgroups with a t-test (p < 0.05).
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FFD
No Noise Gaussian Sat and pepper Poissons
D D D D
Average All 1.62 1.97 2.04 1.80
(Std.) (0.050) (0.060) (0.054) (0.046)
Average P 1.59 1.93 2.01 1.77
(Std.) (0.034) (0.047) (0.042) (0.034)
Average N 1.64 2.00 2.07 1.83
(Std.) (0.048) (0.057) (0.050) (0.039)
p-value 0.013 0.011 0.012 0.002
Table B.2: Average and standard deviation (Std.) of FFD, D, (for All, pathological (P)
and normal (N) images) calculated using FFA on the STARE image set without noise
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