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Six Decades of Atomic Collisions in Solids
Peter Sigmund
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DK-5230 Odense M, Denmark
Abstract
In response to an invitation by the organizers of the 27th international conference on atomic
collisions in solids, a brief survey is presented, starting from the roots of the field in the 1950s and
1960s, of some major discoveries, longstanding problems, surprising findings and memorable
controversies in topics covered by the conference. Considering the breadth of the field, the
selection of topics is necessarily subjective, but with the emphasis on channeling, stopping and
sputtering, three topical areas are discussed which have been active from the early 1960s until
now.
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1. Introduction
Atomic Collisions in Solids, also known as particle-solid interaction, is the common term for a
branch of accelerator-based physics with a wide range of applications in science and technology.
The roots of the field date back to the middle of the 19th century with the study of phenomena in
gas discharges. Early in the 20th century, after the discovery of radioactivity, exploration of the
penetration of charged particles in matter and their accompanying ionization phenomena became
an active research area. During the first half of the 20th century it was not the least theoretical
studies of atomic-collision processes which paved the way for the development after World War
II.
Figure 1 shows publication activity from 1945 until now in three major topical areas, radiation
damage, stopping and sputtering1.
The overall behavior is exponential over several decades, but there are significant differences
between the three chosen fields. Radiation damage shows a very steep rise after 1950 and a more
moderate slope from 1970 on. Sputtering shows a similar behavior, although the expansion rate
is significantly higher than that of radiation damage from around 1975, with a publication rate
of  5000 papers per year in 2015. Note, however, that both sets of data include activities that
may be far from fundamental research in collision physics. A different behavior is seen in the
field of stopping, where we see a constant activity level until 1965, the time of the first ICACS
conference, a rapid rise until 1990, and a constant level at 150 publications per year ever since.
A few distinct events in the 1950s have contributed to mark a new era in collision physics,
1This graph is supposed to show qualitative trends, considering both the choice of keywords and wellknown weak-
nesses of the Web of Science [1]
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Figure 1: Color online. Number of publications per year listed under keywords ‘radiation damage’, ‘sputtering’ and
‘stopping power’ in the Web of Science, June 2016.
 As a consequence of US president Eisenhower’s legendary ‘Atoms for Peace’ speech in
1953, an international conference on peaceful use of atomic energy was called to Geneva
in August 1955 [2]. It was in this period that wartime research in nuclear science and
technology was declassified, opening up for an abundance of activities, in particular re-
search in isotope separation and radiation damage. Isotope separators, nowadays called ion
implanters, became the leading tool for research in atomic collisions in solids for several
decades to come. Radiation damage has been an active area ever since.
 Also in 1955, Gottfried Wehner published his famous paper on sputtering of metal single
crystals by ion bombardment [3] (Fig. 2). That work had a seemingly narrower scope, yet
from the point of view of the topical area discussed here it was central: Controlled collision
experiments with single crystals were a new feature and became a central activity ever
since. Moreover, after about half a century of discussion about whether phenomena like
ion-electron emission and sputtering had to be understood in terms of momentum transfer
in atomic collisions or as local evaporation, ‘Wehner spots’ reflecting the crystal structure
in the angular emission pattern of sputtered atoms were instantaneously taken as evidence
supporting the dominating role of atomic collisions in the process. More on this point in
Sect. 7.1.
 Already in 1951, N. O. Lassen [4] had reported measurements of the charges of fission
fragments penetrating through matter, where he found significantly higher charges for pen-
etration in solid than in gaseous targets (Fig. 3). These measurements marked the starting
3
Figure 2: Angular distribution of particles sputtered from the .111/ surface of a silver crystal by 100 eV Hg ions. From
[3].
Figure 3: Mean equilibrium charge e of fission fragments in gaseous and solid materials of atomic numberZ, solid and
empty symbols indicating heavy and light fragments, respectively. From [4].
point of a new field of research, atomic physics with swift heavy ions, and their interpreta-
tion gave rise to a long-lasting controversy from the 1970s to the end of the past century.
More on this point in Sect. 6.5.1.
 The last item to be mentioned here is Lindhard’s [5] dielectric theory, which is an expansion
of classical Drude-Lorentz electrodynamics of material media. Lindhard theory is based on
quantum instead of classical mechanics and allows for rapidly varying electric and magnetic
fields via a dielectric function .k; !/ which depends on both frequency and wave number.
This has proven to be a powerful and versatile formalism and acknowledged as a useful
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tool in many-body electron theory because of its conceptual simplicity. The original paper
[5] offered applications both in condensed-matter physics and in particle penetration. The
theory was exemplified on the Fermi gas, and its combination with the Thomas-Fermi prin-
ciple, or local density approximation, provided a badly-needed tool for semi-quantitative
calculations of energy losses in condensed matter for several decades.
In this report I have chosen to illustrate the development of the field of atomic collisions in
solids on three topical areas, channeling, stopping and sputtering, which have been amongst
the prime issues at all ICACS conferences over half a century. I have tried to focus on land-
marks where either longstanding problems were solved or new activities opened. Considering
the amount of acquired knowledge indicated by figure 1, I kindly ask the reader to bear over with
the fact that both the choice of topical areas and selected landmarks to some degree reflects my
own experience in the field, and the degree of detail reflects to some extent the time periods of
my engagement.
2. Drivers of the Development
The field of atomic collisions in solids is characterized by tight interaction between theory and
experiment, as well as between basic and applied research.
Radiation damage in materials, particularly in graphite, had been identified as a prime topic to
be concerned about in the construction of the first reactor during the Manhattan project in World
War II. A report by Seitz [6] stimulated a wealth of experimental and theoretical studies, not only
of radiation damage in numerous materials but, just as important, of a wider range of collision
phenomena.
Another major driving force came from nuclear physics. In 1955, leading groups in isotope
separation gathered at Harwell [7], discussing ion sources, target preparation and collection prob-
lems. By 1965, the time of the first ICACS conference [8], ion sources and target preparation had
been studied widely and successfully, while collection problems, addressing the concentration of
foreign atoms that could be incorporated into a material by implantation, needed fundamen-
tal knowledge of ion penetration, sputtering and radiation-enhanced diffusion which was still
nonexistent.
The development of integrated microelectronic circuits has been a major driving force for basic
research in collision physics from the mid 1960s, as documented already in the proceedings
of ICACS-1 [8]. It was particularly developers of particle detectors who had the right mix of
expertise in solid-state and accelerator physics to lead this development [9].
Numerous applications of atomic-collision phenomena in solids showed up in the following
years. Materials science has been one of the main objects, in particular ion beam analysis by a
variety of accelerator-based techniques, ion-beam modification of all kinds of materials, as well
as basic research in diffusion phenomena. Ion-beam modification became the topic of a separate
conference already in 1970, and ion-beam analysis followed in 1973.
An example of the opposite order of events is the discovery of organic mass spectrometry
by particle bombardment, also called PDMS (plasma desorption mass spectrometry), by nuclear
physicists [10] and subsequently discussed vividly in the atomic collisions in solids community
for several years. Interest in that area decreased temporarily with the emergence of laser-based
technologies but come up again more recently under the name ‘MeV-SIMS’.
A particular feature is the phenomenon of sputtering which, during the 1960s, became more
or less split between two topical areas, sputter emission or erosion on the one hand and sputter
5
deposition on the other. Sputter emission is genuine atomic-collision physics and central to ap-
plications in basic and applied surface physics and chemistry. Sputter deposition is an important
tool in thin-film technology. Research in sputter emission accounts for most activities in sputter-
ing indicated in figure 1 until around 1975, while sputter deposition took over gradually and has
been dominating from the late 1980s.
3. Experimental Tools
Numerous experimental tools, developed in other branches of science and technology such as
ultrahigh vacuum, particle accelerators and detectors as well as sample preparation, especially
crystal growth, have become necessary ingredients in atomic-collision physics. In other areas
such as structure analysis, electronics and computers there was also substantial feedback in the
opposite direction.
Several types of particle accelerators were developed initially for protons, alpha particles or
electrons. Experiments involving other ions required special ion sources. The major challenge
in experimental research on atomic collisions was the development of ion sources enabling ac-
celeration of an arbitrary isotope of an arbitrary element up to a well defined energy. That
development took place from the mid 1950s over most of the 1960s. The energy range available
for acceleration of heavy ions increased gradually from 100 keV in 1960 to the TeV regime at
the turn of the century.
Beams of molecular ions had been employed early on, mostly with the aim of decreasing the
beam velocity for a given acceleration voltage, but from the early 1970s molecular beams were
used to investigate new physics [11, 12].
Antiprotons, discovered in 1955, result from nuclear reactions at high-energy accelerators.
Hence, instead of an accelerator a source of antiprotons for atomic-collision studies is typically
a decelerator. While the prime motivation for building such facilities is the study of antimatter,
limited access has been provided from the late 1980s to atomic-collision experiments with both
gas and solid targets [13].
4. Theoretical Aspects
Here I wish to mention two features in the development that are common to all topical areas
in consideration.
4.1. Elastic versus Inelastic Collisions
When going through the literature you will notice a trend in the field of atomic collisions in
solids from nuclear (elastic) towards electronic (inelastic) collisions. Collisions between heavy
particles tend to be more or less elastic at low energies where there is not enough energy to cause
ionization or excitation. Conversely, collisions at high energy were found to be inelastic already
in the first cloud-chamber photographs of a radioactive decay: MeV alpha particles are rarely
deflected while vividly ionizing the penetrated medium.
For a long time there was uncertainty regarding the transition between the two regimes. In
the early radiation-damage literature you will find the claim that collisions are elastic up to a
projectile energy  1 keV/u. This appears to be a simplified version of a relation by Seitz [6],
based on the energy transferred from a heavy particle to an electron at rest. According to Bohr’s
adiabaticity criterion the transition would be found at approximately the Bohr speed, i.e., at an
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energy E  25 keV/u. Both estimates ignore the orbital motion of target electrons which, for a
free electron gas, was found to lead to velocity-proportional electronic energy loss by Fermi &
Teller [14].
All these estimates became obsolete with the appearance of the LSS theory [15, 16] – more
on this in Sect. 6.2 – which predicted a rather broad transition regime between predominantly
nuclear and predominantly electronic stopping. Nevertheless, the assumption of elastic scattering
in all early theory of radiation damage and sputtering appears well justified at beam energies in
the lower to median keV range. A more serious simplification is the assumption of hard-sphere
(billard ball) scattering, which you find in most of the literature in the pre-LSS era.
4.2. Classical versus Quantum Mechanics
According to Bohr [17], classical scattering theory and Born approximation are complemen-
tary in the sense that an overlap in the range of validity of these two descriptions of collision
processes exists but is rather narrow. The Bohr criterion sets an upper limit of classical scattering
theory via the relation
 D 2v0e1e2
e2v
> 1; (1)
where e1 and e2 denote the charges of the collision partners, v their relative speed, and v0 the
Bohr speed. For collisions between heavy particles this implies that the classical limit, expressed
in relative energy, becomes proportional to the reduced mass as well as the square of the nuclear
charge numbers. For ion-electron collisions, on the other hand, Eq. 1 reduces to E < Z21  0:1
MeV/u in terms of the ion energy.
Consequently, collisions between heavy particles obey classical scattering up to very high ion
energies, while electronic processes may have to be treated quantally for a wide range of particle
types and energies. Computer codes to simulate collisions in solids describe the motion of pro-
jectile and target nuclei in terms of classical equations of motion. To the extent that electronic
processes need to be involved, this is usually achieved by input quantities such as stopping cross
sections and ionization rates or, more rarely, by explicit quantum molecular dynamics.
5. Collisions in Crystals. Channeling
5.1. Emission Phenomena
Wehner’s experiments on emission patterns in single-crystal sputtering (Fig. 2) inspired other
groups to study collision phenomena involving crystals. In 1959, Rol et al. [19] showed that
the sputter yield, i.e., the total flux of emitted atoms per incoming ion, did not only depend
on the angle of incidence but also on the crystal orientation. Figure 4 shows an example from
subsequent work by Alme´n & Bruce [18].
A qualitative explanation of this effect was offered in refs. [23, 24], which involved a crystal
model made up by hard spheres. If such a crystal is oriented along some close-packed direction
like Œ100, it looks transparent. It was argued that a projectile impinging near such a direction
would penetrate deeper before undergoing a collision than when coming in a random direction.
Within the reasonable assumption that the sputter flux caused by a recoiling atom would decrease
with increasing depth of its origin, it follows that ions hitting a surface parallel to an open lattice
direction would lead to a local minimum in the sputter yield. Similar effects were reported from
measurements of ion-induced electron emission from single crystals [25, 26].
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Since saturation and sputtering are related, we 
have also measured the sputtering ratio for Kr ions 
of 45 keV bombarding a Cu single crystal. The 
result is shown in fig. 28, where sputtering of poly- 
crystalline Cu also is given for different angles of 
incidence. The single crystal retained its appearan- 
ce throughout he series of experiments, although 
made to find out definitely the relation between the 
three parameters discussed here. 
In the diagrams transparent directions turn up, 
e.g. from the right [1101 35 ° .3, [2331 10 ° .0, [1111 
0 °, [1121 19 ° .5, E1141 35°.3 and [100] 54 ° .7. Still 
higher indices cannot be detected in our investiga- 
tion, since the intervals between the measuring 
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Fig. 28. Sputter ing ratio for a Cu single crystal  turned around an [110] axis in the  (111) plane. The [111 ] direction is 3 ° from zero. 
the crystal was heavily bombarded by energetic 
ions. The reason is that the displaced atoms after 
slowing down can be fixed again to vacant lattice 
sites, and also that the damaged layer is conti- 
nuously sputtered off. 
From a comparison of figs. 27 and 28 we see that 
a high saturation value is combined with a low 
sputtering ratio and vice versa. At angles of 
incidence with high saturation the crystal is more 
transparent than at other angles, which indicates 
that the penetration depth must vary in the same 
way as tile saturation value. Since diffusion also 
varies with the transparency of the crystal, the 
penetration depth cannot be proportional to the 
saturation value. However, the sputtering ratio is 
fairly high and influences the saturation more than 
diffusion does. This means that the penetration 
depth should be approximately proportional to the 
saturation value. Further experiments must be 
points are too large. It is also to be noticed that the 
ratio between the maxima of single crystal sput- 
tering and the corresponding sputtering of poly- 
crystalline material is nearly constant. In the same 
way there is a constant ratio between the minima 
of saturation in the single crystal and of the satura- 
tion in polycrystalline material. 
Some preliminary saturation measurements have 
also been made for A1 single crystals. These crystals 
were not of the same high quality as the Cu crystal. 
However, the measurements indicate that also in a 
low sputtering metal, the saturation value depends 
on the orientation of the crystal. In fig. 1 lb the 
saturation value versus ion energy is about 20 
per cent higher for a (110) plane in the surface 
than for polycrystalline material. From the meas- 
urements on Cu we would expect a greater differ- 
ence. Probably either the oxide layer on A1, or 
the higher Kr concentration i A1 compared with 
Figure 4: Sputter yield of a Cu single crystal turned around a Œ110 axis in the .111/ plane. Notice that there are 39 data
points for the single crystal. For each point the target had to be taken in and out from the vacuum for getting weighed on
a scale! From [18].
While early theoretical descriptions of these phenomena [23, 24, 27] involved adjustable pa-
ram ters, more recent calcul tions by binary-collision [28] or molecular-dynamics [29] codes
predict the main features directly with an error margin given by the adopted interatomic poten-
tial.
5.2. Ion Ranges and Stopping
Another kind of anisotropy was discovered in the energy loss of ions. From 1956, Davies and
colleagues at Chalk River in Canada developed a novel technique to measure heavy-ion ranges in
solid . Ion ranges had been measured previously with fission fragments at MeV ener ies [4], but
nuclear physicists at Chalk River needed ranges in the keV energy range in order to determine
energies of atoms recoiling from nuclear reactions. Such ranges may be in the nanometer range.
The new technique, involving implantation of radioactive ions and subsequent etching by anodic
oxidation [30], was a milestone in atomic-collision physics and an archetype of depth profiling,
a process indispensable in all development of micro- and nano- lectronical devices as well as
surface science and technology.
Distributions in the penetration depth of ions such as alpha ranges had long been known to be
close to gaussian. Measurements by Davies et al. [20] showed pronounced exponential tails over
a wide range of beam energies (Figure 5). Attempts were made to rationalize the origin of these
8
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Figure 5: Integral distribution of penetration depth, i.e. the fraction of ions remaining in the target after layer-by-layer
etching for Cs137 ions in aluminium. Lines to guide the eye. From [20].
tails, but a convincing explanation came from a different community: In Oak Ridge, a group of
theoreticians under D. K. Holmes studied collision cascades initiated by atoms in the keV energy
range with a view to recoil atoms from collisions with fast neutrons. In order to test predictions
by transport theory for random media, calculations were performed numerically assuming binary
collisions in a crystalline medium. As could be expected, atoms moving along an open direction,
a ‘channel’, penetrated more deeply than average.
The suggestion came up that exponential tails, found at Chalk River for polycrystalline targets,
originated in ions penetrating deeply in crystallites aligned to the incident-beam direction. Mea-
surements in a single crystal confirmed this suggestion (figure 6), and good qualitative agreement
was obtained with simulations (figure 7), albeit with different ion-target combinations and beam
energies.
5.3. Guided Motion
In the qualitative explanation of the anisotropy phenomena discussed above one may assume
particles to move along straight lines until the first violent collision. This assumption entered
explicitly the first theoretical treatment of channeling by Lehmann and Leibfried [35].
9
Figure 6: Same as figure 5 for a single crystal. Measured for 40 keV Kr85 in aluminium. From [21].
However, this picture was found unlikely to explain measurements by Dearnaley [36] which
showed average energy losses of MeV proton beams in gold to be significantly lower in certain
directions than in a polycrystal. MeV protons have penetration depths in the micrometer range,
where multiple scattering would give rise to deviations from straight lines by far more than the
width of a channel.
In 1964, Lindhard [37] proposed that trajectories of particles in closely-packed directions were
guided, and the basic process was asserted to be scattering on a string rather than on a single
atom. As indicated in figure 8, for a small angle of incidence on such a string, the repulsive
forces exerted by the string atoms gently reflect the incident ion. The trajectory will in general
not be planar. If, as a first approximation, energy loss is neglected, the angular momentum around
the string will be conserved.
Within this framework,
 There is a critical angle within which a projectile is reflected from a string,
 Close collisions with individual atoms must be suppressed, and
 Trajectories are generally not confined to channels. Therefore, Lindhard spoke of guided
rather than channeled motion.
In this picture, guided motion affects energy loss, multiple scattering and related phenomena,
but these features are secondary compared to effects related to the suppression of close collisions,
10
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< 110> directions. These "channeled" particles 
did not move in force-free regions but experienced 
very many glancing collisions with atoms of the 
lattice, which steered them into < 110> directions. 
This phenomenon of channeling so dominates the 
Bohr potential calculations for particles normally 
incident upon the low index planes of CU that no 
reliable statistical inferences about range dis-
tributions can be drawn. (Adequate statistics could 
be obtained only by prohibitive investments in com-
puter time.) The probability of channeling increases 
rapidly with increasing energy for particles incident 
upon (110) and (100») from energies below 1 ke V and 
for particles incident upon (111) from about 3 keY. 
In each case, the preferred channel is normal to the 
crystal surface. In the iso tropic case, the prob-
ability of channeling remains roughly constant at 
about 1% between 1 and 10 keY, the < 110> channels 
being strongly preferred. 
The Born-Mayer potential of Gibson and others 7 was 
chosen as more realistic than the Bohr potential 
for Cu-Cu interactions in the 1- to 10-keV region. 
By its use, the frequency of exceedingly long flights 
was drastically reduced and the lengths of thos e 
remaining were much shortened. Nevertheless, the 
phenomenon of channeling was still present and 
provides an explanation of the penetrating component 
observed in Davies' experiments. 2.3 In Fig. 1 are 
shown the integral pe~tration distributions for 
5-keV Cu atoms normally incident upon the prin-
cipal planes of Cu. The resulting curves bear ~ 
striking resemblance to the experimental ones, 
including inflection points and exponential tails. 
(The bending away from the exponential seen near 
the end of the (110) curve is the result of the force-
free regions mentioned above.) The half-thickness 
of the exponential tail increases in an approximately 
linear manner with the initial energy, as do the 
experimental tails. The calculated tails represent 
a rather greater fraction of the incident particles 
than do the experimental ones, a fact which can be 
attributed eithe r to the poly crystalline nature of 
Davies' aluminum targets or to the neglect of the 
thermal motions of the target atoms in the calcu-
lations. It is also evident from Fig. 1 that the mean 
penetration of the incident ions is dependent upon 
their initial direction of motion. This effect in-
creases with increasing energy, at least up to 10 
keY. It will be very interesting to have experimental 
range data for variously oriented monocrystals in 
order to test this prediction of our calculations. 
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Fig. 1. Integra I penetration di stributions ca Icu lated 
for 5-keV Cu atoms slOWing down in a static Cu lattice 
according to the Born-Mayer potential. The initial di-
rections of the incident partic les are given on the curves. 
The vertical bars give estimates of the statistical un-
certainties in the calculations in the tail regions. 
The differential distribution curves (the deri-
vatives of the curves in Fig. 1) are actually bi-
modal. The small penetration portion is very 
similar to the distribution computed for the isotropic 
case at the same energy. The more penetrating 
portion consists of the channeled particles and 
accounts for the exponential tail. This division of 
the particles into two groups provides a justification 
for the fairly successful "transparency" model of 
monocrystalline sputtering. 9 Consequently, both 
experimental range data and monocrystalline sputter-
ing yield data may be regarded as indicating the 
physical reality of the channeling mechanism. 
Recent work on high energy sputtering ejection 
patrems 1 0 also supports the idea of the reality of 
the mechanism. 
Channeling is not restricted to fcc crystals. 
Beeler and Besco 11 have ob served similar events 
in displacement cascade calculations relating to a 
two-dimensional analog of BeO and ,also in the full 
three-dimensional hexagonal structure of this mate-
rial. Preliminary calculations for diamond and bcc 
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Figure 7: Same as Figure 5 calculated for 5 keV Cu in copper single crystal. From [22].
Figure 8: Interaction of a charged particle with a string of atoms according to [31]. Note that in general this trajectory is
not planar.
i.e., nuclear reactions, Rutherford scattering and ion-induced x-ray yields. Figure 9 shows the
first experimental confirmation of Lindhard’s predictions by Bøgh et al. [32], a characteristic dip
11
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Fig. 2. (p, y) yield in Al versus angle between incident 
proton beam direction and (110) axis. Proton energy: 
420 keV. a) Horizontal tilting, i. e., in the (001) plane. 
b) Vertical tilting, i. e., in the (110) plane. 
observed when the beam is incident along the 
(110) direction. 
In the case of Al, a brief exploration of the 
energy dependence was made. The result is 
shown in table 1, where the ratio is given be- 
tween the minimum y-yield (measured with the 
protons incident along the (110) direction), and 
the "normal" y-yield (measured with the protons 
incident 4-5° off the (110) direction. 
Table 1 
Proton energy Minimum yield 
(keV) Normal yield 
410 0.21±0.02 
420 0.25± 0.03 
435 0.38± 0.04 
465 0.60± 0.06 
It is seen that the ratio increases with the pro- 
ton energy. This arises from the longer path 
length required to slow the proton beam down to 
resonance energy; during this slowing-down stage, 
cumulative scattering effects presumeably broaden 
the angular spread of the proton beam and hence 
mask the lattice effect. 
No attempt was made in these preliminary ex- 
periments to eliminate y-ray contributions from 
lower energy resonances. In the case of Al, for 
example, about 20% of the observed y-counts 
came from the 296 keV and 326 keV resonances. 
Since these resonances are about 100 keV below 
the incident proton energy, their yield should not 
vary much with orientation (table 1). Consequent- 
_4 
Anola 
Fig. 3. (p, y) yield in Si versus angle between incident 
proton beam direction and (110) axis. Proton energy: 
440 keV. 
ly, the minima observed in figs. 1 and 2 would 
be even more pronounced when the contribution 
from other resonances is subtracted. 
The very pronounced dips in figs. 2 and 3 are 
direct experimental evidence that (p, y) reaction 
yields in crystalline targets depend strongly on 
the crystallographic orientation. The observed 
reduction is not so large as the predicted value 
of - So, but this may be attributed at least part- 
ly to the contribution from lower energy reso- 
nances, as discussed above. The width of the 
curves shown on figs. 2 and 3 are in reasonable 
agreement with the formula for C. iyi, given by 
Lindhard. 
These preliminary results provide qualitative 
confirmation of the theory outlined in the preced- 
ing letter; further experiments are underway to 
investigate the more quantitative aspects. 
We are particularly indebted to J. Lindhard for 
originally suggesting this experiment, and for his 
inspiration throughout the work. We also wish to 
thank our friends in the laboratory and in the 
machine shop for their excellent cooperation. 
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Figure 9: Relative (p; ) yield for 440 keV protons incident on a .110/ single crystal. From [32].
in the .p; / reaction yield around a closely-packed crystal direction, and a compensating shoul-
der in the transition region toward the result for random incidence. Subsequent measurements by
many groups confirmed the validity of Lindhard’s prediction of much more pronounced dips for
numerous ion-target combinations, not only on nuclear reactions (cf. Fig. 13).
An unusual feature of Lindhard’s paper [37] is the complete absence of any literature refer-
ences. While one may discuss whether this was fair towards those who had paved the way, one
may argue that the theory does not build on related previous work other than elementary textbook
physics.
A full subsequent paper [31], one of the highl ghts in the field of atomic collisions in solids,
made up for this and, in addition to quantitative estimates of a number of secondary effects,
presented two additional results of primary importance,
 The fact th t guided trajectories avoid close collisions implies that particles emerging from
regular lattice sites, e.g. from radioactive decay or after Rutherford scattering, will not un-
dergo guided motion. This effect, later called blocking [38], was demonstrated by Domeij
and Bjo¨rqvist [33] and is illustrated in figure 10.
 In addition to string scattering, now called axial channeling, closely packed lattice planes
12
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CRYSTAL LATTICE EFFECTS IN THE EMISSION OF CHARGED PARTICLES 
FROM MONOCRYSTALLINE SOURCES 
B. DOMEIJ 
The Royal Institute of Technology and Research Institute for Physics, Stockholm, Sweden 
222Rn has been injected into a tungsten single crystal cut per- 
pendicular to the < 111 > direction, and the intensity of or-particles 
emitted in different directions has been measured. In the < l l l  > 
direction, the intensity is only one fourth of that in an arbitrary 
direction. The width of the minimum is about 2 ° . In the direction 
of the (110) planes, the intensity is down by about a factor of two. 
Higher index directions uch as <223> and <133> have been 
seen as well as (112) planes. Experiments involving variation of 
the pertinent parameters are under way. 
A similar experiment measuring the intensity variation of con- 
version electrons emitted from 133Xe in a Ta single crystal cut 
perpendicular to the <100> direction has been performed. The 
dependence onemission angle is complex with a large number of 
maxima and minima. The K and L conversion lines show 
identical patterns in spite of the different energies. 
The theory of the trajectories of charged particles in 
crystalline matter by Lindhard 1) has as its most im- 
portant consequence the division of the moving parti- 
cles into two classes, the random beam and the aligned 
beam. The class to which a particle belongs is deter- 
mined by whether the asymptotic angle which its 
trajectory makes with a crystal axis is larger or smaller 
than a critical value (of the order of a couple of degrees). 
The existence (or rather the absence) of the aligned 
beam can be shown experimentally by utilizing its 
property of never coming closer to a nucleus than a 
distance of the order of the screening distance. This 
has been demonstrated in external bombardments by 
Andersen, Davies and Nielsen z) by measuring the (P,7) 
yield from monocrystalline A1 and by Bogh and 
Uggerhoj 3) by using Rutherford scattering from single 
crystals. 
A charged particle emitted from a nucleus in a lattice 
200 
100 
Intensity 
cpm 
4 
5./*9 MeV 
Emission anqle deg. 
Fig. 1. Intensity as a function of emission angle for 5.5 MeV 
a-particles from 222Rn. 
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position has once been close to an atomic string and 
cannot be in the aligned beam. If the intensity from a 
monocrystalline a-active source is measured as a func- 
tion of emission angle (the angle between the direction 
of emission and the direction of a major crystal axis, 
a string) one expects to see a decrease in intensity for 
the angular interval corresponding to the aligned beam. 
Tilt through string direction 
W(lll) 
Normalized 
activity 
1.0 - - - . . . . . . . .  
0.6 t J Iniection energy 60 keV 
0.4 
02 
° ' 4 ' - / .  ~ -2  ' 6 ' ~ ' ~. ' ~ ' %.  
Emi.sston ang e 
Fig. 2. Intensity as a function of emission angle for 5.5 MeV 
o~-particles ( ame as fig. 1 but measured with a different source). 
222Rn was injected into a single crystal of tungsten 
cut perpendicular to the ( 111 ) direction. The injection 
energy was 60 keV. The crystal was mounted on a 
turnable holder at one end of an evacuated brass tube, 
1 m long. A surface barrier solid state detector was 
mounted at the other end of the tube. At a later stage 
the turnable holder was replaced by a goniometer that 
permitted tilting of the crystal in both dimensions. 
Fig. 1 shows the result of the first experiment. The 
V. APPLICATIONS TO ATOMIC COLLISIONS 
Figure 10: Angular profile of 5.5 MeV alpha particles emitted from Rn222 embedded in a tungsten crystal. From [33].
may likewise affect trajectories in the way sketched in figure 8. Here, trajectories are con-
fined between neighboring lattice planes, as proposed by Erginsoy et al. [39]. A convincing
demonstration of this was presented by Tulinov [34], shown in figure 11, which is actu-
ally a blocking pattern generated by protons incident on a tungsten crystal along a random
direction. Planar blocking is the origin of numerous straight lines in the figure.
It may be appropriate to mention that figure 11 shows the result of Rutherford’s original scat-
tering experiment performed on a crystal instead of a gas or a polycrystal. One may ponder about
how much time it would have taken to formulate Rutherford’s law, if all early experiments had
been performed on a crystal rather than foils or gas targets.
Lindhard’s paper stimulated numerous activities in both experiment and theory for several
decades, not the least simulational studies. This includes the effect of thermal motion of the
lattice atoms, multiple scattering and energy loss of the projectiles, transition between guided and
random motion (dechanneling) and, in particular, numerous applications such as lattice location
of implanted ions, depth profiles of defects and impurities, lifetimes of nuclear reactions and
others. More recently, Assmann et al. [40] found a gradual transition from channeling to blocking
behavior for ions from C to Au in the transmission through a Œ100 direction of a Si crystal. The
phenomenon was found to be related to capture and loss of electrons by the penetrating ions
which causes energy loss and, hence, deviations from reversibility of guided motion. For a
recent review I refer to a summary by J. U. Andersen [41] which was reprinted in Ref. [42].
I conclude this section by a brief discussion of the role of quantum mechanics in channeling.
Classical scattering theory breaks down at small scattering angles for an MeV proton in the
13
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Fig. 5. Angular distribution of protons elastically 
scattered from a tungsten single crystal at E u = 200 keV. 
The photoplate was placed perpendicular to tSe [100] 
axis. 
Fig. 6. The solid lines are the intersections of the 
crystallographic planes with the plane which is per- 
pendicular to the [100] axis. The numbers are in- 
dices of the crystallographic axes. 
crysta l lographic  axes and planes, respect ive ly ,  
with the plane of the emulsion. Some of the axes 
are indicated schemat ica l ly  in fig. 6. The de- 
tai ls  of the exper imental  method wil l  be published 
e lsewhere [5]. 
Apparently, this photographic method is a 
stra ightforward and promis ing way of invest igat-  
ing complex crysta l  s t ructures.  
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Figure 11: Emission pa tern o 200 keV protons catter d from a tungsten crystal. From [34].
screened-Coulomb potential of an atom. Therefore, an essential part of Lindhard’s description is
the justification of a purely classical treatment of g ided trajectories. Applying Bohr’s argument
underlying Eq. (1) to the scattering on a string, Lindhard [31] demonstrated that in this case
the factor 1=v in the denominator drops out, so that the modified Bohr criterion does not have an
upper energy limit of validity. Moreover, that relation showed a dependence on the square root of
the projectile mass which eemed to justify the classical description at least for heavy projectiles.
Small-angle scattering of photons and electrons is considered a diffraction phenomenon.
Therefore it did not come as a surprise that attempts were made to study channeling in terms f
diffraction theory based on Schro¨dinger’s equation [45]. For heavy particles, i.e., narrow wave
packets, such calculations involve a multitude of waves but ought to lead to results comparable
with those from classical theory within the range of validity of the latter.
This issue became the subject of lively discussion shortly after Lindhard’s work had become
known. The situation became more complicated when channeling-type experiments were per-
formed also with electrons and positrons as projectiles. Figure 12 shows a behavior of positrons
qualitatively similar to Fig. 10. Electrons are attracted to rather than repelled from a string and
hence exhibit a peak instead of a dip in the emission yield. Electron and positron energies (200-
300 and 150-250 keV, respectively) were in the energy range of electron microscopes, where
particle waves had been studied extensively on the basis of multiple-beam diffraction theory.
It took some time to clarify this issue. With regard to positron channeling, Fig. 13 from J. U.
Andersen et al. [44], left graph, shows that positrons and protons at the same energy lead to very
14
Volume 22, number 4 PHYSICS LETTERS 1 September 1966 
7. C. Domb, Statistical mechanics of critical behavior 
in magnetic systems, eds. G.T. Rado and H. Suhl, 
Vol. IIA (Academic Press, New York, 1965). 
8. K. Dwight and N. Menyuk, Phys. Rev. 119 (1960) 
1470. 
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The influence of atomic strings on the motion through a single crystal of positrons and electrons has been 
investigated, showing a pronounced dip and peak in yield, respectively, in the axis direction. 
During the last two years,  different aspects of 
the Lindhard theory [1] of direct ional effects in 
the motion of fast charged part ic les in crysta ls  
have been investigated experimental ly [2-5]. The 
present  letter reports  pre l iminary  resul ts  of the 
emiss ion from a copper single crystal  of posi -  
t rons and electrons from 64Cu atoms embeddec' in 
the crystal .  The angular distr ibution of e lectrons 
emerging from a single crystal  was already mea-  
sured by Domeij et al. [3]. 
The orientation of the (100)axis of a copper 
single crystal  cut along the {100} face was deter-  
mined by the Rutherford scatter ing technique as 
descr ibed elsewhere [5]. By means of the isotope 
separator in Aarhus, an amount of 5 × 1012 64Cu 
atoms/cm2 was injected into the crystal  approxi-  
mately along the (100)axis. Due to contamination 
from neighbouring isotopes, the total dose was 
1015 Cu atoms/cm 2. The energy of the 64Cu 
atoms was 60 keV, and the penetration depth 
probably somewhat larger  than ~ 200•, which is 
the range in a "random" direction. 64Cu emits 
positrons as well as electrons,  the maximum 
energy being 660 keV for positrons and 550 keV 
for electrons.  
The experimental  set-up consists of a goniom- 
eter,  and a slit system which gives an angular 
resolution of 0.5 °. A magnet splits the beam into 
a/3+- and a/~--component,  which are counted 
simultaneously in two solid state detectors. 
If we assume the 64Cu atoms to end up in 
lattice posit ions, the f l -part ic les are emitted 
from the centers of atomic str ings,  and there-  
fore their motion is expected to be steered by the 
>i i~  1.! 
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0.2 
ELECTRONS 
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10 4 0 -4  -10 ° 
EMISSION ANGLE 
Fig. 1. Emission yield of positrons and electrons from 
Cu versus angle between emission direction and (100~ 
axis. The energy of positrons and electrons is 200-300 
keV and 150-250 keV, respectively. 
rows of atoms as observed for a -particles by 
Domeij [2]. According to the Lindhard theory, it 
would be expected that the yield of positrons and 
electrons how a dip and a peak, respectively,  
near a major direction, e.g. the (100)axis.  
In fig. 1 is shown the yield of emitted pos i -  
t rons and electrons as a function of the angle be- 
tween the direction of emiss ion and the (100) axis. 
The yield is normal ized to the average yield in a 
382 
Figure 12: Emission of 150-250 keV electrons and 200-300 keV positrons from radioactive Cu64 atoms injected into a
Cu single crystal. From [43].
similar channeling dips, although with significant differences in the shoulders, and the graph on
the right indicates oscillations in a quantal calculation involving 13 beams.
In addition to a channeling peak, another interesting feature in electron channeling is the for-
mation of bound states. Bound states of electrons in the force field of a string must show analo-
gies to those of bound states in the field of an atom. Transitions between these states must show
up as channeling radiation, as predicted by Kumakhov [46] and verified experimentally subse-
quently [47].
Much of the development in the understanding of channeling phenomena after Lindhard’s pio-
15
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Fig. 4. Comparison of positron and proton dips along
the (110) axis. The abscissa scale for the proton dip
has been scaled from 1 to 0.67 MeV (see text).
width is proportional to E ' for not too low en-
ergies, hence the abscissa scale for the proton
curve has been multiplied by a factor of
(1.0/0. 67)'~ before comparison. The two curves
are independently normalized to random yield as
described above.
The resulting agreement is very striking. The
minimum yields and the widths are in almost perfect
agreement. The shoulders, on the other hand, are
quite different. This, however, is not surprising
since the shoulders are very sensitive to the azi-
muthal angle of the string scan. ' [Another possible
explanation maybe mentioned. At angles of incidence
g &g&, there is enhanced scattering to directions
corresponding to conservation of the angle relative
to the string (i. e. , conservation of transverse en-
ergy). The minimum acceptance angle of the detec-
tor is in fact about twice the angle of incidence cor-
responding to the shoulder region. ] It can be con-
cluded that for this case possible quantal correc-
tions to the classical picture are quite small.
The string dip has been measured for several
other less prominent axes. Figure 5 shows the dip
along the (ill) axis. This dip is only a factor of
- 7 and considerably narrower than the (110)dip.
Table I summarizes the measured widths of the
three most prominent axes. According to Eg. (2),
the width should be inversely proportional to the
square root of the spacing d of the atoms in the
o
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string. This prediction is quite well fulfilled.
B. Planes
Measurements. Planar dips would be expected
to exhibit more structure due to interference phe-
nomena than string dips. In Fig. 6, a measured
(111)dip is compared with the result of a 13-beam
calculation. Clearly, the fine structure due to
wave interference is not resolved. The beam in-
tensity was too low to allow significant improve-
ment of the collimation. A similar scan and cal-
culation are shown in Fig. 7 for the (110I plane.
In this case there are indications of "wiggles, "but
the statistical accuracy is not very good. This ob-
servation was, however, supported by several other
(110}scans showing wiggles with the right period-
icity.
Again, the most decisive comparison is one with
an identical measurement for protons. Table II
shows the results of such a comparison. The min-
imum yields and the widths agree within the exper-
imental accuracy. The proton measurement was
again performed at 1 Me V, and before comparison
the width was scaled to 670 keV.
Calculations. In the planar case, both a classi-
cal and a dynamical diffraction calculation are rea-
sonably easy to do. Figure 8 shows a comparison
of the resulting (111)dips.
The 13-beam calculation is based on the dynam-
ical theory of electron diffraction. Similar calcu-
lations have been published by several authors (see,
e. g. Ref. 12). The present calculations were based
on the formulation in Ref. 13 (Chap. 12) of multiple-
beam theory. For a given angle of incidence, the
wave function in the crystal is calculated as a sum
TABLE I. Measured widths of the three most
prominent axes.
Axis 2Q&/2
(110)
(112) 1.90'
1.50.
~i/2~f /2((110))
1
0.75
0.59
(d( 11p) jd)
1
0.76
0.64
0 I I I I I I
-4 -3 -2 —1 0 1 2
TILT ANGLE (DEG. )
FIG. 5. Measured dip along the (ill) direction
d=7. 0 A..
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Inserting Eq. (2), we get
n=Zay/wNd ae (4)
where ymo is the relativistic mass and ao is the
Bohr radius, ac= h /mee'. For the present cases,
n &10'.
For planes, a simple estimate is
n = 2Pg, d~/h (5)
The critical angle for planar channeling, g„may
be calculated from the transverse planar potential.
It is smaller than the critical angle g, belonging to
strings by roughly a factor of 2 Zz
Introducing the Bragg angle 8s = X/2d&, we get
n =g, /es (6)
For the calculation in Fig. 6, this number is n =8.
Tunneling. When the number of quantum states
is large, a classical description may be appropri-
ate. The transverse energy (or momentum) is then
quantized into bits small compared to the potential
0 I I I I I
0 1 2 3 4 5 6 7 8 9 10 11 I 2
es
FIG. 8. Comparison of classical calculations with a
13-beam calculation for the (111)planar dip. as denotes
the Bragg angle; 0& =A,/2d&.
T- exp [ —15(Nd~aea)'~2] (8)
for a plane. For relativistic positrons, the expo-
nent should be multiplied by Z' . In the present
case, where y = 3, these formulas lead to T- 10
and T 0. 5xl0 for the (110)axis and the [lllj
plane, respectively. While this would indicate that
tunneling in the axial case is not very important,
the significance of the estimate is less clear in the
planar case. The classical distribution in trans-
verse energy for incidence parallel to a plane is
not very strongly peaked at E~-0. One might qual-
itatively attribute the difference in Fig. 8 between
the classical and the many-beam calculations to
tunneling. These calculations, however, also indi-
cate that the importance of tunneling is strongly
reduced when thermal vibrations are taken into ac-
count.
CONCLUSIONS
Axial and planar channeling of 1-Me V positr ns
in gold may essentially be described by classical
mechanics. This conclusion is mainly based on a
comparison with proton channeling. For planar
channeling, a comparison between classical and
dynamical diffraction calculations also shows essen-
tial agreement. These results are consistent with
phase-space estimates for the string and planar
potentials, which indicate that the number of quan-
tum states involved is large, especially in the axial
case. Also effects of tunneling should be rather
small. The collimation and statistical accuracy
achieved in this experiment were marginal for the
observation of interference "wiggles" in planar
channeling.
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barrier. Channeling into classically forbidden
regions should then be considered. In Ref. 8, the
following cursory estimates of the penetration factor
are given for nonrelativistic positrons of small
transverse energy,
T- exp [ —6(Zst 'ae/d)'~']
for strings, and
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Figure 13: Channeling dip of 1 MeV positrons. Left: Comparison with 1 MeV proton bombardment for axial channeling
around a h110i axis of gold. Right: Comparison of f111g planar dip calculated by multiple-beam diffraction theory (13
beams) with classical result, with and without thermal vibrations included. From [44].
neering work was based on c mputer simulations and, of course, experiment. After all, the 1960s
also mark the beginning of the discipline of computational physic . Powerful simulation code ,
starting with [48], brought much refinement and quantification. However Kumakhov’s prediction
of channeling radiation, another landmark in the field, was the result of physical reasoning and
standard tools of theoretical physics.
6. Stopping
Unlike channeling, which developed from scratch in the early 1960s, energy loss of charged
particles was a well-developed field at that time, thanks to pioneering work by Niels Bohr, Bethe,
Møller, Bloch, Lindhard and many others, a summarized in a classic of the field, Fano’s review
from 1963 [49]. Why, then, did activity in the field rise from the mid 1960s at roughly the same
rate as radiation damage and sputtering, as shown in figure 1?
Well, stopping theory was initially motivated by studies of the ranges of high-energy alpha
and beta particles in matter. The standard of reference is Bethe’s well-known formula for the
stopping force which reads, in its relativistic version,
 dE
dx
D 4Z
2
1Z2e
4
mv2
NL (2)
with
L D ln 2mv
2
I
  ln

1   v
2
c2

  v
2
c2
; (3)
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whereZ1 andZ2 are the atomic numbers of the projectile and target, respectively, v the projectile
speed, c the speed of light, N the number of target atoms per volume and I a material constant
defined as a logarthmically averaged excitation energy.
This formula gained importance in elementary-particle physics, and it was useful in all work
involving swift protons when cyclotrons and van de Graaf accelerators became available. How-
ever,
1. Bethe’s theory does not include nuclear energy loss.
2. For electronic stopping, its range of validity, determined by the underlying first Born ap-
proximation, shrinks rapidly with increasing Z1.
3. Screening by electrons bound to the projectile and charge exchange are not foreseen in the
Bethe theory,
4. Even for the lightest ions, quantitative predictions require corrections in the keV and lower-
MeV regime,
5. Little quantitative information was available in 1960 about the main parameter characteriz-
ing the material, the so-called I -value.
6.1. Nuclear Stopping
Nuclear stopping is closely related to the cross section for elastic scattering and a prime issue
in radiation damage and sputtering. At the time when I entered the field of radiation physics, in
1962, elastic scattering of heavy particles was described in principle by a Yukawa-type potential
introduced by Niels Bohr [17]. For the purpose of deriving a differential cross section this poten-
tial was approximated either by an inverse-square potential which led to a stopping cross section
independent of the beam energy, or by a billard-ball interaction which led to a differential cross
section independent of the transferred energy. It was not clear how either approximation was
related to Rutherford scattering which had to be the appropriate description at high energies and
large scattering angles.
A powerful solution to this problem was found in what is known as the LSS theory, which is a
bunch of four papers by Lindhard and coworkers published in the 1960s [50, 16, 15, 51]. Nuclear
scattering and stopping was treated in ref. [51]. On the basis of Thomas-Fermi-type interaction
potentials, scaling laws for elastic scattering were derived which expressed the differential cross
section as well as the stopping cross section each by a single curve dependent on the adopted
screening function and screening radius.
Quantitative improvements were made subsequently, mainly on the basis of revised estimates
of scattering potentials combined with numerical evaluation of scattering integrals. It is, however,
not a simple task to check the validity of such approaches by direct measurements. For details I
refer to ref. [42] Ch. 6.
6.2. Ion Ranges
Ion ranges used to be measured in cloud chambers, initially for products of radioactive decays,
alpha and beta particles, where the energy loss is well characterized in terms of electronic stop-
ping. After the discussion of nuclear fission, measurements were made also with the fragments
of fission events, where nuclear stopping contributes [52, 53].
The initial motivation for the LSS theory was the need for a theoretical scheme to combine
electronic and nuclear stopping in a theory of ion ranges valid over a wide range of ion-target
combinations and beam energies, in particular for fission fragments. In addition to a description
of nuclear stopping this required a characterization of electronic stopping in a velocity range
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where the Bethe theory does not provide a valid description. I shall come back to this point
below, but at this stage I just mention that several theoretical approaches, including those by
Firsov [54] and Lindhard & Scharff [50], led to the characterization of electronic stopping by a
friction-like force proportional to the beam velocity.
On this basis the LSS theory provided estimates of the average traveled pathlength and its
fluctuation, expressed as a set of curves characterized by one single parameter, in terms of ap-
propriate scaling variables for energy and pathlength [15]. This work also allowed to include
deflection by elastic collisions via the concept of a projected range.
A parallel paper [16] describes the sharing between the energy deposited in nuclear and elec-
tronic motion, respectively. This is essential in the description of radiation effects, where energy
deposition in nuclear motion was thought to account for displacement damage and sputtering,
whereas energy deposition in electronic motion was thought to account for ionization phenom-
ena and emission of photons and electrons. While this separation is valuable and often justified,
possible exceptions were already mentioned in the original paper [16] but came to represent new
physical phenomena much later. More about this in Sect. 7.8.
The physical basis of the LSS theory, i.e., separation of scattering processes into elastic scat-
tering and electronic stopping, has been a dominating principle in ion beam physics for over
50 years. All Monte Carlo and binary-collision simulation codes build on this principle. The
popular TRIM code [55] is essentially an implementation of the LSS theory with a modified uni-
versal potential. The range of applicability of TRIM was expanded by incorporation of electronic
stopping cross sections for beam energies above the stopping maximum [56]. This code is now
known as SRIM.
6.3. Low-Velocity Electronic Stopping
The electronic stopping cross section is known to go through a maximum, often called Bragg
maximum, and the term ‘low-velocity’ is meant to denote the energy range below that maximum.
Electronic stopping in the LSS theory was quantified in terms of an expression found by Lind-
hard & Scharff on the basis of dielectric theory [5] and a Thomas-Fermi model of scattering.
The formula was derived in the late 1950s and very similar to an expression found independently
by Firsov [54]. Only the final result was ever published [50]. A detailed analysis was given by
Tilinin [58].
Lindhard’s and Firsov’s expressions both predicted velocity-proportional, friction-like stop-
ping and, originating in the Thomas-Fermi model, suggested a smooth dependence of the stop-
ping cross section onZ1 andZ2. It therefore came as a surprise, when measurements by Ormrod
& Duckworth [59] showed ‘Z1 oscillations’ in electronic stopping cross sections for a series of
ions in carbon. This caught the interest of theoreticians. Since the amplitudes of the observed
oscillations were moderate [60], attempts to understand their origin took either the Firsov or
Lindhard-Scharff formula as a starting point, with limited success.
The real shock came at ICACS-2 with Eisen’s measurements on silicon crystals under channel-
ing conditions (Fig. 14), with an order-of-magnitude variation from minimum to maximum. An
explanation came shortly after from Lindhard in terms of the Ramsauer effect in electron-atom
scattering. Indeed, in a moving reference frame stopping can be understood as the momentum
transfer from a cloud of electrons passing by. At low electron velocities, the cross section is
sensitive to the electronic structure of the scattering center.
Unfortunately, Lindhard’s idea has only been published in a M.Sc. thesis by his student J.
Finnemann [61]. The idea was taken up later by Briggs & Pathak [62]. While these calculations
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Figure 14: Electronic stopping of ions with a velocity of 1.5 P108 cm/s (or an energy of 11.64 keV/u) incident along a
Œ110 direction in single crystalline silicon. From [57].
are based on realistic electron densities, the underlying formula for the transport cross section
fails to deliver the correct velocity dependence [42]. This error, which propagates through a
series of papers by Pathak, got unnoticed, since comparisons with measurements were performed
only over a narrow velocity interval. Subsequent evaluations of the correct formula by several
groups all showed pronounced Z1 oscillations, but quantitative agreement with experiment was
achieved only in rare cases [63].
An interesting tool is an extended Friedel sum rule [65] which, for a Fermi gas, delivers
stopping cross sections with Z1 oscillations that decrease in amplitude with increasing energy.
The wellknown Friedel sum rule [66] sets a restraint on the phase shifts for target electrons
scattered on an external charge embedded in a Fermi gas, based on charge equilibrium. However,
a proof of the extended Friedel sum rule from basic principles is still missing.
An intriguing question concerns the existence or non-existence of Z2 oscillations. Such os-
cillations are wellknown but rather weak in high-velocity stopping [67, 68]. A potentially useful
tool to study this feature at low speed is the reciprocity principle for low-speed stopping cross
sections [64], S.Z1 in Z2; v/ D S.Z2 in Z1; v/, which is exact for neutral projectiles in dilute
gases but approximately fulfilled also for solids (figure 15). Figure 16 compares measured stop-
ping cross sections for numerous ions in carbon with the corresponding quantity for carbon ions
in a number of target materials. There are similarities, in particular in the range from Al to Cu,
but there are also differences, part of which are due to experimental uncertainties e.g. for C-Be.
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Figure 15: Color online. Reciprocity in low-velocity stopping. Stopping cross sections for C in Si (blue symbols, upper
five data in legend) and Si in C (red synbols, lower five in legend). As to be expected, deviations from reciprocity are
found in the high-v end of the graph, where projectiles are no longer neutral. From [64].
6.4. Stopping of Light Lons
As mentioned already, the standard of reference in light-ion stopping is Bethe’s stopping for-
mula from 1930 [74] together with a relativistic extension [75]. This formula is based on the
Born approximation to describe the interaction between a point charge and the target electrons
and an asymptotic expansion valid for high projectile speed. Attempts to avoid the latter, purely
mathematical approximation, or at least to go to higher-order expansions, were made from the
early 1950’s on [76].
6.4.1. Shell Correction
The need for a correction, called shell correction, is illustrated in figure 17. It is seen that
most of the experimental data available in 1953 fall into a velocity range where the logarithmic
factor L in the Bethe formula (2) deviates significantly from the measurements. At the same
time, little theoretical knowledge was available about the I -value, except Bloch’s finding [77]
that I was approximately proportional to Z2. Therefore, predicting stopping cross sections re-
quired experimental data for I , and finding I from experimental data required shell corrections.
Moreover, since I enters into a logarithm, precision measurements and accurate shell corrections
were needed to allow reliable determinations of I .
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Figure 16: Color online. Reciprocity in low-velocity stopping. Stopping cross sections at the Bohr speed for Z1 in C
and C inZ2. From [64].
Much experimental and theoretical work has been devoted to this issue. For a survey I refer
to ref. [78] ch. 6. Here I mention a major achievement on the experimental side. H. H. An-
dersen at al. [79] reported stopping measurements for protons and deuterons with an accuracy
around 1 %, which was unheard of at the time and which has not been beaten during the 50
years that have passed since then. This high accuracy was achieved by measuring the deposited
energy via the heating of a target cooled to liquid helium temperature. I -values extracted from
such measurements [68] form the basis for standard tables such as refs. [72, 80]. Calorimetry
has become a standard technique in particle detection from the late 1970s [81]. Asymptotic ex-
pressions for shell corrections were given by Fano [49]. Shell corrections beyond an asymptotic
expansions were developed by Bonderup [82]. A rather general scheme, valid for both free and
bound electrons, was developed in ref. [83].
6.4.2. Barkas-Andersen and Bloch Correction
According to the Bethe formula (2) the stopping cross section should be proportional to Z21
over the entire range of validity. Figure 18 shows that this relation, which implies the stopping
cross section of bare He ions to be 4 times that of bare H ions, is not strictly fulfilled. The
magnitude of the measured deviation, . 1:5%, indicates a landmark in the field of stopping,
as is evident from Fig. 19, which demonstrates that the effect becomes more than an order of
magnitude more pronounced at lower energies. That graph shows the stopping of antiprotons
compared with that of protons. The common feature of the two graphs is that both effects can
be explained in terms of a Z31 correction to the Bethe formula, as suggested previously [84] in
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Figure 17: ‘Stopping number’ L D .mv2=4Z21Z2e4/S extracted from measured stopping cross section S for
protons in several materials. The dashed line represents the Bethe logarithm. The solid line is to guide the eye. The
difference between the solid and the dashed line is mainly due to the shell correction. From [69].
connection with range measurements on positive and negative pions.
The measurements from ref. [70] generated numerous theoretical studies, an activity still go-
ing on. Pioneering was the work of Ashley et al. [85], which was an extension of Bohr stopping
theory to the next order in Z1. This theory implied that deviations from straight Coulomb scat-
tering were to be found in distant collisions. While the validity of these calculations has been
generally accepted, the assumption of a negligible effect from close collisions was questioned
by Lindhard [86] who, in addition to an alternative estimate of the Z31 correction, pointed out
that another correction from close collisions had to be expected according to the Bloch stopping
formula [87].
Bloch’s work was originally understood as an important link between classical [88] and quan-
tal [74] stopping theory. The main point here is that the Bohr formula does not predict a strict
Z21 dependence of the stopping cross section. Therefore a correction to the Bethe formula must
occur in the transition from Bethe to Bohr stopping. This correction is / Z41 in the leading order
in Z1.
Obviously, Z31 and Z
4
1 corrections are the lowest terms in an expansion in powers of Z1.
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Figure 18: Percentwise deviation of S (HeCC) in Al and 4S (HC). From [70].
More recent theories [78] do not operate with such expansions. Therefore we now speak about
Barkas-Andersen (or just Barkas) corrections, which change sign for negative projectile charges,
and Bloch corrections, which do not depend on the sign of the charge.
With regard to the controversial issue of the importance of close collisions, there is general
agreement as far as the existence of the effect at low impact parameters is concerned. With regard
to the relative weight, two independent calculations in which I have been involved, indicate that
close collisions well may be dominating [89, 90].
6.4.3. Screening and Threshold Effects
The Coulomb force is a long-range interaction, and the stopping cross section for free-
Coulomb scattering is known to diverge. In Bohr and Bethe stopping theory the stopping cross
section is finite since a lower limit on allowed energy transfers is set by atomic binding of tar-
get electrons. Studying stopping in a free-electron metal, Kramers [93] recognized that in a
free-electron gas, the interaction range is limited by screening via target electrons to within an
effective screening radius v=!P , where !P denotes the plasma frequency.
Both in the original paper [5] and a later followup [94], Lindhard used the stopping of a point
charge in a Fermi gas as an illustration. Stopping cross sections of arbitrary atoms were deter-
mined by applying the Thomas-Fermi principle, i.e., electron clouds around target atoms were
treated as Fermi gases with an electron density varying in space (local density approximation)
[69].
As stated in Sect. 1, the basic formalism established in ref. [5] is a landmark in theoretical
physics, and its application to stopping in a Fermi gas provides useful insight. Application of
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silicon detector. Owing to the difficulties inherent in the 
production of thin detectors, this method can not easily be 
extended to energies below 200 keV. 
The present experiment used a 5.9 MeV antiproton 
beam from LEAR with an intensity around lO’/s. As 
shown in Fig. 1, the beam exits the LEAR vacuum system 
through a 100 pm beryllium window (I) and enters after 
passing one cm of air the experimental-vacuum chamber 
through a 20 pm mylar foil. Here the beam traverses a 100 
pm scintillator (2) before passing the degrader consisting 
of beryllium foils (8); beryllium is chosen to reduce multi- 
ple scattering, and hence increase the count rate. The 
degrader foils were mounted on a tumable target ladder 
with four positions containing 1: no degrader (resulting in 
an energy of 2.53 MeV), 2: 25 pm Be (giving 1.96 MeV), 
3: 50 pm Be (giving 1.31 MeV) and 4: 50 pm Be and 5 
km Al (giving 1.05 MeV). By turning this last degrader 
45”, we obtained a beam with energies between roughly 50 
and 700 keV. After the degrader and the first flight path, 
the beam traverses the target foil (3) whose stopping 
power is to be measured, and the beam is stopped in the 
stop scintillator (7) after the second flight path. Since both 
the incident and exit energies are required, we measure the 
time-of-flight (TOF) of the particles from the 100 pm 
thick start scintillator to the absorber foil and from the foil 
to the 1 mm thick stop scintillator. The data, i.e. the two 
TOF times together with the amplitudes of the signals and 
other relevant information, are accumulated on an event- 
by-event basis using a CAMAC system connected to a PC. 
The timing signal from the absorber foil is obtained from 
the emitted secondary electrons. These electrons are accel- 
erated from the foil (3-4) reflected by an electrical mirror 
(5) and further accelerated towards a micro-channel plate 
detector (6), Fig. 1. The time resolution as obtained with 
the high-energy beam of 2.53 MeV is 1.1 ns and 0.7 ns 
(RMS) on the incident and exit side, respectively. This 
corresponds to an energy resolution of 1.5 keV at 100 keV. 
The system is calibrated by standard delays and by varying 
the length of the flight paths by appr. 0.5 m for the four 
mono-energetic high-energy beams obtained with the four 
degraders described above. The efficiency of the system is 
rather low, owing to the low efficiency of the secondary 
electron detection (a few %) and also because of the large 
multiple scattering of the antiprotons when they are de- 
graded to energies below 1 MeV. 
The targets used in the experiment were 0.3-3 pm foils 
of Al, Si, Ti, Cu, Ag, Ta, Pt and Au. Here we shall only 
present results from a target of low and high atomic 
number, Si and Au; the full data set together with a more 
complete discussion of the experiment, will be published 
later [ 221. 
The foils of diameter 15 mm cover scattering angles (in 
the start scintillator and the degrader) less than one degree, 
whereas the beam degraded to an energy of 0.5 MeV has 
an angular spread of several degrees (RMS). On the exit 
side of the foils, the stop scintillator accepts scattering 
angles less than 2.6 degrees. The small acceptance, less 
than the multiple scattering angle, ensures that angle-de- 
pendent effects can be neglegted. Also corrections from 
the difference between the actual path length of the projec- 
tiles and the target thickness are negligible. This will be 
further discussed in Ref. [22]. 
Using the degrader consisting of 50 pm beryllium and 
5 pm aluminum turned 45”, a beam with energies between 
50 and 700 keV is obtained. “Monoenergetic” beams are 
then selected in the analysis by software cuts on the 
incident TOF. The stopping power is determined as 
d E/d x = A E/Ax = (E, - E,)/A x at the energy E, - 
A E/2, where E, is the incident energy, E, is the exit 
energy and A x the absorber thickness. 
Fig. 2a and b shows the measured antiproton stopping 
power for a 0.48 pm silicon and a 0.31 and 2.05 pm gold 
foil. The errorbars are derived from a 0.5 ns uncertainty in 
the determination of the TOF and a 200 A uncertainty in 
the thickness of the foils used. This gives rise to an 
uncertainty which increases for increasing impact energy 
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Fig. 2. Measured antiproton-stopping power in silicon (a) and gold 
(b) compared to proton data [ 11 (full-drawn curves). The dashed 
curves are the antiproton-stopping powers predicted by the elec- 
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Figure 19: Stopping of antiprotons in silicon. From [71]. Solid line: Proton stopping [72]. Dashed line, low-velocity
calculation for antiprotons [73]. From [71].
the local density approximation [69] was a useful step at a time when more powerful tools were
not available. However, already in 1967, in a thorough analysis of this scheme, Bonderup [82],
proving its usefulness in the determination of shell corrections, found that calculated I -values
deviated significantly from measured ones.
I like to emphasize that there is no reason to restrict the application of Lindhard dielectric
theory to a Fermi gas. This is wellknown in condensed-matter theory, while only few attempts
have been made to develop alternative models in particle penetration. Together with Belkacem
[95] I applied the scheme to a gas of harmonic oscillators. The mere fact that such a system is
characterized by two material parameters (resonance frequency and electron density) instead of
just one led to interesting conclusions which I shall come back to in Sect. 6.4.5.
The question of the existence of a genuine threshold energy for electronic stopping has in-
terested experimentalists and theorists for at least half a century [96]. Since theory does not
predict a threshold for stopping in a Fermi gas, interest has been directed toward insulators and
semiconductors. The central point is that, unlike in electron penetration, where a projectile with
v ' v0 can lose all its energy in a single collision, there is lots of energy available for excita-
tion/ionization by a heavy projectile at low velocities where the energy transfer to target electrons
gets down to a few eV.
The question of whether or not this energy can be transferred to a target electron is not trivial
and has proven to require tools from solid-state physics to answer [97]. Strong evidence for a
genuine threshold of electronic energy loss in high-bandgap insulators was presented by Markin
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SiO2 was deposited in an ex situ evaporation system. The
thickness range of the insulator layers was 2.0 to 4.7 nm
(0.4 to 1:24 g=cm2). Spectra of backscattered projectiles
were recorded by time-of-flight low energy ion scattering
(TOF-LEIS) in the UHV setup ACOLISSA [19], which
permits to record TOF spectra of projectiles backscattered
from the sample by an angle of 129 into a stop detector.
Charge states were not discriminated. Two samples (Au=Si
and insulator=Au=Si) were simultaneously loaded into the
main chamber and consecutively exposed to the ion beam
at a given primary energy. Since ionic crystals are very
efficiently damaged by particle bombardment due to elec-
tronic sputtering and defect formation, the primary fluence
was kept below 1010 ions=cm2 per spectrum, and it was
checked that the insulator did not deteriorate due to ion
bombardment induced damage.
As projectiles, mass-separated atomic and molecular
ions of hydrogen and helium with primary energies E0 in
the range 0.6–10 keV were used. Deuterons yield equiva-
lent stopping information as protons with equal velocity,
i.e., with half kinetic energy, as long as the velocity scaling
of electronic stopping holds. The use of molecular projec-
tiles (Hn
þ, Dnþ, n ¼ 2 or 3) extends the range of acces-
sible energies further to E0=n. The projectile velocity is
therefore related to the reduced energy Er ¼ E0 Mp=M1,
whereMp andM1 denote the proton mass and the mass of
the projectile, respectively.
In the energy spectra, the main feature is due to projec-
tiles backscattered from Au atoms [13]. This continuum
has a well-defined high energy cutoff due to collision
kinematics [20]. In the spectrum obtained for the
insulator=Au=Si sample, the onset of the Au spectrum is
shifted towards lower energies, due to energy loss in the
insulator. This energy shift may be due to electronic energy
loss or to atomic collisions, because of the high scattering
probability at low energies. To disentangle these energy-
loss mechanisms, the electronic energy loss in the insulator
was deduced from comparison of experimental spectra to
Monte Carlo simulations (TRBS [21]). In the simulations,
energy spectra of backscattered ions are calculated for the
proper geometry using an adequate scattering potential
[22], allowing for both, multiple scattering and electronic
energy loss along the path. Fixed input values are used for
the thickness of the target layers, while the electronic
stopping power in the insulator is the only adjustable
parameter. Each data point is represented by the SCS "
used in the simulation at the primary velocity. For LiF, the
backscattering probability is so low that it does not influ-
ence the evaluation procedure noticeably. For KCl and
SiO2, the overlap of the signals due to backscattering
from Au and from the insulator limits the accessible energy
range to velocities >0:12 a:u: (i.e., >1:4 keVD2
þ).
In Fig. 1 energy spectra are shown for Au=Si and for
LiF=Au=Si and deuterons of 500 eV (equivalent to a proton
velocity of 0.1 a.u.), together with the corresponding simu-
lated spectra. The simulation is performed for zero elec-
tronic stopping in LiF; thus, the observed shift of the Au
peak is exclusively due to atomic collisions. Consequently,
along the whole trajectory, there is no electronic excitation
for v < vth.
In Fig. 2, the resulting electronic SCS values are shown
for LiF, deduced from experiments performed for H and He
ions in the range of reduced energies Er ¼ 100 eV–8 keV
and Er ¼ 200 eV–3:3 keV, respectively. For protons and
deuterons, velocity scaling is observed within experimen-
tal uncertainties (0:2 1015 eV cm2 standard devia-
tion) down to v ¼ vth. A concordant threshold velocity
vth;H  0:1 a:u: results for H and He ions—corresponding
to a reduced energy Er ¼ 250 eV, below which electronic
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FIG. 1 (color online). Experimental energy spectra NðEÞ for
500 eV deuterons backscattered from Au=Si (open circles) and
LiF=Au=Si (open squares). The corresponding simulated spectra
(TRBS) are also shown as full and dashed lines, respectively. For
details, see text.
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Figure 20: Color nline. Stopping cross section of LiF for protons, deutero s and helium ions in LiF according to [91].
Also included are data from [92]. From [91].
et al. [91]. Their results, shown in Figure 20 for the case of LiF, together with experimental
findings by other groups triggered considerable activity on the theoretical side.
6.4.4. Polarization Field (Wake)
The polarization field of a point charge moving through a medium was discussed by Fermi [98]
in connection with the so-called density effect in the energy loss of relativistic charged particles
in matter. Niels Bohr [17] presented a sketch (figure 21) which indicates the similarity of the
induced charge with the wake generated by a boat moving swiftly through water. Evidently, the
induced field provides the stopping force on the projectile.
Nelaavathi et al. [99] evaluated the polarization potential for a simple model of an electron
gas and demonstrated the existence of oscillations in space that reach far beyond the screening
radius characterizing the short-range interaction.
This observation generated a large number of theoretical and experimental studies. In the
original paper [99] it was suggested that valleys in the wake potential could bind target electrons,
‘wake-riding electrons’, which should show up as ‘convoy electrons’ in the spectrum of elec-
trons emitted from a surface. While convoy electrons moving with the beam velocity are indeed
observed in the flux of electrons emerging on the far side of a foil, the same phenomenon is
also observed in atomic collisions in dilute gases, where the polarization field of the medium is
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adiabatic limit, the positions of the electrons will exhibit com-
plete symmetry with respect to a plane through the particl e
perpendicular to C, and these electrons will, therefore, give
rise to no resultant force on the particle . Inside the adiabati c
limit, however, there will be a closer approach of the electron s
to the line C behind the particle than in front of it, an d
these electrons will, therefore, create an electric field directe d
against the motion of the particle .
To estimate the strength of the field, we may simply
calculate the electric charge accumulated in the " wake" of
the particle, represented by the cone A containing the atom s
for which the collision is practically completed . Since a
measure of the displacement of a free electron in a collisio n
for which p »» b, according to the considerations in § 1 .1 ,
is given by b, the surplus charge in a section of the con e
at distance x behind the particle and of thickness dx will
be roughly 27tsNbxdx, where, as above, N denotes the
number of atoms per unit volume. For the attractive forces
of this charge on the particle we, thus, have approximately
ppppcccc c
ccccci/ccccc c
d F 2 7c z1 s 2 bN dx
,
x
(3 .1 .12)
Figure 21: Schematic illustration of the motion of bound electrons induced by a penetrating charged particle. The symbol
C denotes the trajectory, d the adiabatic radius which is/ v, and i the approximate borderline between close and distant
collisions, which is/ 1=v. From [17].
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Figure 22: Color online. Stopping ratio R between the stopping cross section per atom in a dicluster and an isolated
proton in a gas of harmonic-oscillator atoms. The ratio !2P =!
2
0 , where !P represents the plasma frequency and !0 the
resonance frequency of an individual oscillator, is a measure of the density of the medium. From [100].
negligible. Here, pertinent processes are ‘electron capture into the continuum’ or ‘electron loss
26
into the continuum’.
Indeed, while the existence and oscillatory nature of the wake potential has never been ques-
tioned to the author’s knowledge, its significance is mostly related to the immediate neighbor-
hood of the projectile [101]. Some evidence for oscillatory effects at larger distances from the
projectile has been found in experiments with diclusters penetrating two foils [102, 103], but
more often, wake potentials have been asserted to be responsible for physical effects that are
only losely related to polarization phenomena. An example is discussed in the following section.
6.4.5. Stopping of Clusters
In 1982, Ratkowski et al. [104] found an enhancement of the stopping cross section per atom
for penetrating HC2 and H
C
3 clusters as compared to that of a single H
C ion. Although the effect
was shown later to be smaller [105], its existence has never been questioned. Calculations to
model this effect have often been performed within the Lindhard formalism for a Fermi gas [106],
and such calculations can be conveniently made by use of the polarization field which provides
the stopping force on the atomic ions making up the cluster. This has led to the widely-spread
opinion that this ‘proximity effect’ in the stopping of cluster ions is caused by the polarization
wake.
Figure 22 shows that the opposite is true in the velocity range where measurements have been
made, i.e., the high-v part: There the proximity effect is most pronounced in a dilute gas where
there is no wake. Unlike the free-electron gas, the dielectric function [95] of an oscillator gas
allows independent variation of the binding frequency !0 and the plasma frequency !P . Thus,
variation of the ratio !2P =!
2
0 is a measure of the significance of wake effects, and the most
pronounced proximity effect, expressed bty the tstopping ratio R is found for the lowest density
[100]. The low-velocity portion of Figure 22 the oscillating behavior is determined by the time
delay in the passage of the trailing relative to the leading proton.
6.5. Stopping of Heavy Ions
6.5.1. Charge-State Paradox and Effective Charge
In the introduction I mentioned measurements by Lassen [4], which showed a pronounced
gas-solid difference in the equilibrium charges of penetrating fission fragments (Fig. 3). An
explanation of this effect was offered by Bohr & Lindhard [108], who asserted that an ion pen-
etrating through solid matter tends to be in an excited state because of frequent encounters with
the target atoms and therefore has a higher cross section for ionization. Such excitations will
decay if the time between successive collisions exceeds the lifetime of the state. This condition
will normally be fulfilled for a sufficiently dilute gas, but not necessarily in condensed matter.
Figure 23 confirms this gas-solid difference for I ions in Ar and C, but it also shows the rather
surprising result that this difference does not seem to affect the energy loss: The experimental
points reflect so-called effective charges, i.e. measured stopping cross sections normalized to
Z21 times the stopping cross section for protons at the same speed in the same target. Effective
charges for solid and gaseous targets are seen to coincide within experimental scatter, while the
real charges differ by up to a factor of two.
Betz & Grodzins [112] asserted that these data contradicted the Bohr-Lindhard theory [108]
and proposed that there was actually no notable difference between ion charges penetrating
through gases and solids. Measured differences were asserted to be due to Auger decays taking
place between the point of the emergence from the solid medium and the arrival at the detector.
These findings generated a lively debate for almost 30 years. On occasions it involved dis-
cussions about fundamental questions about how actually to define the charge of an ion under
27
Figure 23: I ions in argon and carbon. Solid line: Mean equilibrium charge in carbon. Dashed line: Mean equilibrium
charge in argon. Triangles: ‘Effective charge in argon. Circles: Effective charge in carbon. From [107].
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Figure 24: Color online. Effective-charge ratio of oxygen ions normalized to He stopping. Points: Experimental values
compiled by Paul [109]. Red solid line: Calculated from binary stopping theory for screened O and screened He in Al
[110]. Blue dashed line: Calculated from binary stopping theory assuming bare oxygen and bare He in Al. From [111]
penetration through a medium. Sophisticated experiments were undertaken with the purpose to
experimentally determine the state of excitation of a penetrating ion from emitted-x-ray spectra
[113, 114].
Regarding the model by Betz and Grodzins, a search for Auger electrons emitted from the
far side of the foil showed an electron yield far below what was needed to explain the observed
difference in the ion charge [115].
Before going to the resolution of the charge-state paradox, a word is necessary about the
effective-charge concept which, in its common form, was proposed by Northcliffe [116]. It rests
on two assumptions,
 that the stopping cross section of a bare heavy ion with an atomic number Z1 is identical
with the stopping cross section of a proton multiplied by Z21 , and
 that the stopping cross section of a screened heavy ion with charge number q1 is found by
replacing Z21 by q
2
1 .
Although neither of these two assumptions is generally fulfilled, the scheme allows to extract a
charge number from measured stopping cross sections, provided that the stopping cross section
of a proton is known. However, the charge number of a screened ion so defined turns out to
be significantly lower than the measured ion charge. While the origin of this discrepancy was
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unknown for several decades, the practical consequence was to distinguish between an ‘effective
charge’ and an ion charge2.
The origin of the discrepancy is to be sought in the transition from Bethe to Bohr stopping
theory which, for a heavy ion interacting with a target electron, i.e., for e1 D Z1e and e2 D e,
lies around v D 2Z1v0 according to the Bohr criterion eq. (1). For a proton that transition lies
around v D 2v0, i.e., at a lower projectile speed. At the same time, screening is significant for
v . Z2=31 v0. This implies that the energy range where screening is important lies mainly within
the Bohr regime. Thus, the difference between the effective charge and the ion charge is only
weakly related to screening but mostly due to the transition from Bethe to Bohr stopping theory
[119].
Figure 24, shows the case of oxygen. If the effective-charge scheme were valid, the plotted
quantity would be a horizontal line at the stopping ratio 1. The blue dashed line, which represents
the ratio of the stopping cross sections of a bare oxygen ion and a bare helium ion, demonstrates
that most of the difference to the horizontal line is accounted for by the transition from Bethe to
Bohr stopping theory. The difference between the dashed and the red solid line represents the
effect of screening. The graph also shows that binary stopping theory [120], to be mentioned in
the next section, describes the overall behavior quite well.
Coming back to the charge-state paradox, the lack of Auger electrons suggests that the gas-
solid difference in the equilibrium charge is indeed explained by the Bohr-Lindhard model. This
requires that an explanation be found for the rather weak dependence of the stopping cross sec-
tion on the ion charge. Maynard et al. [121] demonstrated that the combined effect of projectile
screening and higher-order corrections leads to a charge dependence much weaker than the pre-
viously assumed q21 relation. This view is fully supported by more recent theories [110, 122].
Although figure 23 appears to deny a gas-solid difference in stopping, subsequent measure-
ments [123, 124, 125] demonstrated that stopping cross sections indeed tend to be greater in
solids than in gases, if differences in atomic number are taken into account properly.
6.5.2. Stopping Theory
Stopping theory for swift heavy ions has been developed from the mid 1990s and can now be
considered to be a mature field which does not any longer depend on empirical concepts such
as the effective charge. I have given a systematic review in two monographs [78, 42] and a
more recent survey in ref. [111], to which the interested reader is referred. At this point I like to
mention that the theory falls into two independent parts,
I) Stopping of heavy ions in the relativistic regime. In its present form this theory was devel-
oped by Lindhard and Sørensen [126], based on relativistic Coulomb scattering, going over
the transport cross section and ending up in a correction to the relativistic Bethe formula
[75]. Deviations from straight Coulomb scattering due to the finite size of the projectile nu-
cleus are taken into account, and successful comparisons with experimental data have been
made [127].
II Predictions of electronic stopping of screened heavy ions can be made primarily by four
different schemes specified in table 1.
2In published stopping tables like ref. [117, 118] stopping cross sections for helium were employed for the normal-
ization instead of hydrogen.
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Table 1: Theoretical schemes quantifying stopping of screened ions. Terms ‘high’ and ‘low’ v ref to above and below
the electronic stopping maximum. From [111].
Scheme Ref. Code Target Starting at Domain
Binary Theory [110] PASS Atom Bohr High v downward
PCA/UCA [128] CasP Atom Bethe-Bloch High v downward
TCS-EFSR [129] HISTOP Fermi gas Quantal Low v upward
SLPA [130] LDA Quantal High v downward
All schemes have strong and weak points. Our PASS code [120], covering a velocity range
from  v0 well into the relativistic regime (through the incorporation of the Lindhard-
Sørensen term) covers the widest energy range. The CasP code [122] is the only one ac-
cessible on the internet3, and it covers the nonrelativistic velocity range from around the
stopping maximum upward. The HISTOP code [129] is the only one accounting for Z1 os-
cillations. The SPLA code [130] has a potential but makes use of a ‘shellwise local plasma
approximation’ which appears hard to justify from first principles.
7. Sputtering
The fact that figure 1 does not show activities in sputtering between 1940 to 1945 should not
be misunderstood: The phenomenon of sputtering was discovered in 1852, and there is ample
documentation in the literature of activities in basic as well as applied research until the beginning
of World War II. Typical beam energies were well below and very rarely above 1 keV per ion.
For a brief survey of the early development the interested reader is referred to ref. [131]. For
comprehensive reviews I refer to a series of four books edited by R. Behrisch starting with [132,
133, 134, 135] and a later recent survey edited by myself [136].
7.1. Sputter Emission
A key problem, widely debated over almost a century was the very nature of the emission
process. There were essentially two alternatives, local evaporation from a ‘hot spot’ heated by
a bombarding ion, or momentum transfer from the projectile to an atom, resulting in a cascade
of atomic collisions. After the discovery of spot patterns reflecting the crystal structure of the
bombarded target by Wehner [3] (figure 2), momentum transfer got rapidly accepted as the domi-
nating mechanism. Here it was tacitly assumed that the evaporation pattern from a single crystal
would not show such spots. Experimental confirmation of this crucial assumption actually came
ten years later4 [138].
From a present-day point of view, the main difference between a hot spot and a collision
cascade is the density of atoms in motion and their energy. This means that there must be a
smooth transition between the two extremes, but this was recognized only two decades later.
3An internet version of the PASS code will be available shortly
4Actually, the crucial experiment had already be done by Knudsen in 1917 [137], but inspection of the Web of Science
indicates that this paper had been unknown in the community.
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tion coeKcients for Hg+ —ions, we found that the
number of rebounding neutralized Hg+ —ions is ex-
tremely small. Hg+ —ions are completely accommodated
on Cu, Ag, and Au surfaces, i.e., on those metals which
have completely filled d shells and which behave most
closely like a hard-sphere model. In Henschke's sput-
tering model one should expect that Cu, Ag, and Au
would exhibit low sputtering yields. The opposite is the
case, however. Cu, Ag, and Au have the highest yields
found thus far, obviously because energy is transferred
most ef6ciently from atom to atom in the case of the
"hardest" atoms. A process such as described by
Henschke is possible only when light ions bombard
heavy target materials.
At ion energies above "cut-in" energies, i.e., several
hundred ev, more than two collisions may be involved
in the sputtering process and a theoretical treatment
becomes complex. A further difficulty in an exact treat-
ment arises from the fact that in subsequent collisions
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FxG. 8. Normalized "cut-in" energies vs atomic number.
The following general features emerge from these
graphs. The "cut-in" energies have maxima for metals
like Fe, Mo, and W. Comparing values from diGerent
periods, one finds a slight tendency for values to de-
crease with increasing atomic weight. From the billiard
model of sputtering, one should expect that the energy
transfer from the ion with mass m~ to the target atom
m2 would enter into the picture. Normalized "cut-in"
energies, i.e., energy transferred in a central elastic
collision to a target atom, VoXq, where q=4m~ms/
(m&+ms)', are plotted in Fig. 8. This graph bears a
definite resemblance to a plot of the heats of sublimation
(H) as shown in Fig. 9. A closer comparison of the two
curves shows that the "cut-in" energies of metals which
have a close-packed hexagonal structure, such as Ti,
Co, Zr, Hf, and Re, seem to be on the low side, possibly
indicating that conditions for low-energy sputtering are
more favorable in this atomic arrangement.
The conclusion to be drawn is that the "cut-in"
energies of diferent metals are in a first approximation
proportional to H/rl, with the dimensionless proportion-
with progressive dilution in energy the atoms behave
like larger and larger spheres. ~
An attempt is made below to establish from experi-
mental data the influence of certain parameters and to
uncover empirical relationships by studying the perio-
dicity of "cut-in" energies and yield slopes within the
periodic system of the elements.
The yield curves have, in general, a form 8=
k(V, —Vo), where S=sputtering yield Latoms/ion],
k = slope Lev '), V;= ion energy [eve, and V = "cut-in"
energy fevg. Figure 6 shows "cut-in" energies and Fig. 7
the slopes plotted as a function of the atomic number
of the target material. The data are for normally inci-
dent Hg+ —ion bombardment and represent the latest
and most reliable data from our previous and present
work.
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Figure 25: Gradient of the sputter yield versus beam energy in different target materials for  100 eV Hg ions. From
[139].
7.2. Sputter Yields
Sputter rates, i.e., the mean number of atom emitted per unit time, had been measured from
the late 1880s, but measuring sputter yields, i.e., the mean number of atoms emitted per incoming
ion, required to control the fluence of incoming ions. Figures 25 and 26 show the results of
measurements at eV and keV energies for several target materi ls with large vari tions from
element to element. These variations were found to anticorrelate with the sublimation energy of
the material, i.e., a quantity closely related to the surface barrier which an atom has to overcome
in order to get sputtered.
Refs. [139, 140] and related papers by these two groups formed a comprehensive experimen-
tal basis for the exploration of sputter processes in the 1960s. This includes sputter yields as a
function of Z1 and Z2, the beam energy and the angle of incidence. Figure 27 shows an ex-
ample, comparing sputter yields vs. beam energy of various ions on copper. While the absolute
magnitude of the yield is seen to increase with Z1, the energy dependence is characterized by an
increase up to a certain maximum and a decrease at higher energies. Alme´n & Bruce quote an
assertion by Rol et al. [141] that the sputter yield should be proportional to the energy deposited
in a shallow surface layer, i.e., the nuclear topping cross section Sn. A few years later, with
the appearance of the LSS theory, a quantitative expression for Sn became available which was
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Figure 26: Color online. Sputter yield of different target materials. 45 keV Kr ions, redrawn after [140]
found to confirm this assertion [142].
7.3. Energy Spectrum of Sputtered Atoms
A central quantity in an attempt to understand the emission process must be the energy distri-
bution of emitted atoms. Since the sputtered flux consists predominantly of neutral particles, this
was not easy to measure. The first successful attempt was due to Thompson [143], who devel-
oped an impressive setup by to measure a time-of-flight spectrum shown in Figure 28, making
use of a rotating mirror providing the start signal and neutron activation to measure the spa-
tial distribution of deposited material. Measurements were performed on gold and analyzed in
ref. [144].
In this context, two central theoretical papers need to be mentioned. In ref. [145], Robinson
derived an inverse-square relation for the collision density in an elastic-collision cascade, i.e.,
a quantity closely related to the energy distribution of recoiling atoms. Subsequently, Robin-
son [146] demonstrated how to make use of the Laplace transform to solve transport equations
governing collision cascades for cross sections more realistic than for billard-ball scattering.
Combining the inverse-square spectrum with a planar surface barrier, Thompson [144] con-
cluded that the energy spectrum of sputtered particles had an inverse-square-like tail at high
energies and a maximum in the energy range of the surface binding energy, in agreement with
the measured spectrum of gold.
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when the penetration depth of the impinging 
particles is taken as a scale. The target was water- 
cooled and temperatures very seldom exceeded 
100°C. When materials with low melting points, 
e.g. Sn and In, were used, the beam had to be swept 
over the target in order to decrease the current 
density. Otherwise the foil was burned through. 
8.3. SPUTTE~RING RATIOS VERSUS ION ENERGY 
Figs. 19a and 19b show the sputtering ratio as a 
function of ion energy for noble gas ions Ne, Ar, Kr 
and Xe, bombarding on Cu and Ag. Sputtering for 
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Fig. 19. Sputter ing ratios versus ion e~ergy. 
the power dissipated in the Sn foil. When we used 
the same power throughout he experiment we 
measured the sputtering iven in fig. 20b. 
It is interesting to compare fig. 19b with figs. 20a 
20b and also with fig. 21. All the target materials 
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N ions is also indicated in the diagrams. We note 
that for N, Ne and Ar ions, S is fairly constant, 
when the ion energy is higher than 5 keV, cor- 
responding to a penetration depth of about 
10/~g/cm% S even decreases lightly for Cu. For 
heavier ions sputtering increases with energy 
within the whole energy range. However, a maxi- 
mum may be expected for a sufficiently high ion 
energy. In the sputtering diagrams puttering ratios 
determined by Ro110) (w) and by Keywell s) ( × ) are 
indicated and the agreement with our measure- 
ments is very good. 
In figs. 20a, 20b and 21 sputtering ratios for some 
other materials are given. Here we observe that S 
becomes constant above ion energies varying from 
10 to 30 keV. On Sn we got a considerably de- 
creasing sputtering ratio with increasing ion energy 
until we detected that in this case S also depends on 
have practically the same mass number M2, about 
100. Not only does the sputtering ratio vary con- 
siderably for different elements, but the shapes of 
the curves also are quite different. This indicates a 
complicated influence of the properties of individual 
elements on sputtering. A complete theory of 
sputtering must be able to explain all features in- 
dicated here. However, as to be shown ill § 9 it is 
possible to calculate sputtering ratios approxi- 
mately for noble gas ions bombarding on solids. 
8.4. CURI~.ENT DENS£TY 
For Cu and Ag  we have measured the sputtering 
ratio at different current densities of 45 keV Kr  
ions. The metal foils used were first bombarded at 
high current densities to remove the surface layer. 
After that, three targets were  bombarded using the 
mass numbers 89, 84 and 86, respectively. If we 
Figure 27: Sputter yields of copper versus beam energy for noble-gas and nitrogen ions. From [140].
7.4. Wehner Spots
With the acceptance of the momentum-transfer model of the sputter process the question arose
how to explain spot patterns like the one shown in figure 2. A solution offered by Silsbee [147]
is shown in figure 29. This represents a modification of a classical demonstration of momen-
tum transfer by a series of aligned balls, with the sole difference that the initial impulse is not
given parallel to the row. Silsbee demonstrated that momentum gets focused if the free distance
between the balls is less than their diameter.
Silsbee’s model was subsequently refined and expanded considerably: Hard-sphere scattering
was replaced by a more realistic scattering potential [149], row atoms did not need to lie exactly
on a straight line [150], and neighboring rows could assist the focusing process [151]. Focusons
also turned out to be the main issue in the first molecular-dynamics simulation in the field of
atomic collisions in solids [152].
While it was clear that focusons had to be attenuated via energy lost in individual atom-atom
collisions, theoretical estimates of the energy range where collision sequences could be focused,
as well as the maximum range of focusons, were found to depend sensitively on the (poorly
known) interatomic potential.
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Figure 28: Apparatus to measure energy spectra of sputtered atoms. From [143]
Figure 29: Focused collision sequence (‘focuson’) along a closely-packed lattice direction. The angle ˇ against the
knockon direction decreases in successive collisions. From [147].
At the same time, focusons played an increasing role in the interpretation of radiation damage
experiments. When measurements showed that lattice defects were generated far deeper than the
penetration depth of the ion beam, focusons tended to be invoked as a possible explanation [153].
Postulated attenuation lengths of tens and hundreds of nanometers were common in those days
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Figure 30: Surface model for creating Wehner spot according to [148]. The horizontal line indicates the target surface.
1 indicates the kinetic energy of an atom coming from inside the target and 2 the kinetic energy of a recoiling surface
atom. From [148].
but unsupported by theory. Remind that Wehner’s spots had been found at beam energies as low
50 eV, where ions do not penetrate deeper than 2-3 atomic layers. Although spots were also
found in sputter experiments at energies where ions penetrate deeply into the target [154, 155],
the need for a process involving the near-surface area was evident but not generally recognized.
It was actually Jens Lindhard, who asked me at the time whether it was necessary to invoke
the bulk structure at all in the explanation of spot patterns. Figure 30 illustrates one of two
mechanisms that I found together with Lehmann [148]. It involves only two atomic layers but
takes into account the bindung energy to the target surface. If a surface atom is kicked off by
a subsurface atom along their connection line, it will take over most of the kinetic energy, but
if it is knocked on at an angle, energy will be lost so that the surface atom may not be able
to overcome the barrier. As mentioned in the previous section, we had learned from Robinson
[145] that the recoil spectrum in a collision cascade is an inverse-square law. This means that
the majority of the atoms in a cascade have energies not far above the surface binding. The two
features together ensure a rather narrow peak of the ejected intensity around the nearest-neighbor
direction, regardless of whether or not there is a string of atoms underneath.
Our paper [148] generated lively discussion: An important point was that it provided an ex-
planation for spots observed in hexagonal metals in directions were there were no straight lattice
rows [156]. Those spots were not markedly different from those observed in face-centered cubic
metals where, in principle, long-range focusons could contribute to sputtering.
Actually, since spot patterns were the experimental evidence that led to the proposal of the
focuson concept, it appeared justified to ask whether focusons existed at all. The straightfor-
ward answer to such a question would have been a realistic computer simulation of the process,
preferrably by molecular dynamics. Despite the pioneering work of Vineyard and colleagues
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mentioned above, this had to wait for a quarter of a century.
Figure 31: Sputter yields of Cu for noble gases compared with predictions from linear cascade theory, implying an
energy dependence proportional to the nuclear stopping cross section Sn. Solid line: Sn according to [51]. Dashed
line: Low-energy approximation based on Born-Mayer (exponential) ion-target interaction potential with constants from
[157]. From [158].
7.5. Linear Cascades
The question remained whether a model for sputtering that denied a significant contribution of
long-range focusons was able to quantify measured sputter yields. The answer was to develop a
sputter theory based on random collision cascades.
Figure 31 shows a comparison between measured sputter yields on copper, available in 1969,
and a simple formula derived by the present author on the basis of linear transport theory. The
underlying framework was the LSS theory by Lindhard and coworkers [15, 51], in particular the
use of backward transport equations, range concepts, and the power cross section that enables
analytic evaluation by the Laplace technique mentioned above [146]. The step from ion range to
deposited-energy distributions and higher moments involved J. B. Sanders [159]. The full theory
predicted sputter yields and related quantities for a variety of geometries.
The theory was followed up in a monumental experimental effort by H. H. Andersen & H.
L. Bay. They addressed many aspects of sputtering, in particular experimental problems with
yield measurements, and they generated an extensive collection of measured sputter yields for
numerous ion-target combinations [160].
7.6. Complications
An important finding was the dependence of the sputter yield on the ion fluence. A first indi-
cation of this effect emerged from measurements by Almen & Bruce [18] shown in the Fig. 32.
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280 O. ALMEN AND G. BRUCE 
For  some investigations it is necessary to have 
the same current density over the whole target. In  
such cases we modulate the ion beam by  means of a 
saw-tooth voltage on two deflection plates, placed 
at the entrance side of the separator  magnet  
(see ref. 1)). 
high qual ity insulators, carefully protected from 
the piasma. Where suitable chemical compounds do 
not exist, and the elements themselves have a low 
vapour  pressure, the elements have been handled in 
a sputter ing ion source. Concerning ion source 
problems ee ref),4).  
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The handl ing of many different elements for the 
product ion of ion beams requires the use of 
different ypes of ion sources. All gaseous elements, 
and pure elements with a vapour  pressure of more 
than 10-2mmHg at a temperature  lower than 
about  500°C can normal ly  be handled in a simple 
low temperature  ion source. In  many cases chemical 
compounds must  be used. Chlorides are often the 
most suitable charge materials. The higher the 
required temperature  of operation, the more in- 
tense is the chemical at tack on ceramic mater ials 
used as insulators in the ion source. Therefore at 
600-800°C special constructions must  be used with 
3. Sputtering Ratios at 45 keV 
Our sputter ing results at 45 keV ion energy are 
reproduced in fig. 1. We used Cu, Ag and Ta  as 
target mater ia ls  because foils of high qual ity can be 
obtained commercial ly. The current density was 
10-100#A/cm 2 and the pressure in the target 
chamber  was 0.8-1.5 × 10 -5 mm Hg. Usual ly we 
sputtered off more than 200 #g/cm 2, but  in some 
cases lower amounts  had to be accepted, since the 
sputter ing ratio can be very low. I t  can also be 
~) K. O. Nielsen, Nucl. Instr. 1 (1957) 289. 
4) j. Druaux and R. Bernas, Proc. 1955 Harwell Isotope 
Conf,, Ch. 4. 
Figure 32: Sputter yields of Ta, Co and silver bombarded by 45 keV ions. From [18].
Pronounced variations were repo t d of the measured yield between ions of similar atomic num-
ber Z1. Yields very close to zero were found for some ions. Those cannot be explained in terms
of collision theory but indicate the formation of layers with a changed chemical composition and
eventually a negative sputter yield. Figure 33 shows sputter yields of copper as a function of ion
fluenc [161]. The experiment l technique, where the target is mounted on a quartz microbal-
ance, the resonance frequency of which records the weight loss, enabled measurements at low
fluences leading to low concentrations of implanted ions.
It is seen that sputter yields may depend significantly on the bombarding-ion fluence, most
pronouncedly so in the case of bismuth ions. A noticeable fluence dependence is also observed
for self-sputtering, i.e., bombardment with Cu ions, indicating either the presence of an initial
impurity layer or bombardment-induced changes in surface structure.
One may conclude from these measurements that comparisons between measured and calcu-
lated sputter yields are meaningful only for equivalent target conditions. In other words, com-
parison of calculated yields referring to a clean planar target surface require measurements under
ultrahigh vacuum close to zero fluence.
Figure 33 represents an aspect of a major group of phenomena comprising sputtering of alloys
and compounds including isotope sputtering, desorption of surface layers, ion beam mixing and
depth resolution of sputter profiling [162]. Figures 32 and 33 give an impression of the degree of
complexity inherent in these topics. Any researcher studying or applying sputtering has to cope
with at least one of these items, and the literature on every single of them is enormous. Because
of processes taking place on very different time scales such as diffusion and/or segregation,
predictive theories of alloy sputtering and/or ion-beam mixing are not yet available.
Rather than going into details here I like to touch on a related topic. Sputter theory suggests
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Figure 33: Color online. Dependence of the sputter yield of Cu bombarded by 40 keV ions on the sputtered-layer
thickness, expressed by the change in resonance frequency of a quartz microbalance recording the mass change. Redrawn
after [161].
a cosine distribution in the emission angle for polycrystalline targets and energies in the keV
regime [158]. In practice, both minor and major deviations from this behavior are abserved,
dependent on ion type and energy as well as bulk and surface structure of the target. In multi-
component materials, emission patterns may be studied separately for every component. If, as
an example, species A is enriched in the surface of an AB alloy, sputtered B atoms tend to orig-
inate in deeper layers than sputtered A atoms, This will produce a narrower angular distribution
for species B [163]. This effect has been utilized by H. H. Andersen and coworkers [164] to
demonstrate the presence of segregated layers in ion-bombarded CuPt alloys.
7.7. Nonlinear Sputtering
The experimental confirmation of an inverse-square energy spectrum of the sputtered flux
provided strong support to an explanation of sputter processes in terms of the momentum-transfer
model. After all, a Maxwellian spectrum would have to be expected for evaporation from hot
spots. Two discoveries indicated that this was not the full truth. Going back to figure 31 you
may notice a significant difference between the shape of the theoretical curve and the data in
case of Xe bombardment and, less pronouncedly, for Kr. This could, in principle, be due to the
choice of the nuclear stopping cross section, but this appeared unlikely, since the difference is
most pronounced at high energies, where the cross section is close to Rutherford’s law.
In view of a pronounced enhancement near the maximum of the nuclear stopping cross section,
the question came up whether this enhancement was due to high density of deposited energy. In
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Figure 34: Sputtering of Ag by TeC and TeC2 ions. See text. From [12].
an experimental study, Andersen & Bay [12] compared the sputter yield for TeC with that for
TeC2 at the same velocity (or energy per atom), with the surprising result that the sputter yield per
incident atom was enhanced for bombardment with the molecule. This result was incompatible
with linear transport theory.
A simple estimate on the basis of cascade theory [167] indicated that energy densities in heavy-
ion bombardment could quite well come up to more than several eV per atom and, hence, could
lead to sputter emission. Amongst several estimates of sputter rates based on heating of a spher-
ical or cylindric region by an incident beam I like to mention ref. [168].
Measurements of the energy spectrum of sputtered particles received increased interest in this
context. It was clear that a possible Maxwellian could not be identified in the tail of the spectrum
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Figure 35: Sputtering from high-energy-density cascades. Molecular-dynamics simulation of the time evolution of solid
Ar bombarded by 1 keV Ar atom. From [165].
because of the dominating inverse-square behavior. Evidence would, therefore, have to be looked
for near the peak of the spectrum. Several authors found deviations from a Thompson spectrum,
but a careful analysis by Szymonski & De Vries [169], who compared spectra for 6 keV Ar and
Xe bombardment on Ag and separated the linear portion from the measured spectrum, indicated
that, for Xe-Ag, thermal and linear sputtering contributed about equally to the measured yield.
The effect was found to be less pronounced for Xe-Au, presumably since gold has a higher
sublimation energy (3.8 vs. 3.1 eV).
While one may question whether it is justified to express a high local density of kinetic energy
in terms of a temperature, there is ample evidence in favor of the existence of such regions.
Figure 35 shows a crater formed by a 1 keV Ar ion in solid argon according to a molecular-
dynamics simulation by Urbassek & Waldeer [170]. The three graphs refer to 3.2, 13.8 and 24.7
ps after the initial impact. Note that the bulk binding energy in solid argon is 0.14 eV.
Figure 36 shows measured sputter yields of Ag and Au by Aun cluster bombardment. Yields
per incident atom reach up to 1560, and the highest sputter yield per incident cluster is 13 
1500 D 19; 500 atoms.
High energy density at low implant density is an attractive feature in applications such as
cluster-SIMS [171]. Cluster bombardment was even reported to generate fusion reactions [172],
although that ‘discovery’ had only a few months’ lifetime.
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where electronic stopping is totally dominating, found very
small sputtering yields for metals. The stopping power, easy
to calculate using SRIM tables, has been used. It is assumed
that the nuclear stopping power of a Aun1 cluster is n times
the nuclear stopping power of a single Au1 ion at the same
velocity. For a n-constituent cluster projectile having a total
energy E the notation is the following:
S dEdx ~n ,E ! D
nuc
5nS dEdx ~1,E/n ! D
nuc
. ~1!
This assumption is in agreement with theoretical estimates17
is and supported by recent projected-range measurements.
Aun (n51 – 3) clusters at 10–40 keV/atom were implanted
in Si, Al, and Cu. The Si target was amorphous, the metal
targets fine grained polycrystalline. Further, one set of mea-
surements was performed with 44.3-keV/atom Au1 and Au7
in Si ~amorphous!. These range distributions were in all
cases identical within their measuring accuracy.18
For each cluster projectile size shown in Fig. 6 the total
sputtering yields follow a line of slope 2 on a log-log pre-
sentation, as long as the energy remains below that of the
yield maxima, indicating that in this region the yields are
proportional to the square of the total nuclear stopping. Fig-
FIG. 3. Gold and silver sputtering yields per atom Y /n , as a
function of the energy per atom of the Aun (n51 – 13) cluster pro-
jectiles. The solid lines are guides for the eye. Symbols used corre-
spond to following values of n: 1 1, 3 2, h 3, n 4, d 5, s 7, .
9, j 11, m 13.
FIG. 4. Gold and silver sputtering yields divided by n2, as a
function of the energy per atom of the Aun (n51 – 13) cluster pro-
jectiles. The dashed lines are guides for the eye. Symbols as same
as in Fig. 3.
FIG. 5. Atomic force microscope image ~perspective view! of a
gold surface ~area 500035000 Å2! irradiated with 1.61
31010-cm22 Au11 ions having an energy of 1.4 MeV ~127 keV/
atom!.
FIG. 6. Gold and silver total sputtering yields Y, as a function of
the tabulated ~Ref. 14! projectile nuclear stopping power
n(dE/dx(1,E/n))nuc , and for Aun (n51 – 13) cluster projectiles.
Symbols correspond to Fig. 3. Solid lines are guides for the eye.
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Figure 36: Sputtering from high-energy-density cascades. Measured sputter yields for Au and Ag bombarded by Arn
cluster ions. n=1,2,3,4,5,7,9,11,13 from bottom to top. From [166].
7.8. Electronic Sputtering
The first reports about sputtering by electronic processes referred to alkali halides bombarded
with electrons well below 1 keV [175]. Atoms recoiling from electrons with so low an energy
are not able to overcome the surface binding energy. While one might argue whether this phe-
nomenon – which cannot be explained in terms of kinetic energy transferred from an impinging
particl to a target at m – should sort under the heading of at ic collisions, it has become cus-
tomary to associate the term sputtering with any process that generates recoil atoms with energies
in the few-eV energy range. Examples are laser sputtering, potential sputtering (to be mentioned
below) and electronic sputtering by light and heavy ions.
Sputtering from alkali halides and other ionic crystals was considered as a rather special phe-
nomenon, until Brown et al. [173] reported sputtering of water ice by H, He and C ions at MeV
energies with sputter yields up to two orders of magnitude above what could be expected from
nuclear sputtering (figure 37). Remarkably, the variation with the atomic number of the ion was
significantly steeper than the Z21 dependence which one could have expected from the electronic
stopping cross section. At the same time, the observed sputter yield for 1.5 MeV protons, 0.2
molecules per incident ion, was indicative of a linear process, whereas a yield of 640 molecules
per ion for 12C suggested a nonlinear process.
Figure 38 shows the dependence of the sputter yield on the beam energy for several ions. While
this may be taken as a convincing demonstration of the presence of both nuclear and electronic
sputtering, the lines drawn through the points should not be understand as sums of nuclear and
electronic energy losses, since the conversion factors from deposited energy to sputter yields may
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TABLE I. Measured and calculated erosion or sputtering coefficients, S, and elec-
tronic and nuclear stopping powers for the projectiles of the experiment.
Ion
Energy
(MeV)
Stopping power
S (10 '5 eV cm2/molecule)
(molecules//ion) Electronic Nuclear
C alculated
sputtering coeff.
(molecule s/ion)
H
'He
C
16C
1.5
0.5
1.5
1,5
1.5
1.5
1.5
0.005
30
30
15
30
100
30
30
30
0.2 + 0.04
0.4+ 0.08
10+ 2
10+ 2
10~ 2
520+ 100
640+ 130
& 0.2
6.8
17.1
71
189
201
0.4
0.0026
0.007
0.036
1.08
2.6
0.0035
0.0092
0.048
1.4
3.5
From Northcliffe and Schilling, Ref. 9.
Scaled from stopping power in carbon as given by Gibbons, Johnson, and Mylroie
Qef. 11).
Figure 3 is a plot of the erosion coefficients of
Table I for 1.5-MeV ions and the calculated Sig-
mund sputtering values which are several hun-
dred times too small. Also plotted are the elec-
tronic stopping powers of the four ions in ice. In
molecular solids electronic energy loss process-
es leading to the excitation of electrons and the
breaking of covalent or hydrogen bonds may be
very effective at promoting dissociation and frag-
mentation of the solid. The mass dependence of
the electronic stopping power is not steep enough
to account linearly for the experimental results.
Nonlinear electronic processes must be involved.
The nonlinearities are on a particle-by-particle
basis, since the results do not depend on beam
current.
Ke believe that the erosion mechanism is akin
to the mechanism involved in track registration
phenomena"" in which heavily ionizing particles
produce a highly ionized core region from which
the atoms or molecules are ejected. The effec-
tiveness of the process increases rapidly with the
ionization track density. The insensitivity of our
erosion coefficients to film thickness indicates
that the erosion mechanism is not due to the es-
cape of excited species over the entire track
length (the ions penetrate through to the substrate
in all cases). It seems likely that a roughly con-
ical region, centered axially on the particle track
and with dimensions 10-100A, is contributing to
the erosion, the size of the region being con-
trolled by the ionizing track density. In track
registration, cylindrical regions with radii of
this order are found to be of controlling impor-
tance.
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FIG. 3. The "sputtering yield" of ice bombarded by
1.5-MeV 'H, He, ~ C, and 60 ions is shown as a func-
tion of mass. The solid and dashed lines are the nu-
clear and electronic stopping power of 1.5-MeV ions
in ice.
During progressive erosion of the ice films,
we have sometimes observed a substantial change
in the film thickness uniformity. Not only does
the film grow thinner than average in some re-
]029
Figure 37: Sputter yields of 1.5 Mev H, He, 12C and 16C ions from water ice. From [173].
differ signific ntly.
Whereas sputtering by elastic or quasi-elastic collisions is a universal process, electronic sput-
tering has gradually turned out to be very material dependent. The phenomenon has been ob-
served mostly on insulators, with the exception of a small number of refractory metals [176], in
agreement with earlier observations on damage tracks [177]. Consequently, studying electronic
sputtering is as much a branch of materials science as of atomic-collision physics.
Sputtering effects on organic films bombarded by fission fragments were observed in 1976
[10], explored in the nuclear- and electronic-stopping regime and applied as a tool in mass spec-
trometry of large molecules [179].
Figures 27, 31, 36 and 38 have in common that the sputter yield approaches an apparent or
real threshold with decreasing beam energy. Figure 39 shows that this is not a universal feature.
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plasma torus as pointed out by Johnson et 
al. (1984). Therefore, describing the neutral 
cloud appropriately is important for deter- 
mining, for instance, the possible need for 
additional sources of heavy plasma nd the 
local lifetimes of the plasma ions. 
The region of space subtended by this 
neutral cloud (extended atmosphere) is also 
occupied by the diffuse E-ring (Baum et al. 
1981). It has been pointed out (Cheng et al. 
1986; Johnson et al. 1984; Haft et al. 1983) 
that the plasma ions can rapidly (-within 
103-104 years) erode the small, micron- 
sized particles which are thought o make 
up this interesting feature. Recently, we 
evaluated these rates using the Pioneer and 
Voyager plasma data and laboratory sput- 
tering yields giving accurate stimates of 
this erosion (Johnson et al. 1984; Lan- 
zerotti et al. 1983, erratum). However, the 
E-ring particles can also accrete materials 
from the neutral torus (Johnson et al. 1984). 
Therefore, in this paper, we examine the 
competition between accretion and sputter 
erosion of the E-ring particles. The inclu- 
sion of possible accretion is important in 
finally determining whether this ring is a 
long-lived feature of the present icy compo- 
nent of the Saturnian system or is a geologi- 
cally ephemeral feature possibly produced 
by an event at Enceladus. 
SPUTTER FLUXES 
Experimental yields for the ejection of 
water molecules from thin films of ice due 
to incident protons and to incident ions 
with masses near that of oxygen are sum- 
marized in Fig. la for ice temperatures 
<80°K. These data span the range from 
slow ion bombardment, <1 keV/amu, for 
which collisional sputter ejection domi- 
nates, to much faster ions for which elec- 
tronic excitation and ionization energy loss 
leads to sputter ejection. In all cases the 
yields are given for perpendicular incidence 
to the surface normal. For nonnormal inci- 
dence these yields are enhanced by (cos 
00-% where 1 -< n < 2 and ot is the angle the 
ions make with the surface normal. This en- 
hancement persists out to some angle at 
which surface roughness limits ejection. To 
account for the rough regolith on the satel- 
lites (Hapke 1986) we use the results in Fig. 
la directly, ignoring any enhancement, a 
procedure suggested by Sieveka and John- 
son (1982) for icy surfaces (Johnson 1988). 
The relative amounts of H2(D2) and 02 
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FIG. la. An accumulation of the sputtering yields for low-temperature (<80°K) water ice from a 
variety of published ata: (0) Brown et al. (1984); (O) N +, BCttiger et al. (1980); (A) F +, Cooper and 
Tombrello (1984) scaled by (cos 300) 1-6 to correct for nonnormal incidence; ( I )  H +, Ne ÷, Bar-Nun et al. 
(1985) scaled to Brown et al. (1984) data for protons; (×) Ne +, Chrisey et al. (1986). E is the incident 
ion energy and M is ion mass in amu. Left-hand axis is for O+-like ions, right-hand axis for H ÷. Solid 
line connecting data points obtained using models for extrapolating sputtering data (Johnson et al. 
1984; Lanzerotti et al. 1983). The dashed line is an extrapolation using Y ~ 0.01 (E /U) ,  U = 0.52 eV. 
(x) Simulation calculation (Brenner and Garrison 1986), gives lower limit to yield in this region. 
Figure 38: Energy dependence of the sputter yield of water ice for swift CC, NC, OC, FC, NeC ions and protons.
Compiled by Johnson et al. [174]. From [174].
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Fig. 2. Total sputter yield of LiF induced by He+, Nef and 
Arf ions measured with the quartz crystal microbalance. The 
angle of incidence is 45”; also note that a sputter yield of unity 
means one sputtered LiF molecule (two atoms) per incident 
ion. 
dence could influence the total sputter yield, but was 
not observed in our measurements. 
The yield of LiF is surprisingly high compared to 
that of metals, even accounting for an enhancement of 
the total sputter yield due to the 45” angle of inci- 
dence. Furthermore it should be noted that Y= 1 
refers to one sputtered LiF molecule per incident ion, 
i.e. the sputtering of two atoms per ion. In the whole 
energy range investigated, the yield decreases by about 
a factor of 2 for He+ and 10 for Ar+ primary ions. 
This is much less than for pure elements with a similar 
mass, such as Si, Al and Be, which show a yield 
decreasing by over three orders of magnitude in this 
energy range [8]. Even at an energy near 20 eV, the 
total sputter yield for LiF is _ 0.6 for Ar+ and there- 
fore about two orders of magnitude higher than for Al 
or Si [8]. 
The results of sputtering with Ne+ show a higher 
yield than those with Ar+. This may be explained by 
the improved energy transfer from the Ne particles to 
the target particles, because of the better mass match. 
The total sputter yield induced by He+ is slightly lower 
than that of Ar+ at high energies, probably due to the 
low mass of He. This behaviour of the different gases 
has also been observed in measurements of sputtered 
Li+ and F- ions [3,4]. At low energies, the He data 
show a nearly constant yield, different from Ar. How- 
ever, we should remember that the correction for im- 
planted ions is very low for He due to its low mass, 
whereas the data shown for Ar may be too low as 
already mentioned. 
The high yields at energies below 100 eV strongly 
point to a mechanism different from kinetic sputtering. 
We know that the potential energy (i.e. ionization 
energy) of the projectiles can play an important role in 
the creation of secondary ions [3,4]. From this we 
conclude that there is also an influence of the potential 
energy on the total sputter yield, which is an electronic 
eff ct i  sputtering. However, the yields of the sec- 
ondary Li+ and F- ions increase by four orders of 
magnitude in the energy range between 5 and 500 eV 
[3,4], which is not reflected in the total sputter yield. 
The explanation for this behaviour can be found in the 
neutralization of outgoing secondary ions which is much 
more effective at low energy. 
In summary, we have presented measurements for 
the total sputter yield of Au and LiF measured with a 
highly sensitive quartz crystal microbalance. The re- 
sults on Au show excellent agreement with data from 
the literature. The sputter yield of LiF decreases much 
more slowly than for metals. Therefore, the sputtering 
process of LiF cannot be explained by kinetic sputter- 
ing alone, but must be significantly influenced by elec- 
tronic effects. Further investigations of the influence of 
the potential energy of the primary ion are required to 
gain further insight into these processes. 
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Figure 39: Sputter yield versus beam energy for HeC, NeC and ArC ions incident on LiF. SC and RT refer to cuts of
the quartz oscillators employed to recor the deposition of sputtered material. From [178]
In analogy to a wellknown phenomenon in seconday electron emission [180] this phenomenon
is called potential sputtering. The roots of this field appear to lie in Tashkent and have been
reviewed by Parilis et al. [181]. The first measurements date were followed up by a model
involving Coulomb explosion [182]. The work reported in r f. [178], focusing on very low beam
energies, stimulated systematic experimental studies on several materials as well as theoretical
models [183]. Interaction of highly charged ions with material surfaces is still a very active area,
but not being an expert I prefer to refer to Aumayr and Winter [184] for an illuminating review.
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8. Concluding Remarks
A number of major topical areas have been more or less ignored in this essay, amongst which I
like to mention elastic and inelastic collisions at surfaces, especially neutralization and ionization
and studies at grazing incidence, radiation phenomena in multicomponent targets, especially ion-
beam mixing, alloy sputtering and segregation and, moreover, tracks of charged particles, ion-
induced electron and ion emission, ion-induced surface topography and sputtering of clusters.
Nevertheless, some general trends can be identified which characterize the entire field of atomic
collisions in solids.
First of all, over the entire period covered there has been a tight connection between theory and
experiment. With a small number of theoretians and a large number of experimentalists, theorists
are rarely left on their own to consider problems that are not directly related to measurable
quantities and the interpretation of experimental findings. With the development in computing,
an increasing number of experimentalists have become engaged in simulational work which can
replace traditional theory where fundamental equations are available.
Another characteristic feature is the tight connection between basic and applied research. It
took less than five years from the discovery of channeling until the phenomenon played a central
role in the development of electronic devices, and already in 1972 the first pocket calculator
containing an ion-implanted chip, the HP-35, came on the market. Conversely, the development
of Rutherford backscattering as a tool in surface analysis as well as lattice location of implanted
ions was very much stimulated by the need for tools controlling the development and production
of electronic devices.
I have mentioned a few controversies that occurred over the years. The fact that their number
seems to decrease as time goes on may be a matter of maturity of the field, but also of increasing
specialization. The conference photo of the first genuine ICACS conference, held in Chalk River,
Canada in 1967, shows 102 individuals. With few notable exceptions this was the entire popu-
lation of the field, and many of the participants were aware of what kind of research a sizable
fraction of those people were engaged in, as well as some of their achievements.
On the other hand, despite the maturity of the field, significant discoveries have come up
regularly. As examples I mention heating and cooling of channeled ions [40], formation of self-
organized surface structures by ion bombardment [185] and ion guiding through capillaries in
insulators [186].
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