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a b s t r a c t
We study the problem of minimizing the weighted average number of queries to identify
an initially unknown object in a poset. We show that for general posets, there cannot be
any o(log n)-approximation algorithm unless NP ⊆ TIME(nO(log log n)). When the Hasse
diagram of the partially ordered set has the structure of a tree, the problem is equivalent
to the following tree search problem: in a given rooted tree T = (V , E) a node has been
marked and we want to identify it. In order to locate the marked node, we can perform
node queries. A node query u asks whether the marked node lies in the subtree rooted at
u. A function w : V → Z+ is given which defines the likelihood for a node to be the one
marked, and wewant the strategy that minimizes the expected number of queries. Prior to
this paper the complexity of this problem had remained open.
We prove that the above tree search problem isNP -complete even for the class of trees
with diameter at most 4. This results in a complete characterization of the complexity of
the problem with respect to the diameter size. In fact, for diameter not larger than 3 we
show that the problem is polynomially solvable using a dynamic programming approach.
In addition we prove that the problem is NP -complete even for the class of trees of
maximum degree at most 16. To the best of our knowledge, the only known result in this
direction is that the tree search problem is solvable in O(|V | log |V |) time for trees with
degree at most 2 (paths).
Our results sharply contrast with those for the variant of the problem where one
is interested in minimizing the maximum number of queries. In fact, for the worst
case scenario, linear time algorithms are known for finding an optimal search strategy
[K. Onak, P. Parys, Generalization of binary search: searching in trees and forest-like partial
orders, in: FOCS’06: Proceedings of the 47th Annual IEEE Symposium on Foundations
of Computer Science, IEEE Computer Society, Washington, DC, USA, 2006, pp. 379–388;
S. Mozes, K. Onak, O. Weimann, Finding an optimal tree searching strategy in linear time,
in: SODA’08: Proceedings of the Nineteenth Annual ACM–SIAM Symposium on Discrete
Algorithms, Society for Industrial and Applied Mathematics, Philadelphia, PA, USA, 2008,
pp. 1096–1105].
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1. Introduction
Searching in discrete structures is one of the fundamental problems in computer science. A search problem is typically
defined by a set U of objects (the search space) and a set of binary tests T . The aim is to determine a search strategy that
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can identify an initially unknown element of U by performing a small number of tests from set T . Each test t ∈ T can be
thought of as a subset of U and its outcome coincides with the answer to the question whether the target element belongs
to t or not.
Technically, a search strategy is a search tree, i.e., a binary tree where each internal nodemaps to a test in T , and for each
element u ∈ U there is a leaf associated to u. The search strategy starts with the test associated with the root of the search
tree and then recursively proceeds following the right or left subtree according to whether the result of the test is positive
or negative. The search continues until a leaf is reached. In the worst case model the cost of the search tree is given by the
length of the longest root-to-leaf path. In the average casemodel there is aweightw(u) associatedwith each element u ∈ U ,
and the cost of the search tree is given by
∑
u∈U w(u)d(u), where d(u) is the distance from the root to the leaf associated
with u.
The complexity of the problem varies significantly according to the set of tests which are available or equivalently on the
structure they induce on the search space U . In the general case, when the set of tests is an arbitrary subset of 2U , it is well
known that the problem isNP -complete both with respect to the worst case and the average case [19]. In fact, it is known
that it is even hard to achieve an o(log n)-approximation both in the worst case [24] and in the average case [7].
For some particular cases the problem becomes easier. When the search space is a totally ordered set, and for each u ∈ U
there is a test tu = {x ∈ U | x ≤ u}, it is well known that the standard binary search procedure provides optimal solution
with respect to the worst case scenario. Also, an optimal solution with respect to the average case is provided by the Hu–
Tucker algorithm [18]. If the set of tests is the complete power set ofU (i.e., 2U ), then the strategy thatminimizes the average
cost is a Huffman tree (see, e.g., [1]).
Searching in posets. Let G be a DAG with vertex set U and let tu be the set of nodes reachable from u in G, where every u
is assumed to be reachable by u itself. If the set of objects is U and the set of tests is T = {tu | u ∈ U}, then we have the
problem of searching in a partially ordered set (poset)1.
This problem has recently attracted considerable attention [26,14,29,28,10,27,21,6]. Besides being a fundamental
problem of inherent theoretical interest, it naturally appears in the context of file system synchronization and software
testing (see, e.g., [5,28] and references therein quoted). The authors of [27] use the problems of searching in partially ordered
structures for modeling identification of faulty components in a pipeline. It is also worth mentioning that even the special
case of searching in tree-like posets can model some asymmetric communication protocols [2,4,17,22,30].
In this paper we contribute to the understanding of the computational complexity of searching in partially ordered
structures, when the average case model is considered. Searching in posets lies between searching in totally ordered sets—
which can be optimally solved in polynomial time—and searching in arbitrary structures—which is generally very hard to
approximate.
We show that even on tree-like instances finding a strategy that minimizes the weighted average number of queries to
identify a node is anNP -complete problem. On the other hand, we show that restricting the structure of the search space
to be a partially ordered structure does not change the difficulty of the average case minimization problem with respect
to the general problem. In fact, our second result is that for general posets, it is hard to approximate the weighted average
number of queries within o(log |U|). More precisely our two contributions are as follows.
NP -completeness for tree-like posets. Most of this paper is devoted to the case when the Hasse diagram of the partially
ordered set defines a tree, and we consider the problem of finding a strategy for searching in trees which minimizes the
weighted average number of tests. We prove that this problem isNP -complete even for the class of trees with diameter at
most 4. This results in a complete characterization of the problem’s complexity with respect to the parametrization in terms
of the diameter since we also show that the problem is polynomially solvable for the class of trees of diameter at most 3.
In addition, we show that the problem isNP -complete for the class of trees of degree at most 16. Again, this result is tight
in the sense that there exists an FPTAS for bounded degree trees as shown by the authors in a recent companion paper [9].
Both hardness results are obtained by fairly involved reductions from the Exact 3-Set Cover (X3C) with multiplicity 3 [16].
Our hardness results sharply contrast with the complexity of the problem in the variants where the goal is to minimize
the number of queries in the worst case, rather than minimizing the expected number of queries. This worst-case scenario
has been studied in several recent papers [5,29,28], and, independently, in the context of ranking the edges of a tree [20,11,
25,13]. It turns out that an optimal (worst-case) strategy can be found in linear time [25,28,13].2
We shall notice that before our research on this topic, the known results for the average-case minimization of the tree
search problem amounted to an O(log n)-approximation obtained by Kosaraju et al. [21] and Adler and Heeringa [3] for the
muchmore general binary identification problem; a 14-approximation algorithm obtained by two of the authors in [23] and
a polynomial algorithm for trees with degree two [18].
Approximation hardness for general posets. In the last part of the paper, we consider the case of general posets. We show that,
for every ϵ > 0, the problem of searching in partially ordered sets cannot be approximated in polynomial time within a
1 Here G is the Hasse diagram of the poset with ground set U .
2 In some more general versions of the problem, minimizing the worst-case cost also becomes hard. This is the case for searching in posets with a
maximum element [13] and for searching in multi-trees where queries have different weights [12].
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Fig. 1. (left) The input tree T; (right) a search tree D for T, where the labels of the nodes and the leaves correspond to the node in T they map to, via the A()
function.
ratio of (0.25 − ϵ) log |U| unless NP ⊆ TIME(nO(log log n)). We remark that our reduction is similar to the one used in [7]
for a more general search problem; thus, our result implies that even more structured instances of the problem considered
in [7] are hard to approximate.
2. Tree-like posets
In this section we study the complexity of searching in posets whose Hasse diagram has a tree (or a forest) structure.
Therefore, we concentrate on the following problem formulation: As input we are given a rooted tree T = (V , E)which has
a ‘hidden’ marked node and a function w : V → Z+ that gives the likelihood of a node being the one marked. In order to
discover which node of T is marked, we can perform node queries: after querying the node u we receive a yes–no answer
stating whether or not the hidden marked element is in the subtree rooted at u.
A search strategy is a procedure that decides the next query to be posed based on the outcome of the previous queries.
Every search strategy for a tree T = (V , E) (or for a forest) can be represented by a binary search (decision) tree D such that
a path from the root of D to a leaf ℓ indicates which queries should be made at each step to discover that ℓ corresponds to
the marked node. More precisely, a search tree for T is a triple D = (N, E ′, A), where N and E ′ are the nodes and edges of an
ordered binary tree and the assignment A : N → V satisfies the following properties:
(a) for every node v of V there is exactly one leaf ℓ in D such that A(ℓ) = v;
(b) [search property] if v is in the right (left) subtree of u in D then A(v) is (not) in the subtree of T rooted at A(u). For an
example we refer to Fig. 1.
Given a search tree D for T , let d(u, v) be the length (in number of edges) of the path from u to v in D. Then the cost of D,
or alternatively the weighted average number of queries of D is given by
cost(D) =
−
v∈leaves(D)
d(root(D), v)w(A(v)) .
Therefore, our problem can be stated as follows: given a rooted tree T = (V , E) and a weight functionw : V → Z+, the
goal is to compute a minimum cost search tree for T .
2.1. Preparatory material
In order to prove that the tree search problem defined above is NP -complete, we shall use a reduction from the Exact
3-Set Cover problem with multiplicity bounded by 3, i.e., each element of the ground set can appear in at most 3 sets.
An instance of the 3-bounded Exact 3-Set Cover problem (X3C) is defined by: (a) a set U = {u1, . . . , un},with n = 3k for
some k ≥ 1; (b) a familyX = {X1, . . . , Xm} of subsets of U, such that |Xi| = 3 for each i = 1, . . .m and for each j = 1, . . . n,
we have that uj appears in at most 3 sets of X. Given an instance I = (U,X) the X3C problem is to decide whether X
contains a partition of U, i.e., whether there exists a family C ⊆ X such that |C| = k andX∈C X = U . This problem is well
known to beNP -complete [16].
For our reduction it will be crucial to define an order among the sets of the family X. Any total order < on U, say
u1 < u2 < · · · < un, can be extended to a total order ≺ on X ∪ U by stipulating that: (a) for any X = {x1, x2, x3}, Y =
{y1, y2, y3} ∈ X (with x1 < x2 < x3 and y1 < y2 < y3,) the relation X ≺ Y holds if and only if the sequence x3 x2 x1
is lexicographically smaller than y3 y2 y1; (b) for every j = 1, . . . , n, the relation uj ≺ X holds if and only if the sequence
uj u1 u1 is lexicographically smaller than x3 x2 x1.We will also use the notation a ≼ b to mean that either a ≺ b or a = b.
Assume an order < on U has been fixed and ≺ is its extension to U ∪ X, as defined above. We denote by Π =
(π1, . . . , πn+m) the sequence of elements of U ∪ X sorted in increasing order according to ≺ . From now on, w.l.o.g., we
assume that according to< and≺ , it holds that u1 < · · · < un and X1 ≺ · · · ≺ Xm. For each i = 1, . . . ,m,we shall denote
the elements of Xi by ui 1, ui 2, ui 3 so that ui 1 < ui 2 < ui 3.
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Fig. 2. The tree T obtained from the instance I = ({a, b, c, d, e, d, f }, {X1, X2, X3, X4}) of 3-bounded X3C.
Example 1. Let U = {a, b, c, d, e, f }, andX = {{a, b, c}, {b, c, d}, {d, e, f }, {b, e, f }}. Then, fixing the standard alphabetical
order among the elements of U, we have that the sets of X are ordered as follows: X1 = {a, b, c}, X2 = {b, c, d}, X3 =
{b, e, f }, X4 = {d, e, f }. Then, we haveΠ = (π1, . . . , π10) = (a, b, c, {a, b, c}, d, {b, c, d}, e, f , {b, e, f }, {d, e, f }).
Example 2. Let U = {a, b, c, d, e}, and X = {{b, c, d}, {a, b, e}}. Again fixing the standard alphabetical order among
the elements of U, we have that the sets of X are ordered as follows: X1 = {b, c, d}, X2 = {a, b, e}. Then, we have
Π = (π1, . . . , π7) = (a, b, c, d, {b, c, d}, e, {a, b, e}).
Remark 1. Because of the orders we fixed and the fact that each element of U appears in at most 3 sets of X, it follows
that we cannot have more than three sets ofX appearing consecutively inΠ . This property will be important to prove the
hardness for bounded degree instances.
2.2. Hardness for trees with bounded degree
We shall first show a polynomial time reduction that maps any instance I = (U,X) of 3-bounded X3C to an instance
I′ = (T , w) of the tree search problem3, such that T has maximum degree not larger than 16 but unbounded diameter. We
will then modify such reduction and show hardness also for the case of bounded diameter.
The structure of the tree T . For each i = 1, . . . ,m the set Xi ∈ X is mapped to a tree Ti of height 1, with root ri and leaves
ti, si 1, si 2, si 3. In particular, for j = 1, 2, 3,we say that si j is associatedwith the element ui j. For i = 1, . . . ,m,we also create
four leaves ai1, ai2, ai3, ai4, and we define X˜i = {ti, si 1, si 2, si 3, ai1, . . . , ai4}. The set X˜i contains the leaves of T associated
with Xi.
We then partition the subsets ofX so that sets that are adjacent inΠ are put together. For the instance in the Example 1,
where we haveΠ = (a, b, c, X1, d, X2, e, f , X3, X4), the corresponding partition would be {{X1}, {X2}, {X3, X4}}.
Let Z = {Z1, . . . ,Zp} be the partition obtained from the input instance (U,X). For each i = 1, . . . , p, we associate
to the element Zi ∈ Z a tree Hi, defined as follows: Hi has root hi. For each j such that Xj ∈ Zi we make the root of Tj,
i.e., rj, and the leaves aj1, . . . , aj4 children of hi. Finally, we create the tree T by joining the trees Hi’s as follows: We create
nodes z1, . . . , zp and make h1 a child of z1 and for i = 2, . . . , p we make zi−1 and hi children of zi. See Fig. 2 for the tree T
corresponding to the instance in Example 1.
The fact that inΠ there are no more than three elements ofXwhich appear consecutively (see Remark 1), implies that
any Zi contains at most three elements. This gives that the maximum degree in T is at most 16.
The weights of the nodes of T . Only the leaves of T will have non-zero weight, i.e., we setw(ri) = 0, for each i = 1, . . . ,m,
as well as w(hi) = w(zi) = 0, for each i = 1, . . . , p.While defining the weight of the leaves of T it will be useful to assign
weight also to each u ∈ U . In particular, our weight assignment will be such that each leaf in T which is associated with an
element u will be assigned the same weight we assign to u.When we fix the weight of u we shall understand that we are
3 As usual, the reduction is actually to an instance of the decision version of the tree search problem, where we ask whether there exists a decision
(or search) tree for the given instance, whose cost is not larger than a given threshold.
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(a) Sequential search tree for
{ti, si3, si2, si1}.
(b) Configuration DAi . (c) Configuration D
B
i .
Fig. 3. A sequential tree for the leaves of Ti and the A and B-configurations for X˜i .
fixing the weight of all leaves in T associated with u.We extend the functionw() to sets, so the weight of a set is the sum of
the weights of its elements. Also, we define the weight of a tree as the sum of the weights of all its nodes.
The weights will be set in order to force any optimal search tree for (T , w) to have a specific structure. The following
notions of Configuration and Realization will be useful to describe such a structure of an optimal search tree. In describing
the search tree we shall use qν to denote the node in the search tree under consideration that represents the question about
the node ν of the input tree T . Moreover, we shall, in general, only be concerned with the part of the search tree used to
identify the nodes of T of non-zero weight. It should be clear that the search tree can be easily completed by appending the
remaining queries at the bottom.
Definition 1. Given leaves ℓ1, . . . , ℓκ of T , a sequential search tree for ℓ1, . . . , ℓκ is a search tree of height κ whose left path
is qℓ1 , . . . , qℓκ . This is the strategy that asks about one leaf after another until they have all been considered. See Fig. 3(a) for
an example.
Configurations and realizations of Π . For each i = 1, . . . ,m, let DAi be the search tree with root qri , with right subtree
being the sequential search tree for ti, si 3, si 2, si 1, and left subtree being a sequential search tree for (some permutation of)
ai1, . . . , ai4.We also refer to DAi as the A-configuration for X˜i.
Moreover, let DBi be the search tree with root qti and left subtree being a sequential search tree for (some permutation of)
ai1, . . . ai4.We say that DBi is the B-configuration for X˜i. See Fig. 3(b) and (c).
Definition 2. Given two search trees D1,D2, the extension of D1 with D2 is the search tree obtained by appending the root
of D2 to the leftmost leaf of D1. The extension of D1 with D2 is a new search tree which implements the same search strategy
as D1 and in case of all NO answers continues following the strategy represented by D2.
The following definition, introduces the concept of realization as a special type of search tree which will constitute a key
ingredient in our hardness proof.
Definition 3. Fix Y ⊆ X. For each i = 1, . . . n + m, a realization of πi . . . πn+m with respect to Y is defined recursively4 as
an extension of a realization of πi+1, . . . πn+m w.r.t. Y with another tree D′ chosen according to the following two cases:
Case 1. If πi = uj, for some j = 1, . . . , n, then D′ is any (possibly empty) sequential search tree for the leaves of T that are
associated with uj and are not queried in the realization of πi+1 . . . , πn+m.
Case 2. If πi = Xj, for some j = 1, . . . ,m, then D′ is either DBj or DAj according to whether Xj ∈ Y or not.
Remark 2. Notice that according to the above definition, for a fixed Y ⊆ X a realization of Π with respect to Y is not
uniquely defined because of the freedom in choosing the order of the sequential search tree, whenever Case 1 applies.
Remark 3. Strictly speaking, a realization does not precisely coincides with a search tree, since it does not include queries
necessary to identify nodes of the input tree of zero weight. By abusing notation, we shall say that a search tree D is a
realization of Π with respect to Y ⊆ X whenever D can be obtained as the extension of a tree D∗ by appending at the
bottom queries necessary to identify the nodes of zero weight, and D∗ a realization of Π w.r.t. Y ⊆ X. This abuse of the
term realization is motivated by the fact that the only parts of the search tree D contributing to its cost are the root-to-leaf
path in the subtree D∗.
We denote by DA the realization ofΠ w.r.t. the empty family, i.e., Y = ∅. Figs. 6 and 7 show several realizations for the
Example 1, including the basic realization DA.
The way we are going to fix the weights will allow us to determine whether a given Y ⊂ X is an exact cover for the
X3C instance or not, according to whether the cost of a realization of Π w.r.t. Y is upper bounded by the cost of the basic
4 For sake of definiteness we set πn+m+1 = ∅ and the realization of πn+m+1 w.r.t. Y to be the empty tree.
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realizationDA minus half of the total cost of the elements ofU . This result is given by Lemma1. Subsequently, in Lemma2,we
will show that every optimal solution for the tree search instance (T , w), that we have constructed from the 3XC instance,
is a realization ofΠ w.r.t. some familyY ⊆ X. This will complete the reduction from X3C and provide the desired hardness
result for our tree search problem.
Some properties of the realizations ofΠ . Let D∗ be a search tree which is a realization ofΠ with respect to some Y ⊆ X.
For each i such that Xi ∈ Y and for each j = 1, 2, 3, we define d(Y, Xi, si j) as the difference between the level of the node
qsi j in D
∗ and the level of the same node in a realization of Π w.r.t. Y \ {Xi}. In addition, for each u ∈ U define Wu as the
total weight of all sets X˜ℓ such that Xℓ precedes u inΠ . In formulas, we defineWu =∑ℓ:Xℓ≺uw(X˜ℓ). We have the following
proposition.
Proposition 1. Fix a weight function w such that w(ν) = 0 for each internal node ν of T . Let D∗ be a search tree which is a
realization ofΠ w.r.t. some family Y ⊆ X. Then, the difference between the cost of DA and D∗ can be expressed as follows
cost(DA)− cost(D∗) =
−
i:Xi∈Y

w(ti)− (Wui 1 +Wui 2 +Wui 3)−
3−
j=1
d(Y, Xi, si j)w(ui j)

. (1)
Proof. In order to show (1) we can imagine turning D∗ into DA in two phases. In phase 1, we turn D∗ into a tree Daux as
follows: for each i such that Xi ∈ Y, and for each j = 1, 2, 3, we remove from D∗ the right child of the node qsi j .We will
refer to these nodes qsi j of D
aux which do not have a right child, as the virtual nodes of Daux, as they will be removed in the
next phase5. In addition, still for each i such that Xi ∈ Y, we replace the configuration DBi with DAi .With these changes, for
each i such that Xi ∈ Y we have a positive cost difference ofw(ti) due to the fact that the leaf related to ti in DAi is one level
further down than it is in DBi .Moreover, for each j = 1, 2, 3 we have a negative cost difference due to the fact that each leaf
si j is moved d(Y, Xi, si j) levels up. In total the difference in cost after the changes in phase 1 is
cost(Daux)− cost(D∗) =
−
i:Xi∈Y

w(ti)−
3−
j=1
d(Y, Xi, si j)w(ui j)

. (2)
At the end of phase 1, in the tree Daux we have correctly removed all the B-configurations which were in D∗, but we still
have the virtual nodes—Fig. 6 shows for the instance in Example 1, the realizations DA and D∗ with respect to Y = {X3, X4}
together with the intermediate tree Daux,where the virtual nodes are shown dashed and blurred.
In phase 2, in order to obtain DA from Daux, we remove these virtual nodes one at a time and for each such removal we
pull up the part of the tree which is below this node. This means that for each i such that Xi ∈ Y and for each j = 1, 2, 3 we
have to move up one level all the nodes in X˜κ for each κ such that Xκ ≺ ui j. Therefore, we have a total additional difference
in cost equal to
cost(DA)− cost(Daux) = −
−
i:Xi∈Y

Wui 1 +Wui 2 +Wui 3

. (3)
Putting together the contributions in Eqs. (2) and (3) we have the desired result. 
Wewill define the weights for the leaves of T in such a way that the right hand side of (1) is maximized when Y is an exact
cover. For that we need to understand the value of d(Y, Xi, sij).
In general, the value of d(Y, Xi, si j) depends on the structure of the realization ofΠ w.r.t. Y \ {Xi}; in particular, on the
length of the sequential search trees for the leaves associated to those uκ ’s which appear inΠ between Xi and ui j.
In Fig. 7 the search tree D∗ is the realization of Π w.r.t. Y = {X3, X4}, for the instance in Example 1. In the figure, the
distance d(Y, X3, s3 3) is explicitly indicated by providing the realization ofΠ w.r.t. Y \ {X3} and showing the difference in
levels for the node qs3 3 . The same is shown for d(Y, X4, s4 3).Notice that s3 3 and s4 3 are nodes of T which are both associated
to the element f ∈ U . Therefore, since both X4 and X3 are in Y, in the realization D∗ the questions qs3 3 and qs4 3 appear both
in the sequential search tree for π7 = f . It is instructive to observe that in the computation of the distance d(Y, X3, s3 3),
the level occupied by the node s4 3 in D∗ has to be taken in account, whilst the converse is not true, i.e., in the computation
of d(Y, X4, s4 3) the presence of qs3 3 in the sequential tree for π7 is not significant.
In general, when Y is an exact cover, each such sequential search tree has length one. In such cases we have an exact
estimate of d(Y, Xi, si j) for each i and j. In fact, we have the following result.
Proposition 2. Let D∗ be a search tree which is a realization ofΠ w.r.t. some Y ⊆ X. Let indices 1 ≤ i ≤ m and 1 ≤ j ≤ 3 be
such that (i) Xi ∈ Y and (ii) if ui j ≺ u, then u belongs to exactly one set X ∈ Y. Then,
d(Y, Xi, si j) ≥ j− 5+ |{uκ : ui j ≺ uκ ≺ Xi}| + 5 · |{Xκ : ui j ≺ Xκ ≼ Xi}|. (4)
Moreover, (4) holds with equality only if qsi j is the root of the sequential search tree induced in D
∗ by the qsi′ j′ such that ui′ j′ = ui j
and Xi′ ∈ Y.
5 Note that Daux is not a regular search tree, since the virtual nodes violate the search property.
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Proof. Fix indices i and j satisfying the hypotheses. Let D′ be a realization forΠ w.r.t. Y \ Xi. In D′ the node qsi j associated
to ui j appears within the A-configuration for X˜i. In particular, if ℓ is the level of the root of the A-configuration for X˜i, in D′,
then the node qsi j is at level ℓ+ (5− j) in D′.
In the realization D∗, we have the B-configuration for X˜i. The root of this configuration is also at level ℓ, since changing
a configuration from A to B only affects the part of the tree which is below it. Also, in D∗, the node qsi j appears within the
sequential search tree Dˆ to which the element of Π associated to ui j is mapped. Notice that Dˆ is precisely the sequential
search tree induced in D∗ by the qsi′ j′ such that ui′ j′ = ui j and Xi′ ∈ Y. Let ℓˆ0 be the level of the root of Dˆ in D∗ and ℓˆ be the
level of qsi j within such sequential search tree. Therefore, in D
∗, the node qsi j is at level ℓˆ0 + ℓˆ.
Following Definition 3, between levels ℓ and ℓˆ0 in D∗ there are only nodes associated with elements of some πκ s.t.
uij ≺ πκ ≼ Xi.More precisely, for each uκ s.t. uij ≺ uκ ≺ Xi, by (ii), there is exactly 1 level corresponding to the sequential
search tree for the only leaf associated with uκ ; and for each Xκ s.t. uij ≺ Xκ ≼ Xi there are exactly 5 levels, corresponding
to the left path of the A or B-configuration for X˜κ .
Putting things together, we have that
d(Y, Xi, si j) = (ℓˆ0 + ℓˆ)− (ℓ+ 5− j) = j− 5+ |{uκ : ui j ≺ uκ ≺ Xi}| + 5 · |{Xκ : ui j ≺ Xκ ≼ Xi}| + ℓˆ,
which completes the proof. 
For each i = 1, . . . ,m, and j = 1, 2, 3,we now define δ(i, j) to be equal to the right hand side of Eq. (4), i.e.,
δ(i, j) = j− 5+ |{uκ : ui j ≺ uκ ≺ Xi}| + 5 · |{Xκ : ui j ≺ Xκ ≼ Xi}|.
Note that this quantity is well defined for each i = 1, . . . ,m and j = 1, 2, 3, i.e., in particular also for those pair of indices
which do not satisfy the hypotheses of Proposition 2. In fact, the quantity δ(·, ·) will play a key role in the definition of the
weight functionw,which we are now going to provide precisely.
The weights for the leaves of T . We start with w(u1) = 1. Then, we fix the remaining weights inductively, using the
sequenceΠ in the following way: let i > 1 and assume that for each i′ < i the weights of all leaves associated with πi′ have
been fixed. By the leaves associated with πi′ we mean the leaves in X˜j, if πi′ = Xj for some Xj ∈ X, or the leaves associated
with u if πi′ = u for some u ∈ U .We now proceed according to the following two cases:
Case 1. πi = uj, for some j ∈ {2, . . . , n}. Then, we setw(uj) = 1+ 6max{|T |3w(uj−1),Wuj},where |T | denotes the number
of nodes of T .
Case 2. πi = Xj, for some j ∈ {1, . . . ,m}. Note that in this case the weights of the leaves sj 1, sj 2, sj 3 have already been
fixed, respectively tow(uj 1), w(uj 2), andw(uj 3). This is because we fix the weights following the sequenceΠ and we have
uj 1 ≺ uj 2 ≺ uj 3 ≺ Xj. In order to define the weights of the remaining elements in X˜j we set w(aj1) = · · · = w(aj4) =
Wuj 1 +Wuj 2 +Wuj 3 +
∑3
κ=1 δ(j, κ)w(uj κ). Finally, we setw(tj) = w(aj1)+ w(Xj)/2.
Remark 4. For each i = 1, . . . , n + m, let w(πi) denote the total weight of the leaves associated with πi. It is not hard to
see, e.g., by induction, that for each i we have w(πi) = O(|T |)3i. Therefore we have that the maximum weight is not larger
thanw(πm+n) = O(|T |)3(m+n). It follows that we can encode all the weights using O(|T |(n+m) log |T |) bits, hence the size
of the instance (T , w) is polynomial in the size of the X3C instance I = (U,X).
Two key lemmas: realizations, exact covers, and optimal search trees. Recall now the definition of the search tree DA. Let
Y ⊆ X and D∗ be a search tree for (T , w),which is a realization ofΠ w.r.t. Y. Eq. (1) and the definition ofw(ti) yield
cost(DA)− cost(D∗) =
−
i:Xi∈Y

w(Xi)
2
+
3−
κ=1
(δ(i, κ)− d(Y, Xi, si κ)) w(ui κ)

. (5)
It will be convenient to rewrite the right-hand-side of the above expression in terms of the contribution of the elements
in U . To this aim, let us define for each j = 1, . . . , n, the quantity
∆(uj) =

−1
2
if uj ∉ Xi for each Xi ∈ Y,−
i:Xi∈Y
κ:ui κ=uj
δ(i, κ)− d(Y, Xi, si κ) otherwise.
Using this, Eq. (5) becomes
cost(DA)− cost(D∗) =
n−
j=1

1
2
+∆(uj)

w(uj), (6)
In addition, as a direct consequence of Proposition 2 we have the following.
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Proposition 3. Let D∗ be a search tree which is a realization of Π w.r.t. some Y ⊆ X and let j∗ ∈ {1, . . . , n}. Then we have:
(i)∆(uj∗) ≤ 3|T |; (ii) If for each j > j∗ the element uj belongs to exactly one set in Y, then,∆(uj∗) ≤ 0.Moreover,∆(uj∗) = 0
holds if and only uj∗ also belongs to exactly one set in Y.
Proof. Recall that by definition of the 3-bounded X3C problem, for each j, there are at most 3 sets in X containing uj.
Moreover, for any i and κ the difference δ(i, κ) − d(Y, Xi, si κ) is a difference of levels in D∗, and can be bounded by |T |.
Hence, we can bound∆(uj) by 3|T |, for any j = 1, . . . , n.
Now let j∗ satisfy the hypothesis of (ii). If uj∗ does not belong to any set inY, then the claim holds because∆(j∗) = −1/2.
Otherwise, let L = {(i, κ) | ui κ = uj∗ and Xi ∈ Y}. Then for each (i, κ) ∈ L, the node qsi κ appears in the sequential search
tree associated to the element π ∈ Π such that π = uj∗ . Let (i∗, κ∗) ∈ L be such that qsi∗ κ∗ is the root of such sequential
search tree for π. Then, by Proposition 2, we have
δ(i∗, κ∗)− d(Y, Xi∗ , si∗ κ∗) = 0, and
−
(i,κ)∈L\{(i∗,κ∗)}
(δ(i, κ)− d(Y, Xi, si κ)) < 0.
The desired result now directly follows by observing that∆(uj∗) =∑(i,κ)∈L (δ(i, κ)− d(Y, Xi, si κ)) . 
Using this proposition we can prove that the right hand side of Eq. (6) is maximized when Y is an exact cover.
Lemma 1. Let Y ⊆ X and D∗ be a search tree for (T , w), which is a realization of Π w.r.t. Y. We have that cost(D∗) ≤
cost(DA)− 12
∑
u∈U w(u) if and only if Y is a solution for the X3C instance I = (U,X).
Proof. We start proving the only if part. Assume that cost(DA) − cost(D∗) ≥ 12
∑
u∈U w(u).We shall use induction on j to
prove the following claim: For each j, . . . , 1 there exists exactly one X ∈ Y, such that uj ∈ X .
Fix j∗ ≤ n and assume that for every j > j∗ it holds that there exists exactly one X ∈ Y such that uj ∈ X . By means of
contradiction, let us assume that the claim does not hold for j∗.
Hence, by Proposition 3(ii) we have ∆(uj) = 0, for each j > j∗. Moreover, by Proposition 3(i) for each j < j∗ we have
∆(uj) ≤ 3|T |. Therefore, from (6) we obtain
cost(DA)− cost(D∗) ≤
−
j>j∗
w(uj)
2
+

1
2
+∆(uj∗)

w(uj∗)+
−
j<j∗

1
2
+ 3|T |

w(uj).
By the definition of the weights, for each j < j∗ it holds thatw(uj) < w(uj∗)/6|T |3. Thus, we obtain:−
j<j∗

1
2
+ 3|T |

w(uj) < 3(j∗ − 1)(|T | + 1/2)w(uj∗)6|T |3 <
w(uj∗)
2
.
Then, we have
cost(DA)− cost(D∗) <
−
j>j∗
w(uj)
2
+

1
2
+∆(uj∗)

w(uj∗)+ w(uj∗)2 .
Finally, recall that we are assuming (for the sake of the contradiction) that either there is no i ∈ {1, . . . ,m} such that
uj∗ ∈ Xi ∈ Y; or there is more than one i such that uj∗ ∈ Xi ∈ Y. Then, by Proposition 3(ii) and the definition of ∆(·), we
have that∆(uj∗) ≤ −1/2. Hence, we have
cost(DA)− cost(D∗) <
−
j>j∗
w(uj)
2
+ w(uj∗)
2
<
−
u∈U
w(u)
2
,
which provides the desired contradiction. This also concludes the inductive argument and the proof of the only if part.
In order to prove the if part of the statement we notice that if Y is a solution for I then for each j = 1, . . . , n there exists
exactly one index i such that Xi ∈ Y and uj ∈ Xi. Then, the desired result follows directly by Eq. (6), and by the fact that in
this case Proposition 3(ii) yields∆(uj) = 0, for each j = 1, . . . , n. 
In order to complete our hardness proof, we need to characterize the cost of optimal search trees in terms of realizations
ofΠ . In fact, we can show that optimal search trees for (T , w) coincide with realizations ofΠ . For that, we need a simple
local property of optimal search trees that will be employed a couple of times throughout the proof.
Let D be a search tree for (T , w) and let q be some node in D. We use Dq to denote the subtree of D that includes q and
all its descendants. Note that Dq is a search tree for the subtree of T induced by the nodes associated with the leaves of Dq.
We refer to such a subtree as the underlying subtree of Dq. Let T1 and T2 be two disjoint subtrees of a tree T . We say that T1
and T2 are adjacent if and only if there is a node u in T1 and a node v in T2 such that u and v are adjacent in T . We have the
following result.
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Fig. 4. An example of the subtrees involved in Proposition 4.
Proposition 4. In an optimal search tree D for (T , w), let q ≠ root(D) be an internal node, and let qv be its parent. Let D1 be the
subtree rooted at the sibling of q and let T1 be the underlying subtree of D1. In addition, let D2 be the subtree rooted at one of the
children of q and whose underlying subtree is not adjacent to T1. Then,w(D1) ≥ w(D2), wherew(D1), resp.w(D2), is the sum of
the weights of all leaves in D1, resp. D2.
Proof. Let T2 be the underlying tree ofD2. LetD3 be the subtree ofD rooted at the sibling ofD2’s root, and T3 be the underlying
tree of D3.We refer to Fig. 4 for an example.
By denoting with Tqv the underlying tree of Dqv , we have that the queries qv and q partition the Tqv into the three parts
T1, T2 and T3,where the search is performed according to the search trees D1,D2 and D3 respectively.
Consider the search tree D′q for Tqv , representing the alternative strategy that starts with asking q, i.e., testing whether
the marked node is in T2 or in T1 ∪ T3. In the former case, the strategy proceeds according to D2. In the latter case, i.e., if
the marked node is in T1 ∪ T3, the strategy asks qv, inquiring whether the marked node is in T1 or in T3. According to the
answer, the strategy proceeds according to D1 or D3, respectively.
We have that D′q uses one question more than Dqv for each node in T1. In fact, each such node is identified after asking
q, qv and then following D1,whilst in Dqv , the search used query qv and then D1.
Conversely, D′q uses one question less than Dqv for each node in T2. In fact, each such node is identified via the query q
and then the search tree D2,whilst in Dqv in order to identify such a node, the query qv was first asked, then q and then the
queries in D2.
Finally for each node in T3, the search trees D′q and Dqv use the same number of queries. In particular, in D′q a node in T3
is identified via the query q followed by query qv and then by the queries in D3, whilst in Dqv , a node in T3 is identified via
asking query qv followed by q and then by the queries in D3.
Let D′ be the search tree obtained by substituting in D, the subtree Dqv with D′q. By the above discussion we have that D′
and D only differ in the amount of queries they use to identify nodes in T1 ∪ T2. In particular D′ uses one more query than D
for nodes in T1 and D uses one more query than D′ for nodes in T2. Therefore, by using the assumption that D is an optimal
search tree, we have
0 ≤ cost(D′)− cost(D) = w(T1)− w(T2) = cost(D1)− cost(D2),
which gives the desired result. 
Lemma 2. Any optimal search tree for the instance (T , w) is a realization ofΠ w.r.t. some Y ⊆ X.
Proof. Let D be an optimal search tree for (T , w). We show by induction on decreasing values of i that for i = n+m, . . . , 1
there is a node ℓi such that D−Dℓi is a realization of πi . . . πn+m w.r.t. someY ⊆ X. The case i = 1 then shows that there is
a subtree D∗ of Dwhich is a realization of π1, . . . πn+m w.r.t. some Y ⊆ X. Since the remaining part of D can only take care
of the identification of nodes of T of zero weight, according to Remark 3 the claim is proved.
The argumentation naturally includes the base case i = n+m. Fix i ∈ {1, . . . , n+m} and assume (induction hypothesis)
that the claim holds for i+ 1, i.e., there exists a node ℓi+1 such that D− Dℓi+1 is the realization of πi+1 . . . πn+m w.r.t. some
Y ⊆ X.We consider the subtree D′ = Dℓi+1 (or D′ = D in case of i = m+ n) and show (induction step) that the following
holds: (i) If πi = Xj for some j ∈ {1, . . . ,m} then the top part of D′ is either an A-configuration or a B-configuration for X˜j.
In the former case, this implies that the top part of D is a realization of πi, . . . , πn+m w.r.t. Y, and in the latter case it is a
realization of πi, . . . , πn+m w.r.t. Y ∪ {Xj}. (ii) If πi = uj for some j ∈ {1, . . . , n} then the top part of D′ is a (possibly empty)
sequential search tree for the leaves of T that are associated with uj and are not queried in the realization of πi+1 . . . , πn+m.
Hence, the top part of D is a realization of πi, . . . , πn+m w.r.t. Y.
Let T ′ be the underlying subtree of D′.We proceed according to the above two cases.
Case 1. πi = Xj, for some j = 1, 2, . . . ,m.
In this case, the induction hypothesis implies that each leaf in T ′ corresponds to an element u ∈ U such that u ≺ Xj, or
to ℓ′ ∈ X˜j′ with Xj′ ≼ Xj.
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Observe that in D′, the node qrj is either an ancestor of qtj or vice versa, since there is no question for which qrj and qtj end
up in different subtrees. Among these two nodes, denote with qrt the one being the ancestor. By means of Proposition 4, we
have the following claims, whose proofs, are deferred to the Appendix A.
Claim 1. Each node in the set S := {qaj1 , qaj2 , qaj3 , qaj4 , qrt} satisfies the property that it is either the root of D′ or its parent is
also in S.
Claim 2. Node qrt cannot have a node from {qaj1 , qaj2 , qaj3 , qaj4} as its parent.
Claim 3. The optimal search tree for Tj is the sequential search tree for tj, sj3, sj2, sj1.
By Claims 1 and 2, it follows that the root of D′ is either qrj or qtj .Moreover, in either case, because of Claim 1, we have
that the top part of the subtree of D′ rooted at the left child of its root must be a sequential search tree for some permutation
of aj1, aj2, aj3, aj4.
Finally, if the root of D′ is qrj then the subtree rooted at its right child is a search tree for Tj. Due to the optimality of D
′
such search tree must be of minimum cost, hence, by Claim 3, it is the sequential search tree for tj, sj3, sj2, sj1.
These observations show that the top part of D′ is either an A-configuration or a B-configuration for X˜j. Accordingly, if
we choose ℓi as the left child of qaj4 , we have that D − Dℓi is a realization of πi, . . . , πn+m with respect to Y or Y ∪ {Xj},
respectively.
Case 2. πi = uj, for some j ∈ {1, 2, . . . , n}.
Let us consider the set of leaves L of T which are associated with uj and such that they are not queried in D − D′. Since
D − D′ is a realization of πi+1 . . . πn+m, the leaves of T ′ − L are either inX≺uj X˜ or are associated with uj′ for some j′ < j.
Because of the way we defined the weights of the leaves in T , it follows that the total weight of the leaves in T ′ − L can be
upper bounded as follows:w(T ′ − L) ≤ Wuj + |T | · w(uj−1) < w(uj)/3.
Assume, for contradiction, that the top part ofD′ is not a sequential search tree for L. Recall that our assumption regarding
the number of occurrences of each element in the set cover instance implies that L has a cardinality of at most three.
Therefore, we have that in D′ the sum of the depths of the leaves corresponding to elements of L is at least (1+ . . .+|L|)+1.
This can be easily verified for each |L| = 1, 2, 3.
D′ can be turned into a search tree D¯ for T ′ − L by simply removing the queries to the elements of L. The search tree D¯
does not contain anymore the leaves associated to elements of L, and the depth of the leaves associated to nodes of T ′− L is
not larger than in D′. Therefore,
cost(D′)− cost(D¯) ≥ ((1+ . . . , |L|)+ 1) · w(uj) . (7)
Let D∗ be the extension (recall Definition 2) of the sequential search tree for L with D¯. Notice that D∗ is a search tree for
T ′ and for each node in T ′ − L, the associated leaf in D∗ appears |L| levels further down than in D¯. Moreover, since in D∗
all the element of L are queried at the very top, the total weighted depth of the leaves associated to nodes in L is given by
(1+ . . .+ |L|)w(uj). Therefore, we have
cost(D∗)− cost(D¯) = (1+ . . .+ |L|)w(uj)+ |L|w(T ′ − L). (8)
The inequalities (7) and (8) together with |L| ≤ 3 give
cost(D∗)− cost(D¯) ≤ (1+ . . .+ |L|)w(uj)+ |L|w(T ′ − L)− (1+ 1+ · · · + |L|)w(uj) ≤ 3w(T ′ − L)− w(uj) < 0,
where the last inequality follows because of w(T ′ − L) < w(uj)/3.We then obtain cost(D∗) < cost(D′), which contradicts
the optimality of D′ for (T ′, w).
We have shown that the top part of D′ is a sequential search tree for the leaves in L. Thus, the extension of D − D′ with
the sequential search tree for the leaves in L is a realization of πi, . . . , πn+m w.r.t Y. 
As a consequence of this lemma, we have that if there exists a search tree for (T , w) of cost at most cost(DA) −
1
2
∑
u∈U w(u), then there exists a search tree which is a realization ofΠ w.r.t. some Y ⊆ X, and whose cost is also upper
bounded by cost(DA) − 12
∑
u∈U w(u). By Lemma 1 this implies that Y is an exact cover for the 3-bounded X3C instance
I = (U,X).
In other words, if there exists a search tree of cost at most cost(DA)− 12
∑
u∈U w(u), for the tree-search instance (T , w),
that we construct from the 3-bounded X3C instance I, then we can conclude that there is an exact cover for the instance
I. Conversely, the existence of an exact cover for I implies, by Lemma 1, the existence of a search tree of cost at most
cost(DA)− 12
∑
u∈U w(u) for (T , w).
This together with theNP -completeness of 3-bounded X3C [16] and Remark 4 implies the following.
Theorem 1. The search tree problem isNP -complete in the class of trees of degree at most 16.
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Fig. 5. The bounded diameter tree T b obtained from the 3-bounded X3C instance I = ({a, b, c, d, e, d, f }, {X1, X2, X3, X4}).
2.3. Hardness for trees with bounded diameter
We can adapt the proof in the previous section to show that the search tree problem isNP -complete even for bounded-
diameter trees. For that, we modify the input tree. Recall the definitions of the subtrees Tj and the leaves aj1, . . . , aj4
( j = 1, . . . ,m) given for the construction of the tree T in the previous section. We now create a new tree T b as follows.
The root of T b is denoted by r. For each i = 1, . . . ,m,wemake ri (the root of Ti) and ai1, . . . , ai4, all children of r. See Fig. 5
for the tree T b corresponding to the instance in Example 1.
The diameter of the tree T b obtained by the above construction is easily seen to be exactly 4.
Regarding the weight function, we keep for the nodes and leaves of T b the weight defined for the corresponding nodes
and leaves in the tree T . In addition we setw(r) = 0.
It turns out that the following alternative form of Lemma 2 holds for the new instance (T b, w).
Lemma 3. There exists an optimal search tree for the instance (T b, w) which is a realization ofΠ w.r.t. some Y ⊆ X.
Proof. Let OPT (T b) and OPT (T ) denote the cost of an optimal search tree for the instances (T b, w) and (T , w) respectively.
Notice that every search tree for T b is also a search tree for T . From this it follows that the cost of an optimal search tree for
T b is not smaller than the cost of an optimal search tree for T , i.e., OPT (T b) ≥ OPT (T ).
Now, let D be an optimal search tree for T , i.e., cost(D) = OPT (T ). By Lemma 2 it follows that D is a realization ofΠ w.r.t.
some Y ⊆ X. It is easily verified that the realization D is also a valid search tree for T b, hence cost(D) ≥ OPT (T b).
Putting together the above observation, we have: OPT (T b) ≥ OPT (T ) = cost(D) ≥ OPT (T b). Then, clearly all inequalities
must hold with equality, and, in particular, the realization D is an optimal search tree for T b. 
Now, proceeding exactly like for the bounded degree case, we have that the previous lemma together with Lemma 1, the
NP -completeness of 3-bounded X3C [16] and Remark 4 implies the following.
Theorem 2. The search tree problem isNP -complete in the class of trees of diameter at most 4.
Trees of diameter atmost 3.Note that this result is tight. In fact, for trees of diameter at most 3 the problem is polynomially
solvable, as shown in Theorem 3 below. For this purpose, we find it more convenient to employ a change of perspective on
the type of queries allowed. It is not hard to see that given a tree T with root r and a node u ∈ T \ {r}, with parent node
v, the query qu can be interpreted as an edge query on the edge (v, u) asking whether the target node is in the connected
component of T − (u, v) containing u or in the connected component of T − (u, v) containing v. In the following theorem
we shall use this perspective and talk about edge queries.
Theorem 3. The search tree problem can be solved in polynomial time for instances of diameter at most 3.
Proof. First consider an instance (T , w) of our search problem where T has diameter two, i.e., it is a star. It is easy to show
that in an optimal search tree the edgesmust be queried according to theweight of the leaf they are incident to, in decreasing
order. For otherwise, by Proposition 4 exchanging the order of two queries which do not appear in the decreasing order of
the weight of the associated leaf, we decrease the cost of the resulting search tree, violating the assumption of optimality.
Thus, an optimal search tree for (T , w) can be built based on any sorting algorithm in O(n log n).
Now assume that T has diameter three. Notice that the only possible structure for T is the following: there are two nodes
r and r ′ joined by an edge and all other nodes are either adjacent to r or to r ′. Let us call er the edge between r and r ′ and
for each node v ∉ {r, r ′}we denote by ev the unique edge incident on v.
Let ℓ (ℓ′) be the heaviest leaf among those adjacent to r (r ′). Let D be an optimal search tree. It should not be difficult to
see that the root of D, henceforth denoted by root(D),must query one of the edges in the set {er , eℓ, eℓ′}. This can be proved
using again the exchange argument in Proposition 4, as in the case of the star graph considered above. If the root of this
(optimal) search tree is assigned to er then one of its subtrees is an optimal search tree for the star centered at r ′ and the
other subtree is an optimal search tree for the star centered at r. If root(D) is assigned to eℓ (eℓ′ ) then one subtree is a leaf
assigned to ℓ (ℓ′) and the other subtree is an optimal search tree for T − ℓ ( T − ℓ′).
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Fig. 6. Realizations of Π for the instance in Example 1: the basic realization DA only containing A-configurations (left); the realization of Π w.r.t.
Y = {X3, X4} (right) together with the intermediate tree Daux used in the proof of Proposition 1, the virtual nodes are shown dashed and blurred.
Consider the recursion tree of the above procedure; notice that every subproblem (T ′, w) has a specific structure: T ′ is
the subtree of T induced by nodes r , r ′, the i lightest neighbors of r and the j lightest neighbors of r ′ (for some i, j). Employing
a Dynamic Programming strategy together with an O(n log n) preprocessing for the two stars centered at r and r ′, it is not
difficult to see that each of these O(n2) problems can be solved in O(1) time. This gives an O(n2) algorithm for finding an
optimal search tree for (T , w). 
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Fig. 7. Realizations of Π for the instance in Example 1: (center) the realization D∗ w.r.t. Y = {X3, X4}; (right) the distance function d(Y, X4, s4 3) as a
difference between the level of s4 3 in D∗ and its level in the realization w.r.t Y \ {X4}; (left) the distance function d(Y, X3, s3 3) as a difference between the
level of s3 3 in D∗ and its level in the realization w.r.t Y \ {X3}. Since both s3 3 and s4 3 are associated to the element f of U, exactly for one of them, the
distance satisfies (4) with equality (Proposition 2), namely for d(Y, X4, s4 3).
3. Searching in general posets: hardness of approximation
In this section we consider the more general problem of searching in partially ordered sets. More precisely, as input
we have a finite partially ordered set (U, <) with a ‘hidden’ marked element and a function w : U → Z+ that gives the
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likelihood of an element being the one marked. In order to discover which element of U is marked we can perform element
queries: after querying the element u ∈ U we receive an answer stating that u∗ ≤ u or u∗ ≰ u, where u∗ is the marked
element. Again our goal is to find a search tree D for this identification problem which minimizes cost(D). We remark that
the problem of searching in trees considered in the previous section is a particular case of the above problem where the
Hasse diagram of (U, <) is an arborescence. We show next that, for every ϵ > 0, the problem of searching in partially
ordered sets cannot be approximated in polynomial timewithin a ratio of (0.25−ϵ) log |U| unlessNP ⊆ TIME(nO(log log n)).
A Set Cover instance is defined by the pair (X, S), where X = {x1, . . . , xn} is the non-empty ground set and S ⊆ 2X with
S∈S S = X is the family of covering sets. We assume from now on that |S| = O(n2) and remark that these instances are
NP-hard to approximate within log n− ϵ for any ϵ > 0 unlessNP ⊆ TIME(nO(log log n)) [15].
Now we describe a reduction of the Set Cover problem to the problem of searching in posets. Given a Set Cover instance
(X, S), we construct the following instance (U, <,w) to our search problem. The set U has an element vi for each xi ∈ X ,
an element sj for each set Sj ∈ S and one extra element r . The partial order< satisfies vi < r for all i, vi < sj for all xi ∈ Sj,
and these are the only comparable distinct pairs of elements. The weight function w assigns weight 1 to r and weight 0 to
every other element of U .
Now we relate the solutions for these instances. Let OPTP and OPTSC be respectively the optimal value for the search
problem and the Set Cover problem instances.
Lemma 4. OPTP ≤ OPTSC + 1.
Proof. Consider a cover C = {Si1 , Si2 , . . . , Sik} for the instance (X, S). We construct a search tree D for (U, <,w) with cost|C |+1 as follows. First, make the leftmost path ofD contain the tests relative to si1 , si2 , . . . , sik , r in this order; then complete
D to form a valid search tree.
To analyze the cost of D notice that the fact that {Si1 , Si2 , . . . , Sik} is a cover implies that the internal node in D associated
to r has no descendant leaf associated to a vi. Then we have that the right child of the internal node associated to r is a leaf
associated to r and hence cost(D) = |C | + 1. The result then follows immediately. 
Lemma 5. OPTSC ≤ OPTP .
Proof. Let D be a solution for the instance (U,≤, w). Let P be the path of D from its root to the its leaf associated to r .
We claim that for each element xi ∈ X , there is a node in P which either: (i) corresponds to the query vi or (ii) corresponds
to a query sj such that vi < sj. To see this, consider some xi and let u ∈ P be the lowest common ancestor between the leaves
associated to r and vi. By definition of u, it cannot be that these leaves are both in the right or left subtree of u, thus by
construction of (U,≤) the query in umust be either vi or sj satisfying vi < sj.
Now we construct a cover C from D as follows. For each xi ∈ X , we see in which case of the previous claim it falls: if xi
falls in case (i) we add to C any set in S which contains xi; if it falls in case (ii) then we consider a query sj in P such that
vi < sj and add Sj to C . By construction, C is a cover with as many elements as nodes in P . Thus, the definition of w gives
that |C | = cost(D). The lemma then follows immediately. 
To conclude the analysis suppose there exists a search tree D for the instance (U, <,w) such that cost(D) ≤
(α log |U|)OPTP . By Lemma 5 we have that we can construct in polynomial time a solution C for the Set Cover instance
(X, S) such that |C | = cost(D) ≤ (α log |U|)OPTP . Then, we have
|C | ≤ (α log |U|)OPTP ≤ (α log |U|) (OPTSC + 1) ≤ α(2 log n+ O(1))2OPTSC ,
where in the last inequality we used the fact that |U| = |X |+|S|+1 = O(n2) and the fact thatOPTSC ≥ 1. If α ≤ 0.25−ϵ for
some ϵ > 0, then for large enough n the right hand side is at most (1− ϵ)(log n)OPTSC , hence we obtain an approximation
for Set Cover with factor better than log n. Given the aforementioned hardness of Set Cover we obtain the desired result.
Theorem 4. It is NP -hard to approximate instances (U, <,w) of the problem of searching in partially ordered set within a
factor (0.25− ϵ) log |U| for any ϵ > 0, unlessNP ⊆ TIME(nO(log log n)).
4. Final remarks
We have studied the complexity of the problem of searching in partially ordered sets when the goal is to minimize the
weighted average number of queries to locate a hidden node. We prove that there is no o(log n) approximation for this
problem unless NP ⊂ TIME(nlog log n). This shows that restricting the general binary identification problem to partially
ordered sets does not yield to better approximation algorithms.
We have also shown that the problem still remains NP -complete for both the class of tree-like posets with diameter
at most 4 and for the class of tree-like posets with degree at most 16. These complexity results strongly contrast with the
situation for the worst-case minimization variant of the problem, where optimal search trees can be constructed in linear
time. The result for the bounded diameter class is tight because there is a polynomial time algorithm for the class of trees
with diameter atmost 3. The result for bounded degree trees is also tight in the sense that there exists an FPTAS for this class,
which we provided in a recent companion paper [9]. An interesting open question regards the computational tractability of
bounded degree instances with maximum degree< 16.What is the situation, e.g., for binary trees?
For general trees a constant approximation can be attained [23,8]. A natural open question concerns the limit of
approximability: Is there a PTAS for unbounded degree instances or does the problem become APX-hard for such instances?
Another open question is the computational complexity of instances with uniform weights and unbounded degree.
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Appendix. Completing the proof of Lemma 2
A.1. Some useful properties of the weights
We start with some inequalities regarding the δ(i, j)’s and the weights of the nodes, which will be useful for our proof.
Fact 1. For each 1 ≤ i ≤ m and for j = 1, 2, 3, we have that 3 ≤ δ(i, j) ≤ |T |.
Proof. First, we prove that δ(i, j) ≥ 3. Recall the definition of δ(i, j),
δ(i, j) = j− 5+ |{uκ : ui j ≺ uκ ≺ Xi}| + 5 · |{Xκ : ui j ≺ Xκ ≼ Xi}|.
We should note that 5 · |{Xκ : ui j ≺ Xκ ≼ Xi}| ≥ 5 because ui j ≺ Xi. In addition, |{uκ : ui j ≺ uκ ≺ Xi}| ≥ 3− j. The definition
of δ(i, j), together with these two inequalities, guarantees that δ(i, j) ≥ 3. On the other hand, the definition of δ(i, j) implies
that it is upper bounded by |U| + 5|X|, which is smaller than the number of nodes in the tree T constructed from the X3C
instance (U,X). Thus, δ(i, j) ≤ |T |. 
Fact 2. For each 1 ≤ i′ < i ≤ m it holds that
w(ti) > w(ai1) > w(ti′)+ w(ui′ 1)+ w(ui′ 2)+ w(ui′ 3) (9)
Proof. The first inequality follows by definition. In order to prove the second inequality let us consider the difference
Diff = w(ai1)− (w(ti′)+ w(ui′ 1)+ w(ui′ 2)+ w(ui′ 3)) .
By definition we have
Diff =
3−
j=1

Wuij + δ(i, j)w(uij)
− 3−
j=1

Wui′ j + (δ(i′, j)+ 3/2)w(ui′j)

.
Case 1. ui3 = ui′3. From the definition of δ(·, ·) and the fact that 5 · |{Xκ : ui 3 ≺ Xκ ≼ Xi}| ≥ 5+5 · |{Xκ : ui′ 3 ≺ Xκ ≼ Xi′}|,
we get that δ(i, 3) ≥ 5+ δ(i′, 3). SinceWuij ,Wui′ j > 0 and 0 < δ(i, j), δ(i′, j) ≤ |T |we get that
Diff ≥ 5w(ui3)− 3Wui′3 − (2|T | + 3)w(ui′2).
Let κ be such that ui3 = ui′3 = uκ . It follows from the definition of the functionw() that
w(ui3) = w(uκ) = 1+ 6max{Wuκ , |T |3w(uκ−1)} > 3Wuκ + 3|T |3w(uκ−1) ≥ 3Wui′3 + (2|T | + 3)w(ui′2).
Thus, Diff > 0.
Case 2. ui′3 ≺ ui3. Then, it must also hold that Xi′ ≺ ui3. Therefore we have
w(ai1) > Wui3 ≥ w(X˜i′) > w(ti′)+ w(ui′ 1)+ w(ui′ 2)+ w(ui′ 3). 
Fact 3 For each 1 ≤ i ≤ m and κ = 1, . . . , 4, it holds that
w(aiκ) ≥ 3(w(ui3)+ w(ui2)+ w(ui1))+Wui3 (10)
Proof. Directly from the definition ofw(aiκ) and δ(i, j) ≥ 3, for j = 1, 2, 3 (see Fact 1). 
A.2. The three claims in the proof of Lemma 2
Claim 1. Each node in the set S := {qaj1 , qaj2 , qaj3 , qaj4 , qrt} satisfies the property that it is either the root of D′ or its parent is also
in S.
Proof. Assume that there exists q ∈ S, with q ≠ root(D′), and such that its parent qv is not in S. In order to show that this
leads to a contradiction we make an intensive use of Proposition 4. Let D1 be the subtree rooted at q′s sibling and let D2 be
the subtree that is rooted at one of the children of q and whose underlying tree is not adjacent to the underlying tree of D1.
We split the analysis into two cases
Case I. q ∈ {qaj1 , . . . , qaj4}. We can assumew.l.o.g. that q = qaj1 . In addition, we can conclude that D2 coincides with the right
subtree of q. That is because the underlying tree of the right subtree of q is the node aj1 and the unique node adjacent to aj1
(its parent) cannot belong to the underlying tree of D1, because qaj1 is the only query that separates aj1 from its parent. Since
D2 is the right subtree of q it follows that w(D2) = w(aj1). We consider three subcases (the reader is referred to Fig. 8 for a
pictorial representation of the use of Proposition 4):
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Fig. 8. The application of Proposition 4 in the subcases of Claim 1.
Subcase I.a. There is a leaf in D1 associated with a leaf tj′ such that j′ < j and uj3 = uj′3.
The special fact about this condition on j′ is that it implies that both tj′ and aj1 are descendants of some node of type
hx in T (e.g. in Fig. 2, t3 and a41 are descendants of h3). In this case, we can conclude that either qv = qrj′ or qv = qtj′
because these are the only queries, apart of qaj1 , that separate tj′ from aj1. Thus, w(D1) ≤ w(tj′) + w(sj′3) + w(sj′2) +
w(sj′1) < w(aj1) = w(D2), where the last inequality follows from Fact 2. Therefore, the inequality reached, contradicts
Proposition 4.
Subcase I.b. There is a leaf in D1 associated with a leaf aj′k such that j′ < j and uj3 = uj′3.
In this case, qv = qaj′k because no other query separates aj′k from aj1. Thus, w(D1) = w(aj′k) < w(aj1) = w(D2),
which contradicts Proposition 4.
Subcase I.c. There is no leaf in D1 associated with either a leaf tj′ or aj′k such that j′ < j and uj3 = uj′3.
First, we note that there are no leaves inD1 associatedwith tj. In fact, if there is such a leaf thenwewould have qv = qrt
so that qv ∈ S. We shall also note that there are no leaves in D1 associated with ajk, k > 1. Indeed, if there is such a leaf
then we would have qv = qajk , for some k > 1, so that qv ∈ S.
Finally, we can have at most two leaves in D1 associated with u ∈ U such that u = uj3.
To see that, we first recall that our assumption regarding the number of occurrences of each element in the set cover
instance implies that there are at most three leaves in D associated with u ∈ U such that u = uj3. Taking this fact into
account it suffices to show that if there exists a leaf in D1 associated with sj3 then no other leaf in D1 is associated with
u ∈ U such that u = uj3. Assume that there is a leaf in D1 associated with sj3. In this case, either qv = qrj or qv = qsj3
because no other query can separate aj1 from sj3. In both situations, however, there is no other leaf in D1 associated with
u ∈ U such that u = uj3.
The above discussion shows that D1 can have at most two leaves associated with nodes in T that correspond to u ∈ U
such that u = uj3 – those contribute with at most 2w(uj3) to the weight of D1. In addition, the other leaves of D1 can be
associated with
(a) leaves in T that correspond to some u ∈ U, such that u ≺ uj3. The sum of the weights of these leaves is at most
|T | · w(uj3)/6|T |3 < w(uj3)/2;
(b) leaves in X˜j′ such that Xj′ ≺ uj3. The sum of the weights of these leaves sum at mostWuj3 .
Thus, we can conclude thatw(D1) ≤ 2.5w(uj3)+Wuj3 < Wuj3+3w(uj3) < w(aj1) = w(D2), where the last inequality
follows by Fact 3. This is again a contradiction to Proposition 4.
Since all possible subcases lead to a contradiction, we can conclude that if both q ∈ S, with q ≠ root(D′), and qv /∈ S,
then q /∈ {qaj1 , . . . , qaj4}.
Case II. q = qrt .
In this case, let Daux be the right subtree of q and let T aux be the underlying tree of Daux. Furthermore, let T1 be the
underlying tree of D1. We can show that T aux is not adjacent to T1 and, as a consequence, Daux coincides with D2 (we refer to
Fig. 9 for a schematic picture). In order to show this, we consider the two possibilities for qrt , namely qrt = qtj and qrt = qrj .
If qrt = qtj then T aux has only the node tj and the parent of tj, the node rj, is not in T1 because qtj is the only query that
separates tj and rj.
If qrt = qrj then we should argue that T1 does not contain a node adjacent to rj. First, we note that tj cannot be in T1
because the assumption qrt = qrj implies that qrj is an ancestor of qtj . In addition, the parent of rj cannot be in T1 because qrj
is the only query that separates rj from its parent. Thus, it remains to show that, for k = 1, 2, 3, sjk does not belong to T1. In
fact, if sjk belongs to T1, for some k, then we would have qv = qsjk . However, in this case, we could reduce the cost of the tree
D by interchanging the queries qtj and qsjk , which would contradict the optimality of D.
The previous discussion guarantees that Daux = D2 and, therefore,w(D2) ≥ w(tj). We have three subcases like in Case I:
Subcase II.a. There is a leaf in D1 associated with a leaf tj′ such that j′ < j and uj3 = uj′3.
In this case, we must have that either qv = qrj′ or qv = qtj′ which implies thatw(D1) ≤ w(tj′)+ w(uj′1)+ w(uj′2)+
w(uj′3). This togetherwith Fact 2 imply thatw(D1) ≤ w(tj′)+w(uj′1)+w(uj′2)+w(uj′3) < w(tj) ≤ w(D2), a contradiction
due to Proposition 4.
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Fig. 9. The case 2.
Subcase II.b. There is a leaf in D1 associated with a leaf aj′k such that j′ < j and uj3 = uj′3.
In this case, we must have qv = qaj′k so thatw(aj′k) = w(D1) < w(D2) ≤ w(tj), a contradiction due to Proposition 4.
Subcase II.c. There is no leaf in D1 associated with either a leaf tj′ or aj′k such that j′ < j and uj3 = uj′3.
First, we note that there are no leaves in D1 associated with some node in the set {aj1 , . . . , aj4}. In fact if there is such
a leaf then we would have that either qv = qajk or qv = qrj , because these are the only two queries that separate tj from
ajk. We cannot have qv = qrj because the assumption q = qrt implies that qrj is a descendant of q. In addition, we cannot
have qv = qajk because, by assumption, qv /∈ S.
Finally, the same arguments employed in Subcase I.c shows that there are at most two leaves in D1 associated with
u ∈ U such that u = uj3.
Thus, as in Subcase I.c,we conclude thatw(D1) ≤ 2.5w(uj3)+Wuj3 < w(D2) < w(tj),which contradicts Proposition 4.
Again, since all possible subcases lead to a contradiction, we can conclude that q ≠ qrt .
Summarizing, from Cases I and II we have that the assumption
q ∈ S with, q ≠ root(D), and qv /∈ S,
implies that q /∈ {qaj1 , . . . , qaj4 , qrt} = S, which is a contradiction. Hence, the claim is established. 
Claim 2. Node qrt cannot have a node from {qaj1 , qaj2 , qaj3 , qaj4} as its parent.
Proof. Suppose, by contradiction, that qrt is a child of qajκ for some κ. The right subtree of qajκ is the leaf associated to
ajκ . Moreover, the right subtree of qrt contains a leaf associated with tj.With reference to Proposition 4 with q = qrt and
qv = qajκ ,we have that the leaf associated to ajκ coincides with the subtree D1 and the right subtree of qrt is D2. Therefore,
by Proposition 4, we have w(ajκ) = w(D1) ≥ w(D2) ≥ w(tj), which is in contradiction with our definition of the weights
for the input tree, wherew(tj) > w(ajκ). 
Claim 3. The optimal search tree for Tj is the sequential search tree for tj, sj3, sj2, sj1.
Proof. Any search tree for Tj is a sequential search tree for some permutation of the leaves of Tj. Clearly the search tree of
minimum cost is obtained by choosing a permutation of the leaves which sorts them in non-increasing order of weight. By
the definition of the weights, such permutation is tj, sj3, sj2, sj1, leading to the desired result. 
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