Quick extraction of the largest modulus eigenvalues of a real antisymmetric matrix is important for some engineering applications. As neural network runs in concurrent and asynchronous manner in essence, using it to complete this calculation can achieve high speed. This paper introduces a concise functional neural network (FNN), which can be equivalently transformed into a complex differential equation, to do this work. After obtaining the analytic solution of the equation, the convergence behaviors of this FNN are discussed. Simulation result indicates that with general initial complex values, the network will converge to the complex eigenvector which corresponds to the eigenvalue whose imaginary part is positive, and modulus is the largest of all eigenvalues. Comparing with other neural networks designed for the like aim, this network is applicable to real skew matrices.
Introduction
As extraction of eigenstructure has many applications such as the fast retrieval of structural patterns [21] , handwritten digits recognition [22] etc., many techniques have been proposed to accelerate the computation speed [4, 16] , also, many works about using artificial neural networks (ANNs) to calculate eigenpairs are given for the concurrent and asynchronous running manner of ANNs [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] 15, [17] [18] [19] [20] 23] . In general, the techniques can be categorized into three types: (1) firstly, an energy function is constructed from the relation between eigenpairs and the matrix, then a differential system which can be implemented by ANNs is followed, at the equilibrium state of the system, one or more than one eigenpair is solved [2, 3] ; (2) construct a special neural network originating from Oja's algorithms to extract some eigenstructure. Most of this methods [1, 5, 7, [11] [12] [13] [17] [18] [19] [20] 23] need the input matrix to be symmetric, such as the autocorrelation matrix; (3) a differential system implemented by artificial functional neural network is founded purely for calculating eigenstructure of a special matrix [8] [9] [10] . Ordinarily, the computation loads of the former two types are heavy and the realizing circuit is complex. In the framework of the third type, the neural network can be flexibly designed, the concision of the differential system expression is one important factor affecting realizing the network in hardware. Furthermore, the known results mainly focus on solving eigenstructures of real symmetric matrices, following a search of the relevant literatures, we only locate a neural network based method proposed by Ref. [9] applicable to a real antisymmetric matrix. Here we propose a more concise functional neural network (FNN) to complete the calculation, that is
where t 0, v(t) ∈ R 2n ,
I is a n × n unit matrix, I 0 is a n × n zero matrix, Let
Let
i denotes imaginary unit, Eq. (2) can be transformed into
From Eqs. (1), (2) and (4), one knows that analyzing the convergence properties of Eq. (4) is equal to analyzing those of FNN (1).
Some preliminaries
Lemma 1. The eigenvalues of A are pure imaginary numbers or zero.
Proof. Let be an eigenvalue, v is the associate eigenvector. Since
For |v| = 0, thus¯ + = 0, this indicates that the value of the real component of is zero. . . , n/2 , n/2 denotes the maximal integer not larger than n/2), the associate complex eigenvectors and complex eigensubspaces are denoted as 1 , . . . , n and V 1 , . . . , V n .
Lemma 3. If
From Lemma 1, we know k i and m i are purely imaginary numbers.
Using Eqs. (5) and (6) gives that
This lemma is proved.
Using Lemma 3 gives that if
e. the algebraic multiplicity of k i is more than 1, two subspaces orthogonal to each other can be specially determined. Thus,
Let ∈ C n denote the equilibrium vector, when exists, there exists
From Eq. (4), it follows that
When is an eigenvector of A, -i(-∈ R) denote the associate eigenvalue, we have
From Eqs. (9) and (10), it follows that
Like Ref. [9] , we can follow the analytic solution of Eq. (4).
Analytic solution
where
Proof. Using Eq. (7), it gives that S 1 , S 2 , . . . , S n construct an orthonormal basis of C n , so
As S k is a normalized complex eigenvector of A and k i is the corresponding eigenvalue, substituting Eq. (13) into Eq. (4) gives that
when z k (t) = 0, from (14) we get
From Eq. (14), we also get
Substituting Eq. (16) into Eq. (17) gives that
integrating two sides of Eq. (18) with respect to t from 0 to t gives that
So, this theorem is proved.
Convergence analysis of FNN (1)
Theorem 2. If x l (0) < 0 and y l (0) = 0 for l = 1, 2, . . . , n, there must exist overflow.
and
that is, there must exist a time t g which leads to
i.e. at time t g the functional neural network, that is, Eq. (1) enters into overflow state. This theorem is proved.
Proof. Using Lemma 3, it gives that
Using theorem 1 and Eq. (8) gives that
When m 0, it easily follows that 
This theorem is proved.
Corollary 1.¯ is an eigenvector corresponding to 2 i.
Proof. Using Eq. (9), it gives that
Since n j =1¯ j = n j =1 j = 1 = 1 , 2 = − 1 and Eq. (21),
So, this corollary can be concluded.
Proof. Since z(0) ∈ V l1 V l2 · · · V lp , so at least there exist one component z k = 0 for k ∈ (l1, l2, . . . , lp) and z k = 0 for k / ∈ (l1, l2, . . . , lp). Let l denote l1 = l2 = · · · = lp . Using Theorem 1 and Eq. (8), it gives that
if l = 0, using Eq. (22), it gives that 
From Eqs. (22) and (23), this theorem is proved.
Simulation
In order to show the validity of FNN (1), we give two examples, one indicates the validity, and the other illustrate that when dimension number is large, the convergence behavior is good. 
Example 2. Let
The calculated largest modulus eigenvalue is 19.6672i which is very close to corresponding true value 19.6634i. Convergence behaviors are shown in Figs. 3 and 4 , from the two figures, we can see the iteration number do not increase with dimension number, and that this method is effective even when dimension number is large. 
Comparing with other methods and discussions
When FNN (1) is implemented by hardware, some techniques about discretization must be considered [14] . In Matlab environment running on single central processing unit, the feature of parallel running of ANN does not exhibit as the nodes of the network cannot run synchronously. But for the stand power method [4, 16] , as it serially runs in With an autocorrelation matrix, Fa-Long Luo introduces two algorithms: one calculates the principal eigenvectors [11] , the other extracts the eigenvectors corresponding to the smallest eigenvalues [12] . Also, he proposes a real-time neural computation approach for extracting the largest eigenvalue of a positive matrix [13] . Comparing with these references, the electronic circuits of FNN (1) may be more complex because it considers the question in complex space, and is suitable for real skew matrix. As for Ref. [13] , if the eigenvalue is a complex number, the computation model will fail. The approach proposed by Refs. [19, 20] involves a neural network model which is different from FNN (1), and the scheme extracting eigenparameters in these two references will fail when the matrix has repeated eigenvalues and the initial state is not specially restricted. Refs. [8, 10, 23] are only suitable for a real symmetric matrix. FNN (1) is more concise than the model of Ref. [9] since FNN (1) does not include the computation of |z(t)| 2 . Briefly, comparing with known results, our method has some novelties.
It must be pointed out that our method has high performance only in parallel running environment, especially in hardware where all computing nodes can concurrently run. Some numerical methods, such as iterative methods, direct methods, recursive methods, etc. [4, 16] occupy some good capabilities in serial running calculation platform. So, this paper provides a potential approach calculating eigenstructure of a real skew matrix, which is especially suitable in parallel calculation environment.
Conclusions
A new concise functional neural network model applicable to compute largest modulus eigenvalues and corresponding eigenvectors of a real antisymmetric matrix is proposed. When the model is given, it is equivalently transformed into a complex dynamical system depicted by a complex differential equation. By the result of the analytic solution of the equation, the convergence behaviors are analyzed in detail. In the end, simulation shows the validity for calculating the eigenvalues and corresponding eigenvectors. Although the obtained eigenvectors are different from corresponding true ones, but it is proven that they are equivalent. Comparing with other neural network used in same field, the proposed model is very concise and applicable to real antisymmetric matrix, the convergent property is good.
