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不可能性结果，Chandra 和 Toueg 引入了不可靠故障检测器的概念来解决合意。他们证
明了：在一般情况下，故障检测器类 S 与◇P 类是不可比较的。本文从两类故障检测器
实际解决合意问题能力的角度出发，分析得出 S 类故障检测器将会比◇P 类强。之后我





















Distributed computer system in nearly twenty years has been the huge 
development.Scientific community attaches great importance to it ,and its applications catch 
people’s eyes increasingly.In the future,most effective computer system is a distributed 
computer system，this has greatly facilitated distributed computing theory,methods and 
technology development. At the same time,with communication technologies and the rapid 
development of computer technology,network bandwidth and CPU speed,we focus our 
attention on the performance requirements of distributed systems.Thus,high performance of 
distributed system is one of the central goals we pursue,and deciding different hard and soft 
of system structure which depending on the application task(question) could further enhance 
system performance,so we should gain high quality of distributed algorithms to support. 
Computing consistent global snapshots is one of major problem met in distributed 
system and distributed computing.A snapshot is made of the nodes states and the network 
channels contents, logically reflects the same moment of processes and channels’s states,and 
achieve a configuration.So we can apply it repeatedly to detect the occurrence of a stable 
property,for example detect termination or deadlock.In this paper,we focus on a particular 
snapshots without in_transit message,and on this basis we focus on termination.This special 
kind of algorithm can solve termination detection effectively,and save the memory space. 
Consensus protocol is at the heart of a fault-tolerant distributed system.The concept of 
unreliable failure detector was introduced by Chandra-Toueg to solve consensus problem 
because of  FLP impossibility result .They also stated that failure detector classes S and ◇P 
are incomparable.In this paper,we first compare this two kinds of failure detector when used 
for solving consensus problem,and show that S is stronger than ◇P in practice view.Then 
we define a parameter ι which denote the minimum number of correct processes that can 
never be suspected to have crashed,and improve the performance of the protocol compared 
with classical protocol based on S failure detector by modifying the property of accuracy. 
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   某些问题本身就具有分布式处理的特点，如全球气象监测与预报系统，分布式实时
电话会议系统等，促进了分布式系统的开发和发展。 




















































在集中式系统中可以实现互斥，如果要求进程 p 开始访问资源的时间比进程 q 晚，
那么进程 p 必须在进程 q 结束后才能开始。实际上，所有这样的事件(进程 p 和 q 访问
资源的开始和结束)是由时间关系事先完全安排好的。但在分布式系统中就不同，用同
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我们说形态的一个性质 P 是稳定的，如果 ( ) ( )δPδγγP ⇒→∧ 。简单地，如果计算到达
使 P 成立的形态 γ，从那时起，之后的每个形态δ中，P 都保持为真。因而，如果在计
算的一次快照中，我们发现 P 为真，那么对于从那时起之后的所有形态，都可以得出 P
为真。稳定性质的例子有终止、死锁、令牌丢失以及动态存储结构中对象的不可达性。 
(2) 如果由于进程故障使得计算必须重新开始，可以使用快照而不需要初始形态。 





方所共享，并遵守 FIFO 性质。同步规则利用标记消息(marker)作为计算 F 的控制消息，
且规定：在 FIFO 通道中，接收 marker 属于同步事件，事件的发生触发进程相应地记录
一致局部状态。现已提出很多快照算法[2, 4, 8, 9, 10]，这些算法在适用的通信模型、复杂度





























2.2  预备知识 
设 F 是分布式系统的计算， { }1 2, , , nP p p p= L 是分布式系统的进程集合。E 表示计
算的事件集。我们做出弱公平性假设，每条消息将在有限时间内被接收。假设网络是(强)












2.1 为进程 p 的计算。因此， ( ) ( ){ }Κ,, 21 ppPp eeE ∈∪= 。  
进程的局部计算是由局部状态和原子事件组成的序列，事件分为三类：内部事件、
接收事件、发送事件。事件间的因果序(local causal order)是一个严格的偏序关系： 
(1) 如果 e1 和 e2 是同一进程中的不同事件，e1 在 e2 之前出现，那么 1 2e e→ ； 
(2) 如果 e1 是发送事件，e2 是对应的接收事件，那么 1 2e e→ ； 
(3) 如果 1 2e e→ ， 2 3e e→ ，那么 1 3e e→ 。 
假设进程的整个通信历史反映在它的状态上。即如果存在从 p 到 q 的通道，那么， 
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