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Abstract
We shall obtain inequalities for Fourier transform via moduli of continuity on NA groups. These results
in particular settle the conjecture posed in a recent paper by W.O. Bray and M. Pinsky in the context of
noncompact rank one symmetric spaces. These problems naturally demand versions of Fourier restriction
theorem on these spaces which we shall prove. We shall also elaborate on the connection between the
restriction theorem and the Kunze–Stein phenomena on NA groups. For noncompact Riemannian symmetric
spaces of rank one analogues of all the results follow the same way.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
This article was originally inspired by a recent paper of Bray and Pinsky [3] on growth
properties of the Fourier transform on Rn and noncompact rank one Riemannian symmetric
spaces G/K (see also [4] for improvements on these results). In the context of symmetric spaces
the authors in [3,4] deal with the growth properties of the Helgason Fourier transform f˜ (λ, k)
and asked about the validity of one of their results without the assumption of K-finiteness
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the analogue of these results for harmonic NA groups. Apart from certain nontrivial estimates
of the Bessel function and the elementary spherical function φλ the results in [3,4] depend cru-
cially on the Hausdorff–Young (HY) inequality (proved in [12,13]) and the following inequality
available in [25,28]: for λ ∈ R, and 1 p < 2∥∥f˜ (λ, ·)∥∥
L1(K)  C‖f ‖p. (1.1)
However (1.1) is far from being the best possible estimate as it does not accommodate the fol-
lowing estimates for λ ∈ R which are not difficult to prove (see [26]),∥∥f˜ (λ, ·)∥∥
L2(K)  C‖f ‖1,
∥∥f˜ (λ+ iρ, ·)∥∥
L1(K)  C‖f ‖1,∥∥f˜ (λ− iρ, ·)∥∥
L∞(K)  C‖f ‖1. (1.2)
This necessitates to revisit these results with the hope to prove the best possible version of an
inequality of the form ∥∥f˜ (λ, ·)∥∥
Lq(K)
 C‖f ‖p (1.3)
as well as its analogue for NA groups. In the context of Rn an inequality of the form (1.3) reads∥∥f̂ (λ, ·)∥∥
Lq(Sn−1)  C‖f ‖p
(where f̂ (λ,ω) is the Euclidean Fourier transform of f in polar coordinates and Sn−1 is the
(n − 1)-dimensional sphere) and is available in the literature on restriction conjecture (see e.g.
[30,29]). As an analogy the inequalities of the form (1.3) will be called restriction theorems.
As on Rn one can use duality in (1.3) to prove estimates of the following kind for the Poisson
transform Pλ (see [19] for definition):
‖PλF‖Lp′ (G/K)  C‖F‖p, (1.4)
which are really size estimates of certain matrix entries of the class-1 principal series represen-
tation of the underlying semisimple Lie group G. However, the structure of the semisimple Lie
group crucially intervenes in these results. An important difference arises because of the analytic
continuation of the Fourier transform. It is known that, like radial functions the domain of the
Fourier transform f˜ (·, k) of a general Lp function on G/K is a strip Sp in the complex plane
(see [25], or Section 2) and hence one needs to deal with complex λ ∈ Sp in the inequality (1.3).
It turns out that the exponent q appearing in (1.3) depends on the imaginary part of λ. This is
only to be expected in view of (1.2). In the context of symmetric spaces all these are rooted in
the Kunze–Stein phenomenon. The fundamental works in this direction are of Herz, Lohoué,
Lohoué and Rychener, Cowling, Cowling and Haggerup, etc. (see [20,23,24,5,9]).
As we move towards harmonic NA groups, we face fresh difficulties. Harmonic NA groups
are also known as Damek–Ricci (DR) spaces and we shall use these names interchangeably.
We recall that they are solvable Lie groups. Despite being the most distinguishable prototypes,
the rank one noncompact Riemannian symmetric spaces, which sit inside them as Iwasawa NA
groups, account for a very thin subclass (see [1]). From the geometric point of view the major
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fact that the geodesic inversion is not isometry). On the other hand being a solvable group S is
amenable and nonunimodular. It is well known that a noncompact amenable group cannot have
Kunze–Stein property (see e.g. [11]). Therefore it is not a priori clear if the results analogous
to the symmetric spaces would be true here. But we will see that these differences can be over-
whelmed to obtain analogous inequalities for DR spaces. The analogue of the Helgason Fourier
transform on DR spaces S = NA has been defined in [2] and involves integration against suitable
powers of the Poisson kernel on N . In this paper we shall prove the following version of the
restriction theorem.
Theorem 1.1 (Restriction on line). Let f be a measurable function on S and α ∈ R.
(i) For f ∈ Lp,1(S), 1 p < 2 and p  q  p′,(∫
N
∣∣f˜ (α + iγqρ,n)∣∣q dn)1/q  Cp,q‖f ‖∗p,1, C1,q = 1.
(ii) For f ∈ Lp,∞(S), 1 <p < 2, p < q < p′,(∫
N
∣∣f˜ (α + iγqρ,n)∣∣q dn)1/q  Cp,q‖f ‖∗p,∞.
The constants Cp,q are independent of α ∈ R. Estimates (i) and (ii) are sharp.
We may point out that the use of the Lorentz norms in the theorem above is essential and can
be motivated recalling the facts that when 1 < p < 2 then for λ in the boundary of the strip Sp ,
φλ ∈ Lp′,∞(S) \ Lp′(S), while for λ in the interior of the strip Sp , φλ ∈ Lp′,1(S). To emphasize
the importance of this result it is only fair to say that the inequality corresponding to (i) for G/K
is solely responsible for the initiation of the study of the Lorentz space version of the Kunze–
Stein phenomenon on semisimple Lie groups (see [6,21] and the references therein).
After settling the issue of restriction theorem we turn our attention towards HY inequality. It
is clear from (1.2) that, unlike that on Rn, one cannot expect a norm inequality on symmetric
spaces and DR spaces. Indeed in these spaces the HY inequality will involve mixed norms in
(λ, k) which will change as λ varies over the strip in a manner mentioned above. This generalizes
the corresponding result for radial functions on symmetric spaces (see [8]).
Results of this genre were initiated in [26]. Here we shall further generalize these results to
accommodate our need. After accomplishing these we shall go back to apply these results to
obtain new analogues for NA groups of the results in [3,4].
Our next aim is to understand the role of restriction theorem mentioned above in the Kunze–
Stein type normed inequalities in these non-Kunze–Stein groups, namely the DR spaces. A pre-
cursor to this is an interesting result in [1] which proves certain Kunze–Stein type relations for
the right radial convolutors on DR spaces. As an application of the restriction theorems, we will
try to prove all the expected results of Kunze–Stein type on Lorentz spaces in the NA groups.
The paper is organized as follows. After explaining the preliminaries (in Section 2), in Sec-
tion 3 we obtain restriction theorem and Hausdorff–Young inequality. In Section 4 we apply these
results to obtain analogues of results in [3,4] on growth properties of Fourier transform on NA
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phenomenon on these groups. In Section 6 we revisit the symmetric spaces.
2. Preliminaries
Most of the preliminaries can be found in [2,1,26]. To make the article self-contained we shall
gather only those results which are required for this paper. For a detailed account we refer to [26].
We will follow the standard practice of using the letter C for constant, whose value may
change from one line to another. Occasionally the constant C will be suffixed to show its de-
pendency on important parameters. The letters C and R will denote the set of complex and real
numbers respectively. We will reserve the notation 〈·,·〉 for the real L2-inner product on S. For
any measurable function f on S, we define f ∗ by f ∗(x) = f (x−1) for all x ∈ S. Unless men-
tioned otherwise notation ‖f ‖p will mean the Lp-norm of f on S. A subset relation between
normed spaces will always mean the corresponding norm inequality.
Everywhere in this article for any p ∈ [1,∞), p′ = p/(p − 1) and γp = 2/p − 1, γ∞ = −1.
We note that γp = −γp′ . For a complex number z, we will use 	z and 
z to denote respectively
the real and imaginary parts of z. For p ∈ [1,2] we define
Sp =
{
z ∈ C ∣∣ |
z| γpρ}.
We recall that S1 is the well-known Helgason–Johnson strip. By S◦p and ∂Sp we denote respec-
tively the interior and the boundary of the strip Sp .
Before entering into the preliminaries of the harmonic NA group let us briefly introduce the
Lorentz spaces (see [18,31,26] for details). Let (M,m) be a σ -finite measure space, f : M → C
be a measurable function and p ∈ [1,∞), q ∈ [1,∞]. We define
‖f ‖∗p,q =
{
(
q
p
∫∞
0 [f ∗(t)t1/p]q dtt )1/q when q < ∞,
supt>0 t df (t)1/p when q = ∞.
Here df is the distribution function of f and f ∗ is the nonincreasing rearrangement of f . That
is, for α > 0,
df (α) = m
{
x
∣∣ f (x) > α} and f ∗(t) = inf{s ∣∣ df (s) t}.
We take Lp,q(M) to be the set of all measurable f : M → C such that ‖f ‖∗p,q < ∞. For
1  p < ∞, Lp,p(M) = Lp(M) and ‖ · ‖∗p,p = ‖ · ‖p . By L∞,∞(M) and ‖ · ‖∗∞,∞ we mean
respectively the space L∞(M) and the norm ‖ · ‖∞. The space Lp,∞(S) is known as the weak
Lp-space. Following properties of the Lorentz spaces will be required:
(i) For 1 <p,q < ∞, the dual space of Lp,q(S) is Lp′,q ′(S) and dual of Lp,1(S) is Lp′,∞(S).
(ii) If q1  q2 ∞ then Lp,q1(S) ⊂ Lp,q2(S) and ‖f ‖∗p,q2  ‖f ‖∗p,q1 .
Let n = v⊕ z be an H -type Lie algebra where v and z are vector spaces over R of dimensions
m and l respectively. Indeed z is the centre of n and v is its ortho-complement with respect to
the inner product of n. One knows that m is even. Let N = expn. We shall identify v and z
and N with Rm, Rl and Rm × Rl respectively. Elements of A will be identified with at = et ,
t ∈ R. A acts on N by nonisotropic dilation: δat (X,Y ) = (e−tX, e−2t Y ) = atna−t for at ∈ A and
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be the semidirect product of N and A under the action above. Then S is a solvable, connected
and simply connected Lie group with Lie algebra s = v ⊕ z ⊕ R. It is well known that S is a
nonunimodular amenable Lie group. The homogeneous dimension of S is Q = m/2 + l. For
convenience we shall also use the symbol ρ for Q/2. An element x = na = n(X,Y )a ∈ S can be
written as (X,Y, a), X ∈ v, Y ∈ z, a ∈ A. Precisely (X,Y, a) is identified with exp(X + Y)a. We
shall use the notation A(x) = A(nat ) = t .
A function f on S is called radial if for all x, y ∈ S, f (x) = f (y) if d(x, e) = d(y, e), where
d is the metric induced by the canonical left invariant Riemannian structure of S and e is the
identity element of S. It follows that d(at , e) = |t | for any t ∈ R. For a radial function f we shall
also use f (t) to mean f (at ). For a function space L(S) on S we denote its subspace of radial
functions by L(S)#.
For a suitable function f on S its radialization Rf is defined as
Rf (x) =
∫
Sν
f (y) dσν(y), (2.1)
where ν = r(x) and dσν is the surface measure induced by the left invariant Riemannian metric
on the geodesic sphere Sν = {y ∈ S | d(y, e) = ν} normalized by
∫
Sν
dσν(y) = 1. It is clear
that Rf is a radial function and if f is radial then Rf = f . From definition it follows that
‖Rf ‖∞  ‖f ‖∞. Also as
∫
S
f (x) dx = ∫
R+ Rf (t)J (t) dt where J (t) is the Jacobian of the
polar decomposition we have ‖Rf ‖1  ‖f ‖1. From these using interpolation (see [31, p. 197])
we have
‖Rf ‖∗q,r  ‖f ‖∗q,r , 1 < q < ∞, 1 r ∞.
The Poisson kernel P : S ×N → R is given by P(nat , n1) = Pat (n−11 n) where
Pat (n) = Pat (V ,Z) = CaQt
((
at + |V |
2
4
)2
+ |Z|2
)−Q
, n = (V ,Z) ∈ N. (2.2)
The value of C is adjusted so that ∫
N
Pa(n)dn = 1 and P1(n) 1 (see [2, (2.6)]). We also need
the following:
(1) Pa(n) = Pa(n−1).
(2) Pat (n) = P1(a−t nat )e−Qt .
(3) P(x,n) = P(n1at , n) = Pat (n−1n1) = Pat (n−11 n).
(4) Pλ(x,n) = P(x,n)1/2−iλ/Q = P(x,n)−(iλ−ρ)/Q.
(5) R(Pλ(·, n))(x) = φλ(x)Pλ(e, n), R(e(iλ−ρ)A(·))(x) = φλ(x).
The action of the analogue of class-1 principal series representation πλ, λ ∈ C realized on
functions on N is given by:(
π−λ(n1at )φ
)
(n) = φ(a−t n−11 nat)et(iλ−ρ).
From this it is easy to verify that (π−λ(x)P 1/2−iλ/Q)(n) = Pλ(x,n).1
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φλ(x) =
〈
πλ(x)P
1/2−iλ/Q
1 ,P
1/2−iλ/Q
1
〉
L2(N) =
∫
N
Pλ(x,n)P−λ(e, n) dn.
It follows that φλ is a radial eigenfunction of the Laplace–Beltrami operator L of S with
eigenvalue −(λ2 + ρ2) satisfying φλ(x) = φ−λ(x),φλ(x) = φλ(x−1) and φλ(e) = 1. As
P−iρ(x, n) ≡ 1 for all x ∈ S and n ∈ N and Piρ(x, n) = P(x,n),
φ−iρ(x) =
∫
N
Piρ(e, n) =
∫
N
P1(n) dn = 1.
For α = m+l−12 and β = l−12 , φλ is identical with the Jacobi function φ(α,β)λ with the ideal
situation of α > β > − 12 (see [1]).
We define the spherical Fourier transform f̂ of a suitable radial function f as
f̂ (λ) =
∫
S
f (x)φλ(x) dx,
whenever the integral converges. It is clear that the spherical Fourier transform is indeed the
Jacobi transform. The left invariant Haar measure on S decomposes as∫
S
f (x) dx =
∫
N×A
f (nat )e
−Qt dt dn,
where dn(X,Y ) = dXdY and dX, dY , dt are Lebesgue measures on v, z and R respectively.
Jacobians of the following transformations will be required for our computations. For y ∈ S
let Ry be the right-translation operator, i.e. for a measurable function f on S, Ryf (x) = f (xy).
For t ∈ R and a measurable function F on N , the dilation is defined as: δtF (n) = F(δt (n)) =
F(atna−t ). Then,
(a) ∫
N
f (δt (n)) dn =
∫
N
f (n)e−Qt dn.
(b) ∫
S
Ryf (x) dx =
∫
S
f (x) dx eQA(y), i.e. the modular function (y) = e−QA(y).
(c) ∫
S
f (x−1) dx = ∫
S
f (x)eQA(x) dx and
∫
S
f (x−1)eQA(x) dx = ∫
S
f (x) dx.
For two measurable functions f and g on S we define their convolution as (see [15, p. 51]):
f ∗ g(x) =
∫
S
f (y)g
(
y−1x
)
dy =
∫
S
f
(
y−1
)
g(yx)
(
y−1
)
dy =
∫
S
f
(
xy−1
)
g(y)
(
y−1
)
dy.
If g is radial then g∗ = g as d(x, e) = d(x−1, e). It is easy to see that for measurable functions
f,g,h on S, 〈f ∗ g,h〉 = 〈f,h ∗ g∗〉 if both sides make sense.
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the Helgason Fourier transform on the symmetric space) by
f˜ (λ,n) =
∫
S
f (x)Pλ(x,n) dx,
whenever the integral converges. If f is radial then using (5) above we see that f˜ (λ,n) =
f̂ (λ)Pλ(e, n).
The Poisson transform of a function F on N is defined as (see [2])
PλF (x) =
∫
N
F(n)Pλ(x,n) dn =
〈
πλ(x)P
1/2−iλ/Q
1 ,F
〉
.
We note that for a function f on S, a function F on N and for λ ∈ C, ‖f˜ (λ, ·)‖Lq(N) 
C‖f ‖Lp(S) is equivalent to ‖PλF‖Lp′ (S)  C‖F‖Lq′ (N) by duality (see [26]).
We have the following asymptotic estimate of φλ when 	iλ > 0 [1]:
lim
t→∞ e
−(iλ−ρ)tφλ(at ) = c(λ)
where c(λ) is the Harish-Chandra c-function. From this and the continuity of φλ we have: φiρ is
bounded and the following pointwise estimate for 1 <p < 2,
φ−iγpρ(x)  c(−iγpρ)eQd(x)/p
′  c(iγpρ)eQd(x)/p′ , (2.3)
where d(x) = d(x, e) is the distance of x from the identity. An upshot of (2.3) is that for 1 <
p < 2, φλ ∈ Lp′,1(S) (respectively Lp′∞(S)) if and only if λ ∈ S◦p (respectively Sp). We also
have if λ ∈ S2 = R then φλ/(1 + d(·)) ∈ L2,∞(S).
The geodesic inversion σ : S → S is an involutive, measure preserving, diffeomorphism which
is explicitly given by [7,27]:
σ(V,Z,at ) =
((
et + |V |
2
4
)2
+ |Z|2
)−1((
−
(
et + |V |
2
4
)
+ JZ
)
V,−Z,at
)
. (2.4)
The following properties of σ will be important for us:
(i) P(σ (x), e) = CeQA(x), x ∈ S for x ∈ S.
(ii) σ(at ) = a−1t = a−t for at ∈ A.
(iii) σ(atn) = σ(at )σ (n) for n ∈ N , at ∈ A.
(iv) σ(atx) = σ(at )σ (x) for x ∈ S, at ∈ A.
Property (i) is proved in [26]. Properties (ii) and (iii) follow from a straightforward compu-
tation using the defining formula (2.4) above (an intermediate step for proving (iii) could be
σ(a−1t nat ) = atσ (nat )). Property (iv) follows from (iii).
We conclude this section by quoting two theorems from [26].
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(i) If f ∈ Lp,1(S), 1 p < 2, then there exists a subset Np of N of full Haar measure, depend-
ing only on f , such that f˜ (λ,n) exists for all n ∈ Np and λ ∈ Sp .
(ii) If f ∈ Lp,∞(S), 1 < p < 2, then there exists a subset Np of N of full Haar measure, de-
pending only on f , such that f˜ (λ,n) exists for (λ,n) ∈ S◦p × Np and also for every n ∈ Np
and almost every λ ∈ ∂Sp . For f ∈ L1,∞(S), f˜ (λ,n) does not exist.
Theorem 2.2 (Riemann–Lebesgue lemma). Let 1 p < 2. If f ∈ Lp,1(S) then for almost every
fixed n ∈ N the map λ → f˜ (λ,n) is continuous on Sp and analytic on S◦p . Furthermore
lim|ξ |→∞ f˜ (ξ + iη, n) = 0
uniformly in η ∈ [−γpρ, γpρ]. For functions in Lp,∞(S), the assertions above remain valid for
λ ∈ S◦p and for η ∈ [−(γpρ − δ), (γpρ − δ)] for any 0 < δ < γp .
3. Restriction theorems and Hausdorff–Young inequalities
We shall first prove the restriction theorem mentioned in the Introduction (Theorem 1.1).
Starting from the mapping property of the spectral projection f → f ∗ φλ, an Lp–Lq restriction
theorem for NA groups was proved in [26]. Here we shall obtain the results which are best pos-
sible in this setup. This will naturally involve Lorentz spaces. The drastic change of the Lorentz
norm as the argument of the Fourier transform moves from boundary to the interior of the strip
Sp is motivated in the Introduction. In particular this theorem will extend a fundamental result
proved for G/K in [24] where the role of the space Lp,1(G/K) was first recognized (though
from a different perspective). Cowling, Meda and Setti [6] exploited the behaviour of the inter-
twining operators to improve the result. These ideas culminate into the Lorentz space version of
the Kunze–Stein phenomenon for noncompact semisimple Lie groups of real rank one (see [6]).
The end point estimate for this phenomenon was obtained by Ionescu in [21] and its analogue for
the convolution corresponding to the Jacobi transform was obtained by Liu in [22]. Apart from
its application to the growth properties of the Fourier transform in Section 4, this result we obtain
here will play a key role in Section 5.
To proceed towards restriction theorem the following result of Folland and Stein (see [16,
pp. 62–66]) will be required. For f,φ ∈ C∞c (N), the radial maximal function M0φ is defined by
M0φf (n) = sup−∞<t<∞
∣∣f ∗ φt (n)∣∣, where φt (n) = e−Qtφ(δ−t (n)).
For n = (V ,Z) ∈ N we define its homogeneous norm ‖n‖ = ‖(V ,Z)‖ = ( ‖V ‖4Rm16 + ‖Z‖2Rl )1/2.
Theorem 3.1. If a measurable function φ on N satisfies for all n ∈ N , |φ(n)| A(1 + ‖n‖)−β
for some A> 0, β >Q, then
∥∥M0φf ∥∥p ACp,β‖f ‖p for all f ∈ Lp(N), p > 1.
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note that ‖f˜ (α+ iγqρ, ·)‖q 
∫
S
|f (x)|(∫
N
P(x,n) dn)1/q dx and ∫
N
Pa(n)dn 1. For q = ∞,
|Pα+iγq (x, n)| P−iρ(x, n) = 1. Hence the result follows with C1,q = 1.
We will deal now with 1 <p < 2. First we take q = p for which it is enough to prove
‖PiγpρF‖Lp′,∞(S)  C‖F‖Lp′ (N)
for all F ∈ C∞c (N), as the assertion follows from this by duality.
We have for x = n1at ,
PiγpρF (x) =
∫
N
F(n)Piγpρ(x,n) dn
=
∫
N
F(n)Piγpρ(n1at , n) dn
=
∫
N
F(n)Piγpρ
(
at , n
−1
1 n
)
dn
=
∫
N
F(n1n)Piγpρ
(
at , n
−1)dn
= eQt/p′
∫
N
F(n1n)Piγpρ
(
at , n
−1)e−Qtp′ dn.
Let φ(n) = P1(n)1/p . Let φt (n) = e−Qtφ(δ−t (n)). Then φt (n) = e−Qt/p′Piγpρ(at , n). Hence
PiγpρF (n1at ) = (F ∗ φt )(n1)eQt/p′ . Therefore∣∣PiγpρF (n1at )∣∣ eQt/p′ sup−∞<t<∞∣∣F ∗ φt (n1)∣∣= eQt/p′M0φF (n1).
Now,
∣∣{x = n1at ∣∣PiγpρF (n1at ) > α}∣∣ ∣∣{x = n1at ∣∣ eQt/p′M0φF (n1) > α}∣∣
= ∣∣{x = n1at ∣∣ e−Qt < (M0φF (n1)α−1)p′}∣∣
=
∫
N
(
M0φF (n1)
)p′
α−p′ dn1  α−p
′ ‖F‖p′
Lp
′
(N)
.
In the last step we have used Theorem 3.1, noting that φ satisfies the hypothesis. Indeed |φ(n)|
C(1 + ‖n‖)−2Q/p and 2Q/p >Q as p < 2. Therefore
supα
∣∣{n1at ∣∣ ∣∣PiγpρF (n1at )∣∣> α}∣∣1/p′  ‖F‖Lp′ (N).α>0
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‖Piγp′ρF‖∗p′,∞  C‖F‖Lp(N)
which is same as proving
∥∥〈πiγp′ρ(·)P 1/p′1 ,F 〉∥∥∗p′,∞  C‖F‖Lp(N).
We need to define the intertwining operator Ip : Lp(N) → Lp′(N) for 1 p  2 such that:
(a) 〈Ipφ,ψ〉 = 〈φ, Ipψ〉 for measurable functions φ and ψ on N for which both sides make
sense.
(b) Ip(πiγp (nat )φ)(n1) = πiγp′ (nat )(Ipφ)(n1) for all n,n1 ∈ N , t ∈ R and φ ∈ C∞c (N).
(c) Ip is strong type (p,p′).
(d) Ip(P 1/p1 )(n) CP 1/p
′
1 (n).
We recall (see Section 2) that for a suitable function φ on N ,
πλ(n)φ(n1) = φ
(
n−1n1
)
and πλ(at )φ(n1) = e−Qt/pφ
(
δ−t (n1)
)
.
We also recall that
∫
N
f (δr (n)) dn = e−Qr
∫
N
f (n)dn. It is clear that ‖δr(V ,Z)‖ = er‖(V ,Z)‖
where ‖n‖ is the homogeneous norm of n ∈ N defined above. We define
Ipφ = φ ∗ ‖ · ‖−2Q/p′ .
It is clear that Ip satisfies (a) and that Ip commutes with the translation on N which is the action
of N under πλ for any λ. Therefore to prove (b) it is enough to show that Ip(πiγp (ar )φ) =
πiγp′ (ar )(Ipφ) for all r ∈ R. For convenience let us temporarily use the symbol F(n) for
‖n‖−2Q/p′
It is clear that
πiγp′ (ar )(Ipφ)(n) =
(
πiγp′ (ar )(φ ∗ F)
)
(n) =
∫
N
φ(n1)F
(
n−11 a−rnar
)
dn1e
−Qr/p′ .
On the other hand
Ip
(
πiγp (ar)φ
)
(n) =
∫
N
(
πiγp (ar)φ
)
(n1)F
(
n−11 n
)
dn1
=
∫
N
φ(a−rn1ar)F
(
n−11 n
)
dn1 e
−Qt/p
=
∫
φ(n2)F
(
arn
−1
2 a−rn
)
dn2 e
Qte−Qt/pM
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∫
N
φ(n2)F
(
n−12 a−rnar
)
dn2 e
2Qt/p′eQte−Qt/p
=
∫
N
φ(n2)F
(
n−12 a−rnar
)
dn2 e
−Qr/p′ .
In one of the steps above we have used
F
(
n−12 a−rnar
)= F (a−r(arn−12 a−rn)ar)= e2Qr/p′F (arn−12 a−rn).
This proves property (b) of Ip .
We note that (see [14, Cor. 1.6]) for any nonzero complex number α and positive number b,∫
0‖(V ,Z)‖b
∥∥(V ,Z)∥∥α−Q dV dZ = cαbα.
Therefore (taking α = Q) we conclude that the measure of the set {(V ,Z) | ‖(V ,Z)‖−2Q/p′ > b}
is equal to CQb−p
′/2
. Thus ‖ · ‖−2Q/p′ ∈ Lp′/2,∞(N) and hence by Young’s inequality [14,
Prop. 1.10]
‖Ipφ‖Lp′ (N)  Cp‖f ‖Lp(N).
This proves property (c) of Ip .
For (d) we first note that P 1/p′1 (n) ‖ · ‖−2Q/p
′
. Therefore
P
1/p
1 ∗ ‖ · ‖−2Q/p
′
(n) P 1/p1 ∗ P 1/p
′
1 (n)
= φiγpρ(n)  e−Qd(n)/p
′  P 1/p′1 (n).
Thus
P
1/p′
1 (n) CP
1/p
1 ∗ ‖ · ‖−2Q/p
′
(n) = CIp
(
P
1/p
1
)
(n).
Now using the operator Ip we have
πiγp′ρ(x)P
1/p′
1 = Cπiγp′ρ(x)Ip
(
P
1/p
1
)= CIp(πiγpρ(x)P 1/p1 ).
Hence 〈
πiγp′ρ(·)P 1/p
′
1 ,F
〉= C〈Ip(πiγpρ(·))P 1/p1 ,F 〉= C〈πiγpρ(·)P 1/p1 , Ip(F )〉.
Thus∥∥〈πiγ ′ρ(·)P 1/p′ ,F 〉∥∥∗ ′ = C∥∥〈πiγpρ(·)P 1/p, Ip(F )〉∥∥∗ ′  C∥∥Ip(F )∥∥ p′  C‖F‖Lp(N).p 1 p ,∞ 1 p ,∞ L (N)
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‖f ‖∗p,1.
(ii) We take p1,p2  1 such that p1 <p < p2 < q < p′. Using the result in [26, Theorem 4.2]
we have
∥∥f˜ (α + iγqρ, ·)∥∥Lq(N)  Cp1,q‖f ‖p1
which is equivalent to the following by duality:
‖Pα+iγqρξ‖p′1  Cp1,q‖ξ‖Lq′ (N).
Through similar arguments we also get
‖Pα+iγqρξ‖p′2  Cp2,q‖ξ‖Lq′ (N).
We interpolate between the two results above [18, p. 64, 1.4.2] to get
‖Pα+iγqρξ‖∗p′,1  Cp1,p2,p,q‖ξ‖Lq′ (N)
as p′2 <p′ <p′1. The last result is equivalent to (by duality)∥∥f˜ (α + iγqρ, ·)∥∥Lq(N)  Cp1,p2,p,q‖f ‖∗p,∞.
To complete we shall now show that the norm estimates obtained above are sharpest possible.
For α ∈ R and r ∈ R using dilation on N we get
Pα+iγqρ(δrF )(x) =
∫
N
F(n)Pα+iγqρ
(
a−rn−1arx, e
)
dne−Qr.
Since σ(arx) = σ(ar)σ (x) for ar ∈ A and x ∈ S (see Section 2) we have
Pα+iγqρ
(
a−rn−1arx, e
)= e(Q/q−iα)A(σ (a−r n−1arx))
= e(Q/q−iα)re(Q/q−iα)A(σ (n−1arx))
= eQr/qe−iαrPα+iγqρ
(
n−1arx, e
)= eQr/qe−iαrPα+iγqρ(arx,n).
Thus
Pα+iγqρ(δrF )(x) = e−Qr/q
′
e−iαr
∫
N
F(n)Pα+iγqρ(arx,n) dn
= e−Qr/q ′e−iαrPα+iγqρ(F )(arx).
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∥∥Pα+iγqρ(δrF )∥∥∗u,v = e−Qr/q ′‖Pα+iγqρF‖∗u,v
for any suitable u,v.
On the other hand it is easy to prove that ‖δrF‖Ls′ (N) = eQr/s
′‖F‖
Ls
′
(N)
. Therefore if we
assume an inequality of the form ‖Pα+iγqρF‖∗u,v  ‖F‖Ls′ (N) then substituting F by δrF we
get for all r ∈ R,
e−Qr/q ′‖Pα+iγqρF‖∗u,v  e−Qr/s
′‖F‖
Ls
′
(N)
and that implies s = q . Going to the dual picture we have proved that the only inequalities we
can have is of the form:
∥∥f˜ (α + iγqρ, ·)∥∥Lq(N)  ‖f ‖∗u′,v′ . (3.1)
But if f is radial then f˜ (iγqρ,n) = f̂ (iγqρ)P 1/q1 (n). Thus applying (3.1) on positive ra-
dial functions f we get
∫
S
f (x)φiγqρ(x) dx  C‖f ‖∗u′,v′ . Hence without assuming radiality and
positivity of the function f we have∣∣∣∣ ∫
S
f (x)φα+iγqρ(x) dx
∣∣∣∣ ∫
S
R
(|f |)(x)φiγqρ(x) dx  C∥∥R(|f |)∥∥∗u′,v′  C‖f ‖∗u′,v′ .
This implies φα+iγqρ ∈ Lu,v(S) for all α ∈ R. We recall (see Section 2) that the two best possible
values of (u, v) are (p′,1) and (q ′,∞). Therefore inequality (3.1) is restricted to be either
∥∥f˜ (α + iγqρ, ·)∥∥Lq(N)  ‖f ‖∗p,∞ or ∥∥f˜ (α + iγqρ, ·)∥∥Lq(N)  ‖f ‖∗q,1. (3.2)
This establishes the sharpness of the estimates. 
Remark 3.2. Following remarks are in order.
(1) For Iwasawa NA groups (in other words for the rank one symmetric spaces) the fact that
Ip(P
1/p
1 ) = c(iγpρ)P 1/p
′
1 is proved in [9, p. 530] through nontrivial steps using representa-
tions of the Heisenberg groups. A step by step adaptation of the proof yields the result for
general NA groups. This result is of independent interest and much stronger than property
(d) of Ip used in the proof above.
(2) It is clear that for p,q,α as in the second part of the theorem above and 1  r < ∞, if
f ∈ Lp,r(S) then
(∫
N
∣∣f˜ (α + iγqρ,n)∣∣q dn)1/q  Cp,q‖f ‖∗p,r .
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shown inside the proof of Theorem 1.1(i) that for any q  1 the function n → ‖n‖−2Q/q is
in Lq/2,∞(N) where ‖n‖ = ‖(V ,Z)‖ = ( ‖V ‖4Rm16 + ‖Z‖2Rl )1/2. It is clear from the definition
that Piγqρ(e, n) = P1(n)1/q  ‖n‖−2Q/q and hence Piγqρ(e, ·) ∈ Lq/2,∞(N). Using the fact
that for a radial function f , f˜ (λ,n) = f̂ (λ)Pλ(e, n) we thus get:∥∥f˜ (iγqρ, ·)∥∥∗q/2,∞ = ∣∣f̂ (iγqρ)∣∣∥∥P 1/q1 (·)∥∥∗q/2,∞  ∥∥P 1/q1 (·)∥∥∗q/2,∞‖φiγqρ‖q ′,∞‖f ‖q,1
or 
∥∥P 1/q1 (·)∥∥∗q/2,∞‖φiγqρ‖q,∞‖f ‖q ′,1,
depending on whether q  2 or q > 2. As P1 ∈ L∞(N), we also have ‖f˜ (iγqρ, ·)‖∞ 
C‖f ‖q,1 or  ‖f ‖q ′,1 depending on whether q  2 or q > 2.
Similarly we also get for 1 p < q < p′,∥∥f˜ (iγqρ, ·)∥∥∗q/2,∞  ∥∥P 1/q1 (·)∥∥∗q/2,∞‖φiγqρ‖p′,1‖f ‖p,∞ and∥∥f˜ (iγqρ, ·)∥∥∞  C‖f ‖p,∞.
Coming back to the restriction theorem of not necessarily radial functions on S, using Hölder’s
inequality we have for 1 q1 < q , α ∈ R(∫
N
∣∣f˜ (α + iγqρ,n)∣∣q1P1(n)1− q1q dn)1/q1  ∥∥f˜ (iγqρ, ·)∥∥q . (3.3)
This leads to another set of results. Note that for a fixed 1 q1 < 2, and for q1  q  q ′1 {α +
iγqρ | α ∈ R} is a straight line parallel to R on the strip Sq1 . We notice from (3.3) that the
weight in the inequality will change with q and will vary from 1 to P1(n)2−q1 . (One can compare
the situation with the case of symmetric spaces (see Section 6) where restriction theorem is
considered in the compact picture.) As P1(n) 1 for all n ∈ N , one can use the uniform weight
P1(n)2−q1 when q1 is fixed. It is evident that to have a norm estimate of f˜ (λ, ·) which is uniform
over the strip Sq1 , and where the weight does not depend on q1 we have to consider a weighted
measure space (N,P1(n) dn). We get the following result whose proof is omitted as it goes along
the line of [26, Corollary 4.4]. Note that (N,P1(n) dn) is a finite measure space.
Corollary 3.3 (Restriction on strip). Let
Lq(N,P1) =
{
f measurable on N
∣∣∣ ∫
N
∣∣f (n)∣∣qP1(n) dn < ∞}.
(a) Let 1 p < q  2 and 1 r  q . If f ∈ Lp,∞(S) then∥∥f˜ (λ, ·)∥∥
Lr(N,P1)
 Cp,q‖f ‖∗p,∞
for any λ in the strip Sq = {z ∈ C | |
z| γqρ}.
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∥∥f˜ (λ, ·)∥∥
Lq,1(N,P1)
 Cλ,p,q‖f ‖∗p,∞ for all λ ∈ S◦q .
(c) For p < q < q1  2, λ ∈ R∥∥f˜ (λ+ iγq1 , ·)∥∥∗Lq,1(N,P1)  Cp,q,q1‖f ‖∗p,∞.
The next goal is to obtain an analogue of the Hausdorff–Young inequality. For radial functions
on symmetric spaces an analogue of this inequality appears in [8]. In [26] an inequality of this
genre was first proved.
We consider the product measure space (Y, dy) = (N,dn)× (R, |c(λ)|−2 dλ).
Theorem 3.4 (Hausdorff–Young inequality). Let 1 p  2. Then:
(a) For p  q  p′,
(∫
R
(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn) p
′
q ∣∣c(λ)∣∣−2 dλ) 1p′  Cp,q‖f ‖p.
(b) For 1 <p < q < p′, p′  r ∞ and 1 s ∞
∥∥∥∥(∫
N
∣∣f˜ (• + iγq, n)∣∣q)1/q∥∥∥∥∗
r,s
 Cp,q,r‖f ‖∗p,s
where by (
∫
N
|f˜ (• + iγq, n)|q)1/q we mean the function λ → (
∫
N
|f˜ (λ + iγq, n)|q)1/q on
the measure space (R, |c(λ)|−2 dλ).
Proof. Part (a) is proved in [26, Theorem 4.6].
For (b) we fix p,q satisfying the condition in the hypothesis and consider the operator T
between the measure spaces (S, dx) and (R, |c(λ)|−2 dλ) defined by:
Tf (λ) = ∥∥f˜ (λ+ iγqρ, ·)∥∥q .
We choose p1 and p2 such that 1  p1 < p < p2 < q . Then by [26, Corollary 4.7] ‖Tf ‖p′1 
Cp,q‖f ‖p1 and ‖Tf ‖p′2  Cp,q‖f ‖p2 . The result (b) then follows by interpolation [31,
p. 197]. 
4. Growth of Fourier transform and moduli of continuity
For motivation of this section we refer the readers to [3,4,17]. Let σt be the normalized surface
measure of the geodesic sphere of radius t . Then σt is a nonnegative radial measure. For a suitable
function f on S we define the spherical mean operator Mtf = f ∗ σt . Using the radialization
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Mtf (x) = R
(
xf
)
(t)
where xf = Rxf is the right-translation of f by x. We will see that Mt is strong type (p,p), 1
p ∞ and ‖Mt‖Lp→Lp = φiγpρ(t). Here ‖Mtf ‖Lp→Lp is the operator norm of Mt from Lp(S)
to Lp(S). Instead of the particular measure σt let us first consider an arbitrary radial nonnegative
finite measure μ and define the operator Tμ by Tμ(f ) = f ∗μ. Then for all f ∈ C∞c (S) we have
Tμ(f )(y) =
∫
S
f (yz) dμ(z) = lim
n
∫
S
f (yz)kn(z) dz
= lim
n
∫
S
f
(
yz−1
)
eQA(z)kn(z) dz
=
∫
S
f
(
yz−1
)
eQA(z) dμ(z),
where {kn} is a sequence of radial measurable functions which converges weakly to μ. The
following proposition now follows exactly as the proof of Theorem 3.3 in [1].
Proposition 4.1. If μ is a radial nonnegative finite measure on S, then Tμ is strong type (p,p)
and
‖T ‖Lp→Lp =
∫
S
φiγpρ(z) dμ(z).
Thus using the proposition above we have
‖Mtf ‖p  φiγpρ(at )‖f ‖p and ‖Mt‖Lp→Lp = φiγpρ(t) for p ∈ [1,∞]. (4.1)
Since for t > 0, φiγpρ(at )  e−(Q/p′)t for 1 p  2 and φiγp′ρ = φiγpρ , we have from above
‖Mtf ‖Lp→Lp  e−(Q/p′)t or  e−(Q/p)t depending on p  2 or p > 2. Using interpolation [31,
p. 197] we also have
‖Mtf ‖∗p,s  Cp,s‖f ‖∗p,s for p ∈ (1,∞), s ∈ [1,∞].
We recall that for a function f on S its radialization R(f ) is given by R(f )(at ) =∫
S
f (x) dσt (x). Since R(Pλ(·, n))(t) = φλ(t)Pλ(e, n) (see Section 2) and σ̂t (λ) = φλ(at ), we
have
σ˜t (λ, n) =
∫
S
Pλ(x,n) dσt (x) = φλ(at )Pλ(e, n). (4.2)
Using this we get: Mtφλ(x) = φλ(at )φλ(x) which is an analogue of the functional equation for
the elementary spherical functions on the symmetric spaces. We will sketch the proof.
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=
∫
S
φλ(xy)dσt (y)
=
∫
S
∫
N
Pλ
(
x−1, n
)P−λ(y,n) dndσt (y)
=
∫
N
∫
S
P−λ(y,n) dσt (y)Pλ
(
x−1, n
)
dn
=
∫
N
σ˜t (−λ,n)Pλ
(
x−1, n
)
dn
=
∫
N
σ̂t (λ)P−λ(e, n)Pλ
(
x−1, n
)
dn
= φλ(at )φλ(x).
The functional equation above and (4.1) suggest an alternative proof of the following well-
known result:
Corollary 4.2. For any p ∈ [1,2) if λ ∈ Sp then |φλ(at )| φiγpρ(at ).
Proof. When λ ∈ ∂Sp , it is clear that |φλ(at )|  φiγpρ(at ). Therefore we take λ ∈ S◦p . Then
φλ ∈ Lp′(S). Using (4.1) we have that ‖Mtφλ‖p′  φiγp (at )‖φλ‖p′ and hence by the functional
equation |φλ(at )|‖φλ‖p′  φiγp (at )‖φλ‖p′ . Thus |φλ(at )| φiγp (at ) for all λ ∈ S◦p . 
From (4.2) through easy computation we also obtain
Mt
(Pλ(·, n))(z) = (πλ(z)σ˜t (λ, ·))(n) = φλ(at )Pλ(z, n). (4.3)
Therefore for a suitable function f on S,
M˜tf (λ,n) =
〈
f ∗ σt ,Pλ(·, n)
〉= 〈f,Pλ(·, n) ∗ σt 〉= 〈f,φλ(at )Pλ(·, n)〉
= f˜ (λ,n)φλ(at ), (4.4)
whenever both sides make sense.
Proposition 4.3. For f ∈ L1(S), Mtf converges to f in L1(S) as t → 0. Also for all f ∈
Lp,q(S), 1 <p < ∞, 1 q ∞, Mtf converges to f in Lp,q(S) as t → 0.
A standard argument involving dominated convergence theorem and approximation by func-
tions in C∞c (S) proves the result for Lp-spaces. If f ∈ Lp,q(S) with p,q as above, then there
exist f1 ∈ L1(S), f2 ∈ Lr(S) with r ∈ (p,2] such that f = f1 + f2 (see [26]). The use of this
decomposition gives the result for the Lorentz spaces.
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Ω1[f ](r) = sup
0<tr
‖Mtf − f ‖∗1.
We shall quote two lemmas from [4, Lemmas 3 and 7], [3, Lemma 9].
Let jα be the usual Bessel function of the first kind normalized by jα(0) = 1.
Lemma 4.4. Let α > −1/2. Then there are positive constants C1,α and C2,α such that
C1,α min
{
1, (λt)2
}
 1 − jα(λt) C2α min
{
1, (λt)2
}
.
Lemma 4.5. Let α > −1/2, −1/2  β  α and t0 > 0. Then for |η|  ρ, μ ∈ R, there exists a
positive constant C = Ct0,α,β such that
∣∣1 − φ(α,β)μ+iη(at )∣∣ C∣∣1 − jα(μt)∣∣
for all 0 t  t0. This has the following two consequences.
(a) For t0, μ and C as above,
1∫
0
∣∣∣∣1 − φ(α,β)μ±iρ(zr
)∣∣∣∣dz C min{1,(μr
)2}
for all r  1/t0.
(b) For a fixed 0 < η0 < ρ, there exists a positive constant C = Cα,β,η0 such that for all |η| η0,
μ ∈ R and t > 0,
∣∣1 − φ(α,β)μ+iη(t)∣∣ C min{1, (μt)2}.
The lemma above indicates that the results which involve boundaries of the strip S1 have to be
treated differently. In fact only for those results spherical modulus of continuity has to be used.
It is now straightforward that Theorem 1.1, Corollary 3.3(a) and the arguments of Theorem 12
in [3] prove the following versions of [3, Theorem 12], [4, Theorem 14]:
Theorem 4.6.
(a) Let 1 <p < 2. Then for f ∈ Lp,1(S), q ∈ [p,p′] and t > 0,
sup
λ∈R
[
min
{
1, (λt)2
}(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q] Cp,q‖Mtf − f ‖∗p,1.
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sup
λ∈R
[
min
{
1, (λt)2
}(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q] Cp,q‖Mtf − f ‖∗p,∞.
(c) Let 1 <p < q  2 and f ∈ Lp,∞(S). Then for |η| < γpρ and t > 0,
sup
λ∈R
[
min
{
1, (λt)2
}(∫
N
∣∣f˜ (λ+ iη, n)∣∣qP1(n) dn)1/q] Cp,q‖Mtf − f ‖∗p,∞.
(d) Let 1 < q < ∞. Then for f ∈ L1(S) and t > 0,
sup
λ∈R
[
min
{
1, (λt)2
}(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q] Cq‖Mtf − f ‖1.
One can also prove similar results using parts (b) and (c) of Corollary 3.3.
As a consequence of Theorem 3.4 we have the following result which accommodates
[3, Conjecture 16].
Theorem 4.7.
(a) Let 1 <p  2 and p  q  p′. Then for f ∈ Lp(S)
(∫
R
min
{
1, (λt)2p
′}(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)p′/q ∣∣c(λ)∣∣−2 dλ)1/p′  Cp,q‖Mtf − f ‖p.
(b) Let 1 <p  2, p < q < p′ and 1 s ∞. For f ∈ Lp,s(S) we define
Ft (λ) = min
{
1, (λt)2
}(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q
to be a function on the measure space (R, |c(λ)|−2 dλ).
Then for u ∈ [p′,∞],
‖Ft‖∗u,s  Cp,q,s‖Mtf − f ‖p,s .
(c) Let r0 > 0 be fixed. Then for f ∈ L1(S) and for all r  r0,
sup
{
min
{
1, (λ/r)2
}∣∣f˜ (λ− iρ, n)∣∣} Cr0Ω1[f ](1r
)λ∈R, n∈N
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sup
λ∈R
{
min
{
1, (λ/r)2
}∫
N
∣∣f˜ (λ+ iρ, n)∣∣dn} Cr0Ω1[f ](1r
)
.
Proof. (b) We shall use here the notation explained in Theorem 3.4(b). We apply Theorem 3.4(b)
to the function Mtf − f ∈ Lp,s(S) to obtain for all t > 0,∥∥∥∥(∫
N
∣∣(Mtf − f )˜ (• + iγqρ,n)∣∣q dn)1/q∥∥∥∥∗
u,s
 Cp,q,s‖Mtf − f ‖∗p,s .
Since M˜tf (λ+ iγqρ,n) = φλ+iγqρ(at )f˜ (λ,n), from above we get for all t > 0∥∥∥∥∣∣φ•+iγqρ(at )− 1∣∣(∫
N
∣∣f˜ (• + iγqρ,n)∣∣q dn)1/q∥∥∥∥∗
u,s
 Cp,q,s‖Mtf − f ‖∗p,s .
From this using Lemmas 4.4 and 4.5(b) we get the assertion.
(c) We apply Theorem 3.4(a) for p = 1 and q = 1 to the function Mtf − f to obtain:
sup
λ∈R
∫
N
∣∣(Mtf − f )˜ (λ+ iρ, n)∣∣dn C‖Mtf − f ‖1.
Hence
sup
0<t<1/r
sup
λ∈R
∫
N
∣∣1 − φλ+iρ(at )∣∣∣∣f˜ (λ+ ρ,n)∣∣dn Cr0Ω1[f ](1r
)
.
This implies
sup
λ∈R
∫
N
( 1∫
0
∣∣1 − φλ+iρ(zt/r)∣∣dz)∣∣f˜ (λ+ ρ,n)∣∣dn Cr0Ω1[f ](1r
)
.
Using Lemmas 4.4 and 4.5(a) we get,
sup
λ∈R
{
min
{
1, (λ/r)2
}∫
N
∣∣f˜ (λ+ ρ,n)∣∣dn} Cr0Ω1[f ](1r
)
.
Through similar arguments we can prove (a) applying Theorem 3.4(a) to the function
Mtf − f . 
Remark 4.8. It is easy to see that the analogue of Theorem 4.6(c) for rank one symmetric spaces
implies [3, Theorem 12] by using the fact that K is a finite measure space. Similarly analogue of
Theorem 4.7 for rank one symmetric space generalizes [3, Proposition 15], [4, Theorem 11].
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improved version of [3, Corollary 13], [4, Corollary 10].
Corollary 4.9.
(a) If 1 <p < 2, q ∈ [p,p′], then for f ∈ Lp,1(S) and λ ∈ R,
sup
|λ|>1/t
(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q  Cp,q‖Mtf − f ‖∗p,1.
(b) If 1 <p < 2, q ∈ (p,p′), then for f ∈ Lp,∞(S) and λ ∈ R,
sup
|λ|>1/t
(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)1/q  Cp,q‖Mtf − f ‖∗p,∞.
(c) If 1 <p  2, q ∈ [p,p′], then for f ∈ Lp(S) and λ ∈ R,
( ∫
|λ|>1/t
(∫
N
∣∣f˜ (λ+ iγqρ,n)∣∣q dn)p′/q ∣∣c(λ)∣∣−2 dλ)1/p′  Cp,q‖Mtf − f ‖p.
(d) Let r0 > 0 be fixed. Then for f ∈ L1(S), λ ∈ R and for all r  r0,
sup
|λ|>r,n∈N
∣∣f˜ (λ− iρ, n)∣∣ Cr0Ω1[f ](1r
)
and
sup
|λ|>r
∫
N
∣∣f˜ (λ+ iρ, n)∣∣dn Cr0Ω1[f ](1r
)
.
(e) If 1 < q < ∞ and f ∈ L1(S) then
sup
|λ|>1/t
(∫
N
∣∣f˜ (λ+ iγq, n)∣∣q dn)1/q  Cq‖Mtf − f ‖1.
Remark 4.10. One may be curious to know if it is possible to have analogues of (i) and (ii) at
least for Lp(Rn) by appealing to available versions of Euclidean restriction theorem. It appears to
us that this approach fails there because in the case of Euclidean spaces the constants appearing
in the restriction inequalities for spheres depend on the radius of the sphere.
5. Kunze–Stein phenomenon on NA groups
Purpose of this section is to relate restriction theorems to the Kunze–Stein phenomenon. This
may sound contradictory as Damek–Ricci spaces are not Kunze–Stein groups. Indeed we have
the following result related to the left and right convolutors on S:
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(a) For no q  1 the following holds true: Lp(S) ∗Lq(S) ⊂ Lp(S).
(b) Lq(S) ∗Lp(S) ⊂ Lp(S) if and only if q = 1.
Proof. It is implicit in [1, Theorem 3.3] that for a function f ∈ L1(S)+loc, if Lp(S) ∗ f ⊂ Lp(S)
then
∫
S
f (x)eQA(x)/p
′
dx < ∞. Note that the function x → eQA(x)/p′ is in no Lq(S) as it is
independent of N . This proves (a).
It is easy to verify that L1(S) ∗ Lp(S) ⊂ Lp(S). To prove the converse part in (b) first
we note that (f ∗ g)∗ = g∗ ∗ f ∗. Suppose that f is a nonnegative left convolutor on Lp(S);
i.e. ‖f ∗ g‖p  C‖g‖p for any g ∈ Lp(S). Now ‖f ∗ g‖p = ‖(g∗ ∗ f ∗)∗‖p = ‖(g∗ ∗
f ∗)e(Q/p)A(·)‖p = ‖g˜ ∗ f˜ ‖p where g˜(x) = g∗(x)e(Q/p)A(x) and f˜ = f ∗(x)e(Q/p)A(x). Then
‖g˜‖p =
∫
G
|g(x−1)|peQA(x) dx = ∫
S
|g(x)|p dx = ‖g‖p .
Thus we have ‖g˜ ∗ f˜ ‖p  ‖g˜‖p . As for any function g, g˜ = g this implies that f˜ is a nonneg-
ative right convolutor. Applying the argument of [1, Theorem 3.3] mentioned in part (a) above
on f˜ we get
∫
S
f (x) dx = ∫
S
f˜ (x)e(Q/p
′)A(x) dx < ∞. That is, f ∈ L1(S). 
Remark 5.2. The theorem above is not surprising since S is an amenable as well as nonunimod-
ular group. We note that for a nonunimodular group nothing more than the classical Young’s
inequality is expected (see [10, Lemma A.4]) and hence in particular a nonunimodular group
does not have Kunze–Stein property. It is also known that noncompact amenable groups are not
Kunze–Stein groups.
We recall that the most distinguished prototypes of harmonic NA groups are the rank one
Riemannian symmetric spaces X = G/K , where G is a noncompact connected semisimple Lie
group with finite centre and K is a maximal compact subgroup of G. More precisely, X = G/K
can be realized through the Iwasawa decomposition G = NAK as X = NA and therefore X is
called Iwasawa NA group. Functions on X have the natural identification with right K-invariant
functions on G. The right convolution of a K-biinvariant function f2 on G with a function f1 on
G/K is the same as their convolution (in that order) realized as functions on S = NA. Precisely,
f1 ∗G f2 = f1 ∗S f2.
Thus for the Iwasawa NA groups one observes a Kunze–Stein phenomenon (when the right convo-
lutor is radial) as a consequence of the corresponding phenomenon in the underlying semisimple
group G [5,6]. Results below will reflect that so far the Kunze–Stein phenomenon with a ra-
dial right convolutor is concerned the vein runs from the Iwasawa NA groups to the general
one-dimensional solvable extension of the H -type groups.
Decomposing the space S in horocycles we have the following integral formula:
Lemma 5.3. For f ∈ L1(S) we have∫
S
f (x) dx =
∫
N
∫
R
∫
N
f
(
nσ(n1at )
)
dn1 dt dn =
∫
N
∫
R
∫
N
f
(
natσ (n1)
)
e−Qt dn1 dt dn
=
∫ ∫
f
(
xσ(n)
)
dndx.S N
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N×R×N
f
(
nσ(n1at )
)
dt dndn1 =
∫
N×R×N
f
(
na−t σ (a−t n1at )
)
dt dndn1
=
∫
N×R×N
f
(
na−t σ (n1)
)
eQt dt dndn1
=
∫
N×R×N
f
(
nσ(atn1)
)
eQt dt dndn1.
Now,∫
N
∫
R
∫
N
f
(
natσ (n1)
)
e−Qt dn1 dt dn =
∫
S
∫
N
f
(
xσ(n)
)
dndx =
∫
N
∫
S
f (x) dx eQA(σ(n)) dn.
As
∫
N
eQA(σ(n)) dn = ∫
N
Piρ(n, e) dn =
∫
N
P1(n) dn = 1 the lemma follows. 
The following lemma relates restriction theorems to the Kunze–Stein phenomenon. In-
deed this is the heart of the phenomenon. Let Λ be the left regular representation of S, i.e.
(Λ(x)f )(y) = f (x−1y) for a measurable function f on S. We note that 〈Λ(x)ξ, η〉 = η ∗ ξ∗ and
when ξ is radial then 〈Λ(x)ξ, η〉 = η ∗ ξ . We also note that 〈Λ(x)ξ, η〉 = 〈ξ,Λ(x−1)η〉.
Lemma 5.4. Let p  1. For ξ ∈ Lp(S) and η ∈ Lp′(S) there exist ξp ∈ Lp(N) and ηp′ ∈ Lp′(N)
such that ‖ξ‖p = ‖ξp‖Lp(N), ‖η‖p′ = ‖ηp′‖Lp′ (N) and |〈Λ(x)ξ, η〉| 〈πiγpρ(x)ξp, ηp′ 〉.
If ξ is radial then |η ∗ ξ(x)| = |〈Λ(x)ξ, η〉| ‖ξ‖pPiγpρ(ηp′)(x).
If both ξ and η are radial functions then |η ∗ ξ(x)| = |〈Λ(x)ξ, η〉| φiγpρ(x)‖ξ‖p‖η‖p′ .
Proof. For ξ ∈ Lp we define
ξp(n) =
( ∫
R×N
∣∣ξ(natσ (n1))∣∣pe−Qt dn1 dt)1/p.
We also define ηp′ similarly. It is clear from Lemma 5.3 that ξp ∈ Lp(N) and ηp′ ∈ Lp′(N).
Let x = n2as . Then
∣∣〈Λ(x)ξ, η〉∣∣= ∣∣∣∣ ∫
S
ξ
(
x−1y
)
η(y)dy
∣∣∣∣

∫
S
∣∣ξ(y)∣∣∣∣η(xy)∣∣dy
=
∫ ∣∣ξ(natσ (n1))∣∣∣∣η(xnatσ (n1))∣∣e−Qt dn1 dt dn
N×R×N
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∫
N
( ∫
R×N
∣∣ξ(natσ (n1))∣∣pe−Qt dn1 dt)1/p
×
( ∫
R×N
∣∣η(xnatσ (n1))∣∣p′e−Qt dn1 dt)1/p′ dn
=
∫
N
ξp(n)ηp′(n2asna−s)eQs/p
′
dn
=
∫
N
ξp
(
a−sn−12 nas
)
ηp′(n)e
Qs/p dn
=
∫
N
(
πiγpρ(x)ξp
)
(n)ηp′(n) dn
= 〈πiγpρ(x)ξp, ηp′ 〉.
Now
ξp(n) =
( ∫
R×N
∣∣ξ(nσ(n1at ))∣∣p dn1 dt)1/p
=
(∫
S
∣∣ξ(nx)∣∣peQA(σ(x)) dx)1/p
=
(∫
S
∣∣ξ(x)∣∣peQA(σ(n−1x)) dx)1/p
=
(∫
S
∣∣ξ(x)∣∣pPiρ(x, n) dx)1/p,
where we have substituted x for σ(n1at ).
If ξ is radial, then so is |ξ |p . We also recall that R(Piρ(·, n))(x) = φiρ(x)P(e, n) = P1(n).
Therefore from above we get ξp(n) = (
∫
S
|ξ(x)|p dx)1/pP1(n)1/p = ‖ξ‖pP1(n)1/p .
Thus if ξ is radial then from above we get
∣∣〈Λ(x)ξ, η〉∣∣ ‖ξ‖p〈πiγpρ(x)P 1/p1 , ηp′ 〉= ‖ξ‖pPiγpρ(ηp′)(x).
If η is also radial then ηp′(n) = ‖η‖p′P1(n)1/p′ = ‖η‖p′P−iγpρ(e, n). As Piγpρ(P 1/p
′
1 )(x) =
φiγpρ(x), the last assertion follows. 
We have an immediate corollary of the lemma above:
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(a) If a locally integrable function f satisfies∣∣∣∣ ∫
S
∣∣f (x)∣∣Piγpρ(α)(x) dx∣∣∣∣ C‖α‖Lp′ (N) for all α ∈ Lp′(N)+,
then ‖Λ(f )‖Lp(S)#→Lp(S) < ∞, where for a measurable function ξ on S, Λ(f )ξ =∫
S
f (x)Λ(x)ξ dx = f ∗ ξ .
(b) If f ∈ Lq(S)+, 1 q < p and f satisfies∣∣∣∣ ∫
S
∣∣f (x)∣∣Piγpρ(α)(x) dx∣∣∣∣ C‖f ‖Lq(S)‖α‖Lp′ (N),
then ‖Λ(f )‖Lp(S)#→Lp(S)  C‖f ‖q .
Theorem 5.6 (Kunze–Stein phenomenon). We have the following subset relations and the corre-
sponding norm inequalities.
(a) For 1 p < q < p′, Lq(S) ∗Lp,∞(S)# ⊂ Lq(S).
(b) For 1 p < 2, Lp′(S) ∗Lp(S)# ⊂ Lp′,∞(S).
(c) For 1 <p < 2 and 1 r, s, t ∞ with 1/r + 1/s  1 + 1/t ,
Lp,r(S) ∗Lp,s(S)# ⊂ Lp,t (S).
(d) For 1 <p < 2 and 1 r ∞, Lp′,r ′(S) ∗Lp,1(S)# ⊂ Lp′,r ′(S).
(e) For 1 p < 2 and 1 r ∞, Lp′,r ′(S) ∗Lp,r (S)# ⊂ Lp′,∞(S). (This accommodates (b).)
(f) For 1 p < 2, Lp(S) ∗Lp′(S)# ⊂ Lp′,∞(S).
(g) For 1 p < 2, Lp,1(S) ∗Lp′(S)# ⊂ Lp′(S).
(h) For 1 <p < 2 and p < q < p′, Lq ′(S) ∗Lq(S)# ⊂ Lp′,1(S).
(i) For 1 <p < 2 and p < q < p′, Lp,∞(S) ∗Lq(S)# ⊂ Lq(S).
Proof. (a) As φiγqρ ∈ Lp,1(S), for any f ∈ Lp,1(S)#,
∫
N
|f (x)|φiγqρ(x) dx < ∞. Therefore the
assertion follows from [1, Theorem 3.3] when q  2 and by duality when q > 2.
(b) We take ξ ∈ Lp(S)# and η ∈ Lp′(S). By Lemma 5.4∣∣η ∗ ξ(x)∣∣= ∣∣〈Λ(x)ξ, η〉∣∣ ‖ξ‖pPiγpρ(ηp′)(x).
Therefore by the first part of Theorem 1.1(i)
‖η ∗ ξ‖∗p′,∞  ‖ξ‖p
∥∥Piγpρ(ηp′)∥∥∗p′∞  Cp‖ξ‖p‖ηp′‖Lp′ (N) = Cp‖ξ‖p‖η‖p′ .
(c) We take f ∈ Lp,1(S), g ∈ Lp(S)# and h ∈ Lp′(S), use 〈f ∗g,h〉 = 〈f,h∗g〉 and (b) to get
Lp,1(S) ∗Lp(S)# ⊂ Lp(S). From this using Zafran’s multilinear interpolation [32,6] we get (c).
(d) Taking r = t , s = 1 in (c) we get Lp,r (S) ∗Lp,1(S)# ⊂ Lp,r (S) and then use duality.
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(f) Thorough steps similar to that of (b) this follows from Lemma 5.4 and the second part of
Theorem 1.1(i).
(g) This follows from (f) by duality.
(h) Thorough steps similar to that of (b) this follows from Lemma 5.4 and Theorem 1.1(iii).
(i) This follows from (h) by duality. 
Remark 5.7. (i) For noncompact semisimple Lie groups G of real of rank one Ionescu [21]
proved the following end-point estimate: L2,1(G) ∗L2,1(G) ⊂ L2,∞(G). A step by step adapta-
tion of the proof yields the result
L2,1(S) ∗L2,1(S)# ⊂ L2,∞(S).
This is a result of independent interest. From this some of the results of Theorem 5.6 follow.
For instance, multilinear interpolation between Ionescu’s result and the fact L1(S) ∗ L1(S)# ⊂
L1(S) implies (c). However at this moment it is not clear to us whether it is possible to obtain
Theorem 5.6 without appealing to Theorem 1.1.
(ii) Some of the special cases of Theorem 5.6(c) are interesting in themselves, e.g. Lp,1(S) ∗
Lp,1(S)# ⊂ Lp,1(S) which we get taking r = s = t = 1.
(iii) Theorem 5.6(b) has the following corollary (see [24,6] for the result in symmetric spaces):
Let A,B be two measurable subsets of S of which B is symmetric (i.e. indicator function of B
is radial) then m(A.B)m(A).m(B). Here m denotes the left invariant Haar measure of S. We
include a sketch. We have χA(x) (m(B))−1χA.B ∗ χB−1 where B−1 = {x−1 | x ∈ B}. As χB−1
is radial using the relation Lp′(S) ∗Lp(S)# ⊂ Lp′∞(S),1 <p < 2 we get
m(A)1/p
′ = ‖χA‖p′,∞  C
m(B)
‖χA.B‖p′ ‖χB−1‖p = Cm(AB)1/pm(B)−1/p
′
which implies m(AB) Cm(A)m(B).
(iv) It is implicit in the proof of Theorem 5.1(b) that it is not possible to have a Kunze–Stein
phenomenon for left radial convolutor.
We conclude this section with the following remark on the existence of the operator-valued
Fourier transform πλ(f ) where πλ is a class-1 principal series representation and f ∈ Lp(S),
1 p < 2.
Remark 5.8. It is clear from the action of πλ (see Section 2) that for 1  p ∞ and x ∈ S,
πiγpρ(x) is an isometry on Lp(N). Therefore ‖πiγpρ(x)‖Lp(N)→Lp(N) is uniformly bounded
on S. Thus for f ∈ L1(S) and λ ∈ S1, πλ(f ) =
∫
S
f (x)πλ(x) is a bounded operator from
Lp(N) to Lp(N) where 
λ = γpρ. As f˜ (λ,n) = (πλ(f )P 1/2−iλ/Q1 )(n) and for λ = α + iγpρ,
|P 1/2−iλ/Q1 | = P 1/p1 ∈ Lp(N), existence of f˜ (λ,n) for f ∈ L1(S) and λ ∈ S1 can also be estab-
lished through this. Thus for f ∈ L1(S) the situation is the same as that of the rank one symmetric
space X.
However there is a drastic change when we consider f ∈ Lp(S),1 < p < 2. For symmet-
ric spaces X using Kunze–Stein phenomenon and a result due to Herz and Lohoué (see [23,
Lemma 2]) one can show that for f ∈ Lp(X) and λ ∈ S◦p , πλ(f ) exists as a bounded linear oper-
ator from Lq(N) to Lq(N) where q > p and 
λ = γqρ. On the other hand we shall see that the
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does not exist as a bounded linear operator from Lq(N) to Lq(N) where q > p and 
λ = iγqρ.
Suppose for any f ∈ Lp(S) and λ = α + iγqρ, πλ(f ) is a bounded operator from Lq(N) to
Lq(N). This implies |〈πλ(f )F1,F2〉| <C‖F1‖q‖F2‖q ′ for all F1 ∈ Lq(N) and F2 ∈ Lq ′(N) and
hence ∥∥〈πλ(·)ξq, ηq ′ 〉∥∥p′  C‖ξ‖q‖η‖q ′
for all ξ ∈ Lq(S) and η ∈ Lq ′(S) where ξq, ηq ′ are related to ξ, η as in Lemma 5.4. Using
Lemma 5.4 we thus have ‖〈Λ(·)ξ, η〉‖p′  C‖ξ‖q‖η‖q ′ , i.e. ‖η ∗ ξ∗‖p′  C‖ξ‖q‖η‖q ′ . From
this using duality we get ‖f1 ∗ f2‖q  C‖f1‖p‖f2‖q for all f1 ∈ Lp(S) and f2 ∈ Lq(S) which
contradicts Proposition 5.1.
6. Symmetric spaces, revisited
In this section we consider the noncompact Riemannian symmetric spaces X of rank one.
Most of the notations are standard and can be found in [19,3]. It is not difficult to see that all
the theorems proved for Damek–Ricci spaces will have analogue for symmetric spaces where N
will be replaced by K and the Fourier transform defined in Section 2 will be substituted by the
usual Helgason Fourier transform. As K is compact and hence a finite measure space, some of
the statements will look simpler here, e.g. P1(n) will be substituted by 1. We shall give here a
brief sketch.
Let the symmetric space X be the quotient space G/K where G is a connected noncompact
semisimple Lie group with finite centre and with real rank one. Using the Iwasawa decompo-
sition G = NAK we identify X with NA and thus X is realized as an NA group and known as
Iwasawa NA group. Let θ be the Cartan involution on G. For x ∈ X, and k ∈ K/M we shall
denote the kernel of the Helgason Fourier transform e(iλ−ρ)H(x−1k) by Qλ(x, k). We recall that
the Helgason Fourier transform on X is defined by f˜ (λ, k)X =
∫
X
f (x)Qλ(x, k) dx and the ele-
mentary spherical function on X is φXλ (x) =
∫
K
Qλ(x, k) dk. Viewing X as an NA group through
Iwasawa decomposition and noting that the Jacobian of the transformation k → k(θ(n)) is given
by dk = P1(n) dn and that Pλ(x,n)/P(e, n) = Qλ(θ(x), k(θ(n))) (see [2, pp. 418–419]), we
have ∫
N
Pλ(x,n)P−λ(e, n) dn =
∫
N
Pλ(x,n)
Pλ(e, n) P1(n) dn =
∫
N
Qλ
(
θ(x), k
(
θ(n)
))
P1(n) dn
=
∫
K
Qλ
(
θ(x), k
)
dk.
The left-most side is φλ(x) and the right-most is φXλ (θ(x)) = φXλ (x), where θ is the Cartan
involution on G. Thus φXλ coincides with φλ.
It is also clear that
f˜ (λ,n) = Pλ(e, n)f˜θ
(
λ, k
(
θ(n)
))
X
,
where fθ (x) = f (θ(x)).
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∥∥f˜ (λ, ·)∥∥
Lq(N)
=
(∫
N
∣∣f˜θ (λ, k(θ(n)))X∣∣q ∣∣Pλ(e, n)∣∣q dn)1/q
=
(∫
N
∣∣f˜θ (λ, k(θ(n)))X∣∣q P1(n) dn)1/q
=
(∫
K
∣∣f˜θ (λ, k)X∣∣q dk)1/q .
We note that for any p, ‖fθ‖p = ‖f ‖p . Thus using Theorem 1.1 we obtain a version of that
result for the symmetric space in compact picture:
Theorem 6.1 (Restriction on line). Let f be a measurable function on X and α ∈ R.
(i) For f ∈ Lp,1(X), 1 p < 2 and p  q  p′,
(∫
K
∣∣f˜ (α + iγqρ, k)X∣∣q dk)1/q  Cp,q‖f ‖∗p,1, C1,q = 1.
(ii) For f ∈ Lp,∞(X), 1 <p < 2, p < q < p′,
(∫
K
∣∣f˜ (α + iγqρ, k)X∣∣q dk)1/q  Cp,q‖f ‖∗p,∞.
As K is compact from (i) above we get for any 1 q1 < q and λ = α + iγqρ,
(∫
K
∣∣f˜ (λ, k)X∣∣q1 dk)1/q1  ‖f ‖p,1. (6.1)
On the other hand as above we can show that∫
N
∣∣f˜ (λ,n)∣∣q1P1(n)1− q1q dn = ∫
K
∣∣f˜θ (λ, k)X∣∣q1 dk.
This establishes the link between (6.1) and (3.3).
Next we consider the spherical mean operator Mt . On X it takes a simpler form as the ra-
dialization can be obtained here through K-action. More precisely, for a function f on X, let
Mtf (x) =
∫
K
f (xkat ) dk. It is clear that Mtf is a right K-invariant function and hence a func-
tion on X. We will give a direct proof of the fact that Mt is a bounded operator from Lp(X) to
Lp(X) for every p  1.
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Proof. If x = nak then Mtf (x) = Mtf (na). Thus∫
G
∣∣Mtf (x)∣∣p dx = ∫
N×R
∣∣Mtf (n2as)∣∣pe−Qs dn2 ds.
Therefore
‖Mtf ‖p 
∫
K
(∫
X
∣∣f (xkat )∣∣p dx)1/p dk
=
∫
K
( ∫
N×R
∣∣f (n2askat )∣∣pe−Qs dn2 ds)1/p dk. (6.2)
For the inside integral we put kat = n1ark1. (Then H(a−1t k−1) = −r .)∫
N×R
∣∣f (n2askat )∣∣pe−Qs dn2 ds = ∫
N×R
∣∣f (n2asn1ar)∣∣pe−Qs dn2 ds
=
∫
N×R
∣∣f (n2n3as+r )∣∣pe−Qs dn2 ds where n3 = asn1a−s
=
∫
N×R
∣∣f (nas)∣∣pe−QseQr dnds
= ‖f ‖pp eQr = ‖f ‖ppe−QH(a−1t k−1).
We put this back in (6.2) to get ‖Mtf ‖p  ‖f ‖pφiγpρ(at ). 
A line by line adaptation of the arguments in Sections 3 and 4 will yield all the results for X.
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