nonexistence of completely transitive codes with more than two codewords and error-correcting capability 4. In this correspondence, we prove the nonexistence for the remaining case, namely, = 4. Therefore, the question of the existence of such codes, depending on their error-correcting capability, is completely solved.
has no root in any subfield of q containing q , it suffices to show that it has no root in the largest proper subfield q , m = e=p. Suppose is a root of f(x) in q . Set k := G 0 (), k01 := G 1 (), and so on. We get 0 := G k () 6 = 0, thus, obtain a solution to (11) with 0 6 = 0 contained in q . In particular, there is an integer` k such that`+1 = pm (since pm k+1). The 
I. INTRODUCTION
Let F n be the n-dimensional vector space over GF (2) . The Hamming weight wt (v) of a vector v 2 F n is the number of its nonzero coordinates. The Hamming distance between two vectors v; u 2 F n is d(v; u) = wt (v + u).
A binary linear code C of length n is a linear subspace of F n . The elements of C are called codewords. We will denote by d the minimum distance between any two distinct codewords. We call C an e-errorcorrecting code if e d01 2 . Given any vector v 2 F n , its distance to the code C is d(v; C) = minx2C fd(v; x)g and the covering radius of the code C is = max v2F fd(v; C)g. Given two sets X; Y F n ;
we also define the sum X + Y as the set of all vectors that can be expressed as the sum of a vector in X and a vector in Y . We write X + x instead of X + fxg.
A binary linear code C of length n is called completely regular if 8v 2 F n and 8p = 0; . . . ; n, the number of codewords at distance p apart from v depends only on p and d(v; C).
An automorphism of C is a coordinate permutation fixing C. The set of all automorphisms of C is the full automorphism group of C and is denoted by Aut (C). Aut (C) acts in the following way on the quotient set F n =C:
for all x 2 F n .
We call C a completely transitive code if Aut (C) acting on F n =C has exactly + 1 orbits. Since two cosets in the same orbit have identical weight distribution, we have that a completely transitive code is always completely regular. For a more detailed proof see [14] .
Let C be a binary linear e-error-correcting code. It has been conjectured for a long time that if C is a completely regular code and j C j> 2, then e 3. In fact, this conjecture has been also stated for nonbinary For e = 1; 2; or 3; there exist completely transitive codes (see [2] , [5] , [14] ). As we have mentioned earlier, for e > 3 it has been conjectured that there is no completely regular code containing more than two codewords, and hence there is no completely transitive code, with the exception of the trivial or the repetition codes. This has been proven for the case e = (perfect codes) independently by Zinoviev and Leontiev [17] and by Tietäväinen [15] in 1973, and also for the case e + 1 = (quasi-perfect uniformly packed codes) by Van Tilborg in 1976 (see [6] and also [13] ). For > e + 1 there is no proof of the conjecture.
In [2] , we proved that there are no completely transitive codes with error-correcting capability e 5 and more than two codewords.
Hence, the case e = 4 remained unsolved after [2] . In this correspondence, we solve this last case by showing the nonexistence of completely transitive codes with e 4 and more than two codewords.
II. MULTIPLE TRANSITIVITY AND HOMOGENEITY
Let G be a finite permutation group acting on an n-set X. We say that G has degree n. G is called t-transitive (0 < t n) if for any pair of ordered t-tuples of distinct elements of X (x 1 ; . . . ; x t ) and (y 1 ; . . . ; y t ) there exists 2 G such that (x i ) = y i (1 i n). G is called t-homogeneous (0 < t n) if for any pair of unordered t-sets of distinct elements of Xfx 1 ; . . . ; x t g and fy 1 ; . . . ; y t g there exists 2 G such that (fx1; . . . ; xtg) = fy1; . . . ; ytg.
Of course, if G is t-transitive, it is also (t01)-transitive and t-homogeneous. We also remark that if G is t-homogeneous it is (n 0 t)-homogeneous.
The following result on transitivity and homogeneity was stated by Livingstone and Wagner (1965, [10] Finally, we will also use a result due to Kantor (1972, [9] ).
Theorem 3: Let G be a finite 4-homogeneous group of degree n 8 which is not 4-transitive. Then G is similar to P SL(2; 8), P 0L(2; 8) or P 0L(2; 32), in their usual permutation representations.
Proof: See [9] .
III. THE NONEXISTENCE OF COMPLETELY TRANSITIVE CODES
The following result may be found in [14, Proposition 7.3] .
Proposition 4:
If an e-error-correcting code C is a completely transitive code, then Aut (C) is e-homogeneous on the coordinate positions.
In order to prove our main theorem, we need some lemmas. Lemma 6: There is no binary linear completely regular code C of length n = 33 and minimum distance d 2f9; 10g.
Proof: Suppose that C is such a code. Then the minimum weight codewords form a 4 0 (33; 9; )-design, if d = 9; or a 5 0 (33; 10; )-design, if d = 10 (see [16] ).
In the first case, the number of blocks should be The following property on binary linear codes is known as the Griesmer bound. Proof: See [8] . Now, we prove our main result which is a generalization of [2, Theorem 5].
Theorem 8: If C F n is an e-error-correcting completely transitive code, then e 3 or jCj 2.
Proof: Assume that C is an e-error-correcting completely transitive code, with e 4. Aut (C) must be e-homogeneous by Proposition 4. If jCj > 2, then C has dimension k > 1, minimum distance d < n, and error-correcting capability e < n=2. Thus, if e 5, Aut (C) must also be e-transitive by Theorem 1, whereas e = 4 implies that Aut (C) is 4-transitive or it is similar to PSL(2; 8), P 0L(2; 8), or P 0L(2; 32) by Theorem 3. Now, by Theorems 2 and 3, we have that Aut (C) must be one of the following: i) Sn, An; or ii) M n , for n 2 f11; 12; 23; 24g; or iii) PSL(2; 8), P 0L(2; 8), P 0L(2; 32).
For case i), we would have jCj 2 by Lemma 5. For case ii), if n = 11 or n = 12, then d 2e + 1 9 is clearly impossible because the Griesmer bound (Lemma 7) gives n 14 for k 2. If n = 23, then the minimum-weight codewords form an e0(n; d; )-design (recall that C is also a completely regular code, see [16] ) with e 4 and n d+2, therefore, the number of blocks should be b n(n01)=2 (this bound is given in [12] ). Hence, we have at least 23122=2 = 253 minimum-weight codewords and C has dimension k 8. Moreover, if d = 9, then the subspace spanned by the minimumweight codewords will have twice this number of codewords (because adding two codewords of weight 9 cannot give another codeword of weight 9); thus, if d = 9, we have k 9. Now, using the Griesmer bound (Lemma 7) for k 8, d 10 or k 9, d 9, we obtain n 24. Hence, case n = 23 is impossible. Finally, if n = 24, we have that the number of minimum-weight codewords is at least n(n 0 1)=2 = 276 and C has dimension k 9. As before, if d = 9, then k 10. Now the Griesmer bound for k 9, d 10 or k 10, d 9 gives n 25. Therefore, case n = 24 is also impossible.
For case iii), recall that the projective special linear group P SL(2; 8) and the projective semilinear group P 0L(2; 8) are 4-homogeneous acting on n = 9 points. Since n > d 9, Aut (C) cannot be anyone of these groups. Finally, the projective semilinear Here we shall mainly deal with binary extended perfect codes. These are codes with the following parameters: alphabet F 2 := F := f0; 1g, length n = 2 t (t 2 integer), size 2 n010t , and minimum distance 4.
It is known that n extended perfect codes C 1 Note that each row and each column of IM(C; D) sums up to 2 n010t . Two matrices are called equivalent if one can be obtained from the other by permutations of rows and columns. Now, how many different and how many nonequivalent intersection matrices of two partitions can we construct? In order to obtain bounds on these numbers, we first consider different partitions of F n , which we use for building two partitions of F 2n , of which we study the possible intersection matrices.
We then establish that the number of different, or nonequivalent, intersection matrices is at least 2 cn and at most 2 c n , where n is large and c; c 0 are positive constants.
In the next sections, we shall use the following notation and need the following definitions.
