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GENERALIZED BURNSIDE-GROTHENDIECK RING FUNCTOR
AND APERIODIC RING FUNCTOR ASSOCIATED WITH
PROFINITE GROUPS
YOUNG-TAK OH
Abstract. For every profinite group G, we construct two covariant functors
∆G and APG from the category of commutative rings with identity to itself,
and show that indeed they are equivalent to the functor WG introduced in
[A. Dress and C. Siebeneicher, The Burnside ring of profinite groups and the
Witt vectors construction, Adv. Math. 70 (1988), 87-132]. We call ∆G the
generalized Burnside-Grothendieck ring functor and APG the aperiodic ring
functor (associated with G). In case G is abelian, we also construct another
functor ApG from the category of commutative rings with identity to itself as a
generalization of the functor Ap introduced in [K. Varadarajan, K. Wehrhahn,
Aperiodic rings, necklace rings, and Witt vectors, Adv. Math. 81 (1990), 1-
29]. Finally it is shown that there exist q-analogues of these functors (i.e,
WG, ∆G, APG, and ApG) in case G = Cˆ the profinite completion of the
multiplicative infinite cyclic group.
1. Introduction
Since E. Witt introduced it in [13], the universal ring of Witt vectors has at-
tracted many mathematicians until now due to its interesting and peculiar ring
structure. The universal ring of Witt vectorsW (A) associated with a commutative
ring A with 1 6= 0 can be characterized by the following properties:
(W1) As a set, it is AN.
(W2) For any ring homomorphism f : A→ B, the map W (f) : a 7→ (f(an))n≥1
is a ring homomorphism for a = (an)n≥1.
(W3) The maps wn :W (A)→ A defined by
a 7→
∑
d|n
da
d
n
d for a = (an)n≥1
are ring homomorphisms.
In [8] Metropolis and Rota gave a new interpretation of the ring of Witt vectors
using the concept of so called ‘string’, and using it they found an algebraic structure
isomorphic to W (A) for integral domains A of characteristic zero. They called this
algebraic structure necklace ring Nr(A) over A. The underlying set of Nr(A) is
AN. Addition is defined componentwise and multiplication is defined by
(bc)n =
∑
[i,j]=n
(i, j)bicj
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for b = (bn)n≥1, c = (cn)n≥1 ∈ Nr(A). In particular, in [3], the necklace ringNr(Z)
over Z was interpreted as the Burnside-Grothendieck ring Ωˆ(C) of isomorphism
classes of almost finite cyclic sets. Here C denotes the multiplicative infinite cyclic
group.
On the other hand, in [2] Dress and Siebeneicher showed that the classical con-
struction of Witt vectors can be explained as a special case of the construction of a
certain functor using group-theoretical language. In detail, they proved that there
exists a covariant functor WG from the category of commutative rings into itself
associated with an arbitrary profinite group G, and that the classical construction
of Witt vectors can be recovered by considering the case G = Cˆ, the profinite
completion of C. Furthermore they also proved that if A = Z the corresponding
Witt-Burnside ring WG(Z) is isomorphic to the Burnside-Grothendieck ring Ωˆ(G)
of isomorphism classes of almost finite G-spaces. In view of Dress and Siebene-
icher’s work it would be quite natural to question whether there exists a functor
equivalent to WG which coincides with Ωˆ(G) when A = Z. In [10, 11] the author
gave an affirmative answer for a certain class of commutative rings (more correctly,
the category of special λ-rings), and in [1] M. Brun showed that if G is a finite group
then the functor WG is equivalent to the left adjoint of the algebraic functor from
the category of G-Tambara functors to the category of commutative rings with an
action of G. In this paper we remove such a restriction and construct two functors
∆G and APG from the category of commutative rings with identity to itself in a
purely algebraic manner. Actually these two functors will turn out to be equivalent
to WG.
Surprisingly these functors have q-analogues in some cases. More precisely, in [7]
C. Lenart showed that there exist well-defined q-deformations of WG(R), NrG(R),
and APG(R) when G = Cˆ for any integer q and for any commutative torsion-free
ring R with identity. We observe that indeed his results work for every commutative
ring R with identity. Based on this observation we construct q-analogues W qG(R),
Nr
q
G(R), ∆
q
G(R), and AP
q
G(R) when G = Cˆ for every commutative ring R with
identity, and also show that their construction is functorial.
This paper is organized as follows. In Section 2, we introduce the basic defini-
tions and notation needed throughout this paper. In Section 3 and 4 we construct
the functors ∆G, APG and show that they are equivalent to WG. One of many
important properties of WG(R), ∆G(R), and APG(R) is that they always come
equipped with two families of additive homomorphisms. One is inductions and the
other is restrictions. In fact inductions are additive, whereas restrictions are ring
homomorphisms. In Section 5 it is shown that natural equivalences among WG,
∆G, and APG are compatible with inductions and restrictions. Finally in Section
6 we deal with q-analogues of these functors in case G = Cˆ.
2. Preliminaries
Throughout this paper the rings R we consider will be commutative associative
rings with 1R 6= 0, and the subrings will have 1R. We begin with the basic definitions
and notation on the covariant functor WG introduced by Dress and Siebeneicher.
For complete information we refer to [2]. Let G be an arbitrary profinite group.
For any G-space X and any subgroup U of G define ϕU (X) to be the cardinality
of the set XU of U -invariant elements of X and let G/U denote the G-space of
left cosets of U in G. With this notation Dress and Siebeneicher showed that there
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exists a unique covariant functor WG from the category of commutative rings into
itself satisfying the following three conditions:
(WG1) For any commutative ring A the ring WG(A) coincides, as a set, with the
set AO(G) of all maps from the set O(G) of open subgroups of G into the ring A
which are constant on conjugacy classes.
(WG2) For every ring homomorphism h : A→ B and every α ∈WG(A) one has
WG(h)(α) = h ◦ α.
(WG3) For any open subgroup U of G the family of maps
φAU :WG(A)→ A
defined by
α 7→
∑′
U.V6G
ϕU (G/V ) · α(V )
(V :U)
provides a natural transformation from the functor WG into the identity. Here
U . V means that the open subgroup U of G is subconjugate to V, i.e., there exists
some g ∈ G with U 6 gV g−1, (V : U) means the index of U in gV g−1 and the
symbol “
∑′
” (and “
∏′
”, too) is meant to indicate that for each conjugacy class of
subgroups V with U . V exactly one summand has to be taken.
Much effort has been made to find a functor equivalent to WG (for example, see
[1, 4, 10, 11, 12]), and in [10, 11], the author succeeded in getting such a functor
NrG when we view WG as a functor from the category of special λ-rings to the
category of commutative rings. Let us recall its definition briefly. For arbitrary
special λ-rings R, the necklace ring NrG(R) of G over R is defined as follows:
(NrG1) Its underlying set is ∏′
U6G, open
R.
(NrG2) Addition is defined componentwise.
(NrG3) Multiplication is defined so that the U -th component of the product of
two sequences x = (xV )
′
V6G and y = (yW )
′
W6G is given by
(x · y)U =

∑′
V,W
∑
V gW⊆G
Z(g,V,W )
Ψ(V :Z(g,V,W ))(bV )Ψ
(W :Z(g,V,W ))(cW )

 ,
where the sum is over
Z(g, V,W ) := V ∩ gWg−1
which are conjugate to U in G, and Ψn, n ≥ 1 represents the n-th Adams operation.
In proving that WG(R) is isomorphic to NrG(R) two families of maps play a
crucial role. One is exponential maps τU (R) and the other is inductions IndGU (R),
where U is any open subgroup of G.
Caution. In [10, 11] the notation τUR has been used instead of τ
U (R). However, in
this paper, the notation τUR will denote the map τR in [10, 11].
In detail, the map τU (R) : R→ NrU (R) is defined by
r 7→ (MU (r, V ))
′
V6U .
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Recall that for any profinite group G exponential maps are given by
τG(R)(r) =
∑′
V6G
MG(r, V ) [G/V ].
Here the coefficients MG(r, V ) are determined in the following way. First we write
r as a sum of one-dimensional elements, say, r1 + r2 + · · ·+ rm. Now, consider the
set of continuous maps from G to the topological space r := {r1, r2, · · · , rm} with
regard to the discrete topology with trivial G-action. It is well-known that this
set becomes a G-space with regard to the compact-open topology via the following
standard G-action
(g · f)(x) = f(g−1 · x).
Consider a disjoint union of G-orbits of this set, say,
⋃˙
h
G·h, where h runs through a
system of representatives of this decomposition. After writingG/Gh =
⋃˙
1≤i≤(G:Gh)
wiGh,
where Gh represents the isotropy subgroup of h, we let
[h] :=
(G:Gh)∏
i=1
h(wi).
Clearly this is well-defined since h is Gh-invariant. With this notation, MG(r, V ) is
given by
∑
h[h], where h is taken over the representatives such that Gh is isomorphic
to G/V . Note that the Gh is isomorphic to G/V if and only if Gh is conjugate
to V . Indeed G acts on h freely modulo Gh, that is, wi · h = wj · h ⇒ i = j. For
example, if G = Cˆ,
M(r, n) := MCˆ(r, Cˆ
n) =
1
n
∑
d|n
µ(d)Ψd(r)
n
d , n ≥ 1
(see [11]). The notation µ represents the classical Mo¨bius inversion function. On
the other hand, inductions IndGU (R) : NrU (R)→ NrG(R) are defined by
(xV )
′
V6U 7→ (yW )
′
W6G,
where yW is the sum of xV ’s such that V is conjugate to W in G. It is clear that
IndGU (R) is additive.
Proposition 2.1. (Oh [10, 11]) For every open subgroup U of G and every special
λ-ring R, τU (R) is multiplicative.
Using inductions IndGU (R) and exponential maps τ
U (R) for all open subgroups
of G simultaneously, the author constructed a map, called R-Teichmu¨ller map, as
follows:
τGR :WG(R)→ NrG(R)
α 7→
∑
U
′
IndGU (R) ◦ τ
U (R)(α(U)).
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Proposition 2.2. (Oh, Theorem 3.3 [11]) For every special λ-ring R, τGR is a ring
isomorphism. Moreover the following diagram
WG(R) ✲ NrG(R)
RO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
τGR
ϕ˜RΦR
y
(2.1)
is commutative. Here
ΦR =
∏′
U6G, open
φRU
and
ϕ˜R =
∏′
U6G, open
ϕ˜RU ,
where the map ϕ˜RU : NrG(R)→ R is given by
(xV )
′
V 7→
∑′
U.V6G
ϕU (G/V )Ψ
(V :U)(xV ) .
We close this section by providing examples associated with two interesting spe-
cial λ-rings.
Example 2.3. (a) Letting R := C[a1, a2, · · · ], R has a special λ-ring structure
associated with the Adams operators Ψn(am) := anm, m, n ≥ 1. Let G be the
profinite completion Cˆ of the multiplicative infinite cyclic group C. Then, for
a = (a1, a
2
1, a
3
1, · · · ), we have
(a1, 0, 0, · · · ) ✲
(
1
n
∑
d|n µ(d)a
n
d
d
)
n∈N
(a1, a
2
1, a
3
1, · · · )
 
 
 
 ✠
❅
❅
❅
❅❘
τ CˆR
ϕ˜RΦR y
(2.2)
Here the term
1
n
∑
d|n
µ(d)a
n
d
d
can be found as the cyclic index ZCl(αl), where Cl is the subgroup of the sym-
metric group Sl generated by (1, 2, · · · , l) and αl is the linear character defined by
αl(1, 2, · · · , l) = e
2pii/l (see [6]).
(b) Letting R = C[[z]], R has a special λ-ring structure associated with the
Adams operators Ψn(z) := zn, n ≥ 0. Then, for a formal power series f(z) ∈ R, we
have
M(f(z), n) =
1
n
∑
d|n
µ(d)f(zd)
n
d .
The coefficients mf (i, n) defined by M(f(z), n) =:
∑∞
i=0mf (i, n)z
i have many in-
teresting properties (see [9]), and many of which can be easily proved under our
λ-ring notation (see [Section 3 [11]]).
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3. Generalized Burnside-Grothendieck ring functor ∆G
In this section, given any profinite groupG, we shall introduce a covariant functor
∆G from the category of commutative rings to itself. Indeed, it will turn out to
be equivalent with the functor WG in [2]. To do this we introduce a functor NRG
from the category of commutative rings to itself. Let xU and yU be indeterminates
where U ranges over every open subgroup of G. We consider the following system
of equations: for every open subgroup U of G it holds that∑′
U.V6G
ϕU (G/V ) sV =
∑′
U.V6G
ϕU (G/V ) (xV + yV ),
and ∑′
U.V6G
ϕU (G/V ) pV =
∑′
U.V6G
ϕU (G/V ) xV ·
∑′
U.V6G
ϕU (G/V ) yV .
It is clear that sG = xG+ yG and pG = xG · yG. Solving sU and pU inductively, one
can show that for every open subgroup U of G,

sU = xU + yU
pU =
∑′
V,W
∑
g
xV · yW ,
(3.1)
where g runs through a system of representations of the double cosets V gW ⊆ G
such that Z(g, V,W ) is conjugate to U in G. Indeed this observation enables us to
state the following theorem.
Theorem 3.1. Associated with every profinite group G there exists a unique functor
NRG from the category of commutative rings with identity into itself satisfying the
following conditions :
(NRG1) As a set
NRG(R) =
∏′
U6G, open
R.
(NRG2) For every ring homomorphism h : A → B and every x = (xU )
′
U6G ∈
NRG(A) one has NRG(h)(x) = (f(xU ))
′
U6G.
(NRG3) For every ring R the map
ϕ˜R =
∏′
U6G, open
ϕ˜RU ,
where the map ϕ˜RU : NRG(R)→ R is given by
(xV )
′
V 7→
∑′
U.V6G
ϕU (G/V )xV ,
is a ring homomorphism.
Eq. (3.1) says that addition of NRG(R) is defined componentwise and its mul-
tiplication is given by as follows: for two sequences x = (xV )
′
V and y = (yW )
′
W the
U -th component of the product is given by
(x · y)U :=
∑′
V,W
pWV (U) xV · yW ,
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where pWV (U) represents the number of V gW ’s in a system of representations of
the double cosets V gW ⊆ G such that Z(g, V,W ) is conjugate to U in G.
Remark.
(a) Since R ⊇ Q (or a field of characteristic zero) as a subring, R has a binomial
ring structure (see [[10], Corollary 2.2]). Indeed, NRG(R) is the necklace ring
NrG(R) of G over R associated with this λ-ring structure.
(b) If R contains Q as a subring then ϕ˜R is an isomorphism, and if R is a torsion-
free ring which does not contain Q as a subring then it is just injective. However,
ϕ˜R is neither injective nor surjective in general.
Let us investigate ϕ˜R (in the above theorem) in more detail. Since it is R-linear,
it can be expressed as a matrix form. Let P be a partially ordered set consisting
of (representatives of conjugacy classes of) open subgroups of G with the partial
order 4 such that
V 4W ⇔W . V .
Consider (and fix) an enumeration {Vi : 1 ≤ i, Vi ∈ P} of P satisfying the condition
Vi 4 Vj =⇒ i ≦ j .
For this enumeration we define the matrix ζP by
ζP (V,W ) := ϕW (G/V ).
Using the fact that ϕW (G/V ) = 0 unless V 4 W we know that ζP is a upper-
triangular matrix with the diagonal elements (NG(Vi) : Vi), the index of Vi in
NG(Vi). With this notation
ϕ˜R(x) = ζP
t x, where x =


xV1
xV2
...

 . (3.2)
As a easy consequences of this expression we obtain that ϕ˜R is invertible if and only
if for every U ∈ P the index (NG(V ) : V ) is a unit. When invertible, the inverse of
ϕ˜R can be described as follows: First, let P (U) be a subset of P consisting of open
subgroups V of G such that V 4 U . Now we set
µP (U) = ζ
−1
P (U),
where ζP (U) is the matrix obtained from ζP by restricting the index to P (U). Then,
for a ∈ RO(G) 

ϕ˜−1(a)G
...
ϕ˜−1(a)U

 = µtP (U)


aG
...
aU


That is,
ϕ˜−1(a)U =
∑
V4U
µP (U)(V, U) aV . (3.3)
If G is abelian and R is torsion-free, the inverse of ϕ˜R gets much simpler. For
an open subgroup U of G we let P (U) be a partially ordered set consisting of open
subgroups of G containing U with the partial order 4 such that
V 4W ⇔W 6 V .
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Applying Mo¨bius inversion formula for arbitrary posets yields that
ϕ˜−1(a)U =
1
(G : U)
∑
V4U
µabP (U)(V, U) aV
for a = (aU )U6G ∈ R
O(G) if a belongs to the image of ϕ˜. Here µabP (U) is given by
the inverse of the matrix ζabP (U) given by
ζabP (U)(V,W ) :=
{
1, if V 4W,
0, otherwise.
Let R contain Q as a subring. Then Theorem 3.1 implies that for a, b ∈ RO(G)
ϕ˜−1(ab)U =
∑
W,W ′6G
W∩W ′=U
pW
′
W (U) ϕ˜
−1(a)W ϕ˜
−1(b)W ′ . (3.4)
Especially the identity (3.4) comes to us as an interesting and simple formula when
applied to the group Cˆ.
Proposition 3.2. Let R be a commutative ring containing Q as a subring. Then
for a = (an)n≥1,b = (bn)n≥1 ∈ R
N the following equation holds :
M˜(ab, n) =
∑
[i,j]=n
(i, i)M˜(a, i) M˜(b, j),
where
M˜(a, n) :=
1
n
∑
d|n
µ(d)an.
We now shall describe ∆G(R) for a commutative ring R.
Case 1 Suppose that R contains Q (or a field of characteristic zero) as a subring.
We define ∆G(R) by NRG(R). Proposition 2.2 implies that the map
τGR : WG(R)→ ∆G(R)
α 7→
∑
U6G
′
IndGU (R) ◦ τ
U (R)(α(U)),
is a ring isomorphism. Here, for any profinite groupG the map τG(R) : R→ ∆G(R)
is defined by
r 7→ (MG(r, U))
′
U6G ,
where MG(r, U) is given by MG(r, U) associated with the binomial ring structure
of R (see [11]). More explicitly, by Eq. (3.3) and Proposition 2.2 it can be written
as
ϕ˜−1(a)U =
∑
V4U
µP (U)(V, U) r
(G:V ) .
For example, if G = Cˆ,
M(r, n) :=MCˆ(r, Cˆ
n) =
1
n
∑
d|n
µ(d)r
n
d , n ≥ 1.
We can also obtain inductions and ϕ˜R as in the previous section.
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Case 2 Suppose that R does not contain Q (or a field of characteristic zero) as
a subring, but it is torsion-free. We denote by RQ the rationalization of R, i.e.,
RQ := R⊗Z Q. Under the natural embedding of R into RQ we obtain a map
τU (RQ)|R : R→ ∆G(RQ).
By Proposition 2.1 this map is multiplicative. Combining τU (RQ)|R with the in-
duction map
IndGU (RQ) : ∆U (RQ)→ ∆G(RQ),
we obtain a bijective map
τGRQ|WG(R) :WG(R)→ Im(τ
G
RQ|WG(R))
defined by ∑′
U≤G
IndGU (RQ) ◦ τ
U
RQ|R .
To be consistent with the notation in [12] we shall adopt the following notation
∆G(R) :=
{∑
U
′
IndGU (RQ) ◦ τ
U (RQ)|R(α(U)) : α ∈WG(R)
}
⊂ ∆G(RQ).
From that τGRQ is a ring isomorphism and
∆G(R) = τ
G
RQ(WG(R))
it follows the following result.
Proposition 3.3. Suppose that R does not contain Q (or a field of characteristic
zero) as a subring, but it is torsion-free. Then ∆G(R) is a subring of ∆G(RQ), and
moreover it is isomorphic to WG(R).
Remark. Very often it is very important to know how ∆G(R) looks explicitly.
Fortunately this question can be easily answered in some cases. More precisely, from
the argument in [Section 2, [11]] it follows that if R is a torsion-free commutative
ring with unity such that ap = a mod pR if p is a prime then R has a unique special
λ-ring structure with Ψn = id for all n ≥ 1. Hence, in this case, Proposition 2.2
implies that
∆G(R) = NrG(R). (3.5)
For example, Z or Z(r) enjoys this property, where Z(r) means the ring of integers
localized at r, that is, {m/n ∈ Q : (n, r) = 1}.
Next let us discuss exponential maps and inductions.
Lemma 3.4. Suppose that R does not contain Q (or a field of characteristic zero)
as a subring, but it is torsion-free. Then
(a) Im(τU (RQ)|R) ⊂ ∆U (R).
(b) Im(IndGU (RQ)|∆U (R)) ⊂ ∆G(R).
Proof. (a) is trivial by definition of ∆U (R).
(b) By [Section 3.2, [11]], for a = (aW )
′
W6U ∈ WU (RQ),
(τGRQ)
−1 ◦ IndGU (RQ) ◦ τ
U
RQ(a)
= (pV )
′
V6G ,
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where pV is a polynomial with integral coefficients in those aW (W an open sub-
group U to whichW is sub-conjugate in G). In view of the definition of ∆G(R), this
implies that if a = (aW )
′
W6U ∈ WU (R) then τ
G
RQ((pV )
′
V6G) should be in ∆G(R).
Thus we complete the proof. 
By virtue of Lemma 3.4 we are able to get the following maps
τU (R) : R→ ∆U (R) (3.6)
and
IndGU (R) : ∆U (R)→ ∆G(R)
from the map τU (RQ)|R and Ind
G
U (RQ)|∆U (R).
Proposition 3.5. Suppose that R is torsion-free. In RQ, for an open subgroup V
of a profinite group G, and r, s ∈ R, we have
MG(rs, V ) =
∑′
W,W ′
pW
′
W (V )MG(r,W )MG(s,W
′) . (3.7)
If G is abelian, the formula (3.7) reduces to
MG(rs, V ) =
∑
W,W ′
W∩W ′=V
(G :W +W ′)MG(r,W )MG(s,W
′). (3.8)
In particular, if G = Cˆ, for every positive integer n and r, s ∈ R, we have
M(rs, n) =
∑
[i,j]=n
(i, j)M(r, i)M(s, j) , (3.9)
where [i, j] is the least common multiple and (i, j) the greatest common divisor of i
and j.
Proof. From the multiplicativity of τG(R) formula (3.7) follows. In case G is
abelian, the number of all elements in a system of representations of the double
cosets WgW ′ ⊆ G where is given by (G : W +W ′). Thus we have formula (3.8).
Finally, if G = Cˆ,
iZ ∩ jZ = [i, j]Z, iZ+ jZ = (i, j)Z.
This yields formula (3.9). 
Setting τGR by ∑′
U≤G
IndGU (R) ◦ τ
U (R) :WG(R)→ ∆G(R), (3.10)
clearly it is a ring isomorphism.
Finally, from ϕ˜RQ|∆G(R) let us obtain the following map
ϕ˜R : ∆G(R)→ R
O(G) .
Indeed this map is well-defined since Im(ϕ˜RQ|∆G(R)) ⊂ R
O(G) , which follows from
the fact
ImΦR = ImΦRQ|WG(R) and ΦRQ = ϕ˜RQ ◦ τ
G
RQ.
Consequently we arrive at the following commutative diagram
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WG(R) ✲ ∆G(R) ⊂ ∆G(RQ)
RO(G) ⊂ RQO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
τGR
∼=
ϕ˜RΦR
y
 
 
 
 ✠
ϕ˜RQ
Note that ΦRQ, ϕ˜RQ are ring-isomorphisms, whereas ΦR, ϕ˜R are injections but
not surjections in general.
Case 3 Finally we suppose that R is not torsion-free. In this case we start by
choosing a surjective ring homomorphism ρ : R′ → R from a torsion free ring R′.
For example, we may take R′ = Z[R] and ρ : Z[R]→ R defined by∑
nr · er 7→
∑
nrr, (3.11)
where er is the basis element of Z[R] corresponding to r ∈ R. By the functoriality
of WG there exists a surjective ring homomorphism WG(ρ) : WG(R
′) → WG(R)
defined by
(aU )
′
U6G 7→ (ρ(aU ))
′
U6G.
Thus it holds
kerWG(ρ) = WG(ker ρ),
which implies that the induced map
τ¯GR′ :WG(R
′)/WG(ker ρ)→ ∆G(R
′)/∆G(ker ρ)
from τGR′ is an ring isomorphism. Set
∆G(R) := ∆G(R
′)/∆G(ker ρ)
and
τGR := τ¯
G
R′ .
By definition, ∆G(R) and τ
G
R are well-defined, i.e., they are independent of the
choices of (R′, ρ) (up to isomorphism).
Let us define exponential maps and inductions. For an open subgroup U of G it
is clear that the induced map
τ¯U (R′) : R′/ kerρ→ ∆U (R
′)/∆U (ker ρ)
from the map τU (R′) is well-defined since τU (R′)(ker ρ) ⊂ ∆U (ker ρ). Setting τ
U (R)
to be τ¯U (R′), τU (R) can be regarded as a map from R to ∆U (R). In the same
manner we can get inductions
IndGU (R) : ∆U (R)→ ∆G(R).
By construction τU (R) is multiplicative, IndGU is additive, and
τGR =
∑′
U≤G
IndGU (R) ◦ τ
U (R) .
We can also define a map
ϕ˜R : ∆G(R
′)/∆G(ker ρ)→ R
′O(G)/(kerρ)
O(G)
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from ϕ˜R′ : ∆G(R
′) → R′
O(G)
. Regarding ϕ˜R as a map from ∆G(R) to R
O(G),
clearly the diagram
WG(R) ✲ ∆G(R)
RO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
τGR
∼=
ϕ˜RΦR
y
(3.12)
is commutative. Be careful that in this case ΦR and ϕ˜R is neither injective nor
surjective in general.
Until now we have described ∆G(R) for a given commutative ring R. We shall
now describe morphisms. Given a ring homomorphism f : A→ B, we can define a
natural ring homomorphism
∆G(f) : ∆G(A)→ ∆G(B)
via τGR , i.e., by∑′
U≤G
IndGU (A) ◦ τ
U (A)(xU ) 7→
∑′
U≤G
IndGU (B) ◦ τ
U (B)(f(xU )) (3.13)
for x = (xU )
′
U6G ∈WG(A). Actually if A and B are torsion free, then
∆G(f)(x) = (f(xU ))
′
U6G, (3.14)
which can be verified as follows: First recall in [11] that
τGR (α) =

∑′
U6G
∑′
V6U
MU (α(U), V )


′
W6G
, (3.15)
where V ranges over open subgroups which are conjugate to W in G. Applying the
definition (3.14), we have
f

∑′
U6G
∑′
V6U
MU (α(U), V )

 = ∑′
U6G
∑′
V6U
MU (f(α(U)), V )
since f can be viewed as a ring homomorphism from AQ to BQ. This says that
the definition (3.13) coincides with the definition (3.14). If A or B is not torsion
free, choose surjective homomorphisms ρ : A′ → A and ρ′ : B′ → B for torsion free
rings A′ and B′ respectively. With this situation we have
Lemma 3.6. For x ∈ ∆G(A
′)
∆G(f)(x+∆G(ker ρ)) = y +∆G(ker ρ
′), (3.16)
where y ∈ ∆G(B
′) is any element satisfying
f(xV + ker ρ) = yV + ker ρ
′
for every open subgroup V of G.
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Proof. Write
x+∆G(ker ρ) = τ
G
A′(z) + ∆G(ker ρ)
for some z = (zU )
′
U ∈ WG(A
′).
τGB′ ◦WG(f)((zU + ker ρ)U6G)
= τGB′((f(zU + kerρ))U6G)
= τGB′(z
′) + ∆G(ker ρ
′),
where z′ = (z′U )
′
U ∈WG(B
′) is any element satisfying
z′ +∆G(ker ρ) = (f(zV + ker ρ))V6G.
So we may take
yV =
∑′
U6G
∑′
V ′6U
MU (z
′
U , V
′),
for every open subgroup V of G. Here V ′ ranges over open subgroups which are
conjugate to V in G. Thus we have
f(xV + ker ρ) = f

∑′
U6G
∑′
V ′6U
MU (zU , V
′) + ker ρ


=
∑′
U6G
∑′
V ′6U
MU (f(zU + ker ρ), V
′)
=
∑′
U6G
∑′
V ′6U
MU (z
′
U + ker ρ, V
′))
=
∑′
U6G
∑′
V ′6U
MU (z
′
U , V
′) + ker ρ
= yV + ker ρ.

By definition of ∆G(f), the following lemma is straightforward.
Lemma 3.7. ∆G(f) = τ
G
B ◦WG(f) ◦ τ
G
A
−1
.
As a result, we get the commutativity of the following diagram
WG(A)
τGA−−−−→
∼=
∆G(A)
WG(f)
y ∆G(f)y
WG(B)
τGB−−−−→
∼=
∆G(B) ,
(3.17)
which implies that
Theorem 3.8. The functor ∆G is equivalent to the functor WG.
Remark. In [1] Brun gave a new realization of WG(R) for arbitrary commutative
rings with identity and every finite group using the theory of G-Tambara functors.
Briefly speaking it says that the functor WG coincides with the left adjoint of
the algebraic functor from the category of G-Tambara functors to the category
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of commutative rings with an action of G. For this purpose he introduced the
isomorphism tRG :WG(R)→ LGR(G/G) given by
(xU )
′
U≤G 7→
∑′
U≤G
LGR+(pi
G
U ) ◦ LGR•(pi
U
e )(xU ).
Following the exactly same way as used in [[10], Section 4], we can show that
essentially the maps τGR , τ
U (R), IndGU in our notation coincide with the maps
tRG, LGR•(pi
U
e ), LGR+(pi
G
U )
respectively (in Brun’s notation).
4. Aperiodic ring functor APG
Let G be any profinite group. In this section we shall construct another covariant
functor APG, which also will turn out to b equivalent toWG. Given a commutative
ring R with identity, we call APG(R) the aperiodic ring of G over R. As in the
previous section we shall define APG(R) differently according to the three cases.
Case 1 Suppose that R is an arbitrary commutative ring containing Q (or a
field of characteristic zero) as a subring. In this case APG(R) is defined as follows:
(APG1) As a set, it is ∏′
U6G, open
R.
(APG2) Addition is defined componentwise.
(APG3) Multiplication is defined so that for x = (xV )
′
V and y = (yW )
′
W in
APG(R), the U -th component of x · y is given by
(x · y)U :=
∑′
V,W6G
∑
V gW⊆G
Z(g,V,W )
cVU (g)xV yW , (4.1)
where g runs through a system of representations of the double cosets UgV ⊆ G,
and Z(g, V,W ) runs over G-conjugates to U, and the coefficient cVU (g) is given by
cVU (g) =
(G : Z(g, U, V ))
(G : U)(G : V )
.
Remark. Let G be an abelian profinite group. Then the condition that R con-
tains Q (or a field of characteristic zero) as a subring is redundant since in the
multiplication (4.1) ∑
V gW⊆G
Z(g,V,W )
cVU (g) =
(G : U ∩ V )(G : U + V )
(G : U)(G : V )
= 1. (4.2)
For example, let G = Cˆ. Then the multiplication of APG(R) is given by
(ab)n =
∑
[i,j]=n
aibj for a,b ∈ APG(R).
Therefore we can form a ring satisfying the above three conditions for every com-
mutative ring. Let us denote by ApG(R) the ring obtained from R in this way.
But in general this is impossible since coefficients appearing in (4.1) do not always
have integral values.
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Rather than verify that APG(R) is indeed a commutative ring directly, we shall
prove it indirectly. To do this, for every conjugacy class of open subgroups U of G,
let us define a map ϕRU : APG(R)→ R by
x 7→
∑′
U.V6G
1
(G : V )
ϕU (G/V )xV
for x = (xU )
′
U ∈ APG(R). Now we set
ϕR =
∏′
U
ϕRU : ∆G(R)→ R
O(G)
by ϕR(x)(U) = ϕ
R
U (x) for all x ∈ ∆G(R). Note that if G is abelian, then
ϕR(x)(U) =
∑
U6V6G
xV (4.3)
since (G : V ) = ϕU (G/V ).
Proposition 4.1. (cf. Varadarajan and Wehrhahn [12]) For every commutative
ring R containing Q (or a field of characteristic zero) as a subring, we have
(a) ϕR is an isomorphism of the additive group APG(R) onto R
O(G).
(b) For any x, y ∈ APG(R),
ϕR(xy) = ϕR(x)ϕR(y) .
Proof. (a) It is clear that ϕR is a homomorphism of additive groups. Let x =
(xU )
′
U ∈ APG(R) satisfy ϕR(x) = 0, where 0 is the zero element of R
O(G). Then
for every conjugacy class of open subgroups U of G, ϕRU (x) = 0. If U = G, then
xG = 0. Now assume that xV = 0 for all V such that (G : V ) < (G : U). Then,
from ∑′
U.V6G
1
(G : V )
ϕU (G/V )xV = 0
we can get xU = 0. Thus x = 0 ∈ APG(R), and which says that kerϕR = 0.
Next we will show that ϕR is surjective. For any a = (aU )
′
U ∈ R
O(G) we want
to find an element x = (xU )
′
U ∈ APG(R) satisfying∑′
U.V6G
1
(G : V )
ϕU (G/V )xV = aU
for every conjugacy class of open subgroups U of G. If U = G, then xG = aG. Let
us use mathematical induction on the index. Assume that we have found xV for
all V ’s such that (G : V ) < (G : U). Then, since
1
(G : U)
ϕU (G/U)xU = aU −
∑′
U.V 6G
U 6=V
1
(G : V )
ϕU (G/V )xV ,
xU is determined by the assumption. This completes the proof of (a).
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(b) For any x = (xU )
′
U , y = (yV )
′
V ∈ APG(R),
ϕRU (x) · ϕ
R
U (y) =
∑′
U.V6G
1
(G : V )
ϕU (G/V )xV ·
∑′
U.W6G
1
(G :W )
ϕU (G/W )yW
=
∑′
U.V 6G
U.W6G
xV yW
(G : V )(G :W )
ϕU (G/V )ϕU (G/W ) .
Let eU ∈ R
O(G) be the element given by eU = (δU,V )
′
V6G. Then
ϕRU (xy) = ϕ
R
U

∑′
V,W
∑
V gW⊆G
cVU (g)xV yW eZ(g,V,W )


=
∑′
V,W
∑
V gW⊆G
U.Z(g,V,W )
cVU (g)xV yW ϕ
R
U (eZ(g,V,W ))
=
∑′
V,W
xV yW
∑
V gW⊆G
U.Z(g,V,W )
cVU (g)
(G : Z(g, V,W ))
ϕU (G/Z(g, V,W ))
=
∑′
V,W
xV yW
(G : V )(G :W )
∑
V gW⊆G
U.Z(g,V,W )
ϕU (G/Z(g, V,W )).
Applying the fact that ϕ˜RU is a ring homomorphism it is immediate that
ϕRU (xy) = ϕ
R
U (x)ϕ
R
U (y) .

As easy but very important results of Proposition 4.1 we obtain the following
two corollaries.
Corollary 4.2. Suppose that R is an arbitrary commutative ring containing Q (or
a field of characteristic zero) as a subring. Then APG(R) is a commutative ring.
Corollary 4.3. If G is abelian, then for every commutative ring R,
ϕR : ApG(R)→ R
O(G)
is a ring isomorphism (see the remark containing the identity (4.2)).
Proof. Recall that if G is abelian, by the equation (4.3) and the remark containing
the identity (4.2), we can define ApG(R) and ϕR for any commutative ring R.
Moreover, in the proof of Proposition 4.1, if we use the identity (4.3), then no non-
integer coefficients appear. This means that Proposition 4.1 holds for ApG(R) for
every commutative ring R. 
As ϕ˜−1 does, ϕ−1R : R
O(G) → ApG(R) has a very simple form if G is abelian. In
detail,
ϕ−1(a)U =
∑
V4U
µabP (U)(V, U) aV
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for a = (aU )U6G ∈ R
O(G) . Actually this observation provides us many interesting
relations among aU , bV ’s when applied to the identity
ϕ−1(ab)U =
∑
W,W ′6G
W∩W ′=U
ϕ−1(a)W ϕ
−1(b)W ′ (4.4)
for a, b ∈ RO(G) . For example, taking G = Cˆ, we can get an analogue of Proposi-
tion 3.2
Proposition 4.4. For every commutative ring R, we have the formula
S˜(ab, n) =
∑
[i,j]=n
S˜(a, i) S˜(b, j),
where a = (an)n≥1,b = (bn)n≥1 ∈ R
N and
S˜(a, n) :=
∑
d|n
µ(d)an.
To show that ∆G(R) is isomorphic to APG(R) let us introduce a map
θGR : ∆G(R)→ APG(R)
defined by
(xU )
′
U6G 7→ ((G : U)xU )
′
U6G
for all x = (xU )
′
U6G .
Proposition 4.5. Suppose that R is an arbitrary commutative ring containing
Q (or a field of characteristic zero) as a subring. Then the map θGR is a ring
isomorphism. Moreover the following diagram
∆G(R) ✲ APG(R)
RO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
θGR
∼=
ϕRϕ˜R
y
(4.5)
is commutative.
Proof. Since ϕ˜R and ϕR are ring-isomorphisms, for our purpose it suffices to show
ϕ˜R = ϕR ◦ θ
G
R .
For any x = (xU )
′
U6G ∈ ∆G(R), we get
ϕRU ◦ θ
G
R(x) =
∑′
U.V6G
1
(G : V )
ϕU (G/V )(G : V )xV
=
∑′
U.V6G
ϕU (G/V )xV
= ϕ˜RU (x).
This completes the proof. 
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As ∆G(R) does, APG(R) comes equipped with exponential maps and induction
maps. First let us investigate exponential maps. An exponential map ΥU (R) : R→
APU (R) is defined by
r 7→ (SU (r, V ))
′
V6U ,
where SU (r, V ) := (U : V )MU (r, V ) for all open subgroups V of U.
Proposition 4.6. Suppose that R is an arbitrary commutative ring containing Q
(or a field of characteristic zero) as a subring. Then ΥU (R) is multiplicative.
Proof. Observe that
ΥU (R) = θUR ◦ τ
U (R). (4.6)
So, the desired result follows from the fact that θUR and τ
U (R) are multiplicative. 
For every conjugacy class of open subgroups U of G inductions
IndGU (R) : APU (R)→ APG(R)
are defined by
(xV )
′
V6U 7→ (yW )
′
W6G,
where yW is the sum of (G : U)xV ’s such that V is conjugate to W in G.
Lemma 4.7. Suppose that R is an arbitrary commutative ring containing Q (or a
field of characteristic zero) as a subring. Then
θGR ◦ Ind
G
U (R) = Ind
G
U (R) ◦ θ
U
R . (4.7)
Proof. For any x = (xV )
′
V6U ∈ ∆U (R),
θGR ◦ Ind
G
U (R)(x) = (yW )
′
W6G,
where yW =
∑′
V (G :W )xV . On the other hand,
IndGU (R) ◦ θ
U
R(x) = Ind
G
U (R)
(
((U : V )xV )
′
V6U
)
=
(∑′
V
(G : U)(U : V )xV
)′
W6G
=
(∑′
V
(G :W )xV
)′
W6G
= (yW )
′
W6G.
This completes the proof. 
Composing τGR with θ
G
R we get a ring homomorphism from WG(R) to APG(R)
γGR := θ
G
R ◦ τ
G
R .
Note that its explicit form is as follows.
Lemma 4.8.
γGR =
∑
U6G
′
IndGU (R) ◦Υ
U (R).
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Proof. Note that
θGR ◦
∑
U6G
′
IndGU (R) ◦ τ
U (R)
=
∑
U6G
′
IndGU (R) ◦ θ
U
R ◦ τ
U (R) (by Lemma 4.7)
=
∑
U6G
′
IndGU (R) ◦Υ
U (R) (by (4.6)).

Case 2 Suppose that R does not contain Q (or a field of characteristic zero) as
a subring, but it is torsion-free. In this case we define APG(R) as follows:
Using inductions IndGU (RQ) and exponential maps Υ
U (RQ) for all open sub-
groups U of G simultaneously, we define
APG(R) :=


∑
U6G
′
IndGU (RQ) ◦Υ
U (RQ)(α(U)) : α ∈ WG(R)

 ⊂ APG(RQ).
From the fact that γGRQ is a ring isomorphism and
APG(R) = γ
G
RQ(WG(R))
it follows that
Proposition 4.9. APG(R) is a subring of APG(RQ).
As we did in the case 1, let us define
θGR : ∆G(R)→ APG(R)
by
(aU )
′
U6G 7→ ((G : U)aU )
′
U6G .
That is, θGR = θ
G
RQ|∆G(R) . In view of the equations (4.6) and (4.7), θ
G
R is clearly
well-defined. That is,
θGRQ(∆G(R)) ⊂ APG(R).
Proposition 4.10. If R does not contain Q (or a field of characteristic zero) as
a subring, but it is torsion-free, the map θGR is a ring isomorphism. Moreover the
following diagram
∆G(R) ✲ APG(R) ⊂ APG(RQ)
RO(G) ⊂ RQO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
θGR
∼=
ϕRQ|APG(R)ϕ˜R
y
 
 
 
 ✠
ϕRQ
is commutative.
Proof. In view of the definition ofAPG(R) it is clear that θ
G
R is a ring isomorphism.
Moreover we already know that ϕ˜R comes from ϕ˜RQ|∆G(R) and
ϕ˜RQ = ϕRQ ◦ θ
G
RQ
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(by Proposition 4.5). Hence
ϕRQ(APG(R)) ⊂ R
O(G) ,
and the commutativity is immediate. 
Denote ϕRQ|APG(R) by ϕR : APG(R) → R
O(G) . Similarly define exponential
maps and inductions by restriction:
ΥU (R) = θUR ◦ τ
U (R) ,
IndGU (R) : APU (R)→ APG(R) .
Lemma 4.11. Suppose that R does not contain Q (or a field of characteristic zero)
as a subring, but it is torsion-free. Then IndGU (R)is well-defined, i.e.,
Im(IndGU (RQ)|APG(R)) ⊂ APG(R).
Proof. Note that
IndGU (RQ) ◦ θ
U
RQ(∆U (R))
= IndGU (RQ)(APU (R)) (by Proposition 4.10)
= θGRQ ◦ Ind
G
U (RQ)(∆U (R)) (by Lemma 4.7)
⊂ θGRQ(∆G(R)) (by Lemma 3.4)
⊂ APG(R).

From the multiplicativity of ΥU (R) we have an analogue of Proposition 3.5.
Proposition 4.12. Assume that R is torsion-free. In RQ, for r, s ∈ R and every
open subgroup V of G, we have
SG(rs, V ) =
∑
W,W ′
′ ∑
WgW ′⊆G
Z(g,W,W ′)
cW
′
W (g)SG(r,W )SG(s,W
′) (4.8)
where the sum is over Z(g,W,W ′)’s which are conjugate to V. If G is abelian, then
the identity (4.8) reduces to
SG(rs, V ) =
∑
W,W ′6G
W∩W ′=V
SG(r,W )SG(s,W
′). (4.9)
In particular, if G = Cˆ, then (4.9) reduces to the following simple form
S(rs, n) =
∑
[i,j]=n
S(r, i)S(s, j) (4.10)
for all n ∈ N.
Proof. Formula (4.8) follows from the multiplicativity of ΥU (R). If G is abelian,
by applying (4.2) to (4.8) we get formula (4.9). Finally formula (4.10) follows from
the fact iZ ∩ jZ = [i, j]Z. 
Case 3 Finally we suppose that R is not torsion-free. For a surjective ring
homomorphism ρ : R′ → R from a torsion free ring R′ let us consider the following
diagram
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∆G(R
′)
θR′−−−−→
∼=
APG(R
′)y y
∆G(R) = ∆G(R
′)/∆G(ker ρ)
θ¯G
R′−−−−→
∼=
APG(R
′)/APG(ker ρ) .
Let
APG(R) := APG(R
′)/APG(ker ρ),
and
θGR := θ¯
G
R′ .
Since ∆G(R) is well defined, APG(R) is well defined, too. Finally let us discuss how
to obtain exponential maps and inductions, and the map ϕR. One way to obtain
exponential maps ΥU (R) is to consider the map
ΥGU (R
′) : R′/ kerρ→ APG(R
′)/APG(ker ρ) ,
and the other is to let
ΥU (R) := θUR ◦ τ
U (R). (4.11)
Of course they coincide with each other. As for inductions IndGU (R), the map
IndGU (R
′) induces the map
Ind
G
U (R
′) : APU (R
′)/APU (ker ρ)→ APG(R
′)/APG(ker ρ).
So, let
IndGU (R) := Ind
G
U (R
′).
As a final step, from the map ϕR′ : APG(R
′)→ R′
O(G)
, let us derive a map
ϕR′ : APG(R)/APG(ker ρ)→ R
′O(G)/(kerρ)O(G) .
Let ϕR := ϕR′ . Regarding ϕR as a map from APG(R) to R
O(G), the diagram
∆G(R) ✲ APG(R)
RO(G)
 
 
 
 ✠
❅
❅
❅
❅❘
θGR
∼=
ϕRϕ˜R
y
(4.12)
is commutative. Note that in this case, ϕR, ϕ˜R are neither injective nor surjective
in general.
Lemma 4.13. Let R be any commutative ring with identity. Then we have
θGR ◦ Ind
G
U (R) = Ind
G
U ◦ θ
U
R (4.13)
and
θGR ◦ τ
G
R =
∑
U6G
′
IndGU ◦Υ
U (R). (4.14)
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Proof. First, let us prove the identity (4.13). If R is torsion-free, the identity (4.7)
justifies the desired result. Now assume that R is not torsion-free. Then, for any
x = (xV )
′
V6U ∈ ∆U (R
′),
θGR ◦ Ind
G
U (R)(x +∆U (ker ρ))
= θGR(Ind
G
U (R
′)(x) + ∆G(ker ρ))
= θGR′ ◦ Ind
G
U (R
′)(x) +APG(ker ρ) .
On the other hand
IndGU (R) ◦ θ
U
R(x+∆U (ker ρ))
= IndGU (R)(θ
U
R′ (x) +APU (ker ρ))
= IndGU (R
′) ◦ θUR′(x) +APG(ker ρ)) .
By (4.7)
θGR′ ◦ Ind
G
U (R
′)(x) = IndGU (R
′) ◦ θUR′(x) .
Thus we proved (4.13). On the other hand, (4.14) follows from equations (4.11)
and (4.13). 
Given a ring homomorphism f : A→ B, we can define a ring homomorphism
APG(f) : APG(A)→ APG(B)
via θGR ◦ τ
G
R , i.e., by∑′
U≤G
IndGU (A) ◦Υ
U (A)(xU ) 7→
∑′
U≤G
IndGU (B) ◦Υ
U (B)(f(xU ))
for x = (xU )
′
U6G ∈ WG(R). As we show in Section 3, if A and B are torsion free,
it holds that
APG(f)(x) = (f(xU ))
′
U6G. (4.15)
If A or B is not torsion free, choose surjective homomorphisms ρ : A′ → A and
ρ′ : B′ → B for torsion free rings A′ and B′ respectively. With this situation we
can show, as we did in Lemma 3.6,
Lemma 4.14. For x ∈ APG(A
′)
APG(f)(x+APG(ker ρ)) = y +APG(ker ρ
′), (4.16)
where y ∈ APG(B
′) is any element satisfying
f(xV + ker ρ) = yV + ker ρ
′
for every open subgroup V of G.
By definition of ∆G(f), the following lemma is straightforward.
Lemma 4.15. APG(f) = θ
G
B ◦∆G(f) ◦ θ
G
A
−1
.
In other words we have the commutativity of the following diagram
∆G(A)
∆G(f)
−−−−→ ∆G(B)
θGA
y θGBy
APG(A)
APG(f)
−−−−−→ APG(B) .
(4.17)
GENERALIZED BURNSIDE-GROTHENDIECK RING FUNCTOR 23
Let γGR := θ
G
R ◦ τ
G
R . Combining diagrams (3.17) and (4.17) with the diagram
WG(R) ✲ ∆G(R)
APG(R)
 
 
 
 ✠
❅
❅
❅
❅❘
τGR
∼=
θGRγ
G
R
y
∼=
∼=
(4.18)
we can provide our main result.
Theorem 4.16. The functor APG is equivalent to the functor ∆G. Hence, it is
equivalent to the functor WG.
5. Inductions and restrictions
The functors WG, ∆G and APG come equipped with two important families of
additive homomorphisms: inductions and restrictions. We already have defined
inductions on ∆G and APG in Section 3 and 4. On the other hand, given a
commutative ring R with identity and an open subgroup U of GWG has an additive
homomorphism vU :WU (R)→ WG(R) (see [2, 10, 11]).
Proposition 5.1. For every commutative ring R with identity, the maps τR, θR
and γR preserve induction maps. That is, for every open subgroup U of G we have
(a) IndGU (R) ◦ τ
U
R = τ
G
R ◦ vU .
(b) IndGU (R) ◦ θ
U
R = θ
G
R ◦ Ind
G
U (R).
(b) IndGU (R) ◦ γ
U
R = γ
G
R ◦ vU .
Proof. We may assume that R contains Q as a subring since ∆G(R), Ind
G
U (R),
and IndGU (R) are constructed from RQ if R is torsion free and from a torsion free
ring R′ if R is not torsion free. So, assume that R ⊃ Q. In this case (a) was proven
in [Section 2.3, [11]] and (b) was proven in Lemma 4.7. On the other hand, (c) can
be obtained by combining (a) with (b) (by definition of γGR ). 
For restrictions similar results hold. Associated with WG it is known that there
exists a ring homomorphism fU :WG(R)→WU (R) for every ring R and every open
subgroup U of G (see [2, 10, 11]). Now we define restrictions ResGU (R) : ∆G(R)→
∆U (R) as follows:
Case1 Suppose that R contains Q (or a field of characteristic zero) as a subring.
Define
ResGU (R) : ∆G(R)→ ∆U (R)
by
(bV )
′
V6G 7→
(∑′
V
∑
g
bV
)′
W6U
,
where g ranges over a set of representatives of U -orbits of G/V satisfying Z(g, U, V )
is conjugate to W in U .
Case2 Suppose that R does not contain Q (or a field of characteristic zero) as
a subring, but it is torsion free. From the map ResGU (RQ)|∆G(R) let us obtain the
24 YOUNG-TAK OH
map
ResGU (R) : ∆G(R)→ ∆U (R).
Actually the following lemma implies that this map is well-defined.
Lemma 5.2. Suppose that R does not contain Q (or a field of characteristic zero)
as a subring, but it is torsion-free. Then
Im(ResGU (RQ)|∆G(R)) ⊂ ∆U (R).
Proof. In essence the proof is same as that of Lemma 3.4 (b). By [Section 3.2,
[11]], for a = (aW )
′
W6U ∈WG(RQ)
(τURQ)
−1 ◦ ResGU (RQ) ◦ τ
G
RQ(a)
= (qV )
′
V6U ,
where qV is a polynomial with integral coefficients in those aWi 1 ≤ i ≤ k (where,
{Wi : 1 ≤ i ≤ k} is a system of subgroups of G containing a conjugate of U). In
view of the definition of ∆U (R), this implies that if a = (aW )
′
W6U ∈ WG(R) then
τURQ((qV )
′
V6U ) should be in ∆U (R). Thus we complete the proof. 
Case3 Suppose that R is not torsion free. For a surjective ring homomorphism
ρ : R′ → R from a torsion free ring R′, the map ResGU (R
′) : ∆G(R
′) → ∆U (R
′)
induces
ResGU (R
′) : ∆G(R
′)/∆G(ker ρ)→ ∆U (R
′)/∆U (ker ρ).
Let
ResGU (R) := Res
G
U (R
′).
Associated with the functor APG we define restrictions Res
G
U (R) : APG(R)→
APU (R) as follows:
Case1 Suppose that R contains Q (or a field of characteristic zero) as a subring.
Define
ResGU (R) : APG(R)→ APU (R)
by
(bV )
′
V6G 7→
(∑′
V
∑
g
(U : W )
(G : V )
bV
)′
W6U
,
where g ranges over a set of representatives of U -orbits of G/V satisfying Z(g, U, V )
is conjugate to W in U .
Lemma 5.3. Suppose that R is an arbitrary commutative ring containing Q (or a
field of characteristic zero) as a subring. Then
θUR ◦ Res
G
U (R) = Res
G
U (R) ◦ θ
G
R . (5.1)
Proof. For any x = (xV )
′
V6G ∈ ∆G(R),
θUR ◦ Res
G
U (R)(x) =
(
(U : W )
∑′
V
∑
g
xV
)′
W6U
,
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where g ranges over a set of representatives of U -orbits of G/V such that Z(g, U, V )
is U -conjugate to W. On the other hand,
ResGU (R) ◦ θ
G
R(x) = Res
G
U (R)
(
((G : V )xV )
′
V6G
)
=
(∑′
V
∑
g
(U :W )
(G : V )
(G : V )xV
)′
W6U
=
(
(U :W )
∑′
V
∑
g
xV
)′
W6U
.
This completes the proof. 
Case2 Suppose that R does not contain Q (or a field of characteristic zero) as
a subring, or it is torsion free. From the map ResGU (RQ)|APG(R) let us obtain the
map
ResGU (R) : APG(R)→ APU (R).
The following lemma guarantees the well-definedness of this map.
Lemma 5.4. Suppose that R does not contain Q (or a field of characteristic zero)
as a subring, but it is torsion-free. Then
Im(ResGU (RQ)|∆G(R)) ⊂ APU (R).
Proof. By virtue of Lemma 5.3 we can apply the method of the proof of Lemma
4.11. 
Case3 Finally suppose that R is not torsion free. For a surjective ring homo-
morphism ρ : R′ → R from a torsion free ring R′, the map ResGU (R
′) : APG(R
′)→
APU (R
′) induces
ResGU (R
′) : APG(R
′)/APG(ker ρ)→ APU (R
′)/APU (ker ρ).
Let
ResGU (R) := Res
G
U (R
′).
Proposition 5.5.
(a) ResGU (R) ◦ τ
G
R = τ
U
R ◦ fU .
(b) ResGU (R) ◦ θ
G
R = θ
U
R ◦ Res
G
U (R).
(b) ResGU (R) ◦ γ
G
R = γ
U
R ◦ fU .
Proof. The proof is similar with Proposition 5.1. By definition of APG, Res
G
U ,
and ResGU we may assume that R contains Q as a subring. In this case, (a) was
proven in [Section 2.3, [11]] and (b) was proven Lemma 5.3. On the other hand,
(c) follows from (a) and (b) (by definition of γGR ). 
Finally we close this section by remarking inductions and restrictions on RO(G)
νU : R
O(U) → RO(G),
FU : R
O(G) → RO(U).
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Note that if R is torsion-free, then ϕ˜ is one-to-one. Therefore in this case we can
define νU and FU via ϕ˜ on the image of ϕ˜, i.e.,
νU := ϕ˜ ◦ Ind
G
U ◦ ϕ˜
−1,
FU := ϕ˜ ◦ Res
G
U ◦ ϕ˜
−1.
Note that this method is no more valid unless R is torsion-free. Now let us consider
the case R has torsion.
Lemma 5.6. Let R be a commutative ring containing Q (or a field of characteristic
zero) as a subring. For any b = (bV )
′
V6G ∈ R
O(G) let us write
ϕ˜−1(b) = (aV )
′
V6G.
Then for every open subgroup V of G, aV can be written as
1
ϕV (G/V )
∑′
V.W6G
cW bW (5.2)
for some cW ∈ Z.
Proof. In order to prove this we shall use the mathematical induction on index
(G : V ). First note that aG = bG. Now we assume that the desired assertion holds
for all open subgroups W of G such that (G :W ) < (G : V ). From∑′
V.W6G
ϕV (G/W ) aW = bV
we know that
aV =
1
ϕV (G/V )

bV − ∑′
V .W6G
V≁W
ϕV (G/W ) aW

 .
Note that ϕW (G/W ) divides ϕV (G/W ) for every V .W since the group Aut(G/W )
is acting freely on the set of G-morphisms from G/V to G/W and the number of el-
ements of this set equals ϕV (G/W ) (see [2]). Combining these facts with induction
hypothesis yields our assertion. 
Proposition 5.7. Let R be a commutative ring containing Q (or a field of char-
acteristic zero) as a subring. For any b = (bV )
′
V6U ∈ R
O(U) we let
ϕ˜ ◦ IndGU ◦ ϕ˜
−1(b) = (tV )
′
V6G.
Then for every open subgroup V of U , tV is a polynomial in
{bW : V .W (in G) and W 6 U}
with integer coefficients. Unless V is not an open subgroup of U , then tV is zero.
Proof. Writing
ϕ˜−1(b) = (aV ′)
′
V ′6U ,
then
IndGU ◦ ϕ˜
−1(b) = (αV )
′
V6G,
where αV is the sum of aV ′ ’s such that V
′ is conjugate to V in G. Therefore
tV =
∑′
V.W6G
ϕV (G/W )αW . (5.3)
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Now, we claim that ϕW (U/W ) divides ϕV (G/W ). To show this we observe that
ϕW (G/W ) is (NG(W ) : W ), the index of W in the normalizer of W in G, and
NU (W ) = NG(W ) ∩ U . This implies that ϕW (U/W ) divides ϕW (G/W ). On the
other hand, we already knows that ϕW (G/W ) divides ϕV (G/W ). Hence we can
conclude that ϕW (U/W ) divides ϕV (G/W ). Now apply Lemma 5.6 to Eq. (5.3)
to get our assertion. In case where V is not an open subgroup of U , αW = 0 for all
V .W . Therefore tV is zero. 
Proposition 5.7 has an amusing consequence that we can define inductions νU
for arbitrary commutative rings using polynomials tV ’s. For example, in case G is
abelian they are given by
(bV )
′
V6G 7→ (cW )
′
W6U ,
where
cW =
{
(G : U)bW if W 6 U,
0 otherwise.
By definition of νU it is straightforward that
νU ◦ ϕ˜ = ϕ˜ ◦ Ind
G
U .
Compared with inductions, restrictions can be defined well. For every commu-
tative ring, define FU : R
O(G) → RO(U) by
(bV )
′
V6G 7→ (cW )
′
W6U
where
cW :=
{
bV if W is conjugate to V in G ,
0 otherwise.
Indeed if R contains Q as a subring, then we can verify that
FU = ϕ˜ ◦ Res
G
U ◦ ϕ˜
−1.
Hence we can conclude that
FU ◦ ϕ˜ = ϕ˜ ◦ Res
G
U
(see [10]).
6. q-deformation of the functor W and its equivalent functors
Let R be a commutative ring with unity. Surprisingly it will turn out to exist
well-defined q-deformations of W (R), Nr(R), and AP(R) (the subscript G = Cˆ
will be omitted) for any q ∈ Z. In this section we introduce these q-deformations,
and show that their constructions will be functorial and the resulting functors are
equivalent.
For a torsion-free ring R, we let WF (R) be the group of Witt-vectors over R
associated with the formal group law F and C(F,R) be the group of curves in F .
It is well-known that WF (R) and C(F,R) are values of functors from formal group
laws over R to groups, and that the Artin-Hasse exponential map
HF :WF (R)→ C(F,R)
α 7→
∑
n≥1
F
αnt
n
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gives a natural equivalence of functors (see [5, 7]). On the other hand, C. Lenart
found in [7] that it is possible to endow WF (R) with multiplicative structure for
some formal group laws, more precisely for
Fq(X,Y ) := X + Y − qXY, q ∈ Z.
To avoid confusion we shall adapt and use all notations and definitions in [7] without
changes (and without any explanations). Fix a formal group law Fq for some q ∈ Z,
and define a map λ : Gh(R) → Gh(R) by λ(x) = (nxn)n≥1 for all x = (xn)n≥1.
With this notation, C. Lenart proved the following facts on the multiplicative struc-
ture of W q(R) (the superscript q will be used instead of Fq).
Lemma 6.1. (Lenart [7])
(a) There is a ring structure on W q(Z) such that the restriction of λ◦wq is a ring
homomorphism. The map Hq provides an isomorphic ring structure on C(Fq,Z).
(b) Let R be a torsion free commutative ring with identity. There are ring struc-
tures on Nrq(R), W q(R), and C(Fq, R) such that the restrictions of λ ◦ g
q and
λ ◦ wq are ring homomorphism, and the restriction of Hq is a ring isomorphism.
The corresponding Frobenius and the Verschiebung operators are endomorphisms
of these rings.
(c) If R is a Q-algebra or R = Z or R = Z(r), there are restrictions of the maps
T q and cq to the rings Nrq(R), W q(R), and C(Fq, R), and they are isomorphisms.
Furthermore, the Verschiebung and Frobenius operators commutes with the maps
T q and cq.
(d) The statements in (b) also holds if q is viewed as an indeterminate, and R is
an algebra over the ring of numerical polynomials in q (in particular, if it coincides
with this ring).
Actually Lemma 6.1 implies a little more. Let A = Z[a1, a2, · · · ; b1, b2, · · · ], and
let a = (an)n≥1 and b = (bn)n≥1. Define
ΦqA :W
q(A)→ Gh(A),
x 7→

∑
d|n
dq
n
d
−1x
n
d
d


n≥1
.
Let us solve the following equations
ΦqA(s
q) = ΦqA(a) + Φ
q
A(b),
ΦqA(p
q) = ΦqA(a) · Φ
q
A(b),
ΦqA(ι
q) = −ΦqA(a),
where sq = (sqn)n≥1, p
q = (pqn)n≥1, and ι
q = (ιqn)n≥1. Note that on these equations
Lemma 6.1 (a) implies the following fact.
Lemma 6.2. (cf. Lenart [7]) Fix q ∈ Z. Then sqn, p
q
n are polynomials in ad, bd’s for
d |n with integral coefficients. Similarly, ιqn is a polynomial in ad’s for 1 ≤ d ≤ n
with integral coefficients for every n ≥ 1.
Proof. The desired result for pqn was due to M. Hopkins (see [7]). So we shall
consider sqn and ι
q
n only. To begin with, we note that
ΦqA(x) =
1
q
ΦA(qx).
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Thus we have
ΦqA(a) + Φ
q
A(b) =
1
q
ΦA(qa) +
1
q
ΦA(qb) in Gh(A)
=
1
q
ΦA (qa+ qb) in W (A)
= ΦqA
(
1
q
(qa+ qb)
)
in W (A).
This computation implies that
sqn =
1
q
sn(qad, qbd : d|n).
Since sn is a polynomial without constant term s
q
n is a polynomial with integer
constants. Similarly
−ΦqA(a) = −
1
q
ΦA(qa)
=
1
q
ΦA(−qa) (‘−
′ means the inverse of + in W (A))
= ΦqA
(
1
q
(−qa)
)
.
From this it follows that
ιqn =
1
q
ιn(−qan : 1 ≤ d ≤ n).
Clearly it has integer coefficients since ιn has integer coefficients and no constant
term. 
Lemma 6.2 has an amusing consequence that we can defineW q as a functor from
the category of commutative rings with identity to the category of commutative
rings.
Remark. In general W q(R) does not have the identity unless R contains Q as a
subring. Indeed, if exists, the identity can be determined inductively by letting∑
d|n
dq
n
d
−1a
n
d
d = 1
for all n.
For q ∈ Z, let us define W q(R) for any commutative ring R with identity as
follows:
(W q1) As a set, it is RN.
(W q2) For any ring homomorphism f : A → B, the map W q(f) : a 7→
(f(an))n≥1 is a ring homomorphism for a = (an)n≥1.
(W q3) The map ΦqR :W
q(R)→ Gh(R) defined by
a 7→

∑
d|n
dq
n
d
−1a
n
d
d


n≥1
for a = (an)n≥1
is a ring homomorphism.
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On the other hand, since Artin-Hasse map Hq is determined by universal poly-
nomials with integer coefficients
Hq(x) = x1t+ x2t+ (x3 − qx1x2)t
3 + (x4 − qx1x3)t
4 + · · · ,
we can endow C(Fq, R) with the ring structure viaH
q. Consequently for every com-
mutative ring R with identity we get a ring isomorphism Hq : W q(R)→ C(Fq, R).
Frobenius and Verschiebung operators can be also defined W q(R) and C(Fq, R),
which are preserved by Hq since they are also given by universal polynomials with
integer coefficients in torsion free cases.
As we did in Section 3 and 4, we can construct functors ∆q and APq which
are equivalent to W q (so to C(Fq, ·)). Indeed the process of their construction is
exactly same as that of ∆G and APG. First we define ∆
q(R) as follows:
Case1 If R contains Q as a subring, then we let
∆q(R) = Nrq(R).
The ring Nrq(R) is defined by the following conditions (for the completeness, refer
to [7]):
(Nrq1) As a set, it is RN.
(Nrq2) Addition is defined componentwise.
(Nrq3) Multiplication is defined so that for x = (xn)n≥1 and y = (yn)n≥1 in
Nrq(R), the n-th component of x · y is given by∑
[i,j]|n
(i, j)Pn,i,j(q)xiyj ,
where Pn,i,j(q), [i, j] |n are numerical polynomials in Q[q] given by
j
(i, j)q
∑
d |n/[i,j]
τq
(
n
[i, j]d
,
n
i
)
S(q[i,j]/j , d),
and the notation τq(i, n) denotes the quantity
∑
d|i µ
q(1, d)ζq(d, n) (for the defini-
tion of µq and ζq, see below). Introduce the q-exponential map M q : R→ Nrq(R)
defined by
x 7→ (M q(x, n))n≥1,
where
M q(x, n) =
∑
d|n
µq(d, n)
qd−1
d
xd.
Here µq(d, n) is the (d, n)-th entry of the inverse of the matrix ζq defined on the
lattice D(n) of divisors given by
ζq(d1, d2) :=
{
d1
d2
q
d2
d1
−1
if d1|d2,
0 otherwise.
Note that unless q = 1, M q is not multiplicative. Denote Frobenius and Ver-
schiebung operators by V qr and f
q
r for r ≥ 1 respectively. Note that Verschiebung
operators are defined regardless of q, that is, V qr = V
1
r = Vr, whereas f
q
r , which is
a ring homomorphism, is defined by
x 7→

r∑
d|rn
τq
(
rn
[r, d]
,
rn
d
)
xd


n≥1
. (6.1)
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From [7] it follows that the q-Teichmu¨ller map
T q :W q(R)→ Nrq(R)
x 7→
∞∑
n=1
VnM
q(xn), x = (xn)n≥1
is a ring isomorphism.
Finally we let ϕ˜qR = λ ◦ g
q. More precisely ϕ˜qR : ∆
q(R)→ Gh(R) is defined by
x 7→

∑
d|n
dq
n
d
−1xd


n≥1
for x = (xn)n≥1 ∈ ∆
q(R). It is well known (see [5, 7]) that
ΦqR = ϕ˜
q
R ◦ T
q,
and moreover Lemma 6.1 says that ϕ˜qR is a ring homomorphism.
Case2 If R does not contain Q as a subring, but it is torsion free, then we let
∆q(R) := T q(W q(R)).
By definition ∆q(RQ) is isomorphic to W q(R) and C(Fq, R). It is easy to verify
that there exist restrictions of the maps Vr : ∆
q(RQ)→ ∆q(RQ), f qr : ∆
q(RQ)→
∆q(RQ), M q : RQ → Nrq(RQ), and ϕ˜qRQ : ∆
q(RQ) → Gh(RQ) to the maps
Vr : ∆
q(R)→ ∆q(R), f qr : ∆
q(R)→ ∆q(R), M q : R→ Nrq(R), and ϕ˜qR : ∆
q(R)→
Gh(R). For example, for Frobenius operators observe that the equation (6.1) has
only integer coefficients, i.e.,
rτq
(
rn
[r, d]
,
rn
d
)
∈ Z
for all q ∈ Z. This implies that f qr (∆
q(R)) ⊂ ∆q(R).
Proposition 6.3. If R is a torsion-free commutative ring with unity such that
ap = a mod pR if p is a prime, then
∆q(R) = Nrq(R).
Proof. By [7] we know that
M q(x, n) =
∑
d|n
(
dτq
(n
d
, n
))
M(x, d),
and dτq
(
n
d , n
)
∈ Q[q] are numerical polynomials for all positive integers d, n with
d|n. On the other hand, by hypothesis on R, it has a unique special λ-ring structure
with Ψn = id for all n ≥ 1 (see [Section 2, [11]]). It implies thatM(x, d) ∈ R for x ∈
R. Therefore we get M q(x, n) ∈ R, and which means that ∆q(R) ⊂ Nrq(R). Now,
to show ∆q(R) ⊃ Nrq(R) choose an arbitrary element x = (xn)n≥1 ∈ Nr
q(R).
As in the classical case (i.e., q=1), we can find an’s in R inductively such that
T q((an)n≥1) = x. This completes the proof. 
In case R is torsion-free ϕ˜qR is an injective ring homomorphism and its inverse is
given by
(ϕ˜qR)
−1(x) =
∑
d|n
µq(d, n)
xd
d
(6.2)
if x belongs to the image of ϕ˜qR. Thus we can state a q-analogue of Proposition 3.2.
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Proposition 6.4. Let R be a torsion-free ring. Then for a = (an)n≥1,b =
(bn)n≥1 ∈ Im ϕ˜
q
R the following equation holds (in RQ):
M˜ q(ab, n) =
∑
[i,j]=n
(i, i)Pn,i,j(q)M˜
q(a, i) M˜ q(b, j),
where
M˜(a, n) :=
∑
d|n
µq(d, n)
ad
d
.
In particular, by considering the case a = (qn−1xn)n≥1, b = (q
n−1yn)n≥1, we
can recover Proposition 5.15 in [7]
M q(qxy) = qM q(x) ·M q(y).
Case3 Finally if R is not torsion-free, for a surjective ring homomorphism ρ :
R′ → R from a torsion free ring R′, we define
∆q(R) := ∆q(R′)/∆q(ker ρ).
Let us obtain T q : W q(R)→ ∆q(R), Vr, f
q
r (r ≥ 1), M
q, and ϕ˜qR in the same way
as we did in Section 3.
Consequently we arrive at the following commutative diagram
W q(R) ✲ ∆q(R)
Gh(R)
✲H
q ◦ T q−1
C(Fq, R)
❄
❅
❅
❅
❅❅❘  
 
 
  ✒
λ−1 ◦ Eq
T q
∼= ∼=
ϕ˜qRΦ
q
R
Note that all maps appearing in this diagram preserve each Frobenius and Ver-
schiebung operator since they do in case R = Z. As for morphisms of ∆q, they can
be obtained in the same way as done in Section 3.
Finally we are going to introduce q-aperiodic ring functor APq. To begin with,
we define Apq(R) as follows.
(Apq1) As a set, it is RN.
(Apq2) Addition is defined componentwise.
(Apq3) Multiplication is defined so that for x = (xn)n and y = (yn)n inAp
q(R),
the n-th component of x · y is given by∑
[i,j]|n
n
[i, j]
Pn,i,j(q)xiyj .
Let us define a map ϕqR : Ap
q(R)→ Gh(R) by
x 7→

∑
d|n
q
n
d
−1xd


n≥1
for x = (xn)n≥1 ∈ Ap
q(R).
Proposition 6.5. For every commutative ring R wit identity, we have
(a) ϕqR is an isomorphism of the additive group Ap
q(R) onto Gh(R).
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(b) For any x, y ∈ Apq(R),
ϕqR(xy) = ϕ
q
R(x)ϕ
q
R(y) .
Proof. (a) This proof is identical to that of Proposition 4.1 (a).
(b) Let x = (xn)n≥1 and x = (xn)n≥1. To prove our assertion we have to show
that for every n ≥ 1 it holds
∑
d|n
q
n
d
−1

∑
[i,j]|d
Pd,i,j(q)xiyj

 =

∑
e|n
q
n
e
−1xe



∑
f |n
q
n
f
−1yf

 .
Equivalently, we have only to show that for every n ≥ 1 and i, j |n∑
[i,j]|d
d|n
d
[i, j]
q
n
d
−1Pd,i,j(q) = q
n
i
+n
j
−2. (6.3)
This follows from the fact that ϕ˜qR is a ring homomorphism. In fact, by computing
the coefficient of xiyj in ϕ˜
q
R(x · y) and ϕ˜
q
R(x)ϕ˜
q
R(y), we obtain
∑
d|n
dq
n
d
−1

∑
[i,j]|d
(i, j)Pd,i,j(q)

 = ijq ni +nj −2,
and which is clearly equivalent to (6.3). 
Note that the inverse of ϕqR is given by
(ϕqR)
−1(x) =
∑
d|n
µq(d, n)
n
d
xd . (6.4)
Thus we have a q-analogue of Proposition 4.4.
Proposition 6.6. Let R be a commutative ring. Then for a = (an)n≥1,b =
(bn)n≥1 ∈ R
N the following equation holds :
S˜q(ab, n) =
∑
[i,j]=n
Pn,i,j(q) S˜
q(a, i) S˜q(b, j),
where
S˜(a, n) :=
∑
d|n
µq(d, n)
n
d
ad.
According to Proposition 6.5 Apq(R) is a commutative ring. As in Section 4,
we define
Vr : Ap
q(R)→ Apq(R)
by
(xn)n≥1 7→ (rxn
r
)n≥1 with xn
r
:= 0 if
n
r
/∈ N,
and define
fqr : Ap
q(R)→ Apq(R)
by
x 7→

r∑
d|rn
τq
(
rn
[r, d]
,
rn
d
)
n
d
xd


n≥1
. (6.5)
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Actually these operators are defined via the isomorphism θqR (see case 1 in the
below). This means that θqR is compatible with these operators. Now we are ready
to construct the functor APq. Let us define APq(R) in the following steps.
Case 1 Suppose that R is an arbitrary commutative ring containing Q (or a
field of characteristic zero) as a subring. In this case we let
APq(R) = Apq(R).
From Proposition 6.5 it follows that the map
θqR : ∆
q(R)→ APq(R)
given by
x 7→ (nxn)n≥1
for all x = (xn)n≥1 is a ring isomorphism, and ϕ˜
q
R = ϕ
q
R◦θ
q
R.We already mentioned
that θqR preserves the Frobenius and Verschiebung operators. Now, composing θ
q
R
with T q we get the isomorphism
∞∑
n=1
Vn ◦ S
q :W q(R)→ APq(R).
Here the q-exponential map Sq : R→ APq(R) is given by
x 7→ (Sq(x, n))n≥1,
where
Sq(x, n) := nM q(x, n).
Case2 If R does not contain Q as a subring, but it is torsion free, then we let
APq(R) := θqRQ(∆
q(R)).
Let us obtain θqR : ∆
q(R)→ APq(R), Vr, f
q
r (r ≥ 1), S
q, and ϕqR in the same way
via restrictions as we did in Section 4.
Case3 Finally if R is not torsion-free, for a surjective ring homomorphism ρ :
R′ → R from a torsion free ring R′, we define
APq(R) := APq(R′)/APq(ker ρ).
By construction ∆q(R) is isomorphic to AP
q(R) for every commutative ring R
with identity, and the process to obtain the Frobenius and Verschiebung operators
and ϕqR seems to be routine. So we shall skip it. Similarly it can be shown that the
following diagram
∆q(R) ✲ APq(R)
Gh(R)
 
 
 
 ✠
❅
❅
❅
❅❘
θqR
∼=
ϕqRϕ˜
q
R
y
(6.6)
is commutative. The set of morphisms of APq are same with that of AP (see
Section 4).
Summing up our arguments until now, we obtain the following theorem:
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Theorem 6.7. The functors W q, C(Fq, ·), ∆
q, and APq are equivalent for all
q ∈ Z. And each natural equivalence among them is compatible with the Frobenius
and Verschiebung operators.
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