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Résumé
Les Systèmes Multi-Agents Ouverts et Déentralisés (SMAOD) sont par-
tiulièrement vulnérables à l'introdution d'agents mal onçus ou malveillants.
Il est don néessaire de ontrler es systèmes. Dans ette thèse, nous pro-
posons le modèle L.I.A.R., permettant aux agents eux-mêmes de mettre en
plae un ontrle des interations des autres agents, à l'aide d'un modèle
de réputation. Ce modèle permet d'abord aux agents de représenter les in-
terations qu'ils perçoivent grâe à des engagements soiaux, ainsi que de
modéliser les règles que haque agent doit respeter à l'aide de normes so-
iales. En omparant les omportements qu'ils ont observés aux normes dont
ils ont onnaissane, les agents sont apables d'évaluer leurs pairs et d'estimer
les niveaux de réputation qu'ils leur assoient. Ensuite, les agents peuvent
déider des santions à appliquer en s'appuyant sur les niveaux de réputation
ainsi estimés. Grâe à l'intégration des deux phases : évaluation des ompor-
tements et déision des santions à appliquer, le modèle L.I.A.R. permet de
mettre en plae un ontrle soial des interations entièrement automatisé.
Diverses expérimentations ont été menées ave e modèle dans le adre d'un
réseau pair-à-pair, an de montrer omment les agents ontrlent les inter-
ations de leurs pairs.
Mot-lefs : Système Multi-Agent, Contrle Soial, Conane, Réputa-
tion, Norme Soiale, Engagement Soial.
iv
Abstrat
Open and Deentralized Multi-Agent Systems (ODMAS) are partiularly
vulnerable to the introdution of badly designed or malevolent agents. It is
therefore neessary to ontrol suh systems. In this thesis, we propose the
L.I.A.R. model, whih enables agents to ontrol their peers' interations,
thanks to a reputation model. Agents equiped with the L.I.A.R. model an
rst, represent interations they pereive with the help of a soial ommit-
ment model. They an also model the rules that eah agent should follow
thanks to a model of soial norms. By omparing observed behaviours with
the norms they know, agents are able to evaluate their peers and to estimate
a reputation level to assoiate to eah of them. Agents are then able to make
a deision about the santions they wish to apply to their peers, based on
these levels of reputation. Thanks to the omplete integration of both steps:
evaluation of the pereived behaviours and deision of the santions to ap-
ply, the L.I.A.R. model allows the agents to establish a fuly automati soial
ontrol of agents' interations. Various experimentations have been ondu-
ted with this model in a peer-to-peer ontext in order to show how agents
where able ontrol their peers' interations.
Keywords : Multi-Agent System, Soial Control, Trust, Reputation, So-
ial Norm, Soial Commitment.
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Chapitre 1
Introdution
Dans e hapitre, nous présentons la problématique générale de la thèse.
Après avoir présenté les motivations de e travail de reherhe et le ontexte
sientique dans lequel il se plae  les Systèmes Multi-Agents Ouverts et
Déentralisés (SMAOD) , nous en préisons les objetifs et ontributions.
Enn, nous détaillons l'organisation du manusrit.
1.1 Motivations
Dans ette thèse, nous nous intéressons aux Systèmes Multi-Agents Ou-
verts et Déentralisés (SMAOD). Ces systèmes sont ouverts ar apables
d'aepter, à tout instant, l'entrée, la sortie ou la modiation des araté-
ristiques des entités qui le onstituent. Ils sont déentralisés, ar il n'existe
pas de point entral, ni pour le stokage des données, ni pour le ontrle du
système [BGG04℄. Ainsi, dans un système multi-agent ouvert et déentralisé,
n'importe quel agent peut entrer, sortir ou se modier à tout instant.
Pour onevoir de tels systèmes et, en partiulier, pour garantir que n'im-
porte quel agent pourra y entrer, il est néessaire de faire le moins d'hypo-
thèses possible sur l'implémentation interne des agents. En onséquene, des
agents mal programmés ou programmés ave des intentions malveillantes
peuvent s'introduire dans le système. Or, de tels agents peuvent rapidement
mettre à mal l'ensemble du système, en partiulier si la gestion des tâhes
olletives, inhérentes aux systèmes déentralisés, n'est plus assurée orre-
tement. Il est don néessaire de ontrler le omportement des agents pré-
sents dans le système.
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1.2 Contexte Sientique
Il existe diérentes propositions pour aborder ette problématique : les
approhes séuritaires, les approhes organisationnelles et les approhes so-
iales.
La première approhe onsiste à adapter les solutions existantes dans
le domaine de la séurité informatique [SFJ02, BFL96, BFK99℄. Il s'agit
d'empêher les agents d'avoir un omportement nuisible en leur imposant
des protooles d'interation séurisés et l'implémentation de ertaines primi-
tives. Ces ontraintes imposées sur la façon dont les agents interagissent et
sur leur implémentation interne réduisent l'ouverture du système, ainsi que
l'autonomie des agents. Par ailleurs, du fait qu'elles ne s'intéressent qu'aux
moyens d'éhanger de l'information et non à l'information elle-même, elles ne
permettent pas de résoudre ertains problèmes, omme la possibilité que des
agents mentent. Enn, la phase initiale d'éhange de lefs ryptographiques
requise par es méthodes les rend diiles à mettre en plae dans les systèmes
déentralisés.
La deuxième approhe du ontrle onsiste à dénir formellement les
organisations dans lesquelles les agents évoluent, en termes de rles qu'ils
peuvent jouer, de hiérarhies entre es rles. . . Des institutions sont mises
en plae pour ontrler que es organisations sont bien respetées [BD96,
Fox81, Cor83, PCL87, Han03℄. Ces institutions sont habituellement implé-
mentées de manière entralisée et doivent généralement disposer de pouvoirs
partiuliers pour pouvoir santionner les agents, par exemple pour les exlure
physiquement du système.
La dernière approhe envisagée s'appuie sur des modèles de onane et
de réputation [CF98, Rou00, MC01, Sab02, CP02, MD05℄. Chaque agent éva-
lue les omportements des autres agents et en déduit le niveau de réputation
qu'il leur assoie. Il peut alors déider, en fontion de e niveau, s'il souhaite
ontinuer à interagir en onane ou non ave eux. Cette approhe est par-
tiulièrement adaptée aux SMAOD, ar elle permet de dénir un ontrle
soial des agents, 'est-à-dire un ontrle adaptatif et auto-organisé, mis en
plae par les agents eux-mêmes [COTZ00℄. Cependant, la majeure partie des
modèles de réputation atuels néessitent une délaration a priori du ompor-
tement que omptent avoir les agents ou reposent sur une détetion triviale
des violations, pour aluler automatiquement l'évaluation des agents.
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1.3 Objetifs et ontributions
L'objetif général de ette thèse est de mettre en plae un ontrle des
interations des agents adapté aux SMAOD, où les agents ne disposent pas
néessairement de délarations a priori et expliites du omportement que les
autres agents omptent manifester. Nous herhons don à déployer un sys-
tème de ontrle soial des interations des agents s'appuyant sur un modèle
de réputation.
Dénition soiale
de l'aeptabilité
des interations
interations
ontrle soial
(réputations)
observations
santions
Fig. 1.1  Contrle soial de l'interation.
La gure 1.1 présente une vision automatiienne du ontrle. Celui-i
prend la forme d'une boule de rétroation, aratérisant l'apprentissage des
réputations. En s'appuyant sur des observations des interations et sur des
dénitions soiales de l'aeptabilité des interations, le système de ontrle
doit pouvoir, d'une part, aratériser les interations observées et, d'autre
part, déider des santions à appliquer en onséquene.
Mettre en plae un tel ontrle se déompose don en deux sous-objetifs
majeurs :
 Caratériser une interation. Cette phase requiert d'être en mesure
de :
 Modéliser les interations,
 Dénir l'aeptabilité des interations,
 Estimer l'aeptabilité d'une interation observée.
 Santionner une interation. Cette phase orrespond à déider des
santions à appliquer.
La ohérene entre es quatre points est assurée par le modèle de répu-
tation qui s'appuie sur l'estimation de l'aeptabilité d'une interation pour
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réviser le niveau de la réputation d'un agent et utilise le niveau de réputa-
tion ainsi appréié pour déider des santions à appliquer. Pour haun de
es sous-objetifs, nous étudions les modèles existants, leurs limites dans un
adre ouvert et déentralisé et nous proposons nalement un anevas général,
le modèle L.I.A.R., intégrant des modèles adaptés aux SMAOD.
1.4 Organisation du manusrit
Ce manusrit est organisé en trois parties. La première partie examine
le ontrle soial, ainsi que les onepts de onane et de réputation, à la
lumière de notre problématique. La deuxième partie présente le modèle de
réputation L.I.A.R., que nous proposons pour le ontrle soial des SMAOD.
Enn, la troisième partie aborde la mise en ÷uvre pratique et l'évaluation
de e modèle.
Légende
Objetifs
État de l'art
Modèle L.I.A.R.
Contrle
Soial
Caratériser les
interations
Modéliser les
interations
Chap. 2
Se. 2.1
Chap. 5
Se. 5.1
Dénir
l'aeptabilité
Chap. 2
Se. 2.2
Chap. 5
Se. 5.2
Évaluer les
interations
Chap. 2
Se. 2.3
Chap. 5
Se. 5.3
Santionner les
interations
Chap. 3
Chap. 4
Chap. 6
Fig. 1.2  Organisation du manusrit.
La gure 1.2 présente l'organisation des deux premières parties de e
manusrit en regard des objetifs énonés préédemment.
Le hapitre 2 étudie de manière générale les diérentes omposantes du
ontrle soial. Nous ommençons par étudier la phase de aratérisation des
interations : dans la setion 2.1, nous nous intéressons à la modélisation
des interations des agents puis, dans la setion 2.2, aux moyens de dénir
l'aeptabilité des interations ; enn, dans la setion 2.3, nous voyons par
quels proessus évaluer une interation.
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Nous nous intéressons ensuite à la phase de santion des interations et
étudions alors plus partiulièrement les santions mises en plae grâe aux
onepts de onane et de réputation. Dans le hapitre 3, nous étudions es
deux notions dans les domaines des sienes éonomiques, humaines et so-
iales et en tirons une spéiation préise. Dans le hapitre 4, nous étudions
les modèles omputationnels de réputation et montrons que la plupart d'entre
eux sont limités par la portée de leur proessus d'évaluation des interations.
Cherhant à ombler ette laune, nous proposons, dans la deuxième par-
tie de e manusrit, le modèle L.I.A.R. ( Liar Identiation for Agent Re-
putation ). Le hapitre 5 met l'aent sur la phase de aratérisation des
interations de L.I.A.R. Il dérit un modèle d'engagement soial permettant
aux agents de modéliser les interations qu'ils observent (setion 5.1), un mo-
dèle de normes permettant aux agents de dénir l'aeptabilité d'une inter-
ation (setion 5.2) et un proessus de détetion déentralisée de la violation
(ou du respet) des normes (setion 5.3) permettant aux agents d'établir une
évaluation des interations qu'ils ont observées. Le hapitre 6 s'intéresse à
la phase de santion et présente le modèle de réputation, lequel permet aux
agents de déider de ontinuer ou non à interagir ave les autres agents.
Enn, la troisième partie (non représentée sur la gure) dérit un sénario
d'éhange d'information dans un réseau pair-à-pair et les résultats d'expéri-
mentations menées ave le modèle L.I.A.R. dans e adre.
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Première partie
État de l'art
7

Chapitre 2
Contrle soial des interations
Pour mener à bien un ontrle soial des interations dans un SMAOD,
les agents doivent tout d'abord être en mesure de modéliser les interations
qu'ils observent et de dénir l'aeptabilité de interations. Ils peuvent ainsi
évaluer si les autres agents se omportent orretement ou non et peuvent
déider des santions à leur appliquer en onséquene.
L'objetif de e hapitre est d'étudier les diérents onstituants (en ita-
lique dans le paragraphe préédent) du ontrle soial dans le adre des
systèmes multi-agents ouverts et déentralisés. Nous étudions les solutions
proposées dans la littérature sous la ontrainte prinipale de la déentralisa-
tion, 'est-à-dire du partage des données et du ontrle entre les agents du
système.
Les setions suivantes présentent tout d'abord les modèles d'interation,
qui permettent une observation, par les agents, des interations. Ensuite, la
manière dont l'aeptabilité des interations peut être dénie est exposée.
Diérents proessus par lesquels un agent peut évaluer une interation sont
alors étudiés. Enn, nous abordons les diérents types de santions par les-
quelles un agent peut inuer sur les autres de façon à e qu'ils modient leurs
interations pour les rendre aeptables.
2.1 Observation de l'interation
Dans ette setion, nous étudions la littérature onernant la modélisation
des interations. Il s'agit d'examiner les modèles existants dans la perspetive
de dégager les modèles adaptés à une observation, par les agents eux-mêmes,
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de es interations. Cette étude, nous permet de poser le premier jalon du
ontrle soial en déterminant les modèles adaptés à la modélisation du pre-
mier type d'entrées néessaires à la phase de détetion du ontrle soial.
2.1.1 Motivations
La ommuniation est l'un des prinipaux moyens dont disposent les
agents pour interagir et, plus généralement, agir sur le monde [DvL97, Hab84℄.
Dans ette setion, nous étudions prinipalement les interations entre agents
eetuées par le biais de la ommuniation.
Dans le adre d'entités logiielles telles que les agents, la théorie de l'in-
formation [SW49℄, qui ne onsidère que des éhanges de bits, n'est plus suf-
sante pour dérire les ommuniations. La desription des ommuniations
des agents doit être plus rihe ; nous nous intéressons don ii à des travaux
qui herhent à leur donner un sens (une sémantique). La théorie des ates
de langage [Aus62, Sea69℄, issue de la reherhe en linguistique, perçoit les
ommuniations omme des ates et est à la soure de la plupart des travaux
dans les systèmes multi-agents [CL95℄. Ces derniers peuvent être lassés selon
leur approhe : par texte brut, par protoole, ognitiviste, soiale et argu-
mentative.
L'approhe par texte brut dérit les ommuniations diretement en langue
naturelle. Elle n'est toutefois pas assez formelle et trop ambiguë pour être
employée diretement par des agents logiiels [Sin00℄.
Dans l'approhe par protoole [Smi80, DM90, Cd90℄, le sens d'un ate
de langage est essentiellement déni par l'usage qui en est fait dans des
protooles d'interation. Cette approhe s'intéresse moins au sens de l'ate
qu'à sa position dans le dialogue [Sin91℄. Elle limite l'ouverture du système en
empêhant un agent qui ne onnaît pas le protoole d'entrer en interation
ave les autres. D'autre part, le dynamisme du système est entravé par la
faible exibilité des protooles.
L'approhe ognitiviste [CL95, Lab96, FIP02℄, quant à elle, donne un
sens à un ate de langage en s'appuyant sur les états mentaux des agents.
Cette approhe ne permet don d'aborder que le sens subjetif [Hab84℄ d'une
ommuniation et, par onséquent, s'oppose à la nature publique des om-
muniations [Sin98℄.
Dans l'approhe soiale [Sin91, Sin00℄, haque fois qu'un agent émet un
ate de langage, un engagement soial est réé. Des engagements soiaux
peuvent être générés pour donner une sémantique à la ommuniation selon
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toutes les dimensions : objetive, subjetive et pratique [Hab84℄. D'autre
part, en tant que formalisme externe aux agents, les engagements soiaux
sont partiulièrement adaptés à l'observation des ommuniations.
L'approhe argumentative [Dun94, AC98℄ s'appuie généralement sur des
engagements soiaux et un système d'argumentation (la dialetique [Ham70℄)
dans le but de modéliser le dialogue dans son ensemble. Bien que pouvant
être utilisée pour donner un sens aux ommuniations, ette approhe va bien
au-delà de la simple sémantique.
Dans le adre de ette thèse, nous nous onentrons sur l'approhe soiale.
En eet, du fait du aratère externe des engagements soiaux, il s'agit de
l'approhe la plus adaptée aux systèmes déentralisés.
Diverses spéiations fontionnelles des engagements soiaux ont été pro-
posées. Dans les setions suivantes, nous étudions es diérentes spéiations
d'un point de vue progressif : nous voyons tout d'abord la proposition ori-
ginelle de [Sin91, Sin00℄, qui établit une tradution des ates de langage en
engagements soiaux, puis les diérents enrihissements apportés à e mo-
dèle.
2.1.2 Engagement soial pour l'interation
En s'appuyant sur la logique temporelle, [Sin00℄ propose le formalisme
suivant pour modéliser les engagements soiaux :
Dénition 2.1.1 Un engagement soial est un quadruplet :
SCom(db, cr, wit, cont)
 db est le débiteur, l'agent qui a l'engagement soial ;
 cr est le réditeur, l'agent envers qui l'engagement soial est pris ;
 wit est le témoin de l'engagement soial, qui pourra santionner le débi-
teur si l'engagement n'est pas tenu ;
 cont représente le ontenu sur lequel le débiteur est engagé.
[Sin00℄ et [FC02, FC03℄ fournissent des tables de onversion entre des
ates de langage de diérentes lasses [Aus62, Sea69, Ven72℄ en des engage-
ments soiaux. Pour la plupart de es lasses, le débiteur est assoié à l'émet-
teur de l'ate de langage, le réditeur à son réepteur et le ontexte est le
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système multi-agent dans lequel l'engagement soial est pris. L'exemple 2.1.1
illustre l'émission d'un ate de langage de la lasse représentative (le inform).
Exemple 2.1.1 Lorsqu'un agent x informe un agent y sur un fait p de-
vant un groupe de témoins G, il s'engage auprès de y sur le fait que p est
vrai, e qui est aratérisé par la réation de l'engagement soial suivant :
C(x, y,G, p).
[Sin00℄ montre omment son formalisme peut être employé pour vérier la
sémantique des ommuniations selon les trois dimensions [Hab84℄ : objetive
(la ommuniation est vraie), subjetive (la ommuniation est sinère) et
pratique (la ommuniation est justiée). Cependant, e formalisme ne prend
pas en ompte le fait que les engagements soiaux peuvent évoluer.
2.1.3 Engagement soial ave yle de vie
Il est ourant qu'au ours d'un dialogue [WK95℄ un agent revienne sur ses
dires ou ane son disours. Les engagements soiaux de et agent doivent
évoluer en onséquene. Il est alors néessaire de garder une trae de la si-
tuation dans laquelle se trouve un engagement soial à un instant donné.
[FC03, BMCD03, PFCd04℄ proposent des modèles d'engagement soial inté-
grant la notion d'état dans le formalisme. L'évolution de l'engagement soial
est alors desriptible à l'aide d'un yle de vie dénissant les transitions entre
es états.
États
Dans [FC03℄, l'état peut prendre ses valeurs parmi :
 empty : l'engagement soial n'a pas enore été réé ;
 unset : l'engagement soial vient d'être réé ;
 pending : l'engagement soial est réé mais en attente d'ativation ;
 active : l'engagement soial est atif ;
 cancelled : l'engagement soial a été annulé ;
 fulfilled : l'engagement soial a été rempli ;
 violated : l'engagement soial n'a pas été rempli dans les onditions
imparties.
Seuls les trois premiers états ne sont pas ommuns à tous les modèles pré-
sentés ii. Dans [PFCd04℄ l'état empty n'existe pas. Dans [BMCD03℄ les états
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empty et pending n'existent pas. Chez [PFCd04℄, l'état unset est onfondu
ave l'état pending.
Transitions
Un engagement soial évolue au l du temps. Son évolution est desrip-
tible à l'aide d'un yle de vie dénissant les transitions entre les états.
Légende
état initial
état intermédiaire
état nal
ation d'une des parties
ation externe
empty fulfilled
unset pending active
cancelled violated
mc()
sc(p.)
sc(c.)
r7
r5 r6
r3
r4 sc(c.)
r1
r2sc(c.)
ac(c)
Fig. 2.1  Cyle de vie d'un engagement soial.
[FC03℄ propose le yle de vie dérit par le diagramme d'états de la -
gure 2.1. Deux types d'ations peuvent délenher le hangement d'état d'un
engagement soial : une ation d'une des parties engagées dans le dialogue ou
bien l'ation du temps. Les traits pleins représentent des ations eetuées
sur l'engagement soial suite à une ation de l'une des parties engagées dans
le dialogue. Les traits en pointillés représentent une ation externe et sont
liés à des règles de transition notées ri.
Pour reéter les évolutions dues aux ations menées par les parties du
dialogue, les engagements soiaux peuvent être modiés à l'aide de trois
fontions. La fontion ac(c) ( add ondition ) ajoute la ondition c à l'a-
tivation de l'engagement soial. La fontion mc() ( make ommitment )
14 CHAPITRE 2. CONTRÔLE SOCIAL DES INTERACTIONS
permet de réer l'engagement soial. Enn, la fontion sc(. . . ) ( set om-
mitment ) permet de hanger l'état d'un engagement soial. sc(p.) passe
l'engagement soial en état pending, sc(c.) passe l'engagement soial en état
cancelled. Cette dernière fontion est la plus utilisée pour gérer le yle de
vie d'un engagement soial.
Si le ontenu de l'engagement devient vrai, alors l'engagement soial passe
en état fulfilled (règles r1, r5 et r6). Au ontraire, s'il devient faux, mais
que la ondition d'ativation est vériée, alors l'engagement soial est violé
(état violated, règle r2). Un engagement soial dans l'état pending peut
soit devenir atif (état active) si sa ondition d'ativation devient vraie
(règle r3), soit être annulé (état cancelled) si sa ondition d'ativation de-
vient fausse (règle r4). Finalement, la règle r7 stipule qu'à l'expiration d'un
ertain délai, un engagement dans l'état unset devient cancelled s'il n'a
pas été mis en attente d'ativation (pending) ou rempli (fulfilled).
Dans [BMCD03, PFCd04℄, les yles de vie dièrent peu de elui présenté
ii et prinipalement du fait des états inexistants. Dans [PFCd04℄ l'engage-
ment soial est diretement réé en état pending ; avant il n'existe tout sim-
plement pas. Dans [BMCD03℄ l'engagement soial est diretement réé en
état active quand la ondition d'ativation est vériée.
Grâe à l'introdution de la notion d'état, il est possible de gérer l'évolu-
tion d'un engagement soial. Cependant, et état ne permet pas, à lui seul,
de prendre en ompte toute la dynamique d'un dialogue.
2.1.4 Engagement soial ave yle de vie du ontenu
Au ours d'un dialogue, un agent pourrait être amené à s'engager à un
instant sur un fait qui ne pourra être vérié que dans le futur. Par exemple, un
agent peut s'engager maintenant sur le fait qu'il pleuvra demain. Un engage-
ment soial et son ontenu sont don des éléments temporellement distints.
En onséquene, [BMCD03℄ propose de modéliser l'engagement soial et son
ontenu omme des entités distintes, pouvant être dans des états diérents
et avoir des yles de vie propres.
En diéreniant ainsi le yle de vie du ontenu de l'engagement soial de
elui de l'engagement soial lui-même, des agents peuvent argumenter sur le
ontenu d'un engagement, i.e. faire avaner l'engagement dans son yle de
vie, sans pour autant faire évoluer le ontenu et, réiproquement, modier le
ontenu d'un engagement soial sans forément modier l'engagement soial
lui-même.
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[BMCD03℄ propose un modèle d'engagement soial qui tient ompte de
ette distintion engagement / ontenu. Le ontenu est alors assoié à un
état et à un temps de validité, tous deux diérents de elui de l'engagement.
L'exemple 2.1.2 illustre le formalisme employé.
Exemple 2.1.2 Un engagement soial de ontenu cont est noté omme
suit :
SCom(idn, db, cr, SSCom, tSCom, cont, Scont, tcont)
Où idn est un identiant unique pour l'engagement soial, db et cr sont,
respetivement, le débiteur et le réditeur. SSCom est l'état de l'engagement
soial, tSCom est le temps de validité assoié à l'engagement soial. cont
est le ontenu de l'engagement soial, Scont est l'état du ontenu et, enn,
tcont est le temps de validité du ontenu.
La gure 2.2 présente, la reonstitution du yle de vie du ontenu d'un
engagement à partir des desriptions données dans [BMCD03℄.
Le ontenu de l'engagement soial est initialement soumis (submitted)
par le débiteur (db dans la gure). Il peut ensuite être diretement aepté ou
refusé (aept ou refuse) par le réditeur (cr dans la gure) et arrive alors
dans l'un des états terminaux aepted ou refused. Une argumentation
peut aussi avoir lieu : le ontenu peut être alternativement remis en ause
par le réditeur et défendu par le débiteur (ations question et defend, états
questioned et justified). Finalement, le débiteur peut modier le ontenu
de son engagement (ation hange, état hanged). Ces modiations sur le
ontenu de l'engagement soial ont lieu suite à des ations ommuniatives
menées par les parties engagées dans le dialogue. Ces ations sont don liées
à la génération de nouveaux engagements soiaux, ertains générés par le
débiteur, d'autres par le réditeur. La table 2.1 dérit l'ensemble des ations
possibles en fontion de l'ateur (débiteur ou réditeur) et de la ible (enga-
gement soial ou son ontenu).
2.1.5 Engagement soial ave santions
An de s'assurer que les agents respetent leurs engagements soiaux,
[PFCd04℄ propose de punir les agents qui ne respetent pas leurs engagements
et de favoriser eux qui les respetent. Pour e faire, les auteurs proposent un
modèle d'engagement soial qui intègre les santions (positives ou négatives)
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Légende
état initial
état intermédiaire
état nal
transition argumentative
submitted
aepted questioned refused
justied hanged
db/reate
cr/aept cr/refusecr/question
db/defend
db/hangedb/defend
db/hange
cr/aept
cr/refuse
cr/question
cr/aept
cr/refuse
cr/question
Fig. 2.2  Cyle de vie du ontenu d'un engagement soial.
débiteur réditeur
Engagement reate, withdraw, 
soial violate, fulll.
Contenu hange, defend. refuse, aept
question.
Tab. 2.1  Ations possibles sur un engagement soial ou son ontenu.
enourues par les diérentes parties en fontion de l'état de l'engagement
soial.
Pour pouvoir mettre en plae e système de santion, les auteurs redé-
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nissent ertaines transitions du yle de vie de l'engagement soial et en
dénissent de nouvelles. Les transitions redénies sont les suivantes :
 Au moment de la réation d'un engagement soial, les santions doivent
être dénies. Elle peuvent l'être soit statiquement, soit par après négo-
iation entre les parties.
 L'annulation d'un engagement soial orrespond au rejet d'un enga-
gement atif préédemment aepté. Il est don possible que ertaines
santions soient appliquées à ette oasion. En général, la déision
d'appliquer ou non les santions est prise par l'agent qui n'a pas annulé
l'engagement soial.
Les transitions nouvellement dénies sont les suivantes :
 L'élimination d'un engagement soial violé a lieu quand les agents
impliqués (i) s'aordent pour reonnaître que l'engagement soial est
violé, (ii) appliquent les santions et (iii) éliminent l'engagement soial.
Sur la gure 2.1, page 13, ei se traduit par l'ajout d'une transition
de l'état violated à l'état cancelled.
 De la même manière, l'élimination d'un engagement soial rempli
a lieu quand les agents impliqués (i) s'aordent pour reonnaître que
l'engagement soial est rempli, (ii) appliquent les santions et (iii) éli-
minent l'engagement soial. Sur la gure 2.1, page 13, ei orrespond
à l'ajout d'une transition de l'état fulfilled à l'état cancelled.
Dans ette setion, nous avons étudié la littérature permettant aux agents
de modéliser les interations qu'ils perçoivent. Nous avons étudiés les modèles
d'engagement soial d'un point de vue progressif, depuis la proposition ori-
ginelle la plus simple, jusqu'aux modèles atuels les plus rihes, intégrant le
yle de vie du ontenu et des santions.
2.2 Normes soiales
Dans ette setion, nous étudions, dans le adre des systèmes multi-
agents ouverts et déentralisés, la littérature onernant la dénition de
l'aeptabilité d'interations. Il s'agit d'examiner les modèles existants pour
représenter les interations aeptables ou non, dans la perspetive de déga-
ger les modèles adaptés à une utilisation par les agents eux-mêmes. À l'issue
de ette étude, nous aurons étudié l'ensemble des entrées néessaires à la
phase de détetion du proessus de ontrle de la gure 1.1, page 3.
Dans ette setion, nous nous intéressons, plus partiulièrement, aux tra-
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vaux sur les normes menés dans le domaine des systèmes multi-agents, des
sienes juridiques et des sienes soiales. Cette setion est organisée omme
suit : dans un premier temps, nous dressons un bref panorama des diérents
types de normes an de adrer notre travail. Ensuite, nous nous intéressons
aux modèles omputationnels qui permettent aux agents de raisonner sur des
normes.
2.2.1 Normes de bon omportement
Les normes permettent de dénir les omportements aeptables pour un
agent. Cependant, le terme de  norme  est employé dans de très nom-
breux domaines : philosophie, psyhologie, soiologie, sienes de l'informa-
tion, sienes éonomiques, sienes juridiques. . . ave des dénitions sensi-
blement diérentes. Par exemple, en philosophie une norme est une référene
pour juger quelque hose [Col01, Dig02, VS03℄. En psyhologie, il s'agit d'un
modèle [GDT04℄. En soiologie, une norme est un omportement standard
partagé par les membres d'un groupe soial [Bri06, Dig02, VS03℄. En éo-
nomie, 'est un modèle qui doit exister ou être suivi ou une moyenne de e
qui existe atuellement dans un ertain ontexte [Dig02, VS03℄. En siene
de l'information, il s'agit généralement d'un ensemble de règles fontion-
nelles relatives à des produits, des ativités ou des résultats, établies par
des spéialistes et onsignées dans un doument produit par un organisme
reonnu [GDT04℄.
[LLd02℄ distingue les normes individuelles et les normes soiales. Les
normes individuelles, parmi lesquelles se trouvent les buts qu'un agent se
xe [Tuo95℄, sont privées à l'agent. Elles permettent don pas de dénir
l'aeptabilité des omportements d'un agent d'un point de vue externe à
elui-i. Nous nous intéressons don ii aux normes soiales.
De manière générale, les normes soiales apparaissent dans la littérature
omme des onepts légaux. En utilisant le prinipe de la séparation des
pouvoirs [Fra℄, il nous est possible de dénir la grille d'analyse suivante :
 quelles sont les parties impliquées ;
 qui exere le pouvoir législatif : qui rée la norme, quelle en est la
soure ;
 qui exere le pouvoir judiiaire : qui déide qu'une norme a été violée ;
 qui exere le pouvoir exéutif : qui santionne les violations ;
 quel type de santion est appliqué, par exemple en as de violation.
Ces ritères ne sont pas totalement indépendants puisque, par exemple, le
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type de santion appliqué peut dépendre de l'entité qui l'applique. Cepen-
dant, ils permettent de struturer un peu plus les fondements des typologies
lassiques de normes existant dans la littérature.
Il existe deux types de normes soiales [von93℄. [DMSC00℄ nomme les
premières obligations et les seondes normes soiales. Dans [LLd02℄ les pre-
mières sont nommées obligations et les seondes odes soiaux. Enn, [Tuo95,
TBT95℄ les nomme r-normes et s-normes. C'est ette dernière terminologie
que nous employons ii.
R-normes
Les r-normes sont dénies omme étant des règles, pouvant prendre la
forme de lois ou de hartes (don expliites) auxquelles des individus doivent
se onformer [TBT95, von93, DMSC00℄. Les r-normes sont proposées par un
groupe d'agents. Elles sont entérinées par une autorité qui se harge aussi de
les faire respeter [TBT95, von93℄. Le onept de r-norme repose don forte-
ment sur l'aeptation de la norme (ou, plus généralement, de l'autorité) par
le groupe d'agents soumis à ette règle. Les r-normes ne peuvent être modi-
ées que si l'autorité le déide. Ces règles entraînent toujours des santions,
les r-santions. Ces santions sont expliites et onnues à l'avane [DMSC00℄.
L'exemple 2.2.1 illustre un as de r-norme issu de odes de l'état français.
Exemple 2.2.1 L'artile L.413-1 du ode de la route français (omplété
par le ode pénal, artile 132-11) santionne un exès de vitesse supérieur
ou égal à 50 km/h (en as de réidive dans les trois ans) d'une amende
maximum de 3750 e, d'une suspension de permis de trois ans, d'un retrait
de six points et jusqu'à trois mois de prison, aompagné d'une interdition
de onduire ertains véhiules terrestres à moteur, pour une durée de inq
ans au plus.
En onlusion, il est possible de aratériser les r-normes en fontion de
la grille d'analyse dénie en début de setion omme suit : les r-normes
lient un agent individuel à une autorité. Elles sont proposées par des agents,
mais érites et publiées par une autorité. Cette autorité est d'ailleurs aussi
en harge d'en déteter et d'en santionner les violations selon les barèmes
prévus et donnés à l'avane.
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S-normes
Les s-normes dénissent des règles de bon omportement [DMSC00℄. Elles
émergent de omportements individuels dans la soiété [von93℄. Elles repré-
sentent un omportement global de la soiété [TBT95℄. Ce sont des sortes
de standards de fait. Elles sont automatiquement modiées en fontion des
hangements de omportements des individus. Elles sont fondées sur des
royanes ou des aeptations mutuelles. Elles ne sont pas obligatoirement
disponibles sous forme érite et peuvent être de deux types : elles appliquées
à toute la ommunauté et elles appliquées uniquement à un groupe d'indivi-
dus en fontion du rle qu'il joue au sein de la soiété [TBT95℄. N'étant pas
érites, elles doivent être enseignées aux nouveaux arrivants dans un groupe.
Finalement, elles ne sont pas forément santionnées. Si elles le sont, alors les
s-santions ne sont pas onnues a priori et, par onséquent, sont impliites.
L'exemple 2.2.2 illustre un as de s-norme dans la soiété française.
Exemple 2.2.2 Une bonne éduation veut que, quand quelqu'un sort d'un
magasin, il tienne la porte à toute personne qui le suit. Cela onstitue une
norme soiale qui n'est pas punie expliitement en as de violation. Une
personne à qui la porte n'a pas été tenue peut se sentir lésée et santionner
la personne qui n'a pas tenu la porte par le moyen qu'elle veut (par une
baisse d'estime, de réputation, et.) et ave l'ampleur qu'elle souhaite.
En onlusion, il est possible de aratériser les s-normes en fontion de la
grille d'analyse dénie en début de setion omme suit : les s-normes lient un
agent à son groupe soial. Elles sont dénies par les membres du groupe et
sont transmises par elui-i aux nouveaux venus. Tout agent est suseptible
d'en déteter la violation et de punir l'un des membres du groupe omme il
l'entend.
Comparaison des r-normes et s-normes
Pour [DMSC00℄, les r-normes agissent en restreignant l'autonomie des
agents et les s-normes en rendant la oordination plus eae. Pour sa part,
[von93℄ distingue les r-normes et les s-normes par le fait qu'il s'agit pour
l'une d'un ordre normatif imposé et pour l'autre d'une émergene due aux
omportements d'une atégorie d'individus. Selon la grille dénie en début
de setion, les r-normes et les s-normes divergent don prinipalement sur des
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ritères liés aux santions : sur l'entité en harge d'appliquer des santions
et sur le type de santion mis en plae (toujours appliquées ou non, onnues
a priori ou non). En général, dans les r-normes, une autorité a été autorisée
au préalable à santionner les agents. Dans le as des s-normes, 'est généra-
lement l'agent vitime de la violation qui déide si et omment santionner
le violateur.
Transitions et inonsistanes
Soulignons nalement que les frontières entre les diérents types de normes
sont assez oues : il est possible que ertaines normes hangent de type [TBT95℄ :
par exemple, une s-norme peut devenir une r-norme si elle est expliitée et
santionnée par une autorité. Il est aussi possible que des normes soient inon-
sistantes. [TBT95℄ dénit une hiérarhisation des diérents types de normes
qui peut servir pour régler les onits entre elles-i.
2.2.2 Formalismes de normes
Dans ette setion, nous étudions les formalismes existants pour repré-
senter les normes soiales. Il s'agit d'étudier les formalismes proposés dans
la littérature qui permettent de modéliser une norme soiale, de manière à
pouvoir raisonner dessus, en partiulier pour en déteter les violations.
Il existe deux manières d'implémenter les normes dans les systèmes multi-
agents [JS93℄ : par enrégimentation ou non. Dans le premier as, la norme
est vue omme la spéiation d'un bon omportement qui doit être res-
peté par les agents et est don odée en dur dans les agents [ST95, MT95,
BGM98, Bom99℄. Ceux-i sont alors enrégimentés et il n'est pas néessaire de
prévoir omment les santionner, puisqu'ils ne peuvent pas violer les normes
soiales [BvdT05, vRW05℄. Dans e as, le formalisme utilisé pour représenter
les normes soiales est généralement la logique déontique.
Il est aussi possible de onsidérer les normes soiales omme des india-
tions de omportements à suivre [CDJT00, BL00, DMSC00, VSD03, LLd04℄.
Les agents doivent alors disposer d'un formalisme plus souple leur permettant
de déider (i) d'aepter (adopter) les normes soiales, 'est-à-dire prendre
onnaissane de leur existene et (ii) de déider de les respeter, 'est-à-dire
d'agir sans les violer [LLd02℄. Les agents sont ainsi apables de diérents
degrés d'autonomie, raisonnant a priori sur les onséquenes éventuelles de
leurs ates [Dig99, DMSC00, LLd02℄. Il est alors néessaire de prévoir des
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moyens de ontrle (détetion et santion des violations). Les formalismes
utilisés dans e as sont plutt de type desriptif.
Logiques déontiques
La logique déontique est partiulièrement étudiée dans les sienes juri-
diques [Val95℄. Le but de la dénition d'une telle logique est de disposer d'un
formalisme permettant de dérire les lois et les faits de manière non ambiguë
ainsi que de disposer d'un moteur d'inférene. Grâe à e moteur d'inférene,
il est possible de raisonner sur le respet et / ou la ohérene des lois.
La logique déontique dénit des opérateurs d'obligation (O), de permis-
sion (P ) et d'interdition (F ) [von51℄. L'exemple 2.2.3 illustre l'utilisation de
la logique déontique pour dénir une obligation.
Exemple 2.2.3 Si α, est un fait, alors il est possible de dénir l'obligation
que e fait soit vérié par : Oα.
Les diérents opérateurs de la logique déontique peuvent généralement se
dénir les uns par rapport aux autres. Par exemple, les opérateurs F et P
peuvent se dénir en fontion de O de la façon suivante : Fα ≡ O¬α, e qui
signie que l'interdition de α est équivalente à l'obligation de sa négation.
De même, Pα ≡ ¬O¬α, exprime que α est permis s'il n'est pas interdit.
Néanmoins, les systèmes juridiques atuels sont très omplexes et dé-
nissent parfois des règles inonsistantes. Dans de telles situations, un moteur
d'inférene utilisant la logique déontique standard [von51, von68, von81℄ se
trouverait bloqué. D'autre part, la logique déontique standard elle-même, de
part l'axiomatisation de ses opérateurs, ontient quelques paradoxes. L'ex-
emple 2.2.4 illustre l'un des douze paradoxes identiés dans [MDW94℄.
Exemple 2.2.4 Le  paradoxe du pénitent  est lié à l'axiomatisation de
l'opérateur F . En eet, elle-i autorise l'ériture : F (ϕ)→ F (ϕ ∧ ψ). Si
l'on onsidère que ϕ représente le fait de tuer quelqu'un et que ψ est le fait
d'aller en prison, alors le fait d'interdire de tuer quelqu'un implique le fait
d'interdire à la fois de tuer quelqu'un et d'aller en prison !
Du fait de la présene de tels paradoxes, de nouvelles axiomatisations
des opérateurs ont été proposées, partiulièrement ave les logiques déon-
tiques annulables ( defeasible deonti logis ) [Jon93, vdT94, MDW94℄.
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Cependant, les diérentes propositions de logiques déontiques annulables ne
résolvent que quelques paradoxes à la fois et restent indéidables.
Formalismes desriptifs
Partant de l'observation que les approhes utilisant la logique déontique
ne sont, de toutes les façons, que délaratives [AGVSD05, VS03℄ (elles ex-
priment e qui est aeptable) et n'ont pas de sémantique opérationnelle
(elles ne disent pas omment atteindre l'aeptable), des approhes plus des-
riptives ont été proposées.
Ainsi, [VSDD05, GCNRA05, KN05, dSdL05℄ proposent des formalismes
desriptifs au pouvoir expressif assez prohe de elui des logiques déontiques
les plus rihes. Ceux-i intègrent la plupart des éléments suivants :
 un type, parmi : obligation, permission ou interdition ;
 des santions, prinipalement en as de violation ;
 un objet : e sur quoi porte la norme, parfois aompagné de ondi-
tions ;
 un sujet : l'agent soumis à la norme soiale ;
 une ondition simple d'ativation de la norme (ex. : délai).
Du fait de leur aratère desriptif, es approhes permettent ependant
une représentation des normes soiales enore plus rihe. Ainsi, [LLd04, LL04,
Sal02℄ étendent la liste d'éléments préédente ave :
 la prise en ompte de onditions plus nes à la fois pour l'ativation de
la norme et sur son objet ;
 la possibilité d'avoir omme sujet un rle ou un ensemble d'agents ;
 la notion de bénéiaire : un agent envers qui le sujet est engagé à
respeter la norme soiale ;
 un identiant [Sal02℄.
Finalement, [Str02, GBKD05℄ ajoutent enore d'autres éléments, aboutis-
sant ainsi à des formalisme prohes de la desription des normes telles qu'elle
est fournie en setion 2.2.1 :
 la prise en ompte de l'autorité en harge de faire appliquer la norme
soiale. Ce hamp remplae le simple bénéiaire. L'autorité est alors
dérite de façon générique. Tout agent représentant ette autorité étant
un mesure de santionner un agent qui viole la norme soiale ;
 l'auteur de la norme soiale [Str02℄, 'est-à-dire l'entité exerçant le
pouvoir législatif ;
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 une priorité, servant en as de onit entre les normes pour déi-
der quelles sont les normes soiales qu'il est plus important de respe-
ter [GBKD05℄.
Politiques Soiales
[VFC05℄ et [Sin99℄ proposent de dérire les normes par des engagements
soiaux. Les diérents onstituants des engagements soiaux sont présents
dans le modèle : le débiteur est ii l'agent soumis à la norme soiale, le ré-
diteur est l'agent hargé de la faire respeter et le ontenu est elui de la
norme. La norme peut être dans diérents états (inactive, active. . . ). Le
ontenu peut faire référene à des engagements soiaux représentant des in-
terations. De e fait, les engagements soiaux instaniant des normes sont
d'un niveau d'abstration supérieur à eux qui représentent les interations.
[Sin99℄ les diérenie en les nommant  politiques soiales . Dans [VFC05℄,
les agents évoluent dans une institution sujette à diérents événements (a-
tion du temps, hangement de l'un de ses onstituants, ation d'un agent).
Ces événements délenhent les normes, e qui génère les politiques soiales.
Ces formalismes ne sont que desriptifs et les agents sont autonomes. De
e fait, même si les agents sont en possession de la desription des normes en
vigueur dans le système, rien ne les oblige à les respeter. Il est don néessaire
de mettre en plae des strutures de ontrle qui gèrent, en partiulier, la
détetion et la santion des violations de es normes.
2.3 Détetion et santion des violations
Dans ette setion, nous nous intéressons aux strutures de ontrle qu'il
est possible de mettre en plae pour faire en sorte que les normes soient
respetées par les agents.
Dans la littérature, il existe deux formes d'un tel ontrle : une forme
interne et une forme externe. La forme interne orrespond à la apaité d'un
agent à identier par lui-même le omportement orret à avoir en fontion
de normes soiales dénies de manière externe. Dans e as, le ontrle repose
sur les apaités ognitives des agents pour omprendre et évaluer leur propre
omportement normatif [Dig99, LLd02, CDJT00, BL00, KN05, CB05℄. La
forme externe s'applique quand une struture institutionnelle s'est vue onfé-
rer le pouvoir d'agir (éventuellement physiquement) sur un agent pour l'in-
2.3. DÉTECTION ET SANCTION DES VIOLATIONS 25
uener, de façon à lui faire adopter un omportement orrespondant à la
norme. Le omportement de l'agent est alors interprété et évalué par d'autres
entités (autorité, groupe soial. . . ) en fontion de normes soiales gouver-
nant le système ou le groupe auquel appartient l'agent [PANS98, GCNRA05,
GBKD05℄. Dans le adre de ette thèse, nous nous intéressons à nue ap-
prohe diérente de l'instauration d'institutions entralisées. Nous herhons
à mettre en plae un ontrle lui aussi externe, mais appliqué par le groupe
soial.
Ce ontrle ne peut s'exerer qu'à travers la détetion de la violation ou
du respet des normes et de la santion positive ou négative orrespondante
(gure 1.1, page 3). Dans ette setion, nous présentons d'abord une déni-
tion formelle de la violation. Nous montrons ensuite les diérentes approhes
qui sont proposées dans la littérature pour mettre en plae la détetion de
violations dans des systèmes informatiques. Enn, nous onluons sur les
diérentes manières de santionner les omportements des agents.
2.3.1 Dénition de la violation
En s'appuyant sur la dénition de la fraude de [Sim95℄, [FTL98℄ dénit
formellement la violation d'une obligation à l'aide de la logique déontique
standard [von51, Che80℄ et de la logique de l'ation [Elg93, SCJ97℄. L'opé-
rateur O de la logique déontique standard est utilisé onjointement aux opé-
rateurs E et H de la logique de l'ation. Ceux-i sont dénis de la façon
suivante : EiA signie  l'agent i a amené l'état du monde A  et HiA signi-
e  l'agent i a essayé d'amener l'état du monde A , mais sans ontrainte
sur le suès de l'opération. Notons que EiA→ HiA, 'est-à-dire qu'un agent
qui a réussi à amener l'état du monde A a forément essayé d'amener l'état
du monde A, la réiproque n'étant pas vraie.
La violation d'une obligation, est alors dénie par la dénition 2.3.1 sui-
vante :
Dénition 2.3.1 La violation se dénit de manière générique omme la
non réalisation de e qui est obligatoire :
Oϕ ∧ ¬ϕ
En remplaçant le fait ϕ dans la dénition 2.3.1 par les expressions re-
présentant des ations (EiA et HiA), [FTL98℄ obtient trois formules valides
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représentant la violation d'une obligation de mener une ation :
OEiA ∧ ¬EiA (2.1)
OEiA ∧ ¬HiA (2.2)
OEiA ∧HiA ∧ ¬EiA (2.3)
La formule 2.1 exprime le fait que l'agent i avait l'obligation d'amener
l'état du monde A mais qu'il ne l'a pas fait. La formule 2.2 représente le fait
que l'agent i avait l'obligation d'amener l'état du monde A, mais qu'il n'a
même pas essayé de le faire. Finalement, la formule 2.3 signie que l'agent i,
qui avait l'obligation d'amener l'état du monde A a essayé de le faire, mais
n'a pas réussi. Cette formule exprime don une violation faible : dans e as,
l'agent a montré de la bonne volonté, mais s'est avéré inompétent.
2.3.2 Détetion de violation
Dans ette setion, nous étudions les systèmes de détetion de violation.
C'est à dire des systèmes apables de omparer les omportements tels qu'ils
ont été eetués par les agents (représentés, par exemple, grâe à un modèle
des interations des agents) aux omportements tels qu'ils devraient être (par
exemple, dérits par des normes).
Violation de transations téléphoniques ou banaires
Les approhes les plus ourantes dans le domaine de la détetion de viola-
tions onsistent à déteter des fraudes banaires ou téléphoniques [AHTW97,
Jen97, CLPS02℄. Des omportements réels de lients sont étiquetés en fon-
tion de leur aeptabilité. Ces omportements étiquetés sont alors fournis à
un algorithme qui les apprend et les stoke sous une forme donnée : base de
règles, réseaux neuronaux, et. Le système onsiste ensuite à omparer es
omportements de référene aux omportements ourants des utilisateurs,
ontenus dans une base de données de transations.
Violation de protoole
[LS04℄ proposent de déteter des violations dans un protoole de ommu-
niation entre agents. Pour e faire, les auteurs proposent de dénir l'état
global du système à un instant t à partir d'une ombinaison des états des
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agents et de l'environnement à et instant. Ces états globaux, représentés par
des automates d'états nis, sont ensuite interprétés sous forme de formules
de la logique propositionnelle. Le protoole, quant à lui, est représenté sous
forme de formules déontiques. Il est alors possible de déterminer si les agents
violent les règles de transition d'état dénies par le protoole. En étudiant
plus en détails les violations, il est même possible de dénir des protooles
de réupération.
Analyse ritique
Si les dénitions formelles de la violation de [FTL98℄ ont l'avantage d'en
donner une dénition non ambiguë, elles restent ependant limitées. D'une
part, la dimension temporelle n'est pas prise en ompte dans es travaux,
d'autre part, la logique déontique étant indéidable, il n'est pas possible de
garantir que, si un agent utilisait un tel formalisme, il pourrait déteter toute
violation en un temps ni.
Les violations détetées dans les systèmes banaires ou téléphoniques et
dans les protooles ne sont pas adaptées aux systèmes ouverts et déentralisés
puisque la détetion est menée de façon entralisée et hors-ligne.
2.3.3 Santions
Selon [PFCd04℄ les diérents types de santion que l'on peut appliquer à
un agent peuvent être atégorisées selon trois axes :
 La diretion : la santion peut-être positive, pour enourager un om-
portement désiré ou négative pour déourager des omportements vio-
lant les normes du système.
 Le type : la santion peut être automatique, 'est le as par exemple
de l'automobiliste qui onduit à l'envers sur l'autoroute et qui va faire
un séjour à l'hpital suite à son omportement. Les santions non au-
tomatiques peuvent être de trois types :
 matérielles, par exemple un ate de violene envers le violateur, une
ation de réparation ou une ompensation nanière demandée au
violateur. . .
 soiales, par exemple une baisse ou une hausse de réputation, de
onane ou de rédibilité du violateur.
 psyhologiques, par exemple en terme de ulpabilité, honte. . .
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L'horizon temporel des santions permet de savoir si une santion per-
dure au ours du temps ou bien est instantanée. Par exemple, les san-
tions en terme de réputation peuvent perdurer plus longtemps qu'une
ompensation nanière pontuelle.
 Le style : dans le adre des systèmes multi-agents, les santions peuvent
être expliites, 'est-à-dire disutées par les parties impliquées dans l'en-
gagement soial et onnues publiquement ou bien impliites, 'est-à-dire
déidées unilatéralement. De plus, les santions peuvent être déidées
a priori, 'est-à-dire être onnues à l'avane par les parties ou a poste-
riori, 'est-à-dire onnues seulement au moment de leur appliation, e
qui ne permet pas à l'agent santionné de raisonner à l'avane sur les
pénalités qu'il enoure en as de violation.
Il existe don une grande variétés de santions, qui ne sont pas toutes
appliables dans les mêmes situations.
2.4 Synthèse
Dans e hapitre, nous nous sommes intéressés à la problématique du
ontrle des interations des agents. Ce ontrle onsiste à omparer des
interations d'agents telles qu'elles ont pu être observés aux dénitions des
interations aeptables et à déider des santions à appliquer. Dans le adre
de ette thèse, nous nous intéressons plus partiulièrement à la délinaison
soiale de e ontrle, 'est-à-dire à sa réalisation par les agents eux-mêmes.
Pour e faire, haque agent doit pouvoir : (1) modéliser les interations qu'il
perçoit, (2) dénir l'aeptabilité des interations et (3) déider des santions
à appliquer.
Nous nous sommes tout d'abord intéressés aux modèles permettant de
modéliser les interations des agents. Nous avons retenu l'approhe soiale
omme la meilleure andidate dans un adre ouvert et déentralisé, du fait
de sa large portée, de son aratère publique et du fait qu'elle néessite un
minimum d'hypothèses sur l'implémentation interne des agents. Nous nous
sommes alors intéressés aux modèles permettant aux agents de manipuler
es engagements soiaux. Nous avons vu que le modèle originel de [Sin91℄ a
été enrihi de la apaité à prendre en ompte l'évolution temporelle d'un
engagement soial et de son ontenu, ainsi que de la possibilité d'adjoindre
des santions en fontion de l'aboutissement de ette évolution.
Nous nous sommes ensuite intéressés aux normes, an de permettre aux
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agents de dérire e qu'est une interation aeptable ou non. Nous avons
réduit notre étude aux normes soiales, puisqu'elles seules peuvent être uti-
lisées par des agents pour aratériser les interations d'autres agents. Nous
avons vu qu'il existait diérents types de normes soiales : les r-normes et
les s-normes, ainsi que deux grandes lasses de formalismes pour les repré-
senter : les formalismes issus de la logique déontique et les formalismes plus
desriptifs.
Enn, nous avons étudié les propositions existantes pour permettre aux
agents de déider des santions à appliquer, 'est-à-dire de mettre en plae
le ontrle lui-même. Nous avons vu qu'il existe deux manières d'implanter
le ontrle : interne ou externe, ainsi que de nombreux types de santions et
de façons de les appliquer. Nous avons vu que les santions de type soial
étaient plus adaptées aux Systèmes Multi-Agents Ouverts et Déentralisés
ar elles ne néessitent pas de pouvoirs partiuliers pour être appliquées.
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Chapitre 3
Conane et Réputation
Dans e hapitre, nous nous intéressons aux notions de onane et de
réputation omme moyen de santionner soialement les interations des
agents. Dès que l'on aborde es onepts dans la littérature, on s'aperçoit
qu'il n'existe pas de dénition unique et ommunément admise. Bien au
ontraire, il existe toute une variété de dénitions, qui dépendent prini-
palement du domaine d'étude et du propre point de vue de l'auteur. Dans
e hapitre, nous nous intéressons partiulièrement aux domaines qui ont,
les premiers, herhé à dénir les onepts de réputation et de onane : il
s'agit prinipalement des sienes humaines, soiales et éonomiques.
L'objetif du présent hapitre n'est pas de mener une étude exhaustive de
l'ensemble des dénitions proposées puisque elles-i sont, à l'heure atuelle,
toujours sujettes à débats [JoM, JAS℄. Nous étudions ii es diérentes déni-
tions an, d'une part, de ironsrire notre domaine de reherhe et, d'autre
part, d'en extraire une aratérisation préise des onepts étudiés. Nous ob-
tenons ainsi un ensemble de propriétés aratérisant les réputations, à partir
duquel nous déduisons une grille d'analyse. Cette grille est alors utilisée, dans
le hapitre 4, pour présenter les modèles omputationnels de réputation.
Ce hapitre est organisé omme suit : onstatant que les dénitions de la
onane sont fort variées, nous utilisons le travail de [MC01℄ pour les atégo-
riser et restreignons notre hamp d'investigation à la seule lasse de onane
dite interpersonnelle. Nous aratérisons ensuite plus spéiquement ette
lasse de onane et établissons les premiers liens entre les onepts de
onane et de réputation. En herhant, dans un deuxième temps, à ap-
profondir le onept de réputation, nous étendons les travaux de [MHM02℄
et montrons qu'il en existe diérents types. Finalement, nous restreignons
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enore notre hamp d'investigation aux seules réputation fondée sur les in-
terations et disutons brièvement leurs aratéristiques.
3.1 Panorama
Dans la setion psyhologie du Grand Ditionnaire Terminologique [GDT04℄
la onane est dénie omme le  sentiment ferme de pouvoir s'en remettre
au omportement ou au jugement de quelqu'un ou de soi-même . Dans le
Merriam-Webster [Mer04℄ la onane est dénie omme  le fait de pouvoir
s'appuyer, de manière assurée, sur le aratère, les apaités, la fore, ou la
vérité de quelqu'un ou de quelque hose . Ces deux dénitions illustrent à
quel point, même à un niveau très abstrait, deux dénitions peuvent diverger.
Par exemple, la dénition du [GDT04℄ n'applique la onane qu'à des êtres
humains alors que la dénition du [Mer04℄ autorise à l'appliquer aux objets.
Dans ette setion, nous menons une étude plus approfondie des déni-
tions de la onane et de la réputation, prinipalement issues des sienes
humaines, soiales et éonomiques. Dans une première partie de ette setion,
nous allons illustrer le ou qui règne autour de la dénition du onept de
onane. Nous montrons ensuite qu'il existe diérentes lasses de onane,
puis nous préisons le fontionnement de la lasse de onane dite interper-
sonnelle et les relations entre ette lasse et la réputation.
3.1.1 Conane
Le onept de onane a été étudié dans de très nombreux domaines
de reherhe : la biologie évolutionnaire [Bat00, PD92℄, la soiologie [Luh79,
Luh00, CP02, CF98, Qué01℄, la psyhologie soiale [Deu62℄, les sienes éo-
nomiques [Das90, Rou00, Del01a, Del00, Sha87, Fuk95℄, l'histoire [Gam00a,
Pag00℄, la philosophie [Lag92, Her88℄. . . Étant donné que es domaines de
reherhe sont souvent liés à des pereptions du monde et à des méthodes de
travail spéiques, des dénitions très diérentes ont été données dans es
diérents domaines. Certaines dénitions sont propres au point de vue du
domaine des auteurs, d'autres sont enore plus spéiques au point de vue
de l'auteur lui-même. En partiulier, les psyhologues perçoivent la onane
omme un trait personnel alors que les soiologues onsidèrent la onane
omme une struture soiale. Les éonomistes, quant à eux, la perçoivent gé-
néralement omme une intention de omportement ou omme un méanisme
3.1. PANORAMA 33
de hoix. Ainsi, le onept de onane a été déni omme des royanes
sur divers attributs d'une personne [CF98℄, omme une attente sur le om-
portement de l'autre [Das90℄. . . Dans le domaine du management, d'autres
herheurs [LB95℄ ont déni le onept de onane à travers ses proessus
de onstrution, par exemple fondés sur la dissuasion, fondés sur la onnais-
sane, ou fondés sur l'identiation.
D'une telle multitude de dénitions si diérentes, il résulte un  pot pourri
déroutant  [Sha87℄ (ou  fatras oneptuel  [Bar83℄). Pour les nouveaux
herheurs qui abordent le domaine de la onane, ette multitude de dé-
nitions engendre plus de diultés qu'elle n'apporte d'aide.
De e fait, de nombreux auteurs (en partiulier [FBKS03, FBSS04, CBSS05℄)
ne dénissent plus le onept de onane sur lequel ils s'appuient et laissent
au leteur le soin d'utiliser sa propre dénition de la onane ou de devi-
ner la dénition employée. D'autres auteurs [MC02℄ surtout dans le domaine
des sienes humaines et soiales, se refusent même désormais à dénir e
onept. Dans ette thèse, nous avons pris le parti de xer les dénitions an
de lever toute ambiguïté sur les termes employés.
Dans la setion suivante, nous présentons une lassiation des diérentes
dénitions de la onane. Cette lassiation permet alors de ibler plus pré-
isément le domaine de reherhe dans lequel ette thèse se situe et de poser
les premières dénitions générales des onepts de onane et de réputation.
3.1.2 Classes de onane
[MC01℄ proposent de diérenier les grandes lasses de onane sui-
vantes : la onane dispositionnelle, la onane institutionnelle et la onane
interpersonnelle, auxquelles [Das90℄ et [Qué01℄ ajoutent la onane de groupe.
D'autres auteurs [CS05℄ identient aussi la onane dans les objets, les lieux,
les événements ou les ativités omme des lasses de onane à part entière.
Nous aratérisons dans ette setion es diérentes lasses de onane et
étudions suintement leurs relations.
Conane dispositionnelle
La onane dispositionnelle est la onane générale dans l'environne-
ment. C'est une tendane générale qu'a un individu à faire onane ; 'est
un état mental de l'individu, qui n'est ni iblé envers un individu partiulier,
ni lié à un ontexte partiulier. Cette lasse de onane n'est pas remise
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en ause quotidiennement. Par exemple, un individu peut avoir tendane à
toujours faire onane.
Conane institutionnelle
La onane institutionnelle est la onane dans les institutions. Elle
est liée au fait que elles-i sont garantes des engagements des individus
qu'elles gouvernent. Ce type de onane n'est pas remis en ause fréquem-
ment. Il s'agit de e que Luhmann et Gambetta appellent  ondene 
dans [Gam00b℄. Selon [MC01℄, ette lasse de onane peut aussi être liée à
une situation donnée. Par exemple, au Mexique ou au Cameroun, les ins-
titutions oielles sont si orrompues que les individus ne leur font pas
onane [Rou00℄.
Conane interpersonnelle
La onane interpersonnelle est la onane dans un autre individu. Il
s'agit de la onane qu'un individu assoie spéiquement à un autre indi-
vidu. Elle se fonde sur des interations dont le premier individu a onnais-
sane et qui impliquent le deuxième individu. Elle est don remise en ause
assez fréquemment, lors de haque nouvelle interation. Ce type de onane
est par exemple utilisé par un aheteur lorsqu'il ahète à son vendeur habi-
tuel.
Conane de groupe
La onane de groupe [Qué01℄ est la onane qu'un individu aorde
à un ertain groupe de personnes. Une atégorie de personne est un groupe
de personnes ayant un attribut ommun [Wor05℄. Il est don lair que la
onane attribuée à une atégorie de personnes est un as partiulier de la
onane d'un groupe. Par exemple, ertaines personnes ont peu onane
dans la atégorie de personnes que onstitue les garagistes.
Conane dans un objet
La onane dans un objet [Qué01, CF98℄ dière des autres lasses pré-
sentées i-dessus par le fait que la ible de la onane est un objet et non
un individu ou un ensemble d'individus. Cela onstitue une diérene parti-
ulièrement importante.
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En eet, [Qué01℄ fait remarquer qu'un fateur de l'eaité de la onane
repose sur le prinipe de réiproité [CP02, Ors98, CFP03, MHM02℄. Si un
individu modélise la onane d'un autre individu pour se protéger de ses
tromperies, alors, par réiproité, et individu peut failement s'imaginer que
l'autre agit de la même façon envers lui. Ce prinipe de réiproité rée une
initation pour les individus à bien se omporter les uns envers les autres.
Or, dans le adre de la onane en un objet, ette réiproité n'existe pas.
De e fait et ontrairement à la dénition de [HDM03℄, il semble que la no-
tion de onane dans un objet orresponde plus exatement à une notion de
qualité de l'objet, plus qu'à une véritable onane [Qué01℄. Dans le reste de
ette thèse, nous ne onsidérons don pas e onept omme une onane.
Pour les mêmes raisons, nous ignorons les onanes relatives à des lieux, des
événements ou des ativités [CS05℄.
Liens entre les diérentes lasses
Institutionnelle Interpersonnelle de Groupe
Dispositionnelle [MC01℄ [MC01℄ 
Institutionnelle [Rou00℄, [MC01℄,
[CF98℄, [Bro00℄,
[TBT95℄, [CP02℄
[CF98℄
Interpersonnelle [Das90℄
Tab. 3.1  Liens entre les lasses de onane.
La table 3.1, reense les travaux qui étudient les relations entre es dié-
rentes lasses de onane. Dans ette table, nous ne nous intéressons ni au
sens de la relation, ni à la relation d'une lasse ave elle-même (d'où les ases
grisées, marquant l'absene de ertaines lignes et olonnes). Les paragraphes
i-dessous dérivent brièvement les relations ligne par ligne.
La onane dispositionnelle inue diretement sur la onane institu-
tionnelle ar e qu'un individu pense de l'environnement et des autres au sens
général déteint sur e que et individu pense des institutions dans lesquelles
es autres ont aepté d'être enrlés [MC01℄.
Dans le as de situations nouvelles et inonnues, la onane disposition-
nelle inue diretement sur la onane interpersonnelle [MC01℄. En eet,
dans es situations, un individu ne peut s'appuyer sur des interations qui
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impliquent le partenaire potentiel pour déider s'il doit agir en onane
ave lui. L'individu tendra don à s'appuyer sur sa disposition générale à
faire onane pour prendre sa déision.
La onane institutionnelle inue sur la onane interpersonnelle :
[Rou00℄ remarque que  la stabilité des institutions failite l'apparition de la
onane  interpersonnelle. Cette idée se retrouve également hez [MC01℄.
En eet, les institutions permettent d'obtenir ertaines garanties sur un in-
terlouteur. Plus les institutions sont stables, reonnues et en mesure de
santionner les mauvais omportements, plus elles failitent la onane in-
terpersonnelle. Cette relation est d'ailleurs réiproque : [CF98℄, remarquent
qu'il ne peut exister d'institution sans onane interpersonnelle. En eet,
si une majorité d'individus dépendant de l'institution n'a pas onane dans
les membres représentant individuellement ette institution, alors l'institu-
tion est ineae.
Un as partiulier de ette double relation entre la onane institution-
nelle et la onane interpersonnelle est elui des ontrats ommeriaux. En
eet, plus on a onane dans le partenaire ommerial moins on a besoin
de spéier formellement le ontrat [Bro00, CP02℄. Dans les soiétés repo-
sant fortement sur la onane, par exemple au Japon [TBT95℄, les ontrats
sont très peu formels. Moins on a onane dans le partenaire, plus on aura
tendane à spéier préisément les termes du ontrat et à s'appuyer sur
la onane que l'on a dans les institutions. Celles-i garantissent alors les
omportements du partenaire et l'appliation des santions s'il se omporte
mal.
Il existe aussi un lien non négligeable entre la onane de groupe et la
onane institutionnelle. En eet, il existe des groupes de personnes har-
gées de représenter des institutions. La onane que l'on a dans es re-
présentants inue fortement sur la onane que l'on a dans l'institution
elle-même [CF98℄.
Finalement, [Das90℄ relie la onane de groupe à la onane inter-
personnelle. En eet, la onane aquise par un groupe est fortement liée
aux omportements des individus onstituant e groupe. Par exemple, si la
onane de groupe qu'a un individu dans les garagistes est faible, 'est
peut-être pare que l'ensemble des garagistes ave lesquels il a mené des
interations se sont mal omportés.
Nous avons identié dans ette setion quatre lasses de onane et
éliminé les objets, les lieux, les événements et les ativités omme ibles
possibles de la onane. Dans le adre de ette thèse, nous nous onentrons
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sur la onane interpersonnelle, 'est-à-dire sur la onane qu'un individu
aorde à un autre.
3.1.3 Conane interpersonnelle
Dans ette setion, nous herhons à aratériser plus préisément la
lasse de onane interpersonnelle. Cei nous permet d'établir les premiers
liens entre onane et réputation et de poser les premières dénitions très
générales de es onepts.
[Qué01℄ estime qu'il y a bien souvent une onfusion entre les royanes de
onane (le fait d' avoir onane ) et l'ation en onane (le fait d' agir
en onane ). [MC01℄ distingue un niveau intermédiaire : les intentions de
onane : un individu se onstruit des royanes de onane en fontion des
interations qu'il a eues ave un autre individu ; plus tard, lorsqu'il se trouve
dans une situation où il doit déider d'agir ave e partenaire, ses royanes
de onane lui permettent de raisonner, 'est-à-dire de déterminer s'il a
l'intention ou non de faire onane à e partenaire [Dem04℄ ; les deux par-
tenaires peuvent alors eetivement agir en onane : se faire onane.
La gure 3.1 illustre ette déomposition.
Croyanes
de onane
interpersonnelle
Réputations
Intentions
de faire
onane
Comportements
en
onane
Raisonner Faire
onane
Fig. 3.1  Proessus de déision de faire onane et réputations.
À partir de ette déomposition, il nous est possible de poser les déni-
tions suivantes
1
:
1
En posant de telles dénitions, nous adoptons la vision anglophone, majoritairement
présente dans le domaine au niveau international. Nous divergeons ependant sensiblement
de la oneption intuitive en langue française qui n'assoie au terme réputation que les
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Dénition 3.1.1 Le terme réputation est utilisé dans ette thèse pour
faire référene aux royanes de la lasse de onane interpersonnelle,
'est-à-dire aux royanes sur lesquelles un agent s'appuie pour prendre sa
déision d'agir en onane ave un autre agent.
Dénition 3.1.2 L'expression déision de faire onane est utilisée
dans ette thèse pour faire référene au proessus de déision de la onane
interpersonnelle, qui aboutit à un omportement en onane.
En herhant à aratériser le onept de onane, nous avons pu ibler
de plus en plus préisément notre domaine de reherhe. Nous avons aussi
établi les premiers liens entre les onepts de onane et de réputation et pu
poser des dénitions simples et générales, mais non ambiguës de es onepts.
De la même façon que nous nous sommes intéressés dans ette setion au
onept de onane, nous étudions maintenant le onept de réputation.
3.2 Réputations d'un agent
Dans ette setion, nous proédons de la même manière que dans la se-
tion préédente : en partant du onept général que nous herhons à ara-
tériser, la réputation, nous préisons petit à petit notre domaine de reherhe
et aboutissons à une aratérisation préise du onept étudié.
[CS05℄ spéient la réputation d'un point de vue fontionnel. Les auteurs
proposent dans es travaux une ontologie, dont la partie spéiquement dé-
diée au onept de réputation sert de trame à ette setion. Cette partie de
l'ontologie que nous avons retenue est shématisée dans la gure 3.2. Elle
identie diérents types de réputation en fontion des lasses de onane
auxquelles elles font référene et des rles que les agents jouent au ours des
diérents proessus qui manipulent des réputations.
Dans ette setion, nous suivons la desription en sens inverse : nous om-
mençons par identier l'ensemble des proessus dans lesquels la réputation
intervient. Ensuite, nous étudions les rles que les agents peuvent jouer au
ours de es proessus, tels qu'ils ont été dénis par [CP02℄. Enn, nous pré-
sentons les diérents types de réputation établis par [MHM02℄ et étudions
royanes partagées par plusieurs agents et issues du ommérage.
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Connaissanes
de Réputation
Attributs
Classes
Types
Rles
Proessus
Fig. 3.2  Ontologie des onnaissanes de réputation.
omment ertains de es types peuvent être redénis à partir des rles que
jouent les agents. Finalement, nous restreignons enore notre domaine de re-
herhe aux seules réputations fondées sur les interations et les aratérisons
à l'aide d'un ensemble de propriétés que nous disutons brièvement.
3.2.1 Proessus de gestion et d'utilisation des réputa-
tions
Les réputations sont impliqués dans diérents proessus qui partiipent
à la réation, la gestion et l'utilisation des réputations.(partie inférieure de
la gure 3.2). En setion 3.1.3, page 37, nous avons utilisé le proessus de
déision de faire onane an de distinguer les expressions  réputations  et
 faire onane . L'ontologie fontionnelle de la réputation [CS05℄ identie
de plus les proessus d'évaluation, de punition et de propagation. [AH00℄
ajoute le proessus d'initialisation et [Dem04℄ elui de raisonnement.
Nous obtenons ainsi un ensemble de six proessus faisant intervenir les
réputations :
 initialisation [AH00℄ : dénir le degré de réputation d'un agent en
l'absene d'information sur elui-i.
 révision : maintenir l'adéquation entre l'évaluation des omportements
d'un autre agent et le degré de sa réputation. Ce proessus se déompose
en deux autres proessus [CS05℄ :
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 évaluation [CS05℄ : évaluer un omportement d'agent à un instant
donné. Ce proessus onsiste à onstruire une évaluation à partir d'un
ensemble d'observations (f. dénitions 3.2.2 et 3.2.3, i-dessous). Les
proessus de détetion de violations étudiés en setion 2.3, page 24
sont des exemples de proessus d'évaluation.
 punition [MC01℄ : suivre l'évolution temporelle des omportements,
'est-à-dire agréger des évaluations pour former un degré de réputa-
tion.
 raisonnement [Dem04℄ : tirer les onséquenes des niveaux de répu-
tations dans un ontexte donné.
 déision [MC01℄ : prendre des déisions d'agir en onane ou non.
 propagation [CP02℄ : dénir quand, pourquoi, à qui et omment dif-
fuser des reommandations (voir dénition 3.2.4, i-dessous).
La détermination de et ensemble de proessus fait apparaître les quatre
notions suivantes : un agent qui fait onane doit être apable d'observer et
d'évaluer des interations (dénitions 3.2.1, 3.2.2, et 3.2.3), ainsi que d'en-
voyer ou reevoir des reommandations (dénition 3.2.4).
Dénition 3.2.1 Une interation est une ation menée en ommun par
plusieurs agents.
Dénition 3.2.2 Une observation est une interation telle que perçue par
un agent.
Dénition 3.2.3 Une évaluation est un jugement que porte un agent sur
un autre à partir d'observations.
Dénition 3.2.4 Une reommandation est une interation partiulière :
il s'agit de la ommuniation par un agent d'une information ayant rapport
ave la réputation (observation ou évaluation).
Finalement, [AH00℄ souligne partiulièrement la diérene entre les pro-
essus d'initialisation et de révision. Le proessus d'initialisation fait réfé-
rene au as d'ignorane, 'est-à-dire à l'absene d'interation, alors que le
proessus de révision implique l'existene d'un ertain nombre d'interations.
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3.2.2 Rles des agents dans la gestion des réputations
Au ours des diérents proessus identiés préédemment, les agents
peuvent jouer diérents rles (partie médiane de la gure 3.2). Les rles iden-
tiés par [CP02℄ sont repris dans l'ontologie fontionnelle de la réputation
de [CS05℄ :
 Une ible est un agent qui est observé et dont la réputation est évaluée ;
 Un évaluateur est un agent qui observe la ible et évalue sa réputation ;
 Un propagateur est un agent en position de transmettre une information
de réputation, qu'il l'ait évaluée lui-même ou non et qu'il la partage ou
non ;
 Un bénéiaire est un agent qui prote de l'évaluation de la réputation
de la ible.
3.2.3 Types de réputation
Réputation
Réputation
Primaire
Réputation
Direte
Réputation
Observée
Réputation
Seondaire
Réputation
Stéréotypée
Réputation
Colletive
Réputation
Propagée
Fig. 3.3  Typologie des réputations.
La typologie utilisée dans l'ontologie fontionnelle de la réputation [CS05℄
(partie supérieure de la gure 3.2) est elle dénie par [MHM02℄ et représen-
tée dans la gure 3.3. Le type de la réputation y est déni en fontion du
type et de la soure de l'information qui servent à la onstruire.
En fontion du type de l'information qui sert à onstruire la réputation,
il est possible de partager les réputations en deux grands types :
Réputation Primaire Réputation fondée sur des interations diretes entre
l'évaluateur et la ible : l'individu soure de l'information est onnu.
Dans le adre du ommere életronique, une interation direte peut,
par exemple, onsister en une transation ommeriale entre un ven-
deur et un aheteur.
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Réputation Seondaire Réputation fondée sur de l'information ne prove-
nant pas d'une interation direte entre l'évaluateur et la ible.
Ces deux types de réputation se déoupent haun en sous-types, selon
la soure de l'information. Les deux sous-types omposant la Réputation
Primaire sont les suivants :
Réputation Direte Cette forme de réputation est estimée par le béné-
iaire après qu'il a eetué lui-même une interation direte ave la
ible. Lors d'une transation ommeriale entre un aheteur et un ven-
deur, il peut s'agir, par exemple, de la réputation qu'assoiera le ven-
deur à l'aheteur.
Réputation Observée Cette forme de réputation est estimée à partir de
l'information fournie par des individus entrés en interation direte ave
la ible. L'individu qui reçoit la valeur, n'est pas entré diretement en
interation ave la ible. Les individus qui fournissent l'information,
en revanhe, sont entrés diretement en interation ave la ible. Par
exemple, il peut s'agir de la réputation qu'un seond aheteur aurait
suite à une reommandation de l'aheteur de l'exemple i-dessus.
Les trois sous-types omposant la Réputation Seondaire sont les suivants :
Réputation Stéréotypée Cette forme de réputation est fondée sur des a
priori sur la ible. Elle n'implique don pas l'existene d'interations
(diretes ou non) ave la ible. Par exemple, ertaines personnes es-
timent qu'une personne propre et bien habillée a plus de hane d'être
honnête qu'une personne sale et mal habillée. À partir d'un tel a priori
un individu pourra ainsi assoier une réputation élevée à un vendeur
propre et bien habillé (même s'il est inonnu).
Réputation Colletive Un individu peut hériter de la réputation du groupe
auquel il appartient. Par exemple, un nouveau vendeur dans un ertain
magasin pourra proter de la réputation aquise par son groupe de
ollègues auprès d'un aheteur donné.
Réputation Propagée Cette forme de réputation est la réputation qui est
onstruite à partir d'informations propagées mais pour laquelle l'éva-
luateur n'a pas mené une interation direte ave la ible. Il peut s'agir
de la réputation d'un vendeur qu'un aheteur aura aquise grâe à de
l'information de seonde main, venant d'aheteurs ayant évalué des in-
terations auxquelles ils n'ont pas partiipé.
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En setion 3.1.2, page 33, nous remarquons que les lasses de onane
ne sont pas indépendantes les unes des autres. Les liens entre la lasse de
onane individuelle et les autres lasses se retrouvent ii dans les réputa-
tions seondaires : la réputation stéréotypée est en fait une royane issue
de la lasse de onane dispositionnelle et la réputation olletive est une
royane issue de la lasse de onane de groupe.
Nous onsidérons dans la suite uniquement les réputations liées à des
interations, 'est-à-dire les deux réputations primaires et la réputation pro-
pagée. Nous employons dans la suite l'expression  Réputation fondée sur les
Interations  pour désigner elles-i.
3.2.4 Réputations fondées sur les Interations et rles
Dans ette setion, nous nous intéressons plus partiulièrement aux ré-
putations fondées sur les interations et les expliitons en fontion des rles
que jouent les agents au ours des diérents proessus. Les gures 3.4 à 3.6
indiquent les rles que jouent les agents et les types de réputations que les
bénéiaires onstruisent.
La gure 3.4 présente le as de la réputation direte. Alie et Bertrand
interagissent diretement, par exemple en menant une transation ommer-
iale. Si Alie est à la fois évaluateur, bénéiaire et propagateur dans le
proessus d'évaluation de la réputation de Bertrand, alors il s'agit de répu-
tation direte.
La gure 3.5 illustre le as de la réputation observée. Si Alie est l'éva-
luateur et le propagateur mais que Charles est le bénéiaire, alors il s'agit
de réputation observée, puisque l'information transmise est une information
de première main, de type  observation d'une renontre direte .
Finalement, la gure 3.6 présente le as de la réputation propagée. Si
Alie et Bertrand interagissent que Bertrand est la ible et que Charles est
évaluateur et propagateur dans une haîne de longueur quelonque d'agents
propagateurs (les diérents agents de la haîne sont symbolisés ave des ines
plus petites dans la gure 3.6) et que Daniel est le bénéiaire, alors il s'agit
de Réputation Propagée ar, pour Daniel (le bénéiaire) la soure de la
reommandation n'est pas une interation direte entre l'évaluateur et la
ible.
Les diérents travaux regroupés dans l'ontologie fontionnelle de la répu-
tation [CS05℄ nous permettent de ironsrire enore notre domaine d'étude
aux seules réputations fondées sur les interations qui sont dérites i-dessus.
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Légende des gures
Alie Nom d'agent ible Rle
Interation Relation
direte d'aointane
Reommandation Éoute ottante
ible évaluateur
bénéiaire propagateur
Alie
propagateur
évaluateur
bénéiaire
Bertrand
ible
Fig. 3.4  Réputation direte.
3.2.5 Propriétés des réputations fondées sur les intera-
tions
Les réputations fondées sur les interations onstituent l'objet d'étude
prinipal de ette thèse. Cette setion présente l'aboutissement de notre étude
de la littérature sur les onepts de onane et de réputation. Il s'agit d'une
aratérisation préise des réputations fondées sur les interations. Cette a-
ratérisation prend la forme d'un ensemble de propriétés, haune disutée
brièvement. À travers ette spéiation préise des réputations fondées sur
les interations, nous détenons tous les éléments néessaires à la dénition
d'une grille d'analyse appliable aux modèles omputationnels de réputation.
Le terme de réputation (même employé seul) dans ette setion fait tou-
jours référene à une réputation fondée sur les interations.
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Alie
propagateur
évaluateur
Bertrand
ible
Charles
bénéiaire
Fig. 3.5  Réputation observée.
Subjetivité et asymétrie
Les agents n'ont pas la apaité d'observer l'ensemble des événements qui
se déroulent dans le système auquel ils appartiennent. Ils ne peuvent don
former que des royanes partielles sur elui-i. Ainsi, deux agents distints
peuvent interpréter diéremment une même observation. En onséquene, les
Réputations fondées sur les Interations sont fortement subjetives [Gam00a,
CF98, Sab02, Abd04, BF03, Del01b, ENT
+
02℄.
Selon [BDS00℄ ette propriété de subjetivité est la soure de leur asy-
métrie [GS00, Rou00, SCCD94, Qué01℄ : un agent x peut assoier une forte
réputation à un autre agent y sans que elui-i ne lui assoie, en retour,
une forte réputation. Cette asymétrie est d'une importane partiulière dans
l'utilisation qui est faite des Réputations fondées sur les Interations. En
eet, 'est grâe au fait que es réputations sont fortement subjetives et
asymétriques qu'elles peuvent être utilisées omme santion soiale. Les Ré-
putations fondées sur les Interations qui santionnent le omportement d'un
agent sont maintenues par d'autres agents. Ces autres agents possèdent un
ontrle total sur l'évolution de leurs royanes. Le santionné ne peut don
éhapper à sa santion (e n'est pas le as pour les santions matérielles,
setion 2.3.3, page 27). Toutefois, ertains travaux onsidèrent la réputation
symétrique [AD01, Lam01, BBK94℄.
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Daniel
bénéiaire
propagateur
Charles
propagateur
évaluateur
Alie Bertrand
ible
Fig. 3.6  Réputation propagée.
Multi-faette
Certains modèles (ex. : [ZMM99, CMD03℄) assoient une Réputation
fondée sur les Interations unique et générale à un agent. Cependant, un
agent omporte diverses faettes sur lesquelles un autre agent peut l'éva-
luer [Sab02, WV03, MD05℄. Diérentes Réputations fondées sur les Intera-
tions peuvent don être assoiées à un même agent selon la faette onsidérée.
Il est possible d'avoir à la fois une forte réputation dans un agent en onsidé-
rant l'une de ses faettes, et une faible réputation pour e même agent, mais
en onsidérant une autre de ses faettes. L'exemple 3.2.1 illustre le prinipe
des réputations multi-faettes.
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Exemple 3.2.1 Un agent x peut assoier une forte réputation à un
agent y pour sa apaité à fournir de bonnes informations mé-
téorologiques, mais une faible réputation pour sa apaité à fournir
de bonnes informations ulinaires.
Ces Réputations fondées sur les Interations multi-faettes ne sont pas
forément indépendantes les unes des autres puisque les diérentes faettes
d'un même agent peuvent être elles-mêmes liées [Sab02, WV03, MD05℄.
En fontion des onditions dans lesquelles un agent va prendre une déi-
sion de faire onane, 'est-à-dire en fontion du ontexte du proessus de
déision, il ne fera pas néessairement intervenir les réputations selon toutes
les faettes.
Multi-dimension
Un agent peut aussi diérenier les Réputations fondées sur les Intera-
tions qu'il maintient en fontion de la façon dont il les a onstruites. En eet,
il existe plusieurs dimensions selon lesquelles haque faette d'un agent peut
être jugée. Diérentes réputations peuvent alors être assoiées à un même
agent selon la dimension onsidérée.
[CF98℄ estiment qu'on ne peut faire onane à un agent pour remplir
une tâhe que si, au minimum, (1) il est ompétent pour faire ette tâhe et
(2) il est sinère quand il dit qu'il va nous aider. Ils perçoivent don deux
dimensions selon lesquelles un agent peut être évalué : la ompétene et la
sinérité.
Pour leur part, [MC01℄ onsidèrent que, pour pouvoir faire onane à un
agent, il faut que elui-i dispose des apaités et du pouvoir de faire e qui
est demandé, qu'il soit possible de prévoir omment il va se omporter, qu'il
ait l'intention de nous aider et qu'il soit sinère et honnête. Ils perçoivent
don exatement quatre dimensions : la ompétene, la prévisibilité, la bonne
volonté et l'intégrité.
Il est don possible qu'un agent assoie une forte réputation à un agent
en onsidérant une dimension et une faible réputation pour e même agent,
mais en onsidérant une autre dimension. L'exemple 3.2.2 illustre une telle
situation.
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Exemple 3.2.2 Un onurrent d'une ourse nautique peut assoier une
forte réputation à un autre onurrent quant à sa ompétene à fournir
de bonnes information météorologiques (puisqu'il s'agit d'une ondition né-
essaire pour gagner la ourse), mais une très faible réputation quant à son
intégrité pour fournir de telles informations (puisqu'il préférera mentir à
ses onurrents pour garder l'avantage).
Suivant le ontexte, les réputations selon les diérentes dimensions n'entrent
pas néessairement toutes en ompte au moment de la prise de déision.
Dynamisme
En tant que royanes [MC01, Qué01, CF98, SN85, SHT73, Bro00, GS00℄,
les Réputations fondées sur les Interations doivent pouvoir être (et d'ailleurs
sont) remises en ause régulièrement. Elles évoluent don ave le temps en
fontion des omportements de la ible. Elles sont dynamiques [Rou01, GS00,
CP99, Mar94, RS03℄.
Graduation
Il n'existe pas d'unité dans laquelle mesurer la réputation [Das90℄. Cepen-
dant, un agent x peut assoier une Réputation fondée sur les Interations plus
forte à un agent y qu'à un agent z. La réputation demeure don suseptible
de degré [AH00, Rou00, MKN98, Qué01℄.
[Gra03, Del03, Mar94℄ disutent la représentation de es degrés sous forme
quantitative ou qualitative, disrète ou ontinue. [Mar94℄ regrette que er-
tains modèles, en partiulier les modèles probabilistes, distinguent des degrés
de bonne réputation mais réduisent souvent la déane à un unique degré.
Évolution
La propriété de dynamisme a pour onséquene une évolution possible
de la réputation dans son domaine de graduation. Nous étudions dans ette
setion les diérentes formes d'évolution des réputations.
Si l'augmentation du nombre d'interations augmente la familiarité entre
deux individus [Rou00℄, elle n'implique pas forément l'augmentation de la
réputation, puisque ertaines interations peuvent se onlure positivement et
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d'autres négativement. D'un point de vue général, l'évolution des réputations
n'est don pas monotone [AH00℄.
En revanhe, en diéreniant les interations positives et négatives, il est
possible de onsidérer que la réputation évolue de façon monotone [JT02℄ :
en eet, plus le nombre d'interations à l'issue positive grandit, plus la répu-
tation est forte. Réiproquement, plus le nombre d'interations négatives est
grand, plus la réputation est faible.
Il est intéressant de noter que, si les auteurs parlent bien dans les deux
as de monotonie au sens mathématique du terme, ils ne l'appliquent pas,
en revanhe, aux mêmes données. D'un té l'ensemble des interations est
retenu, de l'autre il est séparé en deux sous-ensembles : interations positives
et interations négatives. Pour distinguer es deux onepts, nous posons les
dénitions 3.2.5 et 3.2.6 suivantes :
Dénition 3.2.5 La monotonie non diéreniée fait référene à l'évo-
lution monotone des réputations dans le as où toutes les interations sont
utilisées.
Dénition 3.2.6 La monotonie diéreniée fait référene à l'évolution
monotone des réputations dans la situation où les interations positives et
négatives sont diéreniées.
[Gam00a, BZL03, MD05℄ estiment que la réputation est fragile, 'est-à-
dire qu'une forte réputation est plus faile à perdre qu'à onserver. Cette pro-
priété peut être onsidérée de deux points de vue : du point de vue temporel
ou du point de vue de l'interation. Du point de vue temporel, [MD05℄ dénit
la fragilité par le fait qu'il faut plus de temps à un agent pour se onstruire
une forte réputation que pour la détruire. Du point de vue de l'interation
[Gam00a℄ traduit la fragilité par un déséquilibre entre le poids (important)
d'une interation à l'issue négative pour un individu jouissant d'une forte
réputation et le poids (moins important) qu'aurait la même interation pour
un individu qui a déjà une faible réputation. La fragilité de la réputation
s'explique par le fait qu'il est relativement faile de donner une preuve d'un
omportement malfaisant, mais pas d'un omportement bienfaisant.
Finalement, [Fab96, MD05℄ évoquent le proessus d'érosion des réputa-
tions : en l'absene de nouvelles interations, elles-i s'aaibliraient d'elles-
mêmes ave le temps.
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Transitivité
Au sens mathématique, la transitivité d'une relation → est dénie par :
x→ y ∧ y → z ⇒ x→ z.
Dans le adre des onepts étudiés ii, il est possible de onsidérer deux
types de transitivité : la transitivité de la déision de faire onane et la
transitivité des réputations.
La transitivité de la déision orrespond au fait qu'un agent a va déider
de faire onane à un autre agent b pare qu'un troisième agent c lui a dit
qu'il faisait onane à l'agent b et pare que l'agent a fait lui-même onane
à l'agent c. C'est dans le but de générer des modèles de réputation ayant ette
propriété de transitivité de la déision que ertains auteurs onsidèrent que
la réputation est transitive [OP05, Abd97, ZMM99, JP05℄.
La transitivité des Réputation fondée sur les Interations est dénie om-
me la possibilité d'obtenir le degré de réputation qu'un agent assoie à un
autre en ombinant, le long de  haînes  plus ou moins longues, les répu-
tations d'agents intermédiaires. Généralement, plus les haînes sont longues,
plus la réputation estimée par transitivité faiblit. La gure 3.7 illustre l'ex-
emple 3.2.3 de transitivité des réputations.
Rp1
Rp2 Rp3
Rp4
Rp5 Rp6
Rp7
Rp8
Rp9
Rp = f(Rp1, Rp2, Rp3, Rp4, Rp5, Rp6, Rp7, Rp8, Rp9)
Fig. 3.7  Transitivité de la réputation.
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Exemple 3.2.3 Soient, omme le montre la gure 3.7, trois haînes
de réputation reliant l'agent x et l'agent y, respetivement de longueur
quatre, deux, trois. La réputation estimée par transitivité de l'agent x en
l'agent y est évaluée en fusionnant, à l'aide d'une fontion f , les réputa-
tions rp1, . . . , rp9 se trouvant le long de es trois haînes.
De nombreux auteurs [CH96, GS00, JF01, AH97a, AH97b, Jøs96℄ es-
timent que la transitivité de la réputation n'existe pas dans la nature. En
eet, les réputations sont des royanes subjetives, don propres à haque
agent. De e fait, il est impossible de ombiner des réputations puisqu'elles
ne sont ni présentes dans un même lieu, ni aessibles publiquement. Ainsi, le
seul moyen qu'a un agent pour aéder aux royanes d'un autre agent sont
les reommandations que veut bien fournir e dernier. Or, d'une part, elles-
i ne sont pas néessairement sinères et, d'autre part, un agent qui reçoit
une reommandation n'est pas tenu de l'aepter (par exemple, pare qu'il
ne fait pas onane à l'émetteur de la reommandation). La transitivité des
réputations n'est don pas systématique et automatique. Ce aratère non
systématique a engendré la notion de  transitivité onditionnelle  [AH97a℄.
Enn, un argument avané ontre les modèles implémentant la transitivité
des réputations est que eux-i agrègent les réputations le long d'une même
haîne en mélangeant diérentes faettes [Abd04℄.
3.3 Synthèse
En suivant une approhe desendante, nous sommes partis de la dénition
générale de la onane et avons aratérisé les diérents onepts au fur et
à mesure de leur apparition. Nous avons ainsi ironsrit notre domaine de
reherhe et en avons obtenu une spéiation préise.
Dans e hapitre, nous avons étudié les diérentes dénitions de la onan-
e et de la réputation en nous appuyant sur des travaux prinipalement issus
des sienes humaines, soiales et éonomiques. Grâe aux travaux de [MC01℄
nous avons entré nos eorts sur la seule lasse de onane interpersonnelle
et avons déni la réputation omme les royanes sur lesquelles un agent s'ap-
puie pour prendre la déision d'agir en onane ave un autre agent. Nous
avons ensuite étudié les réputations à l'aide d'une ontologie fontionnelle de
la réputation [CS05℄ et onlu qu'il existait diérents types de réputation,
que l'on peut distinguer en fontion du type et de la soure de l'information
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utilisée pour les onstruire [MHM02℄. Finalement, nous avons abouti à une
spéiation des Réputations fondées sur les Interations : toute Réputation
fondée sur les Interations se dénit à un instant donné, d'un agent envers
un autre, pour une ertaine faette et selon une ertaine dimension.
L'analyse en profondeur des propriétés de es réputations peut alors être
utilisée pour étudier les diérents modèles omputationnels de réputation. En
partiulier, il est possible d'étudier si et omment es modèles implémentent
les diérentes propriétés. Pour e faire, nous dénissons la grille d'analyse
des modèles omputationnels de réputation suivante :
 Le adre des travaux ;
 Les dénitions utilisées ;
 Les propriétés prises en ompte ;
 Les proessus implémentés ;
 Certains paramètres spéiques à la mise-en-÷uvre omputationnelle.
Le adre des travaux doit être pris en ompte ar il permet souvent d'expli-
quer ertains hoix des modèles omputationnels. Nous avons vu qu'il existe
des dénitions très diérentes de la onane et de la réputation. Il est pos-
sible d'utiliser les lasses de onane et les types de réputation pour analy-
ser les dénitions utilisées dans les modèles omputationnels. An d'aner
l'étude des dénitions, il est important de prendre aussi en ompte les pro-
priétés (subjetivité, faettes, dimensions, transitivité et graduation) que es
modèles attribuent aux réputations qu'ils utilisent. Nous avons vu aussi qu'il
existe six proessus liés à la réputation. Ceux-i sont issus des propriétés de
dynamisme et d'évolution des Réputations fondées sur les Interations. Il est
don intéressant de omparer si et omment les diérents modèles omputa-
tionnels implémentent es proessus. Finalement, d'autres paramètres, plus
spéiques à la mise-en-÷uvre omputationnelle peuvent être pris en ompte.
Par exemple, quels types d'agents peuvent interagir dans le système.
Le hapitre suivant étudie les modèles omputationnels de réputation
atuels en fontion de la façon dont ils instanient es diérents éléments.
Chapitre 4
Modèles omputationnels de
réputation
Dans ette setion, nous étudions les modèles omputationnels de répu-
tation. Il en existe une grande quantité et de nombreux modèles s'ajoutent
haque année [FBKS03, FBSS04, CBSS05℄. De e fait, il est pratiquement
impossible d'être exhaustif dans leur desription. Notre approhe est don la
suivante : nous utilisons la grille d'analyse dénie préédemment pour atégo-
riser les modèles et ne présentons ii que ertains modèles, illustrant haque
atégorie.
Les modèles sont aratérisés selon l'ensemble des ritères de la grille,
mais le seul ritère des proessus a sut pour onstruire les atégories. Ce ri-
tère, nous a permis d'établir des atégories reétant la plus ou moins grande
dépendane des modèles à l'intervention humaine. Les atégories sont les sui-
vantes : modèles d'assistane à l'utilisateur, modèles ave évaluation, modèles
ave punition, modèles ave raisonnement et enn modèles ave déision.
Ce hapitre est struturé omme suit : tout d'abord, les diérentes valeurs
que peuvent prendre les ritères de la grille sont détaillées. Ensuite, les dié-
rentes atégories de modèles sont présentées. La présentation des diérentes
atégories suit un ordre qui reète la dépendane à l'intervention humaine.
Nous présentons d'abord les atégories les plus dépendantes de l'intervention
humaine : modèles d'assistane à l'utilisateur, modèles ave punition, mo-
dèles ave déision et nissons ave elles les moins dépendantes : modèles
ave évaluation, modèles ave raisonnement.
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4.1 Caratérisation des modèles
Dans ette setion nous présentons brièvement les diérentes valeurs que
peuvent prendre les attributs de la grille d'analyse.
 Le adre aratérise le domaine d'appliation du modèle et est dérit
textuellement par quelques phrases.
 La dénition orrespond aux diérentes lasses de onane (disposi-
tionnelle, institutionnelle, interpersonnelle, de groupe, voir setion 3.1.2)
et diérents types de réputation (direte, observée, propagée, stéréoty-
pée, olletive, voir setion 3.2.3) que le modèle onsidéré implémente.
 Les proessus sont généralement dérits à l'aide d'algorithmes. Nous
nous intéressons prinipalement ii au fait qu'un algorithme est proposé
ou non pour haque proessus. Nous ne donnons ii que le prinipe
général des algorithmes proposés.
 Les propriétés :
 Subjetivité : haque type de réputation modélisé peut être subjetif
ou non.
 Faettes : haque réputation peut s'adresser à l'agent dans son en-
semble (on dit qu'elle est uni-faette), ou s'adresser à une faette par-
tiulière (on dit qu'elle est multi-faette). Parfois aussi, un nombre
préis de faettes peut être indiqué.
 Dimensions : haque réputation peut être alulée selon une seule ou
plusieurs dimensions. Parfois aussi, un nombre préis de dimensions
peut être indiqué. Ce nombre appartient à l'ensemble {1, 2, 3, 4}, en
référene aux quatre dimensions proposées par [MC01℄ : ompétene,
prévisibilité, bonne volonté et intégrité (voir setion 3.2.5).
 Transitivité : les modèles peuvent mettre en plae un alul par tran-
sitivité ou non.
 Graduation : le domaine de valeur ou la struture de données em-
ployée pour représenter les réputations est préisé. Il est parfois né-
essaire de diérenier la représentation omputationnelle des éva-
luations (issues du proessus d'évaluation) et la représentation des
réputations (issues du proessus de punition).
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4.2 Modèles d'assistane à l'utilisateur
Les modèles regroupés sous le nom de  modèles d'assistane à l'utili-
sateur  sont des modèles de réputation dans lesquels l'être humain a une
plae prépondérante. Le modèle lui-même ne gère que le stokage des va-
leurs de réputation et propose des interfaes permettant à l'utilisateur de les
manipuler.
4.2.1 OpenPGP
Les diérentes versions de PGP ( Pretty Good Privay  [NAI99b℄) sont
des programmes de ryptographie qui peuvent servir à établir des ertiats
ryptographiques. Un ertiat est une assoiation entre une identiation
(ex. : numéro de arte d'identité) et une lef publique. De manière à ga-
rantir l'intégrité de ette assoiation, elle doit être signée à l'aide d'une lef
privée par un tiers. Dans la version originale de PGP, il s'agit d'un tiers
de onane : banque, gouvernement, grande entreprise, et. L'originalité
d'OpenPGP [OP05, Abd97℄ par rapport à PGP est de proposer que haque
individu puisse être le signataire de ertiats. Il est alors néessaire de gérer
expliitement les réputations des signataires.
OpenPGP propose de manipuler deux réputations : l'une dans le ertiat
lui-même et prenant ses valeurs dans { undefined, marginal, omplete } ;
l'autre dans la apaité d'un ertiat (en fait de l'individu référené dans
elui-i) à signer d'autres ertiats. Cette réputation est hoisie dans :
{ full, marginal, untrustworthy, don't know }.
Lors de  signing parties , des individus se renontrent physiquement et
vérient l'identité de haque interlouteur. Ils signent et enregistrent alors les
ertiats orrespondants à l'aide de leur logiiel. Ils peuvent aussi aeter
des valeurs aux réputations de es ertiats. Le logiiel peut ensuite aluler
la réputation de ertiats inonnus, par transitivité sur les diérentes haînes
de réputation existant entre le bénéiaire et la ible inonnue.
OpenPGP manipule don deux lasses de onane, l'une dans les objets,
l'autre de lasse interpersonnelle, assoiée à une réputation de type direte.
Cette dernière est subjetive, uni-faette, potentiellement multi-dimensionnelle
(selon omment l'humain l'estime), graduée et transitive. En dehors du alul
de transitivité, l'intégralité des proessus est menée par des humains.
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4.3 Modèles ave punition
Les modèles ave punition sont fortement dépendants de l'intervention
humaine. N'automatisant que le alul des réputations, ils n'implémentent
que le proessus de punition. D'autres proessus, en partiulier l'évaluation
des omportements, néessitent toujours une intervention humaine.
4.3.1 Modèles de réputation sur la toile
Il existe de nombreux sites Internet utilisant la réputation. eBay et OnSale
proposent des modèles de réputation destinés à abiliser les enhères [eBa03,
OnS03℄. Ces deux sites fontionnent selon des prinipes très similaires. Dans
ette setion, le fontionnement du modèle de réputation d'eBay est détaillé ;
seules les diérenes majeures entre les deux modèles sont soulignées.
Après haque vente, les aheteurs sont invités à évaluer les vendeurs quant
à leur omportement pendant la transation. Pour e faire, ils peuvent lais-
ser sur le site une évaluation et un ommentaire textuel. L'évaluation est une
note dans {−1, 0,+1}. La réputation d'un vendeur est alors alulée auto-
matiquement par addition de l'ensemble des notes laissées par les diérents
aheteurs. Il s'agit don d'une valeur dans [−∞,+∞[. Dans eBay, un système
simple de normalisation empêhe un unique aheteur qui a laissé plusieurs
évaluations d'un même vendeur d'avoir trop d'inuene sur la valeur nale
de réputation.
La déision d'agir en onane ou non ave un vendeur reste sous l'entière
responsabilité de l'être humain qui souhaite partiiper à une enhère. Le
modèle de réputation ne fournit ii qu'un moyen pour un aheteur d'aéder à
la réputation d'un vendeur. Lorsqu'il herhe à aquérir un objet, un aheteur
peut reevoir plusieurs ores. An de déider de mener ou non la transation
et ave quel vendeur, l'aheteur peut onsulter le prol de haque vendeur.
Ce prol se déompose en trois parties prinipales :
1. Diérentes informations onernant le vendeur depuis son entrée dans
le système : sa réputation, ainsi que quelques statistiques sur l'évolution
des évaluations ;
2. L'évolution des évaluations sur diérentes éhelles de temps : le dernier
mois, les six derniers mois, les douze derniers mois ;
3. L'historique omplet des évaluations aompagnées des ommentaires
textuels.
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Dans le as où le vendeur n'a reçu auune évaluation, il se voit doté d'une
réputation de 0 sur eBay, mais n'a pas de réputation sur OnSale.
Les réputations manipulées par es modèles sont alulées à partir d'éva-
luations laissées par des aheteurs. Pour un aheteur qui n'a jamais interagi
ave un ertain vendeur, il s'agit de réputation observée puisque les évalua-
tions proviennent toutes d'individus ayant interagi diretement ave la ible.
Pour un aheteur qui a déjà interagi ave le vendeur, il s'agit d'un mélange
entre de la réputation observée et de la réputation direte.
La réputation est non subjetive, uni-faette, potentiellement multi-di-
mensionnelle (selon omment l'humain l'estime), graduée et non transitive.
En dehors du proessus de punition, l'intégralité des proessus est menée par
des humains.
[Del01b℄ émet l'hypothèse que e système fontionne relativement bien
surtout du fait de la présene du ommentaire textuel. De plus, an de limiter
les hangements d'identité, OnSale requiert un numéro de arte banaire à
l'insription.
4.3.2 Sporas et Histos
Toujours dans le domaine des enhères életroniques, [ZMM99℄ propose
deux modèles de réputation omplémentaires, Sopras et Histos. Nous avons
séparé es modèles des deux préédents ar il s'agit de travaux de reherhe
qui ne sont pas déployés à aussi large éhelle.
Dans Sporas, les aheteurs jugent les vendeurs à l'aide d'évaluations
dans [0.1,+1]. La réputation nale est une valeur dans [0, 3000]. Ce modèle
repose sur l'hypothèse (assez peu réaliste pour les systèmes ouverts) qu'un
vendeur ommene ave une réputation la plus basse possible (ii, 0) et ne
doit jamais pouvoir desendre plus bas. La punition s'eetue par renfore-
ment de l'anienne valeur. Le renforement est pondéré par le temps et par
la réputation de l'évaluateur. Histos s'appuie sur l'existene d'un modèle de
type Sporas et propose le alul de réputations par transitivité.
Pour les mêmes raisons qu'eBay, Sporas manipule des réputations qui mé-
langent les types réputation direte et réputation observée. La réputation est
non subjetive, uni-faette, potentiellement multi-dimensionnelle (selon om-
ment l'humain l'estime) et graduée. Dans Sporas elle est non transitive, dans
Histos elle est transitive. En dehors du alul des réputations, l'intégralité
des proessus est menée par des humains.
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4.4 Modèles ave déision
Les modèles de réputation ave déision permettent non seulement de al-
uler automatiquement les réputations, mais aussi de prendre des déisions
en s'appuyant sur elles-i. Ces modèles sont plus indépendants de l'inter-
vention humaine que eux de la atégorie préédente, mais la révision n'est
toujours pas entièrement automatisée.
4.4.1 Modèle de Abdul-Rahman et Hailes
Abdul-Rahman propose un modèle de réputation appliqué au partage
de temps-proesseur entre utilisateurs dans un réseau de type pair-à-pair
[Abd04℄. Les réputations des personnes qui veulent exéuter du ode sont es-
timées par les personnes qui disposent de temps proesseur an de déterminer
si es dernières aeptent d'exéuter un ode venant d'une autre personne.
Pour ela, plusieurs réputations sont utilisées : la réputation dans un agent
donné pour une faette donnée (type réputation direte), la réputation dans
un agent en général (type réputation direte, mais uni-faette), une réputa-
tion olletive et une réputation stéréotypée. Abdul-Rahman onsidère le fait
de fournir des reommandations omme une faette d'un agent. Il distingue
une deuxième réputation direte, elle dans un agent pour fournir des reom-
mandations sur d'autres agents. L'utilisateur du logiiel pair-à-pair donne le
retour sur le bon ou mauvais omportement de l'autre partie. Cette estima-
tion est retournée à l'aide d'une valeur dans l'ensemble {−2,−1, 0,+1,+2}.
Les réputations sont alulées à partir des historiques omplets des intera-
tions et sont elles aussi des valeurs dans {−2,−1, 0,+1,+2}.
L'apport prinipal de e modèle par rapport à eux de la atégorie pré-
édente est un premier pas vers l'automatisation du proessus de déision.
L'utilisateur dénit la politique à suivre à l'aide d'un langage fourni. L'agent
peut alors appliquer le proessus de déision automatiquement. Comme l'en-
semble des réputations est disret, les diérentes valeurs peuvent servir de
seuil de déision dans es politiques. Abdul-Rahman propose aussi d'utili-
ser la abilité des valeurs de réputation durant le proessus de déision. Ces
abilités sont estimées à partir de la réputation des fournisseurs de reom-
mandations.
Abdul-Rahman propose un modèle manipulant de nombreux types de ré-
putation liées aux diérentes lasses de onane. Certaines des réputations
primaires sont uni-faettes d'autres sont multi-faettes. Ces réputations sont
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toutes subjetives et graduées dans des ensembles nis et disrets. Elles sont
non transitives. La notion de dimension n'est ni présente ni dédutible du
modèle. Les proessus de punition et de déision sont en grande partie in-
dépendants de l'humain. Le proessus de propagation semble avoir toujours
lieu et les reommandations être toujours sinères. L'initialisation s'eetue
en utilisant les réputations olletive et stéréotypée. Conernant les autres
proessus, rien n'est préisé.
4.4.2 Modèle de Marsh
Marsh est le premier à avoir proposé d'informatiser le onept de onane
[Mar94℄. Il propose un modèle général pour l'utilisation de la onane dans
le adre de la oopération. Il ne s'est pas intéressé au proessus de propaga-
tion ni aux réputations qui en sont issues. Il dénit trois sortes de réputation :
Basique qui est une réputation stéréotypée, Générale et Situationnelle qui
sont des réputations diretes, la première uni-faette, la seonde multi-faette.
Les trois réputations sont représentées par des valeurs dans [−1,+1[. Marsh
estime que si la onane aveugle existait, alors le fait même de herher à es-
timer la réputation d'un agent ne serait plus néessaire. Il onsidère don que
la onane aveugle n'existe pas et retire la valeur +1 du domaine de valeurs
possibles pour les réputations. [Mar94℄ ne préise pas d'où provient l'infor-
mation qui permet de aluler les réputations, ni omment les réputations
sont initialisées. Il s'est intéressé prinipalement aux proessus de punition
et de déision. Les réputations sont alulées par rapport à l'ensemble des
interations.
L'apport prinipal de e modèle est un proessus de déision entièrement
automatisé. Chaque déision est prise par seuillage : si la valeur de réputation
Situationnelle est supérieure au seuil de oopération, alors l'agent oopère,
sinon l'agent ne oopère pas. Marsh propose plusieurs dénitions de e seuil
de oopération en fontion : des risques perçus par le bénéiaire, de la
ompétene de la ible telle que perçue par le bénéiaire et de l'importane
de la situation pour le bénéiaire.
Marsh propose un modèle manipulant des réputations fondées sur des
interations diretes iblebénéiaire. Certaines sont uni-faettes d'autres
sont multi-faettes. Ces réputations sont toutes subjetives, graduées et non
transitives. La notion de dimension n'est ni présente ni dédutible du modèle.
Les proessus de punition et de déision sont indépendants de l'humain, pour
les autres proessus, rien n'est préisé.
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4.4.3 AFRAS
AFRAS est un modèle de réputation pour le ommere életronique où les
réputations sont générales pour un agent [CMD03℄. Elles sont représentées
par des ensembles ous dérits par les quatre tés d'un trapèze. L'évalua-
tion issue du proessus d'évaluation est fournie par un être humain. Elle
prend la forme d'une valeur séletionnée parmi un ensemble ni et disret
et est traduite en un ensemble ou. La punition se déroule par renfore-
ment de l'anienne valeur en omparaison ave une telle évaluation. Cette
punition s'eetue à l'aide de formules très similaires à elles utilisées dans
Sporas [ZMM99℄, adaptées aux ensembles ous.
Le proessus de déision s'appuie sur le modèle proposé par [CF98℄.
Comme dans le modèle préédent, la déision s'eetue par seuillage, mais
de manière adaptée aux ensembles ous. Si la réputation d'un agent est
supérieure à un ertain seuil, alors l'aheteur ahète au vendeur. Sinon, le
bénéiaire hoisit les agents auxquels demander des reommandations par
seuillage sur la réputation. Les agents qui reçoivent des demandes de reom-
mandations déident s'ils répondent ou non de la même manière. Le proessus
de propagation utilise don le proessus de déision.
AFRAS manipule des réputations mélangeant le type réputation direte
et le type réputation observée. Elles sont subjetives, uni-faette, graduées
et non transitives. La notion de dimension n'est ni présente ni dédutible
du modèle. L'évaluation dépend de l'intervention humaine. Les proessus de
punition, de déision et de propagation sont entièrement automatisés. Pour
les autres proessus, rien n'est préisé.
4.5 Modèles ave évaluation
Les modèles ave évaluation marquent un seuil dans la hiérarhie des
atégories que nous avons établie : ils onstituent la première atégorie qui
permet à des agents de aluler les réputations entièrement par eux-mêmes.
De plus, lorsque les proessus de révision et de déision sont intégralement
automatisés, les agents peuvent réaliser les deux étapes primordiales sans
intervention humaine et évoluer seuls dans un environnement inertain.
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4.5.1 Modèle de Shillo et Funk
[SFR99, SF99℄ proposent un modèle de réputation fortement anré dans
la théorie des jeux. Le sénario que les auteurs utilisent est un dilemme du
prisonnier itéré modié, se déroulant omme une enhère. Les agents s'éva-
luent les uns les autres à l'aide de réputations représentées par des probabili-
tés (don dans [0, 1]). Les réputations déployées ii sont de types réputation
direte et réputation observée.
Ce modèle se diérenie de eux des atégories préédentes par le fait qu'il
propose une automatisation du proessus d'évaluation. Cette évaluation est
possible du fait qu'un agent annone à l'avane le oup qu'il va jouer. Il est
alors aisé pour un agent de omparer le oup eetivement joué au oup qui
avait été annoné. De e fait, le proessus d'évaluation peut être automatisé.
Une valeur dans {0, 1} est ainsi utilisée pour représenter le fait que la ible
a été intègre et de bonne volonté [SF99℄.
La punition de la réputation direte est estimée par le nombre de bons
omportements rapportés au nombre d'interations. Les réputations obser-
vées sont alulées en fusionnant les reommandations à l'aide d'un algo-
rithme probabiliste permettant de limiter l'inuene des  orrelated evi-
denes  [Pea88℄.
Les réputations onsidérées dans e modèle sont de type direte et obser-
vée. Elles sont subjetives, uni-faettes, bi-dimensionnelles, graduées et non
transitives. L'intégralité du proessus de révision est ii automatisé. Le pro-
essus de propagation a toujours lieu, sur demande des autres agents et les
agents ne mentent jamais, ils ahent seulement de l'information de temps en
temps. Les autres proessus ne sont pas détaillés, en partiulier le proessus
de déision est absent.
4.5.2 Modèle de Sen et Sajja
[SS02℄ propose un modèle de réputation pour aider des agents utilisa-
teurs, qui ont des tâhes à exéuter, à séletionner des agents proesseurs,
qui peuvent exéuter es tâhes. Comme dans le modèle préédent, les ré-
putations modélisées sont de type réputation direte et réputation observée.
Elles estiment la ompétene d'un agent proesseur à exéuter une tâhe.
Elles sont représentées par des valeurs dans [0, 1]. La réputation d'un agent
inonnu est initialisée à la valeur médiane 0.5.
Ce modèle se distingue aussi de la atégorie préédente par le fait qu'il
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propose un proessus d'évaluation. Ii, les agents utilisent une estimation de
la qualité de l'exéution de la tâhe, qu'ils rapportent ensuite à une valeur
dans {0, 1} estimant la qualité du servie rendu. Bien que purement binaire,
le proessus d'évaluation est don réalisé automatiquement. Les reomman-
dations fournies par d'autres agents sont aussi des valeurs dans {0, 1}. Les
réputations sont alulées par une formule de renforement de l'anienne
valeur de réputation.
La déision est prise par seuillage : si la réputation direte est supérieure
à 0.5, alors l'agent utilisateur fait onane à l'agent proesseur, sinon il ne
lui fait pas onane. Si la réputation direte ne sut pas à l'agent pour
déider, il peut demander des reommandations.
Les réputations onsidérées dans e modèle sont de type direte et obser-
vée. Elles sont subjetives, uni-faettes, uni-dimensionnelles, graduées et non
transitives. L'intégralité du proessus de révision est ii automatisé, ainsi que
le proessus de déision. Ce modèle est don implémentable dans des agents
autonomes. Le proessus de propagation a toujours lieu, sur demande des
autres agents. Un agent qui ment le fait toujours et dit toujours l'inverse de
e qu'il roit.
4.6 Modèles ave raisonnement
Les modèles de réputation ave raisonnement automatique ajoutent en-
ore à l'indépendane entre l'agent et l'intervention humaine. Ils permettent,
en partiulier, aux agents qui les implémentent d'utiliser des modèles plus
rihes, faisant intervenir de nombreuses faettes.
4.6.1 Modèle de Wang et Vassileva
[WV03℄ propose un modèle de réputation pour l'éhange de hiers dans
les réseaux pair-à-pair. Les personnes qui fournissent des hiers sont éva-
lués par les personnes qui téléhargent à l'aide de réputations séparées par
faettes. Les deux types de réputation utilisés ii sont la réputation direte
et la réputation observée. Les auteurs représentent les réputations, diéren-
iées par faettes, par des probabilités et les relient par des réseaux bayésiens.
Contrairement aux modèles de la setion préédente, l'évaluation est ii me-
née par l'utilisateur du lient de partage de hiers pair-à-pair. Il fournit
un degré de satisfation transformé en une évaluation dans {0, 1}. Le pro-
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essus de punition de la réputation direte se fait grâe à un renforement
paramétrable de l'anienne valeur de réputation. Le proessus de punition de
la réputation observée s'opère par renforement des probabilités du réseau
bayésien du bénéiaire. Ce renforement s'eetue par omparaison entre le
réseau bayésien fourni omme reommandation et elui du bénéiaire.
La plus-value de e modèle est le proessus de raisonnement. Il s'opère par
fusion des réputations selon diérentes faettes à l'aide des réseaux bayésiens.
Par exemple, la réputation d'un pair pour fournir des hiers est liée à ses
réputations pour fournir rapidement les hiers, pour fournir des hiers de
bonne qualité et pour fournir des hiers du type reherhé. La réputation
dans l'agent peut alors se aluler à l'aide de la règle de Bayes appliquée aux
réputations selon les faettes de l'agent. Les réputations issues du proessus
de raisonnement permettent de déider par un seuillage simple.
Le modèle présenté ii manipule deux types de réputation : direte et
observée. Elles sont subjetives, uni-dimensionnelles (ompétene), graduées
et non transitives. Une réputation générale dans un agent (uni-faette) peut
être alulée à partir des réputations selon diérentes faettes. Les proessus
de punition, de raisonnement et de déision sont automatisés. Le proessus
d'évaluation requiert l'intervention humaine. Le proessus de propagation a
toujours lieu, sur demande des autres agents et est sinère.
4.6.2 Modèle de Melaye et Demazeau
[MD05℄ s'intéressent prinipalement au proessus de raisonnement. Dans
es travaux, un réseau bayésien est hiérarhisé en trois niveaux : les soures
d'information (niveau bas) sont liées aux réputations multi-faettes (niveau
intermédiaire) et les réputations multi-faettes sont liées à la réputation géné-
rale de l'agent (niveau haut). Ces travaux proposent une approhe similaire
à la préédente, à l'aide d'un ltre de Kalman pour aluler la réputation
générale d'un agent en fontion des réputations multi-faettes.
Ce modèle manipule un seul type de réputation, la réputation direte. Elle
est subjetive, graduée et non transitive. La réputation de l'agent en général
est alulée à l'aide des réputations selon les diérentes faettes. Les auteurs
évoquent diérentes dimensions (ompétene et bonne volonté). Ce modèle
prend en ompte les notions de fragilité et d'érosion des réputations ave le
temps. Seuls les proessus de raisonnement et de déision sont automatisés.
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4.6.3 Modèle de Sabater i Mir et Sierra
[Sab02℄ propose un modèle de réputation pour le ommere életronique.
Les ommerçants s'évaluent à l'aide de réputations direte, propagée, ol-
letive et stéréotypée. Ces réputations prennent leurs valeurs dans [−1,+1].
Les ommerçants négoient des ontrats. Ceux-i sont représentés de manière
formelle dans le modèle à l'aide de onjontions de paires attributsvaleurs.
Une fois exéuté, un ontrat peut être représenté de la même façon, les va-
leurs assoiées aux diérents attributs pouvant diérer du ontrat prévu. Le
proessus d'évaluation onsiste alors à omparer le ontrat tel qu'il a été exé-
uté au ontrat tel qu'il était prévu. La réputation direte est alulée par
une moyenne pondérée des évaluations des ontrats passés entre la ible et
le bénéiaire. La pondération dépend du temps (les aniennes évaluations
ont moins d'importane) et de l'importane de haque attribut du ontrat
pour le bénéiaire. La réputation propagée est alulée par rapport à un en-
semble de témoins attentivement séletionnés an de limiter le problème de
 orrelated evidene  [Pea88℄. Les témoins sont séletionnés s'ils ont beau-
oup interagi ave la ible. La réputation olletive est estimée en fontion
des réputations des agents ave lesquels la ible a de forte relations soiales.
La réputation stéréotypée dépend simplement du rle de l'agent et n'évolue
pas. Parallèlement à haque valeur de réputation, est alulée sa abilité. Le
proessus de déision onsiste à utiliser la réputation direte si sa abilité
est susante. Si elle ne l'est pas, alors une ombinaison linéaire des autres
types de réputation est utilisée. Dans le as d'agents inonnus, les réputations
seondaires sont don utilisées.
L'apport prinipal de e modèle est de proposer un proessus de raisonne-
ment s'appuyant sur une ontologie du domaine. Par exemple, l'ontologie peut
exprimer que la réputation d'une ompagnie aérienne repose sur la réputa-
tion qu'elle a de posséder de bons avions, de ne jamais perdre de bagages et
de fournir de bons repas. Cette ontologie relie les diérentes faettes par des
pondérations représentant l'importane ave laquelle elles interviennent. Ces
pondérations sont alors utilisées pour fusionner, par ombinaison linéaire, les
réputations selon les diérentes faettes en une réputation globale.
Ce modèle est le plus rihe que nous ayons étudié puisqu'il implémente
quasiment tous les types de réputations dénis et tous les proessus assoiés.
Les réputations onsidérées sont subjetives, multi-faettes, potentiellement
multi-dimensionnelles (selon les attributs du ontrat onsidérés), graduées et
non transitives. L'intégralité des proessus est automatisée.
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4.7 Synthèse
Dans e hapitre, nous avons étudié le fontionnement de diérents mo-
dèles omputationnels de réputation. Pour e faire, nous nous sommes in-
téressés à la façon dont ils implémentent les diérents aspets de la grille
dénie à la n du hapitre préédent.
En partiulier, partant de l'observation que peu de modèles implémentent
l'intégralité des proessus, nous nous sommes intéressés à aratériser les
proessus qu'ils implémentent. Nous avons alors pu dénir des atégories de
modèles. Ces atégories établissent une progression dans l'automatisation des
proessus liés aux réputations. Cette progression permet de passer de modèles
d'assistane à l'utilisateur, fournissant une simple interfae de manipulation
des réputations à des modèles automatisant l'intégralité des proessus.
Proessus
Init. Révision Rais. Déi. Prop.
Éval. Puni.
OpenPGP O X H H H H -
eBay O H O H H H
Zaharias O H O N H N
AbdulRahman O H O N O I
Marsh N N O N O N
AFRAS N H O N O O
Shillo N O O N N I
Sen O O O N O I
Wang N H O O O I
Melaye N N N O O N
Sabater O O O O O O +
a
u
t
o
n
o
m
i
e
Légende :
O oui N non Init. initialisation Rais. raisonnement
H humain I inféré Éval. évaluation Déi. déision
X non pertinent Puni. punition Prop. propagation
Tab. 4.1  Synthèse des modèles omputationnels de réputation étudiés.
La table 4.1 synthétise ette approhe. O (resp. N) signie qu'un al-
gorithme est (resp. n'est pas) proposé pour le proessus orrespondant. H
signie que le modèle néessite une intervention humaine. X signie qu'un
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hamp n'est pas pertinent pour le modèle. Finalement, I signie que le mo-
dèle n'expliite pas le proessus entièrement, mais qu'il a été possible d'inférer
en partie son fontionnement. Les ases en gras pointent le ritère disrimi-
nant entre deux atégories. Les traits doubles entre les lignes marquent les
séparations entre les atégories de modèles.
Les modèles les plus  primaires , font intervenir l'humain à la fois
pour aluler les valeurs de réputation et pour prendre une déision à partir
es valeurs (atégorie  assistane à l'utilisateur ) [OP05, Abd97℄. Ensuite
viennent les modèles  ave punition  [Abd04, Mar94℄, qui sont un peu
moins attahés à l'intervention humaine puisqu'ils automatisent le proessus
de punition. Notons que tous les proessus de punition présentés ii ont une
évolution monotone diéreniée. Seul [MD05℄ propose une évolution explii-
tement fragile. De plus, [ZMM99, Sab02, MD05℄ proposent des modèles où la
réputation s'érode ave le temps. Quant aux modèles de la atégorie  ave dé-
ision  [Abd04, Mar94, CMD03℄, ils permettent non seulement de aluler les
niveaux de réputation, mais aussi de prendre des déisions de faire onane
en s'appuyant sur es niveaux. Il permettent ainsi de s'abstraire enore un
peu plus de l'intervention humaine. Cependant, ils néessitent toujours une
telle intervention pour les évaluations.
Les modèles de la atégorie  ave évaluation  [SFR99, SF99, SS02℄
réent une ésure dans la hiérarhisation des atégories. Le triple trait marque
ette ésure sur la table 4.1. En implémentant de manière totalement automa-
tique le proessus de révision, ils permettent d'envisager une implémentation
dans des agents totalement indépendants de leur onepteur et / ou utili-
sateur, à ondition d'implémenter à la fois les proessus de révision et de
déision. Enn, les modèles  ave raisonnement  [WV03, Sab02℄ vont en-
ore plus loin en implémentant le proessus de raisonnement et, parfois, elui
de propagation. Ils permettent ainsi l'utilisation par des agents de modèles
multi-faettes ave un moyen automatique de lier les faettes entre elles.
En outre, notre étude des modèles omputationnels de réputation nous a
permis d'identier trois types de omportements attendus :
 Un omportement bienveillant est un omportement toujours orret,
par exemple l'envoi de reommandations sinères.
 Un omportement trivial onsiste, par exemple, à mentir toujours, à
mentir de temps en temps ou à mentir toujours de la même façon.
 Un omportement malveillant est un omportement diile à araté-
riser et imprévisible, tel qu'un être humain pourrait avoir.
Ces omportements peuvent diérer selon s'il s'agit des omportements at-
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tendus quant au domaine d'appliation du modèle, ou par rapport à la a-
paité d'un agent à fournir des reommandations. Seuls les modèles [eBa03,
OnS03, OP05℄ sont vraiment onfrontés à des omportements malveillants,
du fait qu'ils sont déployés à large éhelle. Contrairement à e que l'on pour-
rait attendre, les autres modèles ne sont pas tous préparés à aronter de
tels omportements. Ainsi, [SF99, SS02℄ travaillent sur des omportements
triviaux aussi bien pour le domaine d'appliation que pour les reommanda-
tions et [Abd04, WV03℄ s'appuient sur des omportements bienveillants pour
les reommandations.
L'instaniation des autres aspets de la grille d'analyse (adre et proprié-
tés) est disutée en annexe A.1, page 185.
En onlusion, une hiérarhie des modèles a été établie, depuis les plus
primaires, ar de simple assistane à un utilisateur, vers les plus rihes, im-
plémentables dans des agents logiiels autonomes. En outre, le proessus
d'évaluation a été pointé omme étant le proessus ritique pour une auto-
matisation omplète du ontrle soial.
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Synthèse de l'état de l'art
Dans ette partie, nous avons étudié les diérentes omposantes du ontrle
des interations des agents. Nous avons tout d'abord vu omment modéli-
ser les interations à l'aide d'engagements soiaux. Nous avons ensuite vu
omment dénir l'aeptabilité des interations à l'aide de normes. Enn la
présentation des proessus d'évaluation, par lesquels il est possible de vérier
si une interation respete ou non les normes, nous a permis de onlure la
première phase du ontrle qui onsiste à aratériser les interations. Nous
avons alors étudié les notions de onane et de réputation et leurs modèles
omputationnels dans le but de mener à bien la deuxième phase du ontrle,
qui onsiste en la santion des interations.
Nous analysons i-dessous les limites, dans le adre des systèmes multi-
agents ouverts et déentralisés, des modèles que nous avons étudiés. Les mo-
dèles que nous proposons dans la partie suivante tentent de pallier es limites.
Modèles d'engagement soial
La plupart des modèles atuels d'engagement soial sont fortement en-
tralisés : les engagements soiaux sont modélisés par la plate-forme, de façon
transparente pour les agents. Dans le adre du ontrle soial, il est nées-
saire de revenir à la proposition originelle de [Sin91℄ qui suggérait que les
agents puissent modéliser eux-mêmes expliitement les engagements qu'ils
perçoivent. Dans un tel adre, les modèles entralisés sont diilement utili-
sables. En eet, les agents peuvent avoir des représentations loales des enga-
gements soiaux partielles, imparfaites et qui dièrent d'un agent à l'autre.
Par ailleurs, les modèles qui s'intéressent à l'argumentation introduisent
des liens entre les engagements soiaux dont la gestion reste un problème ou-
vert. Ces liens ne sont pas indispensables à la dénition de la simple séman-
tique des interations, nous éartons don les modèles d'engagement soial
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ave yle de vie du ontenu.
Enn, les santions doivent être appliquées en fontion de l'aeptabilité
des interations. Or, e sont les normes qui dénissent ette aeptabilité. En
onséquene, nous onsidérons que les santions doivent être attahées aux
normes et non aux engagements soiaux. Les modèles d'engagement soial
ave santions sont don éartés.
Modèles de norme
An de garantir l'ouverture d'un système multi-agent, les hypothèses po-
sées sur l'implémentation interne des agents doivent être minimales. De e
fait, il n'est pas possible de garantir que les agents ont été implémentés de
manière enrégimentée ou qu'un ontrle interne les régit. Il est don nées-
saire de prévoir (1) que les agents puissent violer les normes et (2) qu'un
ontrle externe, en ligne et dynamique soit mis en plae pour remédier aux
éventuelles violations.
Les formalismes desriptifs semblent plus adaptés à la mise en plae d'un
tel ontrle du fait (i) de leur souplesse et de leur plus grande rihesse d'ex-
pression (ii) du aratère indéidable des logiques déontiques.
Proessus d'évaluation
Tous les proessus d'évaluation que nous avons étudiés sont indéidables,
entralisés et / ou néessitent de se dérouler hors-ligne. Ils ne sont don pas
adaptés au ontrle soial des Systèmes Multi-Agents Ouverts et Déentra-
lisés.
Santions
Les santions de type matériel requièrent que l'agent qui est santionné
donne ou fasse quelque-hose pour se faire pardonner. Pour être sûr qu'elles
soient appliquées, elles néessitent, en dernier reours, qu'une autorité qui
en a la pouvoir puisse ontraindre l'agent santionné à faire e qu'il doit.
Par exemple, e sont généralement des institutions sales entralisées qui
appliquent des santions péuniaires, ar elles disposent de relations partiu-
lières ave les banques leur permettant d'assurer que l'argent leur parviendra.
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Les santions soiales, telles que les notions de onane et de réputation
reposent sur un prinipe diérent. C'est l'agent qui santionne qui augmente
ou diminue le niveau de la réputation ou de la onane qu'il assoie à l'agent
santionné. Il peut ensuite déider en s'appuyant, sur es niveaux, du om-
portement à avoir vis-à-vis de l'agent santionné. L'agent qui applique la
santion onserve don un ontrle total sur elle-i et l'agent qui la subit
peut diilement y éhapper, même si l'agent qui punit ne dispose d'auun
pouvoir expliite sur lui.
Pour leur part, les santions de type psyhologiques sont diiles à ap-
pliquer dans le adre d'agents logiiels, puisque les états mentaux émotifs de
es derniers sont très limités, voire absents. De plus, il est très diile de
vérier ou de garantir leur appliation.
Les santions soiales sont don les plus adaptées dans le as de systèmes
déentralisés omposés d'agents logiiels. Nous nous sommes don intéres-
sés plus partiulièrement aux onepts de onane et de réputation. Étant
donné la onfusion qui règne dans les dénitions de es onepts, nous en
avons mené une étude en profondeur. Nous avons pu restreindre nos onsi-
dérations aux seules réputation fondée sur les interations et en donner une
spéiation préise. Cette spéiation a ensuite été traduite en une grille
d'analyse des modèles omputationnels de réputations, grâe à laquelle nous
avons pu atégoriser les modèles. La onlusion de l'analyse des diérentes
atégories de modèles est la suivante : (i) peu de modèles proposent l'im-
plémentation de l'intégralité des proessus et (ii) le proessus d'évaluation
semble le plus diile à automatiser : dans les modèles atuels, il repose sur
une délaration a priori et expliite du omportement que ompte avoir la
ible.
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Deuxième partie
Modèle L.I.A.R.
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Introdution au modèle
Dans ette partie, nous dérivons le modèle de ontrle soial des intera-
tions L.I.A.R. (pour  Liar Identiation for Agent Reputation ), répondant
aux besoins identiés dans la partie préédente. Il s'agit d'un modèle adapté
aux systèmes multi-agents ouverts et déentralisés visant à réguler les intera-
tions ommuniatives. Son arhiteture générale est dérite dans la gure 4.1
(les ovales représentent des données et les retangles des proessus. Cette
arhiteture préise la boule de rétroation (les èhes plus marquées dans
la gure 4.1) aratérisant le ontrle soial des interations, en intégrant les
engagements soiaux et les normes pour évaluer les réputations et santionner
les menteurs.
Les interations sont observées et représentées sous forme d'engagements
soiaux. La onformité de es derniers par rapport à des normes est mesu-
rée et permet d'obtenir des évaluations des omportements observés, sous
la forme de politiques soiales. Ces politiques soiales sont utilisées dans un
proessus de punition qui peut amener à baisser ou augmenter les niveaux
des réputations des agents observés. Les niveaux des réputations sont ensuite
utilisés pour raisonner et aboutir à une intention de faire (ou non) onane
à un autre agent, en fontion d'un ertain ontexte. Un proessus de déision
réalise ette intention de faire (ou non) onane par un hangement des
états mentaux de l'agent. Les nouveaux états mentaux de l'agent peuvent
nalement amener elui-i à générer (ou à empêher) de nouvelles intera-
tions, an de santionner positivement ou négativement les autres agents.
D'autre part, des reommandations, qui ne sont pas néessairement sinères,
peuvent aussi être éhangées entre agents. Ces reommandations sont des
interations partiulières, prenant la forme de messages, et sont don aussi
transformées en engagements soiaux par le proessus d'observation. Elles
sont ltrées pour déterminer un ensemble de reommandations de onane
qui peut servir lors du proessus de santion.
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Fig. 4.1  Arhiteture générale du modèle L.I.A.R.
Dans le hapitre 5, nous dérivons la partie gauhe de ette arhiteture
(en gras et rouge sur la gure 4.1). Nous y proposons un modèle d'engage-
ment soial qui permet aux agents de modéliser les interations qu'ils ob-
servent, ainsi qu'un modèle de normes et un modèle de politiques soiales
qui permettent de aratériser l'aeptabilité des interations d'un point de
vue soial. Un proessus d'évaluation est nalement proposé, sous la forme
d'une détetion de la violation des normes.
Dans le hapitre 6, nous nous intéressons à la partie droite de l'arhi-
teture (en italique et bleu sur la gure 4.1). Nous proposons un modèle de
réputation s'appuyant sur les politiques soiales et permettant la prise de
déisions.
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En intégrant l'ensemble de es modèles, nous disposons alors d'un ontrle
soial des interations entièrement automatisé : les interations observées
sont santionnées par l'établissement d'un niveau de réputation reétant le
omportement d'un agent et e niveau de réputation inue sur la déision
d'agir ou non en onane.
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Chapitre 5
Modèles d'engagement soial et
de norme
Dans e hapitre, nous posons les fondements du modèle L.I.A.R., pour
le ontrle soial des interations. Tout d'abord, nous présentons un modèle
d'engagement soial, qui permet aux agents de représenter les interations
qu'ils observent dans le système, soit en interagissant eux-mêmes, soit par
éoute ottante. Nous présentons ensuite un modèle de norme qui permet aux
agents de dénir les omportements aeptables ou non. Enn, nous dénis-
sons un proessus de détetion de la violation de es normes, qui détermine
si les omportements observés sont respeteux des normes en vigueur et de
aratériser leur onformité à es normes à l'aide de politiques soiales. Do-
tés d'un tel dispositif, les agents disposent alors d'un historique d'évaluations
des omportements qu'ils ont observés et sont en mesure de santionner leurs
pairs. Le méanisme de santion est dérit dans le hapitre 6.
5.1 Modèle d'engagement soial
Cette setion présente un modèle d'engagement soial qui permet la mo-
délisation des interations ommuniatives des agents. Ce modèle d'enga-
gement soial peut être utilisé par n'importe quel agent pour représenter
les interations qu'il observe, an de déteter les éventuelles violations de
normes. Pour ela, il est néessaire de disposer d'un modèle posant le moins
d'hypothèses possibles sur l'implémentation interne des agents, de façon à
onserver au maximum l'ouverture du système.
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5.1.1 Formulation
Dans ette setion, nous présentons un modèle d'engagement soial (de
type  onditionnel  [FC02℄) qui permet, dans le adre de la détetion
déentralisée de mensonges, de modéliser des ommuniations de manière
externe aux agents.
Dénition
Soit Ω(t) l'ensemble des agents présents dans le système à l'instant t,
ob ∈ Ω(t) l'agent qui modélise l'engagement soial, Ωob(t) ⊆ Ω(t) l'ensemble
des agents onnus de l'agent ob à l'instant t, T l'ensemble des instants, P
l'ensemble des formules bien formées du alul des prédiats et Esc
def
= {
inactive, active, fulfilled, violated, cancelled } l'ensemble des états
dans lesquels peut se trouver un engagement soial. Un engagement soial
peut alors être déni selon la dénition 5.1.1 suivante :
Dénition 5.1.1 Un engagement soial (SCom :  Soial Commit-
ment ) est modélisé omme suit :
obSCom(db, cr, te, st, [cond, ]cont)
Où :
 ob ∈ Ω(t) est l'observateur de l'engagement soial : l'agent qui onstruit
l'objet représentant l'interation observée.
 db ∈ Ωob(t) est le débiteur : l'agent qui est engagé.
 cr ∈ Ωob(t) est le réditeur : l'agent envers qui le débiteur est engagé.
 te ∈ T est le moment d'émission : l'instant où l'engagement soial a
été réé.
 st ∈ Esc est l'état de l'engagement soial.
 cond ∈ P sont les onditions d'ativation de l'engagement soial. Dans
le adre de ette thèse, il s'agit d'une formule de la logique des prédi-
ats. Ce hamp est optionnel ; son omission orrespond à une ondition
toujours vraie.
 cont ∈ P représente le ontenu de l'engagement soial. Dans le adre
de ette thèse, il s'agit d'une formule de la logique des prédiats.
Dans la suite, nous nous autorisons à aéder aux diérents attributs
d'un engagement soial à l'aide d'une syntaxe inspirée des langages à objets.
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Par exemple, si e est un engagement soial, alors e.db est le débiteur de
l'engagement e.
Exemple
L'exemple 5.1.1, i-dessous, illustre la modélisation d'un engagement so-
ial à l'aide du formalisme présenté préédemment. Cet engagement repré-
sente l'observation, par un agent ob du fait que l'agent a s'engage, à 13 :00,
envers l'agent b sur le fait que le inéma theater1 joue le lm Shrek à 19 :00
en salle room1, ave une ondition toujours vraie.
Exemple 5.1.1
obSCom(a, b, 13 :00, inactive, shows(theater1, Shrek, 19 :00, room1))
Cyle de vie
Le yle de vie dérit l'ensemble des transitions possibles entre les états
d'un engagement soial. Le yle de vie de l'engagement soial est représenté
par le diagramme d'états UML [OMG03℄ de la gure 5.1. Les états du dia-
gramme représentent les états de l'engagement soial et les transitions repré-
sentent les ations menées sur l'engagement soial. Il est possible de diéren-
ier les transitions qui ont lieu suite à des ations perpétrées par des agents sur
leurs engagements soiaux (has_been_created, has_been_cancelled) et
les ations liées à des événements extérieurs (condition_met,
content_fulfilled et content_violated).
Ce yle de vie se déroule typiquement omme suit :
 Un engagement soial est toujours réé dans l'état inactive (prédiat
has_been_created vérié).
 Dès que la ondition d'ativation cond est vériée, l'engagement so-
ial devient atif (état active, prédiat condition_met vérié). Alors
seulement, la satisfation, la violation ou l'annulation de l'engagement
peut avoir lieu.
 L'engagement soial peut être annulé par le débiteur ou le réditeur
(état cancelled, prédiat has_been_cancelled vérié).
 L'engagement soial peut passer en état fulfilled si le débiteur rem-
plit son engagement (prédiat content_fulfilled vérié).
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inative
[has_been_created℄
ative
[condition_met℄
fullled
[content_fulfilled℄
violated
[content_violated℄
anelled
[has_been_cancelled℄
Fig. 5.1  Cyle de vie d'un engagement soial.
 L'engagement soial peut passer en état violated si le débiteur ne
remplit pas son engagement (prédiat content_violated vérié).
Fontions de manipulation
Un agent ob peut manipuler les engagements soiaux qu'il modélise à
l'aide des fontions i-dessous :
 ob.inconsistent_content : T ×P(P) 7→ {true, false} renvoie true
si l'ensemble des n ontenus d'engagements soiaux passés en argument
onstitue un ensemble inonsistant à l'instant t ∈ T , false sinon.
P(P) désigne l'ensemble des parties de P.
 ob.facets : P 7→ P(F) prend en argument un ontenu d'engagement
soial (∈ P) et renvoie un ensemble de faettes qui lui sont assoiées. F
est l'ensemble des faettes qu'il est possible de juger hez un agent. Les
faettes qu'un ontenu d'engagement soial permet de juger peuvent
être déduites par l'agent ob en fontion des thèmes sur lesquels porte
le ontenu de l'engagement soial.
L'exemple 5.1.2 illustre un retour possible de la fontion
inconsistent_content hez un agent ob donné : un inéma ne pouvant
pas jouer deux lms diérents dans une même salle à une même heure, les
ontenus shows(theater1, Shrek, 19 :00, room1) et shows(theater1, Bambi,
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19 :00, room1) sont inonsistants.
Exemple 5.1.2
ob.inconsistent_content(10 :00,
shows(theater1, Shrek, 19 :00, room1),
shows(theater1, Bambi, 19 :00, room1))
= true
L'exemple 5.1.3 illustre un retour possible de la fontion facets hez le
même agent ob : le ontenu shows(theater1, Shrek, 19 :00, room1) est lié à
la apaité d'un agent à fournir de l'information sur les horaires de inéma.
Exemple 5.1.3
ob.facets(shows(theater1, Shrek, 19 :00, room1))
= {"theater showtimes"}
Historiques
Tout au long de son existene dans le système, un agent observe des inter-
ations et les modélise sous forme d'engagements soiaux. Ces engagements
sont stokés dans des historiques d'engagements soiaux. La dénition 5.1.2
est elle d'historiques d'engagements soiaux regroupés en fontion de leur
débiteur et de leur réditeur.
Dénition 5.1.2 L'historique d'engagements soiaux de l'agent db
envers l'agent cr tel que se le représente l'agent ob à l'instant t
est noté obCCS
cr
db(t) (CCS pour  Communiative Commitment Store ) :
obCCS
cr
db(t)
def
= { obSCom(db, cr, t
′, st, cond, cont)/t′ ≤ t }
Où ob ∈ Ω(t), db ∈ Ωob(t), cr ∈ Ωob(t), t ∈ T , t′ ∈ T , st ∈ Esc, cond ∈ P
et cont ∈ P.
L'historique d'engagements soiaux de l'agent db envers l'agent cr tel que
se le représente l'agent ob à l'instant t regroupe l'ensemble des engagements
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soiaux qu'a pris l'agent db envers l'agent cr avant ou à l'instant t, tels que
les perçoit l'agent ob.
Plus généralement, l'ensemble des engagements soiaux onnus par un
agent ob peut être regroupé dans un historique unique, omme le montre la
dénition 5.1.3.
Dénition 5.1.3 L'ensemble des engagements soiaux perçus par
l'agent ob avant ou à l'instant t est regroupé dans son historique
général d'engagements soiaux noté :
obCCS(t)
def
=
⋃
x ∈ Ωob(t),
y ∈ Ωob(t)
obCCS
y
x(t)
5.1.2 Inonsistane d'engagements soiaux
La dénition 5.1.4 suivante spéie l'inonsistane d'un engagement soial
ave un ensemble d'autres engagements soiaux :
Dénition 5.1.4 Du point de vue d'un observateur ob, un engagement
soial c rée une inonsistane ave un ensemble d'engagements
soiaux A s'il existe des engagements {c1, . . . , cn} dans A qui sont dans
un état  positif  (active ou fulfilled) et dont les ontenus sont inon-
sistants ave elui de c :
ob.inconsistent(t, c,A)
def
=
c ∈ obCCS(t) ∧ c.st ∈ {active, fulfilled} ∧ ∀ci ∈ A, ci ∈ obCCS(t)∧
∃{c1, . . . , cn} ⊆ A/
∀ci ∈ {c1, . . . , cn}, ci.st ∈ {active, fulfilled}∧
ob.inconsistent_content(t, c.cont, c1.cont, . . . , cn.cont)
Il est à noter que l'état d'un engagement soial prend en ompte la ondi-
tion d'ativation. Il n'est don pas néessaire de faire apparaître ette ondi-
tion dans la formule de la dénition 5.1.4.
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Exemple
L'exemple 5.1.4 suivant propose deux engagements soiaux. S'il est pos-
sible pour l'agent ob, qui modélise es deux engagements, d'établir loalement
que les ontenus shows(theater1, Shrek, 19 :00, salle1) et
shows(theater1, Bambi, 19 :00, salle1) sont inonsistants alors le premier
engagement rée une inonsistane ave tout ensemble omprenant le deuxième
(et vie-versa). En eet, es deux engagements soiaux sont état active et
de ontenus inonsistants. L'agent ob pourrait, par exemple, onsidérer que
les ontenus sont inonsistants du fait qu'ils portent sur une même faette
(ii, l'aptitude à fournir des horaires de inéma) et du fait qu'un inéma ne
peut pas jouer deux lms diérents à la même heure dans la même salle.
Exemple 5.1.4 Soit un premier engagement soial, de l'agent a vers
l'agent b sur le fait que le inéma theater1 joue le lm Shrek à 19 :00
en salle room1, perçu à 13 :00 par l'agent ob, étant atuellement atif :
obSCom(a, b, 13 :00, active, shows(theater1, Shrek, 19 :00, room1))
Soit un deuxième engagement soial de l'agent c vers l'agent d sur le fait
que le inéma theater1 joue le lm Bambi à 19 :00 en salle room1, perçu
à 18 :00 par l'agent o, étant atuellement atif :
obSCom(c, d, 18 :00, active, shows(theater1, Bambi, 19 :00, room1))
L'agent ob peut onsidérer que premier engagement rée une inonsistane
ave tout ensemble omprenant le deuxième et vie-versa.
5.1.3 Propriétés
Dans ette setion, nous étudions quelques propriétés partiulières du
modèle d'engagement soial que nous proposons. Ces propriétés déoulent
diretement du aratère déentralisé des systèmes que nous onsidérons.
Elles portent sur les historiques et les yles de vie des engagements soiaux.
Historiques loaux
Du fait du aratère fortement déentralisé des systèmes que nous onsi-
dérons, il n'existe pas de lieu ommun où les agents pourraient partager une
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représentation ommune de l'ensemble des engagements soiaux pris dans
le système. Chaque agent doit don modéliser loalement les engagements
qu'il perçoit dans ses propres historiques d'engagements soiaux.
Chaque agent n'a alors aès qu'aux engagements soiaux ontenus dans
ses propres historiques d'engagements soiaux , e qui ne onstitue qu'un
sous-ensemble des engagements soiaux qui ont été pris dans le système. En
tant que onepteurs, notre point de vue sur le système est omnisient. La
notion d'observateur, en notation préxée et indiée, que nous avons ajoutée
au modèle d'engagement soial, permet de limiter nos onsidérations à l'en-
semble des engagements onsidérés par un agent donné, tout en onservant
notre point de vue omnisient sur le système.
Cyles de vie
Le modèle d'engagement soial présenté dans ette setion permet de re-
présenter le fait que haque agent possède ses propres historiques d'engage-
ments soiaux. Or, les agents n'ont qu'une pereption inomplète et souvent
imparfaite du système dans lequel ils évoluent. De e fait, les diérentes re-
présentations loales peuvent être globalement inohérentes. Par exemple,
deux agents peuvent modéliser un même engagement soial dans deux états
diérents. Dans ette setion, nous montrons en quoi ei implique que les
yles de vies des représentations loales des engagements soiaux ne sont
pas néessairement respetés.
Le sénario suivant illustre une situation qui peut s'avérer très ourante
dans les réseaux sans ls ou les réseaux pair-à-pairs auxquels nous nous in-
téressons dans le adre de ette thèse.
Au ours d'un même dialogue, un débiteur db peut être amené à prendre
un engagement soial puis à l'annuler. Par exemple, le débiteur db informe
le réditeur cr de la valeur de vérité d'un ertain fait p. Si un observateur
extérieur ob perçoit e premier message, il peut reonstruire l'engagement
soial assoié à ette ommuniation (voir gure 5.2). Si, suite à un dysfon-
tionnement de ses apteurs ou du réseau de ommuniation, l'observateur
n'est plus en mesure de apter le seond message, qui annule le premier, sa
représentation loale de l'engagement soial divergera non seulement de la
réalité, mais aussi du point de vue des deux autres agents (gure 5.3).
L'agent ob pourrait alors être amené à roire que l'engagement a été violé
si le débiteur ne remplit pas le ontenu. Or, e dernier n'est plus tenu de faire,
puisqu'il a annulé son engagement.
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ob
obSCom(db, cr, 12 :00, active, p)
db
dbSCom(db, cr, 12 :00, active, p)
cr
crSCom(db, cr, 12 :00, active, p)
inform(p)
Fig. 5.2  Prise d'un engagement soial ave observation extérieure.
ob
obSCom(db, cr, 12 :00, active, p)
db
dbSCom(db, cr, 12 :00, cancelled, p)
cr
crSCom(db, cr, 12 :00, cancelled, p)
anel(inform(p))
Fig. 5.3  Annulation d'un engagement sans observation extérieure.
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L'agent ob peut aussi s'aperçevoir de son erreur, par exemple, si un autre
agent lui fournit une opie du message d'annulation. Dès qu'il se rendra
ompte que l'engagement soial avait en fait été annulé, l'agent ob aura
intérêt à hanger l'état de sa représentation loale de et engagement soial
pour reéter sa nouvelle pereption du monde. Or, il n'existe pas de transition
de l'état violated vers l'état cancelled dans le yle de vie d'un engagement
soial dérit en setion 5.1.1, page 81.
En onlusion, le yle de vie dérit l'évolution d'un engagement soial
réel. Cependant,les transitions de e yle de vie ne sont pas néessairement
respetées dans les représentations loales des engagements soiaux, du fait de
la pereption inomplète et souvent imparfaite qu'ont les agents du système
dans lequel ils évoluent.
Dimension temporelle
De la même manière que pour les engagements soiaux, nous onsidérons
des historiques de politiques soiales. Nous avons don, là enore, ajouté
une dimension temporelle pour obtenir des historiques de politiques soiales.
Ainsi, un agent est apable de retrouver l'état qu'avait une politique soiale
donnée à tout instant du passé où ette politique existait. Cette distintion
est importante dans le adre des aluls des niveaux des réputations ar elle
permet d'avoir aès aux niveaux des réputations d'un agent à tout instant
passé (voir hapitre 6, page 105).
5.2 Modèle de normes
Dans ette setion, nous proposons un modèle de norme permettant de
dérire les omportements d'un agent aeptables ou non. An de laisser la
possibilité à n'importe quel agent d'entrer dans le système à n'importe quel
instant et d'assurer ainsi l'ouverture du système, il est néessaire de faire le
moins possible d'hypothèses sur la onstitution interne des agents. En onsé-
quene, il n'est pas possible de garantir l'enrégimentation des agents. De plus,
du fait du aratère déentralisé des systèmes que nous onsidérons, il n'est
pas non plus possible d'assurer qu'une institution entralisée unanimement
reonnue aura le pouvoir et les moyens de santionner tous les agents du sys-
tème. Nous nous intéressons don aux normes soiales, plus partiulièrement
aux s-normes. Nous proposons ii un modèle desriptif de normes permet-
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tant à haque agent de déteter quand les autres agents les violent (ontrle
externe).
5.2.1 Normes
Dans ette setion, nous présentons un modèle desriptif de norme qui
permet de dénir les omportements aeptables ou non.
Dénition
Les normes (ii de type s-normes) sont réées par un groupe d'agents, les
législateurs, pour réguler un ertain groupe d'agents, les ibles. N'importe
quel agent ayant onnaissane de es normes peut en déteter la violation,
'est-à-dire exerer le pouvoir judiiaire. Ces agents qui détetent les viola-
tions sont nommés évaluateurs (e déoupage est inspiré du prinipe de sépa-
ration des pouvoirs [Fra℄). Les violations peuvent être punies par des agents
exerçant le pouvoir exéutif, les punisseurs. La dénition 5.2.1 suivante est
elle d'une norme.
Dénition 5.2.1 Une norme est modélisée omme suit :
snorm(op, Tg, Ev, Pu, cond, cont, st)
Où :
 op ∈ { I, O, P } représente l'opérateur déontique aratérisant la norme :
I représente l'interdition, O représente l'obligation et P représente la
permission.
 Tg ⊆ Ω(t) représente la ou les entités soumises à la norme (ibles). t
est l'instant où l'on onsidère la norme ;
 Ev ⊆ Ω(t) représente la ou les entités qui exerent le pouvoir judiiaire,
i.e. qui déident quand la norme est violée (évaluateurs).
 Pu ⊆ Ω(t) représente la ou les entités qui exerent le pouvoir exéutif,
i.e. qui appliquent les pénalités (punisseurs).
 cond ∈ P sont les onditions de validité de la norme. Il s'agit d'une
formule de la logique des prédiats ;
 cont ∈ P est le ontenu sur lequel porte la norme. Il s'agit d'une
formule de la logique des prédiats ;
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 st ∈ Esn représente l'état de la norme. Une norme peut être dans un
état parmi l'ensemble : Esn
def
= { inactive, active }.
L'ensemble des normes onnues par un agent a à un instant t est noté :
aN (t).
Exemple
L'exemple 5.2.1 i-dessous présente une norme interdisant aux agents de
parler de ontournement de mesures tehniques de protetion de ontenu
(DRM)
1
.
Exemple 5.2.1
snorm(I, G(t),Ω(t),Ω(t), true,
∀x ∈ G(t), talk_about_DRM_skirting(x), active)
Où talk_about_DRM_skirting(x) est vrai si l'agent x parle de ontour-
nement de DRM.
Instaniation
De manière à pouvoir étudier la onformité du omportement d'un agent
envers une norme à un instant donné, nous proposons, dans ette thèse,
d'instanier les normes par des politiques soiales. Ces politiques soiales
représentent alors l'engagement des diérentes ibles à respeter les normes
en vigueur dans le groupe auquel elles appartiennent.
Cette phase d'instaniation permet de :
 spéier le ontenu d'une norme dans le référentiel de ha-
un des évaluateurs : Comme le montrent le formalisme de la déni-
tion 5.2.1 et l'exemple 5.2.1, le ontenu d'une norme est formulé omme
une règle générique, ave un point de vue omnisient sur le système.
Il est néessaire que haque évaluateur exprime le ontenu dont il va
devoir déteter la violation selon son propre point de vue sur le monde.
 gérer la violabilité d'une même norme par diérentes ibles :
la règle dérite par la norme peut, à un instant donné, être violée par
plusieurs ibles. En instaniant haque norme par plusieurs politiques
1
Le sujet de ette norme est tiré d'une loi sur le droit d'auteur (DADVSI) en ours de
disussion au parlement français.
5.2. MODÈLE DE NORMES 91
soiales, haune dirigée envers une seule ible, un évaluateur peut dé-
teter des violations simultanées.
 gérer la violabilité d'une même norme par une ible donnée,
à de multiples reprises : un même agent peut violer plusieurs fois la
même règle. En re-instaniant une politique soiale à haque fois qu'elle
est violée (et tant que la norme orrespondante est ative), un évalua-
teur peut déteter de multiples violations d'une règle par un même
agent. Cela permet, en outre, de garder des traes de haune des vio-
lations qui ont eu lieu.
 faire apparaître des pénalités propres à haque punisseur : le
formalisme de norme ne spéie pas de pénalité ar 'est à haque pu-
nisseur de déider des pénalités qu'il souhaite appliquer à une norme
donnée. Deux punisseurs pouvant assoier des pénalités diérentes à
une même norme. Il est don néessaire de diérenier la desription
de la règle (la norme) qui ne ontient pas de pénalité, de l'engage-
ment à respeter la règle (la politique soiale) qui est, lui, assoié à des
pénalités.
5.2.2 Politiques soiales
Dans ette setion, nous dénissons les politiques soiales qui permettent
aux évaluateurs d'instanier les normes.
Dénition
Soit ev ∈ Ω(t) l'agent qui instanie la politique soiale et Esp
def
= {
inactive, active, justifying, violated, fulfilled, cancelled } l'en-
semble des états dans lesquels peut se trouver une politique soiale. Une
politique soiale peut alors être dénie selon la dénition 5.2.2 suivante :
Dénition 5.2.2 Une politique soiale (SPol :  Soial Poliy ) est
modélisée omme suit :
evSPol(db, cr, te, st, [cond, ]cont)
Où :
 ev ∈ Ω(t) est l'évaluateur qui instanie la norme et rée l'objet repré-
sentant la politique soiale.
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 db ∈ Ωev(t) est le débiteur : l'agent qui est engagé pour ette politique
soiale.
 cr ∈ Ωev(t) est le réditeur : l'agent envers qui le débiteur est engagé
pour ette politique soiale.
 te ∈ T est le moment de réation : l'instant où la politique soiale a
été réée.
 st ∈ Esp est l'état de la politique soiale.
 cond ∈ P sont les onditions d'ativation de la politique soiale. Dans
le adre de ette thèse, il s'agit d'une formule de la logique des prédi-
ats. Ce hamp est optionnel ; son omission orrespond à une ondition
toujours vraie.
 cont ∈ P représente le ontenu de la politique soiale. Dans le adre
de ette thèse, il s'agit d'une formule de la logique des prédiats.
Une politique soiale vise à réguler les interations. Le ontenu d'une
politique soiale fait don référene à des engagements soiaux. Pour e faire,
nous proposons que les engagements soiaux référenés soient représentés par
des prédiats ayant la forme donnée dans la dénition 5.1.1, page 80.
Une politique soiale est également assoiée à des pénalités. Ces dernières
sont hoisies et appliquées par haun des punisseurs spéiés dans la norme
orrespondante. Il est don néessaire que tout agent pu ∈ Pu dispose de la
fontion suivante (où S représente l'ensemble des politiques soiales) :
 pu.punishes : S × T 7→ [0,+1] qui assoie à une politique soiale
et un instant donné une pénalité. Cette pénalité, hoisie dans [0,+1],
représente l'importane relative aordée par l'agent pu à la politique
soiale passée en argument, relativement aux autres politiques soiales.
Pour déterminer la pénalité, l'agent pu peut, entre autres, s'appuyer
sur l'état de la politique soiale.
Exemple
La politique soiale présentée dans l'exemple 5.2.2, i-dessous, illustre une
instane de la norme visant à interdire de parler de mesures tehniques de
protetion de ontenu, donnée dans l'exemple 5.2.1, page 90. Cette politique
soiale a été instaniée par l'agent ev pour la ible x à 19 :00.
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Exemple 5.2.2 Soit un agent k onnu de l'agent ev : k ∈ Ωev(t) et e
un engagement soial de l'agent x envers l'agent k : e ∈ evCCSkx(t). La
politique soiale suivante interdit que l'engagement e porte sur la faette
"DRM skirting" :
evSPol(x, ev, 19 :00, active, x ∈ G(t) ∧ ev ∈ Ev,
¬(ev.facets(e.cont) ⊇ {"DRM skirting"}))
Cyle de vie
Le yle de vie dérit l'ensemble des transitions possibles entre les états
d'une politique soiale. Le yle de vie d'une politique soiale est représenté
par le diagramme d'états UML [OMG03℄ de la gure 5.4. Les états du dia-
gramme représentent les états de la politique soiale et les transitions repré-
sentent les évolutions de la politique soiale.
inactive
active
justifying
cancelled violated fulfilled
[has_been_created℄
[condition_met℄
[content_violated℄
[proof_received℄ [¬proof_received℄
[content_fulfilled℄[has_been_cancelled℄
Fig. 5.4  Cyle de vie d'une politique soiale.
Ce yle de vie se déroule typiquement omme suit :
 Une politique soiale est toujours réée dans l'état inactive (prédiat
has_been_created vérié).
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 Dès que la ondition d'ativation cond est vériée, la politique soiale
devient ative (état active, prédiat condition_met vérié).
 La politique soiale peut être annulée (état cancelled, prédiat
has_been_cancelled vérié), par exemple si la norme qu'elle instan-
ie a été inativée.
 L'évaluateur peut onsidérer que le ontenu de la politique soiale a
été rempli (prédiat content_fulfilled vérié) et faire passer la po-
litique soiale en état fulfilled.
 L'évaluateur peut onsidérer que le ontenu de la politique soiale n'a
pas été respeté (prédiat content_violated vérié) et faire passer
la politique soiale en état justifying. Il lane alors un protoole
de demande de justiation an de vérier s'il y a eetivement eu
violation, ou bien si ses pereptions loales sont erronées auquel as, la
violation n'a pas lieu d'être. Ce protoole est dérit setion 5.3, page 98.
 Suivant l'aboutissement du protoole de demande de justiation, l'éva-
luateur peut onsidérer que la politique soiale a eetivement été vio-
lée, si auune preuve ontredisant la violation n'est apportée (prédiat
proof_received non vérié) et faire passer la politique soiale en état
violated. Dans le as ontraire, i.e. si une preuve est apportée que la
violation n'a pas lieu d'être (prédiat proof_received vérié), alors
l'agent fait passer la politique soiale en état cancelled.
Fontions de manipulation
Un agent évaluateur ev peut manipuler les politiques soiales qu'il mo-
délise à l'aide des fontions i-dessous :
 ev.facets : P 7→ P(F) prend en argument un ontenu d'une politique
soiale (∈ P) et renvoie l'ensemble de faettes que l'agent ev assoie
à e ontenu. F est l'ensemble des faettes qu'il est possible de juger
hez un agent. Les faettes qu'un ontenu de politique soiale permet de
juger sont déduites par l'agent ev à partir des faettes des engagements
soiaux référenés dans le ontenu de la politique soiale. P(P) désigne
l'ensemble des parties de P.
 ev.dimensions : S 7→ P(D) prend en argument une politique soiale
(∈ S) et renvoie un ensemble de dimensions que elle-i permet de
juger. D est l'ensemble des dimensions qu'il est possible de juger hez
un agent. Dans le adre de ette thèse, nous onsidérons l'ensemble
de dimensions le plus omplet, elui proposé par [MC01℄ : D
def
= {
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integrity, competence, benevolence, previsibility }.
Les exemples 5.2.3 et 5.2.4 illustrent des retours possibles des fontions
facets et dimensions hez un agent ev.
Exemple 5.2.3 Dans et exemple, nous onsidérons la même politique so-
iale que dans l'exemple 5.2.2, page 93. Celle-i est notée sp. La faette que
l'agent ev assoie à e ontenu est le ontournement de mesure tehniques
de protetions :
ev.facets(sp.cont) = {"DRM skirting"}
Exemple 5.2.4 Dans et exemple, nous onsidérons la politique soiale
(notée sp) de l'exemple 5.2.2, page 93. Un agent ev donné peut assoier à
ette politique soiale la dimension d'intégrité :
ev.dimensions(sp) = {integrity}
Historiques
Les politiques soiales sont stokées par les évaluateurs dans des histo-
riques loaux, dont nous préisons les dénitions dans ette setion. La dé-
nition 5.2.3 est elle d'historiques de politiques soiales groupées en fontion
de leur débiteur et de leur réditeur.
Dénition 5.2.3 L'historique de politiques soiales de l'agent db
envers l'agent cr tel que se le représente l'agent ev à l'instant t
est noté evNCS
cr
db(t) (NCS pour  Normative Commitment Store ) :
evNCS
cr
db(t)
def
= { evSPol(db, cr, t
′, st, cond, cont)/t′ ≤ t }
Où, Ω(t) est l'ensemble des agents du système, ev ∈ Ω(t)est un évaluateur,
Ωev(t) est l'ensemble des agents onnus de l'agent ev à l'instant t, db ∈
Ωev(t), cr ∈ Ωev(t), t ∈ T , t′ ∈ T , st ∈ Esp, cond ∈ P et cont ∈ P.
L'historique de politiques soiales de l'agent db envers l'agent cr tel que
se le représente l'agent ev à l'instant t regroupe l'ensemble des politiques
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soiales dont l'agent db est le débiteur et l'agent cr le réditeur et qui ont
été instaniées avant ou à l'instant t, par l'agent ev.
Plus généralement, l'ensemble des politiques soiales onnues de l'agent ev
peut être regroupé dans un historique unique, omme le montre la déni-
tion 5.2.4.
Dénition 5.2.4 L'ensemble des politiques soiales instaniées par
l'agent ev avant ou à l'instant t est regroupé dans l'historique général
de politiques soiales noté :
evNCS(t)
def
=
⋃
x ∈ Ωev(t),
y ∈ Ωev(t)
evNCS
y
x(t)
5.2.3 Proessus d'instaniation des normes
À haque fois qu'une nouvelle interation est observée par un agent ev,
'est-à-dire dès qu'un engagement soial est ajouté aux historiques d'engage-
ments soiaux de l'agent ev, e dernier instanie les normes dont il a onnais-
sane pour et engagement soial. Ainsi, il génère des politiques soiales qui
lui permettront de vérier si l'interation observée est onforme ou non aux
normes.
Le proessus d'instaniation se déroule omme suit. Pour haque norme
dont le débiteur de l'engagement soial est une ible et dont l'agent ev est
un évaluateur, le proessus d'instaniation génère des politiques soiales. Le
débiteur de es politiques soiales est le débiteur de l'engagement soial et
le réditeur est l'évaluateur ev. Les ontenus des politiques soiales orres-
pondent aux ontenus des normes qu'elles instanient. Cependant, le ontenu
d'une politique soiale spéialise le ontenu de la norme, à la fois en l'instan-
iant pour l'interation onsidérée et en l'adaptant au point de vue loal de
l'évaluateur sur le système. Plusieurs politiques soiales peuvent être géné-
rées pour une même norme, si plusieurs instaniations de son ontenu sont
possibles.
Par ailleurs, de manière à gérer orretement les liens entre les yles de
vie de la politique soiale et la norme qu'elle instanie, la ondition de la
politique soiale intègre le fait que ette dernière ne doit être valable que
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tant que le débiteur de l'engagement soial reste une ible de la norme et
tant que l'agent ev reste un évaluateur de la norme. Ainsi, dès que l'une de
es deux onditions n'est plus vériées, la politique soiale sera annulée.
La politique soiale donnée dans l'exemple 5.2.2, page 93 requiert de
la part d'un engagement soial partiulier e qu'il ne porte pas sur la fa-
ette "DRM skirting". Il s'agit d'une instane partiulière de la norme de
l'exemple 5.2.1, page 90, qui interdit aux agents de parler de ontournement
de mesures tehniques de protetion de ontenu (DRM). En eet, le débiteur
de la politique soiale est le débiteur de l'engagement soial e. Le rédi-
teur est l'évaluateur qui instanie la norme. Le ontenu est spéique à un
engagement soial donné et fait référene aux historiques loaux d'engage-
ment soiaux de l'agent ev, qui ne orrespondent qu'à la vue partielle qu'à
l'agent ev sur les engagements soiaux pris dans le système. Le ontenu de la
politique soiale traduit don le ontenu de la norme dans des termes propres
à l'interation onsidérée et au point de vue de l'évaluateur sur le système.
Enn, les onditions permettent d'annuler la politique soiale dès que le dé-
biteur n'est plus onerné par la norme ou dès que l'agent qui a proédé à
l'instaniation n'est plus évaluateur de la norme.
Des exemples de tels proessus d'instaniation sont détaillés dans le ha-
pitre 7, page 137.
5.2.4 Propriétés
Dans ette setion, nous étudions quelques propriétés partiulières du
modèle de politique soiale que nous proposons. Ces propriétés déoulent
diretement du aratère déentralisé des systèmes que nous onsidérons.
Elles portent prinipalement sur les historiques, l'instaniation et le yle de
vie.
Dimension temporelle
De la même manière que pour les engagements soiaux, nous onsidérons
des historiques de politiques soiales. Nous avons don, là enore, ajouté
une dimension temporelle pour obtenir des historiques de politiques soiales.
Ainsi, un agent est apable de retrouver l'état qu'avait une politique soiale
donnée à tout instant du passé où ette politique existait. Cette distintion
est importante dans le adre des aluls des niveaux des réputations ar elle
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permet d'avoir aès aux niveaux des réputations d'un agent à tout instant
passé (voir hapitre 6, page 105).
Instaniation et yle de vie
Dans ette thèse nous permettons aux agents de se représenter les normes
qu'ils doivent respeter à l'aide d'un modèle desriptif de normes. Nous allons
ependant plus loin que la simple dénition des normes, puisque nous her-
hons aussi à mettre en plae un système permettant aux agents de déteter
le respet ou non de es normes. C'est dans ette optique que nous avons
introduit les politiques soiales.
La détetion du respet ou non des normes repose sur la notion d'ins-
taniation de elles-i en des politiques soiales. L'instaniation permet de
prendre en ompte ertaines aratéristiques partiulières des normes et de
la déentralisation : multi-violabilité des normes, adaptation des pénalités au
point de vue de haque punisseur et adaptation des ontenus des politiques
soiales au point de vue de haque évaluateur.
Le aratère fortement déentralisé des systèmes que nous onsidérons
laisse la possibilité que les points de vues loaux des agents soient globalement
inohérents. Il est ainsi possible qu'un agent ait des représentations loales des
engagements soiaux obsolètes. Cei peut l'amener à déteter une violation
qui n'a pas lieu d'être. C'est pour limiter l'impat de telles situations que nous
avons déni un yle de vie spéique aux politiques soiales, en introduisant
un état partiulier justifying.
5.3 Détetion de violation des normes
Dans ette setion nous proposons un proessus déentralisé de détetion
de la violation de politiques soiales. Ce proessus général de détetion de
violation utilise un proessus de justiation que nous détaillons en seond
lieu.
5.3.1 Proessus de détetion de violation
La gure 5.5 dérit le proessus de détetion de violation par un dia-
gramme de séquene AUML [HOH
+
03℄. Celui-i se déroule omme suit :
1. Des propagateurs transmettent une observation à un évaluateur.
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2. L'évaluateur intègre l'observation dans ses historiques loaux d'engage-
ments soiaux (CCS), puis instanie les normes dont il a onnaissane
et enn tente d'établir l'état de es politiques soiales.
3. Toutes les politiques soiales qui aboutissent à un état terminal (fulfilled
ou cancelled) sont onservées, mais leur traitement s'arrête là. Toutes
les politiques soiales dont le ontenu est violé (i.e. pour lesquelles le
prédiat content_violated est vrai, f. setion 5.2.2) sont passées en
état justifying et un proessus de justiation est enlenhé pour
haun de leurs ontenus.
4. Lors de la terminaison de es proessus de justiation, si des preuves
ont été reçues (prédiat proof_received vérié), ela signie que les
historiques d'engagements soiaux de et évaluateur n'étaient pas à
jour. Les preuves reçues jouent alors le même rle que les observations
reçues à l'étape 1 et l'évaluateur reommene le proessus en étape 2, en
ommençant par mettre à jour ses historiques d'engagements soiaux
ave les nouvelles observations qu'il a reçues en guise de preuve.
5. Dans le as où auune preuve n'est fournie (prédiat proof_received
non vérié), les politiques soiales sont simplement emmagasinées dans
les historiques de politiques soiales. L'évaluateur peut alors trans-
mettre à diérents propagateurs ertaines des évaluations qu'il vient
de mener.
Les agents ne sont pas tenus de prendre en ompte systématiquement
les messages qui leur sont transmis. Par exemple, lorsqu'un évaluateur reçoit
une observation (étape 1), il peut déider de ne pas la retenir s'il ne fait pas
onane à l'émetteur.
5.3.2 Proessus de justiation
Un évaluateur ev qui détete que le ontenu d'une politique soiale en
état active n'a pas été respeté (i.e. le prédiat content_violated est
vrai) fait passer elle-i en état justifying et délenhe un proessus de
justiation an de vérier si ette détetion n'est pas liée à l'obsolesene
de ses représentations loales d'engagements soiaux.
Ce proessus de justiation est dérit par le diagramme de séquene
AUML [HOH
+
03℄ de la gure 5.6. Il se déroule omme suit :
1. L'évaluateur ev envoie le ontenu qui rée une violation au débiteur de
la politique soiale, en guise de demande de justiation. Le message
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envoyé est de type justify et orrespond à une requête de référene
(Query-Ref en FIPA-ACL [FIP02℄) pour un message m qui prouverait
que le ontenu  de la politique soiale sp n'a pas été violé.
2. L'agent ev attend durant un ertain temps δ1 des réponses. De façon
à garantir une ertaine équité, l'évaluateur peut, à l'étape préédente,
fournir le δ1 au débiteur, 'est-à-dire le prévenir du délai qu'il lui donne
pour répondre.
3. Si, au bout du temps δ1, le débiteur n'a pas répondu de manière satis-
faisante, i.e. proof_received non validé (f. cond1), alors l'agent ev
peut élargir le hamp de ses investigations : il peut envoyer la demande
de justiation à d'autres agents, les PotentialObserver, par exemple
eux dont il pense qu'ils ont pu observer le omportement du débiteur
de la politique soiale (omme les réditeurs des engagements référenés
dans la politique soiale). Il proède alors à des étapes similaires aux
étapes 1 et 2 ave un délai δ2. S'il n'a toujours pas de réponse, alors il
peut enore élargir son hamp d'investigation à toutes ses aointanes,
ave un délai δ3.
4. Si, à la n de toutes ses investigations, l'évaluateur n'a pas de réponse
satisfaisante, alors il onsidère que la politique soiale a bien été violée
et la passe en état violated. Dans le as ontraire, il met à jour ses
représentations loales ave les preuves reçues et annule la politique
soiale.
Les agents qui reçoivent une telle demande de justiation peuvent agir
omme suit :
 Ils peuvent tout simplement ignorer la demande de justiation.
 S'ils détetent eux aussi une violation, ils peuvent délenher à leur tour
un proessus de demande de justiation. Ils jouent alors le même rle
d'évaluateur que l'agent ev, mais dans le adre d'un autre proessus de
justiation se déroulant en parallèle.
 S'ils ne détetent pas de violation, 'est qu'ils ont des  preuves 
(prédiat has_proof vérié) que l'agent mis en ause n'a pas violé la
politique soiale, par exemple, pare qu'il a annulé ertains des enga-
gements soiaux référés dans le ontenu de la politique soiale. Dans e
as de gure, ils peuvent fournir es  preuves  à l'agent ev. Le mes-
sage envoyé est de type proof (dérit par un performatif Inform-Ref
en FIPA-ACL), donnant en référene un message p prouvant que le
ontenu c de la politique soiale sp n'a pas été violé.
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Dans le adre de ette thèse, le type de réponse qu'attend l'agent ev,
les  preuves , sont des messages digitalement signés. Ces messages doivent
prouver que les représentations loales de l'agent ev étaient obsolètes et que
la violation qu'il a détetée n'a pas lieu d'être. La signature digitale des mes-
sages garantit la propriété de non-répudiation (à l'émission) [NAI99a℄ : un
agent qui a signé digitalement un message ne peut pas prétendre ultérieure-
ment ne pas l'avoir envoyé. Cette propriété de non-répudiation assure qu'un
message signé digitalement onstitue bien une  preuve .
Dans le adre du proessus dérit i-dessus, une preuve n'est valable que
si elle lève a posteriori le soupçon de violation. C'est la raison pour laquelle
nous avons ajouté une dimension temporelle aux modèles d'engagement soial
et de politique soiale.
Il est intéressant de noter que, les agents étant autonomes, ils ne sont
pas tenus de répondre aux requêtes qu'ils reçoivent ni de prendre en ompte
systématiquement les réponses reçues. Le proessus est déni ii dans son
déroulement idéal. Dans e as, ils s'exposent à des santions de la part
de l'agent qui a envoyé la requête, si elui-i était amené à déouvrir qu'ils
pouvaient répondre.
5.4 Conlusion
Dans e hapitre, nous avons tout d'abord présenté un modèle d'enga-
gements soiaux permettant de représenter les interations entre agents. Ce
modèle est adapté aux systèmes déentralisés ar il permet à haque agent de
se représenter loalement les engagements qu'il perçoit et pare qu'il prend
en ompte le fait que deux agents peuvent avoir des pereptions diérentes
du monde qui les entoure.
Nous avons ensuite proposé des modèles de norme soiale et de politique
soiale permettant de dénir les omportements aeptables. Ces modèles
sont, eux aussi, adaptés aux systèmes déentralisés et permettent non seule-
ment de représenter les omportements aeptables, mais aussi d'en déteter
la violation.
Enn, à l'aide de es modèles nous avons pu proposer un protoole que
haque agent peut déployer pour déteter des violations des normes qu'il
onnaît. Ce protoole prend en ompte la possibilité que l'agent qui roit
déteter une violation ait des représentations loales obsolètes. Ainsi, la dé-
tetion de violation fait appel à un protoole de justiation qui aboutit soit
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à l'atualisation des représentations loales des historiques d'engagements so-
iaux de l'évaluateur, soit à la onrmation de l'ourrene d'une violation et
à la mise à jour des historiques de politiques soiales. Ces protooles de jus-
tiation et de détetion de violation sont, eux aussi, adaptés aux systèmes
déentralisés. En eet, les diérents rles (observateur, évaluateur, punisseur
et propagateur) peuvent être joués par des agents quelonques.
Chapitre 6
Modèle de réputation pour
l'interation
Dans e hapitre, nous nous intéressons à la phase de santion du ontrle
soial des interations (f. gure 4.1, page 76, parties supérieure et droite, en
italique et en bleu).
Nous avons vu qu'il existait trois types de santion : les santions ma-
térielles, les santions soiales et les santions psyhologiques. Les santions
soiales telles que la onane et la réputation sont les plus adaptées aux
SMAOD puisque les agents qui les appliquent gardent un ontrle total des-
sus et que l'agent qui les subissent peuvent diilement y éhapper. C'est
pourquoi nous proposons ii un modèle de réputation pour mener à bien la
deuxième phase du ontrle soial.
Le modèle de réputation est dérit selon la même grille d'analyse que
elle utilisée pour le hapitre 4 : nous ommençons par aratériser les types
de réputation utilisés dans le modèle ainsi que leur propriétés. Ensuite, nous
dénissons les proessus aratérisant un modèle de réputation.
6.1 Dénitions
Les diérents types de réputation utilisés dans le modèle L.I.A.R. peuvent
être aratérisés en fontion de la soure de l'information et du type de l'infor-
mation qui irule entre les agents. Dans ette setion, nous proposons tout
d'abord un ensemble de rles qui permet de distinguer des soures potentielles
d'information, puis nous aratérisons les diérents types d'information que
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les agents jouant es rles peuvent éhanger.
6.1.1 Rles
Dans le domaine des systèmes multi-agents, la notion de rle a été dé-
nie de diérentes manières [FG99, HSB02, BOvV05℄. Il nous paraît don
néessaire de préiser, avant toute hose, que e terme est employé ii dans
un sens très général, par analogie ave le travail de [CP02℄. Il s'agit plutt de
labels que des agents aetent à d'autres agents. Ce ne sont pas les agents
qui déident expliitement par eux-mêmes de s'enrler.
Dénition des rles
Nous avons identié sept rles que les agents peuvent jouer (les proessus
ités font référene à la gure 4.1, page 76) :
 Une ible est un agent qui est évalué du fait qu'il interagit diretement
ave le partiipant. Ce rle est don lié aux interations.
 Un partiipant est un agent qui interagit diretement ave la ible. Ce
rle est don lié aux interations.
 Un observateur est un agent qui modélise des messages par des enga-
gements soiaux. Ce rle est attahé au proessus d'observation.
 Un évaluateur est un agent qui évalue des observations, 'est-à-dire
qui onfronte un ensemble d'engagements soiaux et un ensemble de
normes et en déduit l'état d'une politique soiale. Ce rle est assoié
au proessus d'évaluation. Un tel évaluateur, apable de déteter la
violation de normes a été spéié dans la setion 5.3, page 98.
 Un punisseur est un agent apable de punir un autre agent par une
hausse ou une baisse de réputation en fontion du omportement qu'il a
eu, 'est-à-dire d'établir un niveau de réputation à partir d'un ensemble
de politiques soiales. Ce rle est lié au proessus de punition.
 Un bénéiaire est un agent en mesure de raisonner et de prendre des
déisions de faire onane. Pour e faire, il s'appuie sur les niveaux
des réputations pour en déduire des intentions de onane qu'il utilise
alors pour modier ses états mentaux. Ce rle orrespond aux proessus
de raisonnement et de déision.
 Un propagateur est un agent qui transmet des reommandations. Ce
rle est assoié au proessus de propagation.
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6.1.2 Types d'information
Dans les systèmes multi-agents ouverts et déentralisés, les agents sont
suseptibles de perevoir diérents éléments : interations diretes, intera-
tions indiretes, et reommandations.
Dénition 6.1.1 Une interation est direte pour un agent a si elui-i
est le partiipant ou la ible.
Dénition 6.1.2 Une interation est indirete pour un agent a, si elui-i
n'est ni le partiipant, ni la ible.
Une interation, au sens général, désigne soit une interation direte, soit
une interation indirete.
Dénition 6.1.3 Une reommandation est une interation dont l'émet-
teur est un propagateur et dont le ontenu porte sur une observation (f.
dénition 6.1.4), sur une évaluation (f. dénition 6.1.5) ou sur un niveau
de réputation. Une reommandation n'est pas néessairement sinère.
Dénition 6.1.4 Une observation est le résultat du proessus d'observa-
tion : un engagement soial dans notre as.
Dénition 6.1.5 Une évaluation est le résultat du proessus d'évaluation
des engagements soiaux : une politique soiale dans notre as.
Exemple 6.1.1 Un message, tel que perçu par son émetteur ou son ré-
epteur, onstitue un exemple d'interation direte. Ce même message, s'il
est perçu par éoute ottante par un observateur, onstitue une interation
indirete. Si le ontenu du message porte sur un engagement soial, sur
une politique soiale ou sur un niveau de réputation, alors il s'agit d'une
reommandation.
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6.1.3 Types de réputation
Dans ette setion, nous dénissons diérents types de réputation à partir
du type d'information que reçoit un bénéiaire donné. Dans les gures de
ette setion, les rles sont donnés selon le point de vue du bénéiaire.
Information reçue par le bénéiaire et types de réputation
En s'appuyant sur les types d'information déterminés préédemment, les
agents peuvent diérenier les types de réputation suivants :
 Réputation fondée sur les Interations Diretes (DIbRp) dont le
niveau est estimé à partir d'interations diretes.
 Réputation fondée sur les Interations Indiretes (IIbRp) dont
le niveau est estimé à partir d'interations indiretes.
 Réputation fondée sur les Reommandations (RcbRp) dont le
niveau est estimé en agrégeant des reommandations transmises par des
propagateurs. En fontion de e que ontiennent les reommandations,
on peut distinguer trois sous-types de RcbRp :
 Réputation fondée sur les Reommandations d'Observations
(ObsRcbRp) dont le niveau est estimé en agrégeant des observations
transmises par des propagateurs.
 Réputation fondée sur les Reommandations d'Évaluations
(EvRcbRp) dont le niveau est estimé en agrégeant des évaluations
transmises par des propagateurs.
 Réputation fondée sur les Reommandations de Réputation
(RpRcbRp) dont le niveau est estimé en agrégeant des niveaux de
réputation transmises par des propagateurs.
Nous détaillons dans les setions suivantes es trois types de réputation.
Réputation fondée sur les Interations Diretes
La gure 6.1 présente le as où un même agent (Alie) joue le rle de par-
tiipant, d'observateur, d'évaluateur, de punisseur et de bénéiaire. Il n'y a
pas de propagateur et la ible est un agent diérent, Bertrand. Le type d'in-
formation qu'utilise Alie pour onstruire sa réputation est une interation
direte. La réputation ainsi déterminée est don appelée Réputation fondée
sur les Interations Diretes.
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Légende des gures
Alie Nom d'agent partiipant Rle
Interation Relation Reommandation
direte d'aointane portant sur x
ible partiipant observateur
évaluateur punisseur bénéiaire
propagateur Éoute ottante
x
partiipant observateur
évaluateur punisseur
bénéiaire
Alie Bertrand
ible
Fig. 6.1  Réputation fondée sur les Interations Diretes.
Réputation fondée sur les Interations Indiretes
La gure 6.2 illustre le as de la Réputation fondée sur les Interations
Indiretes, où deux agents diérents jouent les rles d'observateur (Charles)
et de partiipant (Alie).
Réputation fondée sur les Reommandations
La gure 6.3 illustre le as de la Réputation fondée sur les Reomman-
dations d'Observations. Des agents (ii Alie, Bertrand et Charles) sont à la
fois observateur et propagateur. Ces agents ont observé des interations (di-
retes ou indiretes) et transmettent leurs observations à travers des haînes
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observateur évaluateur
punisseur bénéiaire
Charles
Alie
partiipant
Bertrand
ible
Fig. 6.2  Réputation fondée sur les Interations Indiretes.
de propagation plus ou moins longues, à un autre agent (Daniel), qui joue
les rles d'évaluateur, de punisseur et de bénéiaire. La prinipale dié-
rene ave les types de réputation préédents réside dans le fait que des
agents diérents jouent les rles d'observateur (Alie, Bertrand et Charles)
et d'évaluateur (Daniel). Le type de l'information passée, par les propaga-
teurs, depuis l'observateur jusqu'au bénéiaire est une observation. Ainsi,
le bénéiaire reçoit une reommandation portant sur une observation. Nous
appelons la réputation onstruite dans e as une Réputation fondée sur les
Reommandations d'Observations. Le bénéiaire est ii néessairement un
évaluateur et un punisseur, puisqu'il doit intégrer l'information qu'il reçoit
à son propre modèle de réputation an d'être en mesure de raisonner et de
prendre des déisions de faire onane.
L'observateur peut avoir obtenu son observation de deux manières : par
interation direte ou indirete. Les rles de ible et partiipant ne sont pas
représentés dans la gure 6.3 de façon à laisser ouvertes les deux possibilités.
D'autre part, dans le as partiulier de l'interation direte (où l'observa-
teur est aussi le partiipant), l'information que et observateur transmet est
l'observation d'une interation direte. La réputation est alors elle dénie
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béné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Daniel
Alie
observateur
propagateur
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propagateur
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propagateur
propagateur
observation
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observation
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Fig. 6.3  Réputation fondée sur les Reommandations d'Observations.
omme la  réputation observée  par [MHM02℄ (voir gure 3.5, page 45).
La gure 6.4 illustre le as de la Réputation fondée sur les Reomman-
dations d'Évaluations. Ce as est similaire au préédent : les agents Alie,
Bertrand et Charles transmettent des reommandations à Daniel. Cette fois-
i, les reommandations portent sur des évaluations : les agents jouant les
rles d'évaluateur (Alie, Bertrand et Charles) et de punisseur (Daniel) sont
diérents. Les propagateurs ont pu obtenir leur évaluation à partir de dié-
rents éléments : interation direte ou indirete ou enore reommandation
d'observation qu'ils ont évaluée eux-mêmes, ou reommandation d'évaluation
qu'ils transmettent simplement. L'information est passée entre les mains d'un
ertain nombre d'agents avant de parvenir au bénéiaire et a été diversement
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Fig. 6.4  Réputation fondée sur les Reommandations d'Évaluations.
interprétée. La réputation que le bénéiaire peut onstruire est alors appelée
Réputation fondée sur les Reommandations d'Évaluations. Le bénéiaire
est ii néessairement un punisseur, puisqu'il doit intégrer l'information qu'il
reçoit à son propre modèle de réputation an d'être en mesure de raisonner
et prendre des déisions de faire onane.
Dans la gure 6.4, les rles sont présentés selon le point de vue du bé-
néiaire. Les rles de ible, de partiipant et d'observateur ne sont pas re-
présentés, d'une part pour laisser ouvertes les diérentes possibilités pour
les évaluateurs d'avoir obtenu leurs évaluations et, d'autre part, ar il n'est
pas néessairement possible pour le bénéiaire de déterminer quels sont les
agents qui ont eetivement joué es rles.
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Fig. 6.5  Réputation fondée sur les Reommandations de Réputation.
La gure 6.5 présente un as similaire aux préédents, mais où le béné-
iaire n'est pas le seul punisseur. L'information est passée entre les mains d'un
ertain nombre d'agents avant de parvenir au bénéiaire et a été interprétée
de diérentes manières. En eet, les propagateurs peuvent avoir obtenu le
niveau de réputation qu'ils transmettent de diverses manières : interation
diretes ou indiretes qu'il ont évaluées et punies eux-mêmes, reommanda-
tions d'observation ou d'évaluation à partir desquelles ils ont établi un niveau
de réputation, reommandation de réputation qu'il transmettent simplement,
et. La réputation que le bénéiaire peut onstruire est alors appelée Répu-
tation fondée sur les Reommandations de Réputation. Le bénéiaire est ii
néessairement un punisseur, puisqu'il doit intégrer l'information qu'il reçoit
114CHAPITRE 6. MODÈLE DE RÉPUTATION POUR L'INTERACTION
à son propre modèle de réputation.
6.2 Propriétés
Dans ette setion, nous étudions les propriétés des réputations : subje-
tivité, multi-faette, multi-dimension, dynamisme, graduation et transitivité.
6.2.1 Formulation
Les réputations que le modèle L.I.A.R. manipule, quelque soit leur type,
sont des royanes soiales, dans le sens où elles aratérisent une relation
entre deux agents : le bénéiaire et la ible. Ces diérentes réputations
sont subjetives puisque deux bénéiaires peuvent avoir des estimations
diérentes de la réputation d'une même ible. Elles sont multi-faettes
puisqu'une ible peut être appréiée diéremment selon haque faette qu'elle
présente. Elles sont multi-dimensionnelles puisque haune de es faettes
peut être jugée selon plusieurs dimensions. Elles sont aussi dynamiques
puisque leur évolution dépend du omportement qu'a la ible au l du temps.
Enn, en onséquene de la propriété de subjetivité, nous onsidérons que
ni les niveaux de réputation, ni les déisions ne sont transitives. En eet,
du fait que les agents n'ont pas diretement aès aux niveaux de réputations
que les autres maintiennent, nous onsidérons que les réputations ne sont pas
transitives. De plus, du fait que les niveaux des réputations loales à un agent
peuvent l'amener a déider de ne pas agir en onane ave une ible alors
qu'il existe une haîne de onane le liant à ette ible (et vie-versa), nous
onsidérons que les déisions ne sont pas transitives non plus.
Du fait de es propriétés, les réputations peuvent être diéreniées en
fontion de : l'agent qui l'estime, l'agent qu'elle ible, la faette de l'agent
qu'elle aratérise, la dimension selon laquelle ette faette est estimée et
l'instant auquel elle est alulée. Nous modélisons don les diérents types
de réputation dénis préédemment omme suit :
Dénition 6.2.1 La Réputation fondée sur les Interations Diretes
est dénie, à un instant t, pour un bénéiaire x envers une ible y
pour une faette f et selon la dimension d. Elle est notée formellement :
DIbRpyx(f, d, t).
6.2. PROPRIÉTÉS 115
Dénition 6.2.2 La Réputation fondée sur les Interations Indi-
retes est dénie, à un instant t, pour un bénéiaire x envers une ible y
pour une faette f et selon la dimension d. Elle est notée formellement :
IIbRpyx(f, d, t).
Dénition 6.2.3 La Réputation fondée sur les Reommandations
d'Observations est dénie, à un instant t, pour un bénéiaire x envers
une ible y pour une faette f et selon la dimension d. Elle est notée for-
mellement : ObsRcbRpyx(f, d, t).
Dénition 6.2.4 La Réputation fondée sur les Reommandations
d'Évaluations est dénie, à un instant t, pour un bénéiaire x envers
une ible y pour une faette f et selon la dimension d. Elle est notée for-
mellement : EvRcbRpyx(f, d, t).
Dénition 6.2.5 La Réputation fondée sur les Reommandations
de Réputation est dénie, à un instant t, pour un bénéiaire x envers
une ible y pour une faette f et selon la dimension d. Elle est notée for-
mellement : RpRcbRpyx(f, d, t).
6.2.2 Graduation et représentation omputationnelle
Pour permettre aux agents logiiels de manipuler des réputations, il est
tout d'abord néessaire de xer une représentation omputationnelle de es
royanes. Cette setion propose une telle représentation.
Nous onsidérons dans ette thèse que les réputations sont un moyen, pour
un agent, d'ordonner partiellement ses aointanes. En eet, dans ertains
as, il est possible de omparer deux agents à l'aide de leurs niveaux de
réputation, l'un étant, par exemple, supérieur à l'autre. Dans d'autres as,
ette omparaison n'est pas possible, par exemple si auune information n'est
aessible sur l'un des deux agents.
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De nombreuses représentations omputationnelles sont disponibles an
représenter un tel ordre partiel (graphes, ensembles réels, et.). Nous avons
hoisi de représenter un niveau de réputation par une valeur dans [−1,+1]∪
unknown. La sémantique assoiée à es valeurs est la suivante :
 Un agent a une réputation de −1 si les observations montrent qu'il s'est
toujours mal omporté.
 Un agent a une réputation de +1 si les observations montrent qu'il s'est
toujours bien omporté.
 Un agent dont la réputation est 0 est un agent susamment onnu (le
bénéiaire a aumulé susamment d'information) pour qu'un avis
ait été formé à son propos, mais et avis n'est ni positif, ni négatif : il
est neutre.
 La réputation peut prendre la valeur partiulière unknown, qui indique
qu'il n'y a pas assez d'information à propos de la ible pour onstruire
une réputation. Cette valeur permet d'exprimer l'ignorane et de la
distinguer du as préédent de neutralité, pour lequel de l'information
est présente.
L'ensemble i-dessus a, par ailleurs, l'avantage d'être inni, don de ne
pas limiter a priori le nombre d'aointanes auxquelles un agent pourra
assoier un niveau de réputation. D'autre part, et ensemble est ontinu : il
est toujours possible de plaer un niveau de réputation entre deux autres.
6.3 Proessus
Grâe à la représentation omputationnelle proposée préédemment, des
agents logiiels sont en mesure de manipuler des valeurs représentant les
niveaux des réputations qu'ils assoient aux autres agents. Dans ette setion,
nous dénissons des proessus qui permettent aux agents de manipuler es
valeurs. Nous dénissons six proessus : initialisation, évaluation, punition,
raisonnement, déision et propagation.
6.3.1 Initialisation
Le proessus d'initialisation onsiste à dénir le niveau de la réputation
d'un agent en l'absene de susamment d'information sur elui-i. L'agent
qui lane e proessus joue le rle d'évaluateur. Grâe à la représentation
omputationnelle que nous avons hoisie, et en partiulier à l'introdution
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de la valeur spéiale unknown, le proessus d'initialisation de notre modèle
est simple. En eet, dans le modèle L.I.A.R., un agent attribue un niveau
de réputation unknown à tout agent pour lequel il n'a pas d'information sur
laquelle onstruire une réputation.
6.3.2 Évaluation
Le proessus d'évaluation onsiste à aratériser plus ou moins positive-
ment ou négativement un omportement observé à l'aide d'un ensemble de
normes. C'est un agent jouant le rle d'évaluateur qui lane e proessus. Le
proessus d'évaluation employé dans le adre de ette thèse est le proessus
de détetion de la violation de normes déni dans la setion 5.3, page 98.
Ce proessus se déroule en deux temps : une phase d'instaniation des
normes en politiques soiales, puis une phase de détermination de l'état de
es politiques soiales. Lorsqu'un agent dispose d'une nouvelle observation
d'une interation, il l'ajoute à ses historiques d'engagements soiaux. Il ins-
tanie alors les normes qu'il onnaît. Cette étape génère un ensemble de
politiques soiales. L'agent herhe ensuite à établir l'état de es politiques
soiales. En partiulier, il délenhe des proessus de justiation pour toutes
les politiques en état justifying. À l'aboutissement de es proessus de jus-
tiation, l'agent dispose d'un ensemble de politiques soiales en état termi-
nal, qui viennent enrihir ses historiques de politiques soiales. L'agent est
alors en mesure d'établir des niveaux de réputation à partir de es ensembles.
6.3.3 Punition
Dans ette setion, nous proposons des algorithmes pour le proessus de
punition pour haun des types de réputation que nous avons dénis. Un
proessus de punition est apable de traduire un ensemble d'évaluations (po-
litiques soiales en état terminal) ou de reommandations en une hausse ou
baisse de réputation. Ce sont les punisseurs qui sont en harge de mener à bien
es proessus. Les algorithmes que nous proposons s'appuient sur le ontenu
des historiques de politiques soiales et les ensembles de reommandations à
un instant donné.
Nous ommençons par dénir ertains sous-ensembles des historiques de
politiques soiales, an de diérenier les interations en fontion de leur
aratère diret ou indiret, ainsi qu'en fontion des faettes et des dimen-
sions qu'elles onernent. Nous proposons ensuite un moyen de quantier
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es ensembles. Enn, nous présentons des fontions alulant des niveaux de
Réputation fondée sur les Interations Diretes et de Réputation fondée sur
les Interations Indiretes à partir des quantités et des états des politiques
soiales se trouvant dans es sous-ensembles des historiques et des fontions
alulant les niveaux des Réputation fondée sur les Reommandations à par-
tir des ensembles de reommandations.
Interations diretes et indiretes
An de aluler la valeur de réputation d'un agent tg (ible) à un ins-
tant t, un agent pu (punisseur) onsidère les politiques soiales dont il a
onnaissane et qui onernent l'agent tg, 'est-à-dire les politiques soiales
dont l'agent tg est le débiteur. Pour diérenier les politiques soiales qui
font référene à des interations diretes ou indiretes, il est néessaire de
onsidérer le ontenu des politiques soiales. Si elui-i fait référene à un en-
gagement soial dont l'agent pu est réditeur, alors il s'agit d'une interation
direte, sinon d'une interation indirete. An de diérenier les politiques so-
iales en fontion du aratère diret ou non de l'interation qu'elles évaluent,
nous dénissons des ensembles de politiques soiales suivants (où A ⊆ Ωpu(t)
est un ensemble d'agents) :
puNCS
A
tg(t)
def
= {sp ∈ puNCS(t)/sp.db = tg∧
pu.has_creditor(sp.cont, x)/x ∈ A}
Où pu.has_creditor(sp.cont, x) est vrai si x est réditeur dans le ontenu
sp.cont. En d'autres termes, le prédiat est vrai si x est une vitime poten-
tielle de la violation d'un engagement de l'agent tg. Les ensembles de e type
où A = {pu} référenent seulement des interations diretes et les ensembles
tels que pu 6∈ A référenent uniquement des interations indiretes.
Dans les dénitions de es historiques de politiques soiales, nous expri-
mons la faette par un paramètre α et la dimension par un autre paramètre δ,
an de regrouper les politiques soiales liées à une même faette et une même
dimension dans les ensembles puNCS
A
tg(α, δ, t) ⊆ puNCS
A
tg(t) tels que :
puNCS
A
tg(α, δ, t)
def
= {sp ∈ puNCS
A
tg(t)/
δ ∈ pu.dimensions(sp) ∧ α ∈ pu.facets(sp.cont)}
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À partir d'un tel ensemble de politiques soiales puNCS
A
tg(α, δ, t), nous
dénissons les trois sous-ensembles suivants :
 Fullled NCS
puFNCS
A
tg(α, δ, t)
def
= {sp ∈ puNCS
A
tg(α, δ, t)/ sp.st = fulfilled} ;
 Violated NCS
puVNCS
A
tg(α, δ, t)
def
= {sp ∈ puNCS
A
tg(α, δ, t)/ sp.st = violated} ;
 Canelled NCS
puCNCS
A
tg(α, δ, t)
def
= {sp ∈ puNCS
A
tg(α, δ, t)/ sp.st = cancelled} ;
Pour simplier la notation, nous référençons es ensembles ave
puXNCSAtg(α, δ, t) où X ∈ {F, V, C}.
Importane des historiques de politiques soiales
An d'assoier un poids aux diérentes politiques soiales, nous utilisons
les pénalités qui leur sont attahées. Pour assoier un poids aux diérents
ensembles de politiques soiales identiés préédemment, nous additionnons
simplement les pénalités de toutes les politiques soiales qu'ils ontiennent.
Ainsi, si puE(t) est un ensemble de politiques soiales onnues de l'agent pu
à l'instant t, alors la fontion Imp alule la somme des pénalités assoiées
aux politiques soiales ontenues dans l'ensemble puE(t) :
Imp(puE(t))
def
=
∑
sp∈puE(t)
pu.punishes(sp, t)
Les pénalités étant dénies en setion 5.2.2, page 91, par une importane
dans [0,+1], nous avons, pour tout ensemble E : Imp(E) ∈ [0, |E|].
Réputation fondée sur les Interations Diretes
La Réputation fondée sur les Interations Diretes (abrégée DIbRp) at-
tahée à un agent tg (ible) par un agent pu (punisseur) pour la faette α
selon une dimension δ à l'instant t, est alulée à partir des interations di-
retes entre l'agent qui punit, pu, et l'agent évalué, tg. La DIbRp agrège les
diérentes politiques soiales évaluant des interations diretes omme suit :
DIbRptgpu(α, δ, t)
def
=
∑
X∈{F,V,C}
τX × Imp(puXNCS
{pu}
tg (α, δ, t))
∑
X∈{F,V,C}
|τX | × Imp(puXNCS
{pu}
tg (α, δ, t))
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La fontion fait apparaître deux niveaux de pondération : d'une part,
haque politique soiale est pondérée d'une importane (à travers la fontion
Imp), et d'autre part, les diérents états ont des importanes relatives : τF ,
τV et τC , qui sont les poids assoiés aux politiques soiales remplies, violées
et annulées, respetivement. Ces pondérations sont des valeurs réelles que
haque agent est libre de xer, ave pour seule ontrainte que τF > 0, τV < 0.
Réputation fondée sur les Interations Indiretes
La Réputation fondée sur les Interations Indiretes (abrégée IIbRp) atta-
hée à un agent tg par un agent pu pour la faette α selon une dimension δ à
l'instant t, est alulée de la même manière que la DIbRp, mais ave d'autres
historiques de politiques soiales :
IIbRptgpu(α, δ, t)
def
=
∑
X∈{F,V,C}
τ ′X × Imp(puXNCS
Ωpu(t)\{pu}
tg (α, δ, t))
∑
X∈{F,V,C}
|τ ′X | × Imp(puXNCS
Ωpu(t)\{pu}
tg (α, δ, t))
La fontion i-dessus est semblable à la préédente. Cependant, ontraire-
ment au as de la DIbRp, les politiques soiales onsidérées ii ne sont pas
elles où tg est le réditeur, mais les politiques soiales onernant des inter-
ations indiretes, 'est-à-dire où les réditeurs sont tous les autres agents :
Ωpu(t) \ {pu}. Les paramètres τ ′F et τ
′
V sont soumis aux mêmes ontraintes
que les paramètres τF et τV .
Réputation fondée sur les Reommandations
Les diérents types de Réputation fondée sur les Reommandations nées-
sitent que ertains agents (propagateurs) aient ommuniqué des reomman-
dations sur la ible. La manière dont un propagateur a obtenu l'information
qu'il transmet n'importe pas ii. Il est, par ailleurs, tout à fait possible que
sa reommandation soit un mensonge. Dans tous les as, les reommanda-
tions sont des ommuniations ; elles se trouvent don modélisées dans les
historiques d'engagements soiaux des agents.
Le punisseur utilise son proessus de raisonnement an de ltrer les mau-
vaises reommandations et de déterminer l'ensemble des  reommandations
de onane  et elui des  propagateurs de onane . Le proessus de
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raisonnement utilisé dans le but de déterminer es deux ensembles est exa-
tement le même que pour n'importe quel autre raisonnement sur les répu-
tations. Ce proessus, reasons, prend en entrée une ible, une faette, une
dimension, un ensemble de seuils de raisonnement et un instant. La faette
utilisée pour le ltrage des reommandations est la faette de reomman-
dation : "reommend", la dimension sur laquelle sont jugés les propagateurs
est l'intégrité : integrity et l'ensemble de seuils lié au raisonnement sur les
reommandations est noté RcLev. La dénition préise du proessus de rai-
sonnement, de ses entrées et de ses sorties est donnée dans la setion 6.3.4. Le
proessus reasons renvoie une intention de onane, omposée d'un ouple
de valeur : d'une part, si l'intention est de faire onane ou non (trust_int,
qui prend sa valeur dans {trust, distrust} et, d'autre part, la fore de l'in-
tention de onane (trust_val, valeur réelle). Ii, la sortie trust_int est
utilisée pour hoisir les reommandations et les propagateurs de onane.
En utilisant e proessus, l'agent pu (punisseur) obtient, à un instant t
un ensemble de reommandations de onane, noté puTRc(t) :
puTRc(t)
def
= {sc ∈ puCCS(t)/sc.cr = pu∧
"reommend" ∈ pu.facets(sc.cont)
∧pu.reasons(sc.db, "reommend", integrity, RcLev, t).trust_int = trust}
L'ensemble de reommandations de onane est onstitué de l'ensemble
des engagements soiaux reçus, avant ou à l'instant t, par l'agent pu, dont
le ontenu porte (entre autres) sur la faette de reommandation et pour
lesquels pu à l'intention de faire onane au débiteur (un propagateur) pour
son intégrité dans ses reommandations.
Réputation fondée sur les Reommandations d'Observations. La
Réputation fondée sur les Reommandations d'Observations (abrégée ObsRcbRp)
se alule à partir des reommandations portant sur des observations. L'en-
semble de es reommandations noté TObsRc est déni omme suit :
puTObsRc(tg, α, t)
def
= {rc ∈ puTRc(t)/
sc = rc.cont ∧ sc ∈ •CCS(t) ∧ sc.db = tg ∧ sc.te ≤ t∧
α ∈ pu.facets(sc.cont)}
Où •CCS(t) =
⋃
ag∈Ωpu(t)
agCCS(t).
122CHAPITRE 6. MODÈLE DE RÉPUTATION POUR L'INTERACTION
Les reommandations d'observation onernant une ible tg pour une
faette α sont des reommandations de onane dont le ontenu est un
engagement soial pris par tg et dont le ontenu porte, au moins, sur la
faette α.
À partir des engagements soiaux ontenus dans et ensemble de reom-
mandations d'observation, l'agent pu peut délenher un proessus de dé-
tetion de violation des normes. Pour e faire, il ommene par instanier
les normes dont il a onnaissane ave l'ensemble des engagements soiaux
qu'il onnaît : eux aquis par interation direte ou indirete et eux re-
çus par reommandation. Il obtient ainsi un ensemble de politiques soiales.
L'agent peut alors établir l'état nal de es politiques soiales, en utilisant
des proessus de justiation pour les politiques qui seraient enore en état
justifying.
Le alul du niveau de Réputation fondée sur les Reommandations d'Ob-
servations se déroule ensuite de manière similaire au alul du niveau des
Réputation fondée sur les Interations Diretes et Réputation fondée sur les
Interations Indiretes : l'ensemble de politiques soiales ainsi obtenu est
noté SP(t) et peut alors être séparé en trois sous-ensembles en fontion de
l'état des politiques soiales :
 Reommandation d'Observation FNCS, noté ObsRcFNCS, qui
ontient les politiques soiales en état fulfilled et qui impliquent des
observations reçues par reommandation, portant sur une faette et
une dimension donnée :
puObsRcFNCS(tg, α, δ, t)
def
= {sp ∈ SP(t)/sp.st = fulfilled∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)∧
refers(sp.cont, puTObsRc(tg, α, t))}
où refers est vrai (resp. faux) si le ontenu de la politique soiale
référene fait (resp. ne fait pas) référene à un engagement soial reçu
par reommandation.
 Reommandation d'Observation VNCS, noté ObsRcVNCS, qui
ontient les politiques soiales en état violated :
puObsRcVNCS(tg, α, δ, t)
def
= {sp ∈ SP(t)/sp.st = violated∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)∧
refers(sp.cont, puTObsRc(tg, α, t))}
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 Reommandation d'Observation CNCS, noté ObsRcCNCS, qui
ontient les politiques soiales en état cancelled :
puObsRcCNCS(tg, α, δ, t)
def
= {sp ∈ SP(t)/sp.st = cancelled∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)∧
refers(sp.cont, puTObsRc(tg, α, t))}
Le niveau de la Réputation fondée sur les Reommandations d'Observations
de l'agent pu en l'agent tg pour la faette α et la dimension δ à l'instant t
peut alors être alulé omme suit :
ObsRcbRptgpu(α, δ, t)
def
=
∑
X∈{F,V,C}
τ ′′X × Imp(puObsRcXNCS(tg, α, δ, t))
∑
X∈{F,V,C}
|τ ′′X | × Imp(puObsRcXNCS(tg, α, δ, t))
où puObsRcXNCS(tg, α, δ, t) ave X ∈ {F, V, C} abrège respetivement
puObsRcFNCS(tg, α, δ, t), puObsRcVNCS(tg, α, δ, t) et
puObsRcCNCS(tg, α, δ, t). Les paramètres τ
′′
F et τ
′′
V sont soumis aux mêmes
ontraintes que les paramètres τF et τV , 'est-à-dire τ
′′
F > 0 et τ
′′
V < 0.
Réputation fondée sur les Reommandations d'Évaluations. La Ré-
putation fondée sur les Reommandations d'Évaluations (abrégée EvRcbRp)
se alule à partir des reommandations portant sur des évaluations. L'en-
semble de es reommandations, noté TEvRc est déni omme suit :
puTEvRc(tg, α, δ, t)
def
= {rc ∈ puTRc(t)/
sp = rc.cont ∧ sp ∈ •NCS(t) ∧ sp.db = tg ∧ sp.te ≤ t
∧α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)}
Où •NCS(t) =
⋃
ag∈Ωpu(t)
agNCS(t).
Les reommandations d'évaluation onernant une ible tg pour une fa-
ette α et une dimension δ sont des reommandations de onane dont le
ontenu est une politique soiale dont tg est débiteur, qui permettent de
juger la dimension δ et dont le ontenu porte sur la faette α.
Le alul du niveau de Réputation fondée sur les Reommandations d'Éva-
luations se déroule ensuite de manière similaire au alul du niveau des
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Réputation fondée sur les Interations Diretes, Réputation fondée sur les
Interations Indiretes et Réputation fondée sur les Reommandations d'Ob-
servations : l'ensemble de politiques soiales obtenu par reommandation est
noté SP ′(t) et peut alors être séparé en trois sous-ensembles en fontion de
l'état des politiques soiales :
 Reommandation d'Évaluation FNCS, noté EvRcFNCS, qui on-
tient les politiques soiales reçues par reommandation, en état fulfilled
et onernant la faette α et la dimension δ :
puEvRcFNCS(tg, α, δ, t)
def
= {sp ∈ SP ′(t)/sp.st = fulfilled∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)}
 Reommandation d'Évaluation VNCS, noté EvRcVNCS, qui
ontient les politiques soiales en état violated :
puEvRcVNCS(tg, α, δ, t)
def
= {sp ∈ SP ′(t)/sp.st = violated∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)}
 Reommandation d'Évaluation CNCS, noté EvRcCNCS, qui
ontient les politiques soiales en état cancelled :
puEvRcCNCS(tg, α, δ, t)
def
= {sp ∈ SP ′(t)/sp.st = cancelled∧
α ∈ pu.facets(sp.cont) ∧ δ ∈ pu.dimensions(sp)}
Le niveau de la Réputation fondée sur les Reommandations d'Évaluations
de l'agent pu pour la ible tg, la faette α et la dimension δ à l'instant t
peut alors être alulé omme suit :
EvRcbRptgpu(α, δ, t)
def
=
∑
X∈{F,V,C}
τ ′′′X × Imp(puEvRcXNCS(tg, α, δ, t))
∑
X∈{F,V,C}
|τ ′′′X | × Imp(puEvRcXNCS(tg, α, δ, t))
Les paramètres τ ′′′F et τ
′′′
V sont soumis aux mêmes ontraintes que les para-
mètres τF et τV , 'est-à-dire τ
′′′
F > 0 et τ
′′′
V < 0.
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Réputation fondée sur les Reommandations de Réputation. La
Réputation fondée sur les Reommandations de Réputation (abrégée RpRcbRp)
se alule à partir des reommandations portant sur des niveaux de réputa-
tion. L'ensemble de es reommandations, noté TRpRc est déni omme suit :
puTRpRc(tg, α, δ, t)
def
= {rc ∈ puTRc(t)/
rc.cont = PrRp(x, tg, α, δ, t′, level) ∧ t′ ≤ t}
où PrRp(x, tg, α, δ, t′, level) est la réputation alulée par l'agent x (pu-
nisseur) à propos de l'agent tg (ible) à l'instant t′ (préédant t) pour la
faette α selon la dimension δ et dont le niveau ommuniqué est level ∈
[−1,+1] ∪ unknown. An d'alléger les éritures, nous onsidérons dans la
suite que le alulateur du niveau de réputation ainsi que le niveau lui-même
peuvent être aédés omme suit : si rc est une reommandation de répu-
tation, alors pu = rc.cont.pu est le punisseur qui a alulé le niveau de
réputation et lev = rc.cont.level est le niveau de réputation ommuniqué.
Le niveau de la Réputation fondée sur les Reommandations de Ré-
putation de l'agent pu en l'agent tg pour la faette α et la dimension δ
à l'instant t peut alors être alulé omme suit (où α′ = "reommend"
et δ′ = competence) :
RpRcbRptgpu(α, δ, t)
def
=
∑
rc∈puTRpRc(tg,α,δ,t)
lev× pu.reasons(pu, α′, δ′, RcLev, t).trust_val
∑
rc∈puTRpRc(tg,α,δ,t)
pu.reasons(pu, α′, δ′, RcLev, t).trust_val
La Réputation fondée sur les Reommandations de Réputation est don
alulée par la moyenne pondérée des valeurs de réputation fournies dans
les reommandations de onane. Les pondérations sont les intentions de
onane aordées aux alulateurs des niveaux de réputation (punisseurs)
fournis pour la faette α et la dimension δ. Ces valeurs sont onsidérées
positives.
Ainsi, le alul de la RpRcbRp fait intervenir un double ltrage. Tout
d'abord, la réputation du propagateur est utilisée au ours d'un proessus de
raisonnement pour déider si la reommandation est de onane ou non. La
dimension utilisée lors de e ltrage est la dimension d'intégrité (integrity).
126CHAPITRE 6. MODÈLE DE RÉPUTATION POUR L'INTERACTION
Ensuite et pour les reommandations de onane seulement, la réputation
de l'agent qui a alulé le niveau ommuniqué est utilisée pour pondérer le
poids de la reommandation. Cette fois-i, les réputations selon la dimension
de ompétene (competence) sont utilisées. Ce double ltrage permet de
prendre en ompte le fait que l'agent qui a alulé le niveau de réputation (qui
est don un punisseur) et l'agent qui a ommuniqué e niveau à l'agent pu (qui
est don un propagateur) peuvent être diérents et avoir des omportements
diéremment malfaisant.
6.3.4 Raisonnement
Le proessus de raisonnement onsiste, pour un bénéiaire bn, à dériver
les onséquenes des niveaux des réputations qu'il assoie à une ible tg.
Le proessus reasons fontionne par seuillage, omme suggéré dans [Luh79,
Gam00a, FC99℄. Ce proessus prend en entrée une ible, une faette, une
dimension et un ensemble de seuils de raisonnement. Les seuils sont des
valeurs réelles positives notées θtrustXbRp, θ
distrust
XbRp , θ
relevane
XbRp , où X ∈ { DI, II, ObsRc,
EvRc, RpRc }. Ils sont regroupés dans la struture notée Lev. Un exemple
de tels seuils a été donné dans le adre de la reomandation, page 121. Le
proessus de raisonnement renvoie une intention de onane déomposée en
deux parties : d'une part, une partie booléenne établissant si l'intention est
de faire onane ou non et, d'autre part, une partie réelle représentant la
fore de l'intention de onane. Ces omposantes sont notées respetivement
trust_int et trust_val.
Les agents maintiennent diérents types de réputation en parallèle : DIbRp,
IIbRp, ObsRcbRp, EvRcbRp et RpRcbRp. L'intégration de es diérents types
de réputation dans un proessus de raisonnement n'est pas triviale puisque
l'agent doit hoisir quel type de réputation utiliser dans la situation de raison-
nement onsidérée. De plus, le type de réputation qui serait le plus approprié
à un instant donné peut être assoié à une valeur qui n'est atuellement
pas pertinente, par exemple si le bénéiaire n'a pas assez d'information sur
la ible (qu'il s'agisse d'interations diretes, indiretes ou de reommanda-
tions).
An de mener à bien le proessus de raisonnement, les diérents types de
réputation sont ordonnés. L'ordre n'est pas xé : haque agent peut lasser les
diérents types de réputation suivant ses propres préférenes. Par exemple,
un agent peut lasser les Réputation fondée sur les Reommandations après
la Réputation fondée sur les Interations Diretes et la Réputation fondée
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sur les Interations Indiretes s'il estime que de l'information extérieure est
moins ables que ses propres observations. Au ontraire, il peut les plaer
avant s'il onsidère que les autres agents sont plus ompétents que lui dans
la situation de raisonnement onsidérée.
À titre d'illustration, nous onsidérons dans ette setion que le béné-
iaire utilise une notion de abilité s'appuyant sur le niveau d'interprétation
et de ontrle qu'il a sur l'information pour déterminer l'ordre des diérents
types de réputation. Ainsi, en s'appuyant sur niveau d'interprétation, il lasse
les diérents types de Réputation fondée sur les Reommandations omme
suit (par ordre roissant de abilité) : ObsRcbRp, EvRcbRp puis RpRcbRp.
L'agent onsidère une observation omme une information moins interpré-
tée qu'une évaluation, qui est elle-même onsidérée omme moins interprétée
qu'un niveau de réputation. En s'appuyant sur le ontrle qu'il a sur l'in-
formation, le bénéiaire lasse les types de réputations omme suit (par
ordre roissant de abilité) : DIbRp, IIbRp, puis les diérentes RcbRp. Le
bénéiaire onsidère plus able une information tirée d'une interation à la-
quelle il a partiipé qu'une information tirée d'une éoute ottante, puisque
ses apteurs peuvent être défaillants ou qu'il peut perdre le ontat ave une
partie de son réseau d'aointanes. D'autre part, il onsidère une interation
direte ou indirete plus able qu'une reommandation puisque les propaga-
teurs peuvent mentir et / ou juger les autres sur des ritères très diérents
de eux qu'il utilise. Finalement, l'ordre que nous onsidérons ii, à titre
d'illustration, est le suivant (par ordre roissant de abilité) : DIbRp, IIbRp,
ObsRcbRp, EvRcbRp, puis RpRcbRp.
La gure 6.6 shématise le proessus de raisonnement noté
bn.reasons(tg, α, δ, Lev, t). Les diérents types de réputation ahés dans
la gure sont xés à l'instant du raisonnement, pour une faette α et une
dimension δ données et ont pour ible l'agent tg. Ainsi DIbRp dans la gure
représente DIbRp
tg
bn(α, δ, t).
Le proessus se déroule omme suit : l'agent pu essaie d'abord d'utiliser la
valeur de réputation qu'il onsidère la plus able (DIbRp sur la gure 6.6). Ce
type de réputation peut être susant pour déider d'avoir l'intention de faire
(resp. ne pas faire) onane à la ible. Si la valeur assoiée à la DIbRp est
plus grande que le seuil Lev.θtrustDIbRp, alors l'agent déide d'avoir l'intention de
faire onane. À l'opposé, si la valeur est plus petite que le seuil Lev.θdistrustDIbRp ,
alors l'agent déide d'avoir l'intention de ne pas faire onane à la ible. Si
la DIbRp est en état unknown ou si elle n'est pas disriminante (entre les
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deux seuils Lev.θtrustDIbRp et Lev.θ
distrust
DIbRp ) ou si elle n'est pas pertinente (pas assez
d'interations diretes), la DIbRp n'est pas susante pour xer si l'intention
est de faire onane ou non.
Un proessus similaire est alors utilisé sur le prohain type de réputa-
tion (IIbRp sur la gure). La valeur est omparée à deux seuils Lev.θtrustIIbRp
et Lev.θdistrustIIbRp . Si la valeur ne permet pas d'aboutir à une intention de
onane, l'agent utilise les types de réputation suivants (ObsRcbRp, EvRcbRp
puis RpRcbRp sur la gure) ave les seuils orrespondants (Lev.θtrustObsRcbRp et
Lev.θdistrustObsRcbRp, Lev.θ
trust
EvRcbRp et Lev.θ
distrust
EvRcbRp, Lev.θ
trust
RpRcbRp et Lev.θ
distrust
RpRcbRp). Finale-
ment, si auune des valeurs préédentes n'a permis d'aboutir à une intention
de onane, la Prédisposition Générale à faire Conane est utilisée.
La Prédisposition Générale à faire Conane (abrégée GDtT) est une sorte
de réputation par défaut. Elle n'est pas attahée à une ible partiulière et
représente l'inlination du bénéiaire à aorder sa onane à un autre
agent quand il n'a pas d'information à son propos. Il ne s'agit pas d'une
réputation interpersonnelle ar elle n'est pas iblée sur un agent partiulier.
Elle n'est pas étudiée en détails ii, ar nous la onsidérons assoiée à une
valeur xe.
La pertinene de la valeur de DIbRp (resp. IIbRp, ObsRcbRp, EvRcbRp
et RpRcbRp) est établie à l'aide d'un seuil Lev.θrelevaneDIbRp ∈ [0,+∞[ (resp.
Lev.θrelevaneIIbRp , Lev.θ
relevane
ObsRcbRp, Lev.θ
relevane
EvRcbRp et Lev.θ
relevane
RpRcbRp ) qui représente le nom-
bre d'interations diretes (resp. interations indiretes et diérents types
de reommandations) à partir duquel l'agent onsidère que sa valeur de ré-
putation est pertinente. À une pertinene nulle orrespond une valeur de
réputation unknown.
La fore de l'intention de onane orrespond à la valeur de réputation
qui a permis de xer l'intention de onane. Par exemple, si la DIbRp est
susante pour xer l'intention de onane, alors trust_val est égale à la
valeur de DIbRp. Les seuils de raisonnement étant des valeurs positives, la
fore de l'intention est elle-même une valeur positive.
À la n de e méanisme, l'agent a établi une intention de faire onane
pour une faette et une dimension données. Le méanisme présenté i-dessus
peut être itéré pour toutes les ombinaisons possibles de faettes et de dimen-
sions que l'agent pu jugera pertinentes par rapport au ontexte de raisonne-
ment. Le bénéiaire bn génère ainsi un ensemble d'intentions de onane.
Le proessus bn.reasons(tg, α, δ, Lev, t) est érit sous la forme d'un al-
gorithme en annexe B.1).
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6.3.5 Déision
Le proessus de déision onsiste, pour un bénéiaire bn, à prendre des
déisions d'agir en onane ou non dans un ontexte donné. Ce proessus
prend en entrée une ible, un ontexte et un instant. En sortie, les états
mentaux ourants du bénéiaire sont modiés en fontion des déisions qu'il
prend d'agir en onane ou non ave la ou les ibles.
An de prendre une déision, un agent peut s'appuyer sur diérentes
informations : intentions de onane issues du proessus de raisonnement,
onnaissane sur la disponibilité des partenaires potentiels, émotions. . . Dans
le adre de ette thèse, nous onsidérons qu'il ne s'appuie que sur des inten-
tions de onane issues du proessus de raisonnement. Le bénéiaire bn
peut alors prendre deux types de déisions :
séletion déider si un agent donné est digne de onane. Par exemple,
être en mesure de déider si un agent donné tg (ible) est digne de se
voir révéler une information sensible ou de se faire déléguer une tâhe
importante.
tri ordonner un ensemble d'agents en fontion de la onane qui leur est
aordée. Par exemple, hoisir, parmi un ensemble de m agents, un
sous-ensemble des n ≤ m agents les plus dignes de onane, à qui il
serait possible d'envoyer de l'information sensible ou bien ave qui il
serait possible de oopérer.
Dans le as d'une déision de type séletion, l'agent bn peut simplement
tester si la partie booléenne de l'intention de onane qu'il a envers la ible
penhe dans le sens de lui faire onane ou non. Dans le as positif, l'agent bn
hange ses états mentaux de façon à envoyer le message ou à déléguer la
tâhe à tg. Dans le as négatif, bn hange ses états mentaux de façon à ne
pas envoyer le message ou déléguer la tâhe à tg.
Dans le as d'une déision de type tri, l'agent utilisera plutt la ompo-
sante réelle des intentions de onane an de trier les agents. Il modiera
ensuite ses états mentaux de façon à réaliser l'ation souhaitée (envoyer un
message ou déléguer un tâhe) ave les agents de onane, 'est-à-dire les
agents pour lesquels l'intention est de faire onane et qui ont les pondéra-
tions les plus fortes.
L'annexe B.2, page 192 propose des implémentations des proessus de
déision de type séletion et tri.
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6.3.6 Propagation
Le proessus de propagation est exéuté par un propagateur et onsiste
à hoisir pourquoi, quand, omment et à qui diuser des reommandations.
Nous onsidérons dans ette thèse que, quand une information est or-
rete, le fait de la partager prote à toute la soiété d'agents, puisqu'elle
renfore l'eet du ontrle soial. De e fait, les agents ont intérêt à partager
l'information le plus souvent possible. Les diérents types d'information que
les agents peuvent partager sont : des observations (engagements soiaux),
des évaluations (politiques soiales) et des niveaux de réputation.
Les agents peuvent éhanger es reommandations de deux façons dif-
férentes : par une approhe de type  push , où un propagateur envoie
spontanément à une partie de son réseau d'aointanes des reommanda-
tions et une approhe  pull , où un propagateur reçoit des requêtes pour
envoyer des reommandations. Dans le adre de es deux proessus, le pro-
pagateur doit déider si et à qui envoyer des reommandations. Pour e faire,
il s'appuie sur son modèle de réputation et utilise son proessus de déision.
Dans le as du proessus de type  push , une déision de type tri est utilisée
an de séletionner un ensemble d'agents. Dans le as du proessus de type
 pull , il s'agit plutt d'une déision de type séletion, où le propagateur
hoisit de répondre ou non à la requête.
Au ours du proessus de déision visant à déterminer si et à qui envoyer
des reommandations, le propagateur s'appuie sur un prinipe de réiproité
qui onsiste à diuser des reommandations aux agents qui sont eux-mêmes
de  bons  reommandeurs. Pour séletionner les  bons  reommandeurs,
le propagateur a reours à une déision iblant la faette "reommend" et les
dimensions competence et integrity. Il séletionne don les agents ompé-
tents et intègres dans leurs propres reommandations.
6.4 Conlusion
Dans e hapitre, nous avons proposé un modèle de réputation qui permet
à des agents de maintenir, en parallèle, diérents types de réputation, mais
aussi de prendre des déisions en s'appuyant sur le niveau de es réputations.
Dans un premier temps, nous avons étudié les rles que jouent les dié-
rents agents au ours du proessus de punition ainsi que les types d'informa-
tion éhangés par les agents jouant es rles. Cei nous a permis de dénir
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les diérents types de réputation que le modèle utilise.
Nous avons ensuite déni formellement es types de réputation fondée sur
les interations, en fontion de leurs propriétés de subjetivité, multi-faette,
multi-dimension, dynamisme et transitivité, grâe aux rles et aux types de
données identiés préédemment. Nous avons alors hoisi une représentation
omputationnelle adaptée.
Enn, nous avons proposé des implémentations pour les proessus d'ini-
tialisation, d'évaluation, de punition, de raisonnement, de déision et de pro-
pagation. Le proessus d'évaluation que nous utilisons ii est en fait le proes-
sus de détetion de violation de normes que nous avons déni dans le hapitre
préédent. Le proessus de punition des Réputation fondée sur les Reom-
mandations s'appuie sur le proessus de raisonnement pour séletionner les
reommandations de onane et les pondérer. Le proessus de propagation
s'appuie sur le proessus de raisonnement pour déider à quel agents envoyer
des reommandations.
Ainsi, n'importe quel agent implémentant e modèle de réputation est
en mesure d'estimer, de manière totalement autonome, la réputation d'une
ible en fontion des engagements soiaux qu'elle a pris et des normes qui les
régissent.
Conlusions au modèle
Dans ette partie, nous avons présenté le modèle L.I.A.R. Celui-i permet
à tout agent qui l'implémente de modéliser les interations qu'il perçoit,
de les onfronter à des normes dont il a onnaissane et de santionner les
interations perçues en fontion de leur respet ou non des normes.
Dans le hapitre 5, nous avons proposé un modèle d'engagement soial qui
permet aux agents de modéliser les interations qu'ils perçoivent en faisant
un minimum d'hypothèses sur l'implémentation interne des autres agents.
Ce modèle est don partiulièrement adapté aux systèmes ouverts et déen-
tralisés, dans lesquels des agents hétérogènes peuvent interagir. Nous avons
ensuite proposé un modèle de norme qui permet de dénir les règles de om-
portement. Ces règles sont dérites en des termes généraux et omnisients
sur le système. De manière à e que n'importe quel agent puisse partiiper
au ontrle soial, nous avons proposé un moyen pour les agents d'instanier
es normes dans leur point de vue loal. Pour e faire, nous avons déni un
modèle de politiques soiales. Enn, nous avons proposé un proessus de dé-
tetion de la violation des normes que n'importe quel agent peut laner et
qui prend en ompte le fait que les agents n'ont que des pereptions partielles
du système dans lequel ils évoluent.
Nous avons ensuite, dans le hapitre 6, déni un modèle de réputation
qui permet aux agents de santionner le respet ou la violation des normes.
Ce modèle dénit diérents types de réputation fondée sur les interations,
dénis formellement en fontion des rles que les agents peuvent jouer au
ours du proessus de punition, du type d'information qu'ils peuvent éhanger
et de leurs propriétés. En s'appuyant sur la détetion de violation des normes
présentée dans le hapitre préédent, les agents qui implémentent e modèle
de réputation sont en mesure de punir les autres agents par des hausses ou des
baisses de niveaux de réputation. Les niveaux des réputations sont ensuite
utilisés par les agents pour prendre des déisions onernant le fait d'interagir
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en onane ou non ave les autres.
En permettant aux agents eux-mêmes de modéliser et de santionner les
interations qu'ils perçoivent, et en ne néessitant pas de pouvoirs partiuliers
de ertains agents sur les autres, le modèle L.I.A.R. ontribue au ontrle
soial des systèmes multi-agents ouverts et déentralisés. De plus, il préserve
l'autonomie des agents vis-à-vis de l'intervention humaine, du fait qu'il est
totalement automatisé.
Troisième partie
Appliation
135

Chapitre 7
Régulation des ommuniations
dans un réseau pair-à-pair
Dans e hapitre, nous onsidérons un sénario d'éhange d'informations
dans un réseau pair-à-pair, où les pairs sont doublés d'agents implémentant
le modèle L.I.A.R., an de ontrler les interations des autres agents. Après
diérentes expérimentations, nous disutons brièvement les résultats.
Nous motivons tout d'abord l'utilisation du modèle L.I.A.R. dans le adre
de réseaux pair-à-pair  purs , puis nous présentons le sénario qui sert
de trame aux expérimentations. Nous dérivons ensuite les normes qui per-
mettent de réguler les engagements soiaux que prennent les agents dans
e sénario. Les diérents omportements que peuvent avoir les agents sont
ensuite préisés. Enn, nous exposons une grille d'expérimentation et pré-
sentons les résultats de l'évaluation du modèle L.I.A.R. selon ette grille.
7.1 Motivations
Il existe diérents types de réseaux de ommuniation entre ordinateurs.
L'arhiteture  lient / serveur , présentée dans la gure 7.1(a) est très
asymétrique. D'un té, des serveurs proposent des ressoures et, de l'autre
té, les lients émettent des requêtes pour es ressoures. Les lients ne
peuvent pas proposer de ressoures et les serveurs ne peuvent pas en requérir.
L'arhiteture  lient / serveur  passe mal à l'éhelle du fait de sa trop forte
entralisation. Pour pallier es problèmes, des arhitetures dites  pair-à-
pair  (P2P [AT03, Cla04℄) ont été proposées.
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(a) Client/serveur (b) P2P Hybride () P2P Pur
Légende
lien lient-serveur
lien entre ultra-pairs
lien entre lients
Fig. 7.1  Diérentes arhitetures de réseau.
Dans l'arhiteture  P2P hybride , présentée dans la gure 7.1(b), les
rles de lient et de serveur sont moins diéreniés. Les  pairs simples 
peuvent ommuniquer entre eux et s'éhanger des ressoures. Les  ultra-
pairs  assurent de plus les tâhes olletives du système : mise en relation des
pairs, gestion de l'ouverture, transmission des messages. . . Cette arhiteture
est plus robuste que l'arhiteture lient / serveur, puisque l'indisponibilité
d'un ultra-pair a un impat plus limité. Cependant, les ultra-pairs onstituent
toujours les maillons faibles du réseau.
L'arhiteture  P2P pur , présentée dans la gure 7.1(), est parfaite-
ment symétrique : haque pair joue à la fois le rle de lient et de serveur. Il
est prévu dès la oneption que tout pair puisse entrer ou sortir du réseau à
tout instant. En ontrepartie, tous les pairs doivent partiiper aux tâhes ol-
letives du système. Cette arhiteture supporte mal l'introdution de pairs
mal ongurés ou malveillants, partiulièrement s'ils ne remplissent pas or-
retement la partie des tâhes olletives qui leur inombe. Nous proposons,
dans e hapitre, d'utiliser le modèle L.I.A.R. dans de tels réseaux an de
ontrler les ommuniations des pairs.
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7.2 Sénario
Pour illustrer les apaités de ontrle des interations du modèle L.I.A.R.,
nous avons retenu un sénario d'éhange d'informations, 'est-à-dire un sé-
nario dont l'essene même est un type partiulier d'interation : la om-
muniation. Ce sénario est le suivant : dans un réseau P2P pur, des pairs
éhangent de l'information sur les horaires de passage des lms dans dié-
rentes salles de inéma. Un agent est assoié à haque pair et dispose d'ho-
raires omplets ou partiels pour ertaines salles de inéma. Chaque agent
peut tout aussi bien requérir que fournir des horaires aux autres agents.
Le réseau P2P pur qui sert de substrat à e sénario est de type GNU-
tella 1 [Gnu00℄. Dans un tel réseau, les requêtes sont diusées par inondation.
Les messages peuvent don être observés non seulement diretement par leurs
émetteurs et leurs réepteurs, mais aussi indiretement par tous les agents
qui se trouvent sur le hemin de l'un à l'autre. De e fait, de nombreux agents
perçoivent les ommuniations par éoute ottante.
Tous les agents qui implémentent le modèle L.I.A.R. modélisent les in-
terations qu'ils perçoivent par des engagements soiaux. Par exemple, un
agent qui implémente le modèle L.I.A.R. onsidérera qu'un agent qui répond
à une requête s'engage impliitement et publiquement vis-à-vis de son inter-
louteur. Il estimera alors qu'il existe un engagement soial portant sur le
ontenu de la réponse, dont l'émetteur de la réponse est le débiteur et dont
l'émetteur de la requête le réditeur. Cet engagement restera en état active
tant qu'il n'aura pas expliitement été annulé et passera en état cancelled
dès qu'il aura été annulé.
7.3 Normes de régulation
Dans le adre du sénario d'éhange d'horaires de salles de inéma déni
préédemment, le type de omportements que nous herhons à réprimer
est la ontradition. En eet, les ontraditions sont souvent révélatries de
omportements malveillants, omme les mensonges. Dans ette setion, nous
dénissons deux types de ontraditions et les normes qui permettent de les
interdire.
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Fig. 7.2  Contraditions en émission et en transmission.
7.3.1 Contraditions
La gure 7.2 dérit les deux types de ontraditions que nous herhons
à interdire : les ontraditions en émission et en transmission. Dans la si-
tuation 7.2(a), l'agent m est engagé envers un agent a1 sur A et envers un
agent ak sur B. Il s'engage alors sur ¬B envers l'agent an (èhe pointillée).
Ce dernier engagement soial rée alors une inonsistane ave l'ensemble
des engagements qu'avait déjà l'agent m. L'agent m se ontredit. Une telle
ontradition apparaît, par exemple, si un agent s'engage sur le fait qu'un
inéma joue deux lms diérents à la même heure dans la même salle. Nous
appelons e type de ontradition  la ontradition en émission  :
Dénition 7.3.1 Une ontradition en émission a lieu quand un agent
est débiteur d'engagements soiaux inonsistants.
Dans la situation 7.2(b), l'agent m est réditeur d'engagements soiaux en
état positif (active, fulfilled) portant sur les faits A, B et C, venant des
agents a1, ak, an. Il prend alors un engagement soial portant sur un ontenu
¬B envers l'agent b (èhe pointillée dans la gure). Ce dernier engagement
soial rée une inonsistane. L'agent ontredit des engagements qu'il n'a
pas expliitement rejetés. Une telle ontradition apparaît, par exemple, si
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un agent s'engage sur le fait qu'un inéma joue un ertain lm dans une
ertaine salle à une ertaine heure, alors qu'un autre agent est déjà engagé
auprès de lui sur le fait qu'un autre lm est joué dans ette même salle à
ette même heure. Nous appelons e type de ontradition  la ontradition
en transmission  :
Dénition 7.3.2 Une ontradition en transmission a lieu quand un
agent est débiteur d'un engagement soial qui engendre une inonsistane
ave des engagements soiaux dont il est réditeur et qui sont en état positif.
7.3.2 Normes
An d'expliiter les règles interdisant les ontraditions en émission et en
transmission, nous dénissons les normes suivantes. Ces normes interdisent
des situations où des engagements soiaux réent des ontraditions, tout en
laissant les agents libres de santionner les violations qu'ils détetent omme
ils l'entendent.
Norme interdisant la ontradition en émission
Les agents doivent respeter la première norme suivante, qui interdit les
ontraditions en émission :
∀t ∈ T , snorm(I,Ω(t),Ω(t),Ω(t), ∃x ∈ Ω(t)/cont_emission(t, x), active)
Le prédiat cont_emission(t, x) exprime le fait que l'agent x provoque
une ontradition en émission à l'instant t. Ce prédiat s'érit omme suit
(où CCS⋆x(t) =
⋃
z∈Ω(t)
CSzx(t))) :
cont_emission(t, x)
≡
∃y ∈ Ω(t), ∃c ∈ CCSyx(t)/inconsistent(t, c,CCS
⋆
x(t) \ {c})
Cette formule exprime le fait que l'agent x est débiteur d'un engagement
soial qui rée une inonsistane ave l'ensemble des autres engagements
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soiaux dont il est débiteur. Cette formule traduit don la ontradition en
émission.
Notons, par ailleurs, que ette norme n'empêhe pas les agents de hanger
d'avis. Elle les ontraint seulement à annuler des engagements soiaux dont
les ontenus pourraient s'avérer inonsistants ave le ontenu d'un nouvel
engagement soial qu'ils souhaitent prendre. Pour prouver qu'il ne s'est pas
ontredit, un agent devra, au ours d'un éventuel proessus de justiation
(f. setion 5.3), fournir un message digitalement signé attestant qu'il a an-
nulé l'un quelonque des engagements soiaux impliqués dans l'inonsistane.
Norme interdisant la ontradition en transmission
La norme suivante interdit les ontraditions en transmission :
∀t ∈ T , snorm(I,Ω(t),Ω(t),Ω(t),
∃x ∈ Ω(t)/cont_transmission(t, x), active)
Le prédiat cont_transmission(t, x) exprime le fait que l'agent x pro-
voque une ontradition en transmission à l'instant t. Ce prédiat s'érit (où
CCSx⋆(t) =
⋃
z∈Ω(t)
CSxz(t)) :
cont_transmission(t, x)
≡
∃y ∈ Ω(t), ∃c ∈ CCSyx(t)/inconsistent(t, c,CCS
x
⋆(t))
Cette formule exprime le fait que l'agent x prend un engagement soial c
qui provoque une inonsistane ave des engagements soiaux qui ont été pris
préédemment envers lui.
Pour ne pas être pris en agrant délit de ontradition en transmission,
l'agent doit, avant de s'engager à nouveau, annuler au moins l'un des enga-
gements soiaux dont il est réditeur.
7.4 Comportement des agents
Dans le adre du sénario déni préédemment, les agents remplissent
deux fontions : ils partagent des informations et jugent les autres agents
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en fontion des informations qu'ils partagent. Les normes interviennent dans
les deux as : d'une part, haque agent peut être lui-même la soure de
violations en fontion des engagements qu'il prend ; d'autre part, les agents
doivent instanier les normes pour déteter les violations des autres. Dans
ette setion, nous présentons les diérents omportements que peuvent avoir
les agents en tant que générateurs de violations et en tant que déteteurs de
violation.
7.4.1 Comportement en tant que générateur de viola-
tions
Les agents prennent deux types d'engagements soiaux : des engagements
sur les horaires de salles de inéma et des reommandations. Les premiers
sont liés à la la faette "theater showtimes" et les seonds à la faette
"reommend". Dans les deux as, les agents peuvent générer des ontradi-
tions. Quand un agent déide de prendre un nouvel engagement soial, il
est possible que e nouvel engagement soial rée une inonsistane ave de
préédents engagements soiaux dont il est débiteur ou réditeur. An de
ne pas se faire santionner par les autres agents, il devrait annuler tous es
engagements soiaux inonsistants. An d'évaluer le modèle L.I.A.R., nous
onsidérons que tous les agents n'agissent pas ainsi.
Un agent est aratérisé par deux paramètres : violationRate et lieRate.
Le premier paramètre orrespond aux ontraditions qu'il va générer pour
la faette "theater showtimes", le seond pour la faette "reommend".
Ainsi, le paramètre violationRate dénit le taux d'engagements soiaux
inonsistants, portant sur la faette "theater showtimes", que l'agent ne
va pas annuler. Le paramètre lieRate, orrespond au taux d'engagements
soiaux inonsistants, portant sur la faette "reommend", qu'un agent ne va
pas annuler. Dans e dernier as, les inonsistanes sont générées par l'envoi
de reommandations mensongères : l'agent envoie une valeur aléatoire dans
[−1,+1]. Les paramètres violationRate et lieRate sont assignés aux agents
omme suit : haque agent i ∈ 0, . . . , N est assoié à un violationRate et
un lieRate de i/N .
7.4.2 Comportement en tant que déteteur de violation
Une des partiularités du modèle L.I.A.R. est de fontionner par l'instan-
iation des normes en politiques soiales. Diérents agents peuvent employer
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diérentes stratégies lors de l'instaniation des normes.
Nous proposons ii deux stratégies d'instaniations : l'une ranunière et
l'autre indulgente :
 Dans le as des agents ranuniers ( ranorous  dans les gures de
ette setion), les normes sont instaniées une fois pour toutes. Cette
stratégie s'implémente simplement en regardant, à haque fois qu'un
nouvel engagement soial est observé, s'il rée une inonsistane ave de
préédents engagements soiaux. Si oui, la politique soiale est générée
en état violated, sinon en état fulfilled.
 Les agents indulgents ( forgiving  dans les gures de ette setion)
instanient aussi les normes en politiques soiales à haque fois qu'un
nouvel engagement soial est observé. Cependant, dans le as où un
agent annule a posteriori ertains de ses engagements, les agents in-
dulgents révisent leurs historiques de politiques soiales, pour annuler
elles qui ne reètent plus une inonsistane.
Par ailleurs, les agents doivent aussi être en mesure de prendre des dé-
isions de faire ou non onane en fontion des violations qu'ils détetent.
Pour e faire, nous avons implémenté diérents types de réputation dans les
agents : Réputation fondée sur les Interations Diretes, Réputation fondée
sur les Interations Indiretes et Réputation fondée sur les Reommandations
de Réputation. Les autres types de Réputation fondée sur les Reommanda-
tions ont été éartés ar, dans le adre de nos simulations, ils ne dièrent de
la Réputation fondée sur les Interations Diretes et de la Réputation fondée
sur les Interations Indiretes que par le système de ltrage. Le système de
ltrage est illustré à l'aide de la Réputation fondée sur les Reommandations
de Réputation.
De manière à e que les agents puissent prendre des déisions en s'ap-
puyant sur es réputations, les valeurs des pondérations du proessus de
punition (τX , X ∈ { fulfilled, violated, cancelled }) et les seuils de
raisonnement (θtrustXbRp, θ
distrust
XbRp , θ
relevane
XbRp , X ∈ { DI, II, ObsRc, EvRc, RpRc })
doivent aussi être déterminées. Dans les expérimentations présentées ii, nous
les avons xées omme suit (voir Annexe C.4 pour les raisons de es hoix) :
 θtrustXbRp = 0.8, ∀X ∈ { DI, II, ObsRc, EvRc, RpRc }.
 θdistrustXbRp = 0.5, ∀X ∈ { DI, II, ObsRc, EvRc, RpRc }.
 θrelevaneDIbRp = 10, θ
relevane
IIbRp = 7, θ
relevane
RpRcbRp = 5.
Sauf indiation ontraire, les pénalités assoiées aux politiques soiales
sont xées à 1.0.
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7.5 Expérimentations
Dans ette setion, nous ommençons par présenter une grille d'expé-
rimentation, puis présentons les résultats obtenus ave le modèle L.I.A.R.,
selon les diérents ritères de ette grille, dans le adre du sénario d'éhange
d'information déni préédemment. Les résultats présentés sont des moyennes
sur dix simulations.
7.5.1 Grille d'expérimentation
Les expérimentations que nous menons dans ette setion sont organisées
de la manière dérite i-après. Nous ommençons par omparer les diérentes
stratégies d'instaniation de normes en termes de nombre de violations dé-
tetées et de niveau de Réputation fondée sur les Interations Diretes al-
ulé. Nous utilisons ensuite un travail que nous avons mené dans le adre du
Art-testbed pour dénir les expérimentations présentées dans ette partie
[FKM
+
05b℄. Dans e travail, nous avons établi les ritères suivants :
Multi-⋆ Un modèle de réputation doit être en mesure d'estimer la réputation
d'un agent selon diérents aspets. Nous ne proposons pas d'expérimen-
tations allant dans e sens ar le modèle L.I.A.R. est, par onstrution,
multi-dimensionnel et multi-faette.
Rapidement onvergent Un modèle de réputation doit être apable d'es-
timer rapidement la réputation d'un nouveau venu. Cette propriété
est partiulièrement néessaire dans les environnements virtuels, ar
les agents peuvent hanger d'identité en entrant et sortant rapide-
ment du système. La onvergene peut être estimée en mesurant le
temps que met le modèle à tendre vers des valeurs susamment pré-
ises [DKG
+
04℄.
Préis Un modèle de réputation doit être un indiateur orret du ompor-
tement futur d'un agent. La préision d'un modèle peut être mesurée
en termes de similarité entre la valeur de réputation alulée et le om-
portement réel d'un agent [Ful03, KP04, WsI04℄.
Adaptatif Un modèle de réputation doit être apable de s'adapter aux han-
gements dynamiques du omportement des agents. Ceux-i peuvent, en
eet, soudainement devenir moins ompétents ou user de stratégies ma-
lignes en trihant de manière non régulière [FB04℄.
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Eae Les modèles de réputation doivent estimer les niveaux eaement,
en termes de oûts et de temps [GH04, YIO04℄. L'eaité omputa-
tionnelle peut être mesurée par le temps que met un algorithme à mettre
à jour un niveau de réputation.
Par ailleurs, le modèle de réputation doit aider les agents à prendre des
déisions permettant de :
Identier et isoler les agents malveillants Les agents doivent être a-
pables d'identier et d'isoler les agents malveillants ou inompétents
en refusant d'interagir ave eux. [BK01, BSD00℄.
Déider si et ave qui interagir Étant donné un groupe d'agents ave
qui une interation pourrait être protable, un agent doit être apable
de hoisir un partenaire qui a de fortes hanes de remplir ses enga-
gements. Il est, par exemple, possible d'estimer le taux de suès de
déisions de faire onane en rapportant le nombre d'interations ter-
minées ave suès sur le nombre d'interations total [FPCC04, SFR00℄.
Évaluer l'utilité d'une interation Un agent doit estimer l'utilité d'une
interation, ou le degré ave lequel un ontrat va d'être tenu, an de
mieux en négoier les termes [NP04℄. Nous ne proposons pas d'expé-
rimentation pour ette propriété, ar le modèle L.I.A.R. est onçu et
testé ii dans le adre d'engagements non expliites et non négoiés.
7.5.2 Paramètres de simulation
Pour tester le modèle L.I.A.R., nous simulons une plate-forme multi-agent
dans laquelle des agents s'engagent soialement les uns envers les autres.
Les faits onernant les horaires de salles de inéma sont symbolisés
omme suit : les faits du type shows(theater1, Shrek, 19 :00, room1) sont re-
présentés par une lettre omme A. Les faits ave lesquels es derniers peuvent
réer des inonsistanes sont regroupés sous la notation ¬A.
Les paramètres de la simulation sont les suivants :
 NB_ITERATIONS : le nombre d'itérations pendant lequel la simulation
est répétée.
 NB_AGENTS : le nombre d'agents qui partiipent à la simulation.
 NB_FACTS : le nombre de faits diérents sur lesquels un agent peut
s'engager soialement. Pour haque fait, un agent peut s'engager sur e
fait ou sa négation. Le nombre total de faits sur lesquels un agent peut
s'engager est don 2∗NB_FACTS.
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 NB_DI_BY_ITERATION : le nombre d'interations diretes dont haque
agent est la soure à haque pas de temps, i.e. le nombre d'engagements
soiaux dont haque agent est débiteur.
Le déroulement de la simulation est le suivant (A est un ensemble d'agents
tel que |A| =NB_AGENTS) :
Pour n = 1 à NB_ITERATIONS faire :
Pour haque agent db de A :
CR = hoisir(NB_DI_BY_ITERATION, A\{db})
Pour haque agent cr de CR :
Générer un fait fcr parmi les 2∗NB_FACTS possibles
En fontion du violationRate, désengager db de
ertains de ses engagements inonsistants ave fcr
Engager db sur fcr envers le cr orrespondant
Fin
Fin
Fin
Où choisir(NB_DI_BY_ITERATION,A\{db}) retourne un ensemble de NB_DI_BY_ITERATION
agents diérents hoisis aléatoirement dans A\{db}.
Suite à diverses expérimentations, dont les résultats sont synthétisés en
Annexe C.1, nous avons xés les paramètres de la simulation omme suit :
 NB_ITERATIONS : 400.
 NB_AGENTS : 11.
 NB_FACTS : 30.
 NB_DI_BY_ITERATION : 2.
Sauf indiation ontraire, es paramètres sont utilisés dans toutes les simu-
lations qui suivent.
7.5.3 Comparaison des stratégies
Dans ette setion, nous présentons une omparaison du taux de viola-
tions détetées et du niveau alulé pour la Réputation fondée sur les In-
terations Diretes en fontion de la stratégie d'instaniation déployée par
l'agent. Dans es expérienes, tous les agents ont un violationRate de 0.2.
Les gures 7.3(a) et 7.3(b) présentent, respetivement, les taux de viola-
tions détetées et le niveau de Réputation fondée sur les Interations Diretes
(DIbRp) alulé, selon que la stratégie employée est indulgente ou ranunière.
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Fig. 7.3  Taux de violations détetées et DIbRp selon la stratégie.
La ligne à 0.2 dans la gure 7.3(a) indique le violationRatee l'agent onsi-
déré ; la ligne à 0.6 dans la gure 7.3(b) trae la réputation qu'aurait un agent
qui génèrerait 20 % de violations, selon la formule donnée en setion 6.3.3,
page 117.
Les agents indulgents annulent ertaines des politiques soiales, quand
elles sont assoiées à des engagements soiaux que la ible a annulés. De
e fait, le nombre de politiques soiales en état violated et le nombre de
politiques soiales total que onsidère l'agent indulgent ne sont pas stables
dans le temps. Les ourbes représentant le nombre de violations détetées et
la réputation estimée par les agents indulgents sont don plus variables. De
plus, les agents indulgents sous-estiment légèrement le taux de violation (et,
en onséquene, sur-estiment légèrement la réputation) du fait de l'inuene
du nombre de faits (f. Annexe C.1, page 195).
Cette inuene du nombre de faits est ependant ontrebalanée hez les
agents ranuniers par une estimation du taux de violations supérieur à e
que la ible génère. Cei est lié au fait que les agents ranuniers onsidèrent
qu'une violation tient toujours, même si la ible a annulé a posteriori ses en-
gagements inonsistants, alors que l'agent qui génère es violations ne prend
plus en ompte les engagements qu'il a annulés.
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7.5.4 Convergene et préision
Dans ette setion, nous étudions la onvergene
1
et la préision des dif-
férents types de réputation en fontion des diérentes stratégies.
Il est important de noter que la déentralisation est une aratéristique
fondamentale du modèle L.I.A.R. et qu'elle a pour onséquene que le ni-
veau de réputation qu'estime un agent est fortement dépendant de e qu'il
a pu observer. Ainsi, la préision des réputations alulées par des béné-
iaires autres que la ible elle-même est toute relative. Dans ette setion,
nous sommes parfois amenés à traer les réputations que les agents estiment
pour eux-mêmes (dont ils sont à la fois ible et bénéiaire), an d'obte-
nir des ourbes qui ne sont pas perturbées par l'inomplétude des historiques
loaux d'engagements soiaux et de politiques soiales.
Dans les expérimentations suivantes, les agents 0 à 5 emploient la stratégie
indulgente, les agents 6 à 10, la stratégie ranunière.
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Fig. 7.4  DIbRp en fontion du nombre d'interations diretes.
1
Il est important de noter que les réputations ne  onvergent  que sous la ontrainte
que les agents onservent un omportement onstant, e qui est relativement rare dans la
réalité. Cependant, pour l'intérêt des expérimentations présentées ii, les agents ont des
violationRate et lieRate xés dans le temps.
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La gure 7.4(a) présente l'évolution de la Réputation fondée sur les In-
terations Diretes, en fontion du nombre d'interations diretes par pas de
temps, telle que perçue par un agent indulgent, pour lui-même. La réputation
traée est elle d'un agent ayant un violationRate de 0.2 (DIbRp22, dans une
onguration où l'agent 2 a une stratégie indulgente).
L'augmentation du nombre d'interations diretes inue sur le temps de
onvergene du niveau de Réputation fondée sur les Interations Diretes
alulé. Cette inuene est ependant limitée, du fait de la forte variabilité
des ensembles de politiques soiales violées et total sur lesquels les agents
indulgents s'appuient pour aluler la Réputation fondée sur les Interations
Diretes (f. setion 7.5.3).
La gure 7.4(b) présente l'évolution de la Réputation fondée sur les In-
terations Diretes, en fontion du nombre d'interations diretes par pas de
temps, telle que perçue par un agent ranunier, pour lui-même. La réputation
traée est elle d'un agent ayant un violationRate de 0.2 (DIbRp22, dans une
onguration telle que l'agent 2 déploie une stratégie ranunière).
Le nombre d'interations diretes inue sur le temps de onvergene du ni-
veau de Réputation fondée sur les Interations Diretes alulé par les agents
ranuniers. En eet, les agents ranuniers onsidèrent toujours l'ensemble des
politiques soiales qu'ils ont générées depuis leur entrée dans le système. Plus
le nombre d'interations augmente, plus l'agent dispose d'un large ensemble
de politiques soiales sur lequel mener ses aluls. En onséquene, plus il y
a d'interations diretes, plus le niveau de réputation est estimé rapidement.
Du fait que la méthode qu'emploient les agents pour générer les engage-
ments soiaux ne garantit pas la prodution d'une proportion donnée de vio-
lations, la préision est diile à dénir dans le adre des simulations présen-
tées ii. En revanhe, les gures présentées ii montrent qu'à violationRate
onstant, les niveaux de réputations alulés se  stabilisent  autour d'une
ertaine valeur. Ces dernières sont, par ailleurs, diérentes selon la stratégie
de l'agent.
Réputation fondée sur les Interations Indiretes
An de tester le omportement de la Réputation fondée sur les Intera-
tions Indiretes, nous avons introduit de nouveaux paramètres à la simula-
tion. Chaque engagement soial qui est pris dans le système est désormais
observé par un ertain nombre d'agents, noté NB_II_BY_ITERATION. Étant
donné que les aluls de la Réputation fondée sur les Interations Diretes
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et de la Réputation fondée sur les Interations Indiretes sont similaires, e
nouveau paramètre intervient sur la onvergene de ette dernière de la même
façon que le paramètre NB_DI_BY_ITERATION intervient sur la onvergene
de la Réputation fondée sur les Interations Diretes. Nous avons xé e
paramètre à 2 dans les expérimentations proposées i-après.
Nous avons aussi ajouté le paramètre MISPERCEPTION_RATE qui araté-
rise le taux de mauvaises pereptions des violations. Ce paramètre intervient
lorsqu'un agent observe une interation qui n'est pas direte pour lui. Le
paramètre dénit le nombre de fois où l'état de l'engagement soial perçu ne
sera pas son état réel, mais un état généré aléatoirement, parmi l'ensemble
des autres états possibles. Une telle onguration implique que des violations
peuvent ne pas être perçues, mais pas l'inverse.
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Fig. 7.5  IIbRp en fontion du taux de mauvaises pereptions.
La gure 7.5(a) (resp. 7.5(b)) présente l'évolution de la Réputation fondée
sur les Interations Indiretes (IIbRp), en fontion du taux de mauvaises
pereptions, assoié par un agent indulgent (resp. ranunier) à un agent ayant
un violationRate de 0.8 (IIbRp80, resp. IIbRp
8
10).
Du fait que la Réputation fondée sur les Interations Indiretes est al-
ulée à partir d'historiques inomplets et imparfaits, le nombre de violations
détetées peut être relativement diérent du nombre de violations eeti-
vement générées. C'est la raison pour laquelle la préision est relativement
diile à estimer. Cependant, dans le as où il n'y a pas de mauvaises per-
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eptions ( mispereption=0.0  dans la gure), les réputations tendent bien
vers −0.6.
Quelque soit la stratégie d'instaniation, les gures montrent une dié-
rene marquée dans les valeurs obtenues en fontion de l'augmentation du
taux de mauvaises pereptions. Du fait que les violations ne sont pas toutes
perçues orretement, les réputations sont sur-estimées.
Réputation fondée sur les Reommandations de Réputation
An de tester le omportement de la Réputation fondée sur les Reom-
mandations de Réputation (RpRcbRp), nous avons introduit de nouveaux pa-
ramètres à la simulation. Les agents envoient désormais aussi des reomman-
dations, 'est-à-dire prennent des engagements dont le ontenu est un niveau
de réputation. Il est alors possible de aluler les réputations en fontion de
la faette qu'elles adressent (horaires de inéma : "theater showtimes" ou
reommandations : "reommend"). Puisqu'elles sont alulées sur le même
prinipe, les réputations selon la faette de reommandation ont les mêmes
propriétés, en termes d'inuene de la stratégie de l'agents, de préision et
de onvergene, que les réputations selon l'autre faette (dérites i-dessus).
Un nouveau paramètre, NB_RC_BY_ITERATION, dénit le nombre de re-
ommandations que haque agent envoie à haque itération. Ce paramètre
intervient de façon similaire sur la onvergene de la Réputation fondée sur les
Reommandations de Réputation que les paramètres NB_DI_BY_ITERATION
et NB_II_BY_ITERATION inuent sur les autres réputations, dans le as des
agents ranuniers : plus il est grand, plus la onvergene est rapide. Cei est
dû aux aluls sous forme de moyenne sur un ensemble s'agrandissant ave
le nombre de reommandations. Nous avons xé e paramètre à 2 dans les
expérimentations suivantes.
Nous avons aussi ajouté un paramètre qui permet d'ativer ou non le
double ltrage de la Réputation fondée sur les Reommandations de Répu-
tation et un paramètre NB_VIOLATORS permettant de modier le nombre de
violateurs dans la population. Dans les simulations présentées ii, les viola-
teurs ont tous un violationRate de 0.8.
Les gures 7.6 et 7.7 traent l'évolution de la Réputation fondée sur les
Reommandations de Réputation que l'agent 10 assoie à l'agent 1, en fon-
tion de la mise en plae ou non du ltrage et du nombre de violateurs présents
dans la population.
Du fait qu'elle est alulée sur un ensemble de valeurs de réputation, qui
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Fig. 7.6  RpRcbRp110, ltrage et nombre de violateurs (indulgents).
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Fig. 7.7  RpRcbRp110, ltrage et nombre de violateurs (ranuniers).
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ont elles-mêmes été alulées à partir de nombreuses politiques soiales, la
Réputation fondée sur les Reommandations de Réputation est peu variable
et onverge rapidement. En revanhe, il faut un ertain temps avant qu'elle
ne quitte le statut unknown. Cei est lié à deux paramètres : d'une part, le
nombre de reommandations reçues (qui dépend de NB_RC_BY_ITERATION et
θrelevaneRpRcbRp ) et, d'autre part, de la sortie du proessus de raisonnement employé
dans le ltrage (elui-i réduisant enore le nombre de reommandations aux
seules reommandations de onane).
Les violations dans les reommandations onsistant en des valeurs aléa-
toires dans [−1,+1], leur moyenne tend vers 0. En l'absene de ltrage, les
agents aumulent de telles reommandations en grand nombre et les ré-
putations qu'ils estiment tendent don elles aussi fortement vers 0. L'aug-
mentation de la proportion d'agents malveillants augmente le nombre de
telles reommandations et aélère don la onvergene vers 0 (gures 7.6(a)
et 7.7(a)).
Les gures 7.6(b) et 7.7(b) montrent que le double ltrage permet de
limiter fortement l'inuene de es mauvaises reommandations. Dans le as
où le nombre de violateurs est trop grand (10), le double ltrage maintient
les réputations en état unknown, d'où l'absene de ourbe assoiée à ette
proportion.
7.5.5 Adaptabilité
Dans ette setion, nous présentons les résultats onernant l'adaptabilité
des diérents types de réputation. Nous étudions ette adaptabilité selon
deux ritères : l'inertie et la fragilité.
Inertie
An de tester l'inertie des niveaux de réputation alulés par les béné-
iaires, nous avons introduit un nouveau paramètre : CHANGE_BEHAVIOUR_TIME,
qui détermine l'itération à partir de laquelle les agents hangent brutalement
de omportements (leurs violationRate passent à −1.0).
Les gures 7.8 et 7.9 présentent le temps de réponse de la Réputation
fondée sur les Interations Diretes et de la Réputation fondée sur les Inter-
ations Indiretes en fontion des stratégies des agents, quand un hangement
brutal de omportement intervient à l'itération 50, ou 100, ou 150.
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Fig. 7.8  Inertie de la DIbRp.
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Fig. 7.9  Inertie de la IIbRp.
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Chez les agents ranuniers omme hez les agents indulgents, les aluls
des niveaux de es réputations font intervenir des moyennes sur des ensembles
de politiques soiales qui s'agrandissent ave le temps. En onséquene, les
valeurs font preuve d'une grande inertie : plus le hangement intervient tard,
plus la baisse de réputation est lente. C'est e que montre la pente plus faible
des ourbes juste après un hangement plus tardif dans les gures 7.8 et 7.9.
Il est possible de limiter ette inertie en utilisant des fenêtres temporelles.
Un nouveau paramètre a été ajouté pour ela : WINDOW_SIZE. Ce dernier
détermine la taille de la fenêtre temporelle en dessous de laquelle les politiques
soiales ne sont pas onsidérées (et dont l'extrémité maximale est l'itération
ourante).
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Fig. 7.10  Inertie de la DIbRp ave fenêtres temporelles.
La gure 7.10 présente l'inertie de la Réputation fondée sur les Inter-
ations Diretes quand un hangement brutal a lieu à l'itération 100, sans
fenêtre temporelle (nw dans la gure) et en présene de fenêtres temporelles
de tailles 10 (w 10 dans la gure), 20 (w 20) et 50 (w 50). Il apparaît que
la réputation hange plus vite (i.e. a moins d'inertie) quand la fenêtre est
plus petite. Cependant, plus la fenêtre est petite, plus l'ensemble de poli-
tiques soiales onsidéré est petit. Il arrive même que, dans la durée dénie
par la fenêtre, il n'existe pas de politiques soiales. De e fait, la réputation
redevient unknown, d'où les interruptions dans les ourbes.
Du fait de la similitude des formules employées pour aluler la Répu-
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tation fondée sur les Interations Diretes et la Réputation fondée sur les
Interations Indiretes, les résultats sont semblables pour e deuxième type
de réputation.
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Fig. 7.11  Inertie de la RpRcbRp.
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Fig. 7.12  Inertie de la RpRcbRp ave fenêtre temporelle.
Les gures 7.11 et 7.12 présentent le temps de réponse de la Réputa-
tion fondée sur les Reommandations de Réputation, respetivement pour
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les agents indulgents et pour les agents ranuniers. Cette dernière étant al-
ulée à partir de valeurs de Réputation fondée sur les Interations Diretes
ommuniquées par d'autres agents, son inertie est liée à elle de es valeurs.
Par ailleurs, elle est alulée par moyenne sur l'ensemble des reommanda-
tions reçues depuis le début de la simulation. Elle fait don aussi preuve d'une
inertie propre. Globalement, la Réputation fondée sur les Reommandations
de Réputation a don une très forte inertie.
Les gures 7.12(a) et 7.12(b) omparent l'inertie de la Réputation fondée
sur les Reommandations de Réputation sans fenêtre temporelle (nw) ou ave
des fenêtres temporelles de tailles 10 (w 10 dans la gure), 20 (w 20) et 50
(w 50) sur les reommandations, respetivement pour la stratégie indulgente
et pour la stratégie ranunière. Les mêmes remarques que pour les autres
types de réputations peuvent être faites : l'utilisation d'une fenêtre permet
de limiter fortement l'inertie, mais réduit le nombre de reommandations à
partir desquelles le alul de réputation est fait, e qui rend la réputation plus
souvent unknown. Cet eet est d'ailleurs exaerbé dans le as de la Réputation
fondée sur les Reommandations de Réputation, puisque le double ltrage
réduit déjà beauoup le nombre de reommandations utilisé dans le alul.
Les gures 7.12(a) et 7.12(b) montrent ainsi que seule une fenêtre de 50
permet d'obtenir des résultats.
Fragilité
Dans ette setion, nous étudions la fragilité des niveaux de réputation
alulés.
Les gures préédentes 7.8, 7.9 et 7.11 montrent que les diérents types
de réputations ne sont pas fragiles au sens de la fragilité temporelle (f.
setion 3.2.5, page 48). En eet, du fait de l'inertie, il est plus long pour un
agent de perdre sa réputation que de l'établir. Ave une fenêtre, il est possible
de diminuer le temps que met la réputation à déroître, don éventuellement
d'introduire une ertaine fragilité temporelle.
Nous avons tout d'abord regardé si les réputations font preuve de fragilité
du point de vue de l'interation (f. setion 3.2.5, page 48). Les gures 7.13(a),
7.13(b), traent la diminution de la Réputation fondée sur les Interations Di-
retes pour des agents ayant diérents violationRate (agent 1 : 0.1, agent 4 :
0.4 et agent 6 : 0.6), en fontion de la stratégie ranunière ou indulgente. Les
gures 7.14(a) et 7.14(b) traent des ourbes similaires pour la Réputation
fondée sur les Reommandations de Réputation.
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Fig. 7.13  Fragilité de la DIbRp.
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Fig. 7.14  Fragilité de la RpRcbRp.
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Quelle que soit la stratégie, la diminution n'est pas plus forte hez un
agent de forte réputation (les ourbes restent parallèles). Les réputations ne
sont don pas fragiles au sens de la fragilité du point de vue de l'itération.
Les annexes C.2, page 198 et C.3, page 200 présentent d'autres résul-
tats permettant d'introduire une fragilité (temporelle ou du point de vue de
l'interation) dans le alul des réputations.
7.5.6 Déision
Dans ette setion, nous étudions les déisions que permet de prendre le
modèle L.I.A.R. Nous montrons ii la pertinene de e modèle pour le ontrle
soial des interations, en présentant les graphes globaux des relations de
onane qui se forment au l du temps. Ceux-i reètent la façon dont les
agents qui implémentent e modèle éliminent les agents qui ont des mauvais
omportements et renforent leurs interations ave eux de forte réputation.
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agt4 agt6
agt5
Fig. 7.15  Graphe global des relations de onane à l'étape 0 (ranuniers)
Les gures 7.15, 7.16, 7.17, 7.18 et 7.19, montrent l'évolution du graphe
global des relations de onane d'agents ranuniers au l du temps, dans
une onguration où les agents 0 à 7 ont un violationRate et un lieRate
de 0.8. Pour leur part, les agents 8, 9 et 10 ne se ontredisent jamais.
Les liens reètent des intentions de onane réiproques entre les paires
d'agents. Ils sont ahés ave une épaisseur plus grande et une ouleur plus
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Fig. 7.16  Graphe global des relations de onane à l'étape 50 (ranuniers)
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Fig. 7.17  Graphe global des relations de onane à l'étape 100 (ranuniers)
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Fig. 7.18  Graphe global des relations de onane à l'étape 150 (ranuniers)
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Fig. 7.19  Graphe global des relations de onane à l'étape 200 (ranuniers)
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fonée quand les intentions de onane sont plus fortes.
Au départ (itération 0), les agents ne se sont jamais renontrés ; les inten-
tions de onane reposent sur la Prédisposition Générale à faire Conane
qui est à true par défaut. Tous les agents sont don reliés par de faibles in-
tentions de onane. Le graphe tend ensuite rapidement, entre l'itération 50
et l'itération 100 à rejetter les agents 0 à 7 et à reonnaître que les agents 8,
9 et 10 sont de onane.
agt0
agt10
agt1 agt9
agt2 agt8
agt3 agt7
agt4 agt6
agt5
Fig. 7.20  Graphe global des relations de onane à l'étape 0 (indulgents)
Les gures 7.20, 7.21, 7.22 et 7.23, montrent l'évolution du graphe global
des relations de onane d'agents indulgents. Dans e as, l'identiation
dénitive des agents de onane et le rejet des agents qui se omportent
mal prend plus de temps. Ceux-i se déroulent entre les itérations 150 et 200.
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agt5
Fig. 7.21  Graphe global des relations de onane à l'étape 50 (indulgents)
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Fig. 7.22  Graphe global des relations de onane à l'étape 100 (indulgents)
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Fig. 7.23  Graphe global des relations de onane à l'étape 150 (indulgents)
agt0
agt10
agt1 agt9
agt2 agt8
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agt4 agt6
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Fig. 7.24  Graphe global des relations de onane à l'étape 200 (indulgents)
166 CHAPITRE 7. RÉGULATION DES COMMUNICATIONS
7.6 Conlusions
Dans e hapitre, nous avons mené diérentes expérimentations pour étu-
dier le omportement du modèle L.I.A.R. selon une grille dénie dans le adre
d'une ollaboration ave d'autres herheurs du domaine au sein du projet
Art-testbed.
Nous avons tout d'abord omparé les diérentes stratégies d'instaniation
des normes en termes de nombre de violations détetées et de niveau alulé
pour la Réputation fondée sur les Interations Diretes. Les agents indulgents
font preuve d'une ertaine instabilité dans les niveaux qu'ils alulent. Les
agents ranuniers onsidèrent plus de violations que n'en sont générées à un
instant donné du fait qu'ils ne reviennent pas sur leur avis.
Nous avons ensuite étudié la préision et la vitesse de onvergene des
diérents types de réputations. La onvergene dépend de nombreux fateurs,
omme le nombre d'interations diretes, indiretes ou de reommandations.
Plus d'information permet généralement une onvergene plus rapide. La
préision est, quant à elle, dépendante du fait que les agents n'ont que des
points de vue partiels sur le système. Elle est meilleure si l'agent dispose de
plus d'information. La Réputation fondée sur les Interations Indiretes est
aussi sous l'inuene du taux de mauvaise pereption et la Réputation fondée
sur les Reommandations de Réputation sous l'inuene de la proportion de
menteurs dans la population d'agents déployés. Cependant, dans le as de la
Réputation fondée sur les Reommandations de Réputation, le double ltrage
limite l'eet des mauvaises reommandations.
Par la suite, nous avons étudié l'adaptabilité des réputations selon deux
ritères : l'inertie et la fragilité. Nous avons montré que les formules que nous
proposons dans la partie II impliquent une forte inertie et ne réent pas de
fragilité. Nous avons aussi montré que l'utilisation de fenêtres temporelles
permettait de réduire l'inertie et, éventuellement, d'introduire une ertaine
fragilité temporelle. D'autres pistes pour introduire la fragilité sont présentées
dans les annexes C.2 et C.3.
An de ne pas surharger e hapitre, nous présentons en annexe C.5
quelques résultats onernant l'eaité du modèle L.I.A.R.. Les temps de
aluls des niveaux de réputation sont faibles et ont une progression linéaire
ave le temps.
Enn, nous avons montré que le modèle autorisait les agents qui l'implé-
mentent à prendre des déisions qui, d'une part, leur permettent d'éliminer
les agents malveillants et, d'autre part, de renforer leurs relations ave les
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agents de onane.
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Quatrième partie
Conlusion et Perspetives
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Chapitre 8
Conlusions et perspetives
Dans e hapitre, nous présentons les onlusions et les perspetives de
e travail de reherhe. Nous ommençons par rappeler la problématique
générale et les objetifs, puis exposons notre démarhe, nos ontributions et
leurs limites. Enn, nous dressons les perspetives de e travail.
8.1 Problématique et objetifs
Dans ette thèse, nous avons abordé la problématique du ontrle des
interations des agents dans les Systèmes Multi-Agents Ouverts et Déentra-
lisés.
Dans un tel adre, un ontrle adaptatif, auto-organisé et appliqué par les
agents eux-mêmes, 'est-à-dire un ontrle soial, est plus adapté. Nous avons
don déidé de dénir un modèle de réputation qu'un agent peut implémen-
ter, an de partiiper au ontrle soial des interations des autres agents. Le
modèle de réputation doit permettre aux agents qui l'implémentent de a-
ratériser les interations qu'ils perçoivent et de les santionner en onsé-
quene. La santion peut être positive ou négative, suivant la nature des
interations. Durant la phase de aratérisation, les agents doivent onfron-
ter les interations qu'ils perçoivent à des dénitions de l'aeptabilité des
interations. Pour e faire, il est néessaire que les agents soient apables :
de modéliser les interations qu'ils perçoivent, de dénir l'aeptabi-
lité des interations et de déployer un proessus permettant d'évaluer les
premières par rapport aux seondes.
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8.2 Démarhe suivie
Pour résoudre le problème déni préédemment, nous avons suivi la dé-
marhe suivante. Dans la partie I, nous avons ommené par étudier les
modèles existants dans la littérature onernant les diérentes omposantes
du ontrle soial.
Dans le hapitre 2, nous avons étudié omment un agent peut modé-
liser les interations qu'il perçoit à l'aide d'engagements soiaux. Ensuite,
nous avons vu omment il peut aratériser l'aeptabilité des interations
à l'aide de normes. Nous avons aussi étudié par quels proessus un agent
peut omparer les interations qu'il a observées pour déterminer leur degré
d'aeptabilité. Enn, nous avons atalogué les diérentes santions qu'un
agent peut appliquer à l'un de ses pairs. Nous avons ainsi observé que les
notions de onane et de réputation onstituent un moyen pour un agent
de santionner ses pairs de manière adaptée aux systèmes déentralisés.
Les hapitres 3 et 4 se sont ensuite foalisés sur es notions de onane
et de réputation. Le hapitre 3 s'est onentré sur leurs dénitions dans
les sienes éonomiques, humaines et soiales. Pour sa part, le hapitre 4
s'est intéressé aux modèles omputationnels. Nous avons alors établi que les
modèles de réputation existants sourent de launes au niveau de la phase
de aratérisation des interations. Or, les modèles d'engagement soial et
de norme ainsi que les proessus d'évaluation existants (qui permettent aux
agents d'estimer l'aeptabilité d'une interation observée) sont peu adaptés
au adre déentralisé. Nous avons alors proposé, dans la partie II, le modèle
L.I.A.R., qui ontribue au ontrle soial des interations dans les SMAOD.
Enn, dans la partie III, nous avons proposé quelques expérimentations sur le
modèle L.I.A.R., dans le adre d'un sénario d'éhange d'informations dans
un réseau pair-à-pair.
8.3 Contributions
La première ontribution majeure du présent travail de reherhe onerne
l'état de l'art sur les modèles de réputation. Par une étude approfondie des
onepts de onane et de réputation dans les sienes éonomiques, hu-
maines et soiales, nous avons pu aratériser préisément e que sont la
réputation fondée sur les interations et la déision de faire onane. Au
ours de ette étude, nous avons aussi extrait une grille d'analyse, qui nous
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a permis de dénir des atégories pour les modèles omputationnels de ré-
putation, en fontion des propriétés qu'ils implémentent ou non. Nous avons
alors remarqué que es modèles pêhent prinipalement par leur implanta-
tion du proessus d'évaluation. Quand elui-i n'est pas absent, il requiert
l'intervention humaine ou bien s'applique à des situations très restreintes.
La deuxième ontribution majeure du travail présenté ii réside non pas
dans le fait même que nous proposions des modèles d'engagement soial, de
norme et de réputation, mais surtout dans leur intégration au sein du modèle
L.I.A.R. Cela permet d'implémenter de manière entièrement automatique
la boule de rétroation aratérisant l'apprentissage des réputations et de
poser les premiers jalons d'un modèle de ontrle soial dans un système
multi-agent ouvert et déentralisé.
Parmi les ontributions plus préises, nous avons déni un modèle de ré-
putation utilisant un domaine de représentation original et permettant aux
agents de maintenir séparément diérents types de réputation. Les diérents
types de réputation utilisés dans e modèle ont été dénis formellement, grâe
aux rles que les agents peuvent jouer, aux types d'information qu'ils peuvent
éhanger au ours du proessus de punition et aux propriétés des réputations.
Ainsi, les réputations sont distinguées par faette et par dimension. An de
permettre aux agents de déterminer les niveaux des réputations qu'ils asso-
ient aux autres, nous avons aussi proposé un modèle d'engagement soial,
un modèle de normes et un proessus de détetion de la violation (ou du
respet) de es normes. Ces derniers permettent aux agents de déterminer
de manière totalement automatique des évaluations des interations qu'ils
observent. Ces modèles sont adaptés aux systèmes déentralisés, puisqu'ils
prennent en ompte le fait que les agents ont leurs propres représentations
loales des engagements soiaux et des normes, qui peuvent être inomplètes
et imparfaites.
8.4 Limites
Parmi les diérents modèles et proessus que nous avons proposé dans
ette thèse, nous avons déterminé les limites suivantes.
Les limites du modèle d'engagement soial onernent prinipalement son
expressivité. Dans le adre de ette thèse, les agents utilisent des engagements
soiaux pour modéliser une simple interation. La gestion de l'évolution du
ontenu d'un engagement soial ne s'est pas avérée néessaire. En onsé-
174 CHAPITRE 8. CONCLUSIONS ET PERSPECTIVES
quene, le modèle d'engagement soial n'est pas adapté aux systèmes où les
agents sont autorisés à argumenter pour défendre leurs points de vues dié-
rents sur le monde.
Les limites onernant le modèle de normes se situent majoritairement
au niveau des types de normes onsidérées. Le modèle de normes de L.I.A.R.
permet de modéliser des s-normes, au sens de la typologie de [Tuo95, TBT95℄.
Dans le adre d'institutions entralisées, e sont plutt des r-normes qui sont
utilisées. Le modèle L.I.A.R. ne peut don atuellement pas tirer parti de la
présene d'institutions entralisées pour permettre aux agents de mettre à
jour leurs réputations.
Le proessus d'évaluation repose sur une signature digitale des messages
qui s'avère diile à mettre en plae dans les systèmes déentralisés, omme
expliqué dans [AJ02℄.
Enn, ertains proessus du modèle de réputation n'ont pas été étudiés
dans toute leur étendue. Ainsi en est-il de l'ordre des réputations qui est
utilisé dans le proessus de raisonnement. Pour sa part, le proessus de pro-
pagation des réputations se fonde sur l'hypothèse que les agents envoient le
plus possible de reommandations. En eet, si elles-i sont orretes, ela bé-
néie à l'ensemble du système de ontrle. Cependant, du point de vue d'un
agent, la stratégie onsistant à diuser largement l'information qu'il possède
n'est pas néessairement la plus pertinente. Ce proessus repose aussi sur
une règle de réiproité assez élémentaire, onsistant à n'envoyer des reom-
mandations qu'aux agents qui ont eux-mêmes une bonne réputation omme
reommandeurs. Enn, les reommandations que les agents éhangent ne
peuvent être omprises par le réepteur que s'il en onnaît la sémantique.
8.5 Perspetives
An de répondre aux limites identiées préédemment, il est possible
d'identier des perspetives à plus ou moins long terme. Nous présentons
d'abord les perspetives à ourt terme, puis elles à plus long terme.
Parmi les perspetives à ourt terme, une extension possible de notre
modèle d'engagement soial serait de lui ajouter la possibilité de gérer le
yle de vie du ontenu. Le modèle L.I.A.R. permettrait alors aux agents
d'argumenter, lorsque leurs points de vue sur le monde dièrent.
Le modèle de normes pourrait être enrihi par la prise en ompte d'autres
types de normes, omme les r-normes. Les agents implémentant le modèle
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L.I.A.R. pourraient alors tirer parti de la présene d'institutions entralisées.
Dans [GVSM06℄, nous établissons quelques pistes en e sens.
Un proessus de détetion de violation des normes plus souple, par exemple
s'appuyant sur la réputation plutt que sur des signatures életroniques, évi-
terait la mise en plae diile de systèmes ryptographiques.
Les travaux à plus long terme onernent une étude plus approfondie des
proessus de raisonnement et de propagation des réputations. Tout d'abord,
il serait intéressant d'étudier les éléments extérieurs qui peuvent inuener
le hoix d'un agent sur l'ordre des réputations lors du proessus de raisonne-
ment. Ensuite, l'étude des relations entre les notions de onane et de  pri-
vay  permettrait de déterminer plus préisément quand, à qui et pourquoi
les agents doivent ou ne doivent pas partager l'information qu'il possèdent
sur leur propre réputation ou elle des autres. Enn, l'utilisation d'une on-
tologie [CS05, VCSB07℄ de la réputation autoriserait les agents ayant des
modèles de réputation diérents à ommuniquer et à déterminer plus préi-
sément omment diuser les reommandations.
Enn, dans les travaux en ours, il semble important de poursuivre les
expérimentations, par exemple en déployant dans la population des agents
ayant des paramètres diérents (τX , θ
trust
XbRp, et.) ou bien en autorisant les pa-
ramètres aratérisant le taux de ontradition à évoluer au ours du temps,
pour plus de réalisme. Enn, il pourrait être intéressant de onfronter le
modèle L.I.A.R. à d'autres modèles de la littérature. Cependant, les adres
d'appliations et les métriques employées divergent tellement entre les mo-
dèles atuels, qu'il est diile d'opérer une telle omparaison. C'est pourquoi
nous nous sommes impliqués dans le projet Art-testbed [Tes04℄, visant à dé-
nir un ban d'essais pour les modèles de réputation. Ce projet étant très
réent, des expérimentations ave le modèle L.I.A.R. sont en ours, mais leurs
résultats ne peuvent être présentés dans le adre de ette thèse.
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Durant es travaux de thèse, nous avons également parti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au groupe de travail international  Art testbed  (Agent Reputation and
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onnaître largement auprès de diérentes
ommunautés sienti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+
05℄
et [FKM
+
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les démonstrations [FKM
+
05d, FKM
+
05a, FKM
+
06a, FKM
+
06b℄). La liste
des publiations produites par le groupe ART testbed suit.
180 PUBLICATIONS DIRECTES
Publiations indiretes
[FKM
+
05a℄ K. Fullam, T. Klos, G. Muller, J. Sabater, A. Shlosser, Z. Topol,
K. S. Barber, J. S. Rosenshein, L. Verouter, and M. Voss. A
demonstration of the agent reputation and trust (art) testbed :
Experimentation and ompetition for Trust in Agent Soieties.
In Proeedings of Autonomous Agents and Multi-Agent Systems
(AAMAS'05), Utreht, The Netherlands, July 2005. ACM Press,
New York, NY, United States of Ameria.
[FKM
+
05b℄ K. Fullam, T. Klos, G. Muller, J. Sabater, A. Shlosser, Z. To-
pol, K. S. Barber, J. S. Rosenshein, L. Verouter, and M. Voss.
A speiation of the agent reputation and trust (Art) test-
bed : Experimentation and ompetition for Trust in Agent So-
ieties. In F. Dignum, V. Dignum, S. Koenig, S. Kraus, M. P.
Singh, and M. Wooldridge, editors, Proeedings of Autonomous
Agents and Multi-Agent Systems (AAMAS'05), pages 512518,
Utreht, The Netherlands, July 2005. ACM Press, New York,
NY, United States of Ameria. 145
[FKM
+
05℄ K. Fullam, T. Klos, G. Muller, J. Sabater, Z. Topol, K. S. Bar-
ber, J. S. Rosenshein, and L. Verouter. The agent reputa-
tion and trust (art) testbed arhiteture. In C. Castelfranhi,
S. Barber, J. Sabater, and M. P. Singh, editors, Proeedings
of the Workshop on "Trust in Agent Soieties" at Autonomous
Agents and Multi-Agent Systems (AAMAS'05), volume 2, pages
5062, July 2005.
[FKM
+
05d℄ K. K. Fullam, T. B. Klos, G. Muller, J. Sabater, Z. Topol, K. S.
Barber, J. S. Rosenshein, and L. Verouter. Le ban d'essais
art (agent reputation and trust) pour les modèles de onane.
In A. Drogoul and É. Ramat, editors, Ates des Journées
181
182 PUBLICATIONS INDIRECTES
Franophones sur les Systèmes Multi-Agents (JFSMA'05), pages
175179, Calais, Frane, novembre 2005. Hermès Sienes.
[FKM
+
05e℄ K. K. Fullam, T. B. Klos, G. Muller, J. Sabater i Mir, Z. Topol,
K. S. Barber, J. S. Rosenshein, and L. Verouter. The agent
reputation and trust (art) testbed arhiteture. In B. López,
J. Meléndez, P. Radeva, and J. Vitrià, editors, Proeedings of
the Congrès Català d'Intel.ligènia Artiial (CCIA'05), volume
131 of Frontiers in Artiial Intelligene and Appliations, pages
389396, Alguer, Spain, Otober 2005. Assoiaió Catalana d'In-
telligènia Artiial, IOS Press, Amsterdam, The Netherlands.
[FKM
+
06a℄ K. K. Fullam, T. B. Klos, G. Muller, J. Sabater-Mir, K. S.
Barber, and L. Verouter. The agent reputation and trust
(art) testbed. In K. Stølen, W. H. Winsborough, F. Marti-
nelli, and F. Massai, editors, Proeedings of the International
Conferene on Trust Management (iTrust'06), volume 3986 of
Leture Notes in Computer Siene, pages 439442, Pisa, Italy,
May 2006. Springer-Verlag, Berlin, Germany.
[FKM
+
06b℄ Karen K. Fullam, Tomas B. Klos, Guillaume Muller,
Jordi Sabater-Mir, K. Suzanne Barber, and Laurent Ver-
outer. The agent reputation and trust (ART) testbed.
In Belgium-Netherlands Conferene on Artiial Intelligene
(BNAIC'06), pages 449450, 2006.
Cinquième partie
Annexes
183

Annexe A
Compléments sur l'état de l'art
Dans ette annexe, nous donnons quelques omplément onernant la
grille qui nous a servi à atégoriser les modèles omputationnels de réputa-
tion.
A.1 Propriétés des modèles omputationnels
Pour une disussion détaillée sur l'implémentation des proessus, voir
setion 4.7, page 65. En substane, en partant de l'observation que haque
modèle omputationnel de réputation n'implémente généralement qu'une
faible partie des proessus de manipulation des réputations, nous avons pu
onstruire une atégorisation des modèles : depuis eux qui néessitent une
onstante intervention humaine, jusqu'à eux qui peuvent être implémen-
tés diretement dans des agents logiiels autonomes. Le proessus qui freine
le plus l'implémentation des modèles de réputation dans des agents est le
proessus de révision instantanée.
La table A.1 et les disussions menées ii se réfèrent prinipalement aux
aspets : adre, propriétés et mise-en-÷uvre de la grille d'analyse 4.1, page 54.
Dans ette table, O (resp. N) signie que la propriété est (resp. n'est pas)
implémentée dans le modèle. H signie que le modèle néessite une interven-
tion humaine. X signie qu'un hamp n'est pas pertinent pour le modèle.
Finalement, B, T et M orrespondent, respetivement, aux omportements
attendus : bienveillants, triviaux ou malveillants. Les hires orrespondent
aux nombres de faettes ou dimensions onsidérées dans le modèle. Un +
signie  plusieurs . La notation 1/+ signie que ertaines réputations sont,
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par exemple, uni-faettes alors que d'autres sont multi-faettes.
Il ressort de l'analyse de ette table que la plupart des modèles, en dehors
des modèles de réputations eetivement déployés sur la toile [eBa03, OnS03,
ZMM99℄, manipulent des réputations subjetives.
D'autre part, durant une première phase exploratoire [Mar94℄, les mo-
dèles étaient relativement rihes (en partiulier multi-faettes), mais di-
ilement implémentables dans des agents autonomes. Durant une deuxième
phase [SFR99, SF99, SS02℄, les modèles se sont simpliés (uni-faettes), mais
sont devenus implémentables dans des agents autonomes. Plus réemment,
une troisème phase a vu le jour, où des modèles rihes ommenent à être
proposés pour des agents logiiels [WV03, Sab02℄, en partiulier grâe à la
prise en ompte du aratère soial de l'agent.
Si l'introdution de nombreuses faettes est assez ourante dans les mo-
dèles atuels [WV03, MD05, Sab02, Abd04℄, en revanhe, l'introdution de
multiples dimensions est enore peu ommune [MD05, Sab02℄.
De très nombreux domaines de valeurs sont utilisés pour représenter les
réputations, mais de plus en plus, ils s'enrihissent : ontrairement aux en-
semble disrets et nis de ertains modèles [Abd04℄, de plus en plus de her-
heurs utilisent des ensembles ontinus et innis tel le domaine [−1,+1] [Sab02,
Mar94℄. D'autres vont enore plus loin et proposent des représentations plus
rihes telles que les réseaux bayésiens [WV03, MD05℄ ou les ensembles ous
[CMD03, RPBF05℄. De la même manière, on observe une tendane à l'enri-
hissement des modèles quant aux nombre de types de réputations diérents
qu'ils prennent en ompte (voir table A.2, où Direte+Observée signie  mé-
lange de réputation Direte et Observée  et Observé|Propagée signie  ré-
putation Observée ou Propagée ).
De plus en plus de herheurs onsidèrent que les réputations ne sont pas
transitives [Abd04, Sab02℄, par onséquene de leur subjetivité : un agent
n'ayant pas aès aux royanes d'un autre, il ne peut don avoir une valeur
able de la réputation que elui-i aorde à un troisième agent (f. disussion
setion 3.2.5, page 50).
Enn, les omportements attendus indiqués dans la table A.1 sont le plus
possible eux qui sont préisés par les auteurs. Généralement, il s'agit de
omportements malveillants, tant au niveau des diérentes faettes onsi-
dérées, que pour les reommandations. On remarque que, paradoxalement,
ertains auteurs attendent des omportements bienveillants ou triviaux pour
les reommandations [SFR99, SF99, SS02, WV03℄. Quand et aspet n'est
pas préisé dans le modèle [OP05, Abd97, eBa03℄, nous l'avons estimé par
A.
1
.
P
R
O
P
R
I
É
T
É
S
D
E
S
M
O
D
È
L
E
S
C
O
M
P
U
T
A
T
I
O
N
N
E
L
S
1
8
7
Cadre Propriétés Comportements
graduation
subj. fa. dim. évaluation réputation trans. Reom. Réput.
OpenPGP partage de lefs O 1 H X {u,m,}/{f,m,u,d} O X M
eBay enhères N 1 H {-1,0,+1} [0,+∞[ N M M
Zaharias enhères N 1 H [0.1,1℄ [0,3000℄ O/N M M
AbdulRahman pair-à-pair O 1/+ X {-2,. . . ,+2} {-2,. . . ,+2} N B M
Marsh oopération O 1/+ X N [0,+1[ N X M
AFRAS e-ommere O 1 X ensemble ou ensemble ou N M M
Shillo théorie des jeux O 1 2 {0,1} [0,1℄ N T T
Sen exéution de tâhes O 1 1 {0,1} [0,1℄ N T T
Wang pair-à-pair O 1/+ 1 {0,1} [0,1℄ N B M
Melaye X O 1/+ + {0,1} [0,1℄ N X M
Sabater e-ommere O + + [-1,1℄ [-1,+1℄ N M M
Légende :
O oui N non subj. subjetivité Reom. Reommandation
H humain X non pertinent fa. faettes Réput. Réputation
B bienveillant T trivial dim. dimensions
M malveillant + plusieurs trans. transitivité
a/b parfois a, parfois b
T
a
b
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Cadre Types
OpenPGP partage de lefs Direte
eBay enhères Direte+Observée
Zaharias enhères Direte+Observée
(+abilités)
AbdulRahman pair-à-pair Direte
Colletive
Stéréotypée
Marsh oopération Direte
Stéréotypée
AFRAS e-ommere Direte+Observée
Shillo théorie des jeux Direte
Observée
Sen exéution de tâhes Direte
Observée
Wang pair-à-pair Direte
Observée
Melaye X Direte
Sabater e-ommere Direte
Propagée
Colletive
Stéréotypée
(+abilités)
Tab. A.2  Types de réputation dans les modèles omputationnels.
rapport à la mise en appliation du modèle.
Annexe B
Compléments sur le modèle
L.I.A.R.
Dans ette annexe, nous proposons quelques ompléments à la desrip-
tion du modèle L.I.A.R. donnée en partie II, page 73. En partiulier, nous
préisons les algorithmes de raisonnement et de déision.
B.1 Pseudo-ode du proessus de raisonnement
Dans ette setion est proposé le pseudo-ode du proessus de raisonne-
ment. Dans le pseudo-ode qui suit, nous avons :
bnNCS
′A
tg(α, δ, t) = { sp ∈ bnNCS
A
tg(t)/
α ∈ bn.facets(sp.cont) ∧ δ ∈ bn.dimensions(sp)
∧(sp.st ∈ {fulfilled, violated, cancelled}) }
où bnNCS
A
tg(t) est déni page 118. Les NCS
′
orrespondent aux historiques
de politiques soiales en état terminal, groupées par faettes et par dimen-
sions.
Nous dénissons aussi intention_t omme une struture ontenant un
booléen et une valeur réelle :
STRUCT intention_t :
trust_int : BOOL
trust_val : FLOAT
ENDSTRUCT
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bn.reasons(tg, α, δ, Lev, t) : set of intention_t
BEGIN
res : set of intention_t← ∅
inten : intention_t
// si (assez d'interations diretes et
// valeur non unknown et valeur disriminante)
IF (|bnNCS′
{bn}
tg (α, ctxt.δ, t)| > ctxt.θ
relevane
DIbRp
AND DIbRp
tg
bn(α, δ, t) 6= unknown
AND (DIbRptgbn(α, δ, t) > ctxt.θ
trust
DIbRp
OR DIbRp
tg
bn(α, δ, t) < ctxt.θ
distrust
DIbRp ))
// si susant pour onane
THEN IF (DIbRptgbn(α, δ, t) > ctxt.θ
trust
DIbRp)
THEN inten.trust_int← trust
inten.trust_val← DIbRptgbn(α, δ, t)
// si susant pour déane
ELSE inten.trust_int← distrust
inten.trust_val← DIbRptgbn(α, δ, t)
ENDIF
// si (assez d'interations indiretes et
// valeur non unknown et valeur disriminante)
ELSE IF (|bnNCS′
Ωbn(t)\{bn}
tg (α, δ, t)| > ctxt.θ
relevane
IIbRp
AND IIbRp
tg
bn(α, δ, t) 6= unknown
AND (IIbRptgbn(α, δ, t) > ctxt.θ
trust
IIbRp
OR IIbRp
tg
bn(α, δ, t) < ctxt.θ
distrust
IIbRp ))
// si susant pour onane
THEN IF (IIbRp
tg
bn(α, δ, t) > ctxt.θ
trust
IIbRp)
THEN inten.trust_int← trust
inten.trust_val← IIbRptgbn(α, δ, t)
// si susant pour déane
ELSE inten.trust_int← distrust
inten.trust_val← IIbRptgbn(α, δ, t)
ENDIF
// si (assez de reommandations d'observation et
// valeur non unknown et valeur disriminante)
ELSE IF (|
⋃
X∈{F,V,C} bnObsRcXNCS(tg, α, δ, t)| > ctxt.θ
relevane
ObsRcbRp
AND ObsRcbRp
tg
bn(α, δ, t) 6= unknown
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AND (ObsRcbRptgbn(α, δ, t) > ctxt.θ
trust
ObsRcbRp
OR ObsRcbRp
tg
bn(α, δ, t) < ctxt.θ
distrust
ObsRcbRp))
// si susant pour onane
THEN IF (ObsRcbRptgbn(α, δ, t) > ctxt.θ
trust
ObsRcbRp)
THEN inten.trust_int← trust
inten.trust_val← ObsRcbRptgbn(α, δ, t)
// si susant pour déane
ELSE inten.trust_int← distrust
inten.trust_val← ObsRcbRptgbn(α, δ, t)
ENDIF
// si (assez de reommandations d'évaluation et
// valeur non unknown et valeur disriminante)
ELSE IF (|
⋃
X∈{F,V,C} bnEvRcXNCS(tg, α, δ, t)| > ctxt.θ
relevane
EvRcbRp
AND EvRcbRp
tg
bn(α, δ, t) 6= unknown
AND (EvRcbRptgbn(α, δ, t) > ctxt.θ
trust
EvRcbRp
OR EvRcbRp
tg
bn(α, δ, t) < ctxt.θ
distrust
EvRcbRp))
// si susant pour onane
THEN IF (EvRcbRptgbn(α, δ, t) > ctxt.θ
trust
EvRcbRp)
THEN inten.trust_int← trust
inten.trust_val← EvRcbRptgbn(α, δ, t)
// si susant pour déane
ELSE inten.trust_int← distrust
inten.trust_val← EvRcbRptgbn(α, δ, t)
ENDIF
// si (assez de reommandations de réputation et
// valeur non unknown et valeur disriminante)
ELSE IF (|bnTRpRc(tg, α, δ, t)| > ctxt.θrelevaneRpRcbRp
AND RpRcbRp
tg
bn(α, δ, t) 6= unknown
AND (RpRcbRptgbn(α, δ, t) > ctxt.θ
trust
RpRcbRp
OR RpRcbRp
tg
bn(α, δ, t) < ctxt.θ
distrust
RpRcbRp))
// si susant pour onane
THEN IF (RpRcbRptgbn(α, δ, t) > ctxt.θ
trust
RpRcbRp)
THEN inten.trust_int← trust
inten.trust_val← RpRcbRptgbn(α, δ, t)
// si susant pour déane
ELSE inten.trust_int← distrust
inten.trust_val← RpRcbRptgbn(α, δ, t)
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ENDIF
// as par défaut
ELSE IF (bnGDtT=true)
THEN inten.trust_int← trust
inten.trust_val← 0.0
ELSE inten.trust_int← distrust
inten.trust_val← 0.0
ENDIF
ENDIF
ENDIF
ENDIF
ENDIF
ENDIF
res.add(inten)
RETURN(res)
END
B.2 Pseudo-ode des proessus de déision
Dans ette setion sont proposés des pseudo-odes pour les deux types de
déisions que peut prendre un agent.
Une déision de type séletion, orrespond à déider si un agent donné
est digne de onane. Nous proposons l'algorithme suivant pour que le bé-
néiaire bn déide s'il est d'envoyer ou non un message de ontenu sensible
ontent à la ible tg :
bn.déision(tg, ctxt, t) :_
BEGIN
// hoisir la faette et la dimension les plus adaptées au ontexte
bn.selectFacDim(ctxt, α, δ)
IF (bn.reasons(tg, α, δ, ctxt.Lev, t).trust_int=trust)
// modier les états mentaux pour déider d'envoyer le message
THEN bn.add_intention(bn.send_message(tg, ontent))
// modier les états mentaux pour déider de ne pas envoyer le message
ELSE
THEN bn.add_intention(¬bn.send_message(tg, ontent))
END
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Où selectFacDim retourne la faette α et la dimension δ que bn onsi-
dèrent les plus adaptées au ontexte ctxt. add_intention orrespond à
l'ajout d'une intention (de type BDI [RG91℄, à ne pas onfondre ave les
intentions de onane) aux états mentaux de l'agent. L'algorithme de déi-
sion proposé ii onsiste simplement à tester si la partie booléenne de l'in-
tention de onane penhe dans le sens de faire onane à l'agent tg ou,
au ontraire, à ne pas lui faire onane. Dans le as positif, une intention
d'envoyer le message est ajoutée aux états mentaux de bn, dans le as négatif,
une intention de ne pas envoyer le message est ajoutée aux états mentaux
de bn.
Une déision de type tri, onsiste à ordonner un ensemble d'agents en
fontion de la onane qui leur est aordée. Nous proposons l'algorithme
suivant pour séletionner un sous-ensemble de n ≤ m agents les plus dignes
de onane, à qui il serait possible d'envoyer de l'information sensible :
bn.déision(Tg, ctxt, t, n) :_
BEGIN
STRUCT trust_intention_type :
trust_int : BOOL
trust_val : FLOAT
ENDSTRUCT
STRUCT cell :
t_int : trust_intention_type
position : INTEGER
ENDSTRUCT
t_int_and_pos : cell[|Tg|]
cpt : INTEGER ← 0
nb : INTEGER ← 0
i : INTEGER ← 0
ti : trust_intention_type
bn.selectFacDim(ctxt, α, δ)
FORALL tg ∈ Tg DO
ti← bn.reasons(tg, α, δ, ctxt.Lev, t)
t_int_and_pos[i].t_int← ti
t_int_and_pos[i].position ← i
i = i+ 1
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DONE
quick_sort_decreasing(t_int_and_pos)
FORALL cpt ∈ [0..|Tg| − 1] DO
IF ((nb < n) AND (t_int_and_pos[i].t_int=trust))
THEN bn.add_intention(
bn.send_message(Tg.get(t_int_and_pos[i].position), ontent))
nb = nb+ 1
ELSE bn.add_intention(
¬bn.send_message(Tg.get(t_int_and_pos[i].position), ontent))
ENDIF
DONE
END
Où quick_sort_decreasing eetue un tri rapide par ordre déroissant
du tableau, en s'appuyant sur la omposante réelle des intentions de onane
ontenues dans le tableau.
Cet algorithme onsiste simplement à trier les agents en fontion de la
omposante réelle des intentions de onane, puis à ajouter une intention de
réaliser l'envoi de message pour les (au plus) n agents ayant les pondérations
les plus fortes et pour lesquels l'intention est de faire onane. Pour les
autres agents, une intention de ne pas envoyer le message est réée.
Annexe C
Compléments aux
expérimentations
Dans ette annexe, nous fournissons quelques expérimentations omplé-
mentaires à elles fournies dans la partie III, page 135. Ces dernières per-
mettent de préiser l'inuene de ertains des paramètres du modèle L.I.A.R.
C.1 Choix des paramètres de simulation
Dans ette annexe, nous synthétisons les résultats des expérimentations
qui nous ont permis de xer les paramètres des simulations, en termes de
nombre d'agents, de faits, d'interations diretes et d'itérations.
C.1.1 Nombre d'agents
Pour déterminer le nombre d'agents, nous avons lané des simulations
ave des agents ayant tous un violationRate de 0.2 et avons estimé le
nombre de politiques soiales détetées omme étant violées par rapport au
nombre total de politiques soiales, en fontion des deux stratégies d'instan-
iation. Les résultats sont présentés dans la gure C.1
Les résultats sont diérents selon la stratégie déployée, mais le nombre
d'agents n'inue pas sur la détetion des violations de manière signiative.
Nous pouvons don xer le nombre d'agents omme il nous semble le plus
judiieux. Nous xons e nombre d'agents à 11, d'une part pour réduire
les ressoures employées par la simulation et, d'autre part, de manière à
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Fig. C.1  Détermination du nombre d'agents.
pouvoir répartir les violationRate et lieRate de façon pertinente : haque
agent i ∈ 0, . . . , 10 est assoié à un violationRate et un lieRate de i/10.
C.1.2 Nombre de faits
Pour déterminer le nombre de faits, nous avons lané des simulations ave
des agents ayant tous un violationRate de 0.2 et avons estimé le nombre
de politiques soiales détetées omme étant violées par rapport au nombre
total de politiques soiales, en fontion des deux stratégies d'instaniation.
Les résultats sont présentés dans la gure C.2.
Quelle que soit la stratégie, le nombre de faits inue sur la vitesse de
onvergene du rapport entre le nombre de politiques soiales violées et to-
tal (voir la pente des ourbes au démarrage). En eet, plus il y a de faits,
plus un agent a de possibilités pour s'engager sans réer d'inonsistane. En
onséquene, plus il a de faits, plus il faut de temps pour qu'un agent ait
généré susamment d'engagements pour s'être ontredit ave une moyenne
de 20 %. Le temps de onvergene du taux de politiques soiales détetées
omme étant violées par rapport au nombre total de politiques soiales est
don plus grand si le nombre de faits diérents sur lesquels un agent peut
s'engager est plus grand. Par ailleurs, un nombre de faits plus important lisse
les ourbes dans le as des agents indulgents.
Les agents ranuniers sont plus sensibles à et eet, ar ils onsidèrent tou-
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Fig. C.2  Détermination du nombre de faits.
jours l'ensemble des politiques soiales qu'ils instanient, alors que les agents
indulgents nissent par ignorer ertaines politiques soiales. Le poids d'une
violation diminue don ave le temps hez les agents ranuniers (inertie).
Pour onlure, pour un nombre d'agents xé à 11 et un nombre de faits
inférieur à 50, il faut moins de 100 itérations pour obtenir la onvergene.
Nous xons le nombre de faits à 30.
C.1.3 Nombre d'interations diretes
Pour déterminer le nombre d'interations diretes, nous avons lané des
simulations ave des agents ayant tous un violationRate de 0.2 et avons
estimé le nombre de politiques soiales détetées omme étant violées par
rapport au nombre total de politiques soiales, en fontion des deux stratégies
d'instaniation. Les résultats sont présentés dans la gure C.3.
Quelle que soit la stratégie, le nombre d'interations diretes par itération
inue sur le temps que mettent les agents à déteter une moyenne de 20 %
de ontraditions. En eet, plus il y a d'interations, plus un agent a de
matière pour aluler le rapport du nombre de politiques soiales violées sur
le nombre total de politiques. En onséquene, plus il a d'interations, moins
il faut de temps pour que la onvergene apparaisse.
Par ailleurs, pour la même raison que préédemment (inertie), les agents
ranuniers sont plus sensibles à et eet.
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Fig. C.3  Détermination du nombre d'interations diretes.
Pour onlure, pour un nombre d'agents xé à 11, 2 interations diretes
susent pour obtenir une onvergene en moins de 100 itérations. Nous xons
le nombre d'interations diretes à 2 par défaut.
C.1.4 Nombre d'iterations
Étant donnés les paramètres xés i-dessus, il est possible d'observer une
onvergene avant 100 itérations. Cependant, dans d'autres expérienes, les
onvergenes peuvent se produire plus tard ('est le as, en partiulier, quand
nous abordons l'inertie, puisque nous faisons hanger le omportements des
agents à des instants assez avanés). Nous xons don de manière globale le
nombre d'itérations à 400 pour les expérienes. Cei permet d'assurer que
les phénomènes intéressants pourront être observés et de vérier que des
phénomènes parasites ne se produisent pas ensuite.
C.2 Pénalité des normes
Dans ette annexe, nous présentons quelques résultats sur l'utilisation de
la pénalité assoiée aux normes.
Les gures C.4(a), C.4(b), C.5(a) et C.5(b) présentent l'évolution du om-
portement de la Réputation fondée sur les Interations Diretes d'agents
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Fig. C.4  Inuene de la pénalité des normes (indulgents).
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Fig. C.5  Inuene de la pénalité des normes (ranuniers).
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ayant diérents violationRate quand un hangement brusque de ompor-
tement intervient à l'itération 100, en fontion des stratégies d'instaniation
des normes. Dans les gures C.4(a) et C.5(a) la pénalité assoiée aux normes
vaut toujours 1.0. Dans les gures C.4(b) et C.5(b), elle vaut 1.0 quand la
norme est remplie et i quand elle est violée, où i est le nombre d'engagements
soiaux impliqués dans la ontradition.
L'introdution de e type de variabilité dans la pénalité induit une fragilité
du point de vue de l'interation (f. setion 3.2.5, page 48), puisque la hute
de la réputation est plus forte pour les agents qui avaient une réputation
déjà forte. Elle permet aussi d'introduire une fragilité temporelle, puisqu'il
faudra, par exemple, à un agent inq politiques soiales en état fulfilled
pour ontrer l'eet d'une violation impliquant inq engagements soiaux.
L'eet de ette onguration est plus visible hez les agents ranuniers du
fait de l'inertie.
C.3 Inuene des paramètres τX
Dans ette setion, nous étudions l'inuene des paramètres τX sur le al-
ul des Réputation fondée sur les Interations Diretes. Du fait que les auls
sont similaires pour la Réputation fondée sur les Interations Indiretes, les
résultats présentés ii sont aussi valables pour e type de réputation.
Les gures C.6(a), C.6(b) et C.6() présentent l'inuene du rapport entre
les paramètres τV et τF sur la Réputation fondée sur les Interations Diretes,
pour la stratégie ranunière (les ourbes de la stratégie indulgentes sont trop
instables pour être pertinentes ii). Quand les deux paramètres sont du même
ordre de grandeur, l'inuene sur le niveau de la Réputation fondée sur les
Interations Diretes est faible. En revanhe, quand le paramètre τV a plus de
poids que le paramètre τF , les niveaux de réputation alulés sont plus rap-
prohés dans les valeurs basses (réputation de −1.0) et plus éartés dans les
valeurs hautes (réputation de +1.0). La diérene entre deux agents de faible
réputation est moins importante qu'entre deux agents de forte réputation.
Ce paramètre pourrait permettre d'introduire une fragilité du point de
vue de l'interation (f. setion 3.2.5, page 48), puisqu'une mauvaise expé-
riene fait plus huter la réputation pour les agents qui ont déjà une forte
réputation que pour les agents de faible réputation.
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Fig. C.6  Inuene des paramètres τX (ranuniers).
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C.4 Inuene des paramètres θtrustXbRp, . . .
Les seuils θtrustXbRp, θ
distrust
XbRp , θ
relevane
XbRp ,. . . sont utilisés dans le proessus de
raisonnement, les deux premiers pour déterminer si l'intention est de faire
onane ou si elle tend vers la déane et le dernier pour déterminer la
quantité d'information néessaire pour onsidérer pertinente la valeur de ré-
putation onsidérée. Dans ette setion, nous proposons quelques résultats
onernant leur inuene sur le omportement général du modèle L.I.A.R.
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Fig. C.7  Inuene des paramètres θtrustXbRp, θ
distrust
XbRp .
La gure C.7 présente l'évolution du nombre de fois où haque type de ré-
putation est utilisé lors du proessus de raisonnement quand les seuils θtrustXbRp,
θdistrustXbRp sont tous dénis à 0.0, puis 0.5, puis 0.8. L'inuene de es hange-
ments est légèrement plus forte hez les agents indulgents, mais les tendanes
générales restent inhangées.
La gure C.8 présente l'évolution du nombre de fois où haque type de ré-
putation est utilisé lors du proessus de raisonnement quand les seuils θrelevaneXbRp
sont dénis omme suit : θrelevaneDIbRp =10, θ
relevane
IIbRp =20 et θ
relevane
RpRcbRp =30, puis 0.5,
puis θrelevaneDIbRp =20, θ
relevane
IIbRp =30 et θ
relevane
RpRcbRp =40, puis θ
relevane
DIbRp =30, θ
relevane
IIbRp =40
et θrelevaneRpRcbRp =50, puis 0.5. L'inuene de es hangements est légèrement plus
forte hez les agents indulgents, mais les tendanes générales restent inhan-
gées.
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Fig. C.8  Inuene des paramètres θrelevaneXbRp .
La quantité d'information dont dispose un agent pour aluler les ni-
veaux de réputation est assez faible [Sab02℄. De e fait, il paraîtrait peu
réaliste qu'un agent requière, par exemple, plus de 50 expérienes diretes
avant d'estimer pouvoir aluler un niveau de Réputation fondée sur les In-
terations Diretes pertinent. Les seuils ont don volontairement été xés à
de petites valeurs, pour plus de réalisme. La gure C.8 montre d'ailleurs que
plus les seuils de pertinene augmentent, plus la Prédisposition Générale à
faire Conane est utilisée, au détriment des autres types de réputation. Si
les seuils étaient xés à de trop hautes valeurs, les réputations fondées sur
l'interation deviendraient inutiles.
C.5 Eaité du modèle L.I.A.R.
Dans ette annexe, nous nous intéressons à l'eaité du modèle L.I.A.R.,
'est-à-dire au temps qu'il met pour aluler les diérents types de réputa-
tions.
Dans les expérimentations présentées ii, nous ne herhons pas à avoir
des temps exats d'exéution, mais une simple estimation de la forme que
prend l'augmentation des temps de aluls ave l'augmentation du nombre
d'interations diretes, indiretes ou de reommandations. De e fait, nous
avons employé la tehnique onsistant à prendre la valeur de l'horloge au
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début et à la n de haque fontion et à aluler la diérene (d'où les pis
fréquents dans les gures i-dessous, liés à l'utilisation du proesseur par
d'autres tâhes).
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Fig. C.9  Temps de alul des diérents types de réputation.
Le alul des niveaux des diérents types de réputations s'appuie sur des
ensembles de politiques soiales qui grandissent ave le temps. Comme le
montre la gure C.9, l'eaité du module de punition diminue don ave
le temps. Cette diminution se fait de manière approximativement linéaire.
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Ces temps de aluls sont raisonnables puisque, dans le pire des as (elui
de la Réputation fondée sur les Reommandations de Réputation, qui fait
intervenir un double ltrage) et sur un Pentium IV à 1.7 Ghz, nous obtenons
les temps les plus longs aux environs de 2 milliseondes dans une situation
où il y a 800 reommandations à ltrer et à traiter.
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