In order to prevent LOC, it is important to evaluate the envelope variation by calculating the key characteristics of the impaired aircraft's new flight envelope in real-time after the occurrence of the failure. However, estimating the entire flight envelope of the impaired aircraft based on a high-fidelity nonlinear model using the aforementioned methods and specifying the characteristics of the evaluated envelope is computationally intensive and practically impossible to be implemented onboard the aircraft for an unpredicted failure. For instance, the "curse of dimensionality" [32] associated with the reachability set method limits its online application to low-dimensional problems [33] . Therefore, researchers have adopted various approaches to tackle this challenge. One approach is to create an offline database of flight envelopes for a priori known failures and employ it onboard the aircraft. For instance, an augmentation to the conventional FMS is proposed in [34] with the aim of preventing loss of control which assumes the offline database is applicable to any specific case online. A similar concept is considered in [19] with application to actuator faults, and in [33, [35] [36] [37] with extension to structural damages where a database of flight envelopes corresponding to the most often occurring failures is created offline and accessed onboard the aircraft to retrieve the closest envelopes to the occurred failure degree. The retrieved envelopes are then interpolated to estimate the actual impaired envelope. The results of the offline database approach are only accurate if enough envelopes have been evaluated to be stored in the database. Hence, the drawback with this approach is that it requires carrying massive databases onboard. This is specifically important as the graphical results presented in [37] depict the interpolation output of two candidate envelopes which seem to be almost isotropic scale of each other.
However, this is not always the case considering the nonlinear dynamics of the aircraft which directly influence the envelope variations at different failure degrees. Therefore in this approach, numerous envelopes with appropriate distribution on ranges of the failure degree and other affecting factors should be evaluated and added to the database.
Utilizing reduced complexity models instead of high-fidelity models is another approach which enables efficient and fast flight envelope estimation onboard the aircraft. Time scale separation is used in [38, and 39] to develop a computationally efficient model based on the variables that drive the slow dynamics of the aircraft state, whereas a point mass dynamic model along with a differential vortex lattice algorithm is used in [40] to estimate the impaired aircraft flight envelopes. While their online implementation is feasible, flight envelopes estimated based on reduced complexity models are considerably simplified [34] and lack specific steady state maneuvers' characteristic.
A third approach is to estimate local flight envelopes instead of the entire flight envelope. This approach has been employed in studies associated with developing adaptive flight planners where local envelopes are estimated online progressively as new flight conditions are visited [5, 28] . Linear discrete-time models are used in [41] whereas [19] confines the optimization space to speed up the reachable set calculations. A shortcoming with this approach is that the local envelope characteristics do not generally reflect the entire flight envelope characteristics of the damaged aircraft. In other words, a local envelope might be the intersection of the unimpaired and impaired flight envelopes hence being unchanged even after the occurrence of the failure and implying to the pilot that the failure has not affected the set of achievable trim points, whilst the other parts and boundaries of the global envelope might have been shrunk and even drifted within the steady-state-space.
While the aforementioned methods have their own pros and cons, an alternative approach could be developing a comprehensive mathematical model relating the main parameters causing envelope variation to the principal characteristics of the flight envelope which determine envelope alteration. Such model if built based on a database of high-fidelity flight envelopes resembles the nonlinear and complex dynamics of the impaired aircraft and eliminates the need to carry a massive database onboard. Since the model is developed offline it can be fine-tuned by changing the model specifications or adding more failure cases to the training database until an acceptable level of accuracy is achieved. Also, it provides the envelope characteristics at the intended failure degree instantaneously, eliminating the time required to explore an onboard database, to retrieve and interpolate flight envelopes, and to specify the required characteristics. More importantly, the developed model which provides a direct analytical equation can be used as an efficient and precise emulator in numerous model evaluations required for analyzing the sensitivity of the envelope variation to the designated input parameters. This paper investigates the feasibility of this approach. It should be noted that evaluating the flight envelopes of impaired aircraft with structural damages demands carrying out wind tunnel tests or implementing specific numerical methods which are beyond the scope and available resources of this research. Hence, a database previously created by the authors comprising of high-fidelity flight envelopes of an impaired GTM with actuator failures was used in this study to develop the intended nonlinear models by linear and nonlinear least-squares techniques. Also, this study is not focused on the fault detection process and it is assumed that an appropriate method such as [42] can be used to detect and isolate the control surface fault.
The number of achievable trim points within the envelope's boundary changes with different failure degrees as each failure shrinks the envelope to a different extent. Also, the remaining flight envelope and subsequently its centroid relocate with different failure degrees. Therefore, these two key parameters of different natures which characterize the envelope variation of an impaired aircraft are selected as the desired outputs of the developing models.
The rest of this paper is arranged into sections as follows: Sec. II introduces the dynamic model used in this research. Sec. III presents the evaluation procedure and specifications of the flight envelope database employed in this study. In Sec. IV, first, polynomial models with different degrees are developed by QR decomposition using a training dataset and their generalization ability is assessed based on their fit to a test dataset. Then, for the purpose of comparison, the same training data is used to construct nonlinear hyperbolic tangent function-based models of different sizes by solving nonlinear least-squares optimization problems with the Trust-region-reflective and Levenberg-Marquardt algorithms, and it is shown why solving the considered nonlinear least-squares regression problem can be implemented more effectively and efficiently within the neural network training framework. Hence, multiple neural networks are trained using the Levenberg-Marquardt algorithm and those with the best performance on the unseen data are selected, and results from the developed polynomials and selected neural networks are compared in detail. Finally, in Sec. V, a variance-based global sensitivity analysis is performed using the estimated polynomial regression equation to evaluate the levels of influence of the input factors on the impaired flight envelope variation. Lastly, Sec. VI concludes the paper.
II. Dynamic Model
A key element in every scientific research is a valid model. The Generic Transport Model (GTM) -with tail number T2, is a 5.5% twin -turbine powered, dynamically scaled aircraft which is designed with the aim of flying into drastic upset conditions and being safely recovered. Extensive wind tunnel tests were performed on GTM to create an extended-envelope aerodynamic data set. Test data were obtained at angles of attack as low as 5 and up to +85° and sideslip angles ranging from 45° to +45 [43] . The GTM-T2 properties are shown in Table 1 . The dynamic model used in this research is the GTM-T2, high fidelity, nonlinear, 6 DOF, MATLAB -Simulink model, also known as "GTM-DesignSim" [44] . The model utilizes extensive wind tunnel test data in tabular form as the required aerodynamic database. Further details on the GTM can be found in [43, 45] and their references.
III. Database of Damaged GTM's Flight Envelopes
As mentioned earlier, a previously generated database [46] including the flight envelopes of the unimpaired GTM and the impaired GTM with rudder failures is used in this research. Envelopes within this database are trim envelopes as per definition and explanations provided in the previous section. In related studies, this form of trim envelopes is also called maneuvering flight envelopes (MFEs) as they are boundaries containing steady state maneuvers (i.e. trim points). The same terminology is used in this research. It should be noted not to confuse these maneuvering flight envelopes with the reachability-based safe flight envelopes as in some researches they are referred to as maneuvering flight envelopes too. The following subsection briefly describes the computational procedure by which the MFEs of the database have been evaluated. For more details refer to [5, 24] .
A. Maneuvering Flight Envelope
A steady state maneuver is considered as the condition in which all forces and moments are zero or constant [47] . This requires all linear and angular velocity rates and aerodynamic angles rates to be zero, whilst controls are fixed. Therefore, in the wind-axes coordinate system:
(1), is a general definition of trim state. Hence, additional constraints need to be imposed to define the intended level/climbing/descending rectilinear and level/climbing/descending turning maneuvers:
Climbing/descending rectilinear: ̇,̇,̇= 0, =
Level turn: ̇,̇, = 0,̇=
Climbing/descending turn: ̇,̇= 0,̇, =
Rewriting the trim state definition in terms of equations of motion:
In (9), * ,̇ * are the desired constant values which define the steady state maneuvers shown in (2)(5). Trim condition must satisfy the aircraft equations of motion, as in (6) . Therefore, for each desired steady state maneuver, trim vectors ( * , * ) are found by simultaneously solving all aircraft nonlinear equations of motion (̇= 0) for the desired flight path angle and turn rate ( * ,̇ * ) at a specific total airspeed * and a specific altitude ℎ * . Hence, MFEs are comprised of trim states characterized by four parameters (ℎ * , * , * ,̇ * ).
Solving (̇= 0) is not analytically possible, hence the feasible trim points are derived by numerically solving the corresponding constrained nonlinear optimization problem in which the cost function is [6, 24, and 47] :
where specifies the state derivatives' contributions to the cost function which is subject to the following equality constraints:
where, = , = + (14)
Also is subject to inequality constraints which are dictated by the physical limits on the control inputs:
Control surfaces' deflection limits are all in degree and have been set based on the values in the GTM-DesignSim.
Also throttle is in percent (i.e. [0, 1]).
Being feasible is not enough for a trim state to include it inside the boundaries of the MFE. Feasibility is the necessary condition whilst stability is the sufficient condition for inclusion in the flight envelope. A nonlinear system is considered stable at a specific trim point, if the system inherently converges to the trim state when being in the vicinity of the trim point [48] . Hence, to evaluate the stability of the aircraft at each specific trim point For commercial transport aircraft, it is more preferable to use bank angles of less than 30 degrees in path planning, especially in final approach and landing [6] . This enables shallow turns which impose small -forces (up to 1.2 ) on passengers. It is also common in literature to impose such a constraint if the study model is a conventional civil airliner. For instance, in [26] , maneuvering flight envelopes of a wing damaged GTM were estimated for bank angles constrained to 20, or in [38] , a 35 bank constraint was imposed on the nominal and offnominal flight envelope determination of a jet transport model. Therefore, a 30 bank constraint was imposed on the trim points derivation of the database used in this research.
Also, an additional angle of attack constraint was imposed to prevent the optimization algorithm from trimming the aircraft at the stall or post-stall flight conditions. As mentioned earlier, GTM aerodynamic dataset includes aerodynamic data for high values of angle of attack up to 85. This is because GTM was designed to investigate stall and post-stall regimes in the extended flight envelope regions. However, based on the results of the bifurcation analysis of GTM in [3] , from  = 10.5, the aircraft enters an undesirable regime with steep helical spirals which are considered as upset conditions and must be recovered from, by stall recovery procedures. Hence, in the utilized database, the upper limit of  was constrained to 10.5. It should be noted that the imposed constraints also limited the number of potential trim points that needed to be investigated by the explained numerical optimization, thus made the database generation process computationally affordable. However, the regression and sensitivity analysis of this research can be applied to other databases generated observing other constraints as well.
B. MFE Database Specifications
At each fixed altitude ℎ * , maneuvering flight envelopes are 3D volumes ( , ,̇ ). To evaluate 3D MFEs of the database, the computational procedure presented in the previous subsection has been followed accordingly for each triplet ( * , * ,̇ * ).
There are four categories of control surface failures [49] :
• Surface jam • Control restriction, in which, upper and/or lower limits of deflection are changed to new, equal or non-equal values • Reduced rate limits, in which, upper and/or lower rate limits are changed • Surface runaway, which at first shows up as reduced rate limits but eventually changes to surface jam case Hence, in fact there are three main actuator failure categories which two more common of them have been considered in the construction of the database: control restriction and surface jam, which are generally caused by physical damage, icing, or a loss of hydraulic power. Table 2 presents the failure cases evaluated in the database. As can be seen, rudder failures have been chosen from lowest to highest degrees such that they cover different sections of the rudder operational range. Values in bracket are the lower limit ( ) and the upper limit ( ) of the rudder deflection, as in [ , ] . In fact, jamming failure is a special case of restriction failure in which and are identical. Clearly, in the evaluation process of the impaired cases, the limits of the constraint (18) are changed to the and of the corresponding failure. In the employed database, MFEs of the unimpaired and impaired GTM have been evaluated at four different altitudes of Sea Level, 10000 ft, 20000 ft, and 30000 ft. It should be noted that the GTM-T2 is a sub-scale remotelypiloted air vehicle designed to fly at low altitudes only (line of sight), however, the MFEs were also evaluated at 20000 ft and 30000 ft using the GTM's MATLAB ® -Simulink ® model for the purpose of demonstrating and evaluating the envelope variations. Taking into account the unimpaired case and all considered rudder failure cases at the mentioned flying altitudes, the database is comprised of 3D MFEs of 112 different cases as shown in Table 3 . Table 4 presents the resolution increments in , , and ̇ ranges which were chosen such that high fidelity MFEs could be estimated. MFEs of the database were evaluated for different flight path angles within the range of −5°≤ ≤ 5°. Hence, given the 1 resolution increment in the  range, each 3D MFE is composed of 11 different -constant 2D MFEs in the ( −̇) plane. Fig. 1 presents two instances of the evaluated 3D MFEs of the database. 
IV. Approximating Models
In this section, linear and nonlinear least-squares methods are employed to fit approximating models to the data extracted from the database described in the previous section. As can be seen in Fig. 2 , different flight conditions and various failure degrees result in completely different 2D MFEs in the ( −) plane. Specifically, it is shown that the centroid and the number of achievable trim points vary dramatically. Hence, as mentioned earlier, these two parameters which characterize the flight envelope variations are considered as the outputs of the approximating models.
Fig. 2 Variation of MFEs by different flight conditions and failure degrees
Since trim points are characterized by four parameters (ℎ * , * , * ,̇ * ), altitude and flight path angle can be considered as two influencing parameters on the 2D MFEs. By increasing altitude flight envelope contracts due to the decrease in the air density and the engines' available thrust. Also at higher flight path angles the required thrust is bigger due to the increase in drag; yielding in smaller flight envelopes. Hence, altitude and flight path angle are considered as two inputs to the models. Other inputs are identified based on the occurred failure type. In case of control surface failure, the new limitations on the surface deflection angle affect the 2D MFE. As mentioned in the previous section, both the jamming and control restriction failures can be characterized by the lower and upper limit values of the surface deflection angle. Therefore, the lower limit ( ) and the upper limit ( ) of the rudder deflection are also considered as two inputs to the approximating models. The aim is to develop analytical models which take the four inputs and accurately provide the intended outputs. These inputs and outputs are summarized in the following table. It should be noted that each of the two outputs presented in Table 5 is considered separately. In other words, in the following subsections, first, different methods are employed to develop approximating models capable of predicting the number of trim points at any a-priori unknown failure degree, and their results are compared. Then, the developed models which predict the centroid are presented and compared.
A. Linear Least-Squares
While a dataset does not explicitly describe the relationship between independent (predictor) and dependent (response or outcome) variables, regression can be used to fit an analytical parametric model to the dataset. One of the main types of regression is the least-squares data fitting method which estimates the model parameters or coefficients by minimizing the sum of squares of residuals or prediction errors which are the differences between the observed responses and the fitted model's outcomes for the input samples within the dataset.
While model ̂ can be selected to be any arbitrary function, the problem is considered as linear regression if ̂ is linear in the model parameters (coefficients)  [50] 
This is equivalent to the model ̂ being an affine function of the model parameter -vector , as the first basis function 1 is constant with value one. Hence, the m-vector of the prediction function's outcomes over the input samples can be written as
in which the design matrix is defined as
(21) also implies that the linear in the coefficients requirement yields in the residual being an affine function of
Based on (19) and (22), the solution of the least-squares problem can be found by regressing the vector ⃗ ×1
onto the columns of × [50] . Assuming the columns of to be linearly independent, the solution  satisfies
which can be written as
Since the Gram matrix is invertible, the solution of the normal equations (25) can be obtained as
However, it should be noted that constructing the pseudo-inverse (Moore-Penrose inverse) † requires forming the Gram matrix which is assumed to be nonsingular but in practice it could become singular due to rounding made in the floating point computations [50] . A more stable method to find the solution of (25) is the QR factorization of in which the design matrix is expressed as the product of two matrices Q and R where Q is an × matrix with orthonormal columns and R is a × upper triangular matrix with positive diagonal elements.
While the QR factorization can be implemented through the Gram-Schmidt algorithm, a more reliable algorithm in the presence of round-off errors is the Housholder algorithm which is less sensitive to rounding error than the Gram-Schmidt algorithm [51] .
The "linear in the coefficients" model presented in ( defining and evaluating models based on analytical computation [52] . So far polynomials have shown remarkable capabilities in modeling the GTM short period dynamics [53] and more recently in piecewise modeling of the fullenvelope aerodynamic coefficients of the GTM [52, 54] . More specifically, the idea of interpolating flight envelopes in the offline database approach mentioned in Sec. I was corroborated by fitting first and second order polynomials (28) to variation of the number of grid points inside reachable sets with flight condition or percentage of damage [33] .
However, only limited cases were investigated and influencing parameters (i.e. flight condition or damage parameter) were taken into account independently. To the best of our knowledge, so far no related studies have modeled the aggregated effect of the main flight condition and failure-related factors on the flight envelope variations as a unified analytical model in the form of a polynomial.
In this research, the polynomial model of (28) has been developed with different degrees utilizing the described procedure to find the best approximating polynomial model possible (i.e. with the least prediction error).
Specifically, a 2 nd degree, a 3 rd degree, and a 4 th degree polynomial were built using the described database and their generalization abilities were compared. To have good generalization ability, the developed model should be able to predict the number of trim points for new unseen failure cases as well as it predicts the number of trim points on the failure cases used to form the model [50] . Therefore, employing the out-of-sample validation method, the database of the rudder failure cases was divided into two sets of training set and test set by a split ratio of 90%-10%. The polynomial models were fitted using only the data in the training set and their generalizations were assessed by their fit on the test set. Considering that the 112 3D MFEs presented in Table 3 are comprised of a total of 1102 2D
MFEs, 111 (10%) 2D MFEs were selected randomly as the test set while the remaining 991 (90%) cases formed the training set.
Before presenting the results of the developed polynomial models, a few points should be mentioned: First, the models' generalizations were assessed by their Mean Squared Error (MSE) in the test set (i.e. ‖ ⃗ 111 ×1 ‖ 2 /111). The reason is that the generalization ability of the best developed polynomial will be compared with the neural network developed in the following subsections and usually the MSE is the main performance function used in developing, validating and testing of neural networks. Second, the evaluated MSEs are based on fitted outcomes and observed responses normalized between 1 and 1. This is specifically important in the case of multi-element output ( ) as it ensures that the relative accuracy of and ̇ which have different value ranges are treated as equally important instead of prioritizing the accuracy of over ̇ due to larger value range. For the sake of integrity throughout the presented results, the same normalization has been applied to the case of ( ) even though it is a single-element output. Third, to better comprehend the generalization performance of the fitted models, in addition to providing the models' MSEs on the test set, the error percentages for five failure cases have also been calculated and provided as
Whilst the first two of the five cases were selected from the test set, the other three cases are not even among the test data. In fact, these three cases were selected with input values that are not a combination of the considered altitudes and rudder deflection limits of the database. In other words, the altitudes and rudder upper and lower limits of these three cases have been selected as mid-range values to ensure that the developed models are not biased towards specific altitudes and failures. Tables 6 and 7 present the specifications and evaluation results of the constructed 2  nd ,   3 rd , and 4 th degree polynomial models. As can be seen in Table 6 , increasing the polynomial's total degree improves the model's ability to fit the variations and nonlinearities in the data. In the presented models, each of the four variables' maximum degree equals the total degree of the polynomial; hence, the 2 nd degree model can be shown as Poly2222 whereas the 4 th degree model is Poly4444. Therefore, the number of model parameters (i.e. polynomial terms) is � 4 + � as shown in Table   6 . Even though the 2 value indicates the amount of response's variation explained by the linear regression model, it could be misleading as it increases with every parameter added to the model regardless of whether the added term actually affects the model's response and the increased complexity is justified or not. Hence, the adjusted 2 which penalizes for the number of model terms is more appropriate for comparing polynomial models of different degrees.
According to the obtained results, it seems that higher degree models better fit the data as the adjusted 2 increases, and both the MSEs on the training data and on the test data decrease. Specifically, the values of the MSEs suggest that the 4 th degree model not only fits the training data better than the other two models but it also generalizes very well to the new unseen data. However, the evaluated models' error percentages on the five failure cases presented in Table 7 contradict this conclusion. In fact, the error percentages of the first two failure cases ( (1) and (2) This is due to the oscillatory interpolation property which is one of the disadvantages of the polynomials [55] . Figure 5 shows the five failure cases' prediction error percentages presented in Table 9 for better comprehension. 
B. Nonlinear Least-Squares
Alternatively, if the model ̂ in the data fitting problem of (19) is selected to be an arbitrary equation which is nonlinear or not entirely linear in the coefficients, then the nonlinear least-squares method is used to estimate the model parameters.
Since the objective function ( ⃗) is nonlinear in the model parameters, a single pass fitting procedure cannot be used to obtain the model coefficients and an iterative scheme is needed. Two main algorithms widely used to tackle the unconstrained optimization problem of (30) are Trust-Region-Reflective and Levenberg-Marquardt algorithms.
Each algorithm is briefly elaborated in the following subsections.
Trust-Region-Reflective algorithm
The basic idea of the Trust-Region method is to approximate the objective function F with a simpler function that reflects the behavior of the function F in a neighborhood (i.e. trust region) O around the current point  and to minimize the approximating function over O to find a trial step . The approximating function is defined to be the first two terms of the Taylor series of the objective function F. Hence, (30) is stated in the form of a quadratic minimization as the Trust-Region subproblem
Once the step is determined the current point  is updated to + if ( ⃗ + ⃗) < ( ⃗) and the Trust-Region dimension ∆ is adjusted, otherwise the current point remains unchanged, the trust region O is contracted and the step is recalculated. Considering that  is a -vector, belongs to a -space and ∈ , ℍ ∈ × . Hence, minimizing the quadratic function of (31) over the entire p-space is time consuming and computationally expensive.
An approximation approach is to restrict the Trust-Region subproblem to a subspace spanned by two reasonably chosen directions [56] .
While generally 1 and 2 are selected to be in the direction of the gradient of the objective function and an approximate Newton direction respectively if ℍ is positive definite
in case of the nonlinear least-squares problem, 2 is defined as an approximate Gauss-Newton direction which does not require the second derivatives of the components to be computed
and is obtained by approximately solving the following normal equations using the preconditioned conjugate gradients method [57] .
(38)
The two-dimensional minimization of (32) is performed at each iteration until convergence.
Levenberg-Marquardt algorithm
The Levenberg-Marquardt algorithm is a variation of Newton's method which has been designed for optimization of the sum of squares of nonlinear functions. Within Newton's method, the search direction for the problem presented in (30) is calculated at the ℎ iteration as
where
The matrix ( ⃗) = ( ⃗)∇ 2 ( ⃗) tends to zero as so does the residual when  approaches the solution. Thus, assuming that ( ⃗) is small and can be ignored, the Hessian matrix would become ∇ 2 ( ⃗) ≅ 2 ( ⃗) ( ⃗). So, the search direction can be rewritten as
(39) which does not require the calculation of second derivatives is the Gauss-Newton method [58] . However, if ( ⃗) is not small enough it cannot be omitted and even if it is small enough, the ( ⃗) ( ⃗) matrix may be noninvertible. In both cases the Gauss-Newton method encounters problem which can be overcome by a modified Hessian matrix as in the Levenberg-Marquardt method [59] .
which subsequently yields in a modified search direction
The algorithm initializes with = 0.01. If an iteration yields in a smaller objective function value, then is divided by some factor so that the algorithm would approach the Gauss-Newton method, otherwise, is multiplied by some factor so that the search direction tends towards the steepest descent direction which eventually results in a smaller objective function value. Hence, the Levenberg-Marquardt algorithm is a compromise between the guaranteed convergence of the steepest descent and the convergence speed of the Gauss-Newton method [58] .
Generally, both the Trust-Region-Reflective and Levenberg-Marquardt algorithms are started with random values as the initial estimate of the model coefficients. Moreover, in both algorithms is numerically approximated using the finite differences which are computationally expensive for problems with many model parameters.
Objective Function
In this research, the nonlinear model ̂ in the objective function ( ⃗) is defined based on the hyperbolic tangent function as below:
where the hyperbolic tangent function is
and = 6 , = 7 . Hence,
The hyperbolic tangent function is an S-shaped rescaling of the logistic sigmoid function that maps the resulting values between 1 and 1. Both functions have shown great capabilities in learning the nonlinearities between the inputs and outputs and have been widely used in nonlinear regression. However, the hyperbolic tangent function has the advantage over logistic sigmoid function that instead of strongly negative inputs being mapped to near zero values, they are mapped to negative values while only zero inputs being mapped to near zero values. Therefore, the hyperbolic tangent function is used in this research. Furthermore, the model ̂ of (43) is set to be a linear function of the hyperbolic tangent function . This linear function addresses the extrapolation effect which is a major issue in regression problems. Instead of extrapolating by projecting the trend of the fitted model onwards, the mean output value of the available data could be considered as the extrapolation result. However, the sigmoidal functions saturate at either the minimum or maximum, but a linear function does not saturate and so can extrapolate further [60] .
The nonlinear model of (45) is comprised of 7 coefficients. Similar to the polynomial models fitted by the linear least-squares method, it is expected that increasing the number of coefficients of the nonlinear-in-the-parameters model ̂ would result in more complex models that better resemble the nonlinear relationships between the inputs and outputs of the dataset. Therefore, two other models with 13 and 19 coefficients are also considered and their goodness of fit and generalizations are evaluated. 
̂( ⃗, ⃗)
As can be seen, the 13-coefficient and 19-coefficient models (̂1 3 ,̂1 9 ) are extensions of the 7-coefficient model (̂7)
constructed by adding more hyperbolic tangent functions:
It should be noted that after utilizing the explained algorithms in several instances of optimizing the objective function of (42) formed by the nonlinear model of (45), it was found that both algorithms almost find the same solution starting from the same initial point, however, the Levenberg-Marquardt (LM) converges with fewer iterations and function evaluations than the Trust-Region-Reflective (TRR). Therefore the Levenberg-Marquardt algorithm which appears to be more efficient was selected for the rest of the nonlinear regressions (i.e. fitting the nonlinear models (̂1 3 ,̂1 9 )). The following tables present the obtained results for the nonlinear least-squares data fitting problem. For the purpose of comparison, the same training set and test set used with the linear least-squares method were also utilized for all the nonlinear regressions of this section. Fig. 11 Norms of residuals of the 4 nonlinear regression models Fig. 12 Step sizes of the 4 nonlinear regression models
Fig. 13 First-order optimality of the 4 nonlinear regression models
It should be noted that different initial estimates of the model parameters lead to different results as the optimization might get trapped in different local minimas. Therefore, in order to make the results comparable, the same initial values were used for all of the four optimizations of Table 10 . To do so, a 19-vector 0 was generated randomly and the excess parameters were omitted for the models with lower number of coefficients. Also, the nonlinear least-squares data fitting processes were executed several times starting from different random 0 vectors and the best obtained results are presented here.
As can be seen, increasing model parameters has led to better performance. Both the first-order optimality and the step size are measures of how close the estimated model parameters are to their optimal values. The obtained values of these measures show that all the optimization processes have almost reached to the optimum. However, the differences in the squared norm of residual (error) values reflect the power of more complex models in adapting to the training data. The test set MSEs and the error percentages of the five failure cases reveal the same conclusion for the unseen data. In other words, Table 10 presents the best fit and generalization possible with the corresponding number of coefficients. As the best obtained results (which belong to the 19-coefficient model) are still behind those obtained by the best fitted polynomial, models with higher number of parameters must be evaluated.
As will be discussed in the following, it is more effective to carry out the nonlinear parameters estimation process (i.e. nonlinear regression) of models with higher number of coefficients within the neural network training framework. In fact, feedforward networks used for function fitting often have one or more hidden layers with logistic-sigmoid or tangent-sigmoid transfer function followed by an output layer with linear transfer function [61] .
Specifically, the hyperbolic tangent function in (44) resembles the tangent-sigmoid hidden neuron of a multilayer perceptron, and the linear function of (45) is analogous to the linear output neuron. Fig. 14 shows the architecture of the aforementioned two-layer network which as a universal approximator is capable of approximating any nonlinear function provided that there are sufficient neurons in the hidden layer [62] .
In the presented architecture, R and S indicate the number of parameters in the input layer and the number of neurons in the corresponding layer, respectively. Also, 1 , 2 , 1 , and 2 represent the outputs of the tan-sigmoid transfer function and the linear transfer function, and the matrices of the hidden layer's weights and the output layer's weights. The fitted models ̂7 , ̂1 3 , and ̂1 9 correspond to three neural networks of the presented architecture with one, two, and three hidden neurons, respectively. It is obvious that in these networks R equals four and 2 = 1 when the output is ( ) and 2 = 2 in the case of ( ).
Fig. 14 Two-layer feedforward neural network architecture
The reason that the considered nonlinear regression can be implemented more effectively by training neural networks with the Levenberg-Marquardt algorithm is twofold. First, a modification of the backpropagation algorithm is incorporated into the Levenberg-Marquardt algorithm for computation of the Jacobian matrix in (41) .
Backpropagation which is a training method for neural networks is an approximate steepest descent algorithm in which the objective function is mean squared error which is proportional to the sum of squared errors (i.e. the objective function in (30)) assuming the targets of the dataset occur with equal probabilities [58] .
In the standard backpropagation algorithm, the objective function is approximated by replacing the sum of squared errors with the squared error of a single input-output pair of the training set. Then the input to the network is propagated forward until the output of the last layer (i.e. 2 in the presented architecture) is calculated. Finally, the weights and biases ( , ) of the network (i.e. the model coefficients) are updated at each iteration by evaluating the derivatives of the objective function with respect to each layer's weights and biases, which themselves are proportional to the sensitivity of the objective function to changes in the net input of the ℒ ℎ neuron in that layer. As each layer's sensitivity is a function of the sensitivity in the next layer, it is computed through a recurrence relationship which propagates back the sensitivities from the last layer to the first layer [58] . Thus, for the presented architecture of Fig. 14 :
where is the learning rate and,
and is a diagonal matrix comprising the derivatives of each layer's neurons' outputs to that layer's neurons'
The terms in the Jacobian matrix that need to be computed are
. Considering the contributions of each of the last layer's neurons to the error of a single input-output pair ( ) and also that the model parameters are the network's weights and biases, the terms in can be rewritten as
where ̃ is the Marquardt sensitivity defined in a similar way that the sensitivity in the standard backpropagation method is defined. Furthermore, the last layer's sensitivity is modified such that ̃ 2 = − 2 [58] .
Another advantage of nonlinear regression by training the presented two-layer feedforward neural network is that the initial values of the model parameters (i.e. weights and biases) can be generated more intelligently such that the training time is reduced, rather than being generated purely random as in the optimization problem presented previously. Specifically, the Nguyen-Widrow method [63] generates initial weight and bias values for a layer such that the active regions of the layer's neurons are distributed approximately evenly across the layer's input space.
While pure randomly selected weights change during the training process until the region of interest is divided into small intervals, pre-selecting their values such that each neuron is assigned its own interval at the start of the training would eliminate the majority of the weight variations and hence will yield in less training time. It should be noted that the initial values selected with this method still contain a degree of randomness as first they are selected from a uniform random distribution and then their magnitudes are adjusted accordingly. This feature results in different weights' and biases' initial values each time the same network structure is trained, which is useful to find the best network from multiple trainings. Technical details of the Nguyen-Widrow implementation can be found in [63] .
As mentioned previously, the fitted models ̂7 , ̂1 3 , and ̂1 9 correspond to three feedforward neural networks of the presented two-layer architecture with one, two, and three hidden neurons, and their results suggest that increasing the hidden layer neurons (i.e. the number of model parameters) would yield in a better fit. Therefore, several networks with different sizes were built by increasing the number of hidden neurons one by one. Each network was trained 15 times (starting from different weights and biases initial values) using the same training set of the previous methods and evaluated each time on the same test set used for the polynomials. The network with the least MSE on the test set was selected among the 15 trained networks as the best generalizing network with the corresponding number of hidden neurons. After comparing the best networks of different sizes it was found that up to 10 hidden neurons the test MSE is reduced by increasing the network size, however, adding more hidden neurons unreasonably increases the network size and consequently the training time and the chance for the network to overfit the data, as it does not improve the network generalization anymore. Hence, the best network with 10 hidden neurons was selected as the final network modeling the nonlinear relationship between the input parameters
[ℎ ] and the output ( ). error histogram, and the regression plots of the final network, respectively. It should be noted that during the training process of neural networks, a small portion of the training set is used as validation data. In this research, the whole available dataset is divided by 80% training data, 10% validation data, and 10% test data which the latter is the same test set used previously, so the obtained results of the neural networks are comparable with the previous methods. As can be seen, the model developed by the nonlinear least-squares method within the neural network training framework is fitted to the training data and capable of generalizing to the test data with slightly better performance and less number of coefficients than the Poly3344 model. However, the little superiority of the neural network in the obtained results is achieved at the higher computational cost of the iterative scheme. The parameters of the Poly3344 model are evaluated in 0.062 seconds whereas the average total time required for 15 10-hidden neuron networks to be trained and their best model to be extracted is 10.865 seconds (this is an average value as the 15 networks are initialized from different weights and biases each time being trained). Therefore, it is notable that the linear leastsquares method can almost instantaneously (i.e. in a single pass) provide a fit nearly as good as the one obtained through the nonlinear regression. This is specifically important if the regression method is to be employed in online training to account for the necessary variations of the fitted model required to be exerted in case of further alterations in the impaired aircraft nonlinear dynamics due to subsequent failures (e.g. a secondary actuator failure resulted by excessive control effort).
Although, it should be noted that this inference is based on the results obtained for the rudder failure and cannot be generalized to other types of failure such as structural damages or combinatory failures. Specifically, in the case of structural failures many of the non-dimensional derivatives which characterize the force and moment coefficients are changed from their nominal values of the unimpaired case [64] . Taking into account these derivatives along with the altitude and flight path angle as the input parameters with influence on the MFE variations leads to a considerable increase in the number of model input variables with respect to the case of rudder failure where there are only four inputs [65] . Hence, the linear least-squares method may be incapable of accurately modeling the nonlinear relationship between the MFE variations and structural failure degrees. Assuming the availability of proper system identification methods [39, 66] to estimate the aerodynamic derivatives, it is anticipating that the nonlinear regression method and specifically neural networks with their significant learning capabilities would be able to perform the aforementioned modeling in the case of structural damages. This can be studied in future researches as the specific numerical methods and wind tunnel tests required for the evaluation of the force and moment non-dimensional derivatives at various structural failure degrees are beyond the scope and available resources of this study.
Nevertheless, this research shows that instead of local prediction of flight envelope characteristics at an individual input, it is feasible to predict the key parameters characterizing MFE contractions and displacements at any a-priori unknown actuator failure degree and flight condition using a unified regression-derived model which takes the identified influential variables; altogether as inputs.
So far, the presented results were associated with models evaluated with the number of trim points ( ) as the intended model response. The following tables present the specifications and corresponding results of the fitted (53) models which estimate the centroid of the MFE ( ) as the output. As mentioned previously, the 2D MFEs whose centroids are the targets belong to the ( −̇) plane. Hence, each output sample is comprised of two elements: the corresponding and ̇ values. The variations of each of these two output elements at different failure degrees and flight conditions are modeled with a separate polynomial. Therefore, the linear least-squares method requires two different models in case of ( ). On the other hand, the neural networks are capable of predicting multi-outputs.
Thus, the coordinate of the MFE centroid is estimated via a single model fitted by the nonlinear regression method.
After performing the previously explained investigations on the considered polynomials and neural networks using the same divisions of the dataset as in the case of ( ), it was found that a Poly3666 polynomial model and a 22-hidden neuron 2-layer feedforward network provide the best fits. Both models indicate that there are far more nonlinearities in the variations of with the four inputs than the existing nonlinearities in the relationship between and the same inputs. Specifically, the Poly3666 model shows that for both of the centroid elements, even the flight path angle requires a highest degree of 6; same as the upper and lower limits of the rudder deflection angle, and a highest degree of 3 is only adequate for the altitude, whereas in the case of a highest degree of 3 was sufficient to model the nonlinearities associated with both the altitude and the flight path angle. Also, the goodness of fit and generalization capability of the 2-layer network improves up to 22 hidden neurons. In order to be able to compare the multi-output neural network with the single-output polynomials, the same loss function used in the neural network is applied to the outputs of the two fitted polynomials as below
so that for the two Poly3666 models a single MSE is evaluated for each of the training set and the test set. The shaded cells of Table 14 Obviously, the increased total degree of the fitted polynomials and hidden neurons of the fitted network have resulted in considerably higher number of coefficients. However, it is noteworthy that in order to predict the centroid of the MSE with the linear regression model, the values of a total of 390 coefficients should be estimated whilst the multi-output network has 156 weights and biases. Despite the significant difference between the sizes of the fitted models by the linear and nonlinear least-squares techniques, the required total time to fit the models is still negligible for the polynomials (with respect to the case of ( )) whereas it has almost tripled for the neural network. For better comprehension, the figures 18 to 22 depict the results for the five failure cases which indicate the acceptable generalization of both models.
V. Sensitivity Analysis of Impaired Aircraft's Flight Envelope Variations
In order to assess the degree of effect of the designated inputs on the impaired aircraft's MFE variations, the variance-based global sensitivity analysis method has been employed which takes into account the variations of the input factors within the entire variability space and provides accurate numerical indices representing the individual and group contributions of the input variables to the MFE contraction and displacement.
Considering that the approximating model output is either the number of trim points ( ) or each of the two centroid elements ( ,̇), its variance ( ) can be expressed as [67] :
In the variance-based sensitivity analysis, the contribution to the model output variance from a specific input factor is considered as a measure of sensitivity. Hence, the first term of (54) which indicates the average of the conditional variance of , taken over all factors but the ℎ input factor ( ) when is fixed, is a measure of influence of other factors but . The smaller this term, the greater the second term of (54) and the influence of .
Therefore, the second term is the main effect of on with the corresponding first-order sensitivity index presented in (55).
Likewise, the total-effect of the input factor which is the aggregated contribution from the ℎ input to the output variance comprising its main (i.e. individual) effect and shared effects due to all interactions with other inputs is indicated by the total-order sensitivity index and defined as [67] :
First and total-order indices can be efficiently estimated via Monte-Carlo estimators within a Monte-Carlo based numerical procedure. In this research, the method proposed in [67] has been adopted to evaluate the mentioned estimators. Briefly, the procedure requires generating two (N, ℋ) matrices of random numbers, constructing a third (ℋN, ℋ) matrix from the columns of the two (N, ℋ) matrices, and evaluating the model output for all (2 + ℋ)N samples in the three matrices. The number of base samples N depends on the amount of nonlinearity and complexity of the model. Also, the number of columns (ℋ) of the three matrices corresponds to the number of input variables considered in the sensitivity analysis. More details on the employed Monte-Carlo estimators and the numerical procedure can be found in [67] .
The variance of the model output can be decomposed as in (57) when the input factors are independent. Hence, the higher order indices corresponding to the effects of interactions between the input factors (which cannot be expressed as the sum of their main effects) can be represented for the ℎ input factor in relation to its first and total order indices as in (58) .
where is the joint effect of the input factors and minus their first-order effects, with the corresponding higher order index being . In this study, Latin-Hypercube sampling has been used to generate the aforementioned two (N, ℋ) matrices. Latin-Hypercube sampling is a specific type of stratified sampling that reduces the gaps between the clusters of sampled points and thus produces a more uniform sample grid than the one generated in the random sampling strategy by the pseudo-random number generator. Figures 23 to 26 depict the first and total-order sensitivity indices computed by applying the variance-based sensitivity analysis to the developed Poly3344 and Poly3666 models. As mentioned earlier, the input variables of the developed polynomial models are ⃗ = [ℎ ] . However, the deflection limits of rudder (i.e. , ) are correlated and their values are dependent upon each other. For instance, if the lower limit of the damaged rudder's deflection angle is 10, the upper limit value cannot be less than 10. Therefore, the mentioned numerical procedures and corresponding Monte-Carlo estimators cannot be used unless either one of the two deflection limits is selected for the sensitivity analysis or their values are set to be equal as a jamming angle. Figures 23 and 24 indicate that the flying altitude has larger effect on the reduction of the remaining feasible trim points than the flight path angle. That is because the altitude variation affects both the aircraft's available thrust and stall speed (due to change in the air density), causing envelope contraction from top and bottom, whereas changing the flight path angle alters the amount of the required thrust and subsequently the maximum speed of the aircraft, resulting in the envelope contraction only from the top. According to figures 23 and 24, an initially unimpaired aircraft suffers larger envelope contractions due to the variation of the upper limit from its nominal value of 30 (whilst the lower limit is fixed at the nominal value of 30) than the contractions caused by changing the two affecting flight condition parameters (i.e. ℎ and ). Similarly, an already impaired aircraft with restricted rudder failure or jammed rudder failure experiences larger envelope contractions due to a secondary rudder failure such as the variation of the upper limit from its initial restricted value or due to the variation in the jamming angle. However, the jamming angle is more influential than the upper limit. In addition to the first and total order indices, numerical values of the higher order indices are presented in Table 16 . system, and using MATLAB ® version 9.3 (R2017b). The robustness of the estimated indices was evaluated by deriving the corresponding confidence intervals via percentile bootstrap re-sampling [68] . For instance, Fig. 27 presents the convergence analysis results for the case study of Fig. 26 .
Presented regression-based global sensitivity analysis approach enables assessing the degree of effect of different contributing parameters to the variations of the impaired aircraft's maneuvering flight envelope. Such evaluation provides prior knowledge of the most effective parameters limiting the impaired aircraft's maneuverability, which can be used as an advisory in specifying post-failure path planning strategies. This is specifically useful in the case of combinatory failures such as an impaired aircraft with damaged longitudinal and lateral control surfaces where identifying the most limiting input factor is not as intuitive as the case studies presented above. In that case, comparing the sensitivity indices of the defective control surfaces' deflection limits determines the surface whose further restriction confines the maneuvering flight envelope more dominantly. Considering that, the post-failure path planning objective could be chosen such that minimum control effort is imposed on the most influential damaged control surface. For instance, a level turn maneuver in the horizontal plane could be selected over a climbingdescending maneuver in the vertical plane to avoid the ahead-terrain when flight envelope contraction is more susceptible to the damaged elevator rather than the damaged rudder. This ensures that the flight envelope would not degrade too much in the case of a secondary failure of the damaged control surface.
VI. Conclusion
In this paper, various nonlinear models are developed by the linear and nonlinear least-squares methods with the aim of predicting the number of remaining feasible trim points and the centroid location of the impaired NASA GTM's shrunk and displaced maneuvering flight envelope at any a-priori unknown failure degree. These two model outputs which characterize the maneuvering flight envelope variation of an impaired aircraft are dependent on the flight altitude, flight path angle, and specific parameters determined by the failure type. These failure-related parameters are the lower and upper limits of the defective control surface's deflection angle in the considered failure cases of this study. Whilst generally there is no explicit relationship between the aforementioned influential input parameters and the two intended outputs, the developed nonlinear models of this study provide analytical functions capable of estimating the outputs at any intended failure degree with high precision. Specifically, polynomials of different degrees (as the linear regression models) and 2-layer feedforward neural networks with different number of hidden neurons (as the nonlinear regression models) are built and investigated to find the best fitting polynomial and neural network. According to the obtained results, a 4 th degree polynomial and a 10-hidden neuron network are able to accurately predict the remaining number of trim points whereas the centroid location of the impaired flight envelope can be estimated with a 6 th degree polynomial and a 22-hidden neuron network. More complex models are required in case of the centroid estimation due to higher nonlinearities between the inputs and the output. By comparing the developed models based on their mean squared errors on a test dataset it was found that the best neural networks have slightly better performance and smaller size (i.e. lower number of coefficients) than the best polynomials. However, unlike the neural networks, the parameters of the polynomials can be evaluated almost instantaneously, which is not crucial in case the models are developed offline, but could be advantageous if the developed models' parameters are supposed to be further modified online during the flight. In either case, the obtained results demonstrate the feasibility of predicting the key parameters characterizing flight envelope contraction and displacement at any a-priori unknown actuator failure degree and flight condition using a unified regression-derived model which takes the identified influential variables; altogether as inputs. Investigating the possibility of developing similar models for other failure types such as structural damages is a potential topic for future researches.
Also, it is shown in this study that the regression equations of the developed polynomials can be used as fast and accurate emulators for millions of model evaluations required for estimating the sensitivity indices of the input variables through a global sensitivity analysis approach. The results of four performed sensitivity analyses on the MFE's number of trim point and centroid elements are presented and discussed. The most effective input variables are identified, and it is explained how these results can be interpreted for the post-failure path planning.
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