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1. Introduction
1.1. Overview
A frame allows robust, unconditionally convergent, basis-like but usually non-unique expansions
of elements of a Hilbert space. Frame theory has seen wide application throughout mathematics and
engineering, such as in wireless communications [28], Σ–Δ quantization [8], and image processing
[9]. In many situations, we work with a frame sequence that is a frame for its closed span rather than
the entire space, and it is important to know what properties of the frame sequence are stable under
perturbations. There are a variety of perturbation theorems that are known to hold for frames and
frame sequences. These fall into two main types, which we will call Paley–Wiener perturbations and
compact perturbations of the frame synthesis operator.
We have twomain goals in this paper. First, we determine the exact relationships that hold among
the major Paley–Wiener perturbation theorems. Second, we study the invariance properties of frame
sequences under perturbations. In particular, we show that major properties of a frame sequence
such as excess, deﬁcit, and rank remain invariant under Paley–Wiener perturbations, but need not be
preserved by compact perturbations. For localized frames, which are frames with additional structure,
we show that the frame measure function is preserved by Paley–Wiener perturbations.
1.2. Paley–Wiener perturbation theorems
The following result summarizes the main Paley–Wiener-type perturbation theorems known to
hold for frame sequences. These are due to Christensen and his co-authors [12,14,15] (precise deﬁni-
tions of all terms are given in Section 2).
Theorem 1.1. Let F = {fi}i∈I ⊂ H be a frame sequence in a separable Hilbert space H, with synthesis
operator TF and frame bounds AF , BF . Let G = {gi}i∈I ⊂ H be another sequence with synthesis operator
TG, and let μ 0 be ﬁxed. DeﬁneHF = span(F) = range(TF) andHG = span(G). If
‖TFc − TGc‖μ‖c‖ for all ﬁnitely supported c ∈ 2(I), (1.1)
then G is a Bessel sequence. Moreover, if any one of the following conditions on the inf-angle between
subspaces holds, then G is a frame sequence:
(i) μ <
√
AFR(ker(TF), ker(TG)),
(ii) μ <
√
AFR(HG,HF),
(iii) μ <
√
AF and R(HG,HF) > 0.
In fact, there are more complicated theorems involving not onlyμ but also twomore non-negative
constants [10,12,15,27]. However, the remaining parameters are rarely (if ever) used in applications of
the perturbation theorems to wavelet, Gabor, shift-invariant, or exponential frames, cf. [1,16]. There-
fore, we focus in this paper on the practical versions of the perturbation theorems, with comments on
the possible generalizations.
Conditions (i) and (ii) were originally expressed in terms of the ‘gap’ δ(X, Y) [25] instead of the
inf-angle R(X, Y). The above formulation follows from the fact that δ(X, Y) = (1 − R(X, Y)2)1/2 [27].
That hypothesis (i) implies the lower frame condition is [12, Theorem 3.2]. The fact that (ii) also does
so is [15, Theorem 3.1], and the fact that (iii) does so is [14, Theorem 3.2].
In this paper we are interested in the relationship between hypotheses (i), (ii), and (iii), and in the
nature of the relationship between the original frame sequence F and the perturbed frame sequence
G when the hypotheses of Theorem 1.1 are satisﬁed.
1.3. Invariances of frame sequences under Paley–Wiener-type perturbations
We introduce some terminology in order to describe the types of frame property invariances that
we will consider.
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We say that the rank of a frame sequence F is rank(F) = dim(HF).
The excess of F is the cardinality of the largest subset that can be removed from F yet still leave a
sequence which has the same closed span:
excess(F) = sup{|F ′| : F ′ ⊂ F, span(F \ F ′) = span(F)},
where |F ′| denotes the cardinality of the set F ′. Thus, the excess is a measure of the overcompleteness
or redundancy of F . It is shown in [3, Lemma 4.1(c)] that the excess is related to the synthesis operator
TF by the formula
excess(F) = dim(ker(TF)). (1.2)
On the other hand, the deﬁcit of a frame sequence F is the smallest cardinality of a sequence that
must be added to F in order to obtain a sequence whose closed span is the entire space:
deﬁcit(F) = inf{|F ′| : F ′ ⊂ H, span(F ∪ F ′) = H}.
Thus the deﬁcit is a measure of the undercompleteness of F . By [3, Lemma 4.1(a)], the deﬁcit is
deﬁcit(F) = dim(H⊥F ). (1.3)
Our ﬁrst main result characterizes the exact implications that hold among the hypothesis (i), (ii),
and (iii) in the Paley–Wiener-type perturbation theorems. Moreover, we show that these types of
perturbations preserve many of the fundamental properties of frames, including rank, excess, and
deﬁcit. Thus, Paley–Wiener-type perturbations preserve the “size” of a frame sequence in many ways.
The proof of Theorem 1.2 will be given in Section 4.
Theorem 1.2. Let a frame sequence F and a sequence G be given as in Theorem 1.1, and suppose that (1.1)
is satisﬁed. Then the following statements hold.
• (i) implies (iii), but not vice versa.
• (ii) implies (iii), but not vice versa.
• (i) and (ii) are independent.
Moreover, if any one of (i), (ii), or (iii) is satisﬁed, then G is a frame sequence, and the following
statements hold.
• HF is isomorphic toHG.• H⊥F is isomorphic toH⊥G .• ker(TF) is isomorphic to ker(TG).• rank(F) = rank(G).
• excess(F) = excess(G).
• deﬁcit(F) = deﬁcit(G).
Some of the implications in Theorem 1.2were known previously. The new contribution of Theorem
1.2 is the implication (i) implies (iii) and the invariance conclusions that follow when the weakest
condition (iii) holds. The fact thatHF is isomorphic toHG andH⊥F is isomorphic toH⊥G if (ii) is satisﬁed
is proved in [15], and the fact that HF is isomorphic to HG if (iii) is satisﬁed is proved in [14]. The
implication (ii) implies (iii) is trivial because of the fact thatR(HG,HF) 1. The paper [27] also contains
some of the implications of Theorem 1.2 for the restricted setting of shift-invariant frame systems.
Additionally, the counterexamples constructed in [27] establish the “not vice versa” statements in
Theorem 1.2 as well as the independence of (i) and (ii).
1.4. Invariance of the frame measure function
Excess, deﬁcit, and rank are measures of the overcompleteness or undercompleteness of a frame
sequence, but only in a relatively crude sense. For arbitrary frames, it is extremely difﬁcult to quantify
the exact meaning of redundancy. For example, we would like to be able to say that a frame sequence
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has redundancy 3/2 if some subset of the frame with only 2/3 of the original elements is still frame
sequencewith the same closed span. This obviously has nomeaning for a generic framewith inﬁnitely
many elements.
However,many practical frames have a structurewhich allows us tomake sense of such statements.
For example, a Gabor frame sequence is a frame sequence of the form
G(g,Λ) = {e2π iβxg(x − α)}(α,β)∈Λ,
where g ∈ L2(R) and Λ ⊂ R2 are ﬁxed. A longstanding folklore for Gabor frames is that the density
of the index set Λ equals the redundancy of the frame G(g,Λ). Density of the indexed set is deﬁned in
terms of Beurling density, which is in a sense the average number of points of Λ that lie in a unit cube
(e.g., for the lattice Λ = αZ × βZ the Beurling density is 1/(αβ)). For a survey of the long history
of results connected to Beurling density and the Nyquist Theorem for Gabor frames, including precise
deﬁnitions and an extensive bibliography, we refer to [23].
Recently, the introduction of the concept of localized frames has allowed this folklore to be given
a quantitative interpretation. Localized frames were introduced independently in [21,4], for quite
different purposes. Applied to Gabor frames, the results of [4,5] imply, for example, that any localized
frame (including Gabor frames)must have lower density of at least 1, and if such a frame is a union ofN
Riesz bases then the upper and lower densities of Λ are exactly N. A deep new result from Balan et al.
[6] is that if the density of a localized frame is d > 1 then there exists a subset of the framewith density
1 + ε that is still a frame for the space. These results and others show that the density d of a localized
frame, which is determined solely by the index set alone, quantiﬁes the redundancy of the frame.
Closely related to density and redundancy issues is the question of when frame sequences are
equivalent. A naive notion of equivalence for frame sequences is that F = {fi}i∈I and G = {gi}i∈I are
equivalent if there exists a bounded bijection U : H → H such that U(fi) = gi for each i [2]. This is
the correct notion of equivalence for bases, but because of the redundancies inherent in frames, this
notion of equivalent frames is too strong. For example, frames that are identical except for the ordering
of their index set need not be equivalent under this deﬁnition, even though the deﬁnition and most
properties of frames are independent of ordering. A new notion of frame equivalence based on the
idea of a frame measure function was introduced in [7]. Two frames are equivalent in this deﬁnition if
their frame measure functions coincide. This notion of equivalence is independent of the ordering of
the index set, under multiplication of frame elements by scalars of unit modulus, and other seemingly
trivial modiﬁcations that were not invariant under the earlier notion of frame equivalence.
Our secondmain result concerns the behavior of the framemeasure function under Paley–Wiener-
type perturbations. In this theorem, PF denotes the orthogonal projection of H onto HF , and PF |G
denotes the restrictionofPF toHG . Precise deﬁnitions of all other terminology and theproof of Theorem
1.3 are given in Sections 5 and 6.
Theorem 1.3. Let F = {fn}n∈Z be a frame sequence in H with frame bounds AF , BF , and let G = {gn}n∈Z
be a sequence in H. Suppose that Eq. (1.1) and hypothesis (iii) from Theorem 1.1 are satisﬁed, so G is a
frame sequence. Let {g˜n}n∈Z be the canonical dual frame sequence for G within HG. Then, in addition to
the conclusions of Theorem 1.2, the following statements hold.
(a) PFG = {PFgn}n∈Z is a frame forHF , and its canonical dual frame sequence is {(PG|F)−1g˜n}n∈Z.
(b) If (F, G) is p-localized, then (F, PFG) is 
p-localized.
(c) If (F, PFG) is 
2-localized then F, PFG, and G all have the same framemeasure function and hence are
equivalent in the sense of [7].
1.5. Compact perturbations
The hypothesis of the second type of frame sequence perturbation theorem is that TF − TG is a
compactoperator. The following is theprototypical theoremof this type; this result is [13, Theorem4.2].
Theorem 1.4. Suppose that F is a frame forH and G is a sequence inH such that K := TF − TG is compact.
Then G is a frame sequence.
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We will generalize the above theorem to a perturbation of a frame sequence F . However, before
stating our result, let us notewhen F is a frame sequence, compactness of TF − TG alone does not imply
that G is a frame sequence.
Example 1.5. Suppose that F is a frame sequence inHwith ﬁnite rank. Then TF is a ﬁnite rank operator,
and hence is compact. Let {en}n∈N be the standard basis of 2(N), and set G := {en/n}n∈N. Then, G is
not a frame sequence, yet TF − TG is compact since both TF and TG are compact.
Instead, we must combine compactness with a statement about the inf-angle between subspaces.
Theorem 1.6. Let F be a frame sequence in H and let G be another sequence in H such that TF − TG is
compact and R(HG,HF) > 0. Then G is a frame sequence inH.
We also provide examples that show that most of the invariances that hold for Paley–Wiener-type
perturbations do not hold for compact perturbations.
1.6. Outline
The remainder of this article is organized in the following manner. Section 2 presents basic nota-
tions. Section 3 introduces the inf-angle and provides several lemmas needed for the proof of Theorem
1.2. Theproof of Theorem1.2 is contained in Section 4. Section 5 introduces the framemeasure function
and related concepts, followed by the proof of Theorem 1.3 in Section 6. Finally, Section 7 gives the
proof of Theorem 1.6 for compact perturbations of the frame operator as well as additional examples.
2. Basic notation
Throughout this paper,Hwill denote a separable complex Hilbert space. IfU is a closed subspace of
H, then PU is the orthogonal projection ofH onto U. If V is another closed subspace ofH, then PU |V is
the restriction of PU to V . As a mapping PU |V : V → U, we have (PU |V )∗ = PV |U : U → V . We deﬁne
U  V = U ∩ V⊥, and if U, V are orthogonal then U ⊕ V is the orthogonal direct sum of U and V .
Given F ⊆ H, we let
HF = span(F)
denote the closed span of F . The orthogonal projection of H onto HF is denoted by PF . If a sequence
G ⊆ H is also given, then PF |G denotes PF restricted toHG .
A sequence F = {fi}i∈I is a Bessel sequence inH if the analysis operator CF(f ) = {〈f , fi〉}i∈I mapsH
into 2(I). In this case CF is bounded, and the square of its operator norm is the optimal Bessel bound.
Equivalently, F is a Bessel sequence if the synthesis or pre-frame operator TF : 2(I) → H deﬁned by
TFc =
∑
i∈I
c(i)fi
is well-deﬁned (TFc converges for each c ∈ 2(I)) and bounded. The operators CF and TF are adjoints,
so the optimal Bessel bound is ‖TF‖2 = ‖CF‖2. In this terminology, we can reword Eq. (1.1) as saying
that {fi − gi}i∈I is a Bessel sequence with Bessel bound μ2.
We say that F = {fi}i∈I is a frame sequence if TF is well-deﬁned, bounded, and has closed range.
Equivalently, F is a frame sequence if there exist constants AF , BF > 0, called frame bounds, such that
∀f ∈ HF , AF‖f‖2 
∑
i∈I
|〈f , fi〉|2  BF‖f‖2. (2.1)
A frame sequence F is a frame forH ifHF = H (equivalently, range(TF) = H).
If F = {fi}i∈I is a frame sequence, then the optimal frame bounds in Eq. (2.1) are AF = ‖T†F‖−2 and
BF = ‖TF‖2, where † denotes the pseudo-inverse (Moore–Penrose generalized inverse) of a bounded
operator with closed range [22]. The frame operator is SF = TFCF = TFT∗F . Restricted to HF , the frame
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operator is a positive invertible mapping of HF onto itself. The canonical dual frame sequence to F in
HF is F˜ = {f˜i}i∈I where f˜i = (SF |HF )−1fi. The orthogonal projection PF ofH ontoHF can be expressed
in the form
PF f =
∑
i∈I
〈f , f˜i〉fi =
∑
i∈I
〈f , fi〉f˜i , f ∈ H,
where these series converge unconditionally in the norm ofH. Given scalars ci with
∑ |ci|2 < ∞, the
series
∑
cifi converges unconditionally inH, and we have∥∥∥∥∥∥
∑
i∈I
cifi
∥∥∥∥∥∥
2
 BF
∑
i∈I
|ci|2.
Consequently, ‖fi‖2  BF for each i ∈ I.
We say that F = {fi}i∈I is a Riesz sequence if TF is well-deﬁned, bounded, one-to-one, and has closed
range. Equivalently, there exist constants AF , BF > 0 such that
∀ﬁnite sequences c ∈ 2(I), AF
∑
i∈I
|ci|2 
∥∥∥∥∥∥
∑
i∈I
cifi
∥∥∥∥∥∥
2
 BF
∑
i∈I
|ci|2. (2.2)
In this case, the optimal Riesz bounds in Eq. (2.2) are again AF = ‖T†F‖−2 and BF = ‖TF‖2. We say that a
Riesz sequence F is a Riesz basis forH ifHF = H (equivalently, range(TF) = H). Every Riesz sequence
is a frame sequence, but the converse fails in general.
3. The inf-cosine angle and its symmetry
Throughout this section we let X and Y be closed subspaces of H. If X is not trivial, the inf-angle
between X and Y is
R(X, Y) = inf
x∈X\{0}
‖PYx‖
‖x‖ ,
where PY denotes the orthogonal projection onto Y . The arc-cosine of R(X, Y) is usually interpreted
as the largest angle between two vectors of X and Y . We deﬁne R({0}, Y) = 1 for all Y . By Unser and
Aldroubi [30], R(X, Y) = R(Y⊥, X⊥).
IfX is a proper subspace of Y , thenR(X, Y) = 1 andR(Y, X) = 0 since Y  X = Y ∩ X⊥ is nontrivial.
Hence R is not symmetric. We will show below that this is almost the only possible asymmetry of R
(see Lemma 3.4).
We say that a bounded operator T is bounded below if there exists a positive constant c such that
‖Tf‖ c‖f‖ for each f in the domain of T . In this case, T has closed range, hence T† is well-deﬁned and
bounded. A standard fact is that T is bounded below if and only if T∗ is onto.
We state next a formula for the angle involving the pseudo-inverse of PY |X . This result is a direct
generalization of [26, Lemma 3.5], and therefore we omit the proof.
Lemma 3.1. Suppose that X, Y are closed subspaces ofH, with X not trivial. Then
R(X, Y) =
{
0, if PY |X is not bounded below,
‖(PY |X)†‖−1, if PY |X is bounded below.
In particular,
R(X, Y) > 0 ⇐⇒ PY |X is bounded below ⇐⇒ PX |Y is onto.
The following simple observation will be an important tool in the proof of Theorem 1.2.
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Lemma 3.2. If 0 = R(Y, X) < R(X, Y), then Y = PY (X) ⊕ (Y  X) and Y  X is not trivial.
Proof. First, suppose that X is trivial. Then Y is not trivial since 0 = R(Y, X). Therefore Y  X is not
trivial, and PY (X) ⊕ (Y  X) = 0 ⊕ Y = Y .
Suppose, on the other hand, that X is not trivial. Lemma 3.1 implies that PY |X is bounded below
and (PY |X)∗ = PX |Y is not bounded below. Hence PY |X : X → Y is bounded below and not onto. Since
PY |X is bounded below, its range PY |X(X) = PY (X) is closed. Moreover, Y  PY |X(X) is not trivial since
PY |X is not onto. Hence Y = PY (X) ⊕ (Y  PY |X(X)). Let y ∈ Y  PY |X(X). In particular,
y ∈ Y ∩ (rangePY |X)⊥ = Y ∩ ker((PY |X)∗) = Y ∩ ker(PX |Y ),
i.e., y ∈ Y and PX |Y (y) = PXy = 0. This shows that Y  PY |X(X) = Y  X . 
Let U and V be two closed subspaces of H. If U + V = H and U ∩ V = {0}, then we write H =
U  V . In this case, each f ∈ H can be decomposed uniquely as f = u + v for u ∈ U and v ∈ V .
Therefore, the oblique (non-orthogonal) projection PU,V f := u is well-deﬁned and bounded (note the
distinction between the oblique projection PU,V and the restriction PU |V of the orthogonal projection
PU to the space V). The inf-angle is closely related to the existence of certain oblique projections, as
the following proposition shows.
Proposition 3.3. Suppose that at least one of X or Y is nontrivial. Then the following assertions are
equivalent.
(1) 0 < R(X, Y) and 0 < R(Y, X).
(2) 0 < R(X, Y) = R(Y, X).
(3) PY |X is invertible.
(4) PX |Y is invertible.
(5) H = X  Y⊥.
(6) H = Y  X⊥.
Moreover, in case these hold, we have:
• 0 < R(X, Y) = R(Y, X) = ‖(PY |X)−1‖−1 = ‖(PY |X)−1‖−1,• X and Y are isomorphic, and
• X⊥ and Y⊥ are isomorphic.
Proof. The equivalence of (1), (5), and (6) is folklore (see, for example, [29]). For the equivalence of (1),
(2), (3), and (4) we argue as follows. By Lemma 3.1, both R(X, Y) and R(Y, X) are positive if and only if
both PY |X and PX |Y are bounded below, and since they are adjoints of each other, this holds if and only
if both operators are invertible.
In case (1)–(6) hold, the formula in Lemma 3.1 implies that
R(X, Y) = ‖(PY |X)−1‖−1 = ‖((PY |X)∗)−1‖−1 = ‖(PX |Y )−1‖−1 = R(Y, X).
Further,X andY are isomorphic by (3) or (4), andX⊥ andY⊥ are isomorphic sinceR(X, Y) = R(Y⊥, X⊥)
[30]. 
As a simple consequence of the equivalence of statements (1) and (2) in Proposition 3.3, we have
the following symmetry result about the inf-angle.
Corollary 3.4. Suppose that at least one of X or Y is nontrivial. Then R(X, Y) /= R(Y, X) if and only if one
of these quantities is zero and the other is positive.
We also need the following results. Given a bounded operator T : H1 → H2, deﬁne
γ (T) := inf{‖Th1‖ : h1 ∈ ker(T)⊥, ‖h1‖ = 1}.
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Then T has closed range if and only if γ (T) > 0 [25]. Moreover, in this case, ‖T†‖ = γ (T)−1 [19]. In
particular, if TF is the synthesis operator of a frame F with lower frame bound AF , then we have
√
AF 
∥∥∥T†F∥∥∥−1 = γ (TF). (3.1)
The following result is contained in the proof of [20, Lemma 3.4] (see also the proof of [12, Theorem
2.2]).
Lemma 3.5. If T , T˜ : H1 → H2 are bounded and ker(T˜)⊥ is not trivial, then
inf{‖Th1‖ : h1 ∈ ker(T˜)⊥, ‖h1‖ = 1} γ (T)R(ker(T), ker(T˜)).
4. Proof of Theorem 1.2
In this section we will prove Theorem 1.2. We will need the following result by Casazza and
Christensen [11, Theorem 3.6]; see also [24, Theorem 3.1].
Proposition 4.1. Let F := {fi}i∈I be a frame for H with frame bounds AF and BF . Fix G := {gi}i∈I ⊂ H
and μ > 0. If F and G satisfy Eq. (1.1), then
dim(ker(TF)) < ∞ ⇐⇒ dim(ker(TG)) < ∞.
Moreover, in this case we have dim(ker(TF)) = dim(ker(TG)), and hence ker(TF) and ker(TG) are
isomorphic.
Proof of Theorem 1.2. In light of the discussion following Theorem 1.2, we concentrate on proving
the new portions of Theorem 1.2.
(i) ⇒ (iii): Suppose that hypothesis (i) and Eq. (1.1) hold. Then Theorem2.1 in [14] implies that 0 <
R(HF ,HG) since we haveμ <
√
AF (see also [27, Theorem 2.1]). Suppose that we had R(HG,HF) = 0.
Since both F and G are frame sequences, we have range(TF) = HF and range(TG) = HG . Lemma 3.2
implies that HG  HF is nontrivial, so there exists some 0 /= g ∈ range(TG)  range(TF). Therefore,
there must exist some c ∈ 2(I) such that TGc = g ⊥ range(TF). We may assume that ‖c‖ = 1 and
that c ⊥ ker(TG). Then Eq. (1.1) and the Pythagorean Theorem imply that
‖TFc‖2 + ‖TGc‖2 = ‖TFc − TGc‖2 μ2.
Applying Eq. (3.1) and Lemma 3.5 with T = TF and T˜ = TG , we see that
AFR(ker(TF), ker(TG))
2  γ (TF)2R(ker(TF), ker(TG))2  ‖TFc‖2 μ2,
which contradicts (i).
Invariance Properties. Now we establish the invariance properties that hold under Paley–Wiener-
type perturbations. Since (i) and (ii) both imply (iii),we assume that (iii) holds. By Christensen et al. [14,
Theorem 2.1], we have 0 < R(HF ,HG) since μ <
√
AF . In particular, 0 < R(HF ,HG) = R(HG,HF) by
Proposition 3.3. Proposition 3.3 also implies thatHF andHG are isomorphic,H⊥F andH⊥G are isomor-
phic, andH = HG  H⊥F . In particular, rank(F) = dim(HF) = dim(HG) = rank(G), and deﬁcit(F) =
dim
(
H⊥F
)
= dim
(
H⊥G
)
= deﬁcit(G).
Now,
HF ⊕ H⊥F = H = HG  H⊥F .
If H⊥F is trivial then ker(TF) and ker(TG) are isomorphic by Proposition 4.1. Suppose that H⊥F is not
trivial, and let H := {hj}j∈J be an orthonormal basis for H⊥F , with index set J disjoint from I. Set
F˜ := F ∪ H and G˜ := G ∪ H. Then F˜ is a frame forHwith frame bounds AF and BF , and F˜ and G˜ satisfy
the hypothesis of Proposition 4.1. Hence ker(TF˜) and ker(TG˜) are isomorphic, but since ker(TF) is
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isomorphic to ker(TF˜) and ker(TG) is isomorphic to ker(TG˜), we conclude that ker(TF) and ker(TG) are
isomorphic. Consequently, the excess of F and G are equal by Eq. (1.2). 
Remark 4.2. Ifwe assume theperturbation condition (i),we canprove that the kernels of the synthesis
operators are isomorphic without using Proposition 4.1. Suppose that (i) and Eq. (1.1) hold. Since
R(ker(TF), ker(TG)) 1, hypothesis (i) implies thatμ <
√
AF . If we had R(ker(TG), ker(TF)) = 0, then
0 = R(ker(TG), ker(TF)) < R(ker(TF), ker(TG)).
ByLemma3.2, thereexists some c ∈ ker(TG)  ker(TF)with‖c‖ = 1. Eqs. (1.1), (3.1) and thedeﬁnition
of γ (TF) then imply that√
AF  γ (TF) ‖TFc‖ = ‖TFc − TGc‖μ,
which is impossible since μ <
√
AF . Hence R(ker(TF), ker(TG)) and R(ker(TG), ker(TF)) must both be
positive. Proposition 3.3 implies that ker(TF) and ker(TG) are isomorphic. Using the same argument,
one can show that ker(TF) is isomorphic to ker(TG) if the three parameter version of (i) is satisﬁed.
5. Localization and the frame measure function
In this section we introduce the frame measure function. The deﬁnition depends on a choice of
exhaustive increasing ﬁnite subsets of the index set.
Deﬁnition 5.1. Let I1  I2  · · · be nested ﬁnite increasing subsets of I such that ∪In = I. Given a
frame F = {fi}i∈I with canonical dual frame sequence F˜ = {f˜i}i∈I, the frame measure function of F is
μF(p) = p − lim 1|IN |
∑
i∈IN
〈fi, f˜i〉,
where p is a free ultraﬁlter on N.
A short review of ultraﬁlters and their properties can be found in [23, Appendix B]. The important
facts for us about a free ultraﬁlter p are the following.
• p determines a linear functional on ∞(N). We denote the action of this linear functional on
c = (cN)N∈N ∈ ∞(N) by p − lim cN .• If c = (cN)N∈N ∈ ∞(N) then p − lim cN is an accumulation point of c, and hence lim inf cN 
p − lim cN  lim sup cN .• If c = (cN)N∈N ∈ ∞(N) and s is an accumulation point of c then there exists a free ultraﬁlter
p such that p − lim cN = s. In particular, there exist free ultraﬁlters p, q such that p − lim cN =
lim inf cN and q − lim cN = lim sup cN .
The essential idea of the frame equivalence relation given in [7] is that two frames are equivalent
if they have the same frame measure function.
In order to deﬁne “localized frames,” we need to impose more structure on the index set I. For
simplicity of notation, we will take I = Z and
IN = Z ∩ [−N, N].
However, following the techniques of [4,5], the same ideas can be adapted to more general frames,
such as “irregular” Gabor frames G(g,Λ) where Λ is not a lattice (but is embedded into the additive
group R2). Localization is formulated in terms of the off-diagonal decay of the cross-Grammian of a
frame with respect to a reference sequence.
Deﬁnition 5.2. Let F = {fi}i∈Z and G = {gi}i∈Z be sequences inH. Given 1 p∞, we say that (F, G)
is p-localized if there exists some r ∈ p(Z) such that
|〈fi, gj〉| rj−i, i, j ∈ Z.
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6. Perturbation of the frame measure function
We will prove Theorem 1.3 in this section.
Proof of Theorem 1.3. (a) By Theorem 1.2, HF is isomorphic to HG and the isomorphism is given by
PF |G : HG → HF . Letting SG : HG → HG denote the frame operator for G, the canonical dual frame
sequence for G is G˜ = S−1G G. The frame operator for PFG is SPFG = (PF |G)SG(PF |G)∗ = (PF |G)SG(PG|F),
so the canonical dual frame sequence for PFG is
S
−1
PFG
PFG = (PG|F)−1S−1G G = (PG|F)−1G˜.
(b) This follows from the fact that 〈fi, PFgj〉 = 〈PF fi, gj〉 = 〈fi, gj〉.
(c) Let AF , BF be frame bounds for F , and let APFG , BPFG be frame bounds for the frame sequence
PFG. Let F˜ = {f˜i}i∈I be the canonical dual frame sequence for F . For simplicity of notation, in this proof
we will write PG for PG|F and PF for PF |G . Thus, from part (a) we have that the canonical dual frame
sequence for PFG is P
−1
G G˜.
To prove that F and PFG have the same measure function, it sufﬁces to show that
lim
N→∞
⎛⎝ 1|IN |
∑
i∈IN
〈fi, f˜i〉 − 1|IN |
∑
j∈IN
〈PFgj, P−1G g˜j〉
⎞⎠ = 0.
By deﬁnition, there exists some r ∈ l2(I) such that |〈fi, gj〉| = |〈fi, PFgj〉| rj−i. Fix ε > 0, and choose
Nε so that∑
k∈I−INε
r2k < ε.
Then ∑
i∈IN 〈fi, f˜i〉 −
∑
j∈IN
〈PFgj, P−1G g˜j〉
= ∑
i∈IN
〈f˜i , fi〉 −
∑
j∈IN
〈PFgj, P−1G g˜j〉
= ∑
i∈IN
∑
j∈I
〈f˜i , P−1G g˜j〉〈PFgj, fi〉 −
∑
j∈IN
∑
i∈I
〈f˜i , P−1G g˜j〉〈PFgj, fi〉
= ∑
i∈IN
∑
j∈I−IN
〈f˜i , P−1G g˜j〉〈PFgj, fi〉 −
∑
j∈IN
∑
i∈I−IN
〈f˜i , P−1G g˜j〉〈PFgj, fi〉
= ∑
i∈IN
∑
j∈I−IN+Nε
〈f˜i , P−1G g˜j〉〈PFgj, fi〉 +
∑
i∈IN
∑
j∈IN+Nε−IN
〈f˜i , P−1G g˜j〉〈PFgj, fi〉
−∑
j∈IN
∑
i∈I−IN+Nε
〈f˜i , P−1G g˜j〉〈PFgj, fi〉 −
∑
j∈IN
∑
i∈IN+Nε−IN
〈f˜i , P−1G g˜j〉〈PFgj, fi〉
= T1 + T2 − T3 − T4.
Since the frame bounds for F˜ are B
−1
F , A
−1
B and those for P
−1
G G˜ are B
−1
PFG
, A
−1
PFG
, we have∑
j
|〈f˜i , P−1G g˜j〉|2  A−1PFG‖f˜i‖2 (AFAPFG)−1.
Therefore,
|T1| 
∑
i∈IN
∑
j∈I−IN+Nε
|〈f˜i , P−1G g˜j〉||〈PFgj, fi〉|
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
∑
i∈IN
⎛⎝ ∑
j∈I−IN+Nε
|〈f˜i , P−1G g˜j〉|2
⎞⎠1/2 ⎛⎝ ∑
j∈I−IN+Nε
|〈PFgj, fi〉|2
⎞⎠1/2
 (AFAPFG)
−1/2 ∑
i∈IN
⎛⎝ ∑
j∈I−IN+Nε
|〈PFgj, fi〉|2
⎞⎠1/2
 (AFAPFG)
−1/2 ∑
i∈IN
⎛⎝ ∑
j∈I−IN+Nε
r2j−i
⎞⎠1/2

(
ε
AFAPFG
)1/2
|IN |,
and it similarly follows that
|T3|
(
ε
AFAPFG
)1/2
|IN |.
Also,
|T2| 
∑
i∈IN
∑
j∈IN+Nε−IN
|〈f˜i , P−1G g˜j〉||〈PFgj, fi〉|
 (AFAPFG)
−1/2 ∑
j∈IN+Nε−IN
⎛⎝∑
i∈IN
|〈PFgj, fi〉|2
⎞⎠1/2

(
BFBPFG
AFAPFG
)1/2
|IN+Nε − IN |,
=
(
BFBPFG
AFAPFG
)1/2
2Nε ,
and similarly
|T4|
(
BFBPFG
AFAPFG
)1/2
2Nε.
Combining the previous estimates, we see that
lim sup
N→∞
∣∣∣∣∣∣ 1|IN |
∑
i∈IN
〈fi, f˜i〉 − 1|IN |
∑
j∈IN
〈PFgj, P−1G g˜j〉
∣∣∣∣∣∣
 lim sup
N→∞
|T1| + |T2| + |T3| + |T4|
|IN |
 lim sup
N→∞
⎛⎝2( ε
AFAPFG
)1/2
+ 2
(
BFBPFG
AFAPFG
)1/2
2Nε
2N
⎞⎠
= 2
(
ε
AFAPFG
)1/2
.
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Since ε is arbitrary, our claim that F and PFG have the same measure function follows. Finally, since
〈PFgi, P−1G g˜j〉 = 〈(PF |G)gi, (PG|F)−1g˜j〉
= 〈gi, (PF |G)∗(PG|F)−1g˜j〉
= 〈gi, (PG|F)(PG|F)−1g˜j〉 = 〈gi, g˜j〉,
we conclude that G and PFG have the same frame measure functions. 
7. Compact perturbations
We will give the proof of Theorem 1.6 in this section.
First,we recall some factson the sup-anglebetweensubspaces, cf. [18,29,30].Givenclosedsubspaces
X /= {0} and Y inH, deﬁne
S(X, Y) = sup
x∈X\{0}
‖PYx‖
‖x‖ = ‖PY |X‖.
The arc-cosine of S(X, Y) is the smallest angle between vectors in X and Y . We deﬁne S({0}, Y) = 0.
By Unser and Aldroubi [30],
R(X, Y) = (1 − S(X, Y⊥)2)1/2.
Moreover, X + Y is closed and X ∩ Y = {0} if and only if S(X, Y) < 1 [18,29].
Proof of Theorem 1.6. Assume that F is a frame sequence in H, and G is another sequence such that
TF − TG is compact. IfH⊥F is trivial, then G is a frame sequence by Theorem 1.4. Hence we suppose that
H⊥F is not trivial. Let H := {hj}j∈J be an orthonormal basis forH⊥F , with an index set J that is disjoint
from I. Set F˜ := F ∪ H and G˜ := G ∪ H. Then, F˜ is a frame forH and TF˜ − TG˜ is compact, so G˜ is a frame
sequence by Theorem 1.4.
By hypothesis, R(HG,HF) > 0, so
S(HG,H⊥F ) = (1 − R(HG,HF)2)1/2 < 1.
Consequently HG + H⊥F is closed and HG ∩ H⊥F = {0}, and therefore G˜ = G ∪ H is a frame for
HG  H⊥F . In particular, TG˜ : 2(I ∪ J) → HG  H⊥F is onto. It is enough to show that TG : 2(I) →
HG is onto.
Fix any g ∈ HG . Then since TG˜ is onto, there exists some c ∈ 2(I ∪ J) such that TG˜c = g. Write
c = (a, b) where a ∈ 2(I) and b ∈ 2(J). Then
g = TG˜c = TGa + THb,
so
g − TGa = THb ∈ HG ∩ H⊥F = {0}.
Hence TG : 2(I) → HG is onto, so G is a frame sequence. 
Note that if F is a frame forH, thenHF = H, so R(HG,HF) = 1 > 0. Thus Theorem 1.4 is a special
case of Theorem 1.6, even though Theorem 1.4 is used in the proof of Theorem 1.6.
We now show that a perturbation of the type in Theorem 1.6 does not preserve frame properties,
and is independent of the conditions in Theorem 1.1.
The fact that a compact perturbation preserves neither excess nor deﬁcit is apparent from Casazza
and Christensen [11, Corollary 3.4]. For example, let H := 2(N), let B := {en}n∈N be the standard
basis for 2(N), set F := B, and let G := {0, e2, e3, . . .}.
The angle condition in Theorem 1.6 implies that dim(HG) dim(HF) since PF |G : HG → HF is
injective. Hence the perturbation in Theorem 1.6 can only decrease the rank, and in fact the rank can
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be strictly decreased (consider F := {e1, e2} and G := {e1, 0}). The more subtle question is: Do there
exist F and G satisfying Theorem 1.6 such that dim(HF) = ∞ and dim(HG) < ∞?We will show that
this is impossible.
Suppose that F is a frame sequence such that dim(rangeTF) = ∞, K := TF − TG is compact, and
dim(rangeTG) < ∞. Then TF = K + TG is compact since K and TG are compact. Moreover, range(TF)
is closed since F is a frame sequence. Therefore range(TF) is ﬁnite-dimensional since TF is compact
[17, p. 177]. This shows that if F is a frame sequence of inﬁnite rank, then a compact perturbation
preserves the rank.
Note that Eq. (1.1) is satisﬁed if the norm of TF − TG is small enough, and TF − TG can be compact
even if its norm is large. Hence it is easy to see that Eq. (1.1) is independent of the conditions in
Theorem 1.6.
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