Abstract. Researchers in the applied sciences are often concerned with multivariate random variables. In particular, multivariate discrete data often arise in many elds (statistical quality control, biostatistics, failure and reliability analysis, etc.) and modeling such data is a relevant task, as well as simulating correlated discrete data satisfying some speci c constraints. Here, we consider the discrete Weibull distribution as an alternative to the popular Poisson random variable and propose a procedure for simulating correlated discrete Weibull random variables with marginal distributions and correlation matrix assigned by the user. The procedure relies upon the Gaussian copula model and an iterative algorithm for recovering the proper correlation matrix for the copula ensuring the desired correlation matrix on the discrete margins. A simulation study is presented, which empirically assesses the performance of the procedure in terms of accuracy and computational burden, and in relation to the necessary (but temporary) truncation of the support of the discrete Weibull random variable. Inferential issues for the proposed model are also discussed and are eventually applied to a dataset taken from the literature, which shows that the proposed multivariate model can satisfactorily t real-life correlated counts even better than the most popular or recent existing ones.
Introduction
Stochastic simulation has been playing a more and more important role in statistical research in recent years. Thanks to the increasing availability of computational resources, the evaluation of the performance of techniques of statistical analysis and the assessment of the reliability of stochastic models are now often carried out via computer-simulated data; this is the unique viable solution when handling complex estimators in inferential problems, whose statistical properties cannot be derived analytically. The researcher is often concerned with multivariate random variables (r.v.'s). In particular, multivariate discrete data or, more simply, correlated count data often arise in many contexts (statistical quality control, biostatistics, failure analysis, etc.). Such data are often modelled through the multivariate normal distribution, which, however, being a continuous r.v., ts the data hardly adequately; or through a multivariate Poisson model, which would require the data to have marginal means almost equal to the marginal variances. Here, we consider the discrete Weibull distribution as an alternative to the popular Poisson r.v. and propose a procedure for simulating correlated discrete Weibull r.v.'s, with marginal distributions and correlation matrix set by the user. The procedure really relies upon the Gaussian copula model and an iterative algorithm for recovering the proper correlation matrix for the copula ensuring the desired correlation matrix on the discrete margins. The rest of the paper is structured as follows: In the next section, the discrete Weibull distribution is introduced and its features are brie y described. Section 3 outlines the simulation procedure for generating correlated discrete Weibull r.v.'s with assigned margins and correlation matrix. Section 4 shows the results of a Monte Carlo simulation study, proving the performance of the proposed method, with a special focus on its capability to recover the desired correlations and its computation time. Section 5 is devoted to parameter estimation and Section 6 considers a real dataset that can be tted by the bivariate discrete Weibull model. The nal section concludes the paper with some remarks and future research perspective.
The discrete Weibull distribution
The discrete Weibull distribution was introduced by Nakagawa and Osaki [1] as a discrete counterpart of the continuous Weibull distribution, which was a popular stochastic model used especially in engineering reliability and survival analysis. It is also called type I discrete Weibull distribution, in order to distinguish it from other models proposed later by Stein and Dattero [2] (type II discrete Weibull) and Padgett and Spurrier [3] (type III discrete Weibull). For the model proposed by Nakagawa and Osaki [1] , the cumulative distribution function (c.d.f.) is:
F (x; q; ) = 1 q (x+1) ; x 2 N 0 ; with 0 < q < 1 and > 0; consequently, its probability mass function (p.m.f.) is de ned as: p(x; q; ) = q x q (x+1) x 2 N 0 : (1) This distribution, di erently from the two alternative types, retains the form of the c.d.f. of the continuous Weibull model. Note that for each choice of the parameter , it results in p(0; q; ) = 1 q, and for = 1, the discrete Weibull r.v. reduces to the geometric r.v. with parameter 1 q.
The discrete Weibull distribution can be used in reliability problems for modelling discrete failure data, such as the number of shocks, cycles, or runs a component or structure can overcome before failing, or for modelling discrete lifetimes, i.e. when the lifetime of a device or a system is not measured in terms of the calendar time, but in terms of the number of periods (e.g., days, weeks, etc.) it successfully works until failure. More generally, it can virtually model any type of count data. Contrary to the Poisson r.v., which cannot adequately model count data whose variance exceeds the mean, something that often occurs in practice, the discrete Weibull r.v. can model both underdispersed and overdispersed data (see [4] and Table 1 , which reports the expected value and the variance of the discrete Weibull distribution for several combinations of q and ). This distribution can also handle count data presenting an excess of zeros, which arise in many physical situations (see [4] ).
By the way, one can note that the discrete Weibull r.v. can also handle only positive counts by simply modifying its c.d.f. as follows:
F (x; q; ) = 1 q x ; x 2 N; whose associated p.m.f. then becomes:
p(x; q; ) = q (x 1) q x ; x 2 N:
With regard to the issues related to point and interval estimation of the parameters of the discrete Weibull distribution, one can refer to Khan and Khalique and Abouammoh [5] , Kulasekera [6] , and Barbiero [7] .
It is worth noting that some univariate discrete distributions have been derived as modi cations of the (type I) discrete Weibull r.v. or as discrete analogues of modi ed continuous Weibull r.v.'s, often with the intent of imposing a hazard function with some desired features. Among them, we remind the reader of the discrete additive Weibull distribution [8] ; see [9] for a complete review.
The discrete Weibull model is implemented in the R environment [10] through the package DiscreteWeibull [11] , which comprises several functions for computing the p.m.f., the c.d.f., the quantile function, and the rst and second moments, and for implementing the pseudo-random generation and sample estimation. 
Modelling correlated discrete Weibull distributions
The building, study, and application of multivariate distributions is one of the classical elds in statistics, which still continues to be an active area of research [12] . There are several methods for constructing multivariate r.v.'s. Whereas the construction based on the de nition of their joint probability mass or density function poses some di culties and often results in practical limitations, for example, in the range of possible pairwise correlations, the speci cation via two independent components: 1) Marginal distributions, 2) a copula function that provides the dependence structure, is much more straightforward [13, 14] .
Restricted to the bidimensional case, in [15] , a review on constructions of discrete bivariate distributions is given. Recognizing that \Unlike their continuous analogues, discrete bivariate distributions appear to be harder to construct," a list of existing (cluster of) methods is presented and described, among which is the \construction of discrete bivariate distributions with given marginals and correlation".
The discrete Weibull distribution was employed by Englehardt and Li [4] in a correlated random multiplicative growth model for microbial counts in water; more recently, Englehardt [16] showed that the discrete Weibull distribution could model products of autocorrelated causes, generated via copula, but no other models had been proposed for building correlated discrete Weibull r.v.'s. A vector of correlated discrete Weibull r.v.'s can be easily built resorting to copulas. Moreover, using a simulation technique implemented in the R environment, called GenOrd [17] , the univariate discrete Weibull distributions can be linked together through a Gaussian copula with the desired correlations. GenOrd was originally conceived for modelling and simulating correlated ordinal r.v.'s, i.e., variables de ned on a k-point scale (with values 1; 2; ; k, see [18] ); later, it was extended to the case of discrete r.v.'s (with nite or countable support) [19] . that the correlations between the normal components Z i are modi ed throughout the transformation process leading to the desired margins. For each pair of components (X i ; X j ), the following relationship by Cario and Nelson [20] holds:
with ' N ij ( ; ) being the standard bivariate density function with correlation coe cient N ij ; from Eq. (2), then, the correlation ij can be (usually only) numerically derived, generally di erent from N ij . This issue is well-known in the statistical literature and several attempts to derive some properties of such \distortion" on the correlation coe cient have been made (see, for example, [20] [21] [22] [23] . This algorithm relies upon the discretization of normal r.v.'s that necessarily requires a nite support for the target discrete r.v.'s X i (see [18] for details). In this case, it can be shown that the double integral in Eq. (2) reduces to a nite sum of double integrals of the bivariate normal c.d.f. with correlation N ij computed over rectangles in R 2 ; thus, the value of ij can be easily derived analytically or numerically, say, ij = G( N ij ; F i ; F j ), where G( ) is some function. This task can be worked out thanks to the availability of statistical software (mvtnorm) implementing the bivariate normal c.d.f. [24] . The algorithm, however, can be adapted to the case of discrete r.v.'s with countable support by operating a preliminary truncation on it; this translates into selecting a proper right bound (e.g., the (1 )-quantile, with 0 < << 1 being a`truncation parameter' [19, 25] ). Figure 1 displays the relationship between N and when both margins X 1 and X 2 are Bernoulli variables with probability of success 1=2 ( Figure 1 (a); in this case, there exists an analytical expression for function G: = 2= arcsin( N )); or when X 1 and X 2 are Binomial variables with parameters n = 2 and probability of success 1=2 (Figure 1(b) ); or, nally, when X 1 and X 2 are Binomial variables with parameters n = 2 and probability of success 3=4 (Figure 1(c) ). Note also that once the two marginal distributions are assigned, the target cannot be set at will in the usual range ( 1; +1), but has to satisfy stricter conditions (see [18, 26] ); this is apparent for the case displayed in Figure 1 (c); here, it can be shown that cannot be smaller than 2=3. Lower and upper bivariate bounds can be computed by the function corrcheck in GenOrd. However, note that these bounds, for k > 2, de ne necessary, but not su cient conditions for the existence of the joint discrete distribution.
Focusing on the simulation of correlated discrete Weibull r.v.'s, the proposed procedure can be sketched out as follows, properly rearranging the scheme seen before, used for simulating r.v.'s linked by the Gaussian copula: 
A Monte Carlo simulation study
Through a Monte Carlo simulation study, we want to assess the capability of the proposed simulation technique of recovering the desired correlation coecients between the discrete Weibull components and in terms of the truncation parameter, . We do not need to check its capability of correctly simulating each marginal distribution, since this is ensured by thè inverse transform sampling' performed on the basis of the actual inverse c.d.f. (see [19] ). Also, we want to check the computation time required by the procedure, in particular, when the dimensionality k increases. Preliminary results are reported in Barbiero [27] .
Checking the \accurateness" of the procedure
In the simulation study, for the sake of simplicity, we rst start focusing on the generation of k = 3 correlated discrete Weibull r.v.'s under various experimental settings. Speci cally, we consider two substudies. The rst one considers k = 3 identically distributed and equally correlated discrete Weibull r.v.'s, i.e. the simplest kind of scenarios. The three marginal distributions are all characterized by one of the following three vectors of parameters (q; ), v 1 = (0:7; 0:75), v 2 = (0:8; 1:5), and v 3 = (0:9; 2); the r.v.'s are correlated through a common correlation coe cient taking the values 0:2, 0.2, 0.4, and 0.6. Thus, 12 simulation settings arise. A negative value for the common correlation has been introduced, since, even if less often, count data in practical applications can be negatively associated (let us think about purchases of complementary products or of substitutes). The second sub-study considers three di erent vectors of parameters, v 1 , v 2 , and v 3 , for the three discrete Weibull distributions X 1 , X 2 , and X 3 , respectively; the correlation matrix R is characterized by three di erent values chosen among four ( 0:2, 0.2, 0.4, and 0.6) for the three distinct correlations 12 , 13 , and 23 . Thus, 24 simulation settings arise (the number of permutations of 4 elements{the four values of ). This sub-study aims at testing how the simulation procedure handles more complicated scenarios than those evaluated in the rst sub-study, characterized by both di erent margins and unequal correlations.
A rst issue worth analyzing prior to proceeding with the Monte Carlo study is the e ect of the truncation parameter, . In order to yield accurate results on the value of the target correlation coe cient, , one should try to keep as small as possible; but a too small value of would entail a large number of points in the support of the (temporarily truncated) r.v., resulting in a long computational time of the ordcont routine of the GenOrd procedure. A compromise has then to be sought between precision and machine time; thus, a preliminary study can be carried out to identify an \optimal" value of . We performed it on the scenarios of the two simulation studies. To this aim, we considered 6 values of , from 10 2 to 10 7 , with a step ratio of 1=10; and, for each one of the settings, via ordcont, we computed the value of the common N as a function of the target and of the parameter vector v. The results for the rst sub-study, concerning k = 3 equally distributed and correlated discrete Weibull r.v.'s., are graphically displayed in Figure 2 . They are interesting and somehow surprising since they show that the trend of the common N as a function of , keeping and v xed, is not necessarily monotonic; however, N actually reaches stability quite fast, even Now, = 10 4 seems to be, at least for all the scenarios considered here, a satisfactory compromise; we decided to keep it xed for the complete Monte Carlo study. Then, under each setting of the two sub-studies, we generate 5,000 random samples of sizes 50 3 and 100 3 through the GenOrd procedure. In order to assess its performance, we compute the Monte Carlo distribution of the three sample correlation coe cients 12 , 13 , and 23 , which, for the values of n examined here, are nearly unbiased estimators of the corresponding ij . Thus, the closer the Monte Carlo mean of ij to the target value ij , the better the performance of the simulation technique.
The synthetic results are reported in Table 2 and con rm that GenOrd is able to reproduce the target correlations satisfactorily under each setting. The largest absolute \bias" (i.e., di erence between target and Monte Carlo average values) for the rst study is about 0.018, for the scenario with = 0:2, v 1 , and n = 50; whereas for the second study, it is approximately equal to 0.01 for 13 in the settings characterized by 12 = 0:4, 13 = 0:6, and 23 = 0:2, n = 50. As expected, the overall bias decreases when moving from n = 50 to n = 100; thus, this study implicitly represents an assessment of the behaviour of the sample correlation as an estimator of , too. Please note that for the rst sub-study, for symmetry reasons, the three sample correlations should theoretically have the same sample distribution; discrepancies among the three average values under each scenario are due only to the Monte Carlo approximation. These results con rm that the preliminary truncation of the support of the discrete Weibull r.v.'s (via the parameter here set equal to 10 4 ) does not a ect the computation of the correlation matrix R N negatively (i.e., it does not introduce sensible unwanted bias), at least for the examined settings.
As for the computation time, carrying out the simulation task takes di erent times depending on the speci c simulation setting, more speci cally on the marginal distributions. The most time-consuming settings are those involving the parameter vector (q = 0:7; = 0:75), which determines the largest mean and variance, and then a truncated support comprising a large number of points; this leads to a longer computational time in the discretization process required for recovering the proper correlation matrix of the Gaussian copula. Nevertheless, even for the`worst' scenario (constant correlation = 0:6 and = 10 6 ), the whole computation time is never larger than 3 minutes, the actual drawing of samples (of size 100) requiring less than 15 seconds (on a machine with Intel Core i3-2100 CPU @ 3.10 GHz, 4 GB RAM).
A remark should be made about possible problems with speci c combinations of parameters. When handling small (much smaller than 1) values of , especially if combined with values of the parameter q close to 1, which give rise to a pronounced skewness of the distribution, the discretization step required for recovering R N may be computationally cumbersome, since the upper bound of the truncated support becomes very large. For`moderate' values of the truncation parameter (say 0:001 0:01), the algorithm can easily recover the correlation matrix of the Gaussian copula. For very small values of (say < 10 3 ), such task may become practically unattainable (or, better, it requires many minutes to be carried out). However, many of these (q, ) combinations producè unlikely' discrete Weibull distributions. Just to get an idea, if q = 0:8 and = 0:2, the 0.99-quantile is 3:7 10 6 , the expected value 2:2 10 5 , and the standard deviation 3:4 10 6 . However, in order to overcome this issue, alternative ways to recover the correlation matrix of the multivariate Gaussian copula 
Checking the \scalability" of the procedure
In a second empirical study, we try to address the \scalability" of the algorithm, that is, to check for its tightness when increasing the dimensionality k of the random vector to be simulated. Here, we rst consider k = 6 discrete Weibull components, whose margins are characterized by the following q and parameters: Under each setting of the two sub-studies, we generate 5,000 random samples of size 100 k through the GenOrd procedure. The value of is varied (10 4 , 10 5 , 10 6 ). The performance of the algorithm is still synthetically assessed through the MC average of the sample correlations ij . The total computation time is measured as the sum of two distinct contributions: the rst is the time required by the ordcont procedure for setting up the correlation matrix R N of the k-variate normal r.v., which we call \preprocessing time", t 1 ; the second is the time requested by the actual simulation of 5,000 multivariate samples, t 2 .
The results for k = 6 and = 10 4 are reported in Table 3 ; the MC average value of the sample correlations ij is always close to the corresponding ij , for any choice of the target ij and for each choice of the pair (i; j).
In Tables 4 and 5 , the computation times for each of the explored settings are reported for k = 6 and k = 20, respectively. For the same experimental scenario, an essential role in determining the time t 1 is played by the truncation parameter, ; smaller values of lead to larger values of t 1 . Moreover, the value of t 1 is in uenced by the level of correlation among the discrete Weibull components once the value of the truncation parameter, , is xed. Larger values of (in absolute value) require a larger preprocessing time t 1 (this means that ordcont needs more iterations for convergence when jj moves to 1).
In greater detail, with k = 6 correlated discrete Weibull r.v.'s, the pre-processing time t 1 is about 1 minute or less, setting = 10 4 , whereas, when choosing = 10 6 , it grows up till 3 minutes; the largest value for t 1 is recorded with = 0:6 (the convergence of the iterative procedure implemented by the R function ordcont requires a greater number of steps).
When k = 20, for the explored scenarios, it takes up to 9 minutes for recovering the correct correlation matrix R N of the multivariate normal with = 10 4 ; this time grows up till 23 minutes, when setting = 10 6 . The worst scenario is again that characterized by the larger absolute value of (0.6).
Summarizing these results, we can state that the GenOrd procedure is not negatively a ected by the increasing dimensionality k; naturally, the preprocessing computation time increases with a quadratic rate in k ( nding the correct R N consists of k(k 1)=2 iterative searches), but there are no further obstacles making the simulation more time-demanding.
Inference
In order to estimate the parameters of the multivariate discrete Weibull model proposed, a two-step procedure is here suggested, which can be considered as a modication of the so called Inference Function of Margins (IFM), already present in the copula literature [28] . The rst step works as the components of the r.v. were independent; the second step takes into account the association among them. The procedure works as follows:
1. Estimate the marginal c.d.f.'s, F i , i = 1; ; k, by estimating the associated distribution parameters, i , through the maximum likelihood method, thus obtainingF i = F i ( i ); Note that here the number of parameters to be estimated is 2k (two parameters for each discrete Weibull marginal) plus k(k 1)=2 (the distinct pairwise correlation coe cients of the Gaussian copula) for a total of k(k + 3)=2.
This two-step procedure for the estimation of parameters is much more straightforward to apply (and more intuitive and easy to understand) than the alternative procedure that maximizes the log-likelihood of the model with respect to all the parameters simultaneously. This is particularly true when the dimensionality k increases. In fact, the log-likelihood for the copula based discrete Weibull model can be written as:
log P x i1 ; ; x ik ; q; ; R N ; (3) where the probability P (x i1 ; ; x ik ; q; ; R N ) is obtained as a rectangle probability of the underlying multivariate normal distribution, i.e. as a multiple integral involving the k-variate standard normal density function k (z 1 ; ; z k ) only: P (x i1 ; ; x ik ; q; ; R N ) = 6. An application to a real dataset
In this section, we apply the proposed multivariate discrete Weibull distribution to model a dataset taken from the literature. The data, considered in [29] (see Table 6 ), consist of the number of aborts by 109 aircrafts in two ( rst = x 1 , second = x 2 ) consecutive 6 months of a 1-year period. They can be regarded as repeated observations on the same unit, thus, leading to a panel data. Mitchell and Paulson [29] used a new bivariate negative binomial distribution derived by convoluting a bivariate geometric distribution to model the data.
In order to t the proposed bivariate discrete Weibull model to these data, we rst compute the maximum likelihood estimates for the parameters of the two margins X 1 and X 2 (the computation can be carried out by using the function estdweibull within the DiscreteWeibull package, with the option method=''ML''). We obtainq 1 = 0:3788;^ 1 = 0:9774, q 2 = 0:4496;^ 2 = 1:1202, with standard errors se(q 1 ) = 0:0459, se(^ 1 ) = 0:1177, se(q 2 ) = 0:0464 and se(^ 2 ) = 0:1204. Note that both the parameters are quite close to 1 (the rst is slightly smaller, the second a bit larger); this con rms that both marginal distributions are \close" to geometric and somewhat justi es the use of a bivariate negative binomial distribution by Mitchell and Paulson [29] .
Then, we compute the sample correlation coecient between x 1 and x 2 , resulting in = 0:1608955 from which, by using the function ordcont in GenOrd (again with = 0:0001) with the maximum likelihood estimates computed above, we derive an estimate of the correlation coe cient of the Gaussian copula: N = 0:2588228. From all these ve parameter estimates, we can then easily derive the (estimated) theoretical joint p.m.f. by particularizing what was described in the previous section for the case of k = 2. For example, in order to calculate the joint probability in (0; 0), we compute: P (X 1 = 0; X 2 = 0) For the dataset at hand, the theoretical joint p.m.f. is reported in Table 7 whereas the expected joint frequencies are displayed in Table 8 .
To test the null hypothesis H 0 : \The data come from the bivariate discrete Weibull model" against the alternative H 1 : \The data do not come from the bivariate discrete Weibull model", we employ the asymptotic chi-squared goodness-of-t test, based on the statistic:
where n ij is the observed frequency of (i; j) 2 N 2 0 and n ij is its theoretical analogue. Since n = 109, it can be usefully employed for assessing whether the bivariate discrete Weibull model ts the data adequately. Some problems arise on how to collapse adjacent cells, to ensure every expected frequency is greater than 5 (in order to apply the asymptotic results satisfactorily). For the grouping displayed in Table 9 (a), the value of the statistic is 2 = 9:573. The 2 statistic under H 0 (under our model) is asymptotically distributed as an 2 r.v. with 9-5-1 degrees of freedom (the number of classes being 9; the number of parameters 5). The corresponding p-value takes the value 0.0226 and indicates quite a bad t of the model.
Moving to the grouping displayed in Table 9 (b), the value of the statistic is 2 = 3:807. The 2 statistic under H 0 (under our model) is distributed as an 2 r.v. with 8-5-1 degrees of freedom and the corresponding pvalue takes the value 0.149, indicating that we accept the hypothesis that the data come from the bivariate discrete Weibull model at any signi cance level smaller than or equal to 0.149.
If we compute the log-likelihood:
wherep(i; j) is the estimate of the probability P (X 1 = i; X 2 = j) = p(i; j) (to be adapted in case i or j are the maximum observed values of X 1 and X 2 , respectively), based on the IFM estimates of the bivariate model, we obtain`= 243:7517. If we want to compare this model with some competitors, we can resort to the Akaike Information Criterion (AIC), given by AIC = 2 2^, where is the number of parameters of the model and^the maximum value of the log-likelihood function: the preferred model is the one with the minimum AIC value. For Table 7 . Theoretical bivariate p.m.f. for the data from Mitchell and Paulson [29] under the bivariate discrete Weibull model. 
Conclusion
We proposed a procedure for generating correlated discrete Weibull r.v.'s with assigned marginal distributions and correlation matrix. A software implementation is provided in the R environment, which on the one hand simulates univariate discrete Weibull r.v.'s (package DiscreteWeibull) and on the other hand (GenOrd) links the r.v.'s together through a Gaussian copula, ensuring the desired pairwise correlations. This multivariate discrete model can handle under-and overdispersion in the data, unlike multivariate Poisson models{by far, the most popular when modelling correlated count data{which can handle equi-dispersed data only. Estimation of the model through a modi cation of the so-called Inference Function of Margins (IFM) is straightforward and much easier than through the maximum likelihood method. The performance of the simulation technique, speci cally the capability of GenOrd in reproducing the desired correlations, is here brie y demonstrated through a simulation study, which considers several settings. The procedure is shown not to be time-consuming for the examined scenarios. However, some combinations of parameters of the discrete Weibull r.v., in particular those involving values of much smaller than 1, by giving rise to very skew distributions, can critically slow down the procedure. Future research will better inspect this point and try to overcome it, possibly resorting to some approximation by the continuous Weibull model when estimating the correlation of the Gaussian copula.
