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AN ALTERNATIVE APPROACH 
TO DETERMINING THE ELASTICITY OF EXCESS DEMAND 





The United States embarked on a policy assuming excess demands for commodities are 
elastic.  Some analysts question the success of that policy and argue that excess demands for 
farm commodities are inelastic.  The controversy is deepened because the two traditional 
techniques for determining excess demand elasticities yield opposing estimates.  We use an 
alternative technique based on observed variation in commodity prices, production, and use.  The 
point estimates show excess demands for wheat, coarse grains, soybeans, rice, and cotton are 
elastic.  However, a one-sided bootstrap test cannot reject the null hypothesis that the excess 
demands for wheat, coarse grains, and soybeans are inelastic. 
 
Key words: excess demand, trade, farm policy  
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The elasticity of excess demand facing the United States in major export commodities is 
one of the most critical parameters in determining the impacts of changes in U.S. farm policies.  
Farm policy since the 1985 farm bill has reflected the belief that U.S. support prices for farm 
commodities set above world market levels in the early 1980s caused large reductions in U.S. 
export volumes and encouraged expansion by rival exporting nations.  The U.S. loan rates 
sacrificed the U.S. ability to compete in global agricultural trade and lowered the U.S. market 
share.  This belief that the excess demand elasticity is larger than unitary in absolute value is 
being challenged.  The argument is made that export quantities have not expanded greatly during 
the last 15 years, nor is there any apparent relationship between price and export quantity.  Thus, 
some policy analysts are returning to the view that excess demands for U.S. farm commodities 
are inelastic and, if that is the case, a re-evaluation of the direction of U.S. farm policy may be 
warranted.  
The magnitude of the excess demand elasticity is largely unknown despite decades of 
research because this elasticity is extremely difficult to estimate.  The survey completed by 
Gardiner and Dixit in the middle 1980s demonstrates the wide range of elasticities reported in the 
literature, and little has changed since that survey. Two basic methods are used and each tends to 
produce completely different answers.  Econometric estimation almost always yields very 
inelastic excess demand.  Application of econometric techniques to an excess demand function is 
criticized on a number of grounds (Leamer and Stern; Magee; Orcutt).  Such criticisms cause 
many analysts to estimate individual national demand and supply elasticities, which can then be 
aggregated via market clearing identities.  This technique generally gives a very elastic response.  
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 To bridge the gap, the price transmission elasticity was developed (Bredahl, Myers, and Collins). 
 Policy intervention dampens the high elasticities by inhibiting the transmission of prices across 
borders.  Although popular and used in most current models, the price transmission work has not 
resulted in agreement on the magnitudes of excess demand elasticities. 
This paper reports an alternative approach to determining the excess demand elasticity 
where the elasticity is revealed from variation in observed U.S. prices and stochastic shocks. The 
method determines the excess demand elasticity consistent with the observed variance in the U.S. 
price given U.S. and foreign supply shocks.  The paper begins with an argument about why 
observed price and trade quantities cannot be used to infer the excess demand elasticity.  It then 
proposes an alternative procedure to determine the elasticity.  The third section of the paper 
applies that methodology to individual commodities and reports the estimated elasticities.  The 
results also include explicit tests of the null hypothesis that the excess demand elasticity is 
inelastic.  
 
The Misleading Interpretation of Price-Export Data 
After 15 years of a policy with a central feature of expanding U.S. agricultural exports through 
reductions in U.S. floor prices it is tempting to use price and export quantity data to judge the 
success of that policy.  A review of the observed price and export quantity points shows little 
relationship.  For example, in the 1996/97 crop year, the U.S. farm price of wheat was $158 per 
ton and U.S. net wheat exports were 24.5 million tons.  For 1999/00 the U.S. farm price for 
wheat is expected to be $91.12 per ton and U.S. wheat exports are forecast at 27.2 million tons.   
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Indeed, since 1995/96 the U.S. wheat price has fluctuated between $167 per ton and $92 per ton 
while net exports varied from 24.5 million tons to 32 million tons.  One could argue that low 
U.S. wheat prices have little effect on increasing U.S. exports --- that the excess demand is very 
inelastic.  Similar comparisons can be made for the other major U.S. export commodities and can 
be interpreted as implying an inelastic excess demand. 
However, the observed price and quantity points cannot be used to directly infer the 
elasticity due to the identification problem familiar to agricultural economists.  The observed 
price and export quantity results from the intersection of excess supply from the United States 
with the excess demand of the rest of the world.  From one marketing year to the next, both the 
excess supply and the excess demand curves may shift.  Figure 1 shows three different excess 
supply (denoted ESi  i = 1,2,3) and three different excess demand (EDj  j = 1,2,3) relationships.  
The high price is depicted as the intersection of low excess supply in the United States ES1 and 
high excess demand by the rest of the world ED3.  This situation is similar to that in the middle 
1990s and generates a high wheat price Ph and exports of A.  The excess demand ED1 reflects a 
situation of low rest of world demand combined with large foreign crops.  A large U.S. excess 
supply is shown by ES3, which is similar to the situation of the late 1990s.  The curves intersect 
at a low price, PL, and U.S. exports of C. 
From these points in Figure 1 it can be seen that the variation in price as given by the gap 
between Ph and PL is large while the variation in export quantities, shown as A to C, is small.  If 
the excess demand were more elastic than shown, the price variability would be lower and the 
quantity variability would be higher.  If the excess demand were less elastic, the effects would be  
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the opposite.  Thus, there is a relationship between the variance in the price and the excess 
demand elasticity. 
Figure 1 also depicts the classic identification problem.  If the excess demand is 
stationary while the excess supply shifts, the elasticity of excess demand can be found.  If the 
excess supply is stationary and the excess demand shifts, the excess supply can be estimated.  
With both shifting it becomes difficult to estimate the elasticity of either relationship (Binkley 
and McKinzie).  The standard econometric approach to the identification problem is to use 
simultaneous equation estimation based on fully or over identified equations that include 
exogenous Ashift@ variables.  In principle, through the inclusion and exclusion of exogenous 
variables, the position of the excess supply and excess demand can be separated and the true 
parameters estimated. 
Econometric techniques appear to work reasonably well for domestic demand and supply. 
 They do not work well for excess demand and excess supply for several reasons (Leamer and 
Stern; Magee; Orcutt; Binkley and McKinzie).  One major problem is that the excess demand in 
particular is subject to specification error.  Since that equation is the net of the demand and 
supply equations in all foreign countries it includes in its specification all variables which affect 
both demand and supply of the commodity in all nations but the United States.  So many 
variables cannot be included in the estimation and most researchers squeeze the number down to 
3 or 4.  This means there are many omitted variables which are influencing the shifting of the 
excess demand and leads to poor estimation results. 
Dissatisfaction with direct estimation during the 1970s caused many researchers to  
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abandon that technique in favor of doing regional or national estimates which could then be 
aggregated using the market clearing conditions to obtain the excess demand elasticity (for 
examples see Holland and Sharples; Shei and Thompson).   Although this aggregation approach 
is data intensive, in principle, it should give the result sought by direct estimation.  In practice, 
the two approaches gave fundamentally opposing results.  Direct estimation almost always 
yielded an inelastic function.  Aggregation almost always gave an elastic excess demand due to 
the weighting process in aggregation.   
The policy implications of the two approaches are also at odds with one another.  With an 
inelastic excess demand the United States could use land retirement and stocks policies to raise 
commodity prices at little cost in export volume or market share.  These same policy instruments 
with an elastic excess demand could cause a large loss in export volumes and market share.  In 
the 1985 farm bill the argument was made that U.S. policies in the early 1980s had increased 
prices and cost the U.S. export markets while encouraging rival suppliers to expand output.  
Reduced U.S. farm support prices would expand export volumes and allow the United States to 
capture a greater market share.  The United States could exploit its natural comparative 
advantage in agriculture instead of surrendering that advantage through artificially high support 
prices. 
The price transmission elasticity was seen as a way to bridge the difference in the excess 
demand elasticities (Bredahl, Meyers, and Collins).  The idea was that government policies 
around the globe dampened or even severed the linkage between domestic and border prices 
assumed in the aggregation approach.  Including these effects brings excess demand elasticities  
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found with the aggregation approach closer to those of direct estimation.
This technique became quite popular and price transmission elasticities are incorporated 
into most commodity models.  However, increased use of price transmission elasticities also 
pointed to potential problems of the technique.  One problem is the burdensome data 
requirement, as the full set of policy interventions should be incorporated.  As that is not feasible, 
an alternative is to use parameters obtained from price regressions.  But these regressions often 
give parameters that are either inconsistent with the policy regime or hard to interpret.  For many 
nations, price series are not available.  In other cases, nations with identical policy regimes, like 
members of the European Union, showed very different price transmission (Collins). 
The price transmission elasticity remains an important and frequently used technique, but 
has enough problems that a consensus on the values of the excess demand elasticities has not 
been achieved.  Individual researchers make various assumptions about the price transmission 
elasticities and so continue to have much different excess demand elasticities. 
 
An Alternative Approach 
The approach proposed in this paper is to infer the excess demand elasticities from the observed 
variation in U.S. prices.  That is, given shifts in excess demand and excess supply and parameter 
estimates for U.S. relationships, what excess demand elasticity is consistent with the observed 
U.S. price variation?  The concept uses a framework presented in the article by Bale and Lutz, 
which examined the price stability implications of trade policies, but in an opposite direction.  
Bale and Lutz analyzed the price variability implications of trade policies given parameter  
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values, where this paper determines the parameters consistent with observed price variation. 
The model begins with many of the same simplifying assumptions used by Bale and Lutz. 
Schmitz and Koester present a more general form of this model and relax many of the subsequent 
assumptions.  We consider two countries --- the United States, denoted by subscript 1, and the 
rest of the world, denoted by subscript 2.  Demand (Di) and supply (Si) in each nation i, i = 1,2, 
are assumed to be linear functions of own price (Pi) and each has an additive stochastic term.  
The stochastic disturbances are assumed to be mean zero with constant variance and are 
potentially serially correlated.  Thus, for country i, i = 1,2 the demand and supply are: 
(1) Di = αi - βiPi + δi ,   δi - (0, σ
2
δi), 
(2) Si = ai + biPi + εi ,   εi - (0, σ
2
εi), 
where bi > 0, and βi > 0. 
The difference between domestic demand and domestic supply determines imports (Mi): 
 (3)  Mi = Di - Si. 
Global quantity clearing requires: 
(4) M1 + M2 = 0. 
The price linkage is defined to solve the model for the U.S. price, P1.  As in Zwart and Meilke, 
the importer price is linked to the U.S. price using a general policy distortion, γ, which takes on 
different values according to the policy regime.  In this case the excess demand elasticity will be 
defined with respect to the U.S. price: 
(5) P2 = γP1. 
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where  1,2 δ σ  and  1,2 ε σ  are the covariances of δ and ε across countries.  Note that equation (7) 
includes the covariation among the error components, which is a modest extension of the 
framework developed by Bale and Lutz. 
Bale and Lutz as well as Zwart and Meilke vary the policy, γ, and given the variances and 
slopes find the variance in the price.  For the purpose of estimating the excess demand elasticity, 
we solve equation (7) for the slope of excess demand: 
(8)  () () () ()
1/2
22 2 22
22 i i 1 , 2 1 , 2 i j 1 1 1 11 i , j 1 b2 2 2 C o v , V a r P b δε δ ε =
 γ+ β = σ +σ + σ + σ − δ ε − − β   ∑∑ ∑  
Given estimates of the stochastic shocks, the variance in the U.S. price, and the U.S. demand and 
supply slopes, the slope of the excess demand can be calculated.  Our estimate of the excess 
demand elasticity is the product of the negative slope and the price-quantity ratio. 
A simplified illustration of the technique can be obtained from Figure 1.  The first step is 
to obtain the shifts in the excess supply and excess demand due to output variability, shown as 
ES1 versus ES3 and ED1 versus ED3.  Then find the slope of the U.S. excess supply from 
estimates of the components of that relationship.  Next, observe the difference between Ph and 




Application of the Method 
The calculation described in equation (8) is applied to the major U.S. export commodities: wheat, 
coarse grains, soybeans, rice, and cotton.  Using U.S. elasticities compiled in preparation for the 
next WTO round (see Table 1), we determine the U.S. slopes from 1995/96 - 1999/00 means of 
quantities and farm prices.  To compute the variances in the quantity shocks, we regress the U.S. 
and foreign production and use observations on a constant and trend variable subject to first-
order autocorrelation.  The sample variances of the feasible GLS residuals from the four 
regression models are used as the estimated production and use variances, 
2
i δ σ  and 
2
i ε σ .  Ending 
stocks are treated as non-stochastic, and the covariance terms  () ij Cov , δε  account for potential 
double counting of the supply and use stochastic effects.  To be consistent with the original Bale 
and Lutz framework, we also compute the estimated excess demand elasticities without the 
covariance terms. 
For purposes of price variance estimation, we recognize several regimes within the 
sample period.  Due to the fundamental shift in the level of prices after 1972, we estimate 
separate intercept and trend components for 1960-72 and 1973-99.  Second, we compute separate 
elasticity estimates before and after the U.S. moved toward a Amarket oriented@ farm policy in 
1985.  Abbott, Tyner, and Cripe argue that the observed variance in the wheat price is strongly 
affected by the subsidy payments under the Export Enhancement Program (EEP).  To mitigate 
the impact of such policy instruments, we repeated the analysis with the export unit values (rather 
than farm prices) for each commodity.  Summary statistics for the quantity and price series are 
presented in Tables 2 and 3.  Finally, we evaluate the excess demand elasticities by ignoring the  
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demand-related variances in the numerator of (8) and focusing on the impact of production 
shocks.  In summary, we report eight estimated excess demand elasticities for each commodity 
and sample period (farm price or export unit value, with/without covariance, with/without 
demand shocks). 
To compute estimated standard errors for the reported excess demand elasticities, we use 
the nonparametric bootstrap procedure to simulate the sampling variation in the righthand side of 
equation (8).  We first draw samples with replacement from the feasible GLS residuals of the 
price, production, and use equations, and the bootstrap noise process is sequentially assembled to 
mimic the AR(1) error processes (see section 9.3.1, Shao and Tu).  For example, the fitted AR(1) 
error model for the US demand shocks is: 
(9)  1t 1 1t 1 1t ˆˆ ˆˆ δ− δ δ= ρ δ + ω 
Given the bootstrap draw 
*
1t δ ω , the replicated noise outcome for year t is generated as: 
(10) 
** *
1t 1 1t 1 1t ˆ δ− δ δ= ρ δ + ω 
Then, the sample variances of the replicated outcomes are computed, and the resulting bootstrap 
version of the excess demand elasticity is formed using equation (8).  The simulation process is 
repeated for m = 1000 bootstrap trials, and the sample standard deviation of the replicated excess 
demand elasticities is used to estimated the standard error of the elasticity estimators.  The 
bootstrap standard errors are reported in parentheses under the estimated excess demand 
elasticities in Tables 4-7. 
Finally, we conduct a one-sided test that the excess demand elasticities are inelastic.  We 
can also use the bootstrap procedure to simulate the null distribution of the one-sided test statistic  
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(i.e., unitary elastic excess demand) but note that special care must be taken.  If we directly 
resample the observed residuals as in the computation of the bootstrap standard errors, the 
simulated distribution of the test statistic will represent a sampling process with non-unitary 
elastic excess demand.  The simplest solution to the problem is to set γ in equation (6) to 
represent unitary elastic excess demand, generate bootstrap replicates of δi and εi and form price 
outcomes based on equation (6), and use the sample variances of the resulting bootstrap 
replicates to compute the simulated excess demand elasticity from equation (8).  Although it may 
be easily implemented, this approach ignores the serial correlation in prices and reverses the 
causality by treating prices as endogenous.  As a result, the simulated prices would inadequately 
mimic the variance of the actual prices and would yield a poor estimate of the null distribution. 
Alternatively, we use a procedure that adjusts the bootstrap outcomes of the fitted AR(1) 
error components,  it ˆ δ ω  and  it ˆ ε ω,   to represent unitary elastic excess demand in a way that is 
consistent with the stated data sampling process.  The basic idea is to replace the uniform 
bootstrap sampling weights with non-uniform weights that increase or decrease the simulated 
variances in the numerator of equation (8) as required.  The linkage between the variance of the 
resampled residuals and the variances in the numerator of (8) is provided by the familiar AR(1) 
variance expressions,  () ()
22
ii t i Var 1 δδ δ σ= ω − ρ  and  () ()
22
ii t i Var 1 εε ε σ= ω − ρ .  Thus, for the 
original Bale and Lutz formulation of equation (8) (i.e., without covariances), we want a set of 
bootstrap weights, {} 1t 2t 1t 2t ,,, δδεε ππππ , for the residuals that satisfy: 
(11) 
nn nn
1t 1t 2t 2t 1t 1t 2t 2t
t1 t1 t1 t1
ˆˆˆˆ 0 δδ δδ εε ε ε
== ==
πω = πω = πω = πω = ∑∑∑∑   
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In words, the reweighted residuals must have mean zero (11), satisfy unitary elastic excess 
demand (12), and have weighted that sum to one (13). 
One feasible way to proceed is to extend the exponential tilting procedure described by 
Efron and Tibshirani (Problem 16.5, page 235) to the null restrictions implied by (11)-(13).  In 
most applications, the exponential tilting procedure is used to adjust the mean of the resampling 
process (i.e., restrictions (11) and (13)), and the bootstrap weights belong to the linear 
exponential family.  By adding the variance restriction (12), the exponentially tilted sample 
weights belong to the quadratic exponential family.  For example, the weights for the residuals in 






1t 1 1t t1
ˆ ˆ ˆˆ ˆ exp k
ˆ






−λω −η ω ∑
 
where  () ()
2
11 ˆ ˆ kn n k 1 δδ  =− − ρ  .  The parameters λ and η are Lagrange multipliers on 
constraints (11) and (12) for this equation, and the weights for the other equations take similar 
form.  The sample weights reduce to the uniform distribution if the Lagrange multipliers are null 
(i.e., (11)-(13) are satisfied by the uniform distribution), and the resampling algorithm reverts to 
the standard bootstrap procedure.  Note that extending (12) to accommodate the covariances 
yields an equation that is nonlinear in the resampling weights, and an implicit form like (14)  
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cannot be derived.  Thus, we only conduct the test for the cases without covariances.  Given that 
the estimates for these cases are generally more elastic, the simulated p-values will be smaller 
without the covariance terms.  If we fail to reject the null hypothesis under the reported p-values, 
we should reach the same decision if the covariance terms were included. 
To illustrate the exponential tilting algorithm, suppose the estimated excess demand 
elasticity is –3.   We have to reduce the estimated variances in the numerator of equation (8) to 
form a null distribution with excess demand elasticity of -1.  Accordingly, the bootstrap 
algorithm should select fewer replicates of  i ˆ δ ω  and  i ˆ ε ω  with large absolute values and drawn 
proportionally more residuals that are close to zero.  The exponentially tilted weights achieve this 
objective because the arguments to the exp() operator in equation (14) are convex in the 
residuals.  Note that the value of  1t ˆ δ π  declines to zero as the value of  1t ˆ δ ω  increases in absolute 
value. 
Figure 2 depicts the exponentially tilted and uniform weights assigned to 10 residuals 
with two clear outliers (-1.7 and 1.2).  The exponential tilting procedure assigns relatively small 
weights to the outliers, and bootstrap samples drawn with replacement from these ten residuals 
are unlikely to include either of the outliers.  Thus, bootstrap samples drawn using the 
exponentially tilted weights will have smaller variance than replicated samples generated with 
uniform weights.  In general, the degree of this variance reduction (or inflation) is controlled by 
the λ and η parameters in equation (14).  As noted above, the parameters are selected to satisfy 
equations (11)-(13) in our application of the exponential tilting procedure. 
After computing the tilted weights, we generate bootstrap outcomes from the residual  
 
 15 
vectors by application of the acceptance-rejection algorithm.  We report the bootstrap p-values in 
square brackets in Tables 4-7.  Note that the p-values are simply the shares of the replicated 
bootstrap elasticities that are more elastic than the observed estimate under the null assumption.  
To conduct a 10% test of the inelasticity hypothesis, we should reject the null statement if the 
bootstrap p-value is less than 0.10.  Accordingly, bootstrap p-values greater than 0.10 imply that 
we should not reject the hypothesis that excess demand is inelastic. 
 
Discussion of Estimation and Testing Results 
The results of the elasticity estimation and testing procedures are presented in Tables 4-7.  
Several conclusions can be offered.  First, the patterns of the elasticities generally match the 
conventional wisdom. Wheat, coarse grains, and soybean elasticities are low compared to cotton 
and rice.  The soybean export demand is more inelastic than that of wheat or coarse grains.  
Soybean trade is less affected by policy interventions than wheat or coarse grains and should 
have excess demand elasticity closer to that under free trade.  Yet, a higher portion of soybeans is 
traded internationally, which should lower the elasticity.  Cotton and rice are the most elastically 
demanded on the export market.  The bootstrap hypothesis tests uniformly reject the null 
hypothesis of inelastic excess demand for cotton and rice.  Although both cotton and rice trade 
are strongly affected by policy interventions, comparatively small shares of those products move 
into world markets and net U.S. exports are small.  The free trade elasticity for cotton would be 
over -10 and that for rice as high as -130.  Thus, even though the elasticities are high, the results 
indicate substantial dampening of the elasticities due to policy intervention.  
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Econometric estimation tends to produce more inelastic values, and proponents of the 
aggregation method argue that the econometric estimates are biased towards being overly 
inelastic.  Under our alternative approach, the covariance terms are used to indirectly identify the 
separate effects of joint changes in production and use.  Accordingly, we find that the inclusion 
of the covariance terms in equation (8) generally reduces the estimated elasticity of excess 
demand. The cotton results present the only exception to this pattern (perhaps because the 
production and use of cotton are less strongly linked than with the food commodities).  Finally, 
the results of the bootstrap hypothesis tests imply that we would only reject the hypothesis of 
inelastic excess demand at the 10% level in the four wheat cases for 1960-99 (but not for the 
separate sub-samples related to the 1960-84 and 1985-99 policy regimes).  Thus, our results more 
strongly support the econometric work with its tendency to yield inelastic estimates.
Third, there is a great range in values by commodity and by the source of the price 
information.  The considerable impact of sampling variation on the estimates is reflected in the 
reported values of the bootstrap standard errors, but some interesting patterns in the results are 
evident.  The estimates based on production and use shocks (Tables 4 and 6) are generally (but 
not always) more elastic than the supply-only estimates (Tables 5 and 7).  Further, the covariance 
terms only capture cross-country correlation in production in the supply-only cases, and the 
inclusion of the covariance terms has little impact on the elasticity estimates.  Unexpectedly, the 
estimates based on the export unit values are generally more elastic than the estimates based on 
farm prices (again, cotton is an exception).  We expected that the U.S. domestic farm policies 
would have reduced the variance in price, especially prior to 1985.  From equation (8), a smaller  
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variance in price should increase the magnitude of the elasticity. 
Finally, the excess demands for coarse grains and soybeans appear to have become more 
elastic since 1985, and the excess demands for wheat, rice, and cotton are growing less elastic.  
These patterns reflect several different trends.  Policy liberalization in several countries would 
support more elastic behavior.  Constant U.S. export quantities and falling real prices imply the 
opposite.  For soybeans and rice, foreign production, consumption, and trade have grown while 
U.S. exports have not.  In the case of cotton, the opposite occurred.  Those trends would imply 
more elastic response for soybeans and rice with less elastic response for cotton. 
 
Sensitivity Analysis 
To examine the sensitivity of the results, we alter the assumed structure of the U.S. price variance 
relationship in two ways.  First, we increase the ending stocks elasticities for wheat and coarse 
grains to –2, which is the elasticity used for the other commodities (see Table 1).  The results 
based on the export unit values are compared to the initial estimates in Table 8.  As expected, the 
change in the ending stocks elasticity increases the slope of the U.S. excess demand curve, and 
the estimated elasticities are less elastic.  The bootstrap tests of the inequality hypotheses yield 
qualitatively similar results.  Many of the estimated elasticities are greater than one in absolute 
value, but we cannot reject inelastic excess demand at typical Type I error rates. 
Second, we examine a version of the model in which the U.S. price directly responds to 
changes in net exports rather than the underlying changes in foreign supply and demand.  
Accordingly, we reformulate the net exports expression in (3) as a linear function of prices and  
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resolve for the U.S. price variance and the associated slope of foreign excess demand.  The 
estimated excess demand elasticities based on the export unit values for this case are compared to 
the initial estimates in Table 9.  Relative to the initial results, the wheat and coarse grain 
estimates are generally less elastic, and the soybean estimates are more elastic.  The soybean 
estimates are also more similar in magnitude to the coarse grain estimates, and in some cases, the 




In this paper, we present an alternative approach to the estimation of excess demand elasticities 
facing the United States.  The method relates the variance in U.S. commodity prices to the 
associated variances in domestic and foreign production and use.  In general, the estimated 
excess demand elasticities are greater than one in absolute value.  Hence, the U.S. agricultural 
sector may experience potentially substantial losses in exports if the United States tries to 
unilaterally raise commodity prices through supply reductions or related policy mechanisms.  
However, some estimated excess demand elasticities are less than one in absolute value.  On the 
basis of the bootstrap hypothesis tests, inelastic excess demand for wheat, coarse grains, and 
soybeans cannot be statistically rejected.  For these commodities, policy objectives predicated on 
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Beg. Stocks      0      0        0      0      0 
 
Production     0.36     0.30     0.27     0.32     0.30 
 
Food/Other   -0.02   -0.02   -0.10   -0.20      -0.50 
 
Feed      -3.49    -0.70         0       0       0 
 









Commodity  and     1960-99   1985-99 
Country 
_____________________________________________________________________________ 
-- million tons -- 
Wheat: 
United  States          7.66426       5.97869 
Foreign     20.02428   21.07961 
 
Coarse Grains: 
United  States      29.96410   37.90447 








Foreign         6.923035       6.101724 
 
Rice: 
United  States          0.519498       0.371899 
Foreign         7.014738       4.911361 
 
Cotton: 
United  States          0.601911       0.477206 
Foreign         1.041367       1.016035 
____________________________________________________________________________ 
1 Standard errors on a linear time trend. 










Wheat   Coarse   Soybeans
1  Rice      Cotton 
Grains 
____________________________________________________________________________ 
 1960-99  517.10   164.23   866.97   1430.97  18262 
 
  1960-85  234.45   116.94   736.00     992.65  15813 
 
 1985-99  374.29   174.15   898.30   1010.49  19340 
 
 
Export Unit Values 
____________________________________________________________________________ 
 1960-99  438.82   180.76   848.33   2071.1   28812 
 
 1960-85  211.16   116.21   681.78   1743.2   14341 
 
 1985-99  627.84   130.53   929.02   1278.0   31855 
 





Table 4: Estimated Excess Demand Elasticities --- Farm Prices 
(for each commodity, the first estimate ignores correlation and the second value includes 
correlation; bootstrap standard errors in parentheses and bootstrap p-values in brackets) 
_____________________________________________________________________________ 
 1960-1999   1960-1984   1985-1999 
_____________________________________________________________________________ 
Wheat           -3.83      -2.43        -2.33 
          (1.18)    (1.60)        (1.48) 
          [0.039]     [0.355]      [0.194] 
 
          -2.96      -1.65        -1.45 
          (1.04)    (1.31)        (1.23) 
 
Coarse Grains        -3.53      -1.71        -1.63 
          (1.46)    (1.28)        (2.42) 
          [0.203]     [0.478]      [0.475] 
 
          -2.66      -0.09        -0.95 
          (1.34)    (1.09)        (2.12) 
 
Soybeans
1          -1.27      -0.95        -1.20 
          (0.48)    (0.86)        (0.66) 
          [0.478]     [0.578]      [0.508] 
 
          -0.49        0.18        -0.57 
          (0.44)      (0.57)        (0.66) 
 
Rice           -17.35     -24.03        -12.28 
            (4.14)      (8.12)        (3.94) 
          [0.000]     [0.000]      [0.000] 
 
          -11.22     -14.38        -8.79 
            (3.34)      (4.75)       (3.41) 
 
Cotton            -11.68     -11.88       -9.32   
            (2.11)      (3.40)       (1.89) 
          [0.000]     [0.000]      [0.000] 
 
          -12.28     -12.61        -10.27 
            (2.50)      (3.78)        (2.99) 
_____________________________________________________________________________ 
1 The sample period for the soybean data is 1964-1999.  
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Table 5: Estimated Excess Demand Elasticities --- Farm Prices, Supply Shocks Only 
(for each commodity, the first estimate ignores correlation and the second value includes 
correlation; bootstrap standard errors in parentheses and bootstrap p-values in brackets) 
_____________________________________________________________________________ 
 1960-1999   1960-1984   1985-1999 
_____________________________________________________________________________ 
Wheat           -2.49      -1.92        -1.89 
          (0.95)    (1.43)        (1.27) 
          [0.015]     [0.333]      [0.142] 
 
          -2.60        -1.70        -2.17 
          (0.95)      (1.39)        (1.37) 
 
Coarse Grains        -1.35      -0.79        -1.34 
          (1.41)    (1.17)        (2.28) 
          [0.784]     [0.472]      [0.494] 
 
          -1.10        -0.35        -1.34 
          (1.18)      (1.36)        (2.16) 
 
Soybeans
1          -0.97      -0.58        -0.81 
          (0.44)    (0.83)        (0.68) 
          [0.470]     [0.611]      [0.771] 
 
          -0.97        -0.55        -1.00 
          (0.52)      (0.84)        (0.78) 
 
Rice           -12.50     -17.44        -10.16 
            (3.22)      (6.02)        (3.49) 
          [0.000]     [0.000]      [0.000] 
 
          -12.32     -17.12        -10.36 
            (3.40)      (6.10)        (3.68) 
 
Cotton             -9.49      -11.45        -8.39 
          (1.95)      (3.38)        (1.96) 
           [0.000]      [0.000]      [0.000] 
 
           -10.08      -12.11      -9.46 
            (2.27)       (3.93)      (2.33) 
_____________________________________________________________________________ 
1 The sample period for the soybean data is 1964-1999.  
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Table 6: Estimated Excess Demand Elasticities --- Export Unit Values 
(for each commodity, the first estimate ignores correlation and the second value includes 
correlation; bootstrap standard errors in parentheses and bootstrap p-values in brackets) 
_____________________________________________________________________________ 
 1960-1999   1960-1984   1985-1999 
_____________________________________________________________________________ 
Wheat           -4.13        -3.28      -2.35 
          (1.44)      (2.18)      (1.68) 
          [0.075]       [0.149]     [0.209] 
 
          -3.14        -2.25      -1.37 
          (1.33)      (1.81)        (1.63) 
 
Coarse  Grains          -3.71      -2.07      -2.96 
          (1.55)    (1.73)      (1.91) 
          [0.236]     [0.356]    [0.176] 
 
          -2.74      -0.13        -2.04 
          (1.42)    (1.57)        (1.91) 
 
Soybeans
1          -1.44      -1.16      -1.28 
          (0.52)    (1.05)      (0.67) 
          [0.361]     [0.473]    [0.528] 
 
          -0.56          0.13        -0.59 
          (0.47)      (0.61)        (0.80) 
 
Rice           -25.02     -34.40      -18.98 
          (6.28)    (16.30)      (6.35) 
          [0.000]     [0.000]    [0.000] 
 
          -16.02     -20.29      -13.51 
            (4.57)      (8.65)       (5.43) 
 
Cotton             -9.77      -14.33      -7.63 
          (2.08)      (4.48)      (1.57) 
          [0.000]     [0.000]    [0.000] 
 
          -10.27     -15.21      -8.40 
            (2.23)       (5.71)      (1.61) 
_____________________________________________________________________________ 
1 The sample period for the soybean data is 1964-1999.  
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Table 7: Estimated Excess Demand Elasticities --- Export Unit Values, Supply Shocks Only 
(for each commodity, the first estimate ignores correlation and the second value includes 
correlation; bootstrap standard errors in parentheses and bootstrap p-values in brackets) 
_____________________________________________________________________________ 
 1960-1999   1960-1984   1985-1999 
_____________________________________________________________________________ 
Wheat           -2.62      -2.60      -1.86 
          (1.11)    (2.13)      (1.57) 
          [0.040]     [0.133]    [0.191] 
 
          -2.74      -2.31        -2.17 
          (1.12)    (1.97)        (1.56) 
 
Coarse  Grains          -1.28      -0.97      -2.56 
          (1.53)    (1.64)      (1.89) 
          [0.838]     [0.339]    [0.156] 
 
          -0.99      -0.43      -2.55 
          (1.47)    (1.76)      (2.01) 
 
Soybeans
1          -1.11      -0.74      -0.85 
          (0.50)    (0.99)      (0.70) 
          [0.392]     [0.429]    [0.757] 
 
          -1.11      -0.70        -1.07 
          (0.57)    (1.02)        (0.79) 
 
Rice           -17.90     -24.76      -15.66 
            (5.09)     (12.36)      (5.71) 
          [0.000]     [0.000]    [0.000] 
 
          -17.64     -24.29        -15.97 
            (4.75)     (11.85)       (5.75) 
 
Cotton             -7.94      -13.81      -6.87 
          (2.08)      (4.94)      (1.52) 
          [0.000]     [0.000]    [0.000] 
 
          -8.43      -14.61      -7.74 
          (2.09)      (5.55)      (1.69) 
_____________________________________________________________________________ 
1 The sample period for the soybean data is 1964-1999.  
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Table 8: Estimated Excess Demand Elasticities --- Alternative Ending Stocks Elasticities for 
Wheat (-2) and Coarse Grains (-2); Export Unit Values (for each sample period, the initial 
estimates appear in the first column and the estimates based on the alternative ending stock 
elasticities appear in the second column) 
_____________________________________________________________________________ 
          1960-1999              1985-1999 
_____________________________________________________________________________ 
Wheat         -4.13        -3.98      -2.35      -2.20 
        (1.44)      (1.50)      (1.68)      (1.76) 
       [0.075]      [0.090]     [0.209]    [0.294] 
 
        -3.14        -2.99      -1.37      -1.22 
       (1.33)      (1.31)       (1.63)      (1.50) 
 
Coarse         -3.71      -3.29      -2.96      -2.54 
Grains         (1.55)    (1.53)      (1.91)      (1.92) 
       [0.236]     [0.335]     [0.176]    [0.250] 
 
        -2.74      -2.32        -2.04      -1.61 





Table 9: Estimated Excess Demand Elasticities --- U.S. Price Variance (Equation (8)) expressed 
as a Function of Net Exports; Export Unit Values (for each sample period, the initial 
estimates appear in the first column and the estimates based on the alternative ending stock 
elasticities appear in the second column) 
_____________________________________________________________________________ 
          1960-1999              1985-1999 
_____________________________________________________________________________ 
Wheat         -4.13        -1.89      -2.35      -0.71 
        (1.44)      (1.11)      (1.68)      (1.34) 
      [0.075]      [0.149]     [0.209]    [0.800] 
 
        -3.14        -2.02      -1.37      -0.41 
       (1.33)      (1.18)       (1.63)      (1.31) 
 
Coarse         -3.71        -0.19      -2.96      -1.30 
Grains      (1.55)      (1.02)      (1.91)      (1.74) 
      [0.236]     [0.982]    [0.176]  [0.521] 
 
        -2.74        -0.11        -2.04      -0.94 
       (1.42)      (1.05)       (1.91)      (1.62) 
 
Soybeans
1        -1.44      -0.95      -1.28      -0.61 
        (0.52)    (0.46)      (0.67)      (0.69) 
      [0.361]     [0.892]    [0.528]  [0.928] 
 
        -0.56        -1.23        -0.59      -0.70 
       (0.47)      (0.54)       (0.80)      (0.65) 
_____________________________________________________________________________ 
















Figure 2.  Exponentially Tilted Bootstrap Weights 
(the horizontal line indicates the untilted, uniform bootstrap weights) 
 
 
 
 
 