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Abstract
The data involved with science and engineering getting bigger everyday. To study and
organize a big amount of data is difficult without classification. In machine learning,
classification is the problem of identifying a given data from a set of categories. There
are several classification technique people using to classify a given data. In our work we
present a sparse representation technique to perform classification. The popularity of this
technique motivates us to use on our collected samples. To find a sparse representation,
we used an l1 -minimization algorithm which is a convex relaxation algorithm proven very
efficient by researchers. The purpose of our work lies in presenting the new methodology in
a simple manner to the community for easy understanding. We have applied two types of
dataset to present the performance of the proposed method. One dataset involves with a
small number of features and another involves with a large number of features. For a small
number of features, we used classic Fisher Iris dataset incorporated in Matlab environment
and for the large number of features, we used gene expression dataset. The results from
the numerical experimentation provides the efficiency of the presented method.
Studying and organizing a large amount of data is costly and time consuming. Our
future work aims in compressing the size of the data using model order reduction to reduce
the time and cost. At the same time we are also interested to improve the performance of
the proposed method.
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Chapter 1
Introduction
Many problems in science and engineering are involved with linear inverse problems [23].
Solving these types of problems are usually ill-conditioned. A regularization technique
is required to overcome these deficiencies. The regularization technique via sparsity has
grown very popular since 2004, when Emmanuel Candès, Justin Romberg and Terrence
Tao started working related to this area [5].
In sparsity, the aim is to find an approximate solution to a linear system of equations
that has less non zero components as possible. These types of problems can be observed in
many applications of science and engineering. Some work has been shown using sparse signal to approximate compressible signals successfully [5]. In machine learning classification
is a term that mentions an algorithm or technique for a given data to assign a category
from one of the several categories. Several popular techniques have been applied to solve
classification problems, but here we will present a technique to solve classification problems
proposed by Miguel Argaez [4]. Several experiments have also shown using sparse representation technique in [1]. Since the sparse representation technique became very popular
in recent years, so, our aim is to present it in a simple manner for the people not working
in this field.
The work is arranged in following manners:
• Chapter 2 In this chapter, we formulate the problem and discuss the background of
the sparse representation technique.
• Chapter 3 Three popular classification methods have been discussed here.
• Chapter 4 Discuss about the classification problem we want to solve by using the
1

sparse representation technique. Mathematical formulation, strategies and a short
description of the l1 -minimization algorithm is presented for solving classification
problems.
• Chapter 5 We use several different types of dataset to ensure the performance of
our proposed method.
• Chapter 6 Concluding remarks about our work and also future research interest
have written in this chapter.
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Chapter 2
Sparse Solution of Linear Inverse
Problems
Sparse representation consists in representing a given signal from a fixed collection, in a
linear combination of as few base elements as possible . Our aim is to identify a sparse
vector x which is working as signal such that the target data b can be expressed by Ax ≈ b,
where A is a known matrix. In this chapter, we will formulate the problem and solve it in
order to obtain an approximate sparse solution to the linear systems of equations, and also
discuss the strategies to solve it.

2.1

Mathematical Formulation

Suppose a real matrix A ∈ Rm×n where columns aj have unit Euclidean norm [24], that
is kaj k2 = 1, for j=1,...,n. We always mention this kind of matrix as the ”Dictionary”.
The vector (signal) x ∈ Rn is k − sparse if kxk0 ≤ k, where the counting function [25]
k.k0 : Rn → R, known as the lo -norm [10], gives the number of nonzero elements in its
argument. In other words,
kxk0 = card{i : xi 6= 0}

(2.1)

It is easy to prove that the l0 − norm, does not satisfy the positive homogeneity property
[26] in the definition of a norm. Suppose we have kλxk0 6= |λ|kxk0 , for any given nonzero
scalar λ.
We can say a signal x is sparse if the organized inputs of x, decline exponentially when
categorized in decreasing order of magnitude [5]. The framework of sparse approximation
3

applies to this class because the compressible signals are approximated by sparse ones.
In order to get the sparsest vector x satisfying the linear systems of equations Ax = b, our
concern is to solve the following optimization problem:
min kxk0
subject to Ax = b

(2.2)

consider the matrix A ∈ Rm×n is underdetermined, that is m  n. But the problem (2.2) is
a combinatorial minimization problem and NP-hard (non-deterministic polynomial-time)
[14]. So, any algorithm applied to solve (2.2) will give the matrix A and the vector x
computationally uncontrollable. So, the strategies had to be developed in order to overcome
the difficulty, which gave rise to different algorithmic approaches with different applications.

2.2

Algorithm Approaches

Several strategies have been proposed since the last decade to find approximate solutions
to problem (2.2). These different approaches include:
• Convex Relaxation: The idea is to substitute a convex function in problem (2.2)
in place of objective function to overcome the combinatorial nature of the problem
[8, 27].
• Non-convex Optimization: This idea includes in relaxing the l0 norm with a
related convex function, and identifying the corresponding stationary points by attacking the problem. We can observe some uses of lp quasi-norms (0 < q < 1) in
[6, 28].
• Greedy Pursuit: For sparse solution, an iterative refinement is proposed, by successively identifying corresponding entries in the vector producing the impressive
improvement [13].
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Here, we aim on developing a Convex Relaxation technique to find an approximate
solution to the sparse representation problem. Recovering of sparse signals using convex
relaxation of the l0 norm has been shown in this work.

2.3

l1-minimization problem

The alternative of problem (2.2) is the approach of l1 minimization, which includes the idea
of finding the solution to the problem
min kxk1
subject to Ax = b
where kxk1 =

Pn

i=1

(2.3)

|xi |. Here we have an appointment problem since the objective function

is convex. But, we ought to have special forms on the matrix A and on the sparsity of x in
order to guarantee that the solution of the problem (2.3) will lead us to find the solution
of the original problem.
Studying the theory of compressed sensing [29] gives the motivation for the approach we
have already discussed. The work related to this field started in late 2004 by Emmanuel
Candés, Justin Romberg and Terence Tao [5], and David Donoho has done some independent work [l9]. The idea was to answer the question: How much information is necessary
to accurately reconstruct a signal? It is possible to reconstruct compressible or sparse
signals accurately from a very restricted number of measurements. We want to recover the
signal x ∈ Rn , using the information from a collection of m linear measurements bi = hai , xi
for i = 1, ..., m. The notation, we are using is, b = Ax where A ∈ Rm×n with the vector
ai as rows. Here, we consider that the matrix is underdetermined i.e. m  n and the
measurement matrix A has full rank.

5

2.4

Convex Relaxation Strategies Proposed by Dr.
Miguel Argáez

It has been proven that, the l1 convex relaxation approach is able to find sparse solutions
of the linear system of equations successfully. Dr. Miguel Argaez in [4] proposed to find a
solution of (2.3) by solving a sequence of the form
n
X
min
(x2i + µ)1/2
x

i=1

s.t. Ax = b

(2.4)

as the parameter µ tend to 0. He developed a homotopic principle for solving a sequence
of linear equality constrained multiquadric problems that depend on a regularization parameter that converges to zero. Some numerical experimentation has been shown that his
algorithm is capable of recovering sparse signals. Also the results in terms of both accuracy
and CPU running time with the algorithms mentioned before were very impressive and
reported in [4].
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Chapter 3
Some Classification Models
There are several methods for classification. In this chapter, we will discuss about three
popular models for classification such as an Artificial Neural Network, Decision Tree and
Support Vector Machine.

3.1

Artificial Neural Network

A very popular model in machine learning for classification is artificial neural networks
(ANNs). In science and engineering we observe many functions that depends on a big
amount of inputs and the inputs are basically unknown. Artificial neural networks play an
important role to approximate those functions. Inspired by biological neural networks specially the central nervous systems of animals (in particular the brain), the model is mainly
a combination of a couple of models. The idea of ANNs created based on mathematics and
algorithms called threshold logic by Arren McCulloch and Walter Pitts in 1943 [17].
Artificial neural networks deliver the records one at a time. Then it compares the record
classification with the known classification [18]. The errors from the initial classification
of the first record is returned back into the network. Finally returned record is used to
modify the network algorithm for next iterations. An artificial neural network is a kind of
neuron that is
• A set of input values xi and associated weights wi
• A function f that sums the weights and maps the results to an output y
Neurons inside the ANNs are organized into three layers such as Input, Hidden and
7

Figure 3.1: ANN Dependency Graph

Output. An illustration of this has been given in Figure 3.2. The input layer is not only
the composed of full neuron, but at the same time it contains the record’s values. It delivers
the record’s values to the next layer of the neuron as an input value. The next layer is
known as hidden layer. In a ANNs several hidden layers can be exist. The final layer is
an output layer contains only one node for each class. The network assigns a value to each
output node and the highest value of the record is assigned to the class node.
Each record for the correct class in the training phase is known as the supervised
training. The output nodes can be assigned correct values 1 to the node corresponding to
the correct class, and 0 for the others. Better results have been found using values of 0.9
and 0.1 respectively. Then we can compare the values of the output nodes of the networks
with this correct values in order to calculate an error term for each node using the Delta
rule. After that, the error terms are used to adjust the weights in the hidden layers. By
doing this we create a possibility to get the output values closer to the correct values in
the next iteration.

8

Figure 3.2: Connection Between the Nodes of ANN

3.2

Decision Tree

Decision Tree is a predictive model commonly used to represent the classifiers and the
regression models [19, 20]. Also in operations research it refers to the hierarchical model
of decisions and also their consequences. The researcher implements decision trees to
identify the strategy in order to reach its goal. For classification a decision tree is known
as classification tree and for a regression task, it is known as regression tree.
The decision tree is working in the form of a tree structure. It splits down a dataset
into some smaller subsets. It has three types of nodes:
• Root Node: The root node is the starting point of the model. It has no incoming
edges and zero or more outgoing edges.
• Internal Nodes: The internal nodes start from exactly one incoming edge and two
or more outgoing edges.
• Leaf or Terminal Nodes: The leaf or terminal nodes is the output of the model
and each of them has exactly one incoming edge but no outgoing edges.

9

In the model, each leaf node is working as an output node more precisely assigned a
correct class or label. The non-terminal node contains attributes of the test and also make
connections between the root and other internal nodes. An illustration has given in Figure
3.3 to make it more clear. The root node contains the attribute of Body temperature of
cold-blooded vertebrates. Then two non terminal nodes contain the attributes of cold and
warm to distinguish cold blood mammals and warm blooded mammals. Two leaf nodes
are used to label them. Then a subsequent attribute is used to separate mammals and non
mammals based on Gives Birth. The final node that means leaf nodes are used to assign
the correct class.

Figure 3.3: Mammal classification problem [21]

Once a decision tree has been constructed, it is easy to classify a test record. First, we
apply the test condition to the record and based on the outcome, we follow the appropriate
branch. This will lead us either to another internal node, for which a new test condition is
applied, or to a leaf node to assign a correct class or the label of the record. In Figure 3.3,
the path terminates at a leaf node labeled Non-mammals.
10

There are many ways to build a decision tree based on attributes. Sometimes finding an
optimal tree is computationally not possible because of the exponential size of the search
space. However, there are many efficient algorithms has been developed to make a logically
accurate and suboptimal decision tree with a fair amount of time [21].

3.3

Support Vector Machine

One of the well known methods in machine learning and pattern recognition is a Support
Vector Machine (SVM). The method was created by Vladimir N. Vapnik and Alexey Ya.
Chervonenkis in 1963 and later some applications was proposed by Corinna Cortes and
Vapnik [30]. It is a supervised learning model with associated learning algorithms. SVM
mostly uses for classification and regression analysis to analyze data. For a given data,
each assigned a class or label for belonging to one of two classes or labels. Standard SVM
training algorithm use to build a model that assign the given data in one class or the other,
which constructs it a non-probabilistic binary linear classifier [31].
An SVM model is a classifier, so for a given set of training samples, each assigned a
corresponding label or class from one of the several labels or classes. The idea is to build
a training algorithm for SVM in order to predict whether a new sample belongs to one
category or the others. The SVM model makes a hyperplane or a set of hyperplanes in a
high or infinite dimensional space. This helps to separate the categories by a large distance
from the training data point. In Figure 3.4, L1 and L3 does not separate the data, but L2
does with the maximum margin.
Sometimes the sets to discriminate are not linearly separable in finite dimensional
space. To overcome this, the main finite-dimensional space be mapped into a much higherdimensional space to make the separation easier in that space. SVM is very effective in high
dimensional spaces and also effective in cases where the number of dimensions is greater
than the number of samples. One of the drawbacks is, for the large number of training samples the training process might turn slow. Some strategies used in SVM for classification

11

Figure 3.4: Hyperplanes for SVM model

problems are described in [3, 16].
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Chapter 4
l1 Optimization for Classification
Problem
In this chapter, we will discuss about the methodology to solve the classification problem
using sparsity via l1 -minimization.

4.1

Classification Problem

In machine learning classification problem plays an important role. The idea of classification
problem is, to find the label or class for a given data from one of the several categories.
In Figure 4.1 we have illustrated the motivation for classification. Consider we have, 4
samples of red, yellow, blue and green. Now, we want to classify a new sample in one
of the 4 colors. So, we can write the new sample as a linear combination of the samples
corresponding to the same color using sparsity.

4.2

Problem Formulation

Consider, a training dataset, {{(ai , j); ai ∈ Rm , l(ai ) = j; i = 1, 2, ..., n and j ∈ {1, 2, ..., p}}.
Where, m denotes the number of components, n denotes the number of samples and p denotes the number of labels or classes. Now for a new data, b ∈ Rm , we want to find its
corresponding label, l(b) ∈ {1, 2, ..., p}.
To assign a class or label we need a sparse solution of the problem (2.2). We can
formulate the sparse representation problem in the following manner. The sparsest vector

13

Figure 4.1: Motivation for Classification

x = [x1 , x2 , ..., xn ]T for a testing sample b ∈ Rm , such that
b = x1 a1 + x2 a2 + ... + xn an

(4.1)

The idea is to present the valid test sample from the same class using only the training
sample in order to get a natural sparse representation. Now we want to set the columns of
a submatrix Ai = [ai,1 , ai,2 , ..., ai,ni ] ∈ Rm×ni by rearranging the given ni training samples
from the i−th class. This is the group of all those samples with the same class or label
into a matrix Ai . As long as we have adequate training samples of the i-th class, any test
sample b from the corresponding class will be represented as a linear combination of the
training samples associated with class i is [1] :
b = xi,1 ai,1 + xi,2 ai,2 + ... + xi,ni ai,ni
14

(4.2)

for some values of bi,j ∈ R, j = 1, ..., ni . In order to use the entire training dataset, a
matrix A is need to define by adding all of the n training samples of the different p classes,
such that A = [A1 , A2 , ..., Ap ]. Now, we will get the linear combination of the test sample
b that belongs to class i is,
b = Ax

(4.3)

where x = [0, ..., 0, xi,1 ai,1 +xi,2 ai,2 +...+xi,ni ai,ni , 0, ..., 0]T ∈ Rn . Now, we can write our test
sample as a sparse linear representation. This will provide us with following formulation:
min kxk0
subject to Ax = b

(4.4)

For the test sample b, we solve problems (4.4) using a convex relaxation technique via
l1 minimization to obtain a sparse linear representation. For this, we have to consider an
error vector e associated with the problem, so we can write any sample as:
b = Ac + e
which is equivalent to b = Bg. Now
B = [A I],

g = [c, e]T

(4.5)

where I is a m × m identity matrix, and B ∈ Rm×(m+n) , g ∈ Rm+n .
Now, by solving the following l1 -minimization problem we will be able to get the sparse
linear representation for the test sample b as:
min kgk1
subject to Bg = b

(4.6)

In this work we are using l1 -minimization introduced by Dr. Miguel Argáez et al. [2] and
described in chapter 2. There are two advantages of using this formulation
1. Shortage of robustness can be overcome with respect to outliers
2. There is nothing to worry about model selection as we need it in other classification
method.
15

4.3

Solving the l1 Optimization Problem

In this section we will discuss about the method for solving l1 -optimization problem. As we
mentioned before, we propose to solve the classification problem using sparse representation.
A pure basis pursuit has been followed to the problem (2.3) formulation with the convex
relaxation technique described by Dr. Miguel Argáez et al. [4].

4.3.1

Algorithm Approach

In this work we are applying the Path Following Signal Recovery (PFSR) algorithm introduced in [4] to solve the sparse representation problem. This algorithm is a convex
relaxation basis pursuit that has shown effective to recover sparse solutions to underdetermined linear systems of equations. Miguel Argáez proposed a homotopic principal for
solving large scale and l1 underdetermined problems [4]. He used a technique of solving a
sequence of linear equality constrained multiquadratic problems that depend on a regularization parameter µ that converges to zero. The procedure creates a central path to the
solution set of the l1 -underdetermined problem which converges to a point. More precisely,
from a sequence he solved the subproblems of the form
min
x

n
X

(x2i + µ)1/2

i=1

s.t. Ax = b

(4.7)

The purpose of using problem (4.7) is, it is continuously differentiable but the problem
(2.3) the l1 norm is not continuously differentiable.
Now we can apply the formulation of the classification problem proposed in equation
(4.5), where we also consider the construction error vectors in the data set. For an underdetermined system of linear equations the classification problem needs to solve the
optimization problem to find the sparsest solution of the form:
min kgk1

16

subject to Bg = b

(4.8)

where B = [A I], g = [c, e]T and I represents a m×m identity matrix, and B ∈ Rm×(m+n) ,
g ∈ Rm+n .
Several experiments and results in different applications in [1, 2] has shown that, the
PFSR algorithm is able to recover sparse signals successfully. Also applications regarding
seismic reflection, speech separation, and magnetic imaging (MRI) via compressed sensing,
are presented in [4].

4.3.2

Algorithm Description and Methods

We proposed the PFSR algorithm [4] in order to find an approximate solution of the
problem (2.3). The PFSR algorithm generates two sequences of iterates. The first sequence
that means inner loop involves a series of iterates to obtain an approximate solution of
subproblem (4.1) for a fixed regularized parameter µ > 0. The second sequence that
means outer loop involves a series of approximate solutions for the subproblems (4.1) that
converges to an optimal solution of the l1 minimization problem.
min kxk1
subject to Ax + ν = b

(4.9)

Here, µ > 0 is a decreasing regularization parameter of a sequence. To define the tolerance
and regularization parameter within the PFSR algorithm, some initialization parameters
σ, τ , µ and ε1 are used.
The matrix in the fixed point equation of the PFSR algorithm is non-singular since
A has full rank and Dµ (x )−1/2 is positive definite. We are solving thus in the following
manner where y represents the Lagrange multiplier associate to the equally constrain in
problem (4.7). The KKT condition for solving problem (4.7) is
Dµ (x + µ)−1/2 x + AT y = 0

(4.10)

Ax = b

(4.11)
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Solving equation (4.10) and (4.11) is equivalent to equation (4.12)
ADµ (x + µ)1/2 AT y ∗ = −b

(4.12)

where the solution is characterize by,
x∗µ = Dµ (x + µ)1/2 AT y ∗

4.4

The Classifier

After we obtain the sparse vector as a solution of problem (4.6), we will be able to classify a
test sample b in one of the p classes. The process lies in associating the non zero components
of m with the columns of A corresponding to those training samples that have the same
class. So,it is easy for all the other entries to assign zeros that are not associated with the
same class. Consider the set of indices denote by ωj ,
ωj = {i : training sample ai has label l(ai ) = j}

(4.13)

ω1 ∪ ω2 ∪ ... ∪ ωp = {1, 2, ..., p}

(4.14)

Therefore,

Then we define the discriminant functions as:
g1 = kb −

X

x i ai k

i∈ω1

g2 = kb −

X

x i ai k

i∈ω2

..
.
gp = kb −

X

x i ai k

i∈ωp

In general,
gj = kb −

X

xi ai k,

i∈ωj
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j = 1, 2, ..., p

(4.15)

Now,
gj = arg min {g1 , g2 , ..., gp }
gj = j
So, the testing sample b has a label, gj = j. Following these procedures helps us to classify
the classes or labels of the test sample b.
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Chapter 5
Some Application and Numerical
Experimentation
In this chapter, we will discuss about some application and numerical experimentation of
our proposed method. To evaluate the accuracy of our sparse representation technique, a
K-fold cross validation method [12] has been used. In K-fold cross validation method, we
use a K=10 fold cross validation process to evaluate the performance.
We use two different types of datasets: first one contains a large number of samples
with few features, and the other one contains a small number of samples each with a large
number of features. For the first kind of datasets where we have a large number of samples
with few features, we test the performance of our proposed method using classic Fisher’s
Iris dataset[11]. The dataset consists of samples of each of three classes i.e setosa, versicolor
and virginica of Iris flowers. This dataset is included in the MATLAB Statistical Toolbox,
so that anyone can easily access and use it for classification purposes. For the second kind of
dataset we consider six gene expression data each has a large number of features for cancer
classification. The dataset is available at the Gene Expression Model Selection (GEMS)
library at http://www.gems-system.edu/. The software includes a graphical interface
and can be downloaded freely. A favorable use of this software can be found in [15] for
studying the performance of multicategory classifiers on gene expression cancer diagnosis.
We performed all our experiments on a PC with an Intel(R) Core I5 1.7 GHz processor,
8 GB memory and Matlab 2013a under Windows 10.
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5.1

Validation Method

To evaluate the performance of our proposed classification method, we use a validation
method named K-fold Cross Validation. This is a statistical method for evaluating machine
learning algorithms. The method is divided into two sets of data:
1. Training
2. Testing (validation)
These two sets are used in a manner that they can crossover in a consecutive rounds.
So, during the process each sample in the data set has a chance of being validated. In
this validation method, a K-fold partition is created by dividing the data into K equally
or nearly equal size of subsets or folds. So, for each of the K experiments, K-1 folds are
used for training and the remaining fold is used for testing. The process is repeated until
we use K subsamples exactly once as the validation data. The main benefit of using K-fold
cross validation is, all samples in the dataset for both testing and training are used for
validation.
Now there is a question arise “How we choose the fold?”. If we use a large number of
folds, then the bias of true error will be small but the method might be computationally
expensive. A very popular choice for K-Fold Cross Validation is choosing K=10. The
work in [12], shows some approaches for estimating accuracy recommend 10-fold cross
validation is the best. Results of several experiments on facial expression, finger prints and
handwritten digits in [2] also bolster the idea of choosing the number of folds K=10, because
for the actual accuracy it provides a less biased estimation. In Figure 5.1 we illustrate a
graph for 10-fold Cross Validation.

5.2

Dataset of Small Number of Features

We have done the experiment of the sparse representation approach to the Fisher’s Iris
problem. The dataset was introduced in 1936 by Sir Ronald Aylmer Fisher [11]. He
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Figure 5.1: An example of 10-fold cross validation partition

developed a model based on the combination of four different features to distinguish one
species from another. This dataset can be found in MATLAB under the name fisheriris
as a part of its Statistical Toolbox.

5.2.1

Specification of Dataset

The Fisher Iris data contains 50 samples from each class of the three different Iris flowers
(Fig 5.2). A brief description is given in Table 5.2.1 about the Fisher Iris dataset.
The data has more samples than features and we are interested to observe the effectiveness
Table 5.2.1: Fisher Iris Dataset Description
Iris Flower

Number of Samples

Features Measurements (in Centimeters)

Setosa

50

Sepal Length, Sepal Width, Petal Length, Petal Width

Versicolor

50

Sepal Length, Sepal Width, Petal Length, Petal Width

Virginica

50

Sepal Length, Sepal Width, Petal Length, Petal Width

Total = 150

of our proposed method. Here, we have m = 4 (number of features), n = 150 (number of
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Figure 5.2: Iris Flower

samples) and the formulation of the problem is:

min kxk1
subject to

Ax = b

(5.1)

here m << n means the system is underdetermined and the matrix A ∈ Rm×n . So, we do
not need to work with the augmented matrix B = [A I].

5.2.2

Numerical Results

In our experiment we applied to solve each of the problems of the form in (5.1) that
are needed at every iteration of a 10-fold cross validation test. All the algorithms and the
complete validation test for each dataset are applied in MATLAB 2013(a). So our proposed
l1 sparse representation for classification technique was able to classify the test sample in
the dataset with a 91.33% effective rate. The sparsity of those samples in the training
dataset with the label for iris virginica is presented in Figure 5.3.
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Figure 5.3: Sparse Representation of a test sample b for Iris Virginica

5.2.3

Remark

Observing the results we can say, the method we proposed is proven effective for classification of a large number of samples with few features. In this case the underdetermined
system helps us to get classification results in a faster time which is computationally less
expensive. Our main advantage was the relation between measurements and features where
the PFSR algorithm solves a system of size m × m at each iteration using a direct method.
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5.3

Dataset of Large Number of Features

In this experiment we use 6 different gene expression dataset. The data are freely available
to everyone in Matlab format from the website http://www.gems-system.edu/.

5.3.1

Specification of Dataset

A short description of dataset has given in Table 5.3.1
Table 5.3.1: Dataset Sizes and Description
Dataset

# of Samples

# of Genes

Classes

Lung Cancer

203

12600

5

Name of the Classes
Adeno,

Norma,

Squamous,

COID, SMCL
Leukemia

72

5327

3

ALL B-cell,ALL T-cell,AML

DLBCL

77

5469

2

DLBCL and FL

SRBCT

83

2308

4

EWS,RMS,BL,NB

Barin Tumor

50

10367

4

4 malignant glioma types

14 Tumors

308

15009

14

14 various human tumor types
and 12 normal tissue types

5.3.2

Numerical Results

Using the problem (4.6), for each test we look for a solution of the l1 minimization problem
:
min kgk1
subject to Bg = b
where B is an augmented matrix of the form B = [A I] , and g = [c,

(5.2)
e]T . Here A is

a matrix built using the dataset elements. We normalize the column of matrix A for our
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numerical experiment in such a way that all have unit norm, i.e. keTi ai k2 = 1, with ei the
i-th canonical basis vector and ai being the i-th columns of A. In this experiment, again we
applied the PFSR algorithm to solve each of the problem of the form (5.1) that are needed
at every iteration for each datatset implemented in MATLAB. Though we are using the
augmented matrix of the form B = [A I] in our problem, but the PFSR algorithm only
requires matrix-vector multiplication operations. So, we do not need to store complete
matrix B but only A since,
Bg = Ac + e

(5.3)


T
B T b = AT b, b

(5.4)

In this manner we van implement the matrix-vector multiplication in a faster way required
by the PFSR algorithm. In the Table 5.3.2 we show the results for each of the datasets
tested in the experimentation.
Table 5.3.2: Performance Results of the Experimentation
Dataset

# of Samples

# of Genes

Classification Rate

Error Rate

Lung Cancer

203

12600

94.74%

5.26%

Leukemia

72

5327

96.43%

3.57%

DLBCL

77

5469

96.88%

3.13%

SRBCT

83

2308

97.73%

2.27%

Brain Tumor

50

10367

91.43%

8.57%

14 Tumors

308

15009

78.35%

21.65%

In Figure 5.3.2 the sparse presentation for the Brain Tumor dataset is presented for the
last fold cross validation test. We can easily distinguish the difference between the large
and small coefficients. This suggests us the given test, sample belongs to exactly one of the
three classes in the dataset. This yields the idea of presenting any test sample as a linear
combination of only those samples belonging to the same class.
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Figure 5.4: Sparse Representation of a test sample b for Leukemia

5.3.3

Remark

The accuracy we have got used Sparse Representation is very impressive except one case.
For 14 Tumors data we have got 78.35% is probably related to the number of samples available for category 16,19,20,21,22,25, and 26 compared to other categories samples. We have 3
samples available for Normal-Germinal Center, 5 samples for Normal-Kidney, 6 samples for
Normal-Bladder and Normal-Peripheral Blood, 8 samples for Normal-Brain and 9 samples
for Normal-Lung. So, the problem is arising when we are going to perform the 10-fold cross
validation test because in testing we do not have enough training samples. That means,
these samples do not have any natural sparse representation using the training samples.
Also for this experiment our main advantage was the relation between measurements and
features where the PFSR algorithm solves a system of size m × m at each iteration using
a direct method.
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Chapter 6
Concluding Remarks
6.1

Significance of the Result

The results from the numerical experimentation has proved the effectiveness of the sparse
representation technique. In this work, we able to classify most of the given dataset with a
very impressive accuracy. We also mentioned earlier about two advantages of using sparse
representation via l1 - optimization for classification. So, besides some popular classification
technique described in chapter 3, the sparse representation technique looks very potential
for classification. In recent years, many scientific and engineering problems requires classification. For an example, in real life there would be billions of cancer data to classify in
one of the several types of cancer. Without using any classification technique, it is almost
impossible and time consuming to classify a given dataset. Also, some classification method
is computationally expensive. But our proposed classification technique is faster because it
is working with underdetermined system. The proposed PFSR algorithm requires matrixvector multiplication, which means we do not need to store the whole augmented matrix
and can save a huge amount of time.

6.2

Future Work

Everyday the data increases at a high rate in many fields. It is very difficult to study a
large number of data and sometimes it is very expensive to manage them computationally.
So, our future plan lies in compressing the data using model order reduction in real computational times. We are also interested to work with some genetic data and fingerprints.
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