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Abstract
The concept of semi-regular sequences was introduced in order to assess the complexity
of Gro¨bner basis algorithms such as F4 for the solution of polynomial equations. Despite the
experimental evidence that semi-regular sequences are common, it was unknown whether
there existed semi-regular sequences for all n, except in extremely trivial situations. In
the present work I prove some results on the existence and non-existence of semi-regular
sequences. It was observed by J. Schlather and T. Hodges that if an element of degree
d in B(n) is semi-regular, then we must have n ≤ 3d. In this thesis, I establish precisely
when the elementary symmetric polynomial of degree d is semi-regular. In particular, when
d = 2t and n = 3d, the elementary symmetric polynomial of degree d is semi-regular
establishing that the bound given by J. Schlather and T. Hodges is sharp for infinitely
many n. For the general case of existence of semi-regular sequences the authors of [4]
conjecture that the proportion pi(n,m, d1, . . . , dm) of semi-regular sequences over F2 in the set
E(n,m, d1, . . . , dm) of algebraic systems of m equations of degrees d1, . . . , dm in n variables
tends to 1 as n tends to∞. In this work, I show that for a fixed choice of (m, d1, . . . , dm), we
have that limn→∞ pi(n,m, d1, . . . , dm) = 0 showing that the conjecture is false in this case.
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CHAPTER1
Introduction
One of the most classical mathematical problems is that of finding solutions to systems
of polynomial equations of the form
p1(X1, . . . , Xn) = β1, . . . , pm(X1, . . . , Xn) = βm.
This problem has been a central question in mathematics since earlier times, and arises
in many fields such as algebraic geometry, statistics, game theory, and cryptography. In
particular, systems of polynomial equations over a finite field play a fundamental role in
multivariate public key cryptography (MPKC). A common and effective technique to solve
such kind of systems of equations is to use a Gro¨bner basis algorithm. In 2004 Fauge`re et al.
[3, 5, 4, 6] introduced the concept of semi-regular sequences to describe the most common
and easily understandable systems. Although experimental evidence has shown that most
sequences are semi-regular little progress has been made on the existence of such sequences.
In this thesis we prove some of the first general results on the existence of semi-regular
sequences.
MPKC systems are cryptographic systems based on multivariate polynomials over a fi-
nite field Fq. In an MPKC system the public key is a set of polynomials p1(X1, . . . , Xn),
. . . , pm(X1, . . . , Xn) ∈ Fq[X1, . . . , Xn], where Fq is a finite field. If Alice wants to send a mes-
sage (α1, . . . , αn) ∈ Fnq to Bob, she computes p1(α1, . . . , αn) = β1, . . . , pm(α1, . . . , αn) = βm,
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and sends the encrypted message (β1, . . . , βm) ∈ Fmq to Bob. Bob’s private key will be some
secret information about the construction of the polynomials p1(X1, . . . , Xn), . . . , pm(X1, . . . , Xn)
without which the system p1(X1, . . . , Xn) = β1, . . . , pm(X1, . . . , Xn) = βm should be com-
putationally hard to solve. A number of MPKC systems, such as Matsumoto-Imai (MI)
[30], Hidden Field Equations (HFE) [32], Sflash [33], Rainbow [17], have been proposed that
involve quadratic functions over a finite field Fq, especially over F2, the field of two elements.
The HFE system works as follows. Let F be a field of order q and K an extension field of F
of degree n. Define the function P : K→ K by
P (X) =
∑
qi+qj≤D
aijX
qi+qj +
∑
qi≤D
biX
qi + c
and let τ, σ : Fn → Fnbe two invertible affine maps. Consider the map Q = τPσ−1 : Fn → Fn
as shown below
K K
Fn Fn
P
σ τ
Q
Then, Q = (p1, . . . , pn) where p1, . . . , pn are mutivariate quadratic polynomials. The public
key consists of the polynomials p1, . . . , pn and the private key consists of the maps τ, σ and
P . If the parameter D is not too large then the equation P (X) = Y ′ can be solved using
the Berlekamp-Massey algorithm [2].
The security of the MPKC systems relies on the difficulty of solving a system of poly-
nomial equations. Solving a system of quadratic equations over a finite field is an NP-hard
problem [22]. However, the NP-hardness of this general problem does not necessarily guar-
antee the security of MPKC systems.
The main types of algorithms used to solve such systems of equations are the Gro¨bner
basis algorithm introduced by Buchberger [7, 8] and its variants including the F4 and F5
introduced by Fauge`re [20, 19]; and the XL algorithms including FXL and mutantXL
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[11, 9]. In particular, Fauge`re was able to break Patarin’s first HFE challenge consisting of
80 quadratic equations in 80 variables with coefficients in GF(2), [21].
Let us briefly discuss the ideas of the Gro¨bner basis, F4 and XL algorithms.
Gro¨bner basis algorithm
Gro¨bner bases were introduced in 1965, together with an algorithm to compute them
(Buchberger’s algorithm), by Bruno Buchberger in his Ph.D. thesis [7]. The Gro¨bner bases
concept has been proved to be a powerful tool for solving many important problems in
algebra. Here we summarize some of the the main definitions and results of Gro¨bner bases
theory without any proofs. In [12] the reader can find proofs and a more detailed introduction
to Gro¨bner bases theory.
Let R := k[X1, . . . , Xn] be the ring of polynomials in n variables over the field k.
Definition. A monomial ordering, <, is a total order on the set of monomials, M , in R
that is compatible with the product and such that 1 is the smallest monomial.
Definition. Let M be the set of monomials in R. Let f =
∑
t∈M att ∈ R and a monomial
order < in R.
• The support of f is supp(f) := {t ∈M | at 6= 0}.
• The leading monomial of f is LM(f) := max(supp(f)).
• The leading coefficient of f is LC(f) := at, where t = LM(f).
• The leading term of f is LT (f) := LC(f)LM(f).
Theorem (Algorithm of Division). Let B = f1, . . . , fm be a set of polynomials in R . Given
f ∈ R we have that f can be expressed as
f = a1f1 + · · ·+ amfm + r
3
where ai ∈ R and if r 6= 0 then the leading monomials of the f ′is do not divide that of r.
One says that f reduces to r by B.
Definition. Given an ideal I in R, a set G = {g1, . . . , gm} of elements of I and a monomial
order <, we say that G is a Gro¨bner basis for I with respect to a monomial order if
(LM(g1), . . . , LM(gm)) = (LM(I))
Definition (S-polynomials). Let f, g ∈ R and t = lcm(LM(f), LM(g)). The S-polynomial
of f and g is
S(f, g) =
t
LT (f)
f − t
LT (g)
g
Theorem. Given an ideal I in R, a set G = {g1, . . . , gm} of elements of I is a Gro¨bner basis
for I if and only if for all i, j ∈ {1, . . . ,m} we have that S(gi, gj) reduces to 0 by G.
Theorem (Hilbert Basis Theorem). Every ideal I of R is finitely generated.
Now let us give a basic version of an algorithm to find a Gro¨bner basis for an ideal I of
R:
Input A set of polynomials F that generates I.
Output A Gro¨bner basis G for I.
1. G := F
2. Choose a pair f , g of polynomials in G with f 6= g and compute the S-polynomial,
S(f, g).
3. Reduce the S-polynomial S(f, g) to r by G. If r 6= 0 then add it to G.
4. Repeat steps 2 and 3 until all possible pairs are considered, including those involving
the new polynomials added in step 3.
4
5. Output G.
The algorithm terminates because it is consistently increasing the size of the monomial
ideal generated by the leading terms of our set G, and the Hilbert basis theorem guarantees
that any such ascending chain must eventually become constant.
F4 algorithm
The F4 algorithm was introduced by J.-C. Fauge`re in [20]. This algorithm uses the
same mathematical principles as the Buchberger’s algorithm in that it processes reduced
S-polynomials pairs. However, the main difference from Buchberger’s algorithm is that
instead of selecting a single pair f, g ∈ B, B a set of generators of the ideal I, Fauge`re
proposes to select a subset G ⊂ B where G contains all pairs f, g in B such that the degree
of lcm(LT (f), LT (g)) is minimal.
XL algorithm
The XL algorithm was introduced by Courtois, Klimov, Patarin and Shamir [11] and
was proposed as an algorithm to solve overdetermined systems of polynomial equations. The
idea of the XL algorithm, as applied to the solution of a system of m quadratic equations
in n variables f1(X1, . . . , Xn) = 0, . . . , fm(X1, . . . , Xm) = 0, is to fix a number D > 2 and to
consider all polynomial equations of the following form hfj = 0, for all arbitrary monomial
h of degree ≤ D − 2, and to solve the new system by Gauss elimination. Specifically, one
applies an elimination process to the space of functions spanned by the hf ′js. When the
dimension of the space spanned by the hf ′js is close to the dimension of the space of all
functions of degree ≤ D then this process yields univariate polynomials which can be solved
using the Berlekamp-Massey algorithm.
It is important to understand the complexity of the Gro¨bner basis algorithms. Let f(n)
be the time taken for the algorithm to yield a solution on a system of m(n) equations in
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n-variables, where m(n) is a linear function of n. The complexity is roughly the asymptotic
behavior of f(n). In [3, 5, 4, 6] it is shown that for certain families of “generic” sequences
called semi-regular the complexity is exponential in the number of variables.
Let us summarize some of the results presented in [3, 5, 4, 6] for systems of poly-
nomial equations over F2. Consider a system of polynomial equations p1(X1, . . . , Xn) =
β1, . . . , pm(X1, . . . , Xn) = βm, where p1(X1, . . . , Xn), . . . , pm(X1, . . . , Xn) ∈ F2[X1, . . . , Xn].
Let λi be the homogeneous component of maximal degree of the polynomial pi seen as an
element of B = F2[X1, . . . , Xn/(X21 , . . . , X2n) and let I = (λ1, . . . , λm) be the generated by
the homogeneous polynomials λ1, . . . , λm in B. Denote by Bd the set of homogeneous poly-
nomials of degree d in the ring B. Similarly denote by Id the set of homogeneous polynomials
in I of degree d.
Definition. The degree of regularity of I is defined as
dreg(I) = min{d ≥ 0 | I ∩Bd = Bd}
The degree of regularity of an ideal I plays a pivotal role in the analysis of the complexity
of Gro¨bner basis computation, since this is the largest degree of any polynomial occurring in
the Gro¨bner basis algorithm, [28]. Computing the degree of regularity of a homogeneous ideal
I, in general requires a lot of work. However, when the sequence λ1, . . . , λm that generates
the ideal I is “semi-regular”, the degree of regularity of is theoretically known. Roughly
speaking, a semi-regular sequence is a sequence λ1, . . . , λm of homogeneous elements in B
for which no relations but the trivial ones (λiλj = λjλi, λ
2
i = 0) occur; in other words, it is a
sequence in which the polynomials are as independent of each other as possible. It is shown
in [3, 5, 4, 6] that for a semi-regular sequence λ1, . . . , λm ∈ B of homogeneous polynomials
of degrees d1, . . . , dm the degree of regularity is given by the natural number IndTn,m(z)
which is the degree at which the first non-positive coefficient of the series Tn,m(z) = (1 +
6
z)n/
∏m
i=1(1 + z
di) occurs.
In order to understand the complexity of the Gro¨bner basis algorithm on semi-regular
systems we need to understand the behavior of the IndTn,m(z) as n → ∞. Using tools of
asymptotic analysis [13, 10] it is shown that the asymptotic expansion of Tn,n(z) is 0.090n+
1.00n1/3 − 1.58 + 1.41/n1/3 + O (1/n2/3) [4, Proposition9]. This enables Bardet et al. to
conclude that the complexity of the Gro¨bner basis algorithm for semi-regular systems of n
quadratic equations in n variables, is exponential in n.
A similar approach was used by Yang, Chen and Courtois [36, 34, 35] to find complexity
bounds for the XL algorithm.
In the works [3, 5, 4, 6] the authors conjectured that most sequences are semi-regular.
However, little is known about the existence of such sequences beyond the experimental ev-
idence. The present work represents our contribution to the understanding of semi-regular
sequences over F2. In this work we begin by proving some results about characterization of
semi-regular sequences over F2. We present more reliable proofs for the Hilbert characteri-
zation of semi-regularity and give a new homological characterization of semi-regularity over
F2. Then, we prove our main results here some results on the existence and non-existence
of semi-regular sequences. We first look at the most elementary case, that of semi-regular
elements (or sequences of length one). In her thesis [3], Bardet asserts that the element∑
1≤i<j≤n xixj is semi-regular for all n over F2. It was observed in [26, 15], that there are
no quadratic semi-regular elements when n > 6, showing that the assertion made by Bardet
is false. On the other hand it is trivial that elements of degree n and n − 1 must be semi-
regular. This raises the question: for which values of n, the number of variables, and d do
there exist semi-regular elements of degree d in B? J. Schlather and T. Hodges proved that
if an element of degree d ≥ 2 in B is semi-regular, then we must have n ≤ 3d. In this work,
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I establish precisely when the symmetric element
σd,n =
∑
1≤i1<···<id≤n
xi1 · · ·xid
is semi-regular. In particular I prove the following theorem
Theorem. Let d ≥ 2, where d = 2ml with l an odd number, and m a non-negative integer.
Then
(a) If l > 1, σd,n is semi-regular if and only if n = d, d+ 1, ..., d+ 2
m+1 − 1.
(b) If l = 1, σd,n is semi-regular if and only if n = d, d+ 1, ..., d+ 2
m+1.
Therefore, when d = 2t, σd,n is semi-regular for all d ≤ n ≤ 3d, thus establishing that
the bound is sharp for infinitely many n.
For the general case of existence of semi-regular sequences the authors of [4] conjec-
ture that the proportion pi(n,m, d1, . . . , dm) of semi-regular sequences over F2 in the set
E(n,m, d1, . . . , dm) of algebraic systems of m equations of degrees d1, . . . , dm in n variables
tends to 1 as n tends to ∞. In this thesis I prove the following theorem
Theorem. Let d1, . . . , dm be a sequence of integers with di ≥ 2 for some 1 ≤ i ≤ m. Then
there exists an N such that for all n ≥ N , there cannot be a semi-regular sequence λ1, . . . , λm
of homogeneous polynomials of degrees d1, . . . , dm.
This shows that for a fixed choice of (m, d1, . . . , dm), with di ≥ 2 for some i, we have that
lim
n→∞
pi(n,m, d1, . . . , dm) = 0
In particular, this result tells us that underdetermined systems of polynomial equation (sys-
tems where there are fewer equations than unknowns) are not semi-regular when the number
of unknowns is big enough compared to the number of equations. The results presented in
this work represent the first significant progress about the existence of semi-regular sequences
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over F2 since this concept was introduced in [3, 5, 4, 6] in 2004. Some of these results can
be found in our paper [24].
The present work does not pretend to have an impact on the complexity analysis of
the algorithms mentioned above but to extend our knowledge on semi-regular sequences.
Although, these results give a better understanding of semi-regular sequences, it is still
needed to prove the observed fact that “most” quadratic sequences of length n in n variables
are semi-regular.
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CHAPTER2
Background
This chapter introduces some concepts, definitions and notation that will be used in the
subsequent chapters. The presentation of this material is brief. We refer the reader to the
original sources for more details.
2.1 Graded rings and Hilbert Series
This section introduces the concept of graded ring and Hilbert series. For more details
basic sources are the books by D. Eisenbud [18, Sections 1.5, 1.9, 10.4, 12.1] and M. Atiyah
and I. MacDonald [1, Chapters 10 and 11].
A ring R is called graded (or Z-graded) if there exists a family of subgroups {Rn}n∈Z of
R such that
1. R =
⊕
n∈ZRn as abelian groups
2. RnRm ⊂ Rn+m for all n, m.
A graded ring R is called N-graded if Rn = 0 for all n < 0. Elements of any factor Rn are
called homogeneous elements of degree n. An ideal I of a graded ring is called a graded or
homogeneous ideal if I is generated by homogeneous elements.
If I is a homogeneous ideal of graded ring R then R/I is also a graded ring and has
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decomposition
R/I =
⊕
n∈Z
(Rn + I)/I
The classical example of a graded ring is the polynomial ring in n-variables over a field
k, R = k[X1, . . . , Xn]. R is the direct sum of Rd where Rd is the set of homogeneous
polynomials of degree d.
A module M over a graded ring R is called graded (or Z-graded) if there exists a family
of subgroups {Mn}n∈Z of M such that
1. M =
⊕
n∈ZMn as abelian groups
2. RnMm ⊂Mn+m for all n, m.
A morphism f : N →M between graded modules, called a graded morphism, is a morphism
of modules such that f(Ni) ⊂Mi for all i.
Let R be a ring and let ModR be the category of finitely generated R-modules. An
additive integer-valued function λ : ModR → Z is a function satisfying λ(M) = λ(M ′) +
λ(M ′′) for every short exact sequence
0→M ′ →M →M ′′ → 0
in ModR. The most common examples of additive functions are:
1. λ(M) = dimkM , when R is a finitely generated algebra over a field k.
2. λ(M) = length(M), when R is an Artinian ring.
An algebra A over a ring S is a graded algebra if it is graded as a ring. Suppose that A is an
algebra over a field k ⊂ A0 such that dimk Ai <∞ for all i. The function HFA(i) = dimk Ai
is called the Hilbert function of A. The Hilbert series of A is the formal power series given
by
HSA(z) =
∞∑
i=0
(dimk Ai)z
i
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If I is a graded ideal of A, then A/I has an induced graded ring structure. We define the
Hilbert series of I to be the Hilbert series of the graded algebra A/I
HSI(z) =
∞∑
i=0
dim((A/I)i)z
i
As an example, let A = k[X1, . . . , Xn], be the ring of polynomials in n-variables. Thus,
HSA(z) =
∞∑
i=0
(
n+ i− 1
n− 1
)
zi
Using the fact that dimk is an additive function in the category of finitely generated k-
vector spaces we have the following theorem
Theorem 2.1.1. If A = k[X1, . . . , Xn], then
HSA(z) =
1
(1− z)n .
2.2 Associated graded rings
A filtration on a ring R is a set of subgroups of R,
R0 ⊂ R1 ⊂ R2 ⊂ · · · ⊂
⋃
i
Ri = R
such that RiRj ⊂ Ri+j. If φ : R → R′ is surjective homomorphism of rings, and R has a
filtration, then there is an induced filtration on R′ given by the subgroups R′i = φ(Ri).
Let R be a filtered ring with filtration {Ri}i∈Z. The associated graded ring is defined by
gr(R) =
⊕
i∈Z
Ri/Ri−1
with multiplication given by the following rule: if r+Ri−1 ∈ Ri/Ri−1 and s+Rj−1 ∈ Rj/Rj−1,
then
(r +Ri−1)(s+Rj−1) = rs+Ri+j−1.
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Let R = F [X1, . . . , Xn] be the ring of polynomials over F , where F is a field of order q.
Denote by R(d) the vector space over F of all polynomials of degree less than or equal to d,
thus {R(d)} is a filtration on the ring R. Consider the algebras
A = F [X1, . . . , Xn]/(X
q
1 −X1, . . . , Xqn −Xn)
and
B = F [X1, . . . , Xn]/(X
q
1 , . . . , X
q
n)
Let φ : R→ A and γ : R→ B be the usual projections. A has structure of filtered F -algebra
with filtration given by {Ad := φ(R(d))}. B has structure of graded F -algebra with grading
given by {Bd := γ(Rd)}, where Rd is the set of homogeneous polynomials of degree d.
The following theorem gives us the relation between the graded algebras B and gr(A).
Theorem 2.2.1.
gr(A) ∼= B
as graded F -algebras.
2.3 Complexes of Modules
This section gives some notions about complexes of modules and chains of complexes.
For more details basic sources are the books by D. Eisenbud [18, Sections A3.5, A3.6, A3.7]
and S. Lang [27, Chapter XX, sections 1, 2].
A chain complex (C•, d•) is a sequence of R-modules . . . , C2, C1, C0, C−1, C−2, . . . and
homomorphisms di : Ci → Ci−1 such di−1 ◦ di = 0 for all i. A chain complex is usually
written as
· · · −→ Cn dn−→ Cn−1 dn−1−−−→ · · · −→ C2 d2−→ C1 d1−→ C0 d0−→ · · ·
Since di−1 ◦ di = 0 then Im di ⊆ Ker di−1. Thus, we can define the quotient
Hn(C•) = Ker dn/ Im dn+1
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called the n-th homology module of the complex (C•, d•). The complex is exact in the n-th
position if Hn(C•) = 0. The complex (C•, d•) is exact if Im dn = Ker dn−1 for all n.
A morphism of chain complexes f : (C•, d•)→ (C ′•, d′•) is a sequence of homomorphisms
fn : Cn → C ′n for which the following diagram commutes
Cn C
′
n
Cn−1 C ′n−1
fn
dn d′n
fn−1
Notice that
fn(Ker dn) ⊆ Ker d′n
and
fn(Im dn+1) ⊆ Im d′n+1.
Together these allow us to define for each n a homomorphism
f∗ : Hn(C•)→ Hn(C ′•)
where f∗(u+ Im dn+1) = fn(u) + Im d′n+1.
Let f : (A•, dA• ) → (B•, dB• ) and g : (B•, dB• ) → (C•, dC• ) be two morphims of chain
complexes. The sequence
0 −→ A• f−→ B• g−→ C• −→ 0
is called exact if for all n we have that the sequence
0 −→ An fn−→ Bn gn−→ Cn −→ 0
is exact.
Theorem 2.3.1. Every exact sequence of chain complexes gives long exact sequence of
homology
· · · −→ Hn+1(C•) σn+1−−−→ Hn(A•) f−→ Hn(B•) g−→ Hn(C•) σn−→ Hn−1(A•) −→ · · ·
14
where the homomorphisms σi are called the connecting homomorphisms.
Proof. See [27, Theorem 2.1, page 768].
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CHAPTER3
Semi-Regular Sequences
3.1 Semi-Regularity
Let us start reviewing the concept of regular sequence [18, Chapter 17]. Let R be a
commutative ring and M an R-module. An element r ∈ R is called a non-zero-divisor on
M if every time that rm = 0 for some m ∈M implies that m = 0. A sequence r1, . . . , rn in
R is called a M -regular sequence if for all i = 1, . . . , n we have that ri is a non-zero-divisor
on M/(r1, . . . , ri−1)M . An R-regular sequence is simply called a regular sequence.
Consider S = k[X1, . . . , Xn] the ring of polynomials in n-variables over the field k. Let
M be a Z-graded S-module with finite length, that is, Mn = 0 for n >> 0, then clearly,
there is no regular element on M . However, it could be the case that a polynomial is regular
in M “up to some particular degree”. It motivates the following definition given in [14].
Definition 3.1.1. Let M be a non-trivial finitely generated Z-graded S-module. Let f be a
homogeneous polynomial of degree d andD an integer. Then f is regular up to degreeD onM
if f is non-constant and for all i ≤ D−d, the linear map Mi →Mi+d given by multiplication
with f is injective. More generally, let f1, . . . , fr be a sequence of homogeneous polynomials
and D ∈ Z. Then the sequence is regular up to degree D on M if all the polynomials are
non-constant and for each q = 1, . . . , r, fq is regular on M/(f1, . . . , fq−1)M up to degree D.
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Following the usual terminology, a sequence is simply called regular up to degree D if it
fulfills the definition with S = M .
The notion of bounded regularity is closely related to the notion of D-regularity intro-
duced in [3]: A sequence of homogeneous polynomials f1, . . . , fr in S is called D-regular if it
is regular up to degree D+ 1 in the terms of [14]. Now, consider a sequence of homogeneous
polynomials f1, . . . , fr in S and I = (f1, . . . , fr) the ideal generated by such sequence of
polynomials. Note that S is a graded ring and I is a homogeneous ideal. Suppose that the
quotient S/I is an Artinian ring. Then, the degree of regularity of I is defined as
dreg(I) = min{d ≥ 0 | I ∩ Sd = Sd}
Such sequence of homogeneous polynomials is called semi-regular if it is dreg-regular. It is
important to notice that this notion of semi-regularity presented in [3] and [6] has a different
meaning from the one given in [31]. In [31] the notion of semi-regularity is as follows
Definition 3.1.2. Let I be a homogeneous ideal of S and let f be a homogeneous polynomial
of degree d. Then f is semi-regular on S/I if for each i ∈ Z the linear map
(S/I)i
f−→ (S/I)i+d
induced by multiplication by f is injective or surjective. Let now f1, . . . , fr be a sequence
homogeneous polynomials. Then the sequence is semi-regular if for all q = 1, ..., r, we have
that fq is semi-regular on S/(f1, ..., fq−1).
Corollary 3.1.4 in this section states that permutations of semi-regular sequences under
the notion presented in [3, 6] are also semi-regular. This does not hold for semi-regular
sequences under notion [31]. An easy example for this is presented in [31]. The x2, y2, xy ∈
k[x, y] is semi-regular but x2, xy, y2 is not.
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The next theorem gives a characterization of semi-regular sequences in terms of Hilbert
series (see Section 2.1). First, recall that the Hilbert function of a graded ring B is the
function HFB(k) = dimBk and the Hilbert series is the series HSB(z) =
∑∞
k=0(dimBk)z
k.
The Hilbert function and series for a graded ideal I of B are defined by HFI = HFB/I and
HSI(z) = HSB/I(z) respectively. For any series a(z) =
∑
i aiz
i ∈ R[[z]] , we define the
index of a(z), Ind a(z), to be the first t for which at ≤ 0. If such a t does not exist define
Ind a(z) = ∞. For a series ∑i aizi, we denote by [∑i aizi]t the truncated series ∑t−1i=0 aizi
and by [
∑
i aiz
i] the truncated series [
∑
i aiz
i]Ind(a(z)).
Theorem 3.1.3. Let f1, . . . , fm be a sequence of homogeneous polynomials of S with fi being
of degree di, such that S/(f1, . . . , fm) is Artinian. The sequence f1, . . . , fm is semi-regular if
and only if
HSS/(f1,...,fm)(z) =
[∏m
i=1(1− zdi)
(1− z)n
]
Proof. See [14], Proposition 1.
Corollary 3.1.4. Let f1, . . . , fm be a sequence of homogeneous polynomials of S with fi being
of degree di, such that S/(f1, . . . , fm) is Artinian. If the sequence f1, . . . , fm is semi-regular
then so is fσ(1), . . . , fσ(m) for any permutation σ.
Proof. This result follows immediately from above theorem because the Hilbert series of
S/(f1, . . . , fm) is independent of the order of the fi.
3.2 Semi-Regularity over F2
Set B(n) = F2[X1, ..., Xn]/(X21 , ..., X2n) and define B
(n)
k to be the subspace of homogeneous
polynomials of degree exactly k. Then B(n) =
⊕n
k=0B
(n)
k and B
(n)
i B
(n)
j = B
(n)
i+j, so this gives
B(n) the structure of a strongly graded F2-algebra (see Section 2.1). Denote the image of Xi
in B(n) by xi.
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The notion of semi-regularity over F2 for a sequence of homogeneous of the ring B(n)
is slightly different from the one presented in Section 3.1. Given a homogeneous element
λ ∈ B(n) of degree d > 0 we have that λ2 = 0, thus the notion of semi-regularity is modified
to have in account this behavior. This notion first appeared in [4].
Definition 3.2.1. For a graded ring B =
⊕N
k=0 Bk, we define the index of B to be t if
Bt−1 6= 0 and Bk = 0 for all k ≥ t. We denote this number by Ind(B). If λ1, . . . , λm is a set
of homogeneous elements and I = (λ1, . . . , λm), then we define Ind(λ1, . . . , λm) = Ind(B/I).
If B is strongly graded (that is, BiBj = Bi+j for all i and j), then
Ind(B/I) = min{d ≥ 0 | I ∩Bd = Bd}
Definition 3.2.2. Let λ1, . . . , λm be a sequence of homogeneous elements of B
(n) of positive
degree. The sequence λ1, . . . , λm is D-semi-regular over F2, or simply D-semi-regular, if for
all i = 1, 2, . . . ,m, if µ is homogeneous and
µλi ∈ (λ1, . . . , λi−1) and deg(µ) + deg(λi) < D
then µ ∈ (λ1, . . . , λi). A sequence of homogeneous polynomials λ1, . . . , λm is semi-regular if
it is D-semi-regular for D = Ind(λ1, . . . , λm).
The concept of semi-regular sequence over F2 given in [6] is defined as follows
Definition 3.2.3. Let λ1, . . . , λm be a sequence of homogeneous elements of B
(n) of positive
degree. Let D = Ind(λ1, . . . , λm). The sequence λ1, . . . , λm is semi-regular if for all i =
1, 2, . . . ,m, if µ is homogeneous and
µλi ∈ (λ1, . . . , λi−1) and deg(µλi) < D
then µ ∈ (λ1, . . . , λi).
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However, we could have that µλi = 0, but in [6] it is not clear how is defined the degree
of zero.
Now, we introduce the concept of D-semi-regularity over F2 in a more general context.
Set R = K[X1, ..., Xn]/(X21 , ..., X2n), with K a field of characteristic 2. Here and in the
following, by a R-module we mean a Z-graded R-module. Let M be a R-module. Given
d ∈ Z, we define M(d) as the R-module M with grading M(d)i := Md+i. For D ∈ Z we set
M<D :=
⊕
j<DMj.
Definition 3.2.4. Let M be a non-trivial finitely generated R-module. Let λ ∈ R be a
homogeneous element of degree d > 0 and D an integer. Then λ is D-semi-regular on M if
for all i < D the map
(M/λM)(−d)i λ−→Mi
given by multiplication by λ is injective. Notice that this map is well-defined since λ2 = 0.
More generally, let λ1, ..., λm be a sequence of homogeneous elements of positive degrees
d1, ..., dm andD ∈ Z. Then the sequence isD-semi-regular onM if for all i = 1, ...,m, λi isD-
semi-regular on M/(λ1, ..., λi−1)M . A sequence of homogeneous polynomials λ1, . . . , λm ∈ R
is semi-regular if it is D-semi-regular over R for D = Ind(λ1, . . . , λm).
In the case M = R = B(n) the definition of D-semi-regularity corresponds to the one
given in Definition 3.2.2.
3.2.1 Characterization with Hilbert Series
Let M be a R-module as described above. Let HSM(z) =
∑∞
k=−∞(dimMk)z
k be the
Hilbert series of M with associated Hilbert function HFM(k) = dimMk. For any d =
(d1, . . . , dm) ∈ Nm, define
Td,M(z) =
HSM(z)∏m
i=1(1 + z
di)
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and let td,M(j) be the coefficient of z
j in Td,M(z), so that Td,M(z) =
∑∞
j=0 td,M(j)z
j. Notice
that in the case M = R we have that HSR(z) = (1 + z)
n. In this case we denote Td,n(z) by
Td,R(z). It was asserted in [5] that a sequence λ1, . . . , λm is semi-regular over F2 if and only
if
HSB(n)/(λ1,...,λm)(z) = [Td,n(z)] =
[
(1 + z)n∏m
i=1(1 + z
di)
]
where di = deg λi. As noted in [14], the proofs in that article are incomplete. We begin,
therefore, by giving a complete proof. The proof of the main theorem, Theorem 3.2.6,
is a joint work with Jacob Schlather and Dr. Timothy J. Hodges. This theorem was
independently proved by J. Schlather and me. The proof presented here is an amalgamation
of both proofs.
Let us start with some observations on the way truncation behaves with respect to
multiplication.
Lemma 3.2.5. Let u(z), v(z), w(z) ∈ R[[z]]. Then
1. [u(z)v(z)]D = [[u(z)]D [v(z)]D]D = [u(z) [v(z)]D]D
2. [v(z)]D = [w(z)]D =⇒ [u(z)v(z)]D = [u(z)w(z)]D
Proof. (1) First note that for any a(z), c(z) ∈ R[[z]],
[a(z) + c(z)zD]D = [a(z)]D
Define u′(z), v′(z) by u(z) = [u(z)]D + u′(z)zD and v(z) = [v(z)]D + v′(z)zD. Then
[u(z)v(z)]D =
[
([u(z)]D + u
′(z)zD)([v(z)]D + v′(z)zD)
]
D
=
[
[u(z)]D[v(z)]D + z
D(u′(z)[v(z)]D + v′(z)[u(z)]D + u′(z)v′(z)zD)
]
D
= [[u(z)]D [v(z)]D]D
So
[u(z) [v(z)]D]D = [[u(z)]D [v(z)]D]D = [u(z)v(z)]D
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(2) If [v(z)]D = [w(z)]D, then
[u(z)v(z)]D = [u(z)[v(z)]D]D = [u(z)[w(z)]D]D = [u(z)w(z)]D
Theorem 3.2.6. Let R = K[X1, ..., Xn]/(X21 , ..., X2n), with K a field of characteristic 2, let
λ1, . . . , λm be a sequence of homogeneous elements of R with λi being of degree di, and let
M be a non-trivial finitely generated R-module. Set I = (λ1, . . . , λm) and d = (d1, . . . , dm).
1. If the sequence λ1, . . . , λm is D-semi-regular on M then
[HSM/IM(z)]D = [Td,M(z)]D
and HFM/IM(D) ≥ td,M(D).
2. If the sequence λ1, . . . , λm is D-semi-regular but not (D+1)-semi-regular, then HFM/IM(D) >
td,M(D).
3. For M = R. The sequence λ1, . . . , λm is semi-regular if and only if the Hilbert series
of I is given by
HSI(z) =
[
(1 + z)n∏m
i=1(1 + z
di)
]
4. If the sequence λ1, . . . , λm is semi-regular, then so is λσ(1), . . . , λσ(m) for any permuta-
tion σ.
Proof. Set di = (d1, . . . , di) and denote tdi,M(d) by ti(d). Note that
(1 + zdj)
∞∑
d=0
tj(d)z
d =
∞∑
d=0
tj−1(d)zd
so tj−1(d) = tj(d) + tj(d− dj) for all j and d.
Set
si(d) = HFM/(λ1,...,λi)M(d) = dim(M/(λ1, . . . , λi)M)d
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Let
Ki = ker
(
M/(λ1, . . . , λi)M
λi−→M/(λ1, . . . , λi−1)M
)
,
let Ki,d denote the subspace of degree d elements of Ki and let ki(d) = dimKi,d. Note
that λ1, . . . , λm is D-semi-regular on M if and only if ki(d − di) = 0 for all d < D and all
i = 1, . . . ,m.
We have an exact sequence
0→ Ki →M/(λ1, . . . , λi)M λi−→M/(λ1, . . . , λi−1)M →M/(λ1, . . . , λi)M → 0
which breaks up into exact sequences at degree d
0→ Ki,d−di → (M/(λ1, . . . , λi)M)d−di λi−→ (M/(λ1, . . . , λi−1)M)d → (M/(λ1, . . . , λi)M)d → 0
Taking the dimension of each term yields
ki(d− di)− si(d− di) + si−1(d)− si(d) = 0
We now prove the assertions in part (1) by induction on m using the case m = 0 (the
“empty sequence”) as the base case. In this situation the assertions follow from the fact
that Td,M(z) = HSM(z). Now let m > 0. The hypothesis of D-semi-regularity implies that
sm−1(d) = sm(d) + sm(d− dm) for d = 0, . . . , D − 1. The induction hypothesis implies that
sm−1(d) = tm−1(d) for d < D. So
[HSM/(λ1,...,λm−1)M(z)]D =
D−1∑
d=0
sm−1(d)zd
=
D−1∑
d=0
sm(d)z
d +
D−1∑
d=0
sm(d− dm)zd
= (1 + zdm)
D−1∑
d=0
sm(d)z
d
= (1 + zdm)
[
HSM/(λ1,...,λm)M(z)
]
D
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Using Lemma 3.2.5 and induction on m yields
[HSM/(λ1,...,λm)M(z)]D =
[
1
(1 + zdm)
[HSM/(λ1,...,λm−1)M(z)]D
]
D
=
[
1
(1 + zdm)
[
HSM(z)∏m−1
j=1 (1 + z
dj)
]
D
]
D
=
[
HSM(z)∏m
j=1(1 + z
dj)
]
D
which proves the first assertion. For the second part we assume, by induction, that sm−1(D) ≥
tm−1(D) and observe that by semi-regularity and the first part, sm(D− dm) = tm(D− dm).
Hence
sm(D) = sm−1(D)− sm(D − dm) + km(D − dm)
≥ tm−1(D)− tm(D − dm) = tm(D)
(2) Suppose that λ1, . . . , λm is D-semi-regular but not (D + 1)-semi-regular. Let u be
the smallest integer such that λ1, . . . , λu is not semi-regular. Then ku(D − du) > 0, so
su(D) = su−1(D)− su(D − du) + ku(D − du)
> tu−1(D)− tu(D − du) = tu(D)
Now suppose that sj(D) > tj(D) for some u ≤ j < m. Then
sj+1(D) = sj(D)− sj+1(D − dj+1) + kj+1(D − dj+1)
> tj(D)− tj+1(D − dj+1) = tj+1(D)
So by induction, sm(D) > tm(D).
(3) Suppose now that M = R and the sequence λ1, . . . , λm is semi-regular, and set
D = Ind(I). Then [HSI(z)]D = [Td,n(z)]D by part (1) because the sequence is D-semi-
regular. Because D = Ind(I), HSI(z) = [HSI(z)]D. By (1), tm(d) = sm(d) > 0 for d < D
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and tm(D) ≤ sm(D) = 0, so Ind(Td,n(z)) = D. Thus
[Td,n(z)] = [Td,n(z)]D = [HSI(z)]D = HSI(z)
as required.
Conversely, suppose that HSI(z) = [Td,n(z)] and let D = Ind(Td,n(z)). Then by defini-
tion, D is the degree of regularity of the sequence λ1, . . . , λm. If the sequence λ1, . . . , λm
is not D-semi-regular, then there exists a k < D such that it is k-semi-regular and not
(k + 1)-semi-regular. By part (2) we would then have that
sm(k) > tm(k)
That is, the k-th coefficient of HSI(z) is strictly greater than the k-th coefficient of Td,n(z),
contradicting the fact that HSI(z) = [Td,n(z)]. Thus the sequence is D-semi-regular and
hence semi-regular.
(4) follows immediately from (3) because the Hilbert series of R/I is independent of the
order of the λi.
It is natural to expect that information about the semi-regular sequences should give us
information about arbitrary sequences. Since semi-regular sequences have as few relations
as possible, we expect the ideal generated by a semi-regular sequence (ν1, . . . , νm) to grow
at least as quickly as the ideal generated by an arbitrary sequence (λ1, . . . , λm). That is (if
we use the notation
∑
aiz
i ≤∑ bizi ⇔ ai ≤ bi for all i),
HS(λ1,...,λm)(z) ≥ HS(ν1,...,νm)(z)
Thus it is tempting to expect for any sequence λ1, . . . , λm that
HS(λ1,...,λm)(z) ≥ [Td,n(z)] .
The following example shows that this is not true.
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Example 1. Consider the element
λ = x1x2 + x3x4 + x5x6 + x7x8 + x9x10 + x11x12
in B(12) and let I = (λ). Then, using [16, Theorem 2.1] we can calculate that
HSI(z) = 1 + 12z + 65z
2 + 208z3 + 430z4 + 584z5 + 494z6 + 208z7 + 65z8 + 12z9 + z10
while[
(1 + z)12
1 + z2
]
= 1 + 12z + 65z2 + 208z3 + 430z4 + 584z5 + 494z6 + 208z7 + z8 + 12z9 + 65z10
Note also that in this case Ind((λ)) = Ind(T(12),n(z)) but λ is not semi-regular. Thus the
condition Ind(I) = Ind(Td,n(z)) is not equivalent to semi-regularity.
It would be interesting to know whether Ind((λ1, . . . , λm)) ≥ Ind(Td,n(z)) for an arbitrary
sequence λ1, . . . , λm. All known evidence points to this result being true. However, the
failure of the inequality HSI(z) ≥ [Td,n(z)] rules out the obvious way of proving it.
3.2.2 Homological Characterization
In this section we give a homological characterization of D-semi-regularity over F2. First,
we construct a complex using the idea of the tensor product of two chain complexes, this
is one of the methods to construct the Koszul complex [18, Chapter 17]. This construction
allows us to give a homological characterization of the D-semi-regularity over F2.
Let us review the tensor product of two chain complexes
Definition 3.2.7. Let S be a commutative ring. Let
X• : · · · −→ Xn ∂
X
n−→ Xn−1 −→ · · ·
and
Y• : · · · −→ Yn ∂
Y
n−→ Yn−1 −→ · · ·
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be two complexes of S-modules. Then we form the complex X• ⊗S Y• by
(X• ⊗S Y•)i =
⊕
p+q=i
(Xp ⊗S Yq)
and the boundary map ∂X⊗Yi : (X• ⊗S Y•)i −→ (X• ⊗S Y•)i−1 given by
∂X⊗Yi (xp ⊗ yq) = (∂Xp (xp))⊗ yq + (−1)pxp ⊗ (∂Yq (yq)).
Let λ ∈ R = K[X1, ..., Xn]/(X21 , ..., X2n), with K a field of characteristic 2, be a homoge-
neous element of positive degree d > 0. We denote K(λ) by the complex
K(λ) : 0 −→ R/(λ) λ−→ R −→ 0.
Proposition 3.2.8. Let λ ∈ R be a homogeneous element of positive degree. Let C : · · · −→
Cn
∂Cn−→ Cn−1 −→ · · · be a complex of R-modules. We have an exact sequence of complexes
0→ C → C ⊗K(λ)→ C ′ → 0
where C ′ is the complex such that (C ′)n = Cn−1/λCn−1 and the differential is is given by
∂C
′
n (a) = ∂
C
n−1(a)
The homology exact sequence has the form
· · · −→ Hn(C) −→ Hn(C ⊗ K(λ)) −→ Hn(C ′) (−1)
n−1λ−→ Hn−1(C)
−→ Hn−1(C ⊗ K(λ)) −→ Hn−1(C ′) −→ · · ·
(the connecting map is given by multiplication by ±λ. Note that ±λ = λ, since K is a field
of characteristic 2).
Proof. Notice that (C ⊗ K(λ))n = (Cn ⊗ R) ⊕ (Cn−1 ⊗ R/(λ)), which under the canonical
identifications is Cn ⊕ (Cn−1/λCn−1). Thus the complex C ⊗ K(λ) is given by
· · · −→ Cn ⊕ (Cn−1/λCn−1) −→ Cn−1 ⊕ (Cn−2/λCn−2) −→ · · ·
· · · −→ C1 ⊕ (C0/λC0) −→ C0 −→ 0
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Let us see that the boundary map is given by
∂C⊗K(λ)n (ε, η) = (∂
C
n(ε) + (−1)n−1λη, ∂Cn−1(η))
= ∂Cn(ε) + λη, ∂
C
n−1(η).
Consider (ε⊗ r′) ∈ Cn⊗R. Then ∂C⊗K(λ)n (ε⊗ r′) = ∂Cn(ε)⊗ r′ ∈ Cn−1⊗R, since K(λ) has no
module in degree −1. Now, consider (η⊗ r) ∈ Cn−1⊗R/(λ), then ∂C⊗K(λ)n−1 (η, r) = ∂Cn−1(η)⊗
r+ (−1)n−1η⊗ λr. Notice that ∂Cn−1(η)⊗ r ∈ Cn−2⊗R/(λ) and (−1)n−1η⊗ λr ∈ Cn−1⊗R.
Thus, under the canonical identifications Ci ⊗ R with Ci and Cj ⊗ R/(λ) with Cj/λCj it
follows that the boundary map in C ⊗ K(x) takes the required form.
The exactness follows easily by considering the following diagram
...
...
...
↓ ↓ ↓
0 → Cn → Cn ⊕ (Cn−1/λCn−1) → (Cn−1/λCn−1) → 0
↓ ↓ ↓
0 → Cn−1 → Cn−1 ⊕ (Cn−2/λCn−2) → (Cn−2/λCn−2) → 0
↓ ↓ ↓
...
...
...
↓ ↓ ↓
0 → C1 → C1 ⊕ (C0/λC0) → (C0/λC0) → 0
↓ ↓ ↓
0 → C0 → C0 → 0 → 0
↓ ↓ ↓
0 0 0
By Theorem 2.3.1 we always we have a long homology exact sequence. Let us see that
the connecting homomorphism in the long exact sequence on homology is multiplication
28
by λ. Let η ∈ Cn−1/λCn−1 such that η ∈ Ker(∂C′n ) = Ker( ∂Cn−1). Thus, ∂C⊗K(λ)n (0, η) =
(0 + λη, 0) ∈ Cn−1 ⊕ (Cn−2/λCn−2) and a preimage of this element under the map
Cn−1 → Cn−1 ⊕ (Cn−2/λCn−2)
is λη, which is what we wanted to show.
Let C : · · · −→ Cn ∂
C
n−→ Cn−1 −→ · · · be a complex of Z-graded R-modules. For d ∈ Z,
we denote by C(d) the complex obtained from C by degree shift; i.e., (C(d))i = Ci(d).
Given a sequence λ1, ..., λm of homogeneous elements of positive degrees d1, ..., dm, we
define K(λ1, ..., λm) as the tensor product K(λ1)⊗ · · ·⊗ K(λm). As an example,
K(λ1, λ2) : 0 →
(
R
(λ1)
(−d1 − d2)
)
⊗
(
R
(λ2)
(−d1 − d2)
)
→
(
R
(λ1)
(−d1)
)
⊕
(
R
(λ2)
(−d2)
)
→ R→ 0
where given (x, y) ∈ (R/(λ1)(−d1))⊕ (R/(λ2)(−d2)) then ∂(x, y) = λ1x + λ2y. And, given
x⊗ y ∈ (R/(λ1)(−d1 − d2))⊗ (R/(λ2)(−d1 − d2)) then ∂(x⊗ y) = (λ2xy, λ1xy). Using the
natural identification M ⊗R (R/I) 'M/IM , we see that the complex K(λ1, λ2) is given by
0 →
(
R
(λ1,λ2)
(−d1 − d2)
)
→
(
R
(λ1)
(−d1)
)
⊕
(
R
(λ2)
(−d2)
)
→ R→ 0
Also, when we consider e12 = 1 in R/(λ1, λ2), e1 = 1 in R/(λ1), and e2 = 1 in R/(λ2), then
∂(e12) = λ2e1 + λ1e2, ∂(e1) = λ1, ∂(e2) = λ2. By induction we can check that
K(λ1, ..., λm) : 0→ · · · →
⊕
1≤i1<···<ir≤m
(
R
(λi1 ,...,λir )
(−di1 − · · · − dir)
)
→
· · · → ⊕
1≤i<j≤m
(
R
(λi,λj)
(−di − dj)
)
→ ⊕
1≤i≤m
(
R
(λi)
(−di)
)
→ R→ 0.
If ei1,...,ir is the unity of R/(λi1 , ..., λir) we have that
∂(ei1,...,ir) =
r∑
l=1
λilei1,...,îl,...,ir
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Notice that H0(K(λ1, ..., λm)) = R/(λ1, ..., λm). For the complex M ⊗K(λ1, ..., λm) we have
0→ · · · → ⊕
1≤i1<···<ir≤m
(
M
(λi1 ,...,λir )M
(−di1 − · · · − dir)
)
→ · · ·
→ ⊕
1≤i<j≤m
(
M
(λi,λj)M
(−di − dj)
)
→ ⊕
1≤i≤m
(
M
(λi)M
(−di)
)
→M → 0
where for [m]i1,...,ir ∈ (M/(λi1 , ..., λir)M)(−di1 − · · · − dir) ([m]i1,...,ir meaning the class of
m ∈M(−di1 − · · · − dir) module (λi1 , ..., λir)M ) we have that
∂([m]i1,...,ir) =
r∑
l=1
[λilm]i1,...,îl,...,ir
with analogous meaning for [λilm]i1,...,îl,...,ir .
Lemma 3.2.9. Let M be a finitely generated non-trivial R-module. Let λ1, ..., λk be a
sequence of homogeneous elements of positive degrees d1, ..., dk, let D be a natural number. If
H1(M⊗K(λ1, ..., λk))<D = 0 then for all 1 ≤ i < k we have that H1(M⊗K(λ1, ..., λi))<D = 0.
Proof. Notice that we only need to prove the result for i = k − 1. Consider the complexes
C = M ⊗K(λ1, ..., λk−1) :
0→ · · · → ⊕
1≤i<j≤k−1
(
M
(λi,λj)M
(−di − dj)
)
δ2−→ ⊕
1≤i≤k−1
(
M
(λi)M
(−di)
)
δ1−→M → 0
C ⊗ K(λk) = M ⊗K(λ1, ..., λk) :
0→ · · · → ⊕
1≤i<j≤k
(
M
(λi,λj)M
(−di − dj)
)
σ2−→ ⊕
1≤i≤k
(
M
(λi)M
(−di)
)
σ1−→M → 0
C ′ :
0→ · · · δ2−→
( ⊕
1≤i≤k−1
(
M
(λ
i
)M
(−di)
))
λk
( ⊕
1≤i≤k−1
(
M
(λ
i
)M
(−di)
)) δ1−→ MλkM → 0→ 0
Notice that in general ⊕
1≤i1<···<ir≤k−1
(
M
(λi1
,...,λir )M
(−di1 − · · · − dir)
)
λk
( ⊕
1≤i1<···<ir≤k−1
(
M
(λi1
,...,λir )M
(−di1 − · · · − dir)
))
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is isomorphic to
⊕
1≤i1<···<ir≤k−1
(
M
(λi1 , ..., λir , λk)M
(−di1 − · · · − dir)
)
Thus, we have
C ′ : 0→ · · · → ⊕
1≤i<j≤k−1
(
M
(λi,λj ,λk)M
(−di − dj)
)
δ2−→
⊕
1≤i≤k−1
(
M
(λi,λk)M
(−di)
)
δ1−→M/λkM → 0→ 0
where δ2([m]ijk) = [λjm]ik+[λim]jk, and δ1([m]ik) = [λim]k. Let us show that H2(C ′)<D = 0.
Let l < D. At level l we have the complex
(M ⊗K(λ1, ..., λk))l : 0→ · · · →
[ ⊕
1≤i<j≤k
(
M
(λi,λj)M
(−di − dj)
)]
l
σ2−→[ ⊕
1≤i≤k
(
M
(λi)M
(−di)
)]
l
σ1−→Ml → 0
Since H1(M⊗K(λ1, ..., λk))l = 0, then at this level Ker(σ1) = Im(σ2). We want to show that
H2(C ′)l = 0. In other words, we want to show that at level l we have that Ker(δ1) = Im(δ2).
Consider
⊕
1≤i≤k−1
[mi]ik ∈
[ ⊕
1≤i≤k−1
(
M
(λi, λk)M
(−di)
)]
l
such that
⊕
1≤i≤k−1
[mi]ik ∈ Ker(δ1)
Notice that mi ∈M(−di)l. Since
⊕
1≤i≤k−1
[mi]ik ∈ Ker(δ1)
then
[λ1m1]k + · · ·+ [λk−1mk−1]k = 0 ∈M/λkM.
Therefore, there exits m ∈M such that
λ1m1 + · · ·+ λk−1mk−1 + λkm = 0 ∈M. (3.1)
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Consider the element
([m1]1, . . . , [mk−1]k−1, [m]k) ∈
[⊕
1≤i≤k
(
M
(λi)M
(−di)
)]
l
By (3.1) we have that σ1([m1]1, . . . , [mk−1]k−1, [m]k) = 0. Since at level l we have that
Ker(σ1) = Im(σ2) then there exists
⊕
1≤i<j≤k
[aij]ij ∈
[ ⊕
1≤i<j≤k
(
M
(λi, λj)M
(−di − dj)
)]
l
such that
σ2( ⊕
1≤i<j≤k
[aij]ij) = ([m1]1, . . . , [mk−1]k−1, [m]k).
For all 1 ≤ i ≤ k − 1 we have
[mi]i =
∑
i<p≤k
[λpaip]i +
∑
1≤q<i
[λqaiq]i
=
∑
i<p≤k−1
[λpaip]i +
∑
1≤q<i
[λqaiq]i + [λkaik]i.
Consider
⊕
1≤i<j≤k−1
[aij]ijk ∈
[ ⊕
1≤i<j≤k−1
(
M
(λi, λj, λk)M
(−di − dj)
)]
l
Notice that
δ2( ⊕
1≤i<j≤k−1
[aij]ijk) = ([y1]1k, ..., [yk−1](k−1)k),
where
[yi]ik =
∑
i<p≤k−1
[λpaip]ik +
∑
1≤q<i
[λqaiq]ik
Therefore, using the projection map we have that [mi]ik = [yi]ik in
(M/(λi, λk)M)(−di))l, i.e.,
⊕
1≤i≤k−1
[mi]ik = δ2( ⊕
1≤i<j≤k−1
[aij]ijk).
It shows that Ker(δ1) = Im(δ2) at level l. Thus,
H2(C ′)<D = 0. (3.2)
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From Proposition 3.2.8 we have that the sequence
H2(C ′(−dk)) λk−→ H1(M ⊗K(λ1, ..., λk−1))→ H1(M ⊗K(λ1, ..., λk))
is exact. By hypothesis and (3.2), for all j < D, we have that H1(M ⊗ K(λ1, ..., λk))j =
0, and H2(C ′(−dk))j = 0. By exactness of the above sequence we have that H1(M ⊗
K(λ1, ..., λk−1))j = 0, for all j < D .
The following theorem gives a homological characterization of the D-semi-regularity.
Theorem 3.2.10. Let M be a non-trivial finitely generated R-module. Let λ1, ..., λm be
a sequence of homogeneous elements of positive degrees d1, ..., dm, and let D be a natural
number. Then, λ1, ..., λm is D-semi-regular on M if and only if H1(M ⊗K(λ1, ..., λm))<D =
0.
Proof. Let us suppose that λ1, ..., λm is D-semi-regular on M . Let us prove that H1(M ⊗
K(λ1, ..., λm))<D = 0 by induction on m. The induction base is m = 1. Let λ1 be D-semi-
regular on M . Then, by definition of D-semi-regularity we have that the sequence
0→ (M/λ1M)(−d1)i λ1−→Mi → 0
is exact for all i < D. Notice that the complex M ⊗K(λ1) is given by
0→ (M/λ1M)(−d1) λ1−→M → 0.
Thus, H1(M ⊗K(λ1))<D = 0. Now let m > 1. Since λ1, ..., λm is D-semi-regular on M then
by definition we have that the sequence λ1, ..., λm−1 is D-semi-regular on M . Consider the
complexes C = M⊗K(λ1, ..., λm−1), C⊗K(λm) = M⊗K(λ1, ..., λm), and C ′ as in Proposition
3.2.8. From that proposition we have that the following sequence is exact
H1(M ⊗K(λ1, ..., λm−1))→ H1(M ⊗K(λ1, ..., λm))
→ H1(C ′(−dm)) λm−→ H0(M ⊗K(λ1, ..., λm−1)).
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Notice that H0(M ⊗ K(λ1, ..., λm−1)) = M/(λ1, ..., λm−1)M . Now, the complex C ′ is given
by
C ′ : 0→ · · · → ⊕
1≤i≤m−1
(
M
(λi,λm)M
(−di)
)
δ1−→M/λmM → 0→ 0
And by the definition of the boundary map of this complex we have thatH1(C ′) = (M/(λ1, ..., λm)M).
Therefore,
H1(C ′(−dm)) = (M/(λ1, ..., λm)M)(−dm)
Thus, we have the exact sequence
H1(M ⊗K(λ1, ..., λm−1))→ H1(M ⊗K(λ1, ..., λm))
→ (M/(λ1, ..., λm)M)(−dm) λm−→M/(λ1, ..., λm−1)M.
By induction hypothesis we have H1(M⊗K(λ1, ..., λm−1))<D = 0. Moreover, since λ1, ..., λm
is D-semi-regular on M , then
((M/(λ1, ..., λm)M)(−dm))<D λm−→ (M/(λ1, ..., λm−1)M)<D
has trivial kernel. We conclude that H1(M ⊗K(λ1, ..., λm))<D = 0.
Conversely, let λ1, ..., λm be a sequence of homogeneous elements of positive degrees.
Suppose that H1(M ⊗ K(λ1, ..., λm))<D = 0. By Lemma 3.2.9 we have that H1(M ⊗
K(λ1, ..., λk))<D = 0, for all k = 1, ...,m. As above, we have that the sequence
H1(M ⊗K(λ1, ..., λk))→ (M/(λ1, ..., λk)M)(−dk) λk−→M/(λ1, ..., λk−1)M
is exact for all k = 1, ...,m. Since H1(M ⊗ K(λ1, ..., λk))<D = 0, for all k = 1, ...,m, then
the kernel of the map
((M/(λ1, ..., λk)M)(−dk))<D
λk−→ (M/(λ1, ..., λk−1)M)<D
is trivial for all k = 1, ...,m. Therefore λ1, ..., λm is D-semi-regular on M .
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3.3 Relation between Semi-Regularity and
Semi-Regularity over F2
Let S(n) = F2[X1, ..., Xn] be the ring of polynomials in n-variables over the field F2. Let
B(n) = F2[X1, ..., Xn]/(X21 , ..., X2n). Denote the image of Xi in B(n) by xi. Given g ∈ B(n)
let us denote by g′ the natural lifting of g in S(n). In other words, if g(x1, . . . , xn) is a
polynomial in B(n) then the natural lifting of g in S(n) is the polynomial g′ obtained from g
by replacing each occurrence of xi in g by Xi. Thus, g
′ = g(X1, . . . , Xn) ∈ S(n).
The natural question that could be asked is the following: Given a sequence of homoge-
neous polynomials λ1, . . . , λm in B
(n) what is the relation between the semi-regularity of the
sequence λ1, . . . , λm in B
(n) and the semi-regularity of the sequence X21 , ..., X
2
n, λ
′
1, ..., λ
′
m in
S(n)? The next theorem and example show how these two concepts are related.
Theorem 3.3.1. Let λ1, ..., λm be a sequence of homogeneous elements in B
(n) where deg(λi) =
di. If X
2
1 , ..., X
2
n, λ
′
1, ..., λ
′
m is semi-regular on S
(n) then λ1, ..., λm is semi-regular on B
(n).
Proof. Let I = (X21 , ..., X
2
n, λ
′
1, ..., λ
′
m) ⊂ S(n) and J = (λ1, ..., λm) ⊂ B(n). Note that
S(n)/I ∼= B(n)/J.
Therefore, Ind(I) = Ind(J). Let g ∈ B(n) such that gλi ∈ (λ1, ..., λi−1) ⊂ B(n) and
deg(g) + deg(λi) < Ind(J). Thus, g
′λ′i ∈ (X21 , ..., X2n, λ′1, ..., λ′i−1) ⊂ S(n) and deg(g′) +
deg(λ′i) < Ind(I). Since X
2
1 , ..., X
2
n, λ
′
1, ..., λ
′
m is semi-regular on S
(n), we have that g′ ∈
(X21 , ..., X
2
n, λ
′
1, ..., λ
′
i−1) ⊂ (X21 , ..., X2n, λ′1, ..., λ′i−1, λ′i) ⊂ S(n) therefore g ∈ (λ1, ..., λi) ⊂
B(n).
However, λ1, ..., λm semi- regular on B
(n) does not imply that X21 , ..., X
2
n, λ
′
1, ..., λ
′
m is
semi-regular on S(n) as the following example shows.
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Example 2. Let f =
∑
1≤i<j≤n xixj ∈ B(n), I = (X21 , ..., X2n, f ′) ⊂ S(n), J = (f) ⊂ B(n).
Consider
h(z) = HSI(z)
g(z) =
[
(1 + z)n/(1 + z2)
]
l(z) =
[
(1− z2)n+1/(1− z)n]
When n = 6 we have that
h(z) = 1 + 6z + 14z2 + 14z3 + z4
g(z) = 1 + 6z + 14z2 + 14z3 + z4
l(z) = 1 + 6z + 14z2 + 14z3
By Theorem 3.2.6 and Theorem 3.1.3 we have that f is semi-regular on B(n) but the sequence
X21 , ..., X
2
6 , f
′ is not semi-regular on S(n).
In Section 4.2.4 we present more results about the semi-regularity of the sequence
X21 , ..., X
2
n, f
′ on S(n), where f is the natural lifting of a homogeneous element f ∈ B(n).
On the other side, one of the simplest and most important cases of study of sequences
of polynomials in cryptography, is that of quadratic sequences of length n in n variables
over the field F2. Thus, a natural question is: Why given a sequence f1, . . . , fn ∈ B(n)
should we study the semi-regularity over B(n) rather than the semi-regularity of the sequence
X21 , . . . , X
2
n, f
′
1, . . . , f
′
n over the ring S
(n)? We will show that given a sequence of homogeneous
quadratic polynomials f1, . . . , fn ∈ B(n), the sequence X21 , . . . , X2n, f ′1, . . . , f ′n ∈ S(n) is never
semi-regular over the ring S(n) for n ≥ 16. While, as we will see in Section 4.1, it is
conjectured that the proportion pi(n, n, 2) of sequences of quadratic elements of length n
in B(n) that are semi-regular tends to 1 as n goes to infinity. Therefore, given a sequence
of homogeneous polynomials λ1, . . . , λm in B
(n) the notion of semi-regularity over F2 given
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in Section 3.2 is a more suitable notion than the one of semi-regularity of the sequence
X21 , ..., X
2
n, λ
′
1, ..., λ
′
m in S
(n) given in Section 3.1.
Let us define
Sn(z) =
(1− z2)2n
(1− z)n = (1 + z)
n(1− z2)n
and
Tn(z) =
(1 + z)n
(1 + z2)n
= (1 + z)n
( ∞∑
i=0
(−1)iz2i
)
Let a(z) =
∑
i aiz
i ∈ R[[z]]. By the product of two power series we have that
(∑
akz
k
)
(1− zd)m =
∑
bkz
k (3.3)
where bk =
∑bk/dc
i=0 (−1)i
(
n
i
)
ak−di.
Lemma 3.3.2. IndSn(z) ≥ 5 for all n ≥ 16.
Proof. Consider
∑
bkz
k = Sn(z) = (1 + z)
n(1− z2)n. By (3.3) we have that b0 = 1, b1 = n,
b2 =
(
n
2
)− n, b3 = (n3)− n2 and b4 = (n4)+ (n2)(1− n). Let us see that b4 > 0 for all n ≥ 16.
We have that
b4 =
n(n− 1)(n− 2)(n− 3)
4!
− n(n− 1)
2
2!
Thus, b4 > 0 if and only if n(n−1)(n−2)(n−3)−12n(n−1)2 > 0 or equivalently, if and only
if n(n−1){(n−2)(n−3)−12(n−1)} > 0. It is easily seen that (n−2)(n−3)−12(n−1) > 0
for all n ≥ 16. Thus, b4 > 0 for all n ≥ 16. In a similar way we can see that for all n ≥ 16
we have that bi > 0 for i = 2, 3.
Lemma 3.3.3. Let Sn(z) =
∑
bkz
k and Tn(z) =
∑
ckz
k. Then for n ≥ 5 we have that
c4 = b4 + n and ci = bi for i = 0, . . . , 3.
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Proof. By Lemma 3.2.5 we have that
[T ]5 =
[
(1 + z)n
( ∞∑
i=0
(−1)iz2i
)]
5
=
[
(1 + z)n
[ ∞∑
i=0
(−1)iz2i
]
5
]
5
= [(1 + z)n(1− z2 + z4)n]5
Thus,
[T ]5 =
[
(1 + z)n
(
n∑
i=0
(
n
i
)
(1− z2)n−i(z4)i
)]
5
=
[
(1 + z)n
[
n∑
i=0
(
n
i
)
(1− z2)n−i(z4)i
]
5
]
5
= [(1 + z)n((1− z2)n + n(z4)(1− z2)n−1)]5
= [(1 + z)n((1− z2)n + [n(z4)(1− z2)n−1]5)]5
= [(1 + z)n((1− z2)n + n(z4))]5
= [(1 + z)n(1− z2)n + (1 + z)nn(z4))]5
= [Sn(z) + (1 + z)
nn(z4))]5
Therefore,
[T ]5 = b0 + b1z + b2z
2 + b3z
3 + b4z
4 + nz4
as we needed to show.
Theorem 3.3.4. Let n ≥ 16 and let g1, . . . , gn ∈ S(n) be a sequence of homogeneous
quadratic polynomials. Then, the sequence X21 , . . . , X
2
n, g1, . . . , gn ∈ S(n) is not semi-regular
over the ring S(n).
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Proof. Let n ≥ 16, let g1, . . . , gn ∈ S(n) be a sequence of homogeneous quadratic polynomials
and let L be the ideal generated by the sequence X21 , ..., X
2
n, g1, ..., gn. Notice that dreg(L) =
min{d ≥ 0 | L ∩ Sd = Sd} > 2 since n ≥ 16. Consider fi as the image of the polynomial gi
under the evaluation map
F2[X1, ..., Xn]→ B(n)
Xi 7→ xi
If fi = 0 for some i, then gi ∈ (X21 , . . . , X2n, g1, . . . , gi−1) and deg 1 + deg gi = 2 < dreg(L).
However, 1 /∈ (X21 , . . . , X2n, g1, . . . , gi−1), therefore the sequence X21 , ..., X2n, g1, ..., gn cannot
be semi-regular on S(n). Now, let us suppose that fi 6= 0 for all i = 0, . . . , n. Consider f ′i
the natural lifting of fi in S
(n). Note that the ideals I = (X21 , ..., X
2
n, f
′
1, ..., f
′
n) and L =
(X21 , ..., X
2
n, g1, ..., gn) are the same ideal in the ring S
(n). By Theorem 3.1.3 we have that the
sequence X21 , ..., X
2
n, g1, ..., gn is semi-regular if and only if the sequence X
2
1 , ..., X
2
n, f
′
1, ..., f
′
n is
semi-regular. Suppose that the sequence X21 , . . . , X
2
n, f
′
1, . . . , f
′
n is semi-regular over S
(n). By
Theorem 3.3.1 we have that f1, . . . , fn is semi-regular on B
(n). Let J = (f1, ..., fn) ⊂ B(n).
By Theorem 3.1.3 and Theorem 3.2.6 we have that
[Sn(z)] =
[
(1− z2)2n
(1− z)n
]
= HSS(n)/I = HSB(n)/J =
[
(1 + z)n
(1 + z2)n
]
= [Tn(z)].
But by Lemma 3.3.2 and Lemma 3.3.3 this is not possible.
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CHAPTER4
On the Existence of Semi-Regular Sequences
over F2
4.1 Conjectures and Questions on Semi-Regularity
It has been conjectured that randomly generated sequences tend to be semi-regular [4,
Section 3]. However very little progress has been made towards proving this conjecture. In
fact even the question of the existence of semi-regular quadratic sequences of length n in
n of variables remains open. Let us begin by reviewing some of the conjectures made by
Bardet et al.
Conjecture 1. [3, 6] The proportion of semi-regular sequences tends to one as the number
of variables tends to infinity.
Notice that this conjecture is ambiguous in the sense that it is not defined precisely
the meaning of “ proportion of semi-regular sequences”. If the proportion of semi-regular
sequences in the ring B(n) is interpreted as the quotient s(n)/h(n) where h(n) is the number
of subsets of B(n) consisting of homogeneous elements of degree greater than or equal to one
and s(n) is the number of such subsets that are semi-regular then the conjecture was proved
to be true by J. Schlather. He proved that
lim
n→∞
s(n)
h(n)
= 1
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Unfortunately this result does not give us the kind of information that we are interested
in. As the size of the set increases, so does the likelihood of it being semi-regular for trivial
reasons (for instance any basis of the set of quadratic polynomials is trivially semi-regular).
J. Schlather showed that the proportion of sequences that are trivially semi-regular tends
to one.
A different formulation of the conjecture about that “most” sequences are semi-regular
is given in [4, Conjecture 2]
Conjecture 2. [4] For any (n,m, d1, . . . , dm) the proportion pi(n,m, d1, . . . , dm) of semi-
regular sequences over F2 in the set E(n,m, d1, . . . , dm) of algebraic systems of m equations
of degrees d1, . . . , dm in n variables tends to 1 as n tends to ∞.
Notice that this conjecture is also ambiguous in the sense that it is not stated whether
or not the variables length of the sequence m and number of variables n are related in some
way (for example if m is a function of n). In Section 4.4, I show in Theorem 4.4.14 that for
a fixed choice of (m, d1, . . . , dm), we have that
lim
n→∞
pi(n,m, d1, . . . , dm) = 0.
Neither of these conjectures accurately addresses the observed fact that “most” quadratic
sequences of length n in n variables are semi-regular. More generally we make the following
conjecture.
Conjecture 3. For any 1 ≤ d ≤ n define pi(n, d) to be the proportion of sequences of degree
d and length n in n variables that are semi-regular. Then
lim
n→∞
pi(n, d) = 1.
In fact we expect much more to be true. Define pi(n,m, d) to be the proportion of se-
quences of degree d and length m in n variables that are semi-regular. The Table 4.1 below
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presents some data about the following experiment that I performed: Notice that the dimen-
sion of the set of quadratic homogeneous polynomials in B(n) is dimB
(n)
2 =
(
n
2
)
. Note that
each element in B
(n)
2 is just a linear combination over F2 of quadratic monomials. Thus,
I “randomly” selected (using the random generator function from the computer program
Magma) a number in the set {0, 1} to get coefficients for each of the quadratic monomials
in B(n) and eventually getting a set consisting of 20 subsets, each subset consisting of m
quadratic homogeneous polynomials in n variables. The term “set” used here is the one used
in mathematics, there cannot be repeated elements. For each subset of m quadratic poly-
nomials in B(n), constructed above, let us say {λ1, . . . , λm}, using the function to calculate
Hilbert Series implemented in Magma, I checked whether or not the equality
HSB(n)/(λ1,...,λm)(z) =
[
(1 + z)n
(1 + z2)m
]
was satisfied (remember the Hilbert Characterization of semi-regular sequences presented in
Section 3.2.1). If the equality was satisfied then the sequence λ1, . . . , λm was semi-regular, if
not, the sequence was not semi-regular. This allowed me to calculate the proportion of this
sets that were semi-regular. For instance, in the table we have that for n = 5 and m = 3 the
corresponding entry is 0.85, meaning that 85% of the 20 sets of 3 quadratics in 5 variables
were semi-regular. I could not perform the experiment when the number of variables n was
16 since the memory of my computer was exhausted.
Theorem 4.4.14 states that all columns of Table 1 eventually become zero. We conjecture
that the non-zero entries of the rows tend to one as n→∞. One formulation of this is the
following conjecture.
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n\m 2 3 4 5 6 7 8 9 10 11 12 13 14 15
3 1 .8 1 1 1 1
4 .7 1 .75 .75 .3 .65 .85 .9 1 1 1 1 1 1
5 0 .85 .95 1 .9 .85 .75 .6 .2 .65 .9 .9 .9 0.95
6 .85 .7 .65 .9 1 1 1 .95 .95 .95 .75 .8 .5 .25
7 0 .85 1 .1 1 1 1 1 1 1 1 .95 1 1
8 .7 .45 1 1 .95 .1 1 1 1 1 1 1 1 1
9 0 .95 .7 1 1 1 1 .8 .9 1 1 1 1 1
10 0 .85 1 .35 1 1 1 1 1 1 .25 1 1 1
11 0 .95 1 1 1 1 1 1 1 1 1 1 1 .4
12 0 0 1 1 1 1 .9 1 1 1 1 1 1 1
13 0 0 1 1 1 1 1 1 1 1 1 1 1 1
14 0 0 0 1 1 1 1 1 1 1 1 1 1 1
15 0 0 0 1 1 1 1 1 1 1 1 1 .45 1
Table 4.1: Proportion of Samples of 20 Sets of m Homogeneous Quadratic Elements in n variables
that are Semi-Regular
Conjecture 4. Fix d > 1. Define pi(n,m, d) to be the proportion of sequences of degree d
and length m in n variables that are semi-regular. Then there exists an 0 < ηd ≤ 1/3 such
that for all  > 0, there exists an N > 0 such that
pi(n,m, d) > 1−  for all n > N and all m > ηdN.
While we believe these conjectures to be true, it should be noted that the existence
question still remains largely open.
Question 1. For which pairs (n,d = (d1, . . . , dm)) do there exist semi-regular sequences
λ1, . . . , λm with deg λi = di?
At both ends of the degree spectrum, the existence question is trivial. Sequences of
linear elements are semi-regular if and only if they are linearly independent. Likewise for
sequences of degree n− 1 (and n). Also for sufficiently large m it is easy to find sequences
that are trivially semi-regular; for instance a basis of the space of polynomials of degree d.
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4.2 The case m = 1: semi-regularity of homogeneous
polynomials
4.2.1 Non-semi-regularity of a homogeneous polynomial
In this section we review some results of J. Schlather and T. Hodges about semi-regularity
in the case when the polynomial is linear or quadratic. Also, it is shown that the proportion
of semi-regular elements of degree d in B(n) is zero when n > 3d.
Proposition 4.2.1. Let λ ∈ B(n)1 then λ is semi-regular and Ind(λ) = n.
Proof. Without loss of generality we can assume that
λ = x1 ∈ B(n).
In this case B(n)/(x1) ∼= B(n−1) which has Hilbert series (1 + z)n−1. On the other hand
T(1),n(z) = (1 + z)
n/(1 + z) = (1 + z)n−1. So by Theorem 3.2.6, this element is semi-regular
and Ind(λ) = n.
Theorem 4.2.2. Let λ ∈ B(n) be homogeneous of degree d. If d = n or d = n− 1 then λ is
semi-regular .
Proof. Let λ ∈ B(n) be homogeneous of degree d, with n−1 ≤ d ≤ n. Note that Ind(λ) = n.
The semi-regularity of λ follows trivially from the definition.
Lemma 4.2.3. Let λ ∈ B(n) be a monomial then Annλ = (var(λ)) where var(λ) is the set
of variables occurring in λ.
Proof. The inclusion (var(λ)) ⊂ Annλ is clear. Let ν ∈ Annλ and write ν = ν1 + · · · + νr,
where the νi are distinct monomials. Since λ is a monomial then for i 6= j it follows that
νiλ 6= νjλ unless νiλ = νjλ = 0. Thus, since λν = 0 then λνj = 0 for all j = 1, . . . , r.
Therefore, for all j = 1, . . . , r we have that λ and νj must share some xi. Hence ν ∈
(var(λ)).
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Definition 4.2.4. Let λ ∈ B(n) be a homogeneous polynomial of degree d. λ can be written
in the form
λ =
∑
m∈µd
mm,
where µd is the set of monomials of degree d, and m is either 1 or 0. The support of λ is
defined as
Supp(λ) = {m | m = 1}.
Proposition 4.2.5. Let λ ∈ B(n) be homogeneous of degree d. Then Ind(λ) > n− d.
Proof. By renumbering we may assume x1 · · ·xd ∈ Supp(λ). We demonstrate xd+1 · · ·xn /∈
(λ). Suppose for the sake of contradiction that we have ν ∈ B(n)n−2d such that νλ = xd+1 · · ·xn.
Writing ν and λ as polynomials in x1, i.e. λ = x1λ1 + λ0 and ν = x1ν1 + ν0 then
λ0ν0 + x1(λ1ν0 + λ0ν1) = xd+1 · · · xn.
So λ1ν0 + λ0ν1 ∈ Annx1, but x1 /∈ var(λ1ν0 + λ0ν1) therefore λ1ν0 = λ0ν1. In particular
xd+1 · · ·xnλ1 = λ0ν0λ1 = λ20ν1 = 0,
so λ1 ∈ Annxd+1 · · · xn = (xd+1, · · · , xn) but x2 · · · xd ∈ Suppλ1, which is impossible.
Now, we will use a result that appears in [25] about the first fall degree of a homogeneous
polynomial λ ∈ B(n). Basically, the first fall degree of λ, denoted by Dff(λ), is the first degree
at which non-trivial relations occur; the trivial relations being relations such as gλ = 0 where
g ∈ (λ). In other words the first fall degree of λ is the first k such that there exists g in B(n)
with the property that deg g + deg λ = k, gλ = 0 and g 6∈ (λ). In [25] the authors give a
more detailed and general definition for the first fall degree.
Definition 4.2.6. Let λ be a homogeneous element of B(n). The rank of λ is the smallest
integer s such that there exist µ1, . . . , µs ∈ B(n)1 with λ ∈ F2[µ1, . . . , µs]. That is, s is the
smallest number of linear elements required to generate λ.
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Theorem 4.2.7. Let λ be an element of degree d > 1 and rank s. Then Dff(λ) ≤ (s+d+2)/2.
Proof. See Theorem 4.9 in [25].
This enables us to give a result on the non-existence of semi-regular elements of degree
d ≥ 2 when n > 3d.
Theorem 4.2.8. Let λ1, . . . , λm be a sequence of homogeneous polynomials of degrees d1, . . . , dm
in B(n). If Ind(λ1, . . . , λm) > Dff(λi) for some 1 ≤ i ≤ m then λ1, . . . , λm is not semi-regular.
Proof. Suppose λ1, . . . , λm is a sequence of homogeneous polynomials such that Ind(λ1, . . . , λm) >
Dff(λi) for some 1 ≤ i ≤ m. If λ1, . . . , λm is a semi-regular sequence then by Theorem 3.2.6
any reordering of this sequence is also a semi-regular sequence. Thus, without loss of gener-
ality we can assume that Ind(λ1, . . . , λm) > Dff(λ1). By definition of first fall degree there
exists g such that gλ1 = 0, deg g+deg λ1 = Dff(λ1) < Ind(λ1, . . . , λm) and g 6∈ (λ1). But it is
not possible if λ1, . . . , λm is semi-regular. Therefore λ1, . . . , λm cannot be semi-regular.
Corollary 4.2.9. Let λ be homogeneous. If Ind(λ) > Dff(λ) then λ is not semi-regular.
Theorem 4.2.10. There are no semi-regular elements of degree d ≥ 2 for n > 3d.
Proof. Let λ be a homogeneous element with deg λ = d > 1 and suppose that n > 3d. Then
(n + d)/2 < n − d. Since the rank s of λ is less than or equal to n, we have by Theorem
4.2.7 and Proposition 4.2.5 that
Dff(λ) ≤ s+ d+ 2
2
≤ n+ d+ 2
2
< n− d+ 1 ≤ Ind(λ).
Since the first fall degree of λ is less than its index it cannot be semi-regular.
Remark 1. Let λ be a homogeneous element in B(n). If we want to know if this element is
semi-regular it is enough to compute its Hilbert series (Theorem 3.2.6). The Hilbert series
of λ depends only of the dimension of λB
(n)
k , and these dimensions are obviously invariant
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under any automorphism that preserves degree. Inside the group of all automorphisms
of B(n) we have the group of automorphisms that preserve degree; that is, the subgroup
of all automorphism φ such that φ(B
(n)
1 ) = B
(n)
1 . Notice this group of automorphisms is
isomorphic to GLn(F2). We say that two elements λ, λ′ ∈ B(n) are equivalent if there exists
an automorphism of B(n) such φ such that φ(λ) = λ′ and φ(B(n)1 ) = B
(n)
1 . Thus, given two
equivalent homogeneous elements λ, λ′ we have that λ is semi-regular if and only if λ′ is
semi-regular.
The next theorem uses the above remark and the classification of quadratic elements
in the polynomial given [29] to give a complete description of the proportion of quadratic
semi-regular elements.
Theorem 4.2.11. There are no semi-regular elements of degree 2 for n ≥ 7. That is,
pi(n, 1, 2) = 0 for n ≥ 7. For 2 ≤ n ≤ 6 the value of pi(n, 1, 2) is given by the table
n 2 3 4 5 6
pi(n, 1, 2) 1 1 28/63 868/1023 13, 888/32, 767
Proof. The first part is just a consequence of Theorem 4.2.10.
Let us consider the cases n = 2, . . . , 6. By the above remark and by the classification of
quadratic elements given in [29] we just need to compute the Hilbert series of a polynomial
of a given rank using the specific case of x1x2, x1x2 +x3x4 and x1x2 +x3x4 +x5x6. The cases
n = 2 and 3 follow from Theorem 4.2.2. When n = 4 the Hilbert series of a rank two element
is 1 + 4z + 5z2 + 2z3 and that of a rank 4 element is 1 + 4z + 5z2 which is [T(2),4(z)]. Thus,
the rank four elements are semi-regular and the rank two elements are not. Let us calculate
the number of elements of rank two in B
(4)
2 . Consider G = GL4(F2) acting on B
(4)
2 . By the
counting formula we have that |G| = |StabG(x1x2)||OG(x1x2)|, where StabG(x1x2) denotes
the stabilizer of x1x2 under the action of G and OG(x1x2) denotes the orbit of of x1x2 under
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the action of G. Thus, |OG(x1x2)| is the number of elements rank two in B(4)2 . Notice that
|G| = (24 − 1)(24 − 2)(24 − 22)(24 − 23). On the other side, any element in StabG(x1x2) is
of the form  A B
O C

with A,C ∈ GL2(F2), B is any matrix 2× 2 with coefficients in F2 and O is the null matrix
2 × 2. Thus, |StabG(x1x2)| = |GL2(F2)|2(24) = 32 · 26. Then, the number of quadratic
homogeneous elements of rank two is |G|/|StabG(x1x2)| = 35. Note that the number of
quadratic homogeneous elements is |B(4)2 \ {0}| = 26 − 1 = 63. Therefore, there are 28
quadratic homogeneous elements of rank four and 35 elements of rank two. Thus, the
proportion of semi-regular elements is 28/63 ≈ 0.444. In the case n = 5, the Hilbert
series of a rank two element is 1 + 5z + 9z2 + 7z3 + 2z4 and that of a rank 4 element
is 1 + 5z + 9z2 + 5z3 = [T(2),5(z)]. Thus, the rank four elements are semi-regular and
the rank two elements are not. Let us calculate the number of elements of rank two in
B
(5)
2 . Consider G = GL5(F2) acting on B
(5)
2 . By the counting formula we have that |G| =
|StabG(x1x2)||OG(x1x2)|. Thus, |OG(x1x2)| is the number of elements rank two in B(5)2 .
Notice that |G| = (25− 1)(25− 2)(25− 22)(25− 23)(25− 24). On the other side, any element
in StabG(x1x2) is of the form  A B
O C

with A ∈ GL2(F2), C ∈ GL3(F2), B is any matrix 2 × 3 with coefficients in F2 and O is
the null matrix 3 × 2. Thus, |StabG(x1x2)| = |GL2(F2)||GL3(F2)|(26) = 210 · 32 · 7. Then,
the number of quadratic homogeneous elements of rank two is |G|/|StabG(x1x2)| = 155.
Note that the number of quadratic homogeneous elements is |B(5)2 \ {0}| = 210 − 1 = 1023.
Therefore, there are 868 quadratic homogeneous elements of rank four and 155 elements
of rank two. Thus, the proportion of semi-regular elements is 868/1023 ≈ 0.8484. When
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n = 6 the Hilbert series of a rank two element is 1 + 6z + 14z2 + 16z3 + 9z4 + 2z5, that
of a rank 4 element is 1 + 6z + 14z2 + 14z3 + 5z4 and that of a rank six element is 1 +
6z + 14z2 + 14z3 + z4 = [T(2),6(z)]. Thus, the rank six elements are semi-regular and the
rank two and rank four elements are not. Let us calculate the number of elements of rank
two in B
(6)
2 . Consider G = GL6(F2) acting on B
(6)
2 . By the counting formula we have that
|G| = |StabG(x1x2)||OG(x1x2)|. Thus, |OG(x1x2)| is the number of elements rank two in
B
(6)
2 . Notice that |G| = (26 − 1)(26 − 2)(26 − 22)(26 − 23)(26 − 24)(26 − 25). On the other
side, any element in StabG(x1x2) is of the form A B
O C

with A ∈ GL2(F2), C ∈ GL4(F2), B is any matrix 2× 4 with coefficients in F2 and O is the
null matrix 4 × 2. Thus, |StabG(x1x2)| = |GL2(F2)||GL4(F2)|(28) = 215 · 33 · 5 · 7. Then,
the number of quadratic homogeneous elements of rank two is |G|/|StabG(x1x2)| = 651.
Consider G′ = GL4(F2). Note that any element in StabG(x1x2 + x3x4) is of the form A B
O C

where A ∈ StabG′(x1x2 + x3x4), C ∈ GL2(F2), B is any matrix 4× 2 with coefficients in F2
and O is the null matrix 2× 4. From the case n = 4 we know that |OG′(x1x2 + x3x4)| = 28.
Thus, |StabG′(x1x2 + x3x4)| = G′/|OG′(x1x2 + x3x4)| = 24 · 32 · 5. Therefore, |StabG(x1x2 +
x3x4)| = |StabG′(x1x2 + x3x4)||GL2(F2)|(28) = 213 · 33 · 5. Then, the number of quadratic
homogeneous elements of rank four is |G|/|StabG(x1x2 + x3x4)| = 22 · 3 · 72 · 31 = 18, 228.
Note that the number of quadratic homogeneous elements is |B(6)2 \{0}| = 215−1 = 32, 767.
Therefore, there are 651 quadratic homogeneous elements of rank two, 18, 228 elements of
rank four and 13, 888 elements of rank six. Thus, the proportion of semi-regular elements is
13, 888/32, 767 ≈ 0.4238.
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In her thesis [3], Bardet asserts that the element
∑
1≤i<j≤n xixj is semi-regular for all
n over F2. It was observed in [26, Lemma 3.12], that there are no quadratic semi-regular
elements when n > 6.
Theorem 4.2.10 tells us that there are no semi-regular elements of degree d ≥ 2 for
n > 3d. We consider the case of a single homogeneous element of arbitrary degree d ≤ n/3.
The Table 4.2.1 below gives some data about the following experiment: Notice that the
dimension of the set of homogeneous polynomials of degree d in B(n) is dimB
(n)
d =
(
n
d
)
.
Note that each element in B
(n)
d is just a linear combination over F2 of monomials of degree
d. Thus, I “randomly” selected (using the random generator function from the computer
program Magma) a number in the set {0, 1} to get coefficients for each of the monomials of
degree d in B(n), eventually getting a set consisting of 20 different homogeneous elements of
degree d in B(n). For each homogeneous element of degree d in B(n), constructed above, let
us say λ, using the function to calculate Hilbert Series implemented in Magma, I checked
whether or not the equality
HSB(n)/(λ)(z) =
[
(1 + z)n
(1 + zd)
]
was satisfied (remember the Hilbert Characterization of semi-regular sequences presented in
Section 3.2.1). If the equality was satisfied then the element λ was semi-regular, if not, the
element was not semi-regular. This allowed me to calculate the proportion of this elements
that were semi-regular. For instance, in the table we have that for n = 6 and d = 4 the
corresponding entry is 0.45, meaning that 45% of the 20 elements of degree 4 in 6 variables
were semi-regular. I could not perform the experiment when the number of variables n was
14 since the memory of my computer was exhausted.
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n\d 2 3 4 5 6 7 8 9 10
4 .5 1 1
5 .9 0 1 1
6 .45 1 .45 1 1
7 0 1 0 1 1
8 1 .25 1 .25 1 1
9 0 1 .65 1 0 1 1
10 .5 1 0 1 .5 1 1
11 1 0 1 0 1 0 1
12 0.3 1 0.4 1 0.15 1 0.5
13 0 1 0.4 1 0.35 1
Table 4.2: Proportion of Samples of 20 Homogeneous Elements of Degree d in n variables that are
Semi-Regular
Note that the ones on the upper two diagonals reflect that fact that all elements of
degree n − 1 or n are semi-regular, whereas the ones on the other diagonals reflect only
a high probability of semi-regularity since a monomial of degree less than n − 1 is never
semi-regular. In Section 4.2.3 we show that if d = 2t and n = 3d then σn,d is semi-regular,
thus establishing that the bound d ≤ n/3 is sharp for infinitely many n.
4.2.2 Some properties of semi-regular elements
In this section we present some properties of semi-regular elements. We give a complete
description of the Hilbert Series and the index of a semi-regular element. Also, we present
some material that we will use in Section 4.2.3 where we present a complete characterization
of the semi-regularity of the elementary symmetric polynomial.
First, we will give a complete description of the truncated series[
(1 + z)n
1 + zd
]
when n ≤ 3d. First, note that
(1 + z)n
1 + zd
= (1 + z)n(1− zd + z2d + · · ·+ (−1)jzjd + · · · ).
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Therefore,
(1 + z)n
1 + zd
=
∞∑
k=0
γ(n, k, d)zk (4.1)
where
γ(n, k, d) =
bk/dc∑
j=0
(−1)j
(
n
k − jd
)
.
Lemma 4.2.12. Let n, and d be two natural numbers.
(a) If k is a non-negative integer number such that k < d(n+ d)/2e then(
n
k
)
−
(
n
k − d
)
> 0
(b) If n+ d is odd and k = d(n+ d)/2e = (n+ d+ 1)/2 then(
n
k
)
−
(
n
k − d
)
+
(
n
0
)
≤ 0
Proof. Suppose k is a non-negative integer number such that k < d(n + d)/2e. Note that
d(n + d)/2e = (n + d)/2 or d(n + d)/2e = (n + d + 1)/2. In any case since k is integer we
have that k < (n+ d)/2. Also note that(
n
k
)
−
(
n
k − d
)
> 0
if k ≤ n/2. Now suppose that n/2 ≤ k < (n+ d)/2. Then k − d < n− k ≤ n/2 so(
n
k
)
−
(
n
k − d
)
=
(
n
n− k
)
−
(
n
k − d
)
> 0
proving (a). Now let us suppose that d(n+ d)/2e = (n+ d+ 1)/2 = k. Let us prove that(
n
k
)
−
(
n
k − d
)
+
(
n
0
)
≤ 0.
Since (n+d+1)/2 = k then (n+d)/2 < k, thus n−k < k−d. Also, since k = (n+d+1)/2 ≤
(n+ 2d)/2 then k − d ≤ n/2. Therefore,(
n
k
)
−
(
n
k − d
)
=
(
n
n− k
)
−
(
n
k − d
)
< 0
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so (
n
k
)
−
(
n
k − d
)
+
(
n
0
)
≤ 0.
Theorem 4.2.13. Let n, and d be two natural numbers. If n < 3d then[
(1 + z)n
1 + zd
]
=
D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
where D = d(n+ d)/2e.
Proof. Since
(1 + z)n
1 + zd
=
∞∑
k=0
γ(n, k, d)zk
we want to show that γ(n, k, d) > 0 if k < d(n + d)/2e and that γ(n, k, d) ≤ 0 when
k = d(n + d)/2e. Since n < 3d then (n + d)/2 < 2d, thus d(n + d)/2e ≤ 2d. Let k be a
non-negative integer such that k < d(n+ d)/2e ≤ 2d. By Lemma 4.2.12 we have that
γ(n, k, d) =
(
n
k
)
−
(
n
k − d
)
> 0.
Suppose now that k = d(n+ d)/2e. If n+ d is even, then k = (n+ d)/2 < (3d+ d)/2 = 2d
and n− k = k − d. So
γ(n, k, d) =
(
n
k
)
−
(
n
k − d
)
=
(
n
k
)
−
(
n
n− k
)
= 0.
If n+ d is odd then k = (n+ d+ 1)/2 and k ≤ 2d. Hence
γ(n, k, d) ≤
(
n
k
)
−
(
n
k − d
)
+
(
n
0
)
≤ 0
by Lemma 4.2.12. The result is proved.
Lemma 4.2.14. Let d ≥ 2. Then
(3d)!
(2d+ 1)!(d+ 1)!
≥ 1
53
Proof. For d = 2 we have that
(3d)!
(2d+ 1)!(d+ 1)!
=
6!
5!3!
= 1
Suppose the result is true for d let us prove it for d+ 1. By induction we have that
(3(d+ 1))!
(2(d+ 1) + 1)!(d+ 2)!
=
(3d)!
(2d+ 1)!(d+ 1)!
(3d+ 1)(3d+ 2)(3d+ 3)
(2d+ 2)(2d+ 3)(d+ 2)
≥ (3d+ 1)(3d+ 2)(3d+ 3)
(2d+ 2)(2d+ 3)(d+ 2)
To show that
(3d+ 1)(3d+ 2)(3d+ 3)
(2d+ 2)(2d+ 3)(d+ 2)
≥ 1
is equivalent to show that
23d3 + 36d2 + 7d− 6 ≥ 0.
The last inequality is true since for d ≥ 2 we have that 23d3 + 36d2 + 7d ≥ 6.
Lemma 4.2.15. Let d ≥ 2. Then(
3d
2d+ 1
)
−
(
3d
d+ 1
)
+
(
3d
1
)
< 0
Proof. Since d ≥ 2, by above lemma we have(
3d
2d+ 1
)
−
(
3d
d+ 1
)
+
(
3d
1
)
=
(3d)!
(2d+ 1)!(d− 1)! −
(3d)!
(d+ 1)!(2d− 1)! + 3d
=
(3d)!(d(d+ 1))
(2d+ 1)!(d+ 1)!
− (3d)!(2d(2d+ 1))
(d+ 1)!(2d+ 1)!
+ 3d
=
(3d)!
(2d+ 1)!(d+ 1)!
(−3d2 − d) + 3d
≤ −3d2 − d+ 3d
= −3d2 + 2d
= d(−3d+ 2) < 0
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Theorem 4.2.16. Let n, and d be two natural numbers. If n = 3d and d ≥ 2 then[
(1 + z)n
1 + zd
]
=
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk + z2d
Proof. We know that
(1 + z)n
1 + zd
=
∞∑
k=0
γ(n, k, d)zk.
Suppose n = 3d. Then for k < 2d,
γ(n, k, d) =
(
3d
k
)
−
(
3d
k − d
)
> 0
by Lemma 4.2.12. Also
γ(n, 2d, d) =
(
3d
2d
)
−
(
3d
d
)
+
(
3d
0
)
= 1
and by Lemma 4.2.15
c2d+1 =
(
3d
2d+ 1
)
−
(
3d
d+ 1
)
+
(
3d
1
)
< 0.
This proves the result.
Theorem 4.2.17. Suppose that λ is a semi-regular homogeneous element of degree d > 1.
Then n ≤ 3d and
Ind(λ) =

d(n+ d)/2e if n < 3d
(n+ d+ 2)/2 = 2d+ 1 if n = 3d
Proof. If λ is semi-regular, then by Theorem 3.2.6
HS(λ)(z) =
[
(1 + z)n
1 + zd
]
thus Ind(λ) = Ind(1 + z)n/(1 + zd) so the result follows from Theorem 4.2.13 and Theorem
4.2.16.
To finish this section, we present a theorem that will be used in the following section
where we prove some results about semi-regularity of the elementary symmetric polynomials.
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Lemma 4.2.18. Let λ ∈ B(n) be a homogeneous element of degree d. Suppose that for k < n
the map
B
(n)
k
λ−→ B(n)k+d
multiplication by λ, is injective. Then the map
B
(n)
k−1
λ−→ B(n)k−1+d
is injective.
Proof. Suppose that for k < n the map
B
(n)
k
λ−→ B(n)k+d
is injective. Suppose that there exists α ∈ B(n)k−1, α 6= 0 such that αλ = 0. Since k < n we
have that there exits xi such that xi - α. So xiα 6= 0 and xiα ∈ B(n)k satisfies that xiαλ = 0,
which is a contradiction.
Lemma 4.2.19. Let k be an integer with k ≤ n. Consider the linear form η : B(n)n → F2
with η(αx1 · · ·xn) = α. Then B(n)k ∼= (B(n)n−k)∗ via the homomorphism
φ : B
(n)
k → (B(n)n−k)∗
where for a ∈ B(n)k we have that φ(a) : B(n)n−k → F2 is the homomorphism given by φ(a)(b) =
η(ab).
Proof. It is straightforward to see that φ is a linear map. Let us see that
φ : B
(n)
k → (B(n)n−k)∗
is injective. Consider a1, a2 in B
(n)
k such that a1 6= a2. Without less of generality,
let us suppose that there exists µ = xi1 · · · xik ∈ Supp(a1) \ Supp(a2). Consider µ′ =
x1 · · · xˆi1 · · · xˆik · · ·xn ∈ B(n)n−k. Thus, φ(a1)(µ′) = η(a1µ′) = 1 and φ(a2)(µ′) = η(a2µ′) = 0.
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Therefore, φ(a1) 6= φ(a2). It shows that φ is injective. Since dimB(n)k = dimB(n)n−k =
dim(B
(n)
n−k)
∗ then φ is an isomorphism.
Lemma 4.2.20. Let s, d, and n be natural numbers. Let λ ∈ B(n) be a homogeneous
polynomial of degree d. Then the map
B(n)s
λ−→ B(n)s+d
has maximal rank if and only if the map
B
(n)
n−s−d
λ−→ B(n)n−s
has maximal rank.
Proof. Consider the following diagram
B
(n)
s B
(n)
s+d
(B
(n)
n−s)
∗ (B(n)n−s−d)
∗
λ
φ1 φ2
λ∗
where the horizontal map λ∗ is the dual map of the map multiplication by λ and the vertical
maps φ1, φ2 are the isomophisms described in Lemma 4.2.19. Let us see that the above
diagram commutes. Let a ∈ B(n)s and b ∈ B(n)n−s−d. We have that
φ2(λ(a))(b) = φ2(λa)(b) = η(λab)
and
λ∗(φ1(a))(b) = (φ1(a) ◦ λ)(b) = φ1(a)(λb) = η(aλb)
It shows that the diagram commutes. Therefore, the map
B(n)s
λ−→ B(n)s+d
has maximal rank if and only if the map
(B
(n)
n−s)
∗ λ∗−→ (B(n)n−s−d)∗
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has maximal rank. By linear algebra we know that the map
(B
(n)
n−s)
∗ λ∗−→ (B(n)n−s−d)∗
has maximal rank if and only if the map
B
(n)
n−s−d
λ−→ B(n)n−s
has maximal rank. This proves the result.
Lemma 4.2.21. Let λ ∈ B(n) be a homogeneous element of degree d ≥ 2. Suppose n < 3d.
Let D = d(n+ d)/2e. Suppose the map
B
(n)
D−d
λ−→ B(n)D
is surjective. Then, the map
B
(n)
k−d
λ−→ B(n)k
is injective, for all k < D.
Proof. Suppose n < 3d and consider D = d(n+ d)/2e. Suppose that the map
B
(n)
D−d
λ−→ B(n)D
is surjective. If n− d = 2s then D = s+ d. Thus,
dimB
(n)
D−d =
(
n
D − d
)
=
(
n
s
)
=
(
n
n− s
)
=
(
n
s+ d
)
= dimB
(n)
D
Therefore the map
B
(n)
D−d
λ−→ B(n)D
is also injective. By Lemma 4.2.18 we have that the map
B
(n)
k−d
λ−→ B(n)k
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is injective, for all k < D. If n− d = 2s+ 1 then D = s+ d+ 1. Thus,
dimB
(n)
D−d =
(
n
D − d
)
=
(
n
s+ 1
)
=
(
n
n− s− 1
)
=
(
n
d+ s
)
= dimB
(n)
D−1
and
dimB
(n)
D−d−1 =
(
n
D − d− 1
)
=
(
n
s
)
=
(
n
n− s
)
=
(
n
s+ d+ 1
)
= dimB
(n)
D
Since the map
B
(n)
D−d
λ−→ B(n)D
is surjective, by Lemma 4.2.20 we have that the map
B
(n)
D−d−1
λ−→ B(n)D−1
is injective. Therefore, by Lemma 4.2.18 we have that
B
(n)
k−d
λ−→ B(n)k
is injective, for all k < D.
Theorem 4.2.22. Let λ ∈ B(n) be a homogeneous element of degree d ≥ 2. Suppose n ≤ 3d.
(a) If n < 3d then λ is semi-regular if and only if for D = d(n+ d)/2e the map
B
(n)
D−d
λ−→ B(n)D
is surjective.
(b) If n = 3d then λ is semi-regular if and only if the map
B
(n)
d
λB
(n)
0
λ−→ B(n)2d
is injective and the map
B
(n)
d+1
λ−→ B(n)2d+1
is surjective.
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Proof. Suppose n < 3d and consider D = d(n + d)/2e. Let us prove (a). Suppose λ is
semi-regular. Then, by Theorem 4.2.17 we have that the map
B
(n)
D−d
λ−→ B(n)D
is surjective. Conversely, suppose now that the map
B
(n)
D−d
λ−→ B(n)D
is surjective. By Lemma 4.2.21 we have that the map
B
(n)
k−d
λ−→ B(n)k
is injective, for all k < D. Thus, by Lemma 4.2.12 we have that for all k < D
0 <
(
n
k
)
−
(
n
k − d
)
= dim(B
(n)
k )− dim(B(n)k−d)
= dim(B
(n)
k )− dim(λB(n)k−d)
= dim
(
B
(n)
k /λB
(n)
k−d
)
.
Therefore,
HS(λ)(z) =
∞∑
k=0
dim
(
B
(n)
k /λB
(n)
k−d
)
zk
=
D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk.
By Theorem 4.2.13 [
(1 + z)n
1 + zd
]
=
D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
Thus,
HS(λ)(z) =
[
(1 + z)n
1 + zd
]
So λ is semi-regular. This proves (a).
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Let us prove (b). Suppose n = 3d. Suppose λ is semi-regular. By Theorem 4.2.17 we
have that Ind (λ) = 2d+ 1. Therefore, the map
B
(n)
d+1
λ−→ B(n)2d+1
is surjective. Since λ is semi-regular, then the map
B
(n)
d
λB
(n)
0
λ−→ B(n)2d
is injective. Conversely, suppose that the map
B
(n)
d
λB
(n)
0
λ−→ B(n)2d
is injective and the map
B
(n)
d+1
λ−→ B(n)2d+1
is surjective. Notice that,
dimB
(n)
d−1 =
(
n
d− 1
)
=
(
n
n− d+ 1
)
=
(
3d
2d+ 1
)
=
(
n
2d+ 1
)
= dimB
(n)
2d+1
and
dimB
(n)
d+1 =
(
n
d+ 1
)
=
(
n
n− d− 1
)
=
(
3d
2d− 1
)
=
(
n
2d− 1
)
= dimB
(n)
2d−1
Since the map
B
(n)
d+1
λ−→ B(n)2d+1
is surjective, then by Lemma 4.2.20 we have that the map
B
(n)
d−1
λ−→ B(n)2d−1
is injective. Therefore, by Lemma 4.2.18 we have that
B
(n)
k−d
λ−→ B(n)k
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is injective, for all k < 2d. Thus, by Lemma 4.2.12 we have that for all k < 2d
0 <
(
n
k
)
−
(
n
k − d
)
= dim(B
(n)
k )− dim(B(n)k−d)
= dim(B
(n)
k )− dim(λB(n)k−d)
= dim
(
B
(n)
k /λB
(n)
k−d
)
.
Since the map
B
(n)
d
λB
(n)
0
λ−→ B(n)2d
is injective and dim(B
(n)
2d ) = dim(B
(n)
d ) then dim(B
(n)
2d /λB
(n)
d ) = 1. Putting together this
information we have that
HS(λ)(z) =
∞∑
k=0
dim
(
B
(n)
k /λB
(n)
k−d
)
zk
=
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk + z2d.
By Theorem 4.2.16 [
(1 + z)n
1 + zd
]
=
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk + z2d
Thus,
HS(λ)(z) =
[
(1 + z)n
1 + zd
]
So λ is semi-regular. This proves (b).
4.2.3 Semi-regularity of elementary symmetric polynomials
Consider the ring of polynomials over F2 in n variables, F2[X1, ..., Xn]. In this ring we
have the elementary symmetric polynomial of degree d which is defined as
σd(X1, ..., Xn) =
∑
1≤i1<···<id≤n
Xi1 · · ·Xid .
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We can consider the elementary symmetric polynomial of degree d in B(n),
σd(x1, ..., xn), as the image of the symmetric polynomial σd(X1, ..., Xn) under the evaluation
map
F2[X1, ..., Xn]→ B(n)
Xi 7→ xi
To simplify we will denote σd(x1, ..., xn) by σd,n.
In this section we give a complete description of the semi-regularity of the elementary
symmetric polynomials σd,n. First, recall the following well-known identity.
Lemma 4.2.23. Let n, d, and k be natural numbers such that 1 ≤ k ≤ n then
σd(x1, ..., xn) =
d∑
i=0
σd−i(x1, ..., xk)σi(xk+1, ..., xn) (4.2)
Proof. Note that
n∑
j=1
σj(x1, ..., xn)t
j =
n∏
i=1
(1 + txi)
=
k∏
i=1
(1 + txi)
n−k∏
j=1
(1 + txj+k)
=
k∑
i=1
σi(x1, ..., xk)t
i
n−k∑
j=1
σj(xk+1, ..., xn)t
j
Lemma 4.2.24.
σa,nσb,n =
(
a+ b
a
)
σa+b,n
where k denotes the image of k in F2.
Proof. Let M be a monomial in x1, . . . , xn of degree a+b. Then M will occur once in σa,nσb,n
for each occurrence of a sub-monomial of M of degree a in σa,n. There are precisely
(
a+b
a
)
such sub-monomials.
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Corollary 4.2.25.
σ1,nσk,n =

0 if k is odd
σ1+k,n if k is even
Theorem 4.2.26. Let n and k be non-negative integers. Then
(
n
k
)
=

0 if n is even and k is odd(bn/2c
bk/2c
)
otherwise
where a denotes the image of a in F2.
Proof. See Theorem 4.1.10 in [23].
Lemma 4.2.27. Let n and l be two natural numbers. Then for all 1 ≤ k ≤ 2n − 1 we have
that (
2nl + j
k
)
=

1 if j = k
0 if 0 ≤ j ≤ k − 1
where a denotes the image of a in F2.
Proof. If n = 1, then k = 1 and clearly we have that
(
2l+1
1
)
= 1 and
(
2l
1
)
= 0. Suppose
by induction that the result is true for n, let us prove it for n + 1. For k = 1 we have
that
(
2n+1l+1
1
)
= 1 and
(
2n+1l
1
)
= 0. Suppose 2 ≤ k ≤ 2n+1 − 1 and 0 ≤ j ≤ k − 1, then
1 ≤ bk/2c ≤ 2n − 1, and 0 ≤ bj/2c ≤ bk/2c − 1. Suppose first that k is even. Then by
Theorem 4.2.26 and by induction we have that
(
2n+1l + j
k
)
=
(
2nl + bj/2c
bk/2c
)
=

1 if j = k
0 if 0 ≤ j ≤ k − 1
Suppose now that k is odd. Note that 2n+1l + k is odd then by Theorem 4.2.26 and by
induction we have that (
2n+1l + k
k
)
=
(
2nl + bk/2c
bk/2c
)
= 1.
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Now if 0 ≤ j ≤ k − 1 is even then by Theorem 4.2.26 we have that(
2n+1l + j
k
)
= 0.
If 0 ≤ j ≤ k − 1 is odd then by Theorem 4.2.26 and induction we have that(
2n+1l + j
k
)
=
(
2nl + bj/2c
bk/2c
)
= 0.
Lemma 4.2.28. The map
B
(n)
k−d
σd,n−−→ B(n)k
is surjective if and only if there exits α ∈ B(n)k−d such that ασd,n = x1 · · ·xk
Proof. One way is trivial. In the other way suppose that there exits α ∈ B(n)k−d such that
ασd,n = x1 · · ·xk. Note that the set W := {xi1 · · · xik | 1 ≤ i1 < · · · < ik ≤ n} is a basis for
the vector space B
(n)
k . By the natural action of the group of permutations of n-elements Σn
on B(n), given g ∈ Σn we have that
xg(1) · · ·xg(k) = g ∗ (x1 · · ·xk)
= g ∗ (ασd,n)
= (g ∗ α)(g ∗ σd,n)
= (g ∗ α)σd,n
Therefore, for any element β in W there exits α ∈ B(n)k−d such that β = ασd,n. Since W is a
basis for the vector space B
(n)
k , and the map
B
(n)
k−d
σd,n−−→ B(n)k
is a homomorphism then the map is a surjective.
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The next theorem is one of the key results of this section.
Theorem 4.2.29. Let d = 2ml. Then σd,n is semi-regular for all n = d + i, with 0 ≤ i ≤
2m+1 − 1.
Proof. For 0 ≤ i ≤ 1 the result follows from Theorem 4.2.2. Now notice that for all n = d+ i
with 0 ≤ i ≤ 2m+1 − 1 we have that n < 3d. Thus, by Theorem 4.2.22 we need to prove
that for D = d(n+ d)/2e the map
B
(n)
D−d
σd,n−−→ B(n)D
is surjective. Let us suppose that i ≥ 2 is an even number. Thus, 2 ≤ i ≤ 2m+1− 2. Taking
k = i/2 we have that 1 ≤ k ≤ 2m − 1, n = d+ i = d+ 2k and
D =
⌈
d+ i+ d
2
⌉
= d+ k.
Since D = d+ k, we need to show that
B
(n)
k
σd,n−−→ B(n)d+k
is surjective. By Lemma 4.2.23 and Lemma 4.2.24 we have that
σk,d+kσd,n = σk,d+kσd,d+2k
= σk,d+k
d∑
j=0
σd−j,d+kσj(xd+k+1, ..., xd+2k)
=
d∑
j=0
(
d+ k − j
k
)
σd+k−j,d+kσj(xd+k+1, ..., xd+2k).
Since 1 ≤ k ≤ 2m − 1 by Lemma 4.2.27 we have that(
d+ k − j
k
)
= 0
for all 1 ≤ j ≤ d, and (
d+ k
k
)
= 1
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Therefore,
σk,d+kσd,n = σd+k,d+k = x1 · · ·xd+k.
By Lemma 4.2.28 the map is onto. Suppose now that i ≥ 2 is odd. Thus, 3 ≤ i ≤ 2m+1− 1.
Taking k = (i+ 1)/2 we have that 2 ≤ k ≤ 2m, n = d+ i = d+ 2k − 1 and
D =
⌈
d+ i+ 1 + d
2
⌉
= d+ k.
Since k = D − d, we want to show that
B
(n)
k
σd,n−−→ B(n)d+k
is surjective. By Lemma 4.2.23 and Lemma 4.2.24 we have that
σk−1,d+kσd,n = σk−1,d+kσd,d+2k−1
= σk−1,d+k
d∑
j=0
σd−j,d+kσj(xd+k+1, ..., xd+2k−1)
=
d∑
j=0
(
d+ k − 1− j
k − 1
)
σd+k−1−j,d+kσj(xd+k+1, ..., xd+2k−1).
Since 2 ≤ k ≤ 2m, then 1 ≤ k − 1 ≤ 2m − 1. Thus, by Lemma 4.2.27 we have that(
d+ k − 1− j
k − 1
)
= 0
for all 1 ≤ j ≤ d, and (
d+ k − 1
k − 1
)
= 1
Therefore,
σk−1,d+kσd,n = σd+k−1,d+k.
Therefore, x1σk−1,d+k ∈ B(n)k and x1σk−1,d+kσd,n = x1σd+k−1,d+k = σd+k,d+k = x1 · · ·xd+k. By
Lemma 4.2.28 the map is onto.
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Lemma 4.2.30. Let m be a positive integer
(
j
2m
)
=

0 if j = 2m+1
1 if 2m ≤ j ≤ 2m+1 − 1
where k denotes the image of k in F2.
Proof. If m = 1 we have that (
4
2
)
= 0, and
(
3
2
)
=
(
2
2
)
= 1.
Suppose the result is true for m ≥ 1 let us prove that it is true for m + 1. Note that by
Theorem 4.2.26 and induction (
2m+2
2m+1
)
=
(
2m+1
2m
)
= 0.
Now, if 2m+1 ≤ j ≤ 2m+2 − 1, then 2m ≤ bj/2c ≤ 2m+1 − 1 so by Theorem 4.2.26 and
induction (
j
2m+1
)
=
(bj/2c
2m
)
= 1.
Lemma 4.2.31. Let d = 2m and n = 3d = 2m+1 + 2m. Then
σd(xi1 , . . . , xi2m+1 )σd,n = xi1 · · ·xi2m+1 + σ2d,n
Proof. Let µ ∈ Supp(σ2d,n). Let j be the number of common variables between µ and
xi1 · · ·xi2m+1 . Note that 2m ≤ j ≤ 2m+1. µ will occur once in the product
σd(xi1 , . . . , xi2m+1 )σd,n for each occurrence of a sub-monomial of µ of degree d = 2
m in
σd(xi1 , . . . , xi2m+1 ). There are exactly
(
j
2m
)
such sub-monomials. If j = 2m+1 then µ =
xi1 · · ·xi2m+1 and by the above lemma this element appears an even number of times. So
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xi1 · · ·xi2m+1 6∈ Supp(σd(xi1 , . . . , xi2m+1 )σd,n). If 2m ≤ j ≤ 2m+1 − 1 then by above lemma
this element appears an odd number of times. So µ ∈ Supp(σd(xi1 , . . . , xi2m+1 )σd,n). Thus,
σd(xi1 , . . . , xi2m+1 )σd,n = xi1 · · ·xi2m+1 + σ2d,n.
Lemma 4.2.32. Let d = 2m and n = 3d. Then the map
B
(n)
d+1
σd−→ B(n)2d+1
is surjective.
Proof. First, let us see that
σd−1,2d+1σd,n = σ2d−1,2d+1.
By Lemma 4.2.23, Lemma 4.2.24 and Lemma 4.2.27 we have
σd−1,2d+1σd,n = σk,d+k
d∑
j=0
σd−j,2d+1σj(x2d+2, ..., x3d)
=
d∑
j=0
(
d+ (d− 1− j)
d− 1
)
σ2d−1−j,2d+1σj(x2d+2, ..., x3d)
=
d∑
j=0
(
2m + (2m − 1− j)
2m − 1
)
σ2d−1−j,2d+1σj(x2d+2, ..., x3d)
= σ2d−1,2d+1.
Note that
σ2d−1,2d+1 = x1σ2d−2(x2, ..., x2d+1) + x2σ2d−2(x1, x3, ..., x2d−2)
+ x1x2σ2d−3(x3, ..., x2d−2) + x3 · · ·x2d+1.
Therefore
x1x2σd−1,2d+1σd,n = x1x2σ2d−1,2d+1 = x1x2x3 · · ·x2d+1.
Since x1x2σd−1,2d+1 ∈ B(n)d+1 then by Lemma 4.2.28 the map is onto.
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Theorem 4.2.33. Let d = 2m. If n = d+ 2m+1 then σd,n is semi-regular.
Proof. Suppose n = d + 2m+1 then n = 3d. By Theorem 4.2.22 we want to show that the
map
B
(n)
d
σd,nB
(n)
0
σd,n−−→ B(n)2d
is injective and the map
B
(n)
d+1
σd,n−−→ B(n)2d+1
is surjective. By Lemma 4.2.32 the map
B
(n)
d+1
σd,n−−→ B(n)2d+1
is surjective. Now, by Lemma 4.2.31 we have that
σd(xi1 , . . . , xi2d)σd,n = xi1 · · ·xi2d + σ2d,n.
Consider the set
S = {xi1 · · ·xi2d + σ2d,n | 1 ≤ i1 ≤ · · · ≤ i2d ≤ n}
Note that the set S \ {x1 · · ·x2m+1 + σ2d,n} ⊂ B(n)2d is linearly independent. And this set has(
n
2d
)− 1 = dimB(n)2d − 1 elements. Therefore the map
B
(n)
d
σdB
(n)
0
σd,n−−→ B(n)2d
is injective. By all the above, σd,n is semi-regular.
The following theorem is our main result of this section.
Theorem 4.2.34. Let d ≥ 2, where d = 2ml with l an odd number, and m a non-negative
integer. Then
(a) If l > 1, σd,n is semi-regular if and only if n = d, d+ 1, ..., d+ 2
m+1 − 1.
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(b) If l = 1, σd,n is semi-regular if and only if n = d, d+ 1, ..., d+ 2
m+1.
Proof. Suppose that σd,n is semi-regular. Let us suppose first that l = 1. Therefore, d = 2
m,
with m ≥ 1. By Theorem 4.2.10 we have that n ≤ 3d = 2m(1 + 2) = 2m + 2m+1 =
d + 2m+1. By Theorem 4.2.29 and Theorem 4.2.33 we have that σd,n is semi-regular for
n = d, d+ 1, ..., d+ 2m+1. So (b) is proved. Suppose now that l > 1. By Corollary 4.2.17
Ind(σd,n) ≥
⌈
n+ d
2
⌉
≥ n+ d
2
.
Note that
σ2m,nσd,n =
(
2ml + 2m
2m
)
σ2m+d,n =
(
l + 1
1
)
σ2m+d,n = 0.
Since l > 1, then 2m < 2ml = d. So, we have that σ2m,n /∈ (σd,n). Thus Dff(σd,n) ≤ d + 2m.
Since σd,n is semi-regular we have that Ind(σd,n) ≤ Dff(σd,n). So n + d ≤ 2d + 2m+1 from
which we obtain n ≤ d + 2m+1. Suppose n = d + 2m+1 = 2m+1l + 2m+1. Since l > 1 then
n < 3d. Thus, if σd,n is semi-regular then Ind(σd,n) = d(n+ d)/2e = d + 2m. By Theorem
4.2.22 the map
B
(n)
2m
σd,n−−→ B(n)d+2m
is surjective. However,
dimB
(n)
2m =
(
n
2m
)
=
(
d+ 2m+1
2m
)
=
(
d+ 2m+1
d+ 2m
)
= dimB
(n)
d+2m .
So the map
B
(n)
2m
σd,n−−→ B(n)d+2m
is injective. But that is not possible since σ2m,nσd,m = 0. Hence we must have n ≤ d +
2m+1−1. Conversely, by Theorem 4.2.29, σd,n is semi-regular for n = d, d+1, ..., d+2m+1−1.
It proves (a).
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The following table gives a visual interpretation of Theorem 4.2.34.
n\d 2 3 4 5 6 7 8 9 10 11 12 13 14
2 x
3 x x
4 x x x
5 x x x
6 x x x x
7 x x x
8 x x x x
9 x x x x
10 x x x x
11 x x x x
12 x x x x x
13 x x x x
14 x x x x
Table 4.3: Semi-Regularity of σd,n. The values when σd,n is semi-regular are marked with an x
4.2.4 Semi-regularity of the sequence X21 , . . . , X
2
n, λ
′
Let S(n) = F2[X1, ..., Xn] be the ring of polynomials in n-variables over the field F2. Let
B(n) = F2[X1, ..., Xn]/(X21 , ..., X2n). Denote the image of Xi in B(n) by xi. Given λ ∈ B(n)
let us denote by λ′ the natural lifting of λ in S(n). Given λ ∈ B(n) a homogeneous element
with deg(λ) = d we will give some results about semi-regularity on S(n) of the sequence
X21 , . . . , X
2
n, λ
′. We know by Theorem 3.1.3 that the sequence X21 , . . . , X
2
n, λ
′ is semi-regular
on S(n) if and only if
HSI(z) =
[
(1− z2)n(1− zd)
(1− z)n
]
where I = (X21 , . . . , X
2
n, λ
′). Note that[
(1− z2)n(1− zd)
(1− z)n
]
=
[
(1 + z)n(1− zd)]
Lemma 4.2.35. Let n, d be two natural numbers.
(a) If k is a non-negative integer number such that k < d(n+ d)/2e then(
n
k
)
−
(
n
k − d
)
> 0
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(b) If k = d(n+ d)/2e then (
n
k
)
−
(
n
k − d
)
≤ 0
Proof. Part (a) is proved in Lemma 4.2.12. Now let us suppose that k = d(n + d)/2e. We
want to show that (
n
k
)
−
(
n
k − d
)
≤ 0
If k = d(n + d)/2e = (n + d + 1)/2 then (n + d)/2 < k, thus n − k < k − d. Also, since
k = (n+ d+ 1)/2 ≤ (n+ 2d)/2 then k − d ≤ n/2. Therefore,(
n
k
)
−
(
n
k − d
)
=
(
n
n− k
)
−
(
n
k − d
)
< 0
If k = d(n+ d)/2e = (n+ d)/2 then n− k = k − d. Thus(
n
k
)
−
(
n
k − d
)
= 0
Therefore (b) is proved.
Theorem 4.2.36. Let n, d be two natural numbers and let D = d(n+ d)/2e. Then
[
(1 + z)n(1− zd)] = D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
Proof. Clearly we have
(1 + z)n(1− zd) =
∞∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
By Lemma 4.2.35 we have that (
n
k
)
−
(
n
k − d
)
> 0
if k < D, and (
n
k
)
−
(
n
k − d
)
≤ 0
73
if k = D. Therefore,
(1 + z)n(1− zd) =
∞∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
Theorem 4.2.37. Let λ ∈ B(n) be a homogeneous element with deg(λ) = d > n/3. Then λ
is semi-regular on B(n) if an only if X21 , . . . , X
2
n, λ
′ is semi-regular on S(n).
Proof. Let λ ∈ B(n) be a homogeneous element with deg(λ) = d > n/3. Let D = d(n+d)/2e.
By Theorem 3.2.6 and Theorem 4.2.13 we have that λ is semi-regular on B(n) if and only if
HS(λ)(z) =
[
(1 + z)n
1 + zd
]
=
D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
Also by Theorem 3.1.3 and Theorem 4.2.36 we have that X21 , . . . , X
2
n, λ
′ is semi-regular on
S(n) if and only if
HSI(z) =
[
(1 + z)n)(1− zd)] = D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
where I = (X21 , . . . , X
2
n, λ
′).
Theorem 4.2.38. Let λˆ ∈ S(n) be a homogeneous element with deg(λˆ) = d and 2 ≤ d ≤ n/3.
Then X21 , . . . , X
2
n, λˆ is not a semi-regular sequence on S
(n).
Proof. Let λˆ ∈ S(n) be a homogeneous element with deg(λˆ) = d and 2 ≤ d ≤ n/3. Consider
J = (X21 , . . . , X
2
n, λˆ). Suppose that λˆ ∈ (X21 , . . . , X2n). Note that dreg(J) = min{k ≥
0 | J ∩ Sk = Sk} > d. Thus, 1λˆ ∈ (X21 , . . . , X2n) and deg 1 + deg λˆ = d < dreg(J).
However, 1 /∈ (X21 , . . . , X2n), therefore the sequence X21 , ..., X2n, λˆ cannot be semi-regular on
S(n). Suppose now that λˆ /∈ (X21 , . . . , X2n). Consider λ as the image of the polynomial λˆ
under the evaluation map
F2[X1, ..., Xn]→ B(n)
Xi 7→ xi
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Since λˆ /∈ (X21 , . . . , X2n) then λ ∈ B(n) is a homogeneous element with deg(λ) = d and 2 ≤
d ≤ n/3. Consider λ′ the natural lifting of λ in S(n). Note that the ideals I = (X21 , ..., X2n, λ′)
and J = (X21 , ..., X
2
n, λˆ) are the same ideal in the ring S
(n). By Theorem 3.1.3 we have that
the sequence X21 , ..., X
2
n, λˆ is semi-regular if and only if the sequence X
2
1 , ..., X
2
n, λ
′ is semi-
regular. Let us show that the sequence is X21 , ..., X
2
n, λ
′ not semi-regular on S(n). Suppose
first that d < n/3. By Theorem 4.2.10 we have that λ is no semi-regular on B(n) so by
Theorem 3.3.1, X21 , . . . , X
2
n, λ
′ cannot be a semi-regular sequence on S(n). Suppose now that
d = n/3. If X21 , . . . , X
2
n, λ
′ is a semi-regular sequence on S(n) then by Theorem 3.3.1, λ is
semi-regular on B(n). Consider I = (X21 , . . . , X
2
n, λ
′). By Theorem 4.2.36, Theorem 3.1.3,
Theorem 3.2.6 and Theorem 4.2.16 we have that
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk =
[
(1 + z)n)(1− zd)]
= HSI(z)
= HS(λ)(z)
=
[
(1 + z)n
1 + zd
]
=
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk + z2d
which is a contradiction. Therefore, X21 , . . . , X
2
n, λ
′ cannot be a semi-regular sequence on
S(n).
As we metioned in Section 4.2.1, it was observed in [26, Lemma 3.12], that the element
∑
1≤i<j≤n
xixj ⊂ B(n)
is not semi-regular for any n ≥ 7, contradicting what Bardet asserts in Proposition 3.2.13
in [3]. Moreover, Bardet asserts in the same proposition that the sequence
X21 , . . . , X
2
n,
∑
1≤i<j≤n
XiXj ⊂ S(n)
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is semi-regular for all n. Theorem 4.2.38 implies that this sequence is not semi-regular for
any n > 5.
Now we will give a complete characterization of the semi-regularity of the sequence
X21 , . . . , X
2
n, σ
′
d(X1, . . . , Xn) in the ring S
(n), where σ′d(X1, . . . , Xn) is the elementary sym-
metric polynomial of degree d which is defined as
σ′d(X1, ..., Xn) =
∑
1≤i1<···<id≤k
Xi1 · · ·Xid
Let us consider the symmetric polynomial of degree d in B(n), σd(x1, ..., xn), as the image of
the symmetric polynomial σ′d(X1, ..., Xn) under the evaluation map
F2[X1, ..., Xn]→ B(n)
Xi 7→ xi
Theorem 4.2.39. Let 2 ≤ d, where d = 2ml with l an odd number, and m a non-negative
integer. The sequence X21 , . . . , X
2
n, σ
′
d,n is semi-regular on S
(n) if and only if n = d, . . . , d +
2m+1 − 1.
Proof. First suppose that d = 2ml with l > 1. Suppose that X21 , . . . , X
2
n, σ
′
d,n is semi-regular
on S(n). By Theorem 3.3.1 we have that σd,n is semi-regular over F2 and by Theorem 4.2.34
we have that d ≤ n ≤ d + 2m+1 − 1. Conversely, suppose that d ≤ n ≤ d + 2m+1 − 1. By
Theorem 4.2.34 we have that σd,n is semi-regular over F2. Note that n ≤ d + 2m+1 − 1 ≤
d + 2d − 1 = 3d − 1 < 3d. Thus by Theorem 4.2.37 since σd,n is semi-regular then the
sequence X21 , . . . , X
2
n, σ
′
d,n is semi-regular on S
(n).
Suppose now that d = 2m ≥ 2. Suppose that X21 , . . . , X2n, σ′d,n is semi-regular. By
Theorem 4.2.38 we must have that n ≤ 3d−1 = d+2m+1−1. Conversely, if n ≤ d+2m+1−1 <
3d then by Theorem 4.2.34, σd,n is semi-regular over F2, so by Theorem 4.2.37 the sequence
X21 , . . . , X
2
n, σ
′
d,n is semi-regular.
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4.2.5 Index of λ, n ≤ 3d case
As it is mentioned at the end of Section 3.2.1, it would be interesting to know whether
Ind((λ1, . . . , λm)) ≥ Ind(Td,n(z)) for an arbitrary sequence λ1, . . . , λm. Thus, we have the
following conjecture.
Conjecture 5. Let λ1, ..., λm be a sequence of homogeneous elements inB
(n) where deg(λi) =
di. Let d = (d1, . . . , dm). Then
Ind((λ1, ..., λm)) ≥ Ind(Td,n(z))
We can give a partial positive answer for this conjecture in the case m = 1.
Theorem 4.2.40. Let λ ∈ B(n) be homogeneous of degree d. If n ≤ 3d then
Ind(λ) ≥ Ind(T(d),n(z))
Proof. Let λ ∈ B(n) be homogeneous of degree d. Note that
HS(λ)(z) =
∞∑
k=0
dim(B
(n)
k /λB
(n)
k−d)
Let n ≤ 3d, we want to show that Ind HS(λ)(z) = Ind(λ) ≥ IndT(d),n(z). First, suppose
that n < 3d. By Theorem 4.2.13 we have that Ind(T(d),n(z)) = D where D = d(n + d)/2e.
Moreover
[T(d),n(z)] =
[
(1 + z)n
1 + zd
]
=
D−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk
Therefore for all k < D
0 <
(
n
k
)
−
(
n
k − d
)
= dimB
(n)
k − dimB(n)k−d
Thus for all k < D we have
dim(B
(n)
k /λB
(n)
k−d) = dimB
(n)
k − dimλB(n)k−d
≥ dimB(n)k − dimB(n)k−d
> 0
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Therefore Ind(λ) = Ind HS(λ)(z) ≥ D = IndT(d),n(z).
Suppose now that n = 3d. Let us prove that dim(B
(n)
k /λB
(n)
k−d) > 0 for all k ≤ 2d. By
Theorem 4.2.16 we have that Ind(T(d),n(z)) = 2d+ 1. Moreover
[T(d),n(z)] =
[
(1 + z)n
1 + zd
]
=
2d−1∑
k=0
[(
n
k
)
−
(
n
k − d
)]
zk + z2d
Then for all k < 2d
0 <
(
n
k
)
−
(
n
k − d
)
= dimB
(n)
k − dimB(n)k−d
As we saw above this implies that for all k < 2d
dim(B
(n)
k /λB
(n)
k−d) > 0
Now, note that λ is in the kernel of the map
B
(n)
d
λ−→ B(n)2d
Thus, dimension of the kernel is at least 1, so dim(λB
(n)
d ) ≤ dim(B(n)d )− 1. Since n = 3d we
have that dimB
(n)
2d = dimB
(n)
d , therefore
dim(B
(n)
2d /λB
(n)
d ) = dim(B
(n)
2d )− dim(λB(n)d )
≥ dimB(n)2d − dimB(n)d + 1
= 1
Thus, dim(B
(n)
k /λB
(n)
k−d) > 0 for all k ≤ 2d. Therefore Ind(λ) = Ind HS(λ)(z) ≥ 2d + 1 =
IndT(d),n(z).
4.3 Most homogeneous sequences are semi-regular
In her thesis [3, §3.1] Bardet states “Nous conjecturons tout de me`me qu’une suite ‘tire´
au hazard’ sera semi-re´gulie`re sur F2, dans le sens ou la proportion de suites semi-re´gulie`res
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tend vers 1 quand n tend vers l’infini” (We conjecture none the less that a sequence ‘chosen
at random’ will be F2-semi-regular in the sense that the proportion of sequences that are
semi-regular tends to 1 as n tends to infinity). Notice that this conjecture is ambiguous
in the sense that it is not defined precisely the meaning of “ proportion of semi-regular
sequences”. If the proportion of semi-regular sequences in the ring B(n) is interpreted as the
quotient s(n)/h(n) where h(n) is the number of subsets of B(n) consisting of homogeneous
elements of degree greater than or equal to one and s(n) is the number of such subsets that
are semi-regular then the conjecture was proved to be true by J. Schlather. He proved that
lim
n→∞
s(n)
h(n)
= 1
In this section we will present the proof of this result.
Lemma 4.3.1. Let k be a positive integer and suppose that {λ1, . . . , λm} spans Bk. Then
λ1, . . . , λm is a semi-regular sequence.
Proof. Notice that deg(λi) = k so (λ1, . . . , λm)∩Bj = {0} for all j < k. On the other hand,
(λ1, . . . , λm) ∩ Bk = Bk, so Ind(λ1, . . . , λm) = k. For any homogeneous f ∈ B we have
deg(f) + deg(λi) ≥ k so k-semi-regularity is trivially satisfied.
Lemma 4.3.2. Let {λ1, . . . , λm} be a semi-regular sequence of homogeneous elements of B
and let D = Ind(λ1, . . . , λm) . If ν ∈ B is a homogeneous element of degree greater than or
equal to D then λ1, . . . , λm, ν is also semi-regular.
Proof. Since deg(ν) ≥ D we have
(λ1, . . . , λm) = (λ1, . . . , λm, ν)
so the degree of regularity does not change and again we see for any homogeneous f ∈ B
that deg(f) + deg(ν) ≥ D. So D-semi-regularity is again trivially verified.
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Proposition 4.3.3. Let Vn be an n-dimensional F2-vector space and let P(Vn\{0}) be the
set of subsets of Vn\{0}. Let Sn be the number of subsets of Vn\{0} that span Vn. Then
lim
n→∞
Sn
|P(Vn\{0})| = 1
Equivalently the probability of randomly picked subset of Vn being a spanning set goes to 1
as n→∞.
Proof. To prove the result it is enough to prove that the probability of a randomly selected
subset of Vn not being a spanning set goes to 0 as n → ∞. Let A be subset of Vn that
does not span Vn. Since A does not span Vn then A ⊆ V ′ where V ′ is a (n− 1)-dimensional
subspace of Vn. Note that |P(Vn)| = 22n and |P(V ′)| = 22n−1 . Therefore, the probability
that A is contained in a particular (n−1)-dimensional subspace is 22n−1/22n = 1/22n−1 . It is
well known that the number of different m-dimensional vector subspaces of an n-dimensional
vector space over a finite field Fq is given by the Gaussian binomial coefficient(
n
m
)
q
=
(qn − 1) · · · (qn − qm−1)
(qm − 1) · · · (qm − qm−1)
Therefore, the number of (n− 1)-dimensional subspaces of Vn is(
n
n− 1
)
2
=
(2n − 1) · · · (2n − 2n−2)
(2n−1 − 1) · · · (2n−1 − 2n−2) = 2
n − 1
Thus, the probability that a randomly selected subset of Vn is not a spanning set is bounded
by (2n − 1)/22n−1 . Taking a limit we have
lim
n→∞
2n − 1
22n−1
= 0
This shows that the probability of a randomly selected subset of Vn not being a spanning
set goes to 0 as n→∞.
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Theorem 4.3.4. Let d and n be positive integers with d < n and let Pd(n) be the proportion
of homogeneous sequences of degree greater than or equal to d in B(n) that are semi-regular.
Then
lim
n→∞
Pd(n) = 1
Proof. Let hd(n) be the number of homogeneous elements of B = F2[x1, . . . , xn]/(x21, . . . , x2n)
of degree greater than or equal to d. Then there are 2hd(n) possible homogeneous sequences
(note that we are ignoring order in the sequence). From Lemma 4.3.2 and Proposition 4.3.3
we know that if we pick a spanning set of Bd and add any elements from Bi where i > d
then this is a semi-regular sequence. The number of homogeneous elements of B of degree
greater than d is
hd+1(n) = hd(n)− (|Bd| − 1).
Let Sd be the number of spanning sets of Bd. Then a lower bound on the proportion of
semi-regular sequences is given by
Sd2
hd+1(n)
2hd(n)
=
Sd
2|Bd|−1
Let k = dimBd. Since 1 ≤ d < n then k →∞ as n→∞ and so Proposition 4.3.3, implies
that
lim
k→∞
Sd
2|Bd|−1
= lim
k→∞
Sd
|P(Bd\{0})| = 1.
4.4 Non-Existence of Semi-Regular Sequences over
F2
In this section we prove the following theorem.
Theorem 4.4.1. Let d1, . . . , dm be a sequence of integers with di ≥ 2 for some 1 ≤ i ≤ m.
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Then there exists an N such that for all n ≥ N , there cannot be a semi-regular sequence
λ1, . . . , λm of homogeneous polynomials of degrees d1, . . . , dm.
In other words, we prove that sequences of a fixed length m and fixed degree d =
(d1, . . . , dm) are never semi-regular for sufficiently large n. This theorem implies that Con-
jecture 2 in [4] is false.
The idea of the proof is the following. For d = (d1, . . . , dm), we define the function
τd(n) = Ind
(1 + z)n∏m
i=1(1 + z
di)
. (4.3)
We show that this function is bounded below by a linear function g(n) = rn + c, with
r > 1/2. Suppose that for some j we have that dj ≥ 2. Since r > 1/2 then there exists N
such that for all n ≥ N
τd(n) >
n
2
+
dj
2
+ 1.
Suppose λ1, . . . , λm is a semi-regular sequence of homogeneous polynomials of degrees d1, . . . , dm
in B(n), n ≥ N . Then, by Theorem 3.2.6, Ind(λ1, . . . , λm) = τd(n) > (n + dj + 2)/2. Also,
by Theorem 4.2.7 we have that
Dff(λj) ≤ n+ dj + 2
2
.
Therefore, Dff(λj) < Ind(λ1, . . . , λm), but this is not possible for a semi-regular sequence as
it was shown in Theorem4.2.8.
Lemma 4.4.2. Let f : N→ R be a non-decreasing function. If there exist n0, N ∈ N, and
A ∈ R, such that for all n ≥ n0 we have
f(n+N) ≥ f(n) + A
then there exists a constant c such that
f(n) ≥ (A/N)n+ c
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for all natural number n.
Proof. Consider the function g(n) = f(n0) + (A/N)(n − (n0 + N)). Let us show that for
all n ≥ n0 we have that f(n) > g(n). Let m ≥ n0. Write m − n0 = lN + b, where b is an
integer b < N . By hypothesis we have that
f(m) = f(n0 + b+ lN) ≥ f(n0 + b) + lA.
Since f is non-decreasing we have that f(m) ≥ f(n0) + lA. Now,
g(m) = g(n0 + b+ lN)
= f(n0) + (A/N)(n0 + b+ lN − n0 −N)
= f(n0) + A(l − 1) + (A/N)b.
But b < N , so g(m) < f(n0) + Al ≤ f(m). Thus, for all n ≥ n0 we have that f(n) > g(n).
Note that g is defined as
g(n) = (A/N)n+ k,
where k = f(n0) − (A/N)(n0 + N). So, for all n ≥ n0 we have that f(n) > (A/N)n + k.
Since we have a finite number of natural numbers less that n0, then for an appropriate choice
of a constant c we have that f(n) > (A/N)n+ c, for all n ∈ N.
Lemma 4.4.3. For any u between 0 and n, and any aj ∈ R
n∑
j=0
aj
(
n
j
)
=
u−d∑
j=0
γ(n, j, d)(aj + aj+d) +
u∑
j=u−d+1
γ(n, j, d)aj +
n∑
j=u+1
(
n
j
)
aj
Proof. Note that by definition of γ(n, j, d), we have that(
n
j
)
= γ(n, j, d) + γ(n, j − d, d).
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Thus
u∑
j=0
aj
(
n
j
)
=
u∑
j=0
(γ(n, j, d) + γ(n, j − d, d))aj
=
u∑
j=0
γ(n, j, d)aj +
u∑
j=0
γ(n, j − d, d)aj
=
u∑
j=0
γ(n, j, d)aj +
u−d∑
j=0
γ(n, j, d)aj+d
=
u−d∑
j=0
γ(n, j, d)(aj + aj+d) +
u∑
j=u−d+1
γ(n, j, d)aj
Lemma 4.4.4. Let N , d be natural numbers. Let
β(z) =
∞∑
j=0
bjz
j.
Suppose that
Ind β(z) ≥ 1
and
bi + bi−d ≥ 0
for all
0 ≤ i ≤ Ind β(z) + Ind (1 + z)
N
1 + zd
− d− 1.
Then
Ind(1 + z)Nβ(z) ≥ Ind β(z) + Ind (1 + z)
N
1 + zd
− d.
Proof. Let
(1 + z)Nβ(z) =
∑
ciz
i
and let l = Ind β(z) and s = Ind(1 + z)N/(1 + zd). Suppose that l ≥ 1 and
bi + bi−d ≥ 0
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for all 0 ≤ i ≤ l + s− d− 1.
We want to show that
Ind(1 + z)Nβ(z) ≥ l + s− d.
That is, ci > 0 for 0 ≤ i ≤ l + s − d − 1. Clearly Ind(1 + z)Nβ(z) ≥ l. It remains to show
that cl+i > 0, for i = 0, . . . , s− d− 1. For 0 ≤ i ≤ s− d− 1 we have by above lemma that
cl+i =
N∑
j=0
bl+i−j
(
N
j
)
=
s−1−d∑
j=0
γ(N, j, d)(bl+i−j + bl+i−j−d)
+
s−1∑
j=s−d
γ(N, j, d)bl+i−j +
N∑
j=s
(
N
j
)
bl+i−j.
For j = 0, . . . , s − 1, we have that γ(N, j, d) > 0, since s = Ind(1 + z)N/(1 + zd). Also,
bl+i−j + bl+i−j−d ≥ 0, since l + i− j ≤ l + s− d− 1. So
s−1−d∑
j=0
γ(N, j, d)(bl+i−j + bl+i−j−d) ≥ 0.
Finally, if j ≥ s− d, then l + i− j ≤ l + (s− d− 1)− (s− d) = l − 1, so bl+i−j > 0. Hence
s−1∑
j=s−d
γ(N, j, d)bl+i−j +
N∑
j=s
(
N
j
)
bl+i−j > 0.
Thus, we have shown that ci > 0 for 0 ≤ i ≤ l + s− d− 1. So
Ind(1 + z)Nβ(z) ≥ l + s− d.
Theorem 4.4.5. If Indα(z) ≥ 1 and
Indα(z) ≥ Ind α(z)
1 + zd
+ Ind
(1 + z)N
1 + zd
− d
then
Ind
(1 + z)Nα(z)
1 + zd
≥ Ind α(z)
1 + zd
+ Ind
(1 + z)N
1 + zd
− d
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Proof. Let
α(z) =
∑
aiz
i,
α(z)
1 + zd
=
∑
biz
i = β(z)
and let l = Ind β(z) and s = Ind(1 + z)N/(1 + zd). Suppose that
Indα(z) ≥ Ind α(z)
1 + zd
+ Ind
(1 + z)N
1 + zd
− d
with Indα(z) ≥ 1. In other words, Indα(z) ≥ 1 and
Indα(z) ≥ l + s− d.
We want to show that
Ind(1 + z)Nβ(z) ≥ l + s− d.
Since Indα(z) ≥ 1 then Ind β(z) ≥ 1. Also, note that
bi + bi−d = ai > 0
for all 0 ≤ i ≤ l+ s− d− 1, since Indα(z) ≥ l+ s− d. Thus, by Lemma 4.4.4 we have that
Ind(1 + z)Nβ(z) ≥ l + s− d.
Lemma 4.4.6. Let d, N be natural numbers. Then
Ind
(1 + z)N(1 + z)n
1 + zd
≥ Ind (1 + z)
n
1 + zd
+ Ind
(1 + z)N
1 + zd
− d
for all natural numbers n.
Proof. Consider
(1 + z)n
1 + zd
=
∞∑
i=0
biz
i = β(z).
We want to show that
Ind(1 + z)Nβ(z) ≥ Ind β(z) + Ind (1 + z)
N
1 + zd
− d.
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Clearly Ind β(z) ≥ 1. Also, we have that
bi + bi−d =
(
n
i
)
≥ 0
for all i. Thus, the result follows from Lemma 4.4.4.
Theorem 4.4.7. Suppose that
r ∈
{
1
n
(
Ind
(1 + z)n
1 + zd
− d
)
| n ≥ 1
}
then there exists a c such that
Ind
(1 + z)n
1 + zd
≥ rn+ c
for all n.
Proof. Let
r =
1
N
(
Ind
(1 + z)N
1 + zd
− d
)
.
Consider the function
τ(d)(k) = Ind
(1 + z)k
1 + zd
.
By Lemma 4.4.6 we have
τ(d)(n+N) = Ind
(1 + z)n(1 + z)N
1 + zd
≥ Ind (1 + z)
n
1 + zd
+ Ind
(1 + z)N
1 + zd
− d
= τ(d)(n) + (τ(d)(N)− d).
By Lemma 4.4.2 there exists c such that
τ(d)(n) ≥ 1
N
(τ(d)(N)− d)n+ c
for all n. In other words,
Ind
(1 + z)n
1 + zd
≥ rn+ c
for all n.
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Theorem 4.4.8. Let d = (d1, . . . , dm) and let d
′ = (d1, . . . , dm, d). Suppose that
r =
1
N
(
Ind
(1 + z)N
1 + zd
− d
)
for some positive integer N . Consider the function τd(n) as defined in (4.3). If
τd(n) ≥ τd′(n) + rN
then
τd′(n+N) ≥ τd′(n) + rN
Proof. Consider
α(z) =
(1 + z)n∏m
i=1(1 + z
di)
.
In this case
τd(n) = Indα(z)
τd′(n) = Ind
(1 + z)n∏m
i=1(1 + z
di)(1 + zd)
= Ind
α(z)
1 + zd
τd′(n+N) = Ind
(1 + z)n+N∏m
i=1(1 + z
di)(1 + zd)
= Ind
α(z)(1 + z)N
1 + zd
.
Also,
rN = Ind
(1 + z)N
1 + zd
− d.
Suppose
τd(n) ≥ τd′(n) + rN.
Thus,
Indα(z) ≥ Ind α(z)
1 + zd
+ Ind
(1 + z)N
1 + zd
− d.
By Theorem 4.4.5
Ind
α(z)(1 + z)N
1 + zd
≥ Ind α(z)
1 + zd
+ Ind
(1 + z)N
1 + zd
− d.
88
Therefore,
τd′(n+N) ≥ τd′(n) + rN.
Theorem 4.4.9. Let d = (d1, . . . , dm) and let d
′ = (d1, . . . , dm, d). Suppose that
s =
1
N
(
Ind
(1 + z)N
1 + zd
− d
)
for some positive integer N . Suppose that there exist r ≥ s and c such that
τd(n) ≥ rn+ c,
for all n. Then there exists c′ such that
τd′(n) ≥ sn+ c′,
for all n.
Proof. Let d = (d1, . . . , dm) and let d
′ = (d1, . . . , dm, d). Suppose that
s =
1
N
(
Ind
(1 + z)N
1 + zd
− d
)
for some positive integer N . Suppose that there exist r ≥ s and c such that
τd(n) ≥ rn+ c,
for all n. Let us prove that for c′ = min{c− 2sN,−sN, 0} we have
τd′(n) ≥ sn+ c′,
for all n. If s ≤ 0, the Theorem is true since c′ ≥ 0 and τd′(n) ≥ 0. Suppose that s > 0. Let
n be any natural number. We want to show that
τd′(n) ≥ sn+ c′.
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Let k be the largest positive integer less than or equal to n such that τd′(k) ≥ sk+(c−sN),
and set n1 = k. If no such positive integer exists, set n1 = 0. If n1 = n, the assertion is
true so assume that n1 < n. Write n − n1 − 1 = hN + b where b is an integer b < N . Let
m = n1 + 1 + jN where 0 ≤ j ≤ h. Then
τd′(m) < sm+ (c− sN) ≤ rm+ (c− sN).
Hence τd(m) ≥ τd′(m) + sN . By Theorem 4.4.8 we have that τd′(m + N) ≥ τd′(m) + sN .
So by iterating this argument,
τd′(m) ≥ τd′(n1 + 1) + jsN ≥ τd′(n1) + jsN
Hence,
τd′(n) ≥ τd′(n1 + 1 + hN)
≥ τd′(n1) + hsN.
If n1 = k we have that
τd′(n) ≥ τd′(n1) + hsN
≥ s(n1) + (c− sN) + hsN
= s(n1 + hN) + (c− sN)
= s(n− 1− b) + (c− sN)
= sn− s(1 + b) + (c− sN)
≥ sn− sN + (c− sN)
≥ sn+ c′.
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If n1 = 0 we have
τd′(n) ≥ τd′(n1) + hsN
≥ hsN
= s(n− 1− b)
= sn− s(1 + b)
≥ sn− sN
≥ sn+ c′.
Theorem 4.4.10. Let d = (d1, . . . , dm). Suppose that r is such that for all i there exists an
ni such that
r ≤ 1
ni
(
Ind
(1 + z)ni
1 + zdi
− di
)
.
Then there exists a c such that
τd(n) = Ind
(1 + z)n∏m
i=1(1 + z
di)
≥ rn+ c
for all n.
Proof. Let
ri =
1
ni
(
Ind
(1 + z)ni
1 + zdi
− di
)
.
Reordering we can suppose that r1 ≥ r2 ≥ · · · ≥ rm ≥ r. By Theorem 4.4.7 we have that
there exists c1 such that
τ(d1)(n) ≥ r1n+ c1,
for all n. By Theorem 4.4.9 we have that there exists c2 such that
τ(d1,d2)(n) ≥ r2n+ c2,
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for all n. By iterating this argument we have that there exists c such that
τd(n) ≥ rn+ c,
for all n.
Lemma 4.4.11. Let d be a natural number. Then there exists M such that for all n ≥M(
2n
n+ d− j
)
−
(
2n
n− j
)
+
(
2n
n− j − d
)
−
(
2n
n− j − 2d
)
> 0
for all 0 ≤ j ≤ d− bd/2c − 1.
Proof. Let p = bd/2c. Note that for 0 ≤ j ≤ d− p− 1(
2n
n+ d− j
)
−
(
2n
n− j
)
+
(
2n
n− j − d
)
−
(
2n
n− j − 2d
)
≥
(
2n
n+ d
)
−
(
2n
n
)
+
(
2n
n− 2d+ p+ 1
)
−
(
2n
n− 2d
)
.
Now, (
2n
n+ d
)
−
(
2n
n
)
+
(
2n
n− 2d+ p+ 1
)
−
(
2n
n− 2d
)
=
(2n)!
(n+ d)!(n− d)! −
(2n)!
n!n!
+
(2n)!
(n− 2d+ p+ 1)!(n+ 2d− p− 1)!
− (2n)!
(n− 2d)!(n+ 2d)! .
Note that
1
(n+ d)!(n− d)! −
1
n!n!
+
1
(n− 2d+ p+ 1)!(n+ 2d− p− 1)!
− 1
(n− 2d)!(n+ 2d)!
=
q(n)
(n+ 2d− p− 1)!(n+ 2d)! ,
where
q(n) =
d∏
i=1
(n+ d+ i)
3d−p−1∏
i=1
(n− d+ i)−
2d∏
i=1
(n+ i)
2d−p−1∏
i=1
(n+ i)
+
4d−p−1∏
i=1
(n− 2d+ p+ 1 + i)−
4d−p−1∏
i=1
(n− 2d+ i).
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Clearly q(n) is a polynomial in n of degree at most 4d− p− 1. The coefficient of n4d−p−1 is
easily seen to be zero and that of n4d−p−2 is(
d2 +
d(d+ 1)
2
+ (3d− p− 1)(−d) + (3d− p− 1)(3d− p)
2
)
−
(
(2d)(2d+ 1)
2
+
(2d− p− 1)(2d− p)
2
)
+
(
(4d− p− 1)(−2d+ p+ 1) + (4d− p− 1)(4d− p)
2
)
−
(
(4d− p− 1)(−2d) + (4d− p− 1)(4d− p)
2
)
= 4dp− d2 − p2 + 4d− 2p− 1,
which is positive for all d ≥ 1. Thus the leading coefficient of q(n) is positive and q(n) is
positive for all n ≥M , for some M .
Lemma 4.4.12. Let n, d be natural numbers. Then
γ(2n, k, d) > 0
for all 0 ≤ k ≤ n+ bd/2c.
Proof. By definition we have
γ(2n, k, d) =
bk/dc∑
j=0
(−1)j
(
2n
k − jd
)
.
We know that
(
2n
j
)
is strictly increasing when 0 ≤ j ≤ n, therefore
γ(2n, k, d) > 0
for all 0 ≤ k ≤ n. Now, for n ≤ k ≤ n+ bd/2c we have
γ(2n, k, d) =
(
2n
k
)
−
(
2n
k − d
)
+ γ(2n, k − 2d, d).
If k ≤ n+ bd/2c, then k − 2d ≤ n. Thus
γ(2n, k − 2d, d) > 0
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for all n ≤ k ≤ n+ bd/2c. In order to finish let us show that(
2n
k
)
−
(
2n
k − d
)
≥ 0
for all n ≤ k ≤ n+ bd/2c. If n ≤ k ≤ n+ bd/2c then
n− d ≤ k − d ≤ n+ bd/2c − d ≤ n− bd/2c
and
n− bd/2c ≤ 2n− k ≤ n.
So, for n ≤ k ≤ n+ bd/2c we have that(
2n
n− d
)
≤
(
2n
k − d
)
≤
(
2n
n− bd/2c
)
and (
2n
n− bd/2c
)
≤
(
2n
2n− k
)
≤
(
2n
n
)
.
Thus, for n ≤ k ≤ n+ bd/2c(
2n
k
)
−
(
2n
k − d
)
=
(
2n
2n− k
)
−
(
2n
k − d
)
≥
(
2n
n− bd/2c
)
−
(
2n
n− bd/2c
)
= 0.
The result is proved.
Theorem 4.4.13. Let d be a natural number. There exists K such that for all n ≥ K we
have
Ind
(1 + z)n
1 + zd
>
n
2
+ d
Proof. First let us prove that there exists M such that for all n ≥M we have
Ind
(1 + z)2n
1 + zd
>
2n
2
+ d
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By equation (4.1), we need to show that there exists M such that for all n ≥M we have
γ(2n, k, d) > 0,
for all 0 ≤ k ≤ n+ d. By Lemma 4.4.12 we have that for any n
γ(2n, k, d) > 0, for all 0 ≤ k ≤ n+ bd/2c. (4.4)
It remains to show that there exists M such that for all n ≥M
γ(2n, n+ d− j, d) > 0
for all 0 ≤ j ≤ d− bd/2c − 1. For all 0 ≤ j ≤ d− bd/2c − 1, we have that
γ(2n, n+ d− j, d) =
(
2n
n+ d− j
)
−
(
2n
n− j
)
+
(
2n
n− j − d
)
−
(
2n
n− j − 2d
)
+ γ(2n, n− j − 3d, d).
By Lemma 4.4.11, we have that there exist M such that for all n ≥M(
2n
n+ d− j
)
−
(
2n
n− j
)
+
(
2n
n− j − d
)
−
(
2n
n− j − 2d
)
> 0
for all 0 ≤ j ≤ d− bd/2c − 1. Also, by (4.4) we have that
γ(2n, n− j − 3d, d) > 0, for all 0 ≤ j ≤ d− bd/2c − 1.
Therefore, for all n ≥M
γ(2n, k, d) > 0, for all n+ bd/2c+ 1 ≤ k ≤ n+ d. (4.5)
Thus from (4.4) and (4.5) we have that for all n ≥M
γ(2n, k, d) > 0,
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for all 0 ≤ k ≤ n+ d. In other words, for all n ≥M
Ind
(1 + z)2n
1 + zd
≥ 2n
2
+ d+ 1 >
2n
2
+ d. (4.6)
So, for all n ≥M
Ind
(1 + z)2n+1
1 + zd
≥ Ind (1 + z)
2n
1 + zd
≥ 2n
2
+ d+ 1 >
2n+ 1
2
+ d. (4.7)
From (4.6) and (4.7) we have that
Ind
(1 + z)n
1 + zd
>
n
2
+ d
for all n ≥ K, where K = 2M + 1.
Now, let us prove the main theorem of this section.
Theorem 4.4.14. Let d = (d1, . . . , dm), with dj ≥ 2 for some 1 ≤ j ≤ m. Then there exists
an N such that for all n ≥ N , there are no semi-regular sequences of type d in B(n).
Proof. By Theorem 4.4.13, for all 0 ≤ i ≤ m there exists an ni such that
Ind
(1 + z)ni
1 + zdi
>
ni
2
+ di.
Set
ri =
1
ni
(
Ind
(1 + z)ni
1 + zdi
− di
)
>
1
2
and let r = min ri. By Theorem 4.4.10 there exists c such that
τd(n) ≥ rn+ c, for all n.
Suppose that for some j we have that dj ≥ 2. Since r > 1/2, there exists N such that for
all n ≥ N
τd(n) >
n
2
+
dj
2
+ 1.
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Suppose λ1, . . . , λm is a semi-regular sequence of homogeneous polynomials of degrees d1, . . . , dm
in B(n), n ≥ N . Thus, by Theorem 3.2.6, Ind(λ1, . . . , λm) = τd(n) > (n + dj + 2)/2. Since
dj ≥ 2, Theorem 4.2.7 tells us that
Dff(λj) ≤ n+ dj + 2
2
.
This would imply that Dff(λj) < Ind(λ1, . . . , λm), but by Theorem 4.2.8 this is not possible
for a semi-regular sequence.
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CHAPTER5
Conclusions and Future Work
Since the introduction of the concept of a semi-regular sequence over F2, it has been
conjectured that such sequences are in some sense “generic”. However little concrete progress
has been made towards proving this conjecture. In fact even in one of the simplest and most
important cases, that of quadratic sequences of length n in n variables, the question of
the existence of semi-regular sequences for all n remains open. In this work I present more
reliable proofs for the Hilbert characterization of semi-regularity and give a new homological
characterization of semi-regularity over F2. Also, I proved some results on the existence and
non-existence of semi-regular sequences over F2. I looked at the most elementary case, that
of semi-regular elements (or sequences of length one). It was observed by T. J. Hodges
and J. Schlather homogeneous element of degree d can only be semi-regular if n ≤ 3d. I
established precisely when the symmetric element
σd,n =
∑
1≤i1<···<id≤n
xi1 · · ·xid
is semi-regular. In particular when d = 2t, σd,n is semi-regular for all d ≤ n ≤ 3d establishing
that the bound n ≤ 3d is sharp for infinitely many n. For the general case of existence of
semi-regular sequences the authors of [4] conjecture that the proportion pi(n,m, d1, . . . , dm)
of semi-regular sequences over F2 in the set E(n,m, d1, . . . , dm) of algebraic systems of m
equations of degrees d1, . . . , dm in n variables tends to 1 as n tends to ∞.
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I show that this conjecture is false. In fact, the opposite is true. I show that for a fixed
choice of (m, d1, . . . , dm), we have that
lim
n→∞
pi(n,m, d1, . . . , dm) = 0
This results presented in this work represent the first significant progress about the
existence of semi-regular sequences over F2 since this concept was introduced in [3, 5, 4, 6].
On the other side, little progress has been made proving the observed fact that “most”
sequences are semi-regular. What we would like to show is something like the following.
There exists an  such that if m(n) = bαnc+c, then the proportion of semi-regular sequences
of length m(n) in n variables tends to one as n tends to infinity whenever α > . This appears
to be a hard problem. Looking at Table 4.1 there do appear to be sporadic values of (n,m)
for which the proportion of semi-regular elements is low (such as (n,m) = (10, 12), (11, 15)
and (15, 14)). These low proportions correspond precisely to values of (n,m) for which the
coefficient of (1 + z)n/(1 + z2)m is zero at the index. If this phenomenon can occur for
arbitrarily large values of n and m, then it is possible that Conjecture 4 will be false.
Future Research
First, it remains a problem to even define semi-regular sequences on fields of characteristic
q > 2. A possible way to do this is modify the definition given in [3, 5, 4, 6] and try to
generalize the homological characterization for semi-regular sequences over the field F2 that
we give in Section 3.2.2. I would also like to solve the problem about the existence of semi-
regular quadratic sequences of length n in n variables, a problem that remains open and
that is of important interest in multivariate cryptosystems.
On the other hand, the degree of regularity of a semi-regular system is well known [6].
However, the degree of regularity of a system that is not semi-regular is hard to determine
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precisely. In Section 4.2.5 it is conjectured that for an arbitrary sequence λ1, . . . , λm the
degree of regularity is bounded below by IndTn,m(z). All known evidence points to this
result being true. I am interested to work in this problem because it is important to know
the degree of regularity of a system of polynomials since this is related to the complexity of
the Gro¨bner basis approach to solving these systems and it has been observed than many
sequences that arise in cryptography, such as those arising from the Hidden Field Equation
cryptosystems, are not semi-regular.
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