become more and more popular in solving the method of moments (MoM) [10] impedance matrix equations obtained from discretizing integral equations due to their efficient, adaptive, and kernel-independent properties. These algorithms can adaptively and efficiently compress the rank-deficient impedance submatrix related to two well-separated blocks into a product of matrices requiring much less memory. As a result, the computational time and storage cost of the MoM can be significantly decreased.
characteristics, and demonstrate the difference between those of the co-and cross-polarizations. We also propose the Cauchy distribution as the best-fit to model the Doppler frequency spectrum. An analysis of the shape-dependency of this model provides comparable results to those of the Doppler spread.
Future work includes an enhancement of the COST 2100 channel model [2] with Doppler characteristics for user motion, and an evaluation of the effect of antenna deembedding. REFERENCES [1] [10] impedance matrix equations obtained from discretizing integral equations due to their efficient, adaptive, and kernel-independent properties. These algorithms can adaptively and efficiently compress the rank-deficient impedance submatrix related to two well-separated blocks into a product of matrices requiring much less memory. As a result, the computational time and storage cost of the MoM can be significantly decreased.
The conventional ACA algorithm [1] , [2] can reduce the computational time and memory requirement of the MoM to O(N 4/3 logN ) [2] for analyzing moderate electrical size targets with iterative solvers, where N is the number of unknowns. However, for very large targets, the complexities of the conventional ACA become as high as
for CPU time and storage, respectively. Theasymptotic complexity of the conventional ACA. To mitigate this problem, the multilevel ACA (MLACA) [5] has been proposed, which is a multilevel version of the ACA-SVD with the aid of the butterfly algorithm [11] . As a result, it can achieve O(N 2 ) computational complexity and O(N log 2 N ) storage complexity for very large targets [5] . For compressing an off-diagonal submatrix of the MoM impedance matrix, in the single-level ACA-SVD algorithm, the ACA-SVD decomposition [3] , [4] of the impedance submatrix is directly performed. The decomposition error can be easily estimated, as the threshold of the used ACA-SVD. Different from the single-level ACA-SVD algorithm, the L-level MLACA [5] algorithm includes L + 1 steps, and each step involves 2 L ACA-SVD decompositions if a binary tree is used to partition the target under analysis. Since there are 2 L (L + 1) ACA-SVD decompositions in the L-level MLACA, a question is raised here: how large does the error of the MLACA become? In [5] , the authors intuitively reason that the maximum error of the L-level MLACA in the worst case does not exceed ε(L + 2), where ε is the error of the ACA-SVD used in the MLACA. However, a rigorous derivation of this conclusion is not provided in [5] . In this communication, an upper bound of the relative Frobenius norm [12] error of the MLACA is rigorously derived. The proof shows that the relative Frobenius norm error of the L-level MLACA is smaller than (1 + ε) L+1 − 1 when the relative Frobenius norm error of the ACA-SVD is smaller than ε. The error bound of the MLACA can be approximated as ε(L + 1), because ε is always 1 in practical applications. Consequently, the threshold of the ACA-SVD can be set to (1 + ε)
II. FORMULATIONS
First, the MLACA algorithm is briefly illustrated in Section II-A. Then, in Section II-B, two inequalities and one equality are proved, which are used in the derivation of the error bound of the MLACA. Finally, the bound of the relative Frobenius norm error of the MLACA is derived in detail in Section II-C.
A. Multilevel Adaptive Cross Approximation
To apply the MLACA algorithm [5] on the MoM impedance matrix, the geometry of the target under analysis needs to be split hierarchically into blocks at different levels. As in [5] , the binary tree is employed here. The impedance submatrices associated with wellseparated blocks at the peer level can be efficiently compressed by the MLACA.
We assume that the target is divided into l levels by the binary tree, where level l is the finest level, and consider the MoM impedance submatrix B (0) representing the interactions of the basis functions in two well-separated blocks at level l. The L-level MLACA can be used to compress B (0) . It contains L + 1 steps, where L = l − l. At the pth step (0 ≤ p ≤ L), the rows of B (p) are first joined according to the partitioning at level l − p, and then the columns of B (p) are split according to the partitioning at level l + p. This operation identifies a total of 2 L new submatricesB
by the ACA-SVD [3] , [4] , [9] , as shown in Fig. 1 . Then, B (p) can be approximated with
where A (p+1) is composed of the left singular vectors of theB completed, B (0) is compressed into a product of L + 2 sparse matrices as follows:
where
All the submatrices of A (p) are orthogonal matrices. Fig. 1 shows the pictorial representation of the compression process of B (0) by the three-level MLACA. Finally, (4) as shown in Fig. 2 . Assuming that the relative Frobenius norm error of the ACA-SVD used in the MLACA is not larger than ε, the purpose of this communication is to give an upper bound of the relative error (3) of the MLACA for compressing B (0)
where · F stands for the Frobenius norm [12] . The Frobenius norm of D ∈ C C m×n is defined as
where dij is the element in the ith row and jth column of D.
B. Lemmas
In this section, we prove three lemmas that we need for the MLACA error upper bound derived in the next section.
Lemma 1:
Proof: At the pth step of the MLACA [5] 
L is compressed by the truncated ACA-SVD [3] , [4] , [9] intô
is the truncated left singular matrix ofB
is the truncated right singular matrix ofB We recall that we assume the relative Frobenius norm error of (5) to be smaller than ε, thus
Then, we have
denote the ith submatrix of A (p+1) and B (p+1) , respectively
According to the definition of the Frobenius norm [12] , the square of the Frobenius norm of a matrix equals the sum of the squares of the Frobenius norm of its submatrices. Thus
Substituting (7) into (10) yields
Taking the square root of both sides of (11), we find
where it has been used thatB (p) = B (p) . Lemma 1 states that if the relative Frobenius norm error of the truncated ACA-SVD is smaller than ε, the relative Frobenius norm error of the pth step in the MLACA is also bounded by ε.
Lemma 2:
can be rewritten as 
Substituting (14) into (13), we obtain
Taking the square root of both sides of (15), we have 
if the matrix M has the same sparsity pattern as B (p) .
Lemma 3:
Proof:
can be rewritten as
Due to the triangle inequality of a matrix norm [12] , we have
With Lemmas 1 and 2, this leads to
Or equivalently
C. Error Bound of MLACA
In this section, the Frobenius norm error bound of the MLACA is derived in detail. First, the numerator of (3) is considered, which can be rewritten as
From Fig. 1 , it can be clearly seen that the sparsity pattern of A (p+1) B (p+1) is equal to that of B (p) . It is because they are essentially the same matrices. The only difference is that the blocks of B (p) are vertically split and then compressed by the ACA-SVD to obtain A (p+1) B (p+1) . Furthermore, from Fig. 1 
also has the same sparsity pattern as B (n) . Due to Corollary 1, we find
Substituting (25) into (23) and using Lemma 1, we obtain
Then, substituting (26) into (3), the relative Frobenius norm error of the MLACA satisfies
If
F can be rewritten as
According to Lemma 3, this yields
Finally, substituting (29) into (27), we obtain
Equation (30) states that for the L-level MLACA, which includes L + 1 steps and compresses B (0) into a product of L + 2 sparse matrices, the relative Frobenius norm error is not larger than (1 + ε) L+1 − 1, where ε is the relative Frobenius norm error of the ACA-SVD used in the MLACA. In consequence, if we set the threshold of the ACA-SVD to (1 + ε) 1 L+1 − 1, it is guaranteed that the error of the L-level MLACA is smaller than ε for any L. In practical applications, ε is always 1. Thus, we can approximate (1 + ε) L+1 − 1 with ε(L + 1) as the error bound of the MLACA.
III. CONCLUSION
In this communication, an error upper bound of the MLACA for compressing a MoM impedance submatrix associated with two wellseparated blocks has been rigorously derived. If the relative Frobenius norm error of the ACA-SVD used in the MLACA is not larger than ε, the proof shows that the relative Frobenius norm error of the L-level MLACA does not exceed (1 + ε) L+1 − 1. The error bound can be approximated as ε(L + 1), because ε 1 for practical applications. Thanks to this error upper bound, the error of the MLACA can be easily controlled.
Broadband Reflectarray Antenna Using Subwavelength Elements Based on Double Square Meander-Line Rings
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I. INTRODUCTION
A reflectarray antenna consists of an array of phase shifting elements on a flat surface that provide an appropriate phase response to form a focused beam or a contoured beam when illuminated by a feed [1] [2] [3] [4] [5] . Due to their advantages of low profile, light weight, and ease of transportation, reflectarray antennas have become attractive for satellite communication systems. Compared to their parabolic reflector counterparts, however, reflectarrays tend to have narrower bandwidth that limits their practical applications. This is partly due to the inherent narrow band property of most phase shifting elements. In order to overcome this drawback, several techniques have been proposed such as using stacked phase shifting elements [6] or patches aperture coupled to true-time delay lines [7] . In order to reduce the manufacturing cost and mitigate the alignment errors that occur in multilayer reflectarrays, single-layer broadband reflectarrays have been proposed, which employ multiresonant elements, such as double circular/square rings [8] , [9] or circular rings with open-circuited stubs [10] . Recently, in contrast to the aforementioned reflectarray elements with a cell size of half a wavelength, subwavelength coupled-resonant elements were introduced [11]- [15] , where the resonance is a result of the coupling between the elements instead of the self resonance of the elements. The reflectarray made from subwavelength elements can achieve a higher gain compared to its counterparts with halfwavelength elements [12] . However, there are some limitations for the currently reported subwavelength elements. First, the achievable phase range is usually much smaller than 360
• partly due to the etching tolerance on the small gaps between the elements and it decreases significantly with the cell size. Take, e.g., a normal chemical etching process with a tolerance of 0.1-0.2 mm, a single-layer rectangular patch element with an element size of λ/3 has a phase range around 300
• [12] , [13] . As a result, there is always an unattainable phase range that will result in phase errors and reduce the antenna gain. Such drawbacks are more severe for subwavelength elements with a size smaller than λ/3. Second, when calculating the phase response of a reflectarray cell element, the mutual coupling effects are generally taken into account by assuming all its surrounding elements are the same in an infinite periodic environment. However, for subwavelength variable-sized elements, such an approach may lead to inaccuracies.
In this communication, a single-layer phase shifting element with a cell size of λ/5 at 10 GHz based on double square meander-line microstrip rings is proposed. By varying the length of the meander line, a phase variation range of around 420
• can be obtained. In addition, as the size variation range of the proposed element is much smaller than other reported subwavelength elements, the mutual coupling effects can be analyzed more accurately. A 48 × 48-element reflectarray operating at 10 GHz is designed to validate the performance of the proposed element. The 1.5-dB gain bandwidth is found to be 18% and the 3-dB bandwidth is greater than 32%. The proposed wideband reflectarray is suitable for satellite communications, such as DBS systems, with appropriate scaling of the operating frequency.
Compared to our previous design on a phase shifting element using similar double square meander-line rings, which could only realize a 340
• phase range, this communication extends the work reported in [16] significantly and the main contribution is as follows. First, a new single-layer subwavelength cell element is proposed that can satisfy the 360
• phase range requirement and has wideband performance. Second, the operating mechanism of the phase shifting element and the design method are described. Third, the simulated and measured results for a complete reflectarray antenna are shown, which validates the feasibility of the proposed cell element.
This communication is organized as follows. In Section II, the configuration of the proposed phase shifting element is described and the simulated phase responses are provided. Its operating mechanism is investigated in Section III by using parametric studies. Then, the design of the reflectarray is presented in Section IV. Finally, the conclusion is given in Section V. Fig. 1 shows the configuration of the reflectarray element. It is composed of two concentric square meander-line microstrip rings and is designed on a 3.175-mm-thick RO5880 substrate (dielectric constant
II. PHASE SHIFTING ELEMENT

