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The increasing penetration of wind energy has prompted a reform of the prototypical operational 
practices of conventional power systems, especially systems dominated by thermal generation sources. 
The variable nature of wind energy generation requires that further investments be made into more 
flexible plant with faster start-up capabilities to safeguard against potential shortfalls in generation. 
These rapid response services are dispatched by the System Operator in reaction to large power ramps 
to ensure that energy balance is maintained. Rapid response services, however, typically assumes the 
form of storage or gas turbines, which are procured at a high cost. 
In the context of wind power ramping phenomena, High Wind Speed Shutdown (HWSS), potentially, 
represents the most severe risk to power system stability. It is clear from the available literature, that 
HWSS has not been extensively investigated to date. Although the need for forecasting and 
quantification of the impacts of HWSS feature strongly in the available literature, no models have thus 
far been formulated to describe this phenomenon, and no event-based forecasting models have been 
proposed in response to this research question.  
This dissertation targets two major aspects of HWSS, namely the modelling, quantification, and 
comparison of the relative risk of HWSS events, and the short-term operational forecasting of HWSS 
events. It is evident from the literature that the development of a dedicated HWSS forecasting model 
will assist in the management and mitigation of the short-term risk associated with HWSS events. The 
development of site-specific models with which to quantify and compare temporal risk will, 
furthermore, aid in the siting of wind farms in regions with a low susceptibility for HWSS events. 
Two novel event-based forecasting techniques are proposed for the short-term forecasting of HWSS 
events, namely an Artificial Neural Network (ANN) model approach, and a hybrid model using an 
original statistical downscaling methodology. Both of the proposed model topologies utilise an 
ensemble wind speed forecast derived using the Weather Research and Forecasting (WRF) model, as 
well as additional environmental variables such as wind direction and temperature. The results prove 
that both models demonstrate good accuracy for the forecasting of localised high wind speed events 
which occur at the micro-scale level, which is in line with HWSS events.  
A technique is proposed for site characterisation and comparison of HWSS events for wind farm site 
planning. The proposed technique utilises a probabilistic spatial wind speed distribution to determine 
turbine-level wind speeds. A rule-based methodology is applied to extract HWSS events from micro-
scale wind speeds. The resulting binary event series is analysed using survival theory to create a time-






Die toenemende indringing penetrasie van windenergie het daartoe gelei dattot verandering in die 
gewone operasionele praktyke van konvensionele kragstelsels, veral stelsels wat deur termiese 
kragstasies oorheers word, hervorm word. Die veranderlike eienskappe aard van windenergie 
kragopwekking vereis dat verdere beleggings in meer buigsame aanlegte met vinniger aanlegvermoë 
aktiveringsvermoë gedoen gemaak moet word om teen moontlike tekorte aan kragin opwekking te 
beskerm. Hierdie stelsel vir vinnige reaksiedienste word deur die stelseloperateur ingeskakel na 
aanleiding van groot krag verhoogings toenamesveranderings om te verseker te maak dat die 
energiebalans gehandhaaf word. Vinnig reaksiedienste aanvaar neem tipies die vorm van berging of 
gasturbines, wat teen 'n hoë koste verkry word. 
In die konteks van die oprit van windkrag veranderingsverskynsels, is die hoë windsnelheidsuitsetting 
windsnelheidsafskakeling (HWSS) moontlik die ernstigste grootste risiko wat die stabiliteit van die 
kragstelsel kan beinvloed. Dit is duidelik vanuit die beskikbare literatuur dat HWSS tot op hede nog nie 
breedvoerig ondersoek is nie.Uit die beskikbare literatuur verskyn dit dat HWSS tot op hierdie punt nog 
nie volledig ondersoek is nie. Alhoewel die behoefte aan voorspelling en kwantifisering van die impak 
van HWSS sterk in die beskikbare literatuur voorkom, daar is daar tot dusver geen modelle geformuleer 
om hierdie verskynsel te beskryf nie, en daar is geen gebeurtenisgebaseerde -voorspellingsmodelle in 
antwoord op hierdie navorsingsvraag voorgestel nieontwikkeld. 
Hierdie proefskrif fokus op twee belangrike hoof aspekte van HWSS, naamlik die modellering, 
kwantifisering en vergelyking van die relatiewe risiko van HWSS-gebeure, en die korttermyn 
operasionele voorspelling van HWSS-gebeure. Uit die literatuur is dit duidelik dat die ontwikkeling van 
'n pasgemaakte HWSS-voorspellingsmodel sal bydra bystand verleen totmet die bestuur en verligting 
vermidering van die korttermynrisiko wat met HWSS-gebeure verband hou. Die ontwikkeling van 
liggingspesifieke modelle waarmee tydelike tydgebonde  risiko gekwantifiseer en vergelyk kan word, 
sal verder help met die plasing van windplase in gebiede met 'n lae waarskynlikheid vir HWSS-gebeure. 
Twee nuwe gebeurtenisgebaseerde gebeurtenisgebaseerde-voorspellingstegnieke word voorgestel vir 
die korttermynvoorspelling van HWSS-gebeure, naamlik 'n Kunsmatige Neurale Netwerk (ANN) -
benadering, en 'n bastermodel hibriedmodel met behulp van 'n oorspronklike statistiese 
afskaleringafmetingsmetodologie. Beide van die voorgestelde modeltopologieë gebruik ‘n 
verskeidenheid windspoedvoorspellings wat afgelei is met behulp van die Weather Research and 
Forecasting (WRF) model, sowel as addisionele omgewingsveranderlikes soos windrigting en 
temperatuur. Die resultate bewys dat beide modelle 'n goeie akkuraatheid toon vir die voorspelling van 




HWSS-gebeuregelokaliseerde gebeure met 'n hoë windsnelheid wat op mikroskaalvlak plaasvind.   
'n Tegniek word voorgestel vir die area karakterisering en vergelyking van HWSS-gebeure vir die 
plasingsbeplanning van windplase. Die voorgestelde tegniek maak gebruik van 'n probabilistiese  
waarskynlike ruimtelike windsnelheidsverspreiding om windsnelhede op turbine-vlak te bepaal. 'n 
Reëlgebaseerde metodologie word toegepas om HWSS-gebeure uit mikroskaal-windsnelhede te 
onttrek. Die resulterende reeks van binêre opsies word met behulp van oorlewingsteorie geanaliseer om 
'n tyd-tot-gebeurtenis-model te skep vir daaropvolgende ontleding en relatiewe probabilistiese  
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 Overview  
It is generally acknowledged that the incorporation of renewable energy sources such as wind energy 
introduces a degree of variability and uncertainty into the power generation mix, the severity of which 
depends on the penetration level of the renewable component. The variability of renewable generation 
also induces variability in the residual load profile, i.e. the cumulative load profile less the renewable 
generation component. This has operational implications for the conventional dispatchable generation 
fleet which must serve the residual load, particularly in the South African context where interties cannot 
be relied upon. 
The variable residual load profile associated with renewable energy gives rise to more frequent cycling 
and ramping of the conventional generation plants, increased use of expensive peaking plants, and an 
elevated risk of load shedding. Conventional stations, consequently, incur increased maintenance costs 
due to the shorter maintenance intervals associated with increased wear and tear [1]. The negative 
impacts of the variable residual load profile intensifies with increased penetration of renewables, and 
are further compounded by increased geographical concentration of renewable plants such as wind and 
solar PhotoVoltaic (PV) farms. Greater flexibility of the dispatchable fleet is required to service the 
more frequent and stringent ramp-rate requirements [2]. The increased stochasticity associated with 
high wind penetration levels, furthermore, increases the risk to power system security [3], [4]. In the 
context of wind energy, the most severe changes in generation typically occurs as a result of rapid 
changes in wind speed, i.e. wind speed ramps, and High Wind Speed Shutdown (HWSS) protection 
activation. Under normal operating conditions, the ramping phenomenon predominantly affects 
dynamic or small-signal stability [5]. HWSS is commonly associated with severe weather fronts and 
potentially represents the most hazardous scenario [6] - [8]. Case studies suggest that generation can 
change from maximum to zero active power output in a matter of minutes. Cutululis et al., [9] for 
instance, reports that 1500 MW is at risk within 30 minutes in the Danish power system. 
The negative impacts associated with the increased variability can be mitigated by effective short-term 
forecasting [10], [11]. It is postulated, furthermore, that wind farms may be sited such that the impacts 
of ramping on the grid are reduce to optimal levels.  
Despite the relatively short history of wind forecasting, there exists a plethora of forecasting techniques 
which can be employed [12]. Research in wind farm forecasting applications has experienced 
exponential growth in recent years, driven by the commercial and environmental interests that propel 




generally formulated to minimise errors over long periods, typically for the duration of a month or 
longer, with the aim of fine-tuning the model for an accurate holistic forecast. This is partially driven 
by the need to determine the aggregated yield in the short-term horizon for optimal scheduling and 
dispatch, energy trading, etc. Event-specific forecasting has, however, recently gained traction with the 
increasing penetration of renewables [13]. Probabilistic event-based forecasting offers clear benefits as 
a supplementary aid to the deterministic forecast of aggregated yield. A dedicated probabilistic ramp-
event forecasting tool, for instance, has the potential to assist the System Operator in timeous 
implementation of optimal pre-emptive actions, such as efficient dispatch and scheduling, and optimal 
allocation of ancillary services [14]. 
The research described in this dissertation focuses specifically on the modelling, analysis, and 
forecasting of site-specific HWSS events.  
 High Wind Speed Shutdown 
1.2.1 Overview 
HWSS events occur when the wind speeds experienced by individual turbines exceed protection 
thresholds. Figure 1 illustrates the operational principles associated with HWSS protection logic for a 
typical turbine power curve. For the given power curve, HWSS will occur under the following 
conditions [7]: 
• The mean wind speed over a 10 minute sampling interval exceeds 25 ms-1. 
• The mean wind speed over a 30 second sampling interval exceeds 28 ms-1. 
• The instantaneous wind speed exceeds 32 ms-1. 
Following cut-out, the turbine will remain out of service until the mean wind speed over a 10 minute 
sampling interval drops below 20 ms-1.  
 
Figure 1. Power curve showing typical high wind speed shutdown protection logic [7]. 
The HWSS phenomenon has not been studied extensively in literature, but has attracted some recent 




1.2.2 Grid Impacts of HWSS Events Reported in Literature 
Detlefsen et al. [8] investigated alternative methods to manage wind farms under storm conditions using 
the offshore Horns Rev 2 wind farm as a case study. The authors observed that offshore wind farms can 
shut down completely within 3 minutes due to the operation of HWSS protection. A storm management 
demonstration was undertaken using two approaches, namely a controlled system action for which there 
are several options, and the implementation of a Siemens High Wind Ride-Through (HWRT) controller. 
Multiple options are identified to mitigate severe imbalances if a storm that may impact the network is 
predicted. The authors suggest pre-emptive curtailment by either the wind farm owner, or the System 
Operator. This method requires accurate forecasting and efficient operational procedures to ensure 
minimal loss of power, safety of the network, equitable application amongst participants, and adherence 
to the grid code. The study showed that the HWRT controller allows turbines to stay connected to the 
grid for longer, which in turn results in a more gradual reduction in the wind farm power output. A 
disadvantage of this controller, however, is that a higher burden is placed on the turbine drive train, 
which reduces the life of the turbine.  
Coughlan et al. [6] studied the effects of HWSS on the Irish national grid. The operating procedure 
implemented by the Irish National Control Center (NCC) is to treat a wind forecast in excess of 25 ms-
1
 as a potential HWSS situation. In these instances, the NCC assumes that 50% of the generation could 
be lost in the affected areas at any time. Data from 23 wind farms was analysed over the period of one 
year. The study showed that turbine availability due to HWSS, where an HWSS event is defined as 
more than 5 % of wind turbines in cut-out mode, varies substantially across sites. 
Figure 2 shows a comparison of loss of generation due to HWSS events between wind farms connected 
to the Irish national grid for 2010. The results demonstrate that wind farm siting is of paramount 
importance, as the site impacted most severely experiences a loss of more than tenfold the cumulative 
megawatt hours compared to the site which was impacted the least severely. Table 1 shows an excerpt 
of the results presented for the empirically derived average percentage of turbines lost at a wind farm 
due to HWSS versus wind speed at various wind farms connected to the Irish national grid. The x 
indicates that the corresponding wind speed did not occur at the wind farm during the study period. The 
results show that wind farms experience HWSS events at different wind speeds. It is concluded that this 
is due to the different turbine models, as well as the layout of the wind farm.  
The study, furthermore, reports the empirical time-delayed HWSS correlation between wind farm sites. 
Table 2 shows a subset of the data presented by Coughlin et al. [6]. The results represent the probability 
of shutdown at wind farms in one county following shutdown at pre-cursor wind farms within another 
county in intervals of 1 hrs, 2 hrs, 3 hrs, and 4 hrs. This type of analysis can assist an NCC in assessing 
risk and reserve requirements during the passage of a storm. The results demonstrate that site 




direction. This study concluded that a more in depth analysis of HWSS events is required, particularly 
in view of the increasing penetration of wind energy. 
 
Figure 2. Megawatt hours lost due to HWSS events for wind farms connected to the Irish national grid in 
2010 [6]. 
Table 1. Excerpt of the results presented for the empirically derived average percentage of turbines lost at 









18 19 20 21 22 23 24 25 26 27 28 29 30 31 
20 86 0 % 4 % 10 % 30 % 47 % 50 % 50 % 50 % 50 % 75 % 80 % 100 % 100 % 100 % 
13 60.3 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % 
9 60 0 % 0 % 0 % 0 % 0 % 0 % x x x x x X x x 
6 57 0 % 0 % 15 % 15 % 15 % 15 % 20 % 60 % 70 % 70 % 70 % 70 % 85 % 85 % 
18 56 0 % 0 % 0 % 6 % 6 % 39 % 39 % x x x x X x x 
5 48 0 % 0 % 0 % 0 % 0 % 5 % 18 % x x x x X x x 
10 45 0 % 0 % 0 % 27 % 27 % 47 % 86 % 93 % 93 % 93 % 93 % 93 % 93 % 93 % 
3 42 0 % 0 % 0 % 0 % 0 % 0 % 0 % 0 % x x x X x x 
 
Table 2. Empirically derived probability of the occurrence of time-delayed HWSS occurrence at wind 
farms in various counties in the Irish national grid [6]. 




Cavan Clare Cork Donegal Kerry Limerick Tipperary Leitrim 
1 
Cavan 2 1       100 %  
Cork 3 12     25 %    
Donegal 4 8  13 %      13 % 
Kerry 7 16   6 %      
Limerick 2 3  33 %  33 %    33 % 
Tipperary 1 2    50 %     





In September 2012, the grid code review panel of National Grid formed an HWSS workgroup to 
ascertain whether HWSS warranted any modifications to the UK grid code [15]. The investigation 
focused on the following concerns: 
• The sudden disconnection of bulk wind generation over a short time period due to HWSS. 
• The sudden reconnection of disconnected wind farms and, consequently, the resulting challenge in 
controlling the system frequency. 
• The possibility of forecasting the probability and effect of HWSS events. 
• The need to specify connection and disconnection rates for wind farms. 
The workgroup report noted the following current and potential HWSS mitigation measures [15]: 
• Implementation of a HWRT controller. 
• Pre-emptive shutdown procedures. 
• Bilateral agreements with wind farms. 
• An internal HWSS forecast. 
This report, furthermore, concluded that: 
• HWSS does not currently warrant any changes to the grid code as events occur too infrequently and 
do not significantly impact the system. Wind farms shut down slowly as a weather front moves 
over. 
• With the current penetration, the System Operator can respond to HWSS adequately. It is noted, 
however, that this must be reviewed in the near future as wind penetration increases. 
• The increasing share of renewables is displacing synchronous generation, which equates to lower 
system inertia, and makes it more challenging for the System Operator to maintain a frequency 
balance. 
• An improved HWSS forecasting model is required, as forecasting errors in excess of 1 GW can 
occur. This can also assist in reducing balancing costs. 
• As the analysis was retrospective, the issue must be reviewed within two years. 
• A measure of the probabilistic megawatts at risk, or unexpected reconnection, could be useful to the 
System Operator. 
• HWSS experiences vary from country to country. 
The workgroup concluded that there is currently adequate operational reserves in the UK to manage the 
generation losses due to HWSS events. It is also stated, however, that this may not be the case in the 
near future, as the share of renewable generation increases. Forecasting is identified as an area which 
requires advanced research. 




This study analyses measured data from two wind farms located approximately 180 km apart. The 
investigation concludes that HWSS does not always result in the shutdown of the entire wind farm. It 
is demonstrated that complete shutdown occurs approximately 5 to 10 % of the time that incidents occur 
at the sites in question. It is concluded that the ramp rates resulting from the loss of generation due to 
HWSS events poses a threat to power system security, and that this is also true for partial loss of the 
wind farm due to HWSS events. Over the 3 years and 5 months for which the study was conducted, 6 
minutes was the fastest disconnection time for an entire wind farm due to HWSS.  
 Project Motivation 
The key points highlighted by the above review of the literature pertaining to HWSS events can be 
summarised as follows: 
• Site selection is of importance when considering HWSS. Some sites are prone to a high number of 
events, whereas others are not. 
• The onset of HWSS events varies between sites due to terrain complexities, turbine placement, 
surface roughness, etc. Site-specific models are therefore required to model HWSS events. 
• Some sites exhibit coincidence of HWSS with the progression of weather fronts over the sites.  
• While HWSS scenarios are currently manageable, high penetration cases will be problematic. 
Research is required for future scenarios with higher penetrations with regards to system inertia and 
sudden loss of generation. The studies done thus far have been deterministic in nature.  
• Further research is required to forecast HWSS more accurately. This will assist in reducing 
balancing costs in inter-connected networks, as well as to alleviate risk for interconnected and 
isolated networks. 
• HWSS experiences vary across countries. 
• Historical case study data shows a substantial number of events that resulted in the complete 
shutdown of the wind farm. Complete shutdown of the wind farm can occur within 6 minutes which 
if not correctly forecast will result in a large and unexpected imbalance.  
• The mitigation methods proposed for HWSS events include the implementation of an HWRT 
controller and pre-emptive curtailment. Both have negative effects. The HWRT controller increases 
wear and tear, which reduces the life span of the turbine. Pre-emptive curtailment requires accurate 
forecasting models. 
• A case study for the Danish system, which has a high penetration of wind energy, suggests that 1.5 
GW is currently at risk of being lost within 30 minutes due to HWSS. This emphasizes the 
importance of forecasting of HWSS events.  
It is clear from the available literature that HWSS has not been extensively investigated to date. 
Although forecasting and quantification of the impacts of HWSS feature strongly in the available 




forecasting models have been developed. The need for further work in this field is generally 
acknowledged. 
The research presented in this dissertation targets two major aspects of HWSS, namely the modelling, 
quantification, and comparison of the relative risk of HWSS events, and the short-term operational 
forecasting of HWSS events. It is evident from literature that the development of a dedicated HWSS 
forecasting model will assist in the management and mitigation of the short-term risk associated with 
HWSS events. The development of site-specific models with which to quantify and compare temporal 
risk will, furthermore, aid in the siting of wind farms in regions with a low susceptibility for HWSS 
events. 
 Research Objectives and Novel Contributions 
1.4.1 Research Aims and Objectives 
Two major aims are targeted to address the research questions highlighted in the literature review. These 
objectives are the modelling, quantification, and comparison of the relative risk of HWSS events, as 
well as the development of a short-term forecasting model for HWSS events. These aims give rise to 
the following specific objectives: 
• Development of a suitable site-specific meso-scale wind speed forecasting model. 
• Identification and/or development of a model for the downscaling of wind speed forecasts to micro-
scale level. 
• Development of an HWSS event model. 
• The combination of models into a computationally-expedient processing chain for the short-term 
forecasting of HWSS events. 
• Development of a technique for the quantification and comparison of the relative temporal risk 
between wind farm sites.  
1.4.2 Novel Contributions 
1.4.2.1 Overview 
Research into the formulated objectives include some novel contributions, as described in the 
subsections that follow. 
1.4.2.2 Development of a Multi-Model Ensemble Synthesis Methodology Using the Mean-
Variance Portfolio Theory 
It is proposed to apply Mean-Variance Portfolio Theory (MVPT) to the multi-model, multi-scheme, 




of site-specific wind speeds. This technique is shown to be computationally expedient, and yields 
improved results over averaging of the ensemble member forecasts. 
1.4.3 Development of a Novel Statistical Downscaling Model 
A computationally efficient, statistical downscaling model is proposed to predict wind turbine wind 
speeds using historical data and a meso-scale forecast using a Monte Carlo approach. This work 
incorporates various original contributions: 
• Temporal and spatial partitioning of the dataset is undertaken to reduce biases and the effects of 
turbine wakes, surface roughness effects, atmospheric uncertainties etc.  
• Features of the statistical spatial wind speed distributions are optimised for the tempro-spatial 
partitions for improved site characterisation.  
• Random sampling, with an optimised seed, is employed to extract multiple archetypal wind speed 
profiles from the spatial wind speed distributions. Once the model is optimised, the sampled wind 
speeds are representative of the turbine wind speeds at the wind farm.  
• A turbine ranking method is introduced for the bijective mapping of the sampled wind speeds to 
turbines. 
1.4.4 Short-Term Forecasting of HWSS Events 
Two novel approaches are demonstrated for the short-term forecasting of the number of turbines in 
HWSS mode at a utility-scale wind farm.  
A hybrid NWP-Artificial Neural Network (ANN) model is implemented, which translates a meso-scale 
forecast to a number of turbines in HWSS mode. This method is shown to provide an accurate forecast 
for mid to large events at the expense of a large number of false alarms. 
The proposed wind speed downscaling model is utilised in an alternative forecasting model topology. 
An ensemble of meso-scale wind speed forecasts is optimised for high wind speeds using an 
intermediary ANN model with custom loss functions. The synthesised meso-scale forecast is 
downscaled to micro-scale wind speeds at each turbine using a pre-trained statistical model. Event 
forecasts are subsequently derived using a proposed HWSS event model for comparison with measured 
events. The results show that this model yields improved forecasting results for high wind speeds, with 
fewer false alarms than the ANN model formulation. 
1.4.5 Development of a Risk Quantification Model for HWSS Events for Site Characterisation 
and Comparison 
Limited research has been reported to quantify the site-specific frequency, severity and relative risk of 




HWSS events. This has potential applications for site planning, as well as for the characterisation and 
comparison of risk for operational wind farms. The proposed technique utilises a probabilistic site-
specific spatial wind speed distribution to determine turbine-level wind speeds. A rule-based 
methodology is applied to extract HWSS events from micro-scale wind speeds. The resulting binary 
event series is analysed using survival theory to create a time-to-event model for subsequent analysis 
and relative probabilistic comparison of risk between sites. 
 Layout of Dissertation Document 
The remainder of this dissertation is structured as follows. 
Chapter 2 describes the implementation and performance evaluation of a NWP-based ensemble 
forecasting model. This work forms the foundation of the event-based forecasting model.  
Chapter 3 focusses on the development of a novel, site-specific, statistical wind speed downscaling 
technique. The model methodology and implementation are described, and a performance evaluation is 
performed.  
Chapter 4 proposes two short-term wind speed event forecasting models, namely a hybrid NWP-ANN 
model, and the application of the novel statistical downscaling model described in Chapter 3.  
Chapter 5 details the modelling, risk quantification, and characterisation of HWSS events at a wind 
farm site using survival analysis. This method is further extrapolated for a relative measure of risk 
between sites. 







Short-Term Wind Speed Forecasting using a Numerical Weather 
Prediction Model Ensemble 
 Overview 
The main research objective addressed in this dissertation, i.e. the development of a modelling and 
short-term forecasting methodology for High Wind Speed Shutdown (HWSS) events, requires 
implementation of an effective, site-specific wind speed forecasting model. This chapter focusses on 
the development and implementation of a model for short-term forecasting of the wind speed at a given 
site, using an ensemble of meso-scale forecasts obtained using multiple Numerical Weather Prediction 
(NWP) models as a departure point. Two methodologies for translating the meso-scale forecasts to a 
single site-specific forecast are investigated, namely an Artificial Neural Network (ANN), and a novel 
approach using the Mean-Variance Portfolio Theorem (MVPT). 
 Forecasting Horizon and Scales of Motion 
The forecasting time-scales reported in literature for the various classes of forecasts are indistinct. 
Soman et al. [16], for example, define very short-term, short-term and medium-term forecasting 
horizons as 0 to 30 minutes, 30 minutes to 6 hours, and 6 hours to 1 day ahead respectively, whereas 
Foley et al. [17] specify seconds to minutes, minutes to 2 days and 2 to 7 days for the same categories 
respectively. The practical application of the work presented in this study is aimed at informing 
scheduling and dispatch. A forecasting horizon of 24 hours is therefore adopted, which falls within the 
short-term time category. 
The temporal resolutions required for power system studies such as scheduling, dispatch, unit 
commitment, generator cycling, and ramping studies necessitate that sub-hourly data be utilised [18]. 
The variability of renewable power generation profiles, similarly, requires data on a sub-hourly scale 
for accurate modelling [19]. The most common temporal resolution used for studies linked to wind 
energy system effects is the 10 minute sampling interval. As the focus of this work is on the forecasting 
of events to assist the System Operator with scheduling and dispatch, short-term dynamic fluctuations 
such as those introduced by gusts, etc., are not considered. 
Meteorological studies analyse weather phenomena for defined scales of motion. These scales are 
typically denoted as macro-scale (global and synoptic scales), meso-scale, and micro-scale. Table 3 
summarises the definitions of scales of motion on a temporal/spatial scale as proposed by Orlanski [20]. 
The definitions suggest that the temporal scale for the targeted forecasting application requires 
consideration of both meso and micro-scale. The macro-scale model, which typically implements global 




conditions to the meso-scale NWP model. Meso-scale phenomena typically include the formation of 
localised thunderstorms, low-level jets, squall lines, Meso-scale Convective Complexes (MCCs) etc. 
Table 3. Scales of Motion Defined by Orlanski [20]. 
 
 Modelling Approaches 
2.3.1 Overview 
The forecasting models typically employed in wind energy applications may be classified into three 
broad categories, namely physical, statistical, and hybrid models [21]. The micro-scale wind speed 
forecasting approach adopted in this investigation represents a hybrid model in the sense that it 
combines elements of the physical and statistical modelling approaches.  
2.3.2 Physical Models 
Physical methods comprise techniques that utilise detailed physical descriptions of the site 
characteristics and meteorological information to predict the future atmospheric state [22]. This is 
accomplished using NWP models that solve the governing equations of atmospheric flow, including 
the conservation of mass, momentum, energy, and the ideal gas law. Given input and boundary 
conditions, these equations allow for the resolution of the atmospheric state in a defined study space. It 
is therefore possible, given the initial state of the atmosphere near a wind farm, to derive the wind 
speeds in and around the wind farm at multiple heights by solving for the atmospheric flow. Physical 
models generally offer superior performance beyond 3 to 6 hour forecasting horizons [23]. 
Consequently, the majority of short-term forecasting systems employed by utilities incorporate NWP 
models, coupled with post-processing corrections [24].  
The most popular NWP model, the Weather Research and Forecasting (WRF) model, is a non-
hydrostatic meso-scale model which was developed for atmospheric research as well as for forecasting 
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applications [25]. The WRF model downscales global forecasts, such as the GFS, or the European 
Centre for Medium-Range Weather Forecasts (ECMWF), temporally and spatially. This is 
accomplished through the numerical approximation of the non-linear partial differential equations 
representing atmospheric flow, and parameterisations for sub-grid scale processes which are spatially 
and temporally too confined, or too complex, to represent in the NWP model [26].   
The accuracy of deterministic NWP forecasts is dependent on the local climatology and terrain 
complexity. Improvement of the forecasting accuracy in complex terrain is achievable by downscaling 
the meso-scale outputs. Bilal et al. [27], for example, demonstrated improved wind speed and wind 
direction predictions by coupling a NWP model with WindSim, a Computational Fluid Dynamics 
(CFD) solver. 
Forecasting requires a probabilistic rather than a deterministic approach for the quantification of 
uncertainty. One of the most recognized approaches in probabilistic forecasting is ensemble forecasting. 
It is well documented that the combination of multiple models results in an improvement in any singular 
forecast [28]. Ensembles are typically generated by perturbing initial and/or boundary conditions, or 
through multi-model simulations to encapsulate various potential outcomes. Recent advancements in 
high-performance computing, coupled with more efficient NWP models, has rendered ensemble 
simulations an attractive option for forecasting applications.  
2.3.3 Statistical Models 
Statistical methods employ historical information to predict future values by training models to 
recognise patterns and functional dependencies. Further sub-classification may be made to differentiate 
between time series regression approaches and Artificial Intelligence (AI) techniques [16]. Popular time 
series regression techniques include the Auto Regressive (AR), Moving Average (MA), Auto-
Regressive Moving Average (ARMA), and Auto Regressive Integrated Moving Average (ARIMA) 
[17]. Other techniques include linear predictors, exponential smoothing, and gray predictors [16]. The 
most common AI techniques include ANNs, fuzzy logic systems, and Support Vector Machines (SVM) 
[17]. These techniques are adept at establishing the complex, non-linear relationships between 
explanatory variables and the predictand. 
2.3.4 Hybrid Models 
Hybrid models exploit the strengths of multiple approaches to obtain a reduced forecasting error. This 
may be accomplished using various combinations of physical and/or statistical models [29].  
 Numerical Weather Prediction Model 
Due to advancements in computing power, increased observational data, and improvements in the 




physics parameterisations of the governing model equations, however, create inherent uncertainty in 
the forecasts. A perfect representation of the initial state of the atmosphere cannot be accurately known 
and encapsulated in the model. To address these shortcomings, ensemble forecasting is utilised to create 
a probabilistic spread of possible atmospheric states [30]. The ensemble forecasts are then used as an 
indication of forecasting confidence, and to improve the deterministic forecasting accuracy.   
 Weather Research and Forecasting Model 
2.5.1 Overview 
WRF is a community-supported NWP model developed for atmospheric research, as well as for 
forecasting applications. This advanced meso-scale model serves a wide array of meteorological 
applications over a broad spatial range from tens of meters to thousands of kilometres [31]. Figure 3 
shows a simplified flow chart describing the system architecture. Two input datasets are required to 
initialise the WRF Pre-processing System (WPS), namely a static geographical dataset and a 
meteorological forecast. The pre-processor defines a 3-dimensional, gridded representation of the 
simulation domain, and interpolates the input datasets onto the horizontally spaced grid points defined 
in the simulation setup. Until recently, WRF only supported isotropic spherical projections. 
Accordingly, the majority of the grid projections require constant grid lengths, and that the longitudinal 
to latitudinal grid length ratio, Δx ⁄ Δy, be constant over the entire domain. The resulting conflicting 
projections require a rotation of the horizontal, earth-relative wind components in the meteorological 
data to components parallel to the defined simulation grid [32]. 
 
Figure 3. Simplified flow diagram describing the WRF version 3 modelling system [31]. 
Figure 4 displays an example of contrasting grid projections, along with the horizontal Arakawa-C 
staggered grid architecture, and the vertical grid depiction [32]. The wind velocity components, U, V, 
and W, are defined normal to the surface of the grid interfaces as they drive the boundary conditions. 
The thermodynamic variables, denoted by θ, are defined at the cell centre. This is because these 
quantities are representative of the mean values within the cell. 
Once the model is initialised, WRF performs a numerical integration of the fully compressible non-
hydrostatic Euler equations (conservation of mass, momentum and energy) with a mass-based terrain-








Figure 4. (a) Example of the WRF grid projection superimposed on a latitude/longitude grid, and the (b) 
grid discretisation architecture [32].     
η   	
 		 	,                  (2.1) 
where π, π, and π, denote the hydrostatic pressure, the pressure at the top boundary, and the pressure 
at the surface respectively. Figure 5 shows an example of the terrain-following vertical coordinate 
variation from a value of 1 at the surface, to zero at the upper model boundary [32]. 
 
Figure 5. The mass vertical coordinate system employed by WRF version 3 [32]. 
The dynamical solver of WRF performs a tempro-spatial integration of the Euler equations forward in 
time. The equations are discretised on the 3D state space, and an approximate numerical solution is 
determined. The WRF solver utilises the Runge-Kutta 2nd order and 3rd order time integration scheme 
options, as well as 5th order advection options in the horizontal direction, and 3rd order advection in the 





Supplementary to the solution of the Euler equations, WRF utilises parameterisations to express the 
interaction of meteorological processes which are spatially and temporally too confined, or too complex 
to model. These parameterisations are fundamental to the WRF model as each model relies on different 
assumptions for distinct meteorological processes, which in turn renders different strengths and 
weaknesses for the various model formulations. The following physics parameterisation options may 
be adjusted in WRF [32]: 
• Radiation transfer processes (long and short-wave); 
• Diffusion; 
• Cumulus schemes; 
• Land-surface model; 
• Planetary Boundary Layer (PBL); 
• Microphysics. 
2.5.3 Ensemble Forecasts 
Ensembles are generated by manipulating the physics parameterisations inherent in the WRF model’s 
architecture. Uncertainty estimation is a by-product of ensemble generation, as the different models 
provide a spread of probable atmospheric states at the same instance in time. Recent advances in 
computing power, coupled with the improvements gained in more streamlined NWP models, has 
resulted in an increased interest in short-term ensemble forecasting for operational use. The combination 
of these models into an optimal deterministic forecast has been explored using techniques such as fuzzy 
systems [33], Bayesian model averaging [34], and random forests [35]. 
It is commonplace in ensemble forecasting to utilise an ensemble average to produce a deterministic 
forecast. Surcel et al. [36] demonstrated that this method oftentimes returned an improved forecast skill 
when compared with any singular ensemble member forecast. The ensemble average, y_, is 
defined as follows: 
y_(i)    ∑ v !(i)!" ,               (2.2) 
where M denotes the number of ensemble members in the set, and v ! denotes the mth member in the 
ensemble member set. For comparative purposes, the methodologies proposed in this investigation are 
compared to the average defined in (2.2) by using the skill score, SS, which is defined as [37] 
SS   100 ∗ ()*+ (()*+ ,                  (2.3) 




 The Mean-Variance Portfolio Theorem 
The MVPT represents a mathematical framework to devise an optimal portfolio of assets for a 
maximised return with a given level of risk [38]. The MPVT leverages the diversity of uncorrelated 
assets to construct an optimal portfolio arrangement. Figure 6 shows the volatility, or risk, and expected 
return of a portfolio as a function of the risk-return relationship for negative, uncorrelated, and positive 
correlation between two assets A, and B. The relationship locus is determined by the correlation 
between assets. 
 
Figure 6. Risk and expected return of a portfolio as a function of the risk-return relationship for negative, 
uncorrelated and positive correlation between two assets A, and B [39].  
From Figure 6, the relative risk, σ, and expected return, ε(R), of the two assets are related as follows: 
σ1 2  σ3,                   (2.4) 
ε(R1) 2  ε(R3).                 (2.5) 
where σ1, σ3, ε(R1), and ε(R3) denote the standard deviation, or risk, of assets A and B, and the 
expected return of assets A and B respectively. The portfolio risk, σ5, is determined from the statistical 
properties of the individual assets as follows [38]: 
σ5   6w18σ18 9  w38σ38 9 2w1w3cov1,3,             (2.6) 
with 
cov1,3   σ1σ1ρ1,3,                            (2.7) 
where cov1,3 represents the covariance between assets A and B, ρ1,3 denotes the correlation between 
assets A and B, and wA and wB are the proportion of assets A and B in the portfolio respectively. For a 
perfect positive correlation, ie.  ρ13 = +1, the portfolio risk reduces to the weighted sum of risk of each 
asset in the portfolio. This locus is represented by the straight, red line segment between asset A and B. 
For assets with no linear relation, i.e. ρ13 = 0, the risk-return locus is designated by the curved green 
line adjoining the assets. For a perfect negative correlation, the portfolio risk reduces to the triangular 
blue line segment. For a scenario where the two assets are uncorrelated, the portfolio risk is defined as 




This shows that introducing assets which are uncorrelated, or negatively correlated, will lower the 
portfolio risk beyond what is achievable with correlated assets.  
Figure 7 shows the expected return versus the risk for a portfolio with greater than two assets. The 
mean-variance boundary is the locus which contains the set of all feasible assets. A portfolio cannot be 
constructed to return a risk-return point outside this boundary. For a given level of risk, any point on 
the efficient frontier yields a larger expected return than any point inside the feasible set.  
 
Figure 7. Risk versus expected return for a portfolio with greater than two assets [39]. 
Figure 8 displays the effect of diversification with an increasing number of assets in the portfolio [40]. 
It is evident from the figure that portfolio risk is reduced through increased portfolio diversification 
[39]. Non-diversifiable risk is the risk inherent in the market which is unpredictable and cannot be 
avoided. 
 
Figure 8. Portfolio risk versus number of assets in the portfolio [40]. 
To design a portfolio from multiple assets, a relation between the performance of the constituent assets 
and the portfolio’s expected mean and variance must be determined. The expected portfolio return, 
ε(RA), is determined from the proportionate weighting of the individual assets’ expected returns. The 
portfolio variance is determined from a simplification of (2.6) as follows [38]: 
σ58   ∑ ∑ wBCB" wDcovB,DCD" ,                           (2.9) 




 Performance Evaluation Metrics 
Common error metrics are used to evaluate the efficacy of the various forecasts in this investigation, 
i.e. the individual ensemble forecasts, as well as the forecasts obtained from application of the ANN 
and MVPT combination models. The measured wind profile data obtained from a meteorological mast 
is selected as the point of reference. 
 The forecast error, eG, is defined by the relationship 
eG  vG!  H  vG ,                (2.10) 
where  vG! denotes the measured wind speed, and  vG  denotes the wind speed forecast for the i sampling 
interval. The forecast error is interpreted using the following standard metrics: Mean Absolute Error 
(MAE); Root Mean Squared Error (RMSE); Mean Absolute Percentage Error (MAPE); Bias; and 
coefficient of determination (R8). These metrics are defined as follows [41] - [43]: 
MAE    ∑ |eG|G" ,              (2.11) 
RMSE   K ∑ (eG)8G" ,              (2.12) 
Bias    ∑ eGG" ,               (2.13) 
and 
R8   1 H N ∑ OPQORS∑ (OT TUUUU)PQORS V,              (2.14) 
where n denotes the number of sampling intervals, and  v!UUUU denotes the mean of the set of measured 
wind speeds for all n samples. A good forecast has the following properties: the return of high accuracy 
(small MAE), a small number of large forecast errors (small RMSE), no bias, and a correlation 
coefficient close to 1 (good trending) [44].  
 Implementation and Performance Evaluation of the WRF Ensemble Models 
2.8.1 Overview 
The implementation and performance evaluation of a multi-model WRF ensemble approach is 
described in the following section. A nine-member ensemble is generated using three model runs, each 
of which generates forecasts for three domains, with variations in the physics parameterisation options. 
2.8.2 Implementation of the WRF Ensemble Model 
Figure 9 shows a flow diagram of a multi-model WRF ensemble with different physics parameterisation 
options. Each of the three implemented models is ascribed a model reference, namely MYJ1, MYJ2, 




section. Three nested grid domains denoted domain 1 (D1), domain 2 (D2) and domain 3 (D3), are 
utilised for each model. The macro-scale GFS forecast data and static terrestrial data are used as inputs 
into each of the separate WRF model simulations, which in turn generates a forecast for each of its 
domains. A nine-member ensemble of wind speed forecasts is produced by the collection of models.  
 
Figure 9. WRF ensemble generation using three physics parameterisation sets, each with three nested grid 
domains. 
The GFS forecasting model is maintained by the National Centres for Environmental Prediction 
(NCEP). Forecasts are provided four times daily, at 00H00, 06H00, 12H00 and 18H00 UTC in a 3 
hourly time step to a forecast horizon of 192 hours for the 0.5˚ domain [45]. The GFS forecasts are used 
as the initial and boundary condition inputs for the WRF model. Cold-start forecasts for a 24 hour 
forecast horizon are initialised at 00H00 daily for each domain from 01 January 2017 until 31 July 2017 
with a 10 minute sampling interval. Observational and grid nudging are not utilised due to the short 
integration period which renders model drift insignificant. 
Three one-way nested domains are considered, each of which is centred on the wind farm under test, 
with grid lengths of 27 km, 9 km, and 3 km for D1, D2, and D3 respectively. All domains are created 
with 100 x 100 horizontal grid points.  
Forty one vertical levels are specified, with the uppermost level atmospheric pressure of 50 hPa. To 
improve the boundary layer representation, the lower four vertical levels are situated within 100 m 
above ground level, i.e. at 15 m, 40 m, 70 m and 100 m approximately. These selections are based on 
the meso-scale modelling for the Wind Atlas of South Africa (WASA) project [46].  
Siuta et al. [44] demonstrated that the wind speed forecasting accuracy at a typical hub height of wind 
turbines is most sensitive to the specification of the PBL parameterisation and the selected grid length. 
Turbines, owing to their height, are situated within the PBL for the majority of the day. The PBL scheme 




heat, momentum, and moisture between the modelled levels [32]. The PBL scheme is, consequently, 
varied for two of three WRF models, whilst the other physics parameterisations are altered for the third 
model. A set of diverse physics representations is thereby created for the targeted site.  
The Rapid Radiative Transfer Model (RRTM) and the Community Atmospheric Model (CAM) are 
utilised as the long-wave radiation parameterisations, while the Duhia and CAM models are selected 
for the short-wave radiation representation. The Pleim-Xiu and Monin-Obukhov surface-layer physics 
options are selected. The CAM V5.1.2-moment 5-class and WRF Single Moment (WSM) 5-class 
microphysics parameterisation options are utilised. The Kain-Fritsch cumulus scheme is selected for 
domain 1 and 2 for all models. The Mellor-Yamada-Janjic (MYJ) and Asymmetric Convective Model 
version 2 (ACM2) models are selected for the PBL parameterisations as they represent two of the most 
popular parameterisation schemes from different turbulent mixing solution approaches. These models 
should, therefore, yield contrasting results as found by Siuta et al. [44]. 
Table 4 summarises the physics parameterisations and grid domains selected for the nine ensemble 
members, where MYJ1, MYJ2, and ACM2 represent the model reference for the three sets of physics 
parameterisation options selected for the generation of the WRF model ensemble set. 



















Obukhov RRTM Duhia 
Kain-
Fritsch 
2 2 WSM Single-
moment 5-class 
Monin-
Obukhov RRTM Duhia 
Kain-
Fritsch 
3 3 WSM Single-
moment 5-class 
Monin-
Obukhov RRTM Duhia None 
4 
MYJ2 MYJ 
1 CAM V5.1 2-
moment 5-class 
Monin-
Obukhov CAM CAM 
Kain-
Fritsch 
5 2 CAM V5.1 2-
moment 5-class 
Monin-
Obukhov CAM CAM 
Kain-
Fritsch 
6 3 CAM V5.1 2-
moment 5-class 
Monin-




moment 5-class Pleim-Xiu RRTM Duhia 
Kain-
Fritsch 
8 2 WSM Single-
moment 5-class Pleim-Xiu RRTM Duhia 
Kain-
Fritsch 
9 3 WSM Single-
moment 5-class Pleim-Xiu RRTM Duhia None 
 
2.8.3 Performance Evaluation of the WRF Ensemble Model 
2.8.3.1 Overview 
The accuracy of the wind speed and wind direction forecasts obtained for the individual ensemble 
members is assessed in terms of the error metrics defined in section 2.7. This performance evaluation 
exercise is conducted with the view to confirm that the WRF models perform adequately for the site, 




models. The proposed forecasting methodology is implemented for a utility-size wind farm containing 
2 MW turbines with a hub height in excess of 100 m, as well as an on-site meteorological mast. The 
wind farm is located in simple to semi-complex terrain. As such, NWP models are capable of creating 
a usable forecast. The available dataset includes 10 minute averaged values for nacelle wind speeds, 
wind direction, temperature and pressure readings for all turbines, wind speed and direction from a 
meteorological mast, and aggregated power exported to the grid. The wind speed and wind direction 
data from the meteorological mast are used as a reference for comparison with the nearest forecast grid 
point, i.e. no interpolation is performed. Missing or corrupt data is removed from all datasets as part of 
the data sanitising procedure. 
2.8.3.2 Analysing Individual Ensemble Member Forecasts 
In order to compare WRF wind speed forecasts to the measurements from the meteorological mast, the 
WRF relative wind components must first be rotated from the utilised map projection to the earth-
relative, cardinal coordinate system. The wind speed components generated by the WRF models, u and 
v are combined into a vector component, v ∠δ°, as follows [47]: 
v   6u-8 9  v-8,                          (2.15) 
where 
u-  u ∙ cos α H v ∙ sin α,             (2.16) 
v-  v ∙ cos α 9 u ∙ sin α,             (2.17) 
and α denotes the rotation of the WRF grid projection relative to the cardinal coordinate system. Given 
the relative horizontal wind speed components, uearth and vearth, the wind direction is obtained by [48] 
δ   A H tan a*b)
c*b)
d ∙ ef	 ,             (2.18) 
where A denotes the angle to rotate the inverse tangent from its quadrant to a reference direction 
corresponding to true north.  
Table 5, Table 6 and Table 7 summarises the monthly MAE, RMSE and R2 metrics respectively for the 
wind speed forecasts for the multi-model WRF ensemble with reference to the on-site meteorological 
mast over the defined study period. The results show that all ensemble members perform well, with a 
total MAE = 1.625 ms-1. The best performing scheme has an average MAE = 1.562 ms-1. As expected, 
the forecasting skill varies from month to month. The best forecast is obtained for May, with an average 
MAE = 1.489 ms-1. The forecast with the lowest accuracy is obtained for April, with an average MAE 
= 1.941 ms-1. Similarly, the RMSE results show substantial variation amongst ensemble members. The 
coefficient of determination shows good performance for a raw, uncorrected forecast. The most notable 
change in R2 values is prevalent from June to July, where the performance degrades by a factor of 




forecasts with a combination of the above metrics. 
Table 5. MAE (ms-1) for the WRF multi-model ensemble with reference to the on-site meteorological mast. 

















January 1.657 1.531 1.537 1.760 1.670 1.517 1.651 1.667 1.605 1.622 
February 1.747 1.595 1.661 1.696 1.577 1.591 1.666 1.743 1.656 1.659 
March 1.449 1.402 1.413 1.571 1.566 1.474 1.335 1.483 1.381 1.453 
April 1.987 2.033 1.734 2.093 2.129 1.795 1.920 1.975 1.807 1.941 
May 1.444 1.420 1.474 1.509 1.443 1.485 1.573 1.550 1.507 1.489 
June 1.669 1.565 1.606 1.685 1.615 1.593 1.664 1.590 1.551 1.615 
July 1.730 1.601 1.615 1.709 1.559 1.478 1.594 1.543 1.507 1.593 
Average 1.669 1.592 1.577 1.718 1.651 1.562 1.629 1.651 1.574 1.625 
 
Table 6. RMSE (ms-1) for the WRF multi-model ensemble with reference to the on-site meteorological mast. 

















January 2.096 1.970 1.986 2.219 2.104 1.978 2.090 2.135 2.054 2.070 
February 1.974 1.720 1.791 1.802 1.592 1.629 1.850 1.851 1.780 1.777 
March 1.778 1.698 1.747 1.940 1.891 1.814 1.640 1.819 1.694 1.780 
April 2.384 2.531 2.154 2.544 2.697 2.254 2.306 2.516 2.232 2.402 
May 1.781 1.764 1.896 1.843 1.798 1.918 1.899 1.879 1.845 1.847 
June 2.050 1.948 1.994 2.065 2.003 1.971 2.040 1.959 1.912 1.994 
July 1.970 1.846 1.897 2.049 1.881 1.861 1.799 1.748 1.743 1.866 
Average 2.005 1.925 1.924 2.066 1.995 1.918 1.947 1.987 1.894 1.962 
 
Table 7. Coefficient of determination (R2) for the WRF multi-model ensemble with reference to the on-site 
meteorological mast. 

















January 0.656 0.687 0.672 0.620 0.652 0.674 0.662 0.672 0.671 0.663 
February 0.647 0.641 0.642 0.660 0.645 0.665 0.649 0.627 0.644 0.647 
March 0.673 0.674 0.654 0.654 0.655 0.656 0.727 0.705 0.710 0.679 
April 0.559 0.534 0.610 0.533 0.519 0.592 0.576 0.543 0.590 0.562 
May 0.740 0.751 0.673 0.736 0.762 0.682 0.709 0.723 0.691 0.719 
June 0.717 0.739 0.720 0.707 0.718 0.723 0.717 0.742 0.749 0.726 
July 0.378 0.408 0.351 0.415 0.469 0.491 0.411 0.431 0.404 0.418 
Average 0.624 0.634 0.618 0.618 0.632 0.640 0.636 0.635 0.637 0.630 
 
The bias for each ensemble member is determined using (2.13) for each hourly average of the 24 hour 
forecasting horizon. Figure 10 to Figure 12 shows boxplots used to visualise the spread of biases for 
the forecasting horizon in hourly intervals for each ensemble member. The dominant positive bias 
indicates a propensity to under-predict the wind speeds in the afternoon for D2 of all schemes and all 
domains for the ACM2 model. The models using the MYJ PBL scheme show similar biases, which 
indicates that the PBL selection plays the largest role in model sensitivity, as reported in literature. As 
the ACM2 model has the largest bias, it has the greatest potential for improvement in wind speed 
forecasting skill through post-processing rectification. 
   
(a) (b) (c) 
Figure 10. Bias versus forecast horizon: (a) ACM2 D1 (b) D2 and (c) D3.  
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(a) (b) (c) 
Figure 11. Bias versus forecast horizon: (a) MYJ1 D1 (b) D2 and (c) D3. 
   
(a) (b) (c) 
Figure 12. Bias versus forecast horizon: (a) MYJ2 D1, (b) D2 and (c) D3. 
2.8.3.3 Accuracy of the Wind Direction Forecasts 
Accurate forecasting of wind direction is fundamental to effective forecasting at the wind turbine level. 
Changes in wind direction exposes the turbines to different micro-spatial wind speeds through terrain 
differences, surface roughness changes, wind farm layout changes, variations in the wake effect, etc. 
[49], [50]. 
Figure 13 shows the wind direction probability density of D3 for each model formulation, as well as for 
the measured wind direction from the meteorological mast. The predominant wind direction at the site 
is south-south westerly. The results show close overall agreement between the modelled and measured 
wind direction. 
 
Figure 13. Wind direction probability density of measured and WRF simulations for D3 of the three PBL 
schemes. 
2.8.3.4 Analysing the Ensemble Wind Speed Forecasts Collectively 
Two figures of merit are used in the assessment of the variation of the multi-model ensemble wind 
speed forecasts. These are defined as follows: 
IQR =   Qi − Q,                (2.19) 
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Range = MaxX − MinX,              (2.20) 
where Q1 and Qi denote the lower and upper quartiles, and X denotes the set of ensemble member wind 
speed forecasts. Figure 14 shows the range and IQR of the multi-model ensemble wind speed forecasts. 
The results show that the ensemble model variation is significant. The mean and maximum of the range 
is approximately 2.1 ms-1 and 6 ms-1 respectively.  
 
Figure 14. Range and IQR of the multi-model ensemble wind speed forecasts. 
Figure 15 shows a graphical representation of the ensemble forecasts compared to measured wind speed 
for four typical days in the dataset. The IQR is represented by the blue portion of the box plot for each 
sampling interval and denotes the 50 % confidence around the mean. It is shown that the uncertainty 
varies over the forecast horizon. The displayed figures demonstrate that a small uncertainty does not 
indicate that the forecast will be accurate as there are times when the measured wind speed lies outside 
the range of the ensemble forecast despite the small uncertainty. 
  
  
Figure 15. Ensemble forecasts compared to measured wind speed for four typical days in the dataset. 
Figure 16 shows the MAEs of the wind speed forecasts with all members of the multi-model WRF 














ensemble as a function of the mean wind speed at the wind farm. The results indicate that the MAE 
increases with increasing wind speeds. This has implications for the forecasting of events that occur at 
higher wind speeds, such as the HWSS events targeted in this investigation. It is evident that a 
methodology is required to lower the MAE in the high wind speed range to improve the forecast 
accuracy for this application. 
 
Figure 16. MAE for all WRF ensemble members versus the mean wind farm wind speed.  
 Combination of Ensemble Model Forecasts 
2.9.1 Overview 
This investigation explores two models, namely an ANN model and an MPVT model, for the translation 
of multiple forecasts from a WRF ensemble into a deterministic meso-scale forecast.  
Cali et al. [51] demonstrated the use of ANN models, using multi-model and multi-scheme NWP 
forecasts as an input, for the forecasting of wind farm power. The results show significant improvement 
over a single NWP forecast. The ANN model, therefore, serves as a comparative technique with which 
to assess the performance of the MVPT model for the synthesis of the WRF model ensemble into a 
more accurate wind speed forecast. 
The proposed MPVT model represents a novel approach. It is considered in view of the parallels 
between the temporal behaviour of portfolio assets such as stocks, bonds, currencies etc., and that of 
renewable power fluctuations from wind and solar energy. The MVPT has been applied for siting 
optimisation to reduce aggregated variability, as well as for wind farm repowering studies [52] - [56].  
2.9.2  Implementation of the Mean-Variance Portfolio Model 
Portfolio optimisation entails the selection of a weighted asset distribution out of a set of available assets 
to achieve a specified objective [38]. In the financial stock market, this objective may be to minimise 
risk, a proxy for variance, for a specified return, or to maximise return for a specified risk level. This is 
analogous to ensemble selection in that the optimal weighting of ensemble member forecasts may be 
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trained, which when compared the measured wind speed, V!, returns an error, V--m-, with a mean of 
zero and a minimised standard deviation. This is mathematically formulated as 
V--m-   V! − Vn5o,                          (2.21) 
with 
Vn5o =  V ∙ W,               (2.22) 
W = [w w8 wi  ⋯ w]o,             (2.23) 
V = [V S   V P   V t  ⋯ V u],                         (2.24) 
where Vn5o denotes the optimised wind speed forecast using the MVPT, W denotes the set of 
weightings of the individual ensemble member forecasts, V  denotes the set of wind speed forecasts 
containing all ensemble members, and M denotes the number of forecasts in the ensemble. To determine 
the optimal portfolio of ensemble wind speeds, (2.9) is utilised in order to minimise the error variance 
as follows [38], [57]: 
minw varV--m- = ∑ ∑ wB
B" wDcovB,DD" .            (2.25) 
The optimal weights for all considered ensemble members are returned for the minimum variance. The 
following optimisation constraints are imposed: 
∑ wDμDD "  = μyT ,               (2.26) 
and 
∑ wDD " = 1.               (2.27) 
The weighted sum of the means for each ensemble forecast, μD, is set to the mean of the measured wind 
speed at the site under consideration, μyT. The sum of the weights is set equal to 1 to ensure a portfolio 
selection of 100 %. The MVPT is trained on the preceding 33 days to determine the optimal weights 
for the ensemble synthesis for the day ahead forecast. This training period is determined through a 
sensitivity study which minimises the MAE of the synthesized forecast for the first two months of data. 
2.9.3 Implementation of Artificial Neural Network Model 
An two-layer feed-forward ANN model is employed to generate a deterministic output from the wind 
speed ensemble set, V . Figure 17 shows a simplified diagram of the two-layered architecture. Hyper-
parameters are determined through a sensitivity study for the best model fit. Linear activation functions 
are selected for the input and output layers, with a rectified linear unit selected as the activation function 
of the hidden layer. The number of neurons in the input layer varies as combinations of environmental 
covariates are incorporated into the model. This is further described in the following section. The hidden 
layer and output layers comprise twenty, and one, neurons respectively. Similar to the MVPT, the ANN 
is trained with a dataset of measured and forecast wind speeds using a number of days within the training 




trained model is subsequently applied to a short-term 24 hour forecast. The optimal length of the training 
window is determined to be 30 days from a sensitivity study which minimises the MAE of the 
synthesized forecast for the first two months of data. A gradient-descent algorithm, Adam, is utilised 
for the optimisation, with a mean-squared error loss function. 
 
Figure 17. Architecture of the two-layered feed-forward artificial neural network [58]. 
2.9.4 Performance Evaluation of the Ensemble Combination Models 
Further to the analysis of ensemble selection performance of the MVPT and ANN, the benefit gained 
through multi-model ensemble generation is scrutinised. In the interest of minimising computational 
run-time by streamlining the ensemble formulation, the benefit derived by increasing the spatial 
resolution and the creation of additional ensemble models is assessed through the use of 5 cases [58].  
Table 8 summarises the ensemble model members selected for each of the optimisation cases. The 
improvement obtained by increasing the dynamical downscaling of the WRF model with additional 
nested domains is evaluated by comparing the accuracy of the ensemble synthesis in cases 1, 2, and 3. 
Similarly, cases 4 and 5 target the improvement achieved by multi-model ensemble models for an 
optimal deterministic forecast when juxtaposed with case 3. 
Table 8: Ensemble member selection for various optimisation cases. 
Model 
Reference Domain Case 1 Case 2 Case 3 Case 4 Case 5 
ACM2 
D1      
D2 
     
D3 
     
MYJ1 
D1      
D2 
     
D3 
     
MYJ2 
D1      
D2 
     
D3 
     
 
Table 9 and Table 10 list the results for the synthesised WRF wind speed ensembles for all defined 




combinations for all cases. The reference, γ- , is taken from the best performing ensemble member for 
each case to return a comparative improvement in forecasting skill for all considered techniques and 
defined ensemble formulations. The ensemble average, MVPT and the ANN model are applied to the 
defined cases. The significance of various environmental covariates, namely: wind direction, WD, and 
temperature, T, are tested with the ANN model. 
Table 9. MAE (ms-1) of the optimal forecast for the cases studies using the MVPT and ANN models. 
Model 
Case 1 
γ-  = 1.629 ms-1 
Case 2 
γ-  = 1.592 ms-1 
Case 3 
γ-  = 1.562 ms-1 
Case 4 
γ-  = 1.577 ms-1 
Case 5 
γ-  = 1.574 ms-1 
MAE SS MAE SS MAE SS MAE SS MAE SS 
Ensemble Average 1.616 0.798 1.576 1.005 1.521 2.625 1.545 2.029 1.580 -0.381 
MVPT 1.605 1.473 1.563 1.822 1.481 5.186 1.529 3.044 1.523 3.240 
ANN 1.521 6.630 1.475 7.349 1.438  7.939 1.480 6.151 1.487 5.527 
ANN + WD 1.529 6.139 1.481 6.972 1.446  7.426 1.470 6.785 1.491 5.273 
ANN + T 1.496 8.165 1.457 8.480 1.433 8.259 1.460 7.419 1.471 6.544 
 
Table 10. Coefficient of Determination (R2) of the optimal forecast for the cases studies using the MVPT 
and ANN models. 
Model 
Case 1 
γ-  = 0.636 
Case 2 
γ-  = 0.636 
Case 3 
γ-  = 0.640 
Case 4 
γ-  = 0.634 
Case 5 
γ-  = 0.637 
R2 SS R2 SS R2 SS R2 SS R2 SS 
Ensemble Average 0.670 5.346 0.682 7.233 0.698 9.063 0.691 8.991 0.684 7.378 
MVPT 0.670 5.346 0.681 7.076 0.702 9.688 0.691 8.991 0.691 8.477 
ANN 0.697 9.591 0.714 12.264 0.729 14.623 0.714 12.618 0.711 11.617 
ANN + WD 0.698 9.748 0.713 12.107 0.728 14.465 0.714 12.618 0.709 11.303 
ANN + T 0.706 11.006 0.719 13.050 0.730 14.780 0.719 13.407 0.717 12.559 
 
The optimisation of case 3 results in the lowest MAE, and largest R2, and is, therefore, the most accurate 
deterministic forecast for all ensemble synthesis techniques. The ensemble average and MVPT improve 
the synthesised forecast from a MAE SS of 0.798 % to 2.625 % and from 1.473 % to 5.186 % 
respectively from case 1 to case 3. The larger ensemble with a finer horizontal resolution, therefore, 
results in a more accurate deterministic forecast, the merits of which may be determined through a cost-
benefit analysis of required accuracy versus increased computational expense. The value of the 
probabilistic range generated by the ensembles should also be considered. Case 3 is selected as the point 
of departure in the interests of determining the most accurate meso-scale forecast.  
The largest skill score is achieved by the ANN+T model, which returns an 8.259 % improvement in 
MAE over the best individual ensemble member forecast. The inclusion of wind direction as a covariate 
with the ANN model results in a degradation in forecasting skill for case 3, but an improvement in 
forecasting skill for case 4. This is potentially due to the training window of 33 days no longer being 
optimal with the additional covariate. 
Figure 18 shows a comparison of the individual deterministic forecast’s MAEs for all of the explored 
techniques for case 3. Although the MVPT exhibits a lower forecasting skill score than the ANN, its 
computational expense is a factor of approximately 24-30 times lower for the analysed dataset. The 
MVPT, furthermore, is cast in its simplest form and does not have the complex, non-linear capability 





Figure 18. Summary of the MAE for synthesised WRF ensemble members for Case 3. 
Figure 19 shows the historical weights of the ensemble members which were selected in the MVPT 
optimisation using the training window of 33 days prior to the forecast initialisation. The MYJ2 D1 and 
MYJ2 D2 schemes are not influential in the MVPT synthesis of the ensemble members.  
 
Figure 19. Historical weights of the ensemble members for the duration of the study period. 
 Discussion and Conclusions 
The derivation of an event-based forecasting tool for the prediction of HWSS events requires an 
accurate short-term forecasting model as a basis. A physical forecasting model is proposed and 
implemented using NWP ensemble forecasts, and an optimisation technique to synthesise the WRF-
generated ensemble members into an improved meso-scale wind speed forecast. Two optimisation 
techniques are explored for the wind farm under consideration, namely the MVPT, and a two-layered, 
feed-forward ANN. The application of the MVPT to the synthesis of a WRF ensemble set for the 
derivation of a deterministic wind speed is novel. It is shown that the MVPT improves upon the 
ensemble average with a MAE skill score improvement of 5.186 %, and a R2 improvement of 9.688 % 


























improvement of 8.259 % over the best individual ensemble member forecast, the computational runtime 
of the ANN is a factor of approximately 24-30 times longer than that of the MVPT. The MVPT thus 
has application in cases where computation time is a practical consideration. The MVPT analysis is 
similar to a principal component analysis and has potential usability as a pre-processing step for the 
input parameter selection of ANNs, as well as in the initialisation of the perceptron weights of the ANN 
model. The MVPT optimisation technique, furthermore, has potential application in the synthesis of 






Micro-Spatial Wind Speed Modelling for Short-Term Forecasting 
Applications 
 Overview 
Spatial modelling of wind farms typically falls within the purview of short-term forecasting or long-
term geospatial studies. For long-term geospatial studies, the conversion of wind speed to power 
generally requires an estimation of the spatial variance of the wind resource in the area of study, the 
omission of which could result in substantial errors [59]. Studies such as capacity factor potential 
analyses and optimal renewable portfolio allocation for minimised variance require historical geospatial 
wind resource datasets [60], such as wind atlases with high spatial resolution and extended historical 
timelines [61]. 
It is recognized that sub-hourly temporal scales should be observed for power system studies related to 
dispatch, unit commitment, cycling, and ramping [62]. Moreover, short-term forecasting conducted in 
the context of renewable power variability predicates assessment on a sub-hourly temporal resolution 
[18], [63]. Applications such as performance monitoring, a wind park management approach to power 
forecasting [64], and the modelling and forecasting of High Wind Speed Shutdown (HWSS) require 
wind speed data defined at individual turbine level.  
Various downscaling methodologies, aimed at estimating wind speeds at multiple highly localised areas 
of interest from meso-scale data, have been proposed in literature. The spatial interpolation models of 
the atmospheric state pertaining to the wind resource reported in literature adopts either a physical, 
statistical, or hybrid approach, where the hybrid models are composed of physical and statistical models. 
Physical models typically include dynamical downscaling by Numerical Weather Prediction (NWP) 
models and Computational Fluid Dynamics (CFD) models. The CFD models are computationally 
intensive as they require initial states, boundary conditions, as well as accurate, high-resolution 
implementations of the applicable topography, wake models, etc. [65]. The application of detailed CFD 
models is, therefore, to some extent, precluded for short-term forecasting applications, due to the 
associated computational expense. Expeditious solutions have been proposed, such as the 
implementation of idealised CFD models and the usage of transfer coefficients for simulation scaling, 
or through the determination of pre-calculated flow fields [66].  
Statistical models encode the complex non-linear relationships between covariates and the meso and 
micro-scale wind speeds to derive a transfer function for downscaling. The statistical downscaling 
models reported in literature include Artificial Neural Networks (ANN) [67], support vector regression, 




Li et al. [67] used ANNs to estimate the power output of individual turbines using measurements from 
an on-site meteorological mast in the input layer. Individual ANN models were trained for four turbines 
over the course of a month, and validated on the measured power generation profile for the following 
month. The largest percentage difference reported between measured and predicted power was 
approximately 4 %. Although no forecasts were generated, this work demonstrates the ability of ANNs 
to estimate wind speeds at point locations in a wind farm. The methodology is, however, cumbersome 
for large wind farms, as the individual ANNs require extensive modelling and time-consuming 
performance evaluation. A single model with multiple output neurons representing the individual 
turbines is, furthermore, expected to require extensive computational power. 
Salcedo-Sanz et al. [64] proposed a hybridised model for short-term wind speed prediction. The 
methodology produced a mean hourly wind speed forecast using the fifth-generation meso-scale model 
(MM5), coupled with an ANN model for statistical downscaling. A forecast was derived for each of the 
33 turbines in the wind farm with a reported MAE ranging from approximately 1.45 ms-1 to 2.2 ms-1 for 
a 48 hour forecast horizon over a period of 6 months. 
Castellani et al. [62] compared two forecasting techniques for a wind farm comprising 12 turbines in 
complex terrain. The first methodology involves the application of ANN models to predict the power 
at each turbine from an NWP input. The second approach uses a hybrid ANN-CFD model, where the 
ANN model is utilised to forecast the wind speed for a meteorological mast based on historical 
measurements, while the CFD model is subsequently used to estimate the power output of individual 
turbines. The ANN downscaling models show good performance, with a coefficient of determination 
of approximately 0.75 to 0.83 for an hourly mean wind speed forecast, with a 24 hour forecast horizon 
for one month. The CFD model, however, returned a comparatively poor forecast, the cause of which 
is cited as the terrain complexity. Castellani et al. improved upon the previous methodology, by 
comparing a pure ANN approach with a hybrid ANN-CFD model with an NWP input [65]. The study 
involved 24 turbines over the course of 7 months, with weekly interleaved training and testing sets to 
instantiate homogeneity in order to avoid bias. Results show that both approaches demonstrate similar 
skill. It is expected, however, that the performance of the ANN model would improve with larger 
training sets. It is noteworthy, furthermore, that the authors concluded that terrain complexity impacts 
negatively on the ability of the CFD model to resolve the local dynamics. 
Micro-scale spatial wind speed dispersion has been modelled primarily with the view to derive an 
equivalent wind farm power curve for the conversion of a single-point wind speed profile to an 
aggregated wind farm power profile. Various models, including spectral models, multi-turbine power 
curves and Markov models, have been proposed to describe this spatial variance across various time 
scales [70] - [78].  




regulation of power fluctuation, are useful for the modelling of the dynamic interaction between wind 
turbines on a time scale of the order of seconds. This model was demonstrated on a temporal scale of 
0.2 seconds to 1 minute. Subsequent improvements in the coherence and power spectral density 
functions extended the capability of the model to incorporate variability in the time range between 
minutes to a few hours [75]. Good correlation was obtained between simulated and measured wind 
speeds for small and large wind farms. 
The multi-turbine power curve proposed by Norgaard and Holttinen [77] represents one of the most 
commonly used models aimed at characterising the effects of micro-scale wind speed dispersion. A 
Gaussian spatial wind speed distribution is adopted for the area of interest. The associated normalised 
spatial standard deviation is determined from an estimation of the local turbulence intensity and the 
dimension of the wind farm. In the initial study, the parameterised relation of these quantities is 
determined for the Nordic regions. This technique has since been widely applied in other parts of the 
globe with varying topographies and climates [79], [80]. 
In a similar approach, Gibescu et al. [73] proposed a Gaussian distribution of spatial wind speeds, called 
a Gaussian filter. In this work, the spatial standard deviation is determined by the wind farm area, the 
number of wind turbines, and a decay parameter. The decay parameter is commonly used in trans-
locational wind studies, and encapsulates the covariance between location pairs as a function of the 
distance between them. The decay parameter, however, varies with time scale and terrain complexity, 
as is evidenced by the contrasting values reported in literature [81] - [83]. 
He et al. [78] proposed a model for very short-term forecasting horizons by incorporating spatial 
dynamics using graph theory into a Markovian forecast. Spatial statistics are learnt by the model for a 
large 300 MW wind farm over the course of a year. A finite-state Markov model is subsequently derived 
and utilised in the testing for the same month and 3-hourly epoch of the following year. The derived 
Markov chain, coupled with the present generation level and short-term complementary information, 
such as ramp trending, is utilised to generate an online forecast for wind farm power. The results show 
consistent improvement over the persistence model is achieved for each month of the testing period. 
The primary research objective targeted in this study involves the short-term forecasting of HWSS 
events in an operational context. The modelling of HWSS has to be conducted at micro-scale level using 
turbine-specific wind speed profiles, power curves, and HWSS control protocols. This requires site-
specific downscaling of meso-scale wind speed and wind direction forecasts to wind speeds at 
individual turbines. In the context of short-term forecasting, the computational costs associated with the 
meso-scale forecasting model and the associated downscaling model is of major importance. The 
physical micro-scale modelling approach, which typically involves computational-intensive CFD 
models, is not regarded as an optimum methodology. The statistical approach offers the advantage that 




site-specific translation of meso-scale forecasts to a forecast at turbine level for a given operational 
wind farm.  
A novel statistical methodology is proposed in this dissertation to translate a meso-scale wind speed 
profile into multiple archetypal profiles which are statistically representative of the wind speeds at 
individual wind turbines at a large wind farm. The methodology employs a Monte Carlo approach for 
the optimisation of site-specific spatial wind speed distributions which are derived using historical data. 
The model employs random sampling of the spatial wind speed distribution, and optimised seeding to 
determine statistical samples of wind speeds at the micro-scale level. An optimisation procedure is 
implemented for different spatial wind speed distributions which are partitioned by the wind flow 
conditions as well as along seasonal timelines. The optimisation loop employed in the training process 
ensures that the optimal deterministic transfer function is determined for each of the dataset partitions. 
The derived micro-scale wind speeds are subsequently mapped to wind speeds experienced by 
individual turbines using the proposed turbine ranking and mapping model. Results are presented for a 
utility-scale wind farm.  
 Model Topology and Implementation 
3.2.1 Overview 
Figure 20 shows a block diagram of the downscaling model proposed in this investigation. The model 
uses a site-specific spatial wind speed distribution that is derived from historical data using a training 
process. The statistical wind speed distribution is scaled using the meso-scale wind speed at the site, 
and the scaled distribution is randomly sampled. The resulting wind speeds are mapped to individual 
turbine locations using a pre-trained ANN turbine ranking model.  
 
Figure 20. Block diagram of the proposed downscaling model which translates a meso-scale wind speed 
profile into micro-scale wind speed estimates at physical turbine locations. 
3.2.2 Training Methodology 
3.2.2.1 Overview 
Figure 21 shows a block diagram of the training methodology implemented to derive the site-specific 




Norgaard and Holttinen [14], a Gaussian spatial wind speed distribution is assumed. The measured 
nacelle wind speeds for a given sampling interval are aggregated to obtain the mean of the wind speed 
distribution used for the sampling interval. A set of spatial wind speeds is derived from the wind speed 
distribution using a random sampling process. These wind speeds are mapped to individual turbines 
using a turbine ranking model. An objective function is derived using the residuals found between the 
measured and simulated turbine wind speeds. This objective function is used to optimise the statistical 
parameters of the spatial wind speed distribution. The individual functions are described in the 
following subsections. 
 
Figure 21. Block diagram of the training implementation for the proposed statistical downscaling model.             
3.2.2.2 Wind Speed Dataset 
The optimised spatial wind speed distributions are derived using a historical tempo-spatial wind speed 
dataset for the targeted site, which consists of measured nacelle wind speeds averaged over a given 
sampling interval, as well as a wind direction measurement from the on-site meteorological mast. The 
set of sampling times associated with the dataset can be represented mathematically by T!, given by 
T!   tG,     i  1, 2, 3, … , NG,               (3.1) 
where tG denotes the time for the i sampling interval, and NG denotes the number of sampling intervals 
in the dataset. The set of measured nacelle wind speeds, V!, is then denoted by 
V!   VG!,    i  1,2,3, … , NG,               (3.2) 
with 
VG!   vB!tG|   tG ∈ T!,   j  1,2,3 , … , NB,             (3.3) 
where vB!tG denotes the measured wind speed for the j wind turbine, and NB denotes the number of 
wind turbines at the wind farm. The wind direction, D, measured by the on-site meteorological mast is 
given by 




where dtG denotes the measured wind direction for the i sampling interval at time tG.  
3.2.2.3 Aggregation of Measured Nacelle Wind Speeds 
The site-specific spatial wind speed distributions used in the proposed approach uses the mean wind 
speed of the site for the sampling interval of interest as an input parameter. During training and model 
testing, this mean wind speed is derived from measured nacelle wind speeds. The set of mean wind 
speeds, V!, is defined as 
V!   vUG!,    i  1, 2, 3, … , NG,               (3.5) 
with 
vUG!   C ∑ vB!tGCB" ,                (3.6) 
where vUG! denotes the mean value of the spatial wind speeds associated with the i sampling interval. 
The aggregated set, V!, is used as an input into the random sampling model.  
3.2.2.4 Random Sampling of the Spatial Wind Speed Distribution 
A Monte Carlo approach is utilised to determine the optimal transfer function representing the relation 
between the meso-scale wind speed and the turbine wind speeds at the wind farm under investigation. 
In this process, the repeated random sampling of a statistical distribution is undertaken to determine the 
statistical parameters of the distribution which results in the minimised residual wind speed errors when 
compared with the supervised target dataset, i.e. the measured nacelle wind speeds. The seed of the 
pseudorandom number generator is furthermore varied to optimise the location of the samples drawn 
from the distribution. The resulting process is consequently deterministic in nature.   
A Gaussian spatial wind speed distribution is implemented, based on previous studies reported in 
literature [73], [77] - [80], [84], and due to the fact that it only has one parameter. This promotes 
computational expedience, particularly for population-based optimisers. It is understood that the spatial 
distribution of wind speeds is prone to variation, and that no single distribution will adequately model 
the underlying wind farm dynamics. Tempro-spatial partitioning and optimised seeding are therefore 
utilised to acquire an average estimation of the best deterministic fit of the data with the Gaussian 
functioning primarily as the umbrella distribution within which the variation may occur. The Gaussian 
distribution is defined by the following equation: 
gx +  φ   √8	P e
 PPP ,               (3.7) 
where μ, σ and φ denote the mean, standard deviation, and the mean offset respectively. During 
optimisation of the spatial wind speed distribution, the mean of the distribution for the i sampling 




μ  vUG!.                   (3.8) 
The mean offset is incorporated into the model, in conjunction with the optimised random generator 
seed, to account for any meso-scale forecasting biases, as well as for skewed distributions. The set of 
simulated wind speeds, V, obtained by random sampling of the Gaussian distribution is defined as 
V   VG,    i  1,2,3, … , NG,                           (3.9) 
with 
VG   vBtG|   i  1,2,3, … , NG,    j  1, 2, 3, … , NB,             (3.10) 
where vBtG denotes the j simulated spatial wind speed for the i sampling interval. The set of micro-
scale wind speeds for the i sampling interval is generated by 
VG   μ ∙ σm-! ∙ hNB + vUG! +  φ,              (3.11) 
where the normalised spatial standard deviation, σm-!, is  
σm-!  σ μ .                               (3.12) 
The Marsenne twister pseudo-random number generator [85], denoted by h in (3.11), is utilised to create 
a set, VG, of NB numbers with a standard deviation of σ, and a mean of vUG! +  φ. The derived set of 
spatial wind speeds is returned as a random sampling of the applicable normal distribution. These wind 
speeds are, consequently, statistically representative of the micro-scale wind speeds at the site. Figure 
22 shows a graphical example of the random sampling procedure for ten turbines for a single sampling 
interval. 
 
Figure 22. Example of the random sampling process for 10 turbines using a Gaussian distribution. 
The randomly sampled wind speeds derived for each sampling interval are ranked by order of magnitude 
in order to facilitate bijective mapping of the wind speeds to individual turbines in the next step. The 
wind speeds associated with the i sampling interval are thus arranged such that 
vBtG  vB tG.                (3.13) 
With the simulated wind speeds in this format, the turbine mapping procedure can relate the lowest 




to the second lowest ranking turbine, and so on. 
3.2.2.5 Turbine Ranking and Spatial Wind Speed Mapping 
The nacelle wind speeds at individual turbines are highly dependent on wind flow conditions, turbine 
layout, and terrain topography. For simple, flat terrain with the average inflow direction illustrated in 
Figure 23, for example, it is expected that turbines 1, 2, and 3 will be exposed to the highest average 
wind speeds. As the front row of turbines acts as momentum sinks due to the wake effect, the turbines 
down the line will be exposed to lower average wind speeds. It is postulated that, for a given scenario 
of meso-scale meteorological conditions, a turbine ranking order characterised in terms of the 
magnitude of wind speeds to which the individual turbines are exposed, can be derived. It is expected 
that the turbine ranking will remain relatively consistent for similar conditions. Non-linear statistical 
models can be used to estimate the turbine ranking for each sampling interval. Additional covariates 
such as wind speed, wind direction, time of day, season, temperature, pressure, and wind shear could 
potentially be incorporated into the model for an improved prediction. 
 
Figure 23. Turbine ranking is directly dependent on the inflow wind angle and exposed layout of the wind 
farm. 
In this investigation, an ANN model is utilised to derive turbine ranking through the supervised learning 
of the relation between tempro-spatial meteorological information and nacelle wind speeds. Figure 24 
shows the training architecture of the proposed model. A four-layered, feed-forward ANN model takes 
the mean wind farm wind speed, wind direction, and hour of the day as inputs. The set of measured 
nacelle wind speeds, V!, is used as the supervised target. This model comprises four layers of 20, 60, 
240, and NB neurons respectively, where NB represents the number of turbines. The hyper-parameters of 
the ANN model are tuned through a sensitivity analysis to produce the lowest residual error for the 
training period. Linear activation functions are specified for the input and output layers, and rectified 
linear unit activation functions for the hidden layers. A quarter of the dataset is randomly sampled 
without replacement for the training data, with 30 % for validation, and another quarter of the dataset 





Figure 24. Training architecture for the proposed turbine ranking model. 
Figure 25 shows the proposed model architecture used to determine the turbine ranking set for given 
wind flow conditions, and hour of the day. The trained ANN model estimates turbine wind speeds for 
the given input conditions which are subsequently ranked in ascending order. A ranking is ascribed to 
each turbine, from 1 to NB, with a 1 indicating the turbine with the lowest wind speed, and NB indicating 
the turbine with the highest wind speed for the given input conditions.  
 
Figure 25. Proposed model architecture to determine the ranking of wind turbines for given wind flow 
conditions. 
Turbine ranking is used in the bijective mapping of ordered, simulated wind speeds to physical turbines 
for the given wind flow conditions. Figure 26 illustrates an example of the bijective mapping for a set 
of five ordered spatial wind speeds, V. This process is defined as 
f: V  →  V,                (3.14) 
where V is mapped by a function, f, to the turbine wind speeds, V, according to the turbine ranking 
set, Ro, where 
Ro   RGo,    i  1,2,3, … , NG,              (3.15) 
with 




For this example, the second lowest wind speed, v8tG, is mapped by rotG to turbine one, v tG. The 
highest wind speed, vtG, is mapped by r8otG to turbine two, v8 tG, and so on. 
 
Figure 26. Bijective mapping of spatial wind speeds to physical turbine locations using the turbine ranking 
set.  
The resulting turbine wind speed set, V is defined by 
V   VG,    i  1,2,3, … , NG,              (3.17) 
with 
VG   vBtG |   i  1,2,3, … , NG,    j  1, 2, 3, … , NB.             (3.18) 
3.2.2.6 Objective Function and Optimisation Process 
An optimisation algorithm is implemented to minimise an objective function, C, which is defined by 
the relationship 
C   ∑ ∑ vB-tG8CB"COG" ,              (3.19) 
where 
vB-tG  vBtG H vB!tG,              (3.20) 
with 
VG-  vB-tG, j   1, 2, 3, … , NB,             (3.21) 
and 
V-   VG-,    i  1,2,3, … , NG.              (3.22) 
The objective function is defined as the sum of the squared set of residual wind speeds, V-, which is 
determined from the difference between the measured and predicted turbine wind speeds. In terms of 
the above definitions, a positive residual wind speed indicates an over-prediction of wind speed, 
whereas a negative residual indicates an under-prediction. The squared residuals accentuate the large 
errors in the dataset, and further remove the influence of the sign. This aids in the reduction of large 
over and under-predictive errors. 




is selected based on a proven capability for determining global optima [87]. To minimise the predictive 
error, the properties of the statistical spatial distribution are adjusted by the optimisation loop. By 
iteration, the optimal values for the normalised spatial standard deviation, σm-!, the mean offset, φ, 
and the seed of the random generator function are determined. 
 Performance Evaluation 
The proposed methodology is implemented and evaluated for the measured wind resource dataset of an 
operational utility-size windfarm with a rating of the order of 100 MW situated in semi-complex terrain. 
The wind speed and wind direction data is acquired with a temporal resolution of 10 minute sampling 
intervals for 1 year, i.e. 01 December to 31 November. The dataset is partitioned along temporal and 
spatial dimensions with the view to derive different models based on wind flow conditions. The 
resulting partitions are subsequently divided further into training and testing sets. 
3.3.1 Data Partitioning 
The spatial distribution of wind speed at a site is predicated upon many factors. A change in 
meteorological conditions will alter the spatial distribution of wind speeds at a site. Data partitioning 
attempts to encapsulate these variations by dividing the dataset according to wind direction and wind 
speed ranges. To accommodate the variation caused by the fluctuating meso-scale wind conditions, the 
data is partitioned into 32 sections, i.e. 4 wind speed ranges and 8 wind direction ranges, as illustrated 
in Figure 27. 
 
Figure 27. Wind speed and wind direction dataset partitions. 
Each sector may be represented as a subset of the wind speed dataset, for example: 
V !  ¡ VG! | VG!  ∈ V!, 12  vUG! @ 18,0  dtG @ 45, dtG ∈ D,   tG  ∈  T!£.           (3.23) 






Figure 28. Temporal partitioning of the dataset into seasonal data sets. 
Training and testing subsets are segregated using interleaved sampling without replacement. The 
training and test sets are therefore of an equivalent size for each seasonal partition. It is recognised that 
this sequence is not representative of a scenario which could be implemented in practice, and is 
undertaken with the sole purpose of evaluating the model without the bias inherent in the dataset. It is 
furthermore necessary to adopt this approach due to the small dataset available for this study to ensure 
that each partition contains samples for training and testing.  
3.3.2 Optimised Statistical Parameters 
Figure 29 shows the seasonal optimisation parameter values for each of the defined partitions, which 
result in the minimisation of the objective function defined in (3.19). The results show the importance 
of partitioning by wind speed and wind direction, and give rise to the following observations: 
• Seasonal discrepancies in the normalised standard deviation indicates that a singular spatial partition 
for the site is not adequate. Temporal partitioning is required to account for these variations which 
arise due to changes in meteorological processes. 
• A change in the wind direction results in a shift in the normalised standard deviation. This is most 
evident in summer, for partitions 19, 20, and 21, where the standard deviation is 0.083, 0.254, and 
0.093 respectively. 
• Similarly, an increase in wind speed causes an increase in the normalised standard deviation. An 
example is seen in spring, where the partitions 5, 13, 21, and 29 are 0.043, 0.109, 0.144, and 0.212 
respectively. 
• The translation parameter is predominantly near 0 ms-1 as the mean wind farm wind speed is utilised 
as an input. Optimisation of the mean offset of the training data extends the flexibility of the model 
as it allows for bias correction of the input. This could potentially be useful when utilising a 
reference point such as a meteorological mast for nowcasting applications, and a meso-scale forecast 





Figure 29. Seasonal optimisation parameter values for each of the defined partitions, which result in the 
minimisation of the objective function defined in (3.19). 
3.3.3 Performance Evaluation 
For each sampling time, tG, the optimal statistical parameters are selected from the relevant partition in 
Figure 27. Similarly, the turbine ranking is also determined from the pre-trained ANN as described in 
section 3.2.2.5. The resulting spatial distribution is sampled and subsequently mapped to individual 
turbines using the bijective mapping function. Residual wind speeds are determined, and the errors are 
computed using the MAE and MAPE metrics. The MAE for each turbine is formulated as follows: 
MAEj   ∑ ¤)O¤¥OORS CO .              (3.24) 
Figure 30 displays the boxplot showing the seasonal MAE for each turbine in the wind farm. The Inter-
Quartile Range (IQR) spans from approximately 0.65 ms-1 to 0.95 ms-1 with a seasonal median ranging 
from approximately 0.73 ms-1 to 0.8 ms-1. Similar downscaling skill is achieved for all seasons, with 
summer yielding the best performance, and autumn conceding the largest MAE. 
 
Figure 30. Boxplot showing the seasonal MAE for each turbine in the wind farm from (3.24). 
The models’ MAE is analysed for each partition by adapting (3.24) as follows: 
MAE   ∑ a∑ ¤)O¤¥OORS d¥RS C ∙ CO .              (3.25) 








With the individual turbine residuals ingested into the MAE formulation, a single MAE figure is 
acquired for each partition. Figure 31 shows the graphical plot of the seasonal MAE for each the data 
partitions associated with the 4 wind speed and 8 wind direction ranges. The results show that the most 
accurate downscaling is achieved in spring with a MAE of 0.7 ms-1, whilst the worst performance is 
obtained in autumn with a MAE of 0.8 ms-1. The partition errors are relatively consistent, with only one 
partition in excess of 1.5 ms-1, i.e. partition 21 in winter.  
 
Figure 31. Seasonal MAE for the data partitions associated with the 4 wind speed and 8 wind direction 
ranges. 
The MAPE for each wind turbine is defined by the relationship [88] 
MAPEj   ff a∑ ¤)O TO ¤¥OORS dCO .            (3.26) 
MAPE is utilised to determine the error as a percentage of the measured wind speed for a relative 
estimation of the forecasting error. Large errors are excluded from the analysis by neglecting the time 
intervals with measured wind speeds below the cut-in wind speed of 3 ms-1. This action has a negligible 
impact on the analysis as these wind speeds have no relevance for wind turbine applications [89].  
Figure 32 shows a boxplot of the seasonal MAPE of all turbines at the wind farm. The MAPE ranges 
from 5.6 % to 12.3 %, with an IQR extending from 6.2 % to 9.2 %, while the medians for all seasons 
are situated at approximately 8 %. The MAPE is relatively consistent across all seasons. The larger 
MAE for autumn is attributed to the fact that larger errors occurred for the higher prevailing wind speeds 
during this season. 
 
Figure 32. Seasonal MAPE of all turbines at the wind farm. 









 Discussion and Conclusions 
A novel statistical downscaling methodology is presented in pursuit of a computationally expedient 
model for the estimation of wind speeds within a wind farm. It is further required that this tool 
demonstrate skill with small training datasets. Data-driven techniques traditionally require large 
datasets in order to sufficiently train models to capture the complex non-linear relationships in the data. 
A Monte Carlo optimisation approach is proposed to derive optimal statistical parameters for tempro-
spatial partitions of the distributions describing the average instantaneous wind speeds. The spatial 
profiles are sampled randomly to generate probabilistic wind speeds which are subsequently ordered 
according to a pre-trained ANN turbine ranking and mapping system. The seed of the sampling 
generator is optimised to determine the optimal deterministic solution for the partition based on the 
training dataset.  
The trained model is tested on a seasonal, interleaved dataset with the mean wind farm wind speed as 
an input to determine the efficacy of the model. Error metrics show that the method produces accurate 
estimations of the individual turbine wind speeds, with the largest errors being 1.3 ms-1 and 12.3 % for 
the MAE and MAPE respectively. The median error is approximately 0.8 ms-1 or 8 % for the same 
metrics respectively.  
This method has application in the arena of site-specific downscaling for forecasting applications, as 
well as for the statistical modelling of events such HWSS events, which have to be modelled at the 
turbine level using a given turbine power curve and operational parameters. The latter application 
includes the modelling and forecasting of high wind speed shutdown for wind turbines, identification 
of optimal outage periods for scheduled maintenance, etc. 
The proposed methodology can be readily adjusted for objectives such as short-term forecasting of wind 
farm power generation profiles, through modification of the objective function. In this case, the 
approach has the advantage of bypassing multi-turbine power curve errors and production losses, as the 
model is trained on measured historical data for individual turbines. The proposed model is furthermore 
computationally expedient, and the statistical parameters are easy to update. 
No assumptions or additional models are required in the process. Once optimised, the influence of the 
wake effect, the local terrain and surface roughness, are all contained in the model. Additional work is 
required to evaluate the performance of the methodology for more expansive wind farm sites, different 






Wind Speed Event Forecasting using a Wind Speed Threshold 
Model  
 Overview 
In the context of wind power ramping phenomena, High Wind Speed Shutdown (HWSS), potentially, 
represents the most severe risk to power system stability [6] - [8]. Accurate probabilistic forecasting of 
ramping events has been shown to offer clear benefits [14]. A dedicated event-based forecasting tool 
has the potential to assist the System Operator in initiating pre-emptive actions such as efficient dispatch 
and scheduling, as well as with the optimal allocation of ancillary services. The forecasting of ramping 
events has recently gained traction due to the ubiquitous expansion of renewable energy. Many ramp-
rate event forecasting models have been proposed in literature, examples of which can be seen in the 
works of Bossavy et al. [90], and Taylor [91]. No such models have been presented for the forecasting 
of HWSS events.   
Traditional forecasting techniques are geared towards minimisation of bulk error metrics in an effort to 
minimise forecast errors across a wide range of wind speeds. Consequently, these techniques do not 
forecast event conditions such as rapid-rate ramp events adequately. HWSS event forecasting requires 
a technique that is capable of accurately predicting the number of turbines exceeding high wind speed 
thresholds. The forecasting and quantification of the impacts of HWSS events is complicated in practice 
because the driving mechanisms are complex, infrequent and fast-forming. Site-specific wind 
dynamics, furthermore, plays an important role at the micro-scale level due to local wind speed 
dispersion behaviour and wake effects, both of which are affected by mean wind speed and wind 
direction.  
Two novel methodologies for the forecasting of HWSS events are proposed and evaluated, namely an 
Artificial Neural Network (ANN) model and an alternative methodology based on the statistical 
downscaling technique proposed in Chapter 3. Both methodologies employ a novel event model defined 
in terms of the number of turbines in HWSS mode. 
 High Wind Speed Shutdown Event Model 
4.2.1 Overview  
The proposed models are evaluated for a wind speed threshold which is applied to the measured turbine 




4.2.2 Model Topology  
Figure 33 illustrates the concept implemented by the HWSS event model. An HWSS event is 
characterised by a start time, end time, and the number of turbines that exceed a predetermined wind 
speed threshold for each of the successive sampling intervals that comprises the event lifespan. 
 
Figure 33. Events are defined as the number of turbines exceeding a threshold wind speed versus time.  
The sets of start and end times, denoted by T and T respectively, are given by 
T  tD  | tD  ∈ T, k  1,2,3, … , ND,              (4.1) 
and 
T  tD | tD  ∈ T, k  1,2,3, … , ND,              (4.2) 
where k and ND represent the event index and number of events respectively. Parameter N!¨ denotes the 
maximum number of turbines exceeding the wind speed threshold for each event. 
The number of turbines exceeding the wind speed threshold for the i sample can be represented by 
the following relation: 
NtG   ∑ vB!tG 2CB"  v,                             (4.3) 
where NtG denotes the number of wind turbines in exceedance of a wind speed threshold for the i 
sampling interval, and v denotes the wind speed threshold.   
Two wind speed thresholds are defined for the case studies with the view to represent both frequent and 
infrequent events. Frequent events are represented by a mid-range threshold of 12 ms-1, while infrequent 
events are represented by a high range threshold of 18 ms-1.  The wind speed threshold of 18 ms-1 is 
selected as this represents a relatively rare high wind speed condition for the target site, in the sense that 
only 0.5 % of the sampled wind speeds at all turbines exceed this wind speed. This is less than that 
reported by Kay et al. [92] for the frequency of HWSS event occurrences at multiple wind farm sites. 
4.2.3 Event-Based Metrics for the Assessment of the Forecasting Skill 




misses, false alarms, and correct negatives predicted by the model [93]. This is primarily of use for 
binary event sequences. The assessment of event-based forecasting models, however, requires an 
assessment of the predictive skill of the model for non-binary events over a continuous timeline.  
The following metrics are defined for this application:  
• The percentage forecasting error, F, for the maximum number of turbines exceeding the threshold 
wind speed for an event, given by N!¨. 
• The percentage forecasting error, F8, for the cumulative number of turbines exceeding the threshold 
wind speed for an event.  
The percentage forecasting error Fk, for the k event is determined according to the relationship 
Fk   100 ∗ ªCT¨D C+¨DCT¨D «,                                    (4.4) 
where N ¨ represents the maximum number of predicted turbines for event k.  
It is possible that a model accurately predicts the maximum number of turbines exceeding a threshold 
wind speed for an event from (4.4), yet fails to provide an accurate estimation of the remainder of the 
event profile. Consequently, measured and predicted event profiles are further compared by summing 
the number of turbines exceeding the threshold for each event. This is mathematically described as 
F8k =  100 ∗ ¬∑ aCTOC+Od­
*
­ ∑ aCTOd­*­
®,                                      (4.5) 
where N!tG and N tG denote the measured and predicted number of turbines exceeding the wind 
speed threshold for the i sampling interval. 
Both of the metrics defined in (4.4) and (4.5) represent forecasting errors for individual events. The 
forecasting errors for the individual events must subsequently be translated into a measure of forecasting 
skill for all events over the entire study period. Figure 34 displays an example of the typical forecasting 
error spread for all events at a wind farm over time. The forecasting error ranges from −∞ for over-
predicted forecasts and small measured events, to a 0 % error for a forecast with a 100 % accuracy, to 
a 100 % error where no event is forecast, yet one is measured. The results demonstrate the problematic 
nature of a simple error metric for this application, namely that a very large percentage forecasting error 
can be recorded, but may apply for a very low number of turbines, which is representative of a relatively 





Figure 34. Number of events versus forecasting errors for events range from –∞ for over-predicted forecasts 
with small measured values, to 0 % for a forecast with an accuracy of 100 %, to 100 % for a missed event.  
Apart from the forecasting errors for detected events, false alarms and missed events are defined as 
N°1(k)   ±0,      N!¨k  0  and  N ¨k  0 1,      N!¨k  0  and  N ¨k 2 0 ,                      (4.6) 
and 
N²k   ±0,      N ¨k  0  and  N!¨k  0 1,      N ¨k  0  and  N!¨k 2 0 ,                      (4.7) 
where N°1 and N² denotes the number of false alarms, and the number of missed events respectively. 
From the relations above, a false alarm is declared when an event is forecast, yet none is measured for 
the k event. Missed events are, by contrast, declared where events are measured and not forecast for 
the k event. The maximum number of turbines exceeding the wind speed threshold for each event is 
used in the definitions. 
 Artificial Neural Network Model  
4.3.1 Overview 
ANNs have been utilised extensively in wind power forecasting owing to their ability to detect complex, 
non-linear relationships between the predictor and predictand. The use of ANN models reported in 
literature, however, focuses predominantly on the estimation of aggregated wind farm power [94], [95]. 
The use of ANNs in modelling wind speeds at multiple locations for wind farm applications has 
received limited attention. 
Castellani et al. [65] compared the use of an ANN and an ANN-Computational Fluid Dynamics (CFD) 
model for wind farm power forecasting. For the ANN-CFD application, the ANN model is utilised to 
transfer a meso-scale forecast to a reference point. A CFD model is subsequently used to estimate the 
wind speed at every turbine location from the forecast at the reference location. Turbine power curves 
are used to convert wind speed to power at every turbine, and the wind farm power is calculated. 




highlights challenges in resembling the local wind flow conditions at the complex site under test using 
CFD modelling. It is concluded, nevertheless, that the ANN-CFD model is superior at the higher energy 
levels, while the ANN model performs better at the mid-energy levels. 
Mana et al. [96] compared an ANN and ANN-CFD approach for short-term forecasting of wind farm 
power for a wind farm in complex terrain, using a Numerical Weather Prediction (NWP) model to 
provide the input forecast. Although the two methods result in a different performance from hour to 
hour, the average performance over the study period of seven months is found to be similar. The ANN-
CFD method is shown to perform better for the variable oscillations in wind power due to the ability of 
the CFD to model the wind flow acceleration at the site. The study found that the ANN model is superior 
at the mid-energy levels and that the ANN-CFD performs better at the low and high energy levels. The 
investigation, furthermore, showed that the ANN method is able to detect cut-out events, whereas the 
ANN-CFD approach does not. This observation is inferred from the decreasing wind farm power for 
high wind speeds. 
The findings reported for the above investigations suggest that the CFD model performs better than the 
ANN model for high wind speeds. It is noted, however, that the ANN model is capable of detecting 
HWSS events. The CFD model, furthermore, presents challenges in the modelling of local wind flow 
conditions for complex sites.  
4.3.2 Model Topology 
Figure 35 shows a simplified flow diagram of the ANN model proposed for the forecasting of HWSS 
events. The model is trained with an input parameter set to forecast the number of turbines in HWSS 
mode directly. This method essentially represents a transfer function between a meso-scale forecast and 
the number of turbines in HWSS mode. The HWSS event model is utilised to transform the measured 
nacelle wind speeds, V!, into a number of turbines, N, exceeding the threshold wind speed, v. The 
number of turbines exceeding the threshold wind speed is used as a supervised target in the training of 
the ANN model. The ANN model is trained on all of the preceding months of the supervised target 
dataset, 30 % of which was randomly selected for validation data. The input parameter set is 
subsequently passed into the optimised ANN model to produce a number of turbines in HWSS mode. 
 




Various combinations of input parameters are applied to the ANN model with the view to determine 
the most suitable input for the forecasting of wind speed events. Table 11 lists the input parameters 
which are considered for selection as an input parameter set. Results are, however, only presented for 
the cases that offer the best performance. 
Table 11. Permutations considered for the ANN model input parameter sets. 






















Wind farm mean wind speed ³´           
WRF ensemble wind speed 
forecasts, ³µ           
A synthesised forecast derived 
from the WRF ensemble using 
MVPT 
          
A synthesised forecast derived 
from the WRF ensemble using 
an ANN model 
          
Temperature, T           
Pressure, P           
Wind Direction, WD           
 
An ANN model is trained to translate a meso-scale wind speed forecast to the number of turbines 
exceeding the wind speed threshold at the i sampling interval in time, tG. This model essentially 
represents a site-specific spatial wind speed distribution model, as the translation is dependent on spatial 
wind farm dynamics. Figure 36 shows the architecture of the ANN model proposed for the forecasting 
of the number of turbines exceeding the threshold wind speed. The hyper-parameters for the ANN 
model are derived using a sensitivity analysis to determine the model configuration which achieves the 
best forecasting results. The input layer receives the input parameter set, and applies a linear activation 
function. The number of neurons for this layer is dependent on the input parameter set. Three hidden 
layers are utilised with 20, 80, and 150 neurons respectively. Rectified linear unit activation functions 
are selected for the hidden layers. The output layer consists of a singular neuron, with a linear activation 
function, to represent the forecast of the number of turbines in the event condition, N tG, for the i 
sampling interval. Adam, an extension of the stochastic gradient descent algorithm, with a mean square 
error loss function, is used for the model optimisation. 
 
Figure 36. Artificial neural network model architecture proposed for the forecasting of the number of 




4.3.3 Performance Evaluation and Case Study Results  
4.3.3.1 Overview 
A performance evaluation is undertaken to demonstrate the ANN model’s ability to translate a meso-
scale wind speed into a number of turbines in HWSS mode. Following this, two case studies are shown 
using the input parameter sets which yield the best results for the forecasting of frequent and infrequent 
events. 
4.3.3.2 Performance Evaluation of the Artificial Neural Network Model for Event Prediction 
In order to assess the ability of the proposed ANN model to predict the number of turbines exceeding a 
wind speed threshold at any given sampling interval, the ANN model is trained and tested using the 
input parameter set defined as case 1 in Table 11. This study investigates the ability of the ANN model 
to encode the transfer function between an accurate site-specific mean wind speed and the number of 
turbines exceeding a threshold. 
The forecasting errors acquired from the defined metrics in (4.4) and (4.5) are analysed through the 
visual inspection of heat maps. Figure 37 displays the heat map of the forecasting error versus the 
measured percentage of turbines exceeding the threshold wind speed for frequent and infrequent events. 
The percentage of turbines exceeding the threshold wind speed is a measure of the maximum percentage 
of turbines in the wind farm exceeding the threshold wind speed for the event. This is effectively a 
measure of the event size in relation to the wind farm capacity. The forecasting error for each of the 
events measured over the duration of the study period is denoted with an x, and is overlaid on a heat 
map which expresses the density of events.  
The forecasting error heat maps, for both frequent and infrequent events, demonstrate that the model 
improves in forecasting accuracy with an increasing percentage of turbines exceeding the threshold 
value. The results show that the model accuracy for small events, when fewer than 20 % of the turbines 
exceed the threshold wind speed, is predominantly between 50 to 100 % under-predicted. The results, 
furthermore, demonstrate that the model is more suited to the forecasting of the maximum number of 










Figure 37. Event forecasting error versus the percentage of turbines exceeding the threshold wind speed: 
(a) Maximum number of turbines exceeding the threshold wind speed for frequent events and (c) infrequent 
events and (b) cumulative number of turbines exceeding the threshold wind speed for an event for frequent 
events and (d) infrequent events.  
Figure 38 shows the number of false alarms raised by the model as a function of the percentage of 
turbines exceeding the threshold wind speed. Although a large number of false alarms are raised, they 
are only prevalent when less than 10 % of the turbines exceed the threshold wind speed.  
  
(a) (b) 
Figure 38. Number of false alarms versus the percentage of turbines exceeding the wind speed threshold: 
(a) frequent events and (b) infrequent events. 
Figure 39 shows the numbers of missed and the total number of events as a function of the percentage 
of turbines exceeding the wind speed threshold. The only events that are not detected by the forecast 
model are associated with small events, where less than 10 % of the turbines were measured exceeding 
the threshold wind speed.  
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(a)  (b) 
Figure 39. Numbers of missed events and the total number of events versus the percentage of turbines 
exceeding the wind speed threshold: (a) frequent events and (b) infrequent events. 
The results demonstrate that the model is adept at translating a meso-scale wind speed to a number of 
turbines exceeding a wind speed threshold. The ANN model is employed as a wind speed event 
forecasting model in the following section by selecting an input parameter set containing forecast data.  
4.3.3.3 Case Study Results for the Forecasting of Frequent and Infrequent Events 
The ANN model is evaluated for its ability to forecast frequent events with a threshold wind speed of 
12 ms-1. Results are presented only for the input parameter set which yields the best performance, which 
in this instance is defined by case 9 in Table 11, i.e. the cold-start WRF ensemble with wind direction 
included as an additional environmental variable. 
Figure 40 shows the forecasting error for frequent events using the metrics defined in (4.4) and (4.5) 
versus the measured percentage of turbines exceeding the threshold wind speed. The presented results 
leads to the following observations: 
• The forecasting skill of the model increases with an increasing percentage of turbines exceeding the 
threshold wind speed. 
• The model tends to under-predict events for both metrics. 
• The model is more adept at detecting the maximum number of turbines exceeding the threshold 
wind speed of frequent events with a larger percentage of events within the 0 to 50 % forecasting 
error range. 
• The forecasting error for both metrics shows that the model accuracy is lower for small events with 
forecasting errors predominantly ranging from 30 to 100 % for less than 20 % of the turbines 






Figure 40. Event forecasting error versus the percentage of turbines exceeding the threshold wind speed 
for frequent events: (a) Maximum number of turbines exceeding the threshold wind speed and (b) the 
cumulative number of turbines exceeding the threshold wind speed for an event. 
Figure 41 shows the number of false alarms, as well as the total number and number of missed events 
for the forecast of frequent events at the wind farm as a function of the percentage of turbines exceeding 
the threshold wind speed of 12 ms-1. A large number of false alarms are raised for small events with 
less than 10 % of the turbines exceeding the threshold wind speed. This is to be expected due to the 
variable nature of the wind and complexity of the forecast. The model has, however, detected most of 
the events, with only 11 missed events out of a total of 659 measured events. The results demonstrate 
that the formulated ANN model is capable of utilising a meso-scale wind speed forecast as an input 
parameter to forecast frequent events at a wind farm.  
(a) (b) 
Figure 41. Frequent event forecast: (a) Number of false alarms and (b) total number and number of missed 
events versus the percentage of turbines exceeding the threshold wind speed. 
The forecasting of infrequent events, i.e. 18 ms-1 threshold, is complicated by the degrading accuracy 
of the WRF ensemble forecast for increasing wind speeds, as well as by the sparseness of events with 
which to train the ANN model. The relatively poor accuracy of the WRF model at higher wind speeds 
is therefore improved using an intermediary ANN model. The WRF ensemble is synthesised into a 
singular, more accurate, forecast using an ANN model comprising nine neurons in the input layer, two 
hidden layers consisting of 20 and 80 neurons respectively, and one neuron in the output layer. A 
sigmoid compression function is used to normalise the wind speeds, and to focus on the wind speed 
range of interest. In doing so, low wind speeds are omitted, and do not contribute to the training of the 




The two-parameter sigmoid function is mathematically described as follows: 
S(x =   ­ ¶ ,                               (4.8) 
where k and xf denote the slope and position parameters respectively. Figure 42 shows the sigmoid 
compression function utilised in the model. Slope and position values of 0.7 and 12 respectively were 
determined through a sensitivity analysis to return the lowest error for the high wind speed range of the 
validation set.  
  
Figure 42. Sigmoid compression function used to optimise the high wind speed range. 
The utilisation of the WRF model ensemble forecasts for the input parameter set for training biases the 
model with prior forecasting errors due to the low number of events for this threshold wind speed. The 
ANN model is, consequently, trained with the input parameter set denoted case 1 in Table 11, i.e. the 
mean wind farm wind speed, V!, and tested with the input parameter set described by case 4, i.e. the 
synthesised meso-scale forecast derived from the WRF ensemble model using an intermediary ANN 
model.  
Figure 43 shows the error for infrequent event forecasts using the metrics defined in (4.4) and (4.5) 
versus the measured percentage of turbines exceeding the threshold wind speed. The presented results 
lead to the following observations regarding the forecasting skill of the ANN model: 
• The model skill increases with an increasing percentage of turbines exceeding the threshold wind 
speed. 
• The model’s estimation of the maximum number of turbines exceeding the threshold wind speed 
for an event is more accurate than its prediction of the cumulative number of turbines exceeding the 
threshold wind speed for an event.  
• The majority of events exhibit large under-predictive forecasting errors when fewer than 20 % of 
the turbines are exceeding the threshold wind speed. 
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Figure 43. Event forecasting error versus the percentage of turbines exceeding the threshold wind speed 
for infrequent events: (a) Maximum number of turbines exceeding the threshold wind speed for an event 
and (b) the cumulative number of turbines exceeding the threshold wind speed for an event. 
Figure 44 displays the number of false alarms, as well as the total number and number of missed events 
for the forecast of infrequent events at the wind farm as a function of the percentage of turbines 
exceeding the threshold wind speed of 18 ms-1. The results show a relative increase in missed events 
when compared to the results for the forecast of frequent events. The model has detected all events 
when more than 30 % of the turbines are exceeding the threshold wind speed. A large number of false 
alarms are produced by the ANN model. False Alarms are raised 17 times for events where between 90 
% and 100 % of turbines are forecast to be exceeding the threshold wind speed of 18 ms-1. The increase 
in false alarms is potentially due to the under-forecasting errors in the training set which has resulted in 
an over-correction by the ANN model.  
  
(a) (b) 
Figure 44. Infrequent event forecast: (a) Number of false alarms and (b) total number and number of 
missed events versus the percentage of turbines exceeding the threshold wind speed. 
 Statistical Downscaling Model 
4.4.1 Overview 
A novel statistical downscaling model is proposed as an alternative approach to the ANN model. Figure 
45 shows a flow diagram proposed for HWSS event forecasting using the statistical downscaling model 
developed in Chapter 3. In this technique, an input parameter set, consisting of a meso-scale wind speed 
and a wind direction forecast, is translated into individual turbine wind speeds. The turbine wind speeds 





Figure 45. Flow diagram of the proposed HWSS event forecasting model using the statistical downscaling 
model. 
Various model topologies are tested in order to determine the input parameter set and training sequence 
which yields the most accurate forecast of wind speed events. Only the best-performing models are 
reported in the following sections. 
4.4.2 Model Topology 
The statistical downscaling model requires a meso-scale wind speed, as well as a wind direction 
forecast, as an input. Table 12 lists the input parameter sets considered in this investigation, however, 
results are only presented for the cases that offer the best performance. 
Table 12. Permutations considered for the statistical downscaling model input parameter sets. 
 Input Parameter Set 
 Case 1 Case 2 Case 3 
Measured mean wind farm wind speed, ³´    
A synthesised WRF ensemble using MVPT    
A synthesised WRF ensemble using an ANN model    
A wind direction forecast, ·    
 
Various loss functions are tested for the synthesised WRF ensemble forecast using an ANN model. The 
WRF ensemble is synthesised into a single meso-scale forecast in Chapter 2 using a mean-squared error 
loss function. This is mathematically described as 
Loss   CO ∑ (eG8)COG"  .                  (4.9) 
This loss function penalises the large errors irrespective of the magnitude of the wind speed which 
results in a forecast with a minimised error for the entire operating range of wind speeds.  
Figure 16 displays the MAE of the wind speed forecast error versus mean wind speed of the wind farm. 
It is evident that the degrading forecasting accuracy will impact on the quality of high wind speed event 
forecasts. In order to improve the forecast for high wind speeds, alternative loss functions are derived 
for the ANN model which are designed to penalise errors at high wind speeds more than errors at low 
wind speeds.  
A linearly-weighted and an exponential loss function are defined by 
Loss   ∑ |eG|  ∙  vG!COG" ,               (4.10) 
and 




where ∝ denotes a weighting factor which controls the rate of exponential increase affecting the 
magnitude of the penalty for high wind speeds. Minimisation of the custom loss functions in (4.10) and 
(4.11) will ensure that the higher wind speed errors are reduced in the training of the ANN model. 
4.4.3 Performance Evaluation and Case Study Results  
4.4.3.1 Overview 
A performance evaluation is undertaken to demonstrate the statistical downscaling model’s ability to 
translate a meso-scale wind speed into a number of turbines in HWSS mode. Following this, case studies 
are shown with the input parameter sets which yield the best results for the forecasting of frequent and 
infrequent events. 
4.4.3.2 Evaluation of the Downscaling Model for the Prediction of Turbine Events 
The statistical downscaling model’s ability to predict the number of turbines exceeding the threshold 
wind speed is evaluated in this section. Figure 46 displays a simplified flow diagram of the model 
topology. Case 1 from Table 12 is utilised as the input parameter set, which is interleaved without 
replacement for the training and testing sets. This results in half of the data selected for training, 30 % 
of which is used for model validation, and half for testing of the model. It is recognised that this 
sequence is not representative of a scenario which could be implemented in practice, and is undertaken 
with the sole purpose of evaluating the model without the bias inherent in the dataset. It is furthermore 
necessary to adopt this approach due to the small dataset available. The downscaling model is trained 
with the measured nacelle turbine wind speeds, V!, as the supervised target, and the training parameters 
are preserved for the testing of the model. Turbine wind speeds, V, are generated by the optimised 
statistical downscaling model. An event model converts the predicted turbine wind speeds into a 
forecast for the number of turbine events, given by N . 
  
Figure 46. Simplified flow diagram of the procedure used to test the statistical downscaling model’s ability 
to forecast wind speed events. 
The MAE is calculated for the error in the test dataset between the set of predicted wind speeds, V, and 




which represents the MAE for all of the individual turbines as a function of the mean wind speed of the 
wind farm. It is shown that the while the range of the MAE increases with increasing wind speed, the 
median of the turbine MAE does not increase consistently with increasing wind speed. The results 
demonstrate that the model is capable of downscaling the meso-scale wind speed to individual turbine 
wind speeds with good accuracy. 
 
Figure 47. Boxplot representing the MAE for all of the individual turbines as a function of the mean wind 
speed of the wind farm. 
Figure 48 displays the estimation errors returned by (4.4) and (4.5) for all events versus the measured 





Figure 48. Event estimation error versus the percentage of turbines exceeding the threshold wind speed: 
(a) Maximum number of turbines exceeding the threshold wind speed for frequent events and (c) infrequent 
events and (b) the cumulative number of turbines exceeding the threshold for an event for frequent events 
and (d) infrequent events. 
The results show that the estimation error for the statistical downscaling model improves for an 
increasing percentage of turbines exceeding the threshold wind speed. The estimation for the maximum 
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number of turbines exceeding the threshold wind speed is marginally superior to that of the cumulative 
number of turbines exceeding the threshold wind speed. Both forecasting metrics return a positive error, 
which indicates a tendency of the model to under-predict the defined events. The majority of events 
exhibit large under-predictive errors when fewer than 20 % of the turbines are exceeding the threshold 
wind speed. 
Figure 49 displays the number of false alarms for frequent and infrequent events, as a function of the 
percentage of turbines exceeding the threshold wind speed. Only 1 and 2 false alarms have been raised 
by the statistical downscaling model, whereas the ANN model predicted 186 and 122, for the 12 ms-1 
and 18 ms-1 thresholds respectively. This large reduction in false alarms is highly desirable as events 
forecast by the model are by corollary more certain to occur. 
  
(a) (b) 
Figure 49. Number of false alarms versus the percentage of turbines exceeding the threshold wind speed: 
(a) Frequent events and (b) infrequent events. 
Figure 50 shows the total number and number of missed events for frequent and infrequent events as a 
function of the percentage of turbines exceeding the threshold wind speed. There is a proportionate 
increase in missed events when compared to the ANN model. This is, however, only for small events 
where fewer than 30 % of the turbines are in exceedance of the wind speed threshold.  
  
(a) (b)  
Figure 50. Number of missed events versus the percentage of turbines exceeding the threshold wind speed 
for (a) 12 ms-1 and (b) 18 ms-1. 
The results demonstrate that the proposed model is capable of meso to micro-scale downscaling for 
event prediction of turbine level events associated with mid-range and high wind speeds. Although the 
ANN model provides a superior prediction for mid-range wind speeds, the statistical downscaling 
1
0 10 20 30 40 50 60 70 80 90 100







0 10 20 30 40 50 60 70 80 90 100
















0:10 10:20 20:30 30:45 45:60 60:75 75:90 90:100









Total number of events
69
10




2 0 2 1 2
0:10 10:20 20:30 30:45 45:60 60:75 75:90 90:100












model produces a marginally superior prediction for high wind speeds with the benefit of producing 
fewer false alarms.  
4.4.3.3 Case Study Results for the Forecasting of Frequent and Infrequent Events 
Figure 51 shows a flow diagram of the procedure used to forecast wind speed events using the proposed 
statistical downscaling model. The model is trained using the same model topology as for the model 
evaluation in Figure 46. The statistical downscaling model’s input parameter for the testing set is 
amended to the input parameter set listed as case 3 in Table 12. The wind speed forecast, V , is derived 
using an ANN model which is optimised for the synthesis of ensemble wind speeds using the 
methodology described in Chapter 2. The proposed model is further evaluated with the loss functions 
defined in (4.9) to (4.11) in order to tune the synthesised meso-scale forecast, V , for improved 
performance at high wind speeds. 
The downscaling model outputs a set of wind speeds which is statistically representative of the turbine 
wind speeds, V. An event model converts the turbine wind speeds into a forecast for the number of 
wind turbines in exceedance of a threshold wind speed, N . 
  
Figure 51. Flow diagram of the procedure used to forecast wind speed events using the proposed statistical 
downscaling model. 
A synthesised wind speed forecast, V , is derived using an ANN model with a mean-squared error loss 
function given by (4.9). Figure 52 shows a boxplot which represents the MAE for all of the individual 
turbines as a function of the mean wind speed of the wind farm. As demonstrated in Chapter 2, the 
MAE of the forecast increases with increasing wind speed. The MAE is at the maximum value for the 





Figure 52. Boxplot representing the MAE for all of the individual turbines as a function of the mean wind 
speed of the wind farm. The ensemble forecast is synthesised using an ANN model with a mean-squared 
error loss function. 
Figure 53 displays the total number, as well as the number of missed events versus the percentage of 
turbines exceeding the wind speed threshold for frequent and infrequent events. The model has missed 
a large number of events due to the inaccurate input forecast. The results demonstrate that the 
synthesised ensemble forecast using an ANN model with a mean-squared error loss function is not 
suitable for the forecasting of mid-range or high-range wind speed events.  
  
(a) (b) 
Figure 53. Number of total and missed events versus the percentage of turbines exceeding the threshold 
wind speed of (a) 12 ms-1 and (b) 18 ms-1.  
Improved accuracy is targeted in the high wind speed range by amending the ANN model loss function 
to a linearly-weighted loss function described in (4.10). Figure 54 shows a boxplot which represents the 
MAE for all of the individual turbines as a function of the mean wind speed of the wind farm. The use 
of a linearly-weighted loss function has reduced the MAE of the predicted turbine wind speeds for the 
high wind speed range and has increased the MAE of low wind speeds. 
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Figure 54. Boxplot representing the MAE for all of the individual turbines as a function of the mean wind 
speed of the wind farm. The ensemble forecast is synthesised using an ANN model with a linearly-weighted 
loss function. 
Figure 55 shows the total number, as well as the number of missed events versus the percentage of 
turbines exceeding the wind speed threshold for the forecast of frequent and infrequent wind speed 
events. The number of missed events has reduced for the 12 ms-1 threshold. The number of missed 




Figure 55. Number of total and missed events versus the percentage of turbines exceeding the threshold 
wind speed for (a) 12 ms-1 and (b) 18 ms-1. 
An exponential loss function described in (4.11) is utilised to further reduce the forecasting error at high 
wind speeds. Various weighting factors are assessed through inspection of the resulting number of false 
alarms and missed events. It is determined through a sensitivity analysis that a weighting factor of 
approximately 1.5 yields the best forecasting performance for this dataset.  
Figure 56 displays a boxplot which represents the MAE for all of the individual turbines as a function 
of the mean wind speed of the wind farm. The results show that the accuracy of the high-range wind 
speeds has improved when compared with the other loss functions which were assessed. The results 
show that the exponential weighting has prioritised the minimisation of the higher wind speed errors, 
as is evident by the degrading MAE with increasing wind speed. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22















Figure 56. Boxplot representing the MAE for all of the individual turbines as a function of the mean wind 
speed of the wind farm. The ensemble forecast is synthesised using an exponential loss function. 
Figure 57 shows the forecasting errors returned by (4.4) and (4.5) for all events versus the measured 
percentage of turbines exceeding the threshold wind speed for frequent and infrequent event forecasts. 
The results show that the forecasting error for the statistical downscaling model improves for an 
increasing percentage of turbines exceeding the threshold wind speed. The majority of events exhibit 
large under-predictive forecasting errors when fewer than 20 % of the turbines are exceeding the 
threshold wind speed. The forecast of the maximum number of turbines exceeding the threshold wind 
speed is superior to that of the cumulative number of turbines exceeding the threshold wind speed for 
an event. For events where greater than 70 % of the turbines exceed the threshold wind speed, the 
forecast error is within approximately -30 % to 30 % for the forecast of the maximum number of 
turbines exceeding the threshold wind speed. The use of an exponentially-weighted loss function in the 
intermediary ANN model for the ensemble synthesis has resulted in an under-prediction for small 





Figure 57. Event forecasting error versus the percentage of turbines exceeding the threshold wind speed: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22












(a) Maximum number of turbines exceeding the threshold wind speed for frequent events and (c) infrequent 
events and (b) the cumulative number of turbines exceeding the threshold for an event for frequent events 
and (d) infrequent events. 
Figure 58 displays the number false alarms as well as the total number and number of missed events for 
the forecasting of frequent events, i.e. using a 12 ms-1 wind speed threshold. The use of the exponential 
loss function has reduced the number of missed events considerably. A large number of false alarms is 
raised by the forecasting model for small events.  
  
(a) (b) 
Figure 58. Frequent event forecast: (a) Number of false alarms and (b) total number and number of missed 
events versus the percentage of turbines exceeding the threshold wind speed. 
Figure 59 shows the number of false alarms, the total number and the number of missed events for the 
forecasting of infrequent events, i.e. an 18 ms-1 wind speed threshold. The results show a large reduction 
in the number of missed events when compared with the mean-squared error and linearly-weighted loss 
functions. The results furthermore demonstrate an improvement over the ANN model forecast for 
infrequent events as the number of missed events, and the number of false alarms has been reduced. 
  
(a) (b) 
Figure 59. Infrequent event forecast: (a) Number of false alarms and (b) total number and number of 
missed events versus the percentage of turbines exceeding the threshold wind speed. 
 Discussion and Conclusions  
Two models are proposed to forecast the number of turbines exceeding a wind speed threshold for a 
large, utility-scale wind farm. This case is analogous to HWSS events in the sense that forecasting 
models must predict the number of turbines exceeding wind speed thresholds for every sampling 
interval. Two wind speed thresholds are defined with the view to represent both frequent and infrequent 
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events at the site under investigation. Frequent events are represented by a mid-range threshold of 12 
ms-1, while infrequent events are represented by a high range threshold of 18 ms-1.  The wind speed 
threshold of 18 ms-1 is selected as this represents a relatively rare high wind speed condition for the 
target site, in the sense that only 0.5 % of the sampled wind speeds at all turbines exceed this wind 
speed. Two novel approaches are demonstrated for the forecasting of wind speed events. 
An ANN model is proposed which translates an input meso-scale forecast directly into a number of 
wind turbines exceeding the threshold wind speed. It is demonstrated that the formulated ANN model 
is adept at forecasting both frequent and infrequent events using an input parameter set comprising an 
ensemble wind speed forecast, and a wind direction forecast. The wind speed ensemble forecast is 
synthesised using a mean-squared error loss function. For the forecasting of infrequent events, a sigmoid 
compression function is utilised to limit the influence of low wind speeds in the training of the model 
in a bid to improve the forecasting skill at higher wind speeds. The results for this approach show that 
the formulated ANN model over-predicts the occurrence of events, and consequently raises a large 
number of false alarms. This is due to the tendency of the input forecast to under-predict the meso-scale 
wind speeds which further influences the ANN model in the training process. 
A second approach adopts the use of the statistical downscaling technique proposed in Chapter 3 for 
the forecasting of wind speed events. This method requires an input meso-scale forecast which is 
accurate at high wind speeds. An intermediary ANN model is used to synthesise the meso-scale wind 
speed ensemble forecast using various loss functions. An exponentially-weighted loss function proves 
to be superior to the mean-squared error and the linearly-weighted loss function. This approach results 
in an event forecast for infrequent events which is marginally superior in skill to the ANN model, with 
a slight improvement in forecasting accuracy, and considerably fewer false alarms.   





Quantification and Comparison of Site-Specific Risk of High Wind 
Speed Shutdown using Meso-Scale Profiles and Survival Analysis 
 Overview 
A considerable amount of research has been conducted into the siting of wind farms to maximise 
cumulative energy yield, or to minimise the aggregated variability of the generation profile, or 
variability of the residual load [52], [54], [60], [97], [98]. Limited research has, however, been 
conducted into the development of formal methodologies to quantify the frequency, severity and 
relative risk of the loss of generation events associated with High Wind Speed Shutdown (HWSS), 
especially in the context of informing wind farm siting decisions [99]. The case studies conducted to 
date on the impacts of HWSS generally reflect an observational rather than anticipatory approach [6], 
[8], [9], [15], [82]. The siting of wind farms can potentially be optimised such that the negative impacts 
associated with ramping and the HWSS phenomena are minimised providing that suitable, dedicated 
methodologies are available for site characterisation.  
A novel methodology is proposed to empirically evaluate the risk of loss of generation due to HWSS 
events at a given site, based on its simulated, or measured, historicity. This proposed methodology aims 
to provide a framework with which to quantify the risk of HWSS events for individual sites, as well as 
for geographic regions to guide strategic and investment decisions. The model topology incorporates a 
spatial wind speed downscaling model, HWSS event model, and a risk assessment model based on the 
theory of survival analysis. The model is implemented and results are presented for two selected sites 
from a meso-scale reanalysis dataset. Site comparison is performed using survival models to determine 
the relative temporal risk of HWSS occurrence between two target sites for various HWSS event levels. 
 Theoretical Framework 
5.2.1 Meso-Scale Wind Resource Modelling 
Traditionally, the siting analyses for potential wind farms are done using historical wind resource data 
for the study area. Various techniques have been suggested to model the tempro-spatial wind energy 
resource for a given geographical area [73]- [77].  
Adequate data coverage is required in order to perform an anemological-related analysis over a large 
region. Numerical Weather Prediction (NWP) tools have been developed for modelling wind profile 
data where there is a sparsity of available measurement sites. The Weather Research and Forecasting 
(WRF) tool developed by the Technical University of Denmark is currently the preferred method for 




Mathematically, the sampling times and wind speed data associated with the meso-scale wind speed 
profile can be represented by the sets T and V! respectively, given by 
T =  tG,    i = 1, 2, 3, … , NG,               (5.1)  
V! =  v!tG),                 (5.2) 
where tG and v!(tG) denote the sampling time and wind speed respectively of the i sample, and NG 
denotes the number of wind speed samples. 
The temporal resolution of the meso-scale wind resource dataset used in this investigation is 15 minutes. 
This is representative of the data contained in wind resource atlases and the forecast sampling intervals 
that are practical for WRF simulations. The definition of HWSS events is therefore based on the mean 
wind speed for a 15 minute sampling interval. High frequency dynamic phenomena, such as turbine 
responses to wind gusts, are thereby neglected.   
5.2.2 Micro-Scale Wind Speed Modelling 
For some applications, meso-scale models do not offer a satisfactory representation of the wind 
resource. Forecasting for wind farm applications, for instance, requires increased horizontal resolution 
for an adequate characterisation of terrain effects, unless the wind farm is situated in simple, flat terrain 
[83]. Micro-scale models are therefore utilised to downscale meso-scale models for improved wind 
speed estimation. The modelling and forecasting of turbine-specific behaviour such as HWSS 
phenomena, in particular, requires accurate micro-scale wind speed profiles defined at the turbine level.  
A variety of techniques have been proposed for the downscaling process [73] - [77], and a novel 
methodology is presented in Chapter 3. The proposed downscaling model, however, is formulated as a 
supervised learning technique where measurements exist for the training of the model. For long term 
planning studies such as siting analyses, reanalysis data is typically used as measurement data is not 
available. An alternative from the proposed model is therefore required for the meso to micro-scale 
downscaling of wind speed data. 
Spatial wind speed models have been used to empirically derive suitable estimates of statistical 
distributions describing the instantaneous micro-scale wind speeds based on certain assumptions. 
Gibescu et al. [73] demonstrated a technique to determine the spatial wind speed profile using a 
Gaussian filter. This method requires the estimation of the spatial standard deviation where only the 
area of the wind farm, the number of turbines, and a decay factor are known. The decay factor is derived 
empirically by estimating the parameters of an exponential fit for the relation describing the decreasing 
covariance with increasing distance between location pairs. The values for the decay factor vary by 
timescale, terrain complexity and climate, as is evident from the conflicting values reported in literature 




Norgaard and Holttinen [77] proposed a multi-turbine power curve approach which models the spatial 
wind speed dispersion at a site using a Gaussian statistical distribution with a standard deviation related 
to the wind farm dimension and local turbulence intensity. Although the methodology relies on a 
number of assumptions, it performs well for modelling spatial wind speed distributions where no 
measurement data are available. This method offers the most generalised approach for modelling 
conceptual wind farms where none exist for comparative purposes.  
5.2.3 Survival Analysis 
Survival analysis is a branch of statistics that employs risk prediction modelling to determine the time 
to an event of interest. The term survival analysis stems from early application of the methodology in 
clinical trials to derive the probability of survival until a time tG [101]. Survival analysis differs from 
other regression analyses in the sense that it incorporates information about the time to events. The 
model is not only used to evaluate the time to events, but also to examine the relation between the 
survival time and specified covariates. 
The survival function, StG), describes the probability that a subject, or proportion of subjects, from the 
population under test will survive beyond time tG, and is defined by the relationship [102] 
S(tG)  P(T» > tG),     0 < tG @ ∞,     T» > 0,               (5.3) 
where T» is a continuous random variable representing the time to the occurrence of an event, or 
survival time. Alternatively, StG) can be interpreted as the probability that an event of interest will not 
occur by time tG. It follows that for a test population of a given size, the survival function output will 
decrease with time as events occur. 
The event times, denoted by T», have a probability density function, ftG), defined as [103]  
f(tG)  lim∆O→f 5(O ¾ o
¿ ¾ O  ∆O
∆O .                               (5.4) 
Function ftG) expresses an unconditional instantaneous failure rate that describes the probability of the 
frequency of events over time. The instantaneous probability of an event occurring is then described by 
the relation between the survival function, S(tG), and the probability density function, f(tG), as [103] 
h(tG)   (O)À(O)   lim∆O→f 5O¾o
¿¾O∆O | o¿ÁO
∆O .                 (5.5) 
The instantaneous risk of an event at time tG, given that there have been no prior events, is given by the 
hazard function, h(tG). 
Many semi-parametric survival analysis models have been proposed in literature since the initial model 
proposed by Cox [104], [105]. The most popular of these, namely the Proportional Hazards (PH) model, 





h(tG, X)   hftG)eÂÃ,                               (5.6) 
where β denotes the parameter coefficient estimate for the effect of the covariate, X. The baseline hazard 
function, hftG), is unspecified and describes the risk when the covariate X = 0. The eÂÃ term 
incorporates the relative risk into the model, which adjusts the baseline risk proportionately at all 
durations as it does not include time. By way of example, (5.6) could be used to model the probabilistic, 
empirical estimation of instantaneous risk, htG), for HWSS events at a wind farm. The baseline hazard 
function, hf(tG), is non-parametric and unspecified, meaning it is empirically fitted to the historical 
occurrences of HWSS without any assumptions as to the nature of the data. The seasonal occurrence 
may be included as a covariate, X, which may have one of four values, representing summer, autumn, 
winter, and spring. The relative risk term, eÂÃ, acts multiplicatively on the baseline hazard, meaning it 
adjusts the empirically derived baseline risk either up or down for each season, X. The formulated model 
requires validation before the results may be accepted. The proportionality criterion must be satisfied, 
and each of the seasons must be statistically significant.  
In instances where more than one covariate is available, (5.6) is amended to 
htG, X)  = hftG) ∙ eÂSÃS ÂPÃP ÂtÃt.                (5.7) 
The proportionality assumption of the PH model necessitates that the hazard functions of two 
observational groups be constant over time. Consequently, the effect of explanatory variables may be 
determined independent of the unspecified baseline hazard function by means of the comparison of the 
two observational groups. This yields the hazard ratio HR, which is analogous to relative risk. The 
hazard ratio is formally defined from (5.6) as the ratio of two hazard functions [103] 
HR = SP =  
¶OÆÇb
¶OÆÇÈ = e
ÂÃb ÃÈ,                          (5.8) 
X = x | x =  X ∪  XÊ,                  (5.9) 
where h is the hazard function for group 1, and h8 is the hazard function for group 2. The covariates 
X and XÊ denote two groups of observational subsets for a covariate, X.  
The HR may be used for a relative estimation of risk between sites. To accomplish this, the covariate, 
X, is selected as the group of wind farm sites, where the subset covariates, X and XÊ, denote two 
separate wind farms with their own hazard functions. In (5.9), wind farm XÊ is the referent site meaning 
that the hazard ratio is returned as a relative risk for wind farm X with respect to wind farm  XÊ. As 
the hazard ratio returns an odds ratio, the relative probability of an event occurring, HR5, is therefore 
defined as [107] 




A hazard ratio of 3 therefore indicates that there is a 3:1 chance, or a 75 % probability, that an event 
with occur at wind farm X before an event will occur wind farm XÊ. 
The foundational PH assumption must be tested in order to determine the degree of the estimated 
coefficients validity. Violation of this assumption for a specified covariate will return an over-estimated 
relative risk for an increasing hazard ratio, and vice-versa. Multiple extensions to the model have been 
developed to cater for time-varying effects of covariates should they depart from the PH assumption. 
• The covariate may be stratified by factors, or levels. This is primarily reserved for when the effect 
of the covariate is not of interest [103]. Stratification forces the model to fit a different baseline 
hazard function to each strata.  
• A beta step function can be used to split the dataset at the juncture where proportionality is violated. 
The dataset may be spliced into multiple intervals to fit different coefficient estimates in each for a 
disjointed relative risk assessment [108]. 
• An interaction term can be introduced into the model to render the covariate time-dependent [108], 
[109]. 
 Model Topology  
5.3.1 Overview 
Figure 60 shows a flow diagram of the proposed methodology for the characterisation of HWSS events 
for wind farm sites. The methodology can be summarised as follows: 
• Meso-scale wind profiles are used to represent the site-specific wind resource. Each meso-scale wind 
speed sample is translated by a spatial wind speed model into a set of micro-scale wind speeds that 
is statistically representative of the wind speeds encountered by the wind turbines at a wind farm.  
• An HWSS event model is implemented to translate the individual spatial wind speed profiles into 
HWSS events. The HWSS event model is a rule-based implementation of a typical power curve, 
which incorporates HWSS protection logic parameters such as cut-out and the re-cut-in hysteresis 
parameters. The application of this model yields a multi-turbine HWSS event profile that quantifies 
the number of wind turbines in HWSS mode for each sampling interval. The multi-turbine HWSS 
event profile is subsequently converted to a binary event profile by applying a threshold for the 
number, or percentage, of wind turbines in HWSS mode.  
• Survival analysis, a branch of statistical models used to characterise a dataset in terms of the time to 
an event of interest, is applied to the HWSS event profile to determine the temporal risk for site 






Figure 60. Flow diagram illustrating the proposed methodology for the characterisation of temporal risk 
of HWSS event occurrence for wind farm sites. 
5.3.2 Spatial Wind Speed Model 
Wind speed forecasts are typically at a meso-scale level. The wind speeds experienced at a given time 
by the individual wind turbines, however, varies from wind turbine to wind turbine due to the effects 
of site-specific parameters such as local topography, surface roughness, sheltering, and wake effects. 
The modelling of an HWSS event is conducted at the micro-scale level using the wind speed 
experienced by an individual wind turbine and a turbine power curve. 
The method proposed in this study applies a representative Gaussian spatial distribution to translate a 
single meso-scale wind speed into a set of micro-scale wind speeds. The mean of the distribution for 
the i sample in time corresponds to the meso-scale wind speed, v!tG), while the standard deviation 
of the distribution, σ, is determined from the wind farm area and the local turbulence intensity [77]. In 
a survey of the land use statistics of 161 onshore wind farm projects in USA, Denholm et al. determined 
that, on average, 85 acres is required per MW of generation [110]. For the purposes of this investigation, 
a wind farm with an area of 100 km2 is adopted, which equates to a total of 300 MW, or 100 3 MW 
wind turbines, using the aforementioned 85 acres/MW average. 
The random sampling strategy proposed in Chapter 3, without turbine ranking and mapping, is utilised 
to derive micro-scale wind speeds for each sampling interval. The set of micro-scale wind speeds is 
sampled independently from the applied Gaussian spatial distribution at each tG to derive a statistical 
representation of wind speeds at the site which are untied to physical locations.  
5.3.3 High Wind Speed Shutdown Event Model 
HWSS is a protection feature that safeguards a wind turbine against excessive mechanical forces on the 
blades, structure, and motor effectuated by high wind speeds. HWSS parameters are embodied in the 
power curve of the turbine, and vary depending on manufacturer and IEC class. A typical power curve 
with its associated HWSS protection logic is shown in Figure 1. A rule-based implementation of typical 
HWSS protection logic parameters such as cut-out and the re-cut-in hysteresis parameters is developed 
for the translation from micro-scale wind speeds to cut-out events. A wind speed threshold, as described 
in Chapter 4, is applied to the representative set of sampled micro-scale wind speeds to acquire a number 
of turbines in HWSS mode. The number of wind turbines in HWSS mode for the sampling timeline, T, 
is represented by the set NËwÀÀ given by 




where nËwÀÀ(tG) denotes the number of wind turbines in HWSS mode at sampling time tG. 
An HWSS event is defined as a scenario where one or more wind turbines are in HWSS mode for one 
or more successive sampling intervals. An individual event is defined in terms of the start time and 
duration of the events, and the histogram of the number of turbines affected for each sampling time, tG, 
which forms part of the event. The relationship between two successive events is represented by the 
time between the events. Figure 61 illustrates these parameters graphically. The start and end times are 
denoted by tD  and tD respectively for the k event, tDÍ represents the duration of the k event and tDÎ 
denotes the gap time between the (k − 1 and k events.  
 
Figure 61. Graphical illustration of successive HWSS event profiles. 
Variable No represents a threshold of a pre-determined number of wind turbines in HWSS mode, to be 
used for more advanced modelling of HWSS events in the sections to follow. The set of start times, T, 
is given by 
T =  tD |tD ∈ T,     k = 1, 2, 3, … , ND,            (5.12) 
where ND denotes the number of events. The set of end times, T, is given by 
T =  tD |tD ∈ T,   tD 2 tD , k = 1, 2, 3, … , ND.                        (5.13) 
The set of durations, TÍ, is given by 
TÍ =  tDÍ,   k = 1, 2, 3, … , ND,                         (5.14) 
where 
tDÍ   tD H tD .               (5.15) 
The gap time between the k − 1 and k events, tÎ(k − 1, k is defined by the relationship 























5.3.4 Survival Analysis Model 
Classical survival analysis addresses the risk of occurrence of a discrete event across a temporal scale. 
The severity and duration of an individual event is not represented in the analysis. The event profile 
shown in Figure 61 must consequently be redefined to represent events of a binary nature in order to 
apply survival analysis for the modelling of HWSS events. This can be achieved by defining an HWSS 
event in terms of a threshold of a minimum number, or percentage, of wind turbines in HWSS mode. 
For example, redefining an HWSS event as a minimum number of No wind turbines in HWSS mode 
returns the binary event profile. Figure 62 shows the binary event profile with the start times, end times, 
durations and inter-event gap times are amended accordingly. 
 
Figure 62. Graphical illustration of the binary profile of successive HWSS events derived for a pre-
determined number of wind turbines in HWSS mode. 
Survival analysis can be applied to an HWSS event profile to quantify the temporal characteristics of 
HWSS occurrences for a given location. This provides a means for comparing the risk of HWSS 
occurrences for different locations. The HWSS event survival profile for an individual site also has 
potential application in the short-term forecasting of HWSS events. 
 Model Implementation and Performance Assessment 
5.4.1 Overview 
The proposed HWSS risk assessment methodology is applied in the juxtaposition of two sites, 
designated as site A and B respectively, with the view to demonstrate practical application of the 
methodology for site characterisation and comparison. A total of 100 micro-scale spatial wind speeds, 
or potential wind turbine positions, are considered per site, so that the number of wind turbines in HWSS 
mode equals the percentage of wind turbines in HWSS mode. Single-turbine HWSS events are defined 
as occurrences where the micro-scale wind speed exceeds the wind turbine cut-out speed for the 15 
minute sampling interval associated with the meso-scale dataset. Various HWSS levels are considered, 
namely 10 %, 20 %, 50 % and 100 % of the wind turbines at the site. The HWSS levels correspond to 
the proportionate loss of wind turbines within a wind farm due to the occurrence of HWSS. 
















PV Resource Aggregation Study for South Africa’ numerical dataset [111]. This yields wind speed and 
direction profiles with a temporal resolution of 15 minutes, and a spatial resolution of 5 km by 5 km for 
the calendar years 2009 to 2013. The wind resource dataset was derived using the output of climate-
type simulations of the WRF model [112]. The numerical dataset has been compared with measured 
wind speeds obtained from a number of weather masts located across the country [111]. Overall, the 
wind profile obtained through the WRF model shows good correlation with the corrected wind speeds 
measured at the masts.  
5.4.2 Characterisation and Comparison of Two Sites using Survival Theory 
Figure 63 shows the temporal wind speed distributions for the target sites. Site A has a mean wind speed 
of 7.7 ms-1, while site B has a mean wind speed of 9.2 ms-1. A class II wind turbine is therefore selected 
for site A, and a class I wind turbine is selected for site B. The cut-out and re-cut-in parameters of the 
individual wind turbines are determined by the turbine class. In the analysis, these parameters are taken 
from the selection of appropriate wind turbines from the range of available wind turbines in the Vestas 
3 MW platform.  
 
Figure 63. Wind speed probability distributions for site A and site B for the duration of the study period. 
The spatial wind speed model is applied to derive micro-scale wind speed profiles that are representative 
of the wind speeds experienced by the wind turbines at the virtual wind farm. Two wind farms, both 
with an area of 100 km2, and consisting of 100 turbines each are selected. The specification of the wind 
farm area allows the selection of the normalised spatial standard deviation from a range of possible 
values. These values range from approximately 0.09 to 0.165 depending on the local turbulence 
intensity [77]. A normalised spatial standard deviation of 0.15 is selected for both sites, which once 
multiplied by the relevant site’s mean wind speed, translates to a spatial standard deviation of 1.15 ms-
1
 and 1.38 ms-1 for site A and site B respectively. The relevant turbine cut-out parameters are used to 
derive a temporal profile of HWSS events. It is assumed that all turbines at the simulated wind farm are 
identical in terms of class and the operational control system. 















Figure 64 shows the average number of events per year for both sites versus the percentage of wind 
turbines in HWSS mode. Both target sites exhibit a large number of events. Site A, however, shows a 
higher propensity for total HWSS compared to site B. This is clear from the ratios of the occurrences 
of 100 % and 10 % HWSS levels for the sites. Site A transitions from 10 % HWSS to complete HWSS 
25 % of the time, whereas site B makes the same transition 12 % of the time.  
 
Figure 64. Average yearly number of HWSS events of 10 %, 20 %, 50 % and 100 % HWSS levels for site 
A and site B for the duration of the study period.  
The non-parametric Kaplan-Meier estimator is employed to derive the survival function for HWSS 
events. This estimator is one of the most popular, simple, and robust techniques used to analyse time to 
event data [113]. The survival probability is determined by using the relationship [102] 
S(tD )   ∏ ¡1 −  ²­­ Ì­­ £C­D" ,               (5.17) 
where ED  denotes the number of events that have occurred up to event k from the start of the study 
period. The risk set, RD, represents the cumulative number of events which have occurred over all 
observed time, less the number of events which have occurred until tD  [102]. The temporal survival 
probability is determined retrospectively at time tD  by relating the number of events which have 
occurred at time tD  to the total number of events which have occurred over the course of the study 
period. 
Figure 65 and Figure 66 show the survival curves derived for site A and site B respectively. The spread 
of the curves for the two sites is noticeably different. This is consistent with the observation made from 
the results shown in Figure 64, which suggest a greater likelihood of transitioning to a higher HWSS 
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Figure 65. Survival curves for site A for 10 %, 20 %, 50 % and 100 % HWSS levels. 
 
Figure 66. Survival curves for site B for 10 %, 20 %, 50 % and 100 % HWSS levels.  
The variable nature of site A is apparent in the narrow spread of the survival curves, as well as the initial 
sharp decline of survival probability for all HWSS levels. By way of contrast, site B exhibits a 
comparatively gradual decline of survival probability.  
Table 13 lists the median and mean survival times, which can be used to compare the survival curves. 
The results show that the median gap time, or the 50 % survival probability, for the HWSS levels of 20 
% and 50 % is approximately equal for site A, with median total wind farm shutdown approximately 
80 hours later, or 27 % of the 0 % survival probability later on the time scale. This further demonstrates 
the tendency of site A to proceed into high levels of HWSS. The loss of the entire wind farm for site B 
is less likely, with a median gap time that is approximately 80 % higher than the median gap time for a 
20 % loss of the wind farm. The median for the 50 % HWSS level is unexpectedly lower than the 
medians for the 10 % and 20 % HWSS levels. This is as a result of the HWSS event profile being 
consistently situated near the 50 % threshold. Consequently, a frequent transitioning above and below 
the 50 % threshold occurs. Although the mean time between events for the 10 % HWSS level is 
approximately equivalent for both wind farms, the events at site B are more regularly spaced along a 
temporal scale. This is evident from the 20 %, 50 % and 100 % mean HWSS levels, as well as the shape 
of the survival curves. 



























Table 13. Mean and median gap times between events as well as the 0 % survival probability for the defined 
HWSS levels. 
HWSS Level 








(Hours) S(ti) = 0 % 
10 % 320.7 104.0 2794.8 331.3 101.8 4570.8 
20 % 791.9 261.4 9532.8 1136.6 397.0 7476.3 
50 % 1039.7 279.9 9542.3 1445.3 64.9 7478.5 
100 % 1302.6 355.3 12618.0 2349.4 741.5 9757.3 
 
Table 13 indicates the 0 % probability gap time within which all observed events have occurred. There 
is, based on observation, almost 0 % probability of surviving beyond this point. Based on 5 years of 
data, it is highly probable that a 10 % of the wind farm will shut down within approximately 2795 hours 
(116 days) for site A, and 4671 hours (195 days) for site B. 
Although useful for site characterisation, survival curves are not ideal for comparing risk. A relative 
risk comparison is therefore determined by applying the Cox PH model. Equation (5.6) is amended to 
yield the following: 
htG, XG   hftG)eÂO*ÃO* ,             (5.18) 
where XG is a categorical variable containing site A and B, and βG is an estimation of the coefficient 
of relative risk between sites. Site A is set as the referent, such that the parameter estimate will be 
returned for site B relative to site A. 
A common approach is applied to assess the PH assumption through the determination of the Schoenfeld 
residuals, SR, which are obtained by subtracting the weighted average of the covariates in the risk set, 
XUUUUtD ), from the observed values of the covariates at each failure time, tD  [114], as 
SRtD )  X(tD ) H  XUUUUtD ),              (5.19) 
with 
XUUUUtD )   ∑ ÃQ­ ÐQ­ ¥QQRS ÆQÇQ∑ ÐQ­ ¥QQRS ÆQÇQ ,             (5.20) 
where  n denotes the number of the observation, and N denotes the total number of observations. The 
binary risk factor, Y, is set to one if the observation is at risk, and to zero otherwise [107]. 
Table 14 lists the results for the application of (5.18), as well as for the assessment of proportionality 
using the Schoenfeld residuals for the defined HWSS levels. 
Table 14. Results for the Cox model application from (5.18) for all HWSS levels. 
HWSS Level β HR 95% CI p z SRp 
10 % 0.34 1.40 1.13 – 1.75 0.0026 3.01 3.1E-5 
20 % 0.24 1.27 0.86 – 1.86 0.2300 1.20 8.2E-3 
50 % 0.16 1.18 0.75 – 1.85 0.4800 0.70 0.123 





Of the HWSS levels considered, only the 10 % level is significant (p < 0.05). It is, furthermore, also 
apparent that the 10 % and 20 % HWSS levels violate the PH assumption. This is evident from the 
Schoenfeld residuals p-level, SR», which assesses deviation from the PH assumption. A significant SR» 
indicates non-proportionality of the assessed covariate. Figure 67 shows the plot of the Schoenfeld 
residuals against transformed time for the covariate, XG, at each HWSS level. The standard Kaplan-
Meier time transformation is utilised [115]. 
 
Figure 67. Schoenfeld residuals versus transformed time for all defined HWSS levels.  
The dichotomous nature of XG results in a band division in the βG estimates. For each HWSS level, 
a smoothing spline fit is applied to the residuals, with dashed lines to indicate the 95 % Confidence 
Interval (CI). The 10 % HWSS level exhibits a linearly decreasing trend in the fit, implying that the 
covariate XG is time-dependent. The 20 %, 50 % and 100 % HWSS levels do not exhibit a linear 
temporal trend. The substantial departure from the zero-slope requirement, however, gives rise to the 
conclusion that the PH assumption is violated for all cases. 
Violation of the PH criterion necessitates application of one of the corrective actions described in 
section 5.2.3. As the residuals indicate a temporal trend for the 10 % HWSS level, a time interaction 
term is incorporated into the model as follows: 
hÒtG, XG   hfÓtG)eÂO*ÃO*O,            (5.21) 
where y is a stratification variable representing the year. Stratification allows for the application of a 
different baseline hazard function for each year to negate temporal irregularities. This results in an 
improved individual and global model fit. Figure 68 shows the Schoenfeld residuals for the time-variant 





Figure 68. Schoenfeld residuals versus transformed time for the 10 % HWSS level from (5.21), which 
models Xsite as time-variant.  
The horizontal line at β = 2 falling within the 95 % confidence interval, coupled with a SR» of 0.258, 
indicates that the new model adheres to the proportionality requirement. Additionally, XG is found to 
be highly significant with a p-level of approximately 7.1x10-5. The βG and β coefficients are 0.535 
and -9.863 x 10-4 respectively, where β signifies the effect of the linear time transform coefficient. 
The new hazard ratio for the 10 % HWSS level is obtained using the relationship [108], [109] 
HRtD )   eÂO* Â∙ ­ .              (5.22) 
Figure 69 depicts the temporal hazard ratio in (5.22) as a function of the time from the previous event. 
The result shows a declining exponential hazard ratio from approximately 1.7 for site B relative to site 
A. The break-even point is at approximately 540 hours, or 23 days, after which site A is at a higher 
hazard compared to site B. It follows that site B exhibits a larger short-term risk, whereas site A presents 
a higher longer-term risk. The time-transform technique proved ineffective for the other HWSS levels. 
 
Figure 69. Hazard ratio versus time for the 10 % HWSS level for the time-variant model in (5.21).  
The Cox model in (5.21) is reformulated with a beta step function for the 20 %, 50 % and 100 % HWSS 
levels. The dataset is split at 5 hours to produce two intervals, with interval 1 spanning from 0 to 5 hours 
and interval 2 covering 5 hours to the largest gap time. The 5 hour split was determined through a 
sensitivity analysis, with estimations selected near the gradient reversal of βG in Figure 67 [116]. Each 




step function.  
For all cases and their intervals, the covariate XG is found to be significant (p < 0.05), and met the PH 
criterion (SR» >> 0.05). The results obtained for the 20 %, 50 % and 100 % HWSS levels, similar to 
the 10% HWSS level, demonstrates the following: 
• A high short-term risk for site B relative to site A, with an HR5 indicating a larger probability of an 
event occurring at site B first – in the range 72 % to 79 %. 
• A low long-term risk for site B relative to site A, with an HR5 indicating a range of 15 % to 22 % 
probability of an event occurring at site B first. 
Table 15. Cox model results with a beta step function utilised to split the data into two intervals. 
HWSS Level Interval βsite HR HRp 95 % CI SRp p 
20 % 1 1.33 3.79 79 % 1.8 - 8.1 0.81 0.0006 2 -1.65 0.19 16 % 0.1 - 0.5 0.97 0.0003 
50 % 1 0.92 2.51 72 % 1.2 - 5.5 0.70 0.0200 2 -1.23 0.29 22 % 0.1 - 0.8 0.91 0.0140 
100 % 1 0.98 2.66 73 % 1.1 - 6.5 0.75 0.0322 2 -1.70 0.18 15 % 0.2 - 0.6 0.49 0.0042 
 
The survival analysis methodology applied in the above case studies demonstrates an effective analysis 
technique for comparing the HWSS properties of two sites. 
 Discussion and Conclusions 
A novel methodology is proposed for the characterisation and comparison of the risk of the occurrence 
of HWWS events, using survival analysis and the Cox PH model. It is shown that the temporal risk of 
HWSS events at a site can be quantified from historical data using survival analysis. This technique is 
subsequently extended to the quantification of the relative, empirical risk of HWSS events for two 
conceptual wind farms, using the Cox PH model. The model implementation and statistical validation 
is demonstrated for application to HWSS event analysis when the assumption of proportionality is 
violated. The proposed methodology has wide application.  Although the methodology is demonstrated 
for HWSS events, it can be applied for any event of interest, including defined ramp-rate exceedances, 






Conclusions and Proposals for Further Research 
 Overview 
The proliferation of wind energy has introduced variability and uncertainty into the power mix. The 
mitigation of residual ramp-rate requirements has recently gained attention due to potential 
consequences of frequency instability in grids with increasing penetration levels. Despite the recent 
attention on ramping phenomena, the case of High Wind Speed Shutdown (HWSS) has not been 
investigated sufficiently as motivated in Chapter 1.  
Two distinct outcomes are targeted in this dissertation: 
• The development of a short-term operational forecasting model which is capable of forecasting the 
number of turbines in HWSS mode. 
• The modelling, quantification, and comparison of the relative risk of HWSS events. 
 Development of a Short-Term Operational Forecasting Model 
6.2.1 Overview 
A methodology is proposed for the forecasting of HWSS events using a hybrid forecasting model. 
Numerical Weather Prediction (NWP) models are utilised to generate meso-scale ensemble wind speed 
forecasts, which are synthesised using two techniques. The resulting meso-scale forecast is downscaled 
to wind speeds at individual turbines using two approaches, namely an Artificial Neural Network 
(ANN) model and a novel statistical downscaling technique. A novel HWSS event model is 
subsequently applied to predict the number of turbines in HWSS mode. The novel contributions 
resulting from this work are listed in the following subsections 
6.2.2 Ensemble Synthesis using the Mean-Variance Portfolio Theorem 
The Mean-Variance Portfolio Theorem (MVPT) is implemented and evaluated for the synthesis of 
multi-model ensemble forecasts towards a supervised target, namely the wind speed measured at an on-
site meteorological mast. The results are compared to a two-layered ANN implementation. It is shown 
that the MVPT performs superior to the averaging of the multi-model ensemble wind speeds, with a 
Mean Absolute Error (MAE) skill score of approximately 5 % over the best-performing NWP model. 
The ANN implementation performs superior in terms of accuracy, with a MAE skill score of 
approximately 8.3 % over the best-performing NWP model. The MVPT approach, however, executes 
approximately 24-30 times faster compared to the ANN model for the considered dataset and model 




or where computational expedience is a consideration. 
6.2.3 Development of a Statistical Downscaling Technique 
A novel statistical downscaling technique is proposed to translate a meso-scale wind speed into multiple 
archetypal profiles that are statistically representative of the turbine wind speeds at a utility-scale wind 
farm. The methodology employs a Monte Carlo simulation comprising an optimisation loop with a 
random sampling process of an optimised site-specific spatial wind speed distribution, a turbine ranking 
and mapping procedure, as well as an optimisable random generator seed. The optimisation procedure 
is implemented to return different spatial wind speed distributions, partitioned by the wind flow 
conditions associated with different seasons. It is shown that the proposed method performs well, with 
a MAE of approximately 0.8 ms-1 for any given season.  
The proposed methodology has potential application in studies where a meso-scale wind speed profile 
has to be translated into site-specific power output profiles for individual turbines, including medium 
and long-term studies to determine capacity factor, short-term forecasting of power generation profiles 
in an operational context, and specialised applications such as forecasting the risk of HWSS events.  
6.2.3.1 Optimised Site-Specific Spatial Wind Speed Profiles 
The proposed methodology for deriving optimal spatial wind speed distributions represents a novel 
contribution. As demonstrated in literature, site-specific wind speed distributions are used extensively 
in the determination of equivalent wind farm power curves. The derivation of multiple optimised 
distributions that are partitioned according to wind flow conditions has potential application in wind 
farm site characterisation, as well as for forecasting applications. 
6.2.3.2 Tempro-Spatial Partitioning 
The tempro-spatial partitioning of wind flow data represents a unique approach. In this investigation, 
wind farm data is partitioned into discrete wind speed and wind direction ranges in order to encapsulate 
the spatial variability experienced by wind turbines due to wind speed and wind direction changes. 
Temporal partitions are further applied to isolate seasonal meteorological processes. The results 
obtained demonstrate that the tempro-spatial partitioning yields favourable results in the sense that 
different statistical features are found for the optimised spatial wind speed distributions. The results, 
furthermore, show a similar MAE for the individual turbine wind speed errors across all seasons. 
6.2.3.3 Turbine Ranking Model for the Bijective Mapping of Wind Speeds 
A novel turbine ranking model is developed as a means to map the statistically sampled wind speeds to 
wind turbines based on wind flow conditions. An ANN model is trained and validated on a test dataset 




6.2.4 Short-Term Forecasting of Wind Speed Threshold Events 
The forecasting of high wind speed events has received limited attention in literature. Two novel 
approaches are implemented and evaluated for the short-term forecasting of the number of turbines 
exceeding a pre-determine threshold at a utility-scale wind farm. 
An ANN model is proposed to translate an input meso-scale forecast directly into a number of wind 
turbines in event mode. It is demonstrated that the formulated ANN model is adept at forecasting both 
frequent and infrequent events using an input parameter set comprising a wind speed ensemble, and a 
wind direction forecast. The results show that this model is capable of forecasting infrequent events 
with a limited dataset at the cost of a large number of false alarms. The model is adept at forecasting 
mid to large events, but does not produce a skilful forecast for small events. 
The proposed statistical downscaling model is utilised in the forecasting of the number of turbines 
exceeding a pre-determined threshold at a large wind farm. The meso-scale ensemble wind speed 
forecast is improved for high wind speeds using an original approach, namely an intermediary ANN 
model with a custom loss function to penalise the errors at high wind speeds. The results demonstrate 
that this approach yields a marginally improved forecast with fewer false alarms. 
 Modelling, Quantification, and Comparison of Relative Risk of HWSS Events 
A novel methodology is proposed to empirically evaluate the risk of loss of generation due to HWSS 
events at a given site, based on simulated, or measured, historicity. This proposed methodology aims to 
provide a framework to quantify the risk of HWSS events for individual sites as well as for geographic 
regions to guide strategic and investment decisions. The model topology incorporates a spatial wind 
speed downscaling model, an HWSS event model, and a risk assessment model based on the theory of 
survival analysis. The model is implemented and results are presented for two selected sites from a 
meso-scale reanalysis dataset. Site comparison is performed using survival models to determine the 
relative temporal risk of HWSS occurrence between two target sites for various HWSS event levels. 
The results show that the temporal risk of HWSS events at a singular site can be quantified from 
historical data using survival analysis. This has potential merit for forecasting applications. This 
technique is subsequently extended to the quantification of the relative, empirical risk of HWSS events 
for multiple wind farms using the Cox PH model. Lastly, model development and statistical validation 
is demonstrated for application to HWSS event analysis when the assumption of proportionality is 
violated. Although the methodology is demonstrated for HWSS events, it can be applied for any event 
of interest, such as defined ramp-rate exceedances, and drop below cut-in. 
 Proposals for Further Research 





• Generation of synthetic ensembles for synthesis using the MVPT. 
The generation of synthetic ensembles has received attention in literature. Synthetic ensembles can be 
created using a WRF forecast as a guide, or by using historical forecasting errors. It is postulated that 
the application of the MVPT can add a contribution to the synthesis of these ensembles, due to its ability 
to incorporate a large number of input wind speeds into its optimisation algorithm, as well as for its 
computational expedience. The MVPT could, alternatively, be utilised for a principal component 
analysis, or alternatively, for the weight initialisation of an ANN model for synthesis of the ensemble 
wind speeds into a singular, more accurate forecast. 
• Optimising the spatial partitions for the proposed statistical downscaling technique. 
The proposed statistical downscaling method currently employs a static partitioning of the data into 4 
wind speed, and 8 wind direction ranges. Further research is planned for the optimisation of the 
partitioning methodology using clustering and other techniques. 
• The short-term forecasting of power band probabilities for wind farm applications. 
The model topologies investigated in this dissertation are essentially spatial forecasting models in that 
they inherently account for the micro-scale spatial effects for an averaged sampling interval. The trained 
models are capable of learning the meso to micro-scale transfer function using measured nacelle wind 
speed data. The ability of these models, the ANN model in particular, to forecast the probability of wind 
farm power output within discretised bands is targeted for investigation. Custom loss functions could 
potentially be utilised to improve the power forecast for certain bands of interest, i.e. high power bands. 
• Short-term forecasting of HWSS events using survival analysis. 
Survival analysis is utilised, in its original form, to forecast life expectancy based on empirical evidence, 
i.e. the relationship between the predictand and a set of environmental covariates. This is analogous to 
the forecasting of the time to the occurrence of events at a wind farm for given environmental variables 
such as forecast data, time of day, time from the previous event, etc. An investigation is planned into 
the potential utilisation of survival models for regression forecasting for wind farm applications. 
• Generation of relative risk maps of HWSS potential.  
The proposed survival analysis techniques can, in principle, be extended to derive the relative risk for 
a large number of wind farm sites. Parametric survival models are, furthermore, targeted for the 
derivation of relative temporal risk. The risk of HWSS, and other events such as ramping, can be 
visualised in the form of geographical maps. This output could potentially inform siting practices. 




Ramp-rate forecasting for the day ahead is identified as an area for further research using the models 
developed in this dissertation. 
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