Given a connected undirected graph G = (V, E), the Markov chain associated to the invasion process is as follows: The set of states S of the chain is the power set of the vertex set V , where each set S ∈ S contains the nodes occupied by mutant individuals. The transition probability between two states S, S ∈ S is
where r > 0 is the relative fitness for the invader mutant, d i is the degree of the node i, and w i j = 1/d i if (i, j) ∈ E and w i j = 0 otherwise. Notice that all the outgoing probabilities P S,S have the same denominator, the total reproductive weight of S w S = r ∑ i∈S ∑ j∈V w i j + ∑ i∈V \S ∑ j∈V w i j = r|S| + N − |S|.
Let Φ S (r) be the probability of all population will become mutant at some point starting with mutants in the vertices belonging to S, that is, the probability of reaching the absorbing state V ∈ S starting from S ∈ S . Hence, the average fixation probability is
To compute this quantity it is enough to solve the system of linear equations
with boundary conditions Φ / 0 (r) = 0 and Φ V (r) = 1. If P = (P S,S ) is the transition matrix, Eq 2 can be written as
where Φ Φ Φ = (0,Ψ Ψ Ψ, 1) is the vector with coordinates Φ S (r), (1, b, 0) is the vector with coordinates P S, / 0 , and (0, c, 1) is the vector with coordinates P S,V . It can be rewritten as
where I is the identity matrix. It is clear that the entries of I − Q and the coordinates of c belongs to Q[r]. Therefore, Cramer's rule implies that the entries of the fundamental matrix N = (I − Q) −1 and the coordinates of the solution Ψ Ψ Ψ of the linear system Eq 4 are rational functions on r with rational coefficients. Then, Lemma 1. The average fixation probability Φ(r) is a rational function on r with rational coefficients.
In order to bound the degree of the numerator and denominator of Φ(r), we must simplify Eq 4 as follows. If we multiply each equation by the reproductive weight w S of the corresponding state S, we obtain the simpler equivalent linear system
where T is the diagonal matrix with entries w S associated to the states S ∈ S different from / 0 and V . Obviously, all the coordinates of the matrix T (I − Q) and the vector T · c are functions of the form a r + b with a and b ∈ Q. By Cramer's rule, the fixation probability of any state S is
where [T (I − Q)] S is the matrix obtained from T (I − Q) by replacing the column associated to S with the vector T · c. If the size of both matrices is d × d, since each entry is a polynomial of degree at most 1, Φ S (r) is the quotient of two polynomial with rational coefficients of degree at most d. Hence, Lemma 2. The average fixation probability Φ(r) is a rational function with both numerator and denominator polynomials of degree equal to the number of states minus two.
Remark 3.
A priori, the degree of the average fixation probability function is 2 N − 2 where N is the size of the graph. However, using the symmetries of the graph it is possible to reduce the number of possible states, and hence the degree of Φ(r). For example, the average fixation probability function for the complete graph K N has degree, at most, N − 1. For the complete bipartite graphs K n,m it would have degree ≤ (n − 1)(m − 1) − 2 (see Refs. 1-3 for the concrete expressions). As we explained in the paper, for the -graphs, the degree d =
On the other hand, since the average fixation probability tends to 1 as r → ∞, both numerator and denominator have the same lead coefficient, so it can be assumed to be 1.
The SageMath program
The essential tool in order to prove that 6 , 8 and 10 are suppressor of selection for any fitness value r > 1 is a SageMath program that symbolically
• computes the exact fixation probability Φ(r) for the graphs 6 , 8 and 10 when r ∈ {1, . . . ,
where Φ (r) = ∑ 
