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Systematic review (SR) is widely used in evidence-based healthcare. Conducting a 
systematic review requires great mental efforts, especially during the article screening 
process. This challenge has motivated researchers to develop intelligent software to 
streamline the process. This study used both quantitative and qualitative research 
methods to investigate whether Colandr, an SR application which is equipped with 
artificial intelligence (AI) and claims to facilitate decision-making by relevance 
prediction, can reduce reviewers’ mental workload compared to Covidence, a popular SR 
software without any AI feature. Both perceived and objective cognitive workload were 
measured by NASA-TLX and pupil size change. The results indicate that Colandr neither 
helped reviewers achieve higher screening accuracy nor reduce their mental workload 
compared with Covidence. The qualitative interview results also provide valuable 
suggestions to the design of SR software. This study is the first usability investigation on 
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Systematic Review (SR) is one type of knowledge syntheses. An SR combines 
information from all related studies to answer a pre-defined research question. SR was 
firstly introduced in the area of healthcare (Kohl et al., 2018) and later developed into 
other fields, such as software engineering and social science. Conducting SRs requires a 
great amount of time and effort to ensure they are unbiased and have minimal errors. The 
rapidly growing corpus of publications has made the SR even more time- and labor- 
intensive (Przybyła et al., 2018). 
The demand remains high for streamlining the SR processes as well as reducing 
reviewers’ workload. To meet user needs, a large number of SR software have been 
developed as solutions. These solutions benefit reviewers by allocating all SR procedures 
in one place and providing visual assistance such as highlights. However, screening 
studies from an unorganized and unclassified corpus of citations is still challenging for 
human reviewers. Artificial intelligence (AI), which usually includes text mining and 
machine learning techniques, has been offered as a potential solution to reducing 
workload (Marshall & Wallace, 2019; O’Mara-Eves et al., 2015; Olorisade et al., 2016).  
Currently, software equipped with AI techniques could provide assistance in two 
primary ways: (1) prioritizing the citation list by their relevance for manual screening 
(Howard et al., 2016; Olofsson et al., 2017; Przybyła et al., 2018), or (2) applying the 
inclusion/exclusion criteria learned from given sets of studies to unclassified collections 
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of studies (Simon et al., 2019). Nevertheless, these two methods still require human 
reviewers to be in-the-loop due to the possibility that relevant citations could be marked 
as irrelevant as a result of an incomplete learning process or immature algorithms. This 
situation often leads to reviewers’ distrust in AI software solutions, which may, 
unfortunately increase the time and effort as researchers have to exert extra caution to 
carefully monitor inclusion/exclusion decisions that AI made and manually correct mis-
classified articles. 
This study aims to investigate whether AI-enabled SR software can provide 
benefits, especially from the aspect of reducing mental workload. The research questions 
to be answered in this study are: 
1. Can AI-enabled SR software improve screening performance compared to the 
conventional one? 
2. Can AI-enabled SR software reduce reviewers’ cognitive workload compared 
to the conventional one? 
3. What are reviewers’ user experience towards these two types of SR software?   
In order to answer these questions, the study compared participants’ performance, 
subjective perceived workload and objective physiological response towards two 
different SR software , with and without AI techniques. Participants’ comments on the 
use experience of both software were also collected to inform the design of SR tools.
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2 Literature Review 
To provide a comprehensive understanding of the systematic review and related 
research on improving the SR process, the following sections first introduce SR in terms 
of its definition, tedious and multi-processes characteristics, and the challenges that SR 
reviewers are facing in manual screening. The second section describes the current 
practice of conducting a systematic review, especially the collaboration between liaison 
librarians and researchers. Then, the third section describes the search for alternative 
solutions in the field of artificial intelligence, followed by a discussion of the neglected 
problems underlying those techniques. The fourth section reviews the existing 
publications on the evaluation of those advanced software. The review of previous 
research not only helps define the status quo, but also generates a new direction of 
research aimed at considering the overlooked human reviewers’ workload. The final 
section introduces several widely used workload measurements. 
2.1 Introduction on Systematic Review 
Systematic reviews (SRs) are reviews that collect, appraise and integrate previous 
publications related to a predefined topic, under the guidance of pre-determined and 
documented methods (Egger et al., 2001). To ensure an SR is unbiased and has minimal 
errors, a good SR requires three essential components: (1) a predefined question to be 
addressed through the review, (2) a replicable search strategy, and (3) a predetermined 
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and well-documented inclusion and exclusion criteria, which is used as guidance for 
article selection (McKibbon, 2006). 
The general processes of conducting an SR starts with formulating research 
questions and developing inclusion and exclusion criteria for study selection. Using a 
search strategy developed from the research topic, reviewers then search and locate 
articles in selected databases. These potentially relevant articles are then reviewed in two 
levels of screening: title-abstract screening and full text screening. The screening process 
generates a list of all relevant studies to be further reviewed and synthesized. Reviewers 
then appraise the risk of bias in the included studies and collect the data regarding 
inclusion or exclusion reasons. These data are then interpreted from the aspects of 
statistical analysis, text clustering and outcomes. And the last procedure is to produce a 
review report with findings.  
Though SRs are usually conducted by researchers to fulfill their research needs, 
they could use librarians’ help to facilitate the whole process. The next section reviews 
the collaboration between reviewers and librarians. 
2.2 Collaboration between Librarians and Researchers in SR 
Librarians can help facilitate the SR during multiple processes. Before conducting 
an SR, they help reviewers identify software to streamlined the SR process, or tools for 
quality assessment and output preparation (Swinkels et al., 2006). They are also able to 
provide education on software usage. More importantly, librarians played a key role in 
constructing a comprehensive SR search with their competency in developing search 
strategies (Gore & Jones, 2015; McKibbon, 2006) and inclusion/exclusion criteria (Gore 
& Jones, 2015; Swinkels et al., 2006). A well-defined search strategy is able to narrow 
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down the corpus of the publications, which in turn makes the screening session less 
intensive. Currently, most liaison librarians still mainly act as expert searchers, dealing 
with databases and search strategies. But gradually, they will also be involved in 
screening and data extraction processes (Gore & Jones, 2015).  
However, even with librarians’ help, given the multiple and intertwined processes 
that an SR involves, a significant time commitment is still required for SRs. What makes 
it worse, the rapidly growing number of publications has increased the time required for 
both searching and screening articles (Przybyła et al., 2018). Approximately 83 – 125 
hours are required per reviewer to screen 5000 references – a regular number of citations 
that is typical for most of SRs (Shemilt et al., 2016). This adds more burden and 
workload on the SR reviewers. This study focuses on the workload during the study 
selection process and the following section only emphasizes this process. 
2.3 Artificial Intelligence in SR Software 
To manage the intensive and continuous work and the cost of selecting studies in 
an SR, researchers have turned to artificial intelligence (AI) for help, which includes text 
mining and machine learning technics (Marshall & Wallace, 2019; O’Mara-Eves et al., 
2015; Olorisade et al., 2016). Currently, software equipped with AI techniques could 
provide assistance in two primary ways:  
(1) Prioritizing the citation list by their relevance for manual screening (Howard 
et al., 2016; Olofsson et al., 2017; Przybyła et al., 2018). This method aims to help 
reviewers identify relevant studies and their patterns at the early stage. 
(2) Applying the inclusion/exclusion criteria learned from given sets of studies to 
unclassified collections of studies (Simon et al., 2019). This one provides decision-
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making assistance to help reviewers quickly decide whether to include a study.  
There are several major algorithms involved in AI-enabled SR software: (1) use 
ranking or prioritization algorithms and exclude items below a predetermined threshold 
(Olorisade et al., 2016); (2) use a classifier to follow explicit exclusion/inclusion rules 
(Elmagarmid et al., 2014); (3) use active learning (AL) algorithms, which is supposed to 
improve the accuracy of predictions as reviewers interacting with the system and making 
more decisions (Olorisade et al., 2016). For all these methods, the system first uses text 
mining techniques to extract patterns or models from pre-excluded articles – either a 
given set of articles or a set accumulated when reviewers marked as exclusion/inclusion; 
and then with machine learning algorithms, the system makes predictions based on the 
application of those patterns and models for additional articles which need to be 
examined (O’Mara-Eves et al., 2015). 
Overall, most of these intelligences are supporting and assisting the screening 
process. However, automatically screening citations has risks. For instance, there are 
possibilities that relevant citations could be marked as irrelevant ones due to the un-
completed learning process or defective algorithms. 
2.4 Evaluation on the Smart SR Software 
Evaluations have been conducted to assess the usability of the SR software when 
they were developed and before launched to the public. For such evaluation, participants 
were recruited to review the interface and rated the usability, as well as conducting a brief 
screening session. Ouzzani et al. (2016) tested the usability, accuracy and relevance 
prediction feature of Rayyan as a pilot study to provide validation for Rayyan as an 
effective and efficient SR tool. Testers first briefly overviewed the Rayyan system and 
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then used it for screening activities before they completed a survey (Ouzzani et al., 2016). 
There are also other studies evaluating user experience of some SR tools. Olofsson 
et al. (2017) conducted a usability testing to evaluate the effectiveness of text mining in 
identifying relevant citations. The reviewers needed to use Rayyan to conduct 6 reviews 
and recorded the number of identified relevant articles when they screened 25%, 50%, 
75% of abstracts, and later filled a survey (Olofsson et al., 2017). Cleo et al. (2019) 
compared four SR software – Covidence, Rayyan, SRA-Helper and RobotAnalyst – from 
the aspects of usability and acceptability. Three voluntary reviewers were assigned to use 
2 or 4 software for citation screening, and then filled a questionnaire that collected their 
preference and feedback. 
Previous evaluation studies in assessing the usability of SR tools primarily 
focused on the performance of those tools and haven’t uncovered whether text mining 
could reduce cognitive workload compared with conventional tools without text mining 
techniques. This study aims to fill this gap by investigating the potential benefits of 
integrating AI into SR software design from users’ perspective. 
2.5 Workload Measurements 
Manual SR screening involves long and intensive attention span and complex 
cognitive activities like decision-making. Measuring mental workload during the SR 
screening process will improve SR tool designers’ understanding of user experience and 
in turn, improve reviewers’ efficiency, effectiveness, and satisfaction as well as 
productivity.  
Both subjective instruments and physical reaction have been used to measure 
workload. Among those developed scales for workload measurement, there are three 
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popular and well-examined instruments: NASA – TLX (Task Load Index) (Hart & 
Staveland, 1988), Subjective Workload Assessment Technique (SWAT) (Reid & Nygren, 
1988), and Workload Profile (WP) (Tsang & Velazquez, 1996). NASA – TLX includes 
six dimensions to evaluate workload: mental demand, physical demand, temporal 
demand, performance, effort, and frustration (Hart & Staveland, 1988). NASA – TLX is 
the most accepted and widely used measurement for workload among these three 
instruments. SWAT uses three-level ratings – low, medium, and high – for measuring 
dimensions of time load, mental effort load, and psychological stress load (Reid & 
Nygren, 1988). WP is developed based on Wickens’ Multiple Resources Model (1987). 
WP requires participants to indicate the proportion of attentional resources they use under 
each dimension mentioned in the Multiple Resources Model. Among these three 
instruments, NASA – TLX has the ability to distinguish between single task setting and 
dual task setting, while SWAT and WP are able to differentiate task contents – memory 
task or tracking task (Rubio et al., 2004). And NASA-TLX was also reported to have the 
highest sensitivity towards task demands (Rubio et al., 2004). 
In addition to subjective instruments which primarily rely on participants’ honest 
report and are subject to bias (Romano Bergstrom et al., 2014), physiological indicators 
are also frequently used to measure workload, especially under contexts where real-time 
recordings are required. Pupillometry is one of the physiological measurements and it 
measures changes of pupillary diameter, which provide information about different brain 
activities such as variation of attention, interests, and emotional changes (Iqbal et al., 
2004). As an indication of cognitive load, pupil diameter increases with problems 
becoming more difficult (Hess & Polt, 1964). It can provide a “very effective index of the 
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momentary load on a subject as they perform a mental task”(Kahneman & Beatty, 1966). 
Pupil dilation could also be used to assess cognitive functions like fatigue and depression 
but the results need to be interpreted with contexts to provide a reasonable explanation of 
how pupil dilation changes relate to task variation (Romano Bergstrom et al., 2014). 
Generally, it has been widely reported that pupil size can be considered as a valid 
reflection of cognitive workload (Krejtz et al., 2018).  
In this study, both NASA – TLX and pupillary diameter changes are used to 
assess reviewers’ workload during screening period. 
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3 Methodology 
3.1 Systematic Review Software 
The two types of SR software used in this study are Covidence (Covidence 
systematic review software, Veritas Health Innovation, Melbourne, Australia. Available 
at www.covidence.org) and Colandr (https://www.colandrapp.com/).  
Due to UNC’s subscription to Covidence , it has been widely used by researchers at 
the University of North Carolina at Chapel Hill though Covidence is not equipped with 
any artificial intelligence techniques to help study selection. 
Colandr is a completely free web application equipped with active learning (AL) 
methodology for the first level screening process – title and abstract screening (Colandr 
Team, 2018). With the keywords input, Colandr ranks the highly relevant articles first. 
And after reviewers review 10 articles, the system pushes up the most relevant articles to 
the top for screening. 
This study adopted both Covidence and Colandr to compare user performance and 
mental workload to investigate if AI technology does make a difference in SR reviewers’ 
mental workload and screen accuracy.  
3.2 Participant Recruitment 
Eight participants with previous SR experiences were recruited through email (see 
Appendix A). Among them, 4 are doctoral/master students; 2 are faculty researchers; and 
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2 are librarians. 
3.3 Usability Study 
The usability study consisted of two separate sessions. The moderator followed the 
testing script (see Appendix B) to make sure essential information was covered in each 
session for each participant. Before the first session, a pre-test questionnaire (see 
Appendix C) was used to collect basic demographic information and participants’ 
previous experience of systematic review activities. In each session, participants were 
instructed to use either Covidence or Colandr to screen 100 citations for a systematic 
review project, resulting in approximately one hour for each session. While participants 
were conducting screening, an eye-tracking device was used to track where they were 
looking and their pupil diameters. After each session, the participants were asked to fill a 
copy of NASA-TLX questionnaire (see Appendix E) modified to suit the needs of this 
study. After that, the moderator conducted post-test interviews (see Appendix F) 
regarding participants’ behavior during the screening and their experience from using the 
software. 
3.3.1 Materials and Equipment 
The usability studies were conducted on a desktop PC with 1024 x 768 resolution 
in the Biobehavioral Lab at the UNC School of Nursing. The Chrome guest window was 
used to run Covidence and Colandr.  
An SR project citation pool with a total of 5217 citations was provided by a 
doctoral student in the Carolina Health Informatics Program from her review project 
related to “biomedical text summarization”. After removing the citations without abstract 
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and citations of conference proceedings, two mutually exclusive citation pools, each with 
100 citations, were generated by random sampling under the restriction of the number of 
relevant/irrelevant studies. Having two citation pools ensured that participants were 
similarly familiar with both pools. This prevented them from recalling the contents of the 
citations or their previous decisions on inclusion/exclusion in the second session, which 
in turn reduced the influence of the familiarity on user performance. In each pool, there 
were 33 citations labeled as “yes” in the title/abstract screening session by the doctoral 
student who provided the citation pool; in other words, each pool has 33 relevant 
citations. This doctoral student also provided the inclusion/exclusion criterion for the 
title-abstract screening, which was given to the participant before the usability testing. 
A GazePoint GP3 eye-tracking equipment with 60Hz refresh frequency was used 
in this study to track participants’ visual focus and changes of pupil diameter. 
In addition, a printed copy of NASA-TLX questionnaire (Hart, 1986) with slight 
modifications was used to measure participants’ subjective workload. 
3.3.2 Experiment Design and Procedure 
The independent variable in this study was SR screening software (Covidence 
with no AI techniques, and Colandr with AI techniques). As each participant was 
required to use both software, the sequences of tools and citation pools used were 
counterbalanced. Half of the participants used Covidence first and the rest of them used 
Colandr first. Each participant completed two sessions in two different days with one tool 
on each day. Table 1 displays the task arrangement and the participants ID components. 
1. Pre-Test. Each participant was assigned a random ID upon arrival. Before the 
first session, the participants were asked questions about their occupations and previous 
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experience with SRs and SR software (see Appendix C). Then the moderator asked their 
permission to record the screen and eye-gaze patterns using the eye-tracking device. The 
participants were provided with consent forms (see Appendix D) to sign. A copy of the 
consent form was emailed to each participant for their reference.  
Table 1. Task Arrangement 
  1st Session 2nd Session 
Participant ID Occupation* Software Citation Pool Software Citation Pool 
CV01CL02A L Covidence 1 Colandr 2 
CV02CL01A R Covidence 2 Colandr 1 
CL01CV02A L Colandr 1 Covidence 2 
CL02CV01A S Colandr 2 Covidence 1 
CV01CL02B S Covidence 1 Colandr 2 
CV02CL01B S Covidence 2 Colandr 1 
CL01CV02B S Colandr 1 Covidence 2 
CL02CV01B R Colandr 2 Covidence 1 
*Note: L = research librarian, R = staff researcher, S = master/doctoral student 
2. Testing session. After the permission was granted, the moderator configured 
and calibrated the GazePoint GP3 eye-tracking device. The participants were seated 
approximately 60cm away from the device. Then the baselines of the participants’ pupil 
diameter were collected by asking them to stare at a blank screen for 10 seconds. After 
the calibration, a paper sheet with inclusion/exclusion criteria was presented to 
participants, and sufficient time was given for them to read and ask questions. 
Participants were allowed to keep the paper for reference during the screening. The 
moderator sat next to the participant in case they have questions. With all settings ready, 
the participant was instructed to start the screening activity.  
3. Post-Test. After each session completed for citation screening, participants 
were asked to use the NASA-TLX to report their perceived workload. Then, a brief 
interview (see Appendix F) was conducted to collect participants’ experience in using the 
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software. In addition, 5-point Likert Scale was used to measure participants’ confidence 
in making decisions [1-Not Very Confident, 5-Very Confident] and their perceived 
difficulty of the topic [1-Very Easy, 5-Very Difficult]. In addition, they were asked to 
talk about the aspects of the software they thought were most and least helpful. After 
finishing both sessions, participants were asked to share their preference towards these 
two tools, and whether they would use the Colandr or other AI software in the future. If 
any participants’ confidence in making decisions or perceived topic difficulty was 
different in session 2 from session 1, they were also asked the reason for this change. 
3.3.3 Data Collection 
Both the qualitative and quantitative data were collected in the usability study. 
The qualitative data come from the following information solicited from both the pre-test 
sessions (i.e. participants’ experiences in SR software, their field of study regarding 
previously conducted SRs) and the post-test interview sessions (i.e., participants’ 
evaluation on the software and their additional comments) .  
The quantitative data were also collected from both the pre- and post-test 
questionnaires, as well as workload measurements and the number of inclusion/exclusion 
decisions made by participants. The pre-test questionnaire collected the number of SRs 
conducted by each participant. The post-test questionnaire collected their scale scores 
regarding the confidence and perceived difficulty for the topic. Workload measurement 
data include self-perceived workload collected from NASA-TLX scale and pupil 
diameters data collected from eye-tracking equipment. The number of citations identified 
as relevant ones and the number of correctly identified relevant citations were counted 
after participants finished the screening. These numbers were used to calculate 
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performance (accuracy, recall and precision) later. 
All data are stored in the OneDrive with a UNC-Chapel Hill account. No 
participants’ identity data were collected or stored throughout the whole study. 
3.3.4 Data Analysis Methodology 
3.3.4.1 Inferential Statistics 
Each participant completed screening with both SR software, which made them 
two paired samples (often called repeated measures). Therefore, a paired-sample t test 
should be used to test on the difference between their two means (Howell, 2013) 
regarding performance and other measures with the paired-sample data. In addition, the 
repeated analysis of variance (ANOVA) was conducted to test the difference of means 
when there was more than one independent variable in order to understand the individual 
effects of each independent variable and the interactions between them (Howell, 2013).  
3.3.4.2 Time on Screening 
The time on screening is the duration that each participant used to finish screening 
100 citations for each of two sessions. The screen recorded video was used to calculate 
the time data. The start point is the point when participants started to use the software to 
screen the first citation, and the end point is the point when they finished screening the 
last citation. However, due to the computer’s lack of storage issue encountered 
unexpectedly during the testing sessions of two participants, the eye-tracking and screen 
recording videos from one master student’s first session and another master student’s 
second session were missing. Therefore, the data from these two sessions unfortunately 
were excluded from data analysis. 
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3.3.4.3 NASA-TLX 
For each participant, the raw score collected from NASA-TLX self-evaluation 
was analyzed through calculating weights for each dimension first and then summarized 
to overall workload under the guidance of NASA Task Load Index Manual (Hart & 
Staveland, 1986).  
3.3.4.4 Pupil Size Data Preprocessing 
As mentioned before, two sessions each from two different participants were 
missing due to the lack of storage problem. Therefore, 14 sessions eye gaze data were 
analyzed, with two participants each had data from only one session. 
Each record in the gaze data collected by GazePoint GP3 system has a Boolean 
parameter as the valid flag with value of 1 if the data is valid, and 0 if it is not for both 
left and right eye pupil. The invalid pupil dilation (in pixel) data were first set as missing 
data and then replaced using linear interpolation (Kret & Sjak-Shie, 2019), which was 
conducted using the “zoo’ package (Zeileis & Grothendieck, 2005) in R Studio. The data 
records still missing pupil dilation data, which usually locate either at the beginning or at 
the ending part of the dataset, were removed from the dataset. Then, dilation speed 
outliers were detected and replaced with corrected data (Foroughi, Coyne, et al., 2017; 
Foroughi, Sibley, et al., 2017) using a Hampel filter provided by “pracma” package 
(Borchers, 2019) in R studio. 
With the cleaned pupil size data, the baseline pupil dilation was calculated for both 
eyes of each participant by averaging the pupil size during the 10 seconds of staring at the 
blank screen. Then, the percentage of pupil size (PCPS) was calculated for each 
participant by distracting the baseline from each pupil size and then divided by the 
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baseline pupil size (Iqbal et al., 2004; Winn et al., 2018). Since the pupil diameter 
increases as task demands (van der Wel & van Steenbergen, 2018), it can be interfered 
that with the constant baseline pupil size measured, the positive PCPS indicates the 
increase in cognitive load, while the negative PCPS indicates the decrease in cognitive 
load. The larger the absolute value of PCPS, the greater the cognitive load increase 
(positive PCPS) or decrease (negative PCPS). 
The average PCPS was calculated by minute for each participant. In order to get 
average PCPS by minute, the average of PCPS was computed for each 3600 samples 
starting from the beginning of the screening session predefined from watching the screen 
recording. In addition, average PCPS by stage (i.e., early stage, mid-stage, and late stage) 
was also computed to prepare for within-subject analysis. Each participant’s PCPS data 
were divided equally into three stages to calculate the average PCPS. 
3.3.4.5 Affinity Diagram 
The Affinity Diagram was used to organize the qualitative field data related to 
users’ experiences in using Covidence and Colandr in this study. It is the simplest way to 
reveal common issues and themes across all participants (Holtzblatt & Beyer, 2017). 
Miro (https://miro.com/), an online whiteboard platform, was used to build the Affinity. 
First, all participants’ free-text comments (e.g., “I’ve warmed myself during the first 
session”) were typed on to “sticky notes” in Miro in random order. Then, the notes were 
organized into groups, with each group describing a single point. Finally, those groups 
were framed into a blue area labeled with the common point shared within the group. 
Then the blue areas were organized into greater pink areas of interest, which were further 
organized under green areas that represent the whole themes. 
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User experience towards Covidence and Colandr is divided into three main parts 
and discussed in the results section: (1) participants’ likes and dislikes about Covidence 
and Colandr, (2) participants’ software preference, and (3) participants’ explanation of 
perceived performance change. 
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4 Data Analysis and Results 
4.1 Demographic and Previous SR Experience 
In this study, 12 participants with previous SR experiences were recruited. Two 
participants are research librarians, two are research associate/staff researchers, two are 
currently enrolled master students, and two are currently enrolled doctoral students. Five 
of them have conducted less than 5 SRs before. Two research librarians have conducted 
more than 10 SRs before. The remaining one master student has conducted 5-10 SRs 
before. Fig. 1 shows the words cloud of the themes of SRs they conducted before. All 
participants’ previous SR experiences are related to health sciences. Specifically, some of 
the themes focus on public health, medical/medicine, mental health or health informatics. 
 
Fig. 1 Words Cloud of SR Themes 
As for the participants’ experience regarding SR software, Covidence is the most used 
one: all participants have used this software before. Two participants have used Rayyan 
before. One research librarian conducted evaluation on Rayan and Colandr before, which 
means at least she has some knowledge and familiarity toward these tools. And one staff 
researcher has used Zotero for SR before.
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4.2 Performance on Screening Session 
The performance data analysis includes three parts: (1) time used for each 
screening session, (2) screening accuracy, and (3) self-perceived performance extracted 
from NASA-TLX, difficulty in the topic, and confidence in decision-making. The former 
two parts are objective reflection on the participants performance and the third one is the 
subjective perception towards their performance. 
4.2.1 Time on Screening 
Table 2 shows the time participants used during each session to finish screening. 
A paired-sample t test shows that there was no sequential effect: t(5) = 1.60, p = .17. 
while there was a significant difference between the time on using these two tools to 
screen citations, t(5) = 3.24, p < .05, Hedges’s g = 0.78. Participants spent less time in 
screening with Covidence than Colandr. Fig. 2 shows the average time participants spent 
in screening for Covidence (M = 25.04 min, SD = 12.33) and Colandr (M = 36.03 min, 
SD = 11.46), and for session 1 (M = 34.43 min, SD = 10.57) and session 2 (M = 26.65 
min, SD = 14.41). 
Table 2. Time on Task (minutes)  
  
Fig. 2 Average Time on Task by  
Software (left) and by Session (Right) 
Participant ID Covidence Colandr  
CV01CL02A 17.47 20.37  
CV02CL01A 46.10 52.84  
CL01CV02A 32.58 34.45  
CL02CV01A 22.58 44.76  
CV01CL02B N/A 40.37  
CV02CL01B 33.22 N/A  
CL01CV02B 19.16 34.69  
CL02CV01B 12.34 29.09  




4.2.2 Accuracy, Recall and Precision 
The screening accuracy, recall and precision were calculated from the decision 
records stored in the software. Accuracy is the ratio of both the true positive and true 
negative cases to the total (Powers, 2011). In this study, accuracy refers to the ratio of the 
total number of citations identified correctly (either include or exclude) to the pool size 
(i.e., 100). Recall is the proportion of true positive cases that are correctly identified as 
positive (Powers, 2011). In this study, recall refers to the proportion of relevant studies 
that were successfully identified (see equation 2). Precision is the proportion of identified 
cases that are true positive ones (Powers, 2011). In this study, precision refers to the 
proportion of identified studies that were relevant (see equation 3). The calculations for 
these evaluation metrics are as follows:  
𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡+ 𝑇𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
100
        (1) 
𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
𝑁𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
                               (2) 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
𝐼𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡
                          (3) 
In these equations, 𝑇𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  refers to the number of citations correctly identified 
as relevant ones, while 𝑇𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  refers to the number of citations correctly identified as 
irrelevant ones; 𝑁𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 refers to the number of relevant citations in the pool (i.e., 33); 
𝐼𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  refers to the number of citations marked as relevant ones. For example, if a 
participant includes 24 citations with 20 citations are truly relevant, which also means he 
excludes 76 citations with 72 citations are truly irrelevant. In this case, 𝑇𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  equals to 
20; 𝑇𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  equals to 72; 𝑁𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 is a constant and equals to 33; 𝐼𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡  equals to 
24. Therefore, this participant’s accuracy is 0.92; his recall is 0.61; and his precision is 
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0.83. 
Table 3 shows each participants’ performance data. There was no significant 
sequential effect for accuracy [t(7) = .26, p = .80], recall [t(7) = .28, p = .78], and 
precision [t(7) = .09, p = .93].  
Then, a paired-sample t test was run for each metric. The difference of accuracy 
between using two software was not statistically significant: t(7) = .44, p = .67, neither 
was the statistical difference of recall via two software: t(7) = .46, p = .66. The difference 
of precision between two software was statistically significant: t(7) = 3.72, p < .01, 
Hedges’s g = 0.99, which indicates that participants had higher precision when using 
Colandr to conduct screening than Covidence. 
Table 3. Accuracy, Recall and Precision for Each Participant 
 
Accuracy  Recall  Precision 
Participant ID Covidence Colandr  Covidence Colandr  Covidence Colandr 
CV01CL02A 0.79 0.75  0.36 0.24  0.52 1.00 
CV02CL01A 0.81 0.88  0.42 0.64  0.67 0.72 
CL01CV02A 0.98 0.97  0.94 0.91  0.86 0.91 
CL02CV01A 0.81 0.78  0.42 0.33  0.34 0.58 
CV01CL02B 0.81 0.80  0.42 0.39  0.50 0.76 
CV02CL01B 0.88 0.90  0.64 0.70  0.81 0.92 
CL01CV02B 0.81 0.80  0.42 0.39  0.88 1.00 
















The self-perception data includes the self-perceived performance extracted from 
NASA-TLX, participants’ confidence in their decisions, and their perceived difficulty of 
the topic. Fig. 3a and 3b display the average score of these three measurements. The 
performance was rated with the scale of 100; the lower the score, the better the self-
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perceived performance. The confidence in decisions and perceived difficulty of the topic 
were rated in the scale of 5. The higher the score, the stronger the confidence and the 
greater the difficulty. 
There was a significant sequential effect for confidence in decisions: t(7) = 2.65, p 
< .05, Hedges’s g = 1.36. The participants were more confident in the second session. 
The sequential effect for perceived performance [t(7) = 1.11, p = .30] and perceived topic 
difficulty [t(7) = 1.82, p = .11] were not found.  
A paired-sample t test shows that there was no significant difference of self-
perceived performance [t(7) = .17, p = .87], confidence in decisions [t(7) = 0.00, p = 




Fig. 3a. Average Self-Perceived 
Performance 
Fig.3b. Average Scores on Confidence and 
Difficulty 
4.3 Cognitive Workload 
4.3.1 NASA-TLX 
Fig. 4 shows the average overall workload that participants rated for both 
Covidence (M = 50.23, SD = 13.43) and Colandr (M = 50.38, SD = 18.45), as well as the 
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average overall workload rated after session 1 (M = 60.29, SD = 19.82)  and session 2 (M 
= 40.31, SD = 18.98). 
A paired-sample t test regarding the sequence of sessions reveals a significant 
sequential effect: t(7) = 3.23, p < .05, Hedges’s g = 1.10. The self-rated workload was 
significantly lower in session 2 compared to session 1. There is no significant difference 
of workload between using Covidence and Colandr: t(7) = .02, p = .99. 
 
Fig. 4 NASA-TLX Measured Workload by Software (left) and by Session (right) 
4.3.2 Pupillometry 
4.3.2.1 Overall Average PCPS 
Fig. 5 shows the overall PCPS in both left and right eye for Covidence and 
Colandr. A paired-sample t test revealed that there was no significant difference of PCPS 
between using Covidence and Colandr for either the left eye: t(7) = .39, p = .71, or the 
right eye: t(7) = .51, p = .63. The results indicate that the overall cognitive load that 
participants experienced during both sessions was similar no matter which software they 
used. Overall, they all experienced reduced cognitive load after baselines were measured.  
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Fig. 5 Overall Average PCPS in Both Eyes by SR Software 
4.3.2.2 PCPS Variation by Minute 
Since participants spent different lengths of time in finishing the study selection 
process, each participant’s average PCPSs in both eyes by the consequential minute for 
Covidence and Colandr show in Fig. 6a – Fig. 13b separately, with an exception to 
participant CV01CL02B and CV02CL01B who only have data for Colandr or Covidence, 
respectively. After excluding two participants with one session, 4/6 of the participants 
experienced greater cognitive workload when using Colandr to select studies. The 
remaining 2/6 of the participants experienced slightly greater cognitive workload when 
using Covidence. 
Each participants’ PCPS variation in both eyes is further observed and explained. 
Participant CV01CL02A had larger average PCPS in both eyes when using 
Colandr than using Covidence for most of the time (see Fig. 6a, Fig. 6b). The average 
PCPSs using Colandr remained positive for most of the time, while the average PCPSs 
using Covidence were below zero mostly. This observation indicates that generally, using 
Colandr to screen citations exerted greater mental workload on this participant. 
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Fig. 6a PCPS in Left Pupil (CV01CL02A) Fig. 6b PCPS in Right Pupil (CV01CL02A) 
Most of the participant CV02CL01A’s average PCPSs in both eyes remained 
negative for both software usage (see Fig. 7a, Fig. 7b). During the first several minutes, 
the average PCPSs in both eyes for Covidence and Colandr overlapped with each other, 
which suggests that the cognitive workload was similar for both software at the first half 
of the screening process. After approximately 26 minutes, participant’s average PCPSs in 
both eyes had greater absolute values for using Colandr than Covidence, which reveals 
that using Colandr exerted less cognitive workload on this participant than using 
Covidence. 
  
Fig. 7a PCPS in Left Pupil (CV02CL01A) Fig. 7b PCPS in Right Pupil (CV02CL01A) 
The average PCPSs in both eyes of participant CL01CV02A remained stable 
during both sessions (see Fig. 8a, Fig. 8b). The average PCPSs with Colandr were 
 29 
positive, while the ones with Covidence were negative, indicating that overall, using 
Colandr to screen citations exerted slightly larger workload on this participant than using 
Covidence. 
  
Fig. 8a PCPS in Left Pupil (CL01CV02A) Fig. 8b PCPS in Right Pupil (CL01CV02A) 
Participant CL02CV01A spent half the time taking with Colandr to complete the 
screening process with Covidence. The average PCPSs in both eyes for Covidence were 
close to zero, while the ones for Colandr remained positive through the whole session 
(see Fig. 9a, Fig. 9b). The findings indicate that this participant experienced greater 
mental workload with Colandr than Covidence. 
  
Fig. 9a PCPS in Left Pupil (CL02CV01A) Fig. 9b PCPS in Right Pupil (CL02CV01A) 
Participant CV01CL02B only had data from using Colandr (see Fig. 10a, Fig. 
10b). The average PCPSs in both eyes remained stable in using Colandr. 
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Fig. 10a PCPS in Left Pupil (CV01CL02B) Fig. 10b PCPS in Right Pupil (CV01CL02B) 
Participant CV02CL01B only had data from using Covidence (see Fig. 11a, Fig. 
11b). The average PCPSs in both eyes decreased as time went by, suggesting that this 
participant experienced reduced mental workload gradually as the process went on. 
  
Fig. 11a PCPS in Left Pupil (CV02CL01B) Fig. 11b PCPS in Right Pupil (CV02CL01B) 
Participant CL01CV02B, who received the same experimental conditions with 
participant CL01CV02A, also yielded similar time on screening: participant CL01CV02B 
also used approximately half the time taking with Colandr to complete the study selection 
with Covidence. However, different from CL01CV02A, participant CL01CV02B had 
greater absolute average PCPSs with Colandr than Covidence (see Fig. 12a, Fig. 12b), 
suggesting that this participant experienced reduced mental workload along the study 
selection process even though he took longer time with Colandr. 
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Fig. 12a PCPS in Left Pupil (CL01CV02B) Fig. 12b PCPS in Right Pupil (CL01CV02B) 
The last participant spent approximately one-third of time using Colandr to 
complete the screening than using Covidence. In addition to the longer task time, using 
Colandr also resulted in greater average PCPSs in both eyes than using Covidence (see 
Fig. 13a, Fig. 13b). The results indicate that the participant experienced greater mental 
workload when using Colandr. 
  
Fig. 13a PCPS in Left Pupil (CL021CV01B) Fig. 13b PCPS in Right Pupil (CL02CV01B) 
4.3.2.3 PCPS Variation by Stage 
Fig. 14a and 14b show the variation of average PCPSs in both eyes for both 
software by stage. It can be observed that participants’ average PCPSs remained similar 
in both eyes during the early and mid- stages of screening when using Covidence and 
decreased in the late stage, while their average PCPSs decreased continually across three 
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stages. In addition, in the early stage, the participants experienced greater workload with 
Colandr than with Covidence. Then in the mid- and late stage, they tended to experience 
similar cognitive workload with both software. 
  
Fig. 14a Average PCPS in Left Pupil by Stage  Fig. 14b Average PCPS in Right Pupil by Stage 
A two-way (two independent variables: SR software and the stage) repeated 
analysis of variance (ANOVA) on the average PCPS in left pupil revealed a significant 
main effect of stage: F(2, 10) = 15.31, p < .05, 𝜂𝑝2 = .75. The results from Bonferroni 
Post hoc contrasts revealed that participants’ average PCPS during late stage were 
significantly smaller than the one in early stage (p < .05) and marginally significantly 
smaller than the one in mid-stage (p = .08). The difference of average PCPSs between 
early stage and mid-stage also reached marginal significance (p = .09) if early stage had 
smaller average PCPS. The main effect of software [F(1, 5) = .16, p = .71, 𝜂𝑝2 = .03] and 
the interaction effect [F(2, 10) = 2.92, p = .10, 𝜂𝑝2 = .37] were not statistically significant. 
Another two-way repeated analysis of variance (ANOVA) was conducted on the 
average PCPS in the right pupil. The results revealed a significant main effect of stage: 
F(2, 10) = 8.47, p < .05, 𝜂𝑝2 = .75. The results from Bonferroni Post hoc contrasts 
revealed that participants’ average PCPS during late stage were significantly smaller than 
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the one in early stage (p < .05). The difference of average PCPSs between early and mid- 
stages was not significant (p = .72), neither was the difference between mid- and late 
stages (p = .26). The main effect of software [F(1, 5) = .25, p = .64, 𝜂𝑝2 = .05] and the 
interaction effect [F(2, 10) = 1.60, p = .25, 𝜂𝑝2 = .24] were not significant. However, a 
simple effect analysis of software on different stages showed that in the early stage, the 
average PCPS with Colander was significantly higher than the one with Covidence (p 
< .05). Along with the value of the average PCPS, this finding indicates that participants 
experience higher cognitive workload in the early stage when using Colandr than using 
Covidence. Another simple effect analysis (with Bonferroni adjustment) of stage on 
different types of software showed that, (1) with Covidence, the average PCPS in the 
early stage was significantly higher than the late stage (p < .05), but the difference 
between the early stage and mid-stage (p = 1.00), and between mid-stage and late stage (p 
= .55) were not significant; (2) with Colandr, the average PCPS in the early stage was 
significantly higher than the mid-stage (p < .05) and late stage (p < .05), but the 
difference between the mid-stage and late stage were not significant (p = .27). 
4.4 User Experience 
4.4.1 User Satisfaction towards Covidence and Colandr 
Appendix G shows the completed Affinity Diagram. Fig. 15 shows a simplified 
hierarchy of the Affinity. The blue points, which have the lowest rank in this hierarchy, 
represent the first level of ideas summarized from the free-text comments. The pink 
topics, which rank secondarily in the hierarchy, are the themes extracted from the blue 
points. And finally, the green topic represents the whole theme. Each point contains 
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participants’ likes and dislikes towards Covidence and/or Colandr. The elements that 
most participants thought were helpful in either Covidence or Colandr fall in the Visual 
Design category, and then the Information/Contents category. The elements that were not 
helpful fall in the Information/Contents category, and then the Emotional Interactive 
Design category. The following subsections elaborate participants’ primary perception 
under this hierarchical framework. 
 
Fig. 15 The Affinity Diagram Hierarchy 
4.4.1.1 Likes and Dislikes about Covidence  
Elements belonging to the User Interface Design category received more positive 
comments from participants. In the Visual Design subcategory, all participants liked the 
color highlights on key terms. Three out of eight participants also mentioned the criteria 
at the top of the page was helpful. Two participants mentioned their preference towards 
the push-up effect after a decision was made on each citation. Participants also expressed 
their preference towards the color palette. 
One character that most participants did not like about Covidence is the lack of 
information about screening progress. Participants were not able to get real-time updated 
numbers of screened citations and number of unscreened citations. They have to refresh 
the page to get updates. Several participants mentioned that screening was a boring 
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process and they wished to have more fun through more considerate interface design. 
4.4.1.2 Likes and Dislikes about Colandr 
The relevance information provided implicitly by Colandr was thought to be 
helpful by most participants. The bold highlights feature was also considered helpful but 
some participants thought they were less effective than the color highlights in Covidence. 
A few participants liked the separate buttons for include and exclude, but others 
disagreed. 
Most participants thought the extra clicks (e.g., click to see the abstract, click to 
choose reasons for exclusion) were annoying. And some of them complained that the 
extra click led them to be forced to select exclusion reasons and argued: (1) the reasons 
are not necessarily needed in title/abstract screening, and (2) multiple reasons may not be 
suitable for generating PRISMA. 
4.4.2 Preference towards Covidence and Colandr 
Four participants claimed that they liked Covidence better. Among them, three 
participants mentioned that Covidence requires less clicks, which echoes with 
participants’ dislike about Colandr leading to unnecessary clicks. Two participants 
explained their preference from the visual design aspect: one of them said the color 
highlights were more effective than the bolded highlights, and the other one complained 
about the white background of Colandr as it was hurting his eyes. 
Two participants preferred Colandr: one participant liked the exclusion reasons 
offered by Colandr and its visualization, and the other participant stated that both 
software had the same or similar functions but Colandr beat Covidence by having 
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relevance ranking function. 
One participant addressed that both software could be useful for different types of 
reviews. For example, Colandr is more useful for crunch time, while Covidence is helpful 
in extracting notes after the full-text screening. 
One participant stated that he liked Colandr less. He did not like Covidence very 
much but thought it was usable. 
4.4.3 Self-Explanation of Changes in Confidence and Perceived Difficulty 
4.4.3.1 Confidence in Inclusion/Exclusion Decisions 
One participant’s confidence remained the same after finishing both sessions. 
One participant’s confidence decreased after finishing the second session. This 
participant used Covidence in the first session and Colandr in the second one. The 
explanation of the reduction in confidence came from his great dislike towards Colandr. 
He claimed that “it (Colandr) is not helpful at all”. 
Six participants’ confidence increased in the second session compared to the first 
one. Half of them used Covidence first and then Colandr. Among these three participants, 
one participant gave credit to the exclusion reason selection function in Colandr, saying 
that this process helped make sure she was “on the right track”. The other two 
participants stated that the ranking-by relevance function contributed to the increase in 
confidence. Ranking by relevance made the process more relevant and it served as a 
reaffirmation. The remaining half of the participants whose confidence level changed 
when they used Colandr first and then Covidence. They all explained that the familiarity 
towards Covidence made them feel more confident. 
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4.4.3.2 Perceived Topic Difficulty 
Two participants’ perceived topic difficulty remained the same after finishing 
both sessions. 
Six participants’ perceived topic difficulty decreased after finishing the second 
session. Half of these six participants used Covidence first and then Colandr. Two 
participants explained that since they already finished session one, they were more 
familiar with the topic. The other participant gave credit to the help of Colandr. The 
remaining half of the participants used Colandr first and then Covidence. Two 
participants explained that they were familiar with the topic and were more prepared after 
session one. The other one participant stated that it was because she was more 
comfortable with the Covidence. 
To summarize, most of the participants’ feeling of decreased difficulty derived 
from their increased familiarity towards the topic, regardless of the order of software 
used. 
4.4.4 Will Users Use Colandr in the Future? 
Four participants claimed that they would use Colandr in the future out of 
consideration for saving time and improving efficiency. However, one participant also 
addressed the importance of performance, and another participant said that she still 
needed to evaluate whether the Colandr’ benefits (e.g., ranking by relevance) could 
outweigh the drawbacks (e.g., more clicks). 
The remaining four participants had their own concerns about either Colandr or 
other AI software. One participant had concerns about the functions provided by Colandr. 
He would like to check whether Colandr’s data extraction could fulfill his needs and then 
 38 
decide whether to use it. One participant mentioned he would not use Colandr because of 
the bad user interface design. One participant mentioned that he would use other AI 
software but definitely not Colandr. The remaining one participant said he would not use 
any AI software unless he knew the algorithms they used. But even if he was satisfied 
with the algorithms, he would only take it as a reference and would not necessarily use it. 
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5 Discussion 
5.1 Comparison of Performance 
Even though Colandr has embedded an active learning algorithm that helps push 
the more relevant study at the top, participants still spent longer time screening the 
articles with Colandr than with Covidence. One of the explanations of this finding is that 
participants are more familiar with the interface and function provided by Covidence. 
Therefore, they were more comfortable with using Covidence, which resulted in shorter 
time on task. Another reason could be the multiple clicks in Colandr, which means that 
with the similar reading speed, participants have to spend more time in completing each 
citation screening since they have to cognitively and then physically choose one or more 
reasons for exclusion. 
The results indicate that there was no significant difference of accuracy and recall 
between using Covidence and Colandr, but the difference of precision reached statistical 
significance with a great effect size. This finding indicates that participants are able to 
correctly identify the similar number of relevant and irrelevant articles with both SR 
software, but Colandr is able to help participants to reach high precision, which means 
that there is a high probability that the studies that are identified as relevant are truly 
relevant. However, even though Colandr could help increase precision, it cannot help 
with recall: participants still have to pay attention to all citations and try their best to 
identify each relevant one. 
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The study does not find any difference in participants’ self-perceived performance, 
confidence in their decisions or perceived topic difficulty between using Covidence and 
Colandr. The findings suggest that using different software would not influence 
participants’ perception towards their decision confidence and topic difficulty levels. The 
study finds that participants are more confident during the second session, indicating a 
reasonable sequential effect: the longer participants screen studies in the same topic, the 
more they become familiar with the topic and the criteria, the more confident they feel 
about their decisions. 
5.2 Cognitive Workload of Using Covidence and Colandr 
The highlight of this study is to assess and compare the workload experienced by 
human reviewers during the SR citation screening process using two types of software. 
Though this study does not find any significant difference of perceived or objective 
mental workload between using Covidence and Colandr, the results still reveal different 
patterns of workload variation between Covidence and Colandr.  
A mental workload prediction model proposed by Xie and Salvendy (2000) is used 
to explain the results. In their established model, W = a*Tc + b*Tt + c*Pk + d*Pp + f, 
where W represents mental workload, Tc represents task complexity with lower and 
higher level, Tt represents task type including single task, system-paced multitask, self-
paced multitask, Pk represents domain knowledge measured by a 7-point scale where 1 is 
most unfamiliar and 7 is most familiar, Pp represents typing skill obtained by a 
computer-based skill test, and f is a constant (Xie & Salvendy, 2000). In this study, the Tc 
and Pp are considered as controlled variables and are treated as constant as well. So the 
model can be simplified as W = b*Tt + c*Pk + f’. The coefficient of Tt is positive while 
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the coefficient of Pk is negative, which means that the workload increases as the task type 
changes from single task to multitask, while the workload decreases as the domain 
knowledge improves.  
During the early stage with Colandr, participants perform self-paced multitask: (1) 
learning and familiarizing the interface and the operation of the software, and (2) study 
selection. In the mid-stage, after they are familiar with the operation, participants only 
need to perform study selection, so their task types transit to the single-task condition. In 
addition, from the early stage to the late stage, as participants screen more studies, they 
become more familiar with the topic and acquire more knowledge about the research 
theme, especially with the help of relevance ranking. Therefore, during the session with 
Colandr, the participants’ task type has transitioned from self-paced multitask to single 
task, with the increased domain knowledge; these changes in the factors together result in 
the continuously reduced workload. 
Similarly, for the sessions with Covidence, since the participants have already been 
familiar with the software, they perform a single task – study selection – throughout the 
whole process. Though they also become more familiar with the topic as they screen 
more studies, their domain knowledge may increase slowly at the beginning without the 
software help, but instead, they have to understand the topic themselves. This results in 
the stable workload for the early and mid- stage. 
This model could also be used to explain the sequential effect regarding the NASA-
TLX result, which revealed that participants rated less perceived workload after session 2 
compared with session 1. Since the sequence of the tools used by participants has been 
counterbalanced, participants’ transitions of task type can be seen as similar in both 
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sessions. Therefore, the model can be further simplified as W = c*Pk + f’’, which 
obviously indicated that as participants have already gained domain knowledge about the 
research theme in session 1, their workload in session 2 should be reduced due to the 
increased knowledge. 
Further investigation is needed to determine whether the help of relevant ranking 
can still yield continuous decrease in mental workload if participants are as familiar with 
Covidence as with Colandr, and whether such pattern could be found in other AI-enabled 
SR software. 
5.3 User Preference towards Two Software 
This study gains a large amount of valuable feedback about and guidance towards 
the design of the SR software. First, SR tools shall follow the principles and guidelines in 
this field when streamlining the process, which requires deep understanding of the 
audience and their actual workflow, instead of developing the software based on the 
designers/developers’ mental model. The unnecessary prompts for selecting a reason for 
exclusion by Colandr is a classical counterexample to the user-centered design. In order 
to understand the process of SRs, contextual inquiries and depth interviews are highly 
recommended during the product development. 
Second, developers should be aware of the situation that though AI techniques 
could help reviewers with decision-making, reviewers still have to go through each 
citation manually and double check the suggested decision. Also, the software 
development team should be transparent about their algorithms, which will help the 
reviewers who have some knowledge in machine learning/text mining assess the 
reliability of the algorithms, which may in turn improve their trust in the software. 
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Third, developer teams should put more efforts in improving the usability and 
accessibility of the software user interfaces, regardless if they apply AI techniques to help 
with screening efficiency. The designs of user interfaces have been discussed a lot to 
have influence on the decision-making (Gunaratne & Nov, 2015; Speier & Morris, 2003) 
and well-designed interfaces are related to reduced mental workload(Longo et al., 2012). 
A well-designed user interface is able to facilitate the decision-making process. A good 
example is the color highlights in Covidence, while a counterexample is the unicolored 
button for decisions (i.e., Yes, Maybe, No) in Covidence. 
Last but not the least, SR software should take emotional design into consideration 
to help reduce the mental workload and fatigue during the study selection. It is well 
acknowledged that screening is a boring and both time- and labor- consuming process. 
Positive emotional design has been proved to have a benign influence on learning (Mayer 
& Estrella, 2014; Miller, 2011; Um et al., 2012). The process of citation screening is also 
a type of learning process where reviewers need to update their knowledge base about the 
research topic to make more accurate decisions. The next attempt for the improvement of 
SR software is to foster positive emotions during the screening session and in turn reach 
the goal of improving efficiency, effectiveness and satisfaction, and further reducing 
mental workload.  
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6 Limitations 
There are few limitations in the current study. First, the results from this study are 
based on a relatively small number of participants – 8 participants. However, usually in a 
formative usability study, the first five participants could reveal about 85% of the 
problem in that iteration(Lewis, 2014). Though this study tested the launched software, it 
is still regarded as a formative usability study as it does not intend to be served as a 
quality assurance but as a problem-finding test. Therefore, 8 participants’ qualitative data 
are able to yield value results. In fact, the study reached code saturation, which refers to 
“the point when no additional issues are identified” (Hennink et al., 2017), as the 
moderator received similar information/feedback about Covidence and Colandr starting 
from the seventh participant. As for the results generated from the quantitative data, the 
effect sizes for results with significant effect were reported to determine the importance 
and the power of the analysis (Fritz et al., 2012), which add the persuasiveness of the 
results yielded by the limited participants. 
Second, the eye-tracking device – GazePoint GP3 – used in this study is attached 
to the monitor that the participant was looking at during the test. This type of eye-
tracking device does not add extra weight on participants’ head, but instead, it has other 
disadvantages such as the restriction on participants’ movement during the test. This 
restriction may influence the data collection in this study, which leads to longer testing 
time. It is impossible to require participants not to move during the test, especially 
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considering that citation screening is a real life task that they may perform in a more 
flexible way. The moderator noticed that occasionally the eye tracker cannot capture 
participants’ eye movements during the test, which resulted in invalid pupil data. 
However, the linear interpolation and the correction by the Hampel filter were able to 
make up for this situation to some extent. In addition, though NASA-TLX was served as 
a validation for the workload measured by pupil size, it can also be considered as a 
backup in case the process of collecting pupil size data does not go well. 
Finally, this study only compares Covidence and Colandr due to the time and 
limited research funding. Therefore, the results in this study should be carefully 
generalized into other software. However, the results from the qualitative analysis 
provide guidance for the design of SR software to developers. Both conventional and 
smart software designers should consider user experience to provide a user-friendly 




While SRs are widely conducted in multiple disciplines, the optimization of the SR 
tools should also be paid close attention. The original intention of many SR software 
development is to improve reviewers’ performance and reduce their mental workload. 
However, the developers should not overlook the importance of the validation of their 
software by only focusing on proving their software is better than others. This study 
aimed to evaluate SR tools from the perspective of reviewers, investigating whether the 
SR software equipped with AI techniques is able to provide actual benefits to facilitate 
SR process. The findings indicate that using Colandr, which is embedded with an active 
learning algorithm to rank citations by relevance, cannot enable SR reviewers to have 
better screening performance in terms of screening accuracy, but it does help reviewers 
achieve higher precision, compared with using Covidence. However, Colandr neither 
lowered the subjective mental workload nor the objective one. The developer teams of 
SR software with AI techniques should be more careful when designing its interfaces and 
apply user-centered design principles. 
This study is the first research that investigated the mental workload experienced by 
SR reviewers during the citation screening process. In the future, more studies should be 
conducted to examine other SR tools enriching our knowledge about this topic.
 47 
Bibliography 
Borchers, H. W. (2019). pracma: Practical numerical math functions (R package version 
2.2.9). https://cran.r-project.org/web/packages/pracma/index.html 
Egger, M., Smith, G. D., & Rourke, K. O. (2001). Introduction: Rationale, potentials, and 
promise of systematic reviews. In M. Egger, G. D. Smith, & D. G. Altman (Eds.), 
Systematic reviews in health care meta-analysis in context (2nd ed., Issue 1, pp. 3–
19). BMJ Publishing Group. 
Elmagarmid, A., Fedorowicz, Z., Hammady, H., Ilyas, I., Khabsa, M., & Ouzzani, M. 
(2014). Rayyan: A systematic reviews web app for exploring and filtering searches 
for eligible studies for Cochrane Reviews. Evidence-Informed Public Health: 
Opportunities and Challenges. Abstracts of the 22nd Cochrane Colloquium, 21–26. 
Foroughi, C. K., Coyne, J. T., Sibley, C., Olson, T., Moclaire, C., & Brown, N. (2017). 
Pupil dilation and task adaptation. In D. D. Schmorrow & C. M. Fidopiastis (Eds.), 
Augmented cognition. Neurocognition and machine learning (Vol. 10284, Issue 
January 2018, pp. 304–311). Springer International Publishing. 
https://doi.org/10.1007/978-3-319-58628-1_24 
Foroughi, C. K., Sibley, C., & Coyne, J. T. (2017). Pupil size as a measure of within-task 
learning. Psychophysiology, 54(10), 1436–1443. https://doi.org/10.1111/psyp.12896 
Fritz, C. O., Morris, P. E., & Richler, J. J. (2012). Effect size estimates: Current use, 
calculations, and interpretation. Journal of Experimental Psychology: General, 
141(1), 2–18. https://doi.org/10.1037/a0024338 
Gore, G. C., & Jones, J. (2015). Systematic reviews and librarians: A primer for 
managers. Partnership: The Canadian Journal of Library and Information Practice 
and Research, 10(1), 1–16. https://doi.org/10.21083/partnership.v10i1.3343
 48 
Gunaratne, J., & Nov, O. (2015). Informing and improving retirement saving 
performance using behavioral economics theory-driven user interfaces. Proceedings 
of the 33rd Annual ACM Conference on Human Factors in Computing Systems - 
CHI ’15, 917–920. https://doi.org/10.1145/2702123.2702408 
Hart, S. G. (1986). NASA Task load Index (TLX). Volume 1.0; Paper and pencil package. 
Hart, S. G., & Staveland, L. (1986). Nasa task load index (tlx) v1. 0 users manual. NASA 
Ames Research Center, Moffett Field, CA, USA, 20000021488. 
Hart, S. G., & Staveland, L. E. (1988). Development of NASA-TLX (Task Load Index): 
Results of empirical and theoretical research. In Advances in psychology (Vol. 52, 
pp. 139–183). Elsevier. 
Hennink, M. M., Kaiser, B. N., & Marconi, V. C. (2017). Code saturation versus meaning 
saturation: How many interviews are enough? Qualitative Health Research, 27(4), 
591–608. https://doi.org/10.1177/1049732316665344 
Hess, E. H., & Polt, J. M. (1964). Pupil size in relation to mental activity during simple 
problem-solving. Science, 143(3611), 1190–1192. 
https://doi.org/10.1126/science.143.3611.1190 
Holtzblatt, K., & Beyer, H. (2017). The affinity diagram. In K. Holtzblatt & H. Beyer 
(Eds.), Contextual design (2nd ed., pp. 127–146). Elsevier. 
https://doi.org/10.1016/b978-0-12-800894-2.00006-5 
Howard, B. E., Phillips, J., Miller, K., Tandon, A., Mav, D., Shah, M. R., Holmgren, S., 
Pelch, K. E., Walker, V., Rooney, A. A., Macleod, M., Shah, R. R., & Thayer, K. 
(2016). SWIFT-review : A text-mining workbench for systematic review. Systematic 
Reviews, 5(87), 1–16. https://doi.org/10.1186/s13643-016-0263-z 
Howell, C. D. C. (2013). Statistical methods for psychology (8th ed.). Cengage Learning. 
Iqbal, S. T., Zheng, X. S., & Bailey, B. P. (2004). Task-evoked pupillary response to 
mental workload in human-computer interaction. Conference on Human Factors in 
Computing Systems - Proceedings, 1477–1480. 
https://doi.org/10.1145/985921.986094 
 49 
Kahneman, D., & Beatty, J. (1966). Pupil diameter and load on memory. Science, 
154(3756), 1583–1585. https://doi.org/10.1126/science.154.3756.1583 
Kohl, C., Mcintosh, E. J., Unger, S., Haddaway, N. R., Kecke, S., Schiemann, J., & 
Wilhelm, R. (2018). Online tools supporting the conduct and reporting of systematic 
reviews and systematic maps : A case study on CADIMA and review of existing 
tools. Environmental Evidence, 7(8), 1–17. https://doi.org/10.1186/s13750-018-
0115-5 
Krejtz, K., Duchowski, A. T., Niedzielska, A., Biele, C., & Krejtz, I. (2018). Eye tracking 
cognitive load using pupil diameter and microsaccades with fixed gaze. PLOS ONE, 
13(9), e0203629. https://doi.org/10.1371/journal.pone.0203629 
Kret, M. E., & Sjak-Shie, E. E. (2019). Preprocessing pupil size data: Guidelines and 
code. Behavior Research Methods, 51(3), 1336–1342. 
https://doi.org/10.3758/s13428-018-1075-y 
Lewis, J. R. (2014). Usability: Lessons learned … and yet to be learned. International 
Journal of Human-Computer Interaction, 30(9), 663–684. 
https://doi.org/10.1080/10447318.2014.930311 
Longo, L., Rusconi, F., Noce, F., & Barrett, S. (2012). The importance of human mental 
workload in web design. Proceedings of the 8th International Conference on Web 
Information Systems and Technologies, 403–409. 
https://doi.org/10.5220/0003960204030409 
Marshall, I. J., & Wallace, B. C. (2019). Toward systematic review automation : A 
practical guide to using machine learning tools in research synthesis. Systematic 
Reviews, 8(163), 1–10. https://doi.org/10.1186/s13643-019-1074-9 
Mayer, R. E., & Estrella, G. (2014). Benefits of emotional design in multimedia 
instruction. Learning and Instruction, 33, 12–18. 
https://doi.org/10.1016/j.learninstruc.2014.02.004 
McKibbon, A. (2006). Systematic reviews and librarians. Library Trends, 55(1), 202–
215. https://doi.org/10.1353/lib.2006.0049 
Miller, C. (2011). Aesthetics and e-assessment: The interplay of emotional design and 
 50 
learner performance. Distance Education, 32(3), 307–337. 
https://doi.org/10.1080/01587919.2011.610291 
O’Mara-Eves, A., Thomas, J., McNaught, J., Miwa, M., & Ananiadou, S. (2015). Using 
text mining for study identification in systematic reviews: A systematic review of 
current approaches. Systematic Reviews, 4(5), 1–22. 
https://doi.org/10.1145/2945078.2945085 
Olofsson, H., Brolund, A., Hellberg, C., Silverstein, R., Stenström, K., Österberg, M., & 
Dagerhamn, J. (2017). Can abstract screening workload be reduced using text 
mining? User experiences of the tool Rayyan. Research Synthesis Methods, 8(3), 
275–280. https://doi.org/10.1002/jrsm.1237 
Olorisade, B. K., Quincey, E. De, Andras, P., & Brereton, P. (2016). A critical analysis of 
studies that address the use of text mining for citation screening in systematic 
reviews. Proceeding EASE ’16 Proceedings of the 20th International Conference on 
Evaluation and Assessment in Software Engineering. 
https://doi.org/10.1145/2915970.2915982 
Ouzzani, M., Hammady, H., Fedorowicz, Z., & Elmagarmid, A. (2016). Rayyan—a web 
and mobile app for systematic reviews. Systematic Reviews, 5(1), 210. 
https://doi.org/10.1186/s13643-016-0384-4 
Powers, D. M. W. (2011). Evaluation: From Precision, Recall and F-Measure to ROC, 
Informedness, Markedness and Correlation. Journal of Machine Learning 
Technologies, 2(1), 37–63. 
Przybyła, P., Brockmeier, A. J., Kontonatsios, G., Pogam, M. Le, Mcnaught, J., Elm, E. 
Von, & Nolan, K. (2018). Prioritising references for systematic reviews with 
RobotAnalyst : A user study. Research Synthesis Methods, 9(3), 470–488. 
https://doi.org/10.1002/jrsm.1311 
Reid, G. B., & Nygren, T. E. (1988). The subjective workload assessment technique: A 
scaling procedure for measuring mental workload. In Advances in psychology (Vol. 
52, pp. 185–218). Elsevier. 
Romano Bergstrom, J., Duda, S., Hawkins, D., & McGill, M. (2014). Physiological 
 51 
response measurements. In Eye tracking in user experience design. Elsevier Inc. 
https://doi.org/10.1016/B978-0-12-408138-3.00004-2 
Rubio, S., Díaz, E., Martín, J., & Puente, J. M. (2004). Evaluation of subjective mental 
workload: A comparison of SWAT, NASA-TLX, and workload profile methods. 
Applied Psychology, 53(1), 61–86. https://doi.org/10.1111/j.1464-
0597.2004.00161.x 
Shemilt, I., Khan, N., Park, S., & Thomas, J. (2016). Use of cost-effectiveness analysis to 
compare the efficiency of study identification methods in systematic reviews. 
Systematic Reviews, 5(1), 1–13. https://doi.org/10.1186/s13643-016-0315-4 
Simon, C., Davidsen, K., Hansen, C., Seymour, E., Barnkob, M. B., & Olsen, L. R. 
(2019). BioReader: A text mining tool for performing classification of biomedical 
literature. BMC Bioinformatics, 19(S13), 57. https://doi.org/10.1186/s12859-019-
2607-x 
Speier, & Morris. (2003). The influence of query interface design on decision-making 
performance. MIS Quarterly, 27(3), 397. https://doi.org/10.2307/30036539 
Swinkels, A., Briddon, J., & Hall, J. (2006). Two physiotherapists, one librarian and a 
systematic literature review: Collaboration in action. Health Information and 
Libraries Journal, 23(4), 248–256. https://doi.org/10.1111/j.1471-
1842.2006.00689.x 
Tsang, P. S., & Velazquez, V. L. (1996). Diagnosticity and multidimensional subjective 
workload ratings. Ergonomics, 39(3), 358–381. 
https://doi.org/10.1080/00140139608964470 
Um, E. “Rachel,” Plass, J. L., Hayward, E. O., & Homer, B. D. (2012). Emotional design 
in multimedia learning. Journal of Educational Psychology, 104(2), 485–498. 
https://doi.org/10.1037/a0026609 
van der Wel, P., & van Steenbergen, H. (2018). Pupil dilation as an index of effort in 
cognitive control tasks: A review. Psychonomic Bulletin & Review, 25(6), 2005–
2015. https://doi.org/10.3758/s13423-018-1432-y 
Winn, M. B., Wendt, D., Koelewijn, T., & Kuchinsky, S. E. (2018). Best practices and 
 52 
advice for using pupillometry to measure listening effort: An Introduction for those 
who want to get started. Trends in Hearing, 22, 1–32. 
https://doi.org/10.1177/2331216518800869 
Xie, B., & Salvendy, G. (2000). Prediction of mental workload in single and multiple 
tasks environments. International Journal of Cognitive Ergonomics, 4(3), 213–242. 
https://doi.org/10.1207/S15327566IJCE0403_3 
Zeileis, A., & Grothendieck, G. (2005). zoo : S3 infrastructure for regular and irregular 




Appendix A: Recruitment Email 




My name is Manhua Wang and I am a graduate student at the School of Information and 
Library Science. I am writing to invite you to participate in a usability research study of 
systematic review software. 
 
To participant in this study, you: 
• Must be at least 18 years old 
• Must have previous experience in using systematic reviews as librarian, or student 
/ faculty researcher 
 
The study has two separate sessions happening on different days and will take place on 
campus for about 1 hour for each session. During the session, you will be asked to: 
• Answer questions about your previous systematic review experiences 
• Conduct a systematic review using either of two software in each session 
• Answer questions about your experience in using these two software 
 
You will receive a $25 gift card for compensation after your second session. If by any 
chance you could only attend the first session, you will receive a $10 gift card instead. 
But we highly recommend and appreciate your full participation to benefit our study. 
Thank you! 
 
Participation in this study is completely voluntary and all data will remain anonymous. If 





MSIS Candidate, 2020 
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Appendix B: Moderator Script 
Hello, my name is Manhua Wang and I’m a graduate student in the School of 
Information and Library Science at UNC-Chapel Hill. I will be moderating this study 
today. 
 
First, thank you for participating in this research study. I know you’re already familiar 
with the process of systematic review and know that it is very tedious work especially 
when screening studies. And there are a lot of software embedded with artificial 
intelligence techniques to help reviewers speed up their study selection process. This 
study aims to investigate whether such tools could have actual benefit to reviews.  
 
In this study, you will be asked to screen 100 studies just as what you usually do for your 
own systematic reviews but with different software. I will provide you with an inclusion 
and exclusion criteria. After you finished screening, I will also ask you questions about 
your experience in using that software. 
 
While you are doing the study selection, I will be recording where you are looking at and 
your pupillary response using this eye-tracking device. Your face won’t be recorded by 
this device. I will also take notes during the study if necessary. If you have questions at 
any point, feel free to ask me about them. I may not be able to answer them immediately 
as I’m interested in how people will interact with the software without other external 
help. However, I will try to answer your questions after you finish the session. 
 
Do you have any questions so far? 
 
Great, and here is the consent form if you could read and sign. 
[Distribute two copies of consent form and let participant to read and sign] 
 
First, I’d like to learn some general information about you and your previous experience 
in conducting systematic reviews. 
[Ask Background Questionnaire]  
1. Which of the following describes you best? 
• Faculty / Staff Researcher 
• Master Student 
• Doctoral Student 
• Research Librarian 
2. How many systematic reviews have you conducted before? 
• < 5 • 5 – 10 • > 10 
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3. Could you tell me the primary field(s) of study related to the systematic reviews 
you did before? 







 Other. Please 
specify________ 
 I haven’t used any software 
before  
 
[Set up and calibrate GP3 eye-tracking device] 
Okay, now I’m going to set up this eye-tracking device and calibrate your gaze. During 
the calibration, there will be several small circles moving on the screen, please try your 
best to stare at the movement of the circle without moving your head. And during this 
time, please also try your best not blink. Are you ready? 
 
Now we’ve successfully calibrated the device, then I’m going to get the baseline of your 
pupil diameter. Please focus on the screen and also, try not to blink at this time. 
 
Great, now I will open the inclusion and exclusion criteria on the computer and also 
provide you with a paper one. Whenever you are ready for screening, let me know and 
I’ll open the platform. If you have questions before start, feel free to ask. 
[Open the inclusion / exclusion criteria on the computer and give them the paper 
one in case they need it] 
 
[Participant starts to screen.] 
 
[Take notes on anything related to participants behavioral or emotional change, like 
sighs, rapid scrolling, etc.] 
 
[Participant finished screening. Stop eye-tracking.]  
 
[Hand participant NASA-TLX paper questionnaire] 
 
Please follow the instructions on this paper and finish this questionnaire.  
 
[Ask participants’ general experiences in using the software.] 
1. How confident do you feel about your decisions? [1-5 scale] 
2. How difficult do you think this research topic is? [1-5 scale] 
3. What do you think is the most helpful part of this software? 
4. What do you think is the least helpful part of this software? 
5. Do you have other comments on using this software? 
6. [If 2nd session & confident level changes] I noticed that your confident level has 
changed from the first session, may I ask the reason? 
7. [If 2nd session & difficult level changes] I noticed that this time you think the 
research topic is less/more difficult, may I ask the reason?
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8. [If 2nd session] Comparing the two software you have used, which one do you 
like better? why? 
9. [If 2nd session] Would you consider using Colandr or other software that has AI 
embedded in the future? Why? 
10. Is there anything you want to share that I did not have a chance to cover? 
 
Thank you for your help today, I really appreciate your time and participation. If you 
have any questions or concerns, feel free to email me. 
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Appendix C: Pre-Test Questionnaire 
1. Which of the following describes you best? 
o Faculty / Staff Researcher 
o Master Student 
o Doctoral Student 
o Research Librarian 
 
2. How many systematic reviews have you conducted before? 
o < 5 
o 5 – 10 
o > 10 
 
3. Please specify the primary field(s) of study related to the systematic reviews you 
did before:  
 







 Other. Please specify________ 
 I haven’t used any software before 
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Appendix D: Consent Form 
University of North Carolina at Chapel Hill 
Consent to Participate in a Research Study 
Adult Participants 
 
Consent Form Version Date: Jan 2nd, 2019____ 
IRB Study # 19-2937 
Principal Investigator: Manhua Wang 
Principal Investigator Department: School of Information and Library Science 
Principal Investigator Phone number: (404) 429 - 9370 
Principal Investigator Email Address: manhua@live.unc.edu 
Faculty Advisor: Fei Yu (feifei@unc.edu) 
 
CONCISE SUMMARY 
The purpose of this study is to determine whether the systematic review software with 
artificial intelligence (e.g., text mining, machine learning) could make actual 
contributions to help reviewers reduce their workload and improve their performance 
during the study selection process. Participants will conduct study selection through two 
different software in 2 separate days. Each visit will last about 1 hour. During each study 
selection session, participants will be asked to wear an eye-tracking device. After each 
session, participants will fill a questionnaire which asks their perception of workload. 
The greatest risk of this study is that participants may feel tired after the testing session. 
If you are interested in learning more about this study, please continue to read below. 
What are some general things you should know about research studies? 
You are being asked to take part in a research study. To join the study is voluntary. 
You may choose not to participate, or you may withdraw your consent to be in the study, 
for any reason, without penalty. 
 
Research studies are designed to obtain new knowledge. This new information may help 
people in the future. You may not receive any direct benefit from being in the research 
study. There also may be risks to being in research studies. 
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Details about this study are discussed below. It is important that you understand this 
information so that you can make an informed choice about being in this research study.  
 
You will be given a copy of this consent form. You should ask the researchers named 
above, or staff members who may assist them, any questions you have about this study at 
any time. 
 
What is the purpose of this study? 
The purpose of this study is to investigate whether systematic review tools equipped with 
advanced techniques are actually helping reduce reviewers’ workload and improve 
screening efficiency. The information we learn from this study may benefit for 
optimizing interfaces or functions to improve current systematic review software 
 
You are being asked to be in the study because you have previous experience in 
conducting systematic reviews. 
 
Are there any reasons you should not be in this study? 
You should not be in this study if you: 
• Are under 18 years old 
• Do not have previous experience in conducting systematic reviews as a librarian, 
or student / faculty researcher 
 
How many people will take part in this study? 
There will be approximately 8 people in this research study. 
 
How long will your part in this study last? 
This study has 2 separate sessions happening on different days, and each session will last 
approximately 1 hour. 
 
What will happen if you take part in the study? 
You will be asked to complete a background questionnaire regarding your experience 
about conducting systematic reviews and your field of study.  
 
For each session, you will conduct a screening task on selecting relevant studies from a 
given collection with 100 studies as you used to do with other systematic reviews. You 
will use 2 different software – either Covidence or Colandr – to conduct study selection 
in two separate sessions. The inclusion / exclusion criteria will be stored in the software 
and you will also have a paper sheet with these criteria. During the screening, we will use 
a GazePoint eye-tracking system to keep track of where you look on the computer screen. 
This equipment will also record your pupil diameters change, and there is no harm to 
your eyes or overall health. After you finish screening these studies, you will be asked to 
fill another questionnaire asking about your workload. We will also ask you several 
questions about your experience in using these tools. 
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What are the possible benefits from being in this study? 
Research is designed to benefit society by gaining new knowledge. The benefits to you 
from being in this study may be getting to know another advanced systematic review 
software. 
  
What are the possible risks or discomforts involved from being in this study? 
We anticipate minor risks or discomforts are involved in this study. But you may feel a 
little tired after screening those literatures. Additionally, there may be a chance of breach 
of confidentiality if the encrypted data and files are accessed by other third-parties. But it 
is very unlikely to happen given the security of the UNC-CH OneDrive storage place. 
And we will do our best to minimize this risk. 
 
How will information about you be protected? 
We will not associate your name with the data, and you will not be identified in any 
report or publication about this study. Your name will be only on this consent form as 
well as on the receipt for compensation. You will be assigned a random ID upon arrival 
and this ID will be used on the file names containing the data and on questionnaires that 
you complete.  
The eye-tracking recordings only record the screen you are reading with where you are 
looking. There is no identity image of you will be recorded during this study. You have 
the option to not accept screen recording in this study. 
The data (questionnaire data, screen recording data) you provide to us will be stored in a 
secure server space, and only the researchers will be given access to the data. 
Check the line that best matches your choice: 
_____ OK to record the screen during the study 
_____ Not OK to record the screen during the study 
 
What if you want to stop before your part in the study is complete? 
You can withdraw from this study at any time, without penalty. The investigators also 
have the right to stop your participation at any time. This could be because you have had 
an unexpected reaction, or have failed to follow instructions, or because the entire study 
has been stopped. 
Will you receive anything for being in this study? 
You will be receiving $25 for taking part in this study. Any payment provided for 
participation in this study may be subject to applicable tax withholding obligations 
 
Will it cost you anything to be in this study? 
It will not cost you anything to be in this study.  
What if you are a UNC student? 
You may choose not to be in the study or to stop being in the study before it is over at 
any time. This will not affect your class standing or grades at UNC-Chapel Hill. You will 
not be offered or receive any special consideration if you take part in this research. 
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What if you are a UNC employee? 
Taking part in this research is not a part of your University duties and refusing will not 
affect your job. You will not be offered or receive any special job-related consideration if 
you take part in this research. 
 
What if you have questions about this study? 
You have the right to ask, and have answered, any questions you may have about this 
research. If you have questions about the study (including payments), complaints, 
concerns, or if a research-related injury occurs, you should contact the researchers listed 
on the first page of this form. 
 
What if you have questions about your rights as a research participant? 
All research on human volunteers is reviewed by a committee that works to protect your 
rights and welfare. If you have questions or concerns about your rights as a research 
subject, or if you would like to obtain information or offer input, you may contact the 




I have read the information provided above. I have asked all the questions I have at this 





























Appendix E: NASA-TLX Scale 
Now, put an “x” on each scale at the point that best indicates your experience of task 
1. How much mental and perceptual activity was required (e.g. thinking, deciding, 
calculating, remembering, looking, searching, etc.) when you use this software to 
review and select studies? 
 
2. How much physical activity was required (e.g. pushing, pulling, turning, controlling, 
activating, etc.) when you use this software to review and select studies? 
 
3. How much time pressure did you feel due to the rate of pace when you use this 
software to review and select studies? 
 
4. How successful do you think you were in accomplishing the goals of screening 
studies set by the experimenter (or yourself)? How satisfied were you with your 
performance in accomplishing these goals? 
 
5. How hard did you have to work (mentally and physically) to accomplish your level of 
performance? 
 
6. How insecure, discouraged, irritated, stressed and annoyed versus secure, gratified, 
content, relaxed and complacent did you feel during screening? 
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Circle from each pair listed below: which items are more important to your experience 
of workload in screening studies you just performed. If you’re unsure the definition of the 















































Appendix F: Post-Test Questionnaire 
For each session, after participants finish NASA-TLX scale, ask the following questions: 
1. How confident do you feel about your decisions? [1-Not Really Confident, 5-Very 
Confident] 
2. How difficult do you think this research topic is? [1-Very Easy, 5-Very Difficult] 
3. What do you think is the most helpful part of this software? 
4. What do you think is the least helpful part of this software? 
5. Do you have other comments on using this software? 
 
After participants finished both sessions and answered the common questions listed 
below, ask the following questions: 
1. [If 2nd session & confident level changes] I noticed that your confident level has 
changed from the first session, may I ask the reason? 
2. [If 2nd session & difficult level changes] I noticed that this time you think the 
research topic is less/more difficult, may I ask the reason? 
3. Comparing the two software you have used, which one do you like better? why? 
4. Would you consider using Colandr or other software that has AI embedded in the 
future? Why? 
5. Is there anything you want to share that I did not have a chance to cover?
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Appendix G: Affinity Diagram 
 
