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i 
SUMMARY 
 
The research presented in this dissertation explores different computational 
and modeling techniques that combined with predictions from evolution by 
natural selection leads to the analysis of the adaptive behavior of populations 
under selective pressure. 
For this thesis three computational methods were developed: EXPLoRA, 
EVORhA and SSA-ME.  EXPLoRA finds genomic regions associated with a trait 
of interests (QTL) by explicitly modeling the expected linkage disequilibrium of 
a population of sergeants under selection. Data from BSA experiments was 
analyzed to find genomic loci associated with ethanol tolerance. EVORhA 
explores the interplay between driving and hitchhiking mutations during 
evolution to reconstruct the subpopulation structure of clonal bacterial 
populations based on deep sequencing data. Data from mixed infections and 
evolution experiments of E. Coli was used and their population structure 
reconstructed. SSA-ME uses mutual exclusivity in cancer prioritize cancer 
driver genes. TCGA data of breast cancer tumor samples were analyzed.  
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ii 
SAMENVATTING 
Dit onderzoek handelt over verschillende computationele technieken die, 
samen met voorspellingen gebaseerd op evolutie door natuurlijke selectie, 
leiden tot de analyse van adaptief gedrag van populaties onder selectiedruk. 
In het kader van deze thesis werden drie computationele methodes ontwikkeld: 
EXPLoRA, EVORhA en SSA-ME. EXPLoRA vindt genomische regio’s die 
geassocieerd zijn met bepaalde interessante eigenschappen (QTL) door 
expliciet de verwachtte “linkage disequilibrium” van een populatie segreganten 
onder selectie te modeleren. Data van BSA experimenten werd geanalyseerd 
om de genomische loci die geassocieerd zijn met ethanol tolerantie te vinden. 
EVORhA onderzoekt hoe causale (“driver”) mutaties en niet-causale 
(“hitchhiking”) mutaties in een bepaald fenotype zich tot elkaar verhouden 
tijdens evolutie om zo de substructuur van een klonale bacteriële populatie, 
gebaseerd op deep sequencing data, te reconstrueren. Data van gemengde 
infectie experimenten en van evolutie experimenten voor E. coli werd hier 
gebruikt. SSA-ME gebruikt het concept van mutuele exclusiviteit in kanker om 
causale (“driver”) genen te prioriteren. Hier werd borstkanker data uit TCGA 
(The Cancer Genome Atlas) geanalyseerd. 
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ABBREVIATIONS 
 
QTL Quantitative Trait Loci 
BSA Bulk Segregant Analysis 
SSA Small Subnetwork Analysis 
CADD Combined Annotation Dependent Depletion 
ME Mutual Exclusivity 
HMM Hidden Markov Model 
LD Linkage Disequilibrium 
SNP Single Point Nucleotide 
SNV Single Nucleotide Variant 
CNV Copy Number Variation 
FDR False Discovery Rate 
PCR Polymerase Chain Reaction 
YDP yeast extract peptone dextrose 
BED Browser Extensible Data 
VCF Variant Call Format 
NGS Next Generation Sequencing 
ORM Object-Relational Mapping 
BLOSUM Blocks Substitution Matrix 
MAE Mean Absolute Error 
RMSE Mean Squared Error 
BWA Burrows-Wheeler Aligner 
TCGA The Cancer Genome Atlas 
ICGC International Cancer Genome Consortium 
MES Mutual Exclusivity Score 
ROC Receiver Operating Characteristic 
AUC Area Under the Curve 
GO Gene Ontology 
PPV Positive Predictive Value 
CGC Cancer Gene Census 
NCG Network of Cancer Genes 
BRCA Breast Cancer invasive carcinoma 
eQTL Expression QTL 
pQTL Protein level QTL  
DNA Deoxyribonucleic acid 
RNA Ribonucleic acid 
NAR Nucleic Acids Research 
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Chaper 1. INTRODUCTION 
The observation of natural selection goes a long way back, from the time of 
the Origin of the Species to observe the effects of natural selection on a 
population have been an important step towards better scientific 
understanding. One of the best known cases of observing natural selection is 
that of the industrial melanisms in the peppered moth (Betularia F. Typical) 
(Majerus 2008). The peppered moth sleeps by day and its coloring is an 
important phenotype to survive predators that want to eat them. It wasn’t 
until 1950’s that several experiments were conducted to observe how 
selection affected the population of moths. In the non-polluted, lichen filled 
trees, the common peppered moth thrived thanks to the hiding provided by 
its whitish coloring. On the contrary, in industrial areas where trees were 
blackened by pollution, the traditionally colored moth was an easy target for 
predators and the individuals with dark coloring survived. Following in the 
same line of experiments, fifty years ago the research to observe natural 
selection was focused on phenotypic traits easy to evaluate. Research at the 
time was mainly focused on animal color patterns, mimicry and distastefulness 
(Endler 1983). Another famous example of this was the characterization of the 
guppy fish (Poecilia Reticulata) colorful skin, and the experiments to explain 
how two conflicting selective pressures, that of being more attractive to the 
guppy females (i.e. more colorful) and that of being a harder target for 
predators (i.e. less colorful) played a role on determining the color phenotype 
of the populations of guppies.  
Today, thanks to the recent advancements and wide availability of sequencing 
data it is possible to observe the effects of natural selection at the genomic 
level with unpresented resolution. 
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DYNAMICS OF NATURAL SELECTION 
To be able to observe the marks left by natural selection it is necessary to first 
understand the possible effects it has on the genome and how it is affected. 
The tenets of natural selection are simple: there is variation in traits, there is 
differential reproduction and, last but not least, these traits are inherited. 
These three conditions can occur in countless ways and the effects depend on 
the nature of the traits and how reproduction followed. 
These variables create different dynamics for different organisms. Are the 
traits being selected advantageous for the individual? Or on the other hand, 
are they problematic for the current environment and getting rid of them will 
be an advantage to the individual? Is sexual reproduction, and therefore 
recombination, available to remove useless or deleterious mutations? Or are 
offspring stuck with all mutations of its ancestors independent of their 
selective advantage? Was there genotypic variation already available on the 
population? Or, on the contrary, the original population consisted of clones 
and variation needed to wait for new mutations to arise? We will discuss the 
implications of these variables and what marks are left in the genome in the 
rest of this section. 
NATURAL SELECTION IN SEXUAL POPULATIONS 
Sexual reproduction involve two parents contributing one gamete each. 
Gametes are produced during meiosis: chromosomes are duplicated and then 
the cells are divided twice, ending in sexual cells with half the number of 
chromosomes of a normal cell. One key feature in this process is 
recombination or crossover.  
Recombination is a fundamental source of genomic variation. It has a huge 
impact on the lifecycle of mutations. Recombination cause the offspring to 
inherit a completely new combination of parental DNA. From the point of view 
of the dynamics of evolution this allows the beneficial mutations to be selected 
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independently of the rest of the ancestor’s mutations to some degree. The 
independence of genes is not complete because the frequency of crossover 
events between two mutations is proportional to their physical distance in the 
chromosomes. Mutations close to each other are less likely to suffer a 
crossover event that separate them.  
The degree to which mutations are separated is related to the recombination 
rate (i.e. the average number of recombination events that happen in a 
chromosome). The more recombination events in a chromosome, the easier it 
becomes for a beneficial mutation to be selected alone, just for the fitness 
advantage it confers. But this also implies that mutations in close vicinity tend 
to be inherited together, and therefore “linked”. The link between two 
mutations is known as linkage disequilibrium. 
When observing the genomes of descendants that are selected for the traits 
of their parents, being the degree of melanism in the moths, the colorful spots 
of the guppy fish or any other trait, the frequencies of the mutations 
responsible for the phenotype under selection start to become more frequent 
in the population (Barrick & Lenski 2013). This can happen for many reasons, 
e.g. those with the mutation are more likely to survive (like the dark moths 
were less likely to be eaten by predators) or reproduce more (like the guppy 
with flashier spots can court more females), but independent of the reason 
behind the selection the effect is that the causal mutation become more 
common in the population. Interestingly, this does not only happen to the 
responsible mutation, it also happen to those mutation in close proximity to 
the causal mutation. The closer a neutral mutation is to the causal mutation 
the less likely is that a recombination event happen in the area. If a neutral 
mutation is in very close proximity to the causal mutation, the chance that a 
recombination event happens in the region between them becomes very low. 
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NATURAL SELECTION IN CLONAL POPULATIONS 
Clonal populations do not have the advantages given by sex. Recombination is 
not readily available and once a mutation occurs in an individual, all of its 
descendants will possess that same mutation. Given this constrain, the fate of 
a mutation will depend on the survival of the individuals and not only on the 
fitness advantages given by the mutation per se. A neutral mutation could be 
fixated in the population if it occurs in the same individual as a highly 
advantageous mutation. Most mutations are neutral and do not confer any 
advantage or disadvantage to the individual. They occur and stay on the 
individuals and its descendants. The mutations that increase in frequency in 
the population without conferring a fitness advantage are known as 
hitchhikers or passenger mutations. While the ones conferring the advantage 
are called driver mutations.  
Imagine a simple scenario of clonally reproducing cells where beneficial 
mutations rarely occur. Imagine now that one of those rare beneficial mutation 
just occurred in an individual and that it, for example, allows the cell to obtain 
more nutrients from the environment. The mutation (assuming it survive being 
removed by genetic drift) will provide an advantage to the individual and its 
descendants. They will get more nutrients and outcompete the rest of the 
population in a short time. As beneficial mutations rarely occur, the 
competitors will not be able to compete and will disappear while the beneficial 
mutation gets to fixation. After this selection sweep, all the population will be 
descendants of the original individual and all will have the same fitness. Until 
sometime afterwards a new beneficial mutation occurs and the process 
repeats itself. This scenario is called periodic selection and constitutes a set of 
selective sweeps one after another (ATWOOD et al. 1951). 
However, real life rarely is as simple as the scenario described before. In a 
more complex scenario, additional beneficial mutations can occur in other 
individuals before the mutation is fixated in the population. Individuals 
Introduction 
 
 
5 
possessing two different beneficial mutations will compete between them, 
taking a much longer time for any of the mutations to reach fixation. When 
this competition between subpopulations containing different beneficial 
mutations happens, it is known as clonal interference.  
CANCER 
Cancer is a very complex disease. It evolves by a repeated process of clonal 
expansion in which the genotype and population structure change during the 
process. The disease is very diverse, it can evolve in less than a year or over 
several, it can present few mutations or over a thousand. Each cancer is 
different and have followed a unique evolutionary trajectory.  
As a clonal evolutionary process similar to those described above, with most 
mutations being neutral, many of the mutations encountered in the 
population of cancerous cells are expected to be passenger mutations. This 
increases the difficulty of finding the few driver mutations in a sea of 
hitchhikers. But one special feature of (some) cancers is that for them to be 
successful they need to disrupt cellular processes or pathways controlling 
mechanisms that could empower invasion, self-renewal and growth (Greaves 
& Maley 2012). The disruption of these cellular processes requires no more 
than one well-placed mutation in one of the components that make up the 
complex cell machinery necessary to fulfill them. 
The interplay of this cancer feature and the unique evolutionary paths of each 
tumor create a very interesting scenario: two different cancers can disrupt the 
same pathway at different genes to get the same advantageous phenotype. 
And, any additional mutation in the same pathway will be redundant, and 
therefore will not confer any further evolutionary advantage. When several 
tumors are observed simultaneously, a mutual exclusivity pattern form in 
these pathways (Yuan & Cantley 2008; Vandin et al. 2012; Babur et al. 2014; 
Ciriello et al. 2012; Pulido-Tamayo et al. 2015).  
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OUTLINE OF THE THESIS 
This thesis outline three methods developed to interpret DNA sequencing data 
and observe natural selection in action at the genomic level. 
The first part of the thesis deals with finding Quantitative Trait Loci (QTL) using 
sequencing data obtained by Bulk Segregant Analysis (BSA). In this research we 
used the expected outcome of selecting a population of descendants 
(segregants) crossed from a superior and inferior parent in ethanol tolerance 
to determine the mutations that give the superior parent its phenotype. The 
developed tool uses the information intrinsic to linkage disequilibrium to 
accomplish the task at hand. This tool was published as  Jorge Duitama, 
Aminael Sánchez-Rodríguez, Annelies Goovaerts, Sergio Pulido-Tamayo, Georg 
Hubmann, María R Foulquié-Moreno, Johan M Thevelein author, Kevin J 
Verstrepen author and Kathleen Marchal (2014) “Improved linkage analysis of 
Quantitative Trait Loci using bulk segregants unveils a novel determinant of 
high ethanol tolerance in yeast”. BMC Genomics. Additionally, the tool was 
improved to be provided as a web server available at 
http://bioinformatics.intec.ugent.be/explora-web/ and accepted for the NAR 
Web Server Issue 2016 as Sergio Pulido-Tamayo, Jorge Duitama and Kathleen 
Marchal “EXPLoRA-web: linkage analysis of Quantitative Trait Loci using bulk 
segregant analysis”. 
The second part of the thesis explores the DNA sequencing data of clonal 
evolution experiments in bacteria for ethanol tolerance. In it we study and 
track the evolution of a population of E. coli from 5% ethanol tolerance to 
8.5%. We developed EVORhA a tool to reconstruct haplotypes, or the genome 
of subpopulations, from deep sequencing data at specific time points. We 
reconstructed the haplotypes at three different time points and used the 
reconstruction to build the evolutionary trajectory of the population. This work 
was published as Sergio Pulido-Tamayo, Aminael Sánchez-Rodríguez, Toon 
Swings, Bram Van den Bergh, Akanksha Dubey, Hans Steenackers, Jan Michiels, 
Introduction 
 
 
7 
Jan Fostier and Kathleen Marchal (2015) Frequency-based haplotype 
reconstruction from deep sequencing data of bacterial populations. Nucleic 
Acids Research. 
The third part of the thesis make use the mutual exclusivity expected by the 
parallel evolution of different patient tumors to search for cancer driver genes. 
In this research we proposed a new framework to tackle large search space 
computational problems using biological networks called Small Subnetwork 
Analysis and we made an application by using mutual exclusivity. We searched 
for driver genes in breast cancer data, and we were able to find the usual 
suspects driving cancer genes plus some new genes with few genomic 
alterations previously not associated with cancer. Genes with few alterations 
are normally not found in driver analyses because the lack of enough 
mutations to make any decision on mutation clustering. The framework and 
mutual exclusivity application was submitted to Nature Scientific Reports as 
Sergio Pulido-Tamayo, Bram Weytjens, Dries De Maeyer, Kathleen Marchal 
(2016) SSA-ME Detection of cancer mutual exclusivity patterns by small 
subnetwork analysis. 
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Chaper 2. LINKAGE ANALYSIS OF QUANTITATIVE 
TRAIT LOCI USING BULK SEGREGANTS 
 
This chapter bundle two manuscripts. The first manuscript is Duitama, J. et al., 
2014. Improved linkage analysis of Quantitative Trait Loci using bulk 
segregants unveils a novel determinant of high ethanol tolerance in yeast. BMC 
genomics and Pulido-Tamayo, S. et al. 2016. Improved linkage analysis of 
Quantitative Trait Loci using bulk segregants unveils a novel determinant of 
high ethanol tolerance in yeast. Nucleic acids research. The first manuscript is 
a methodological paper that describe a HMM to analyse BSA experiments. My 
contribution to it revolved around testing the method performance and 
paremeter sensitivity in simulated data. And benchmarking it versus state-of-
the-art competitors. The sections not related to real data are of my authorship, 
including Figures 2.3, 2.4 and 2.5. The second manuscript is Pulido-Tamayo, S., 
et al. 2016. Improved linkage analysis of Quantitative Trait Loci using bulk 
segregants unveils a novel determinant of high ethanol tolerance in yeast 
(submitted). In it I developed a web service to improve the accessibility and 
usability of the original method. 
ABSTRACT 
Bulk segregant analysis (BSA) coupled to high throughput sequencing is a 
powerful method to map genomic regions related with phenotypes of interest. 
It relies on crossing two parents, one inferior and one superior for a trait of 
interest. Segregants displaying the trait of the superior parent are pooled, the 
DNA extracted and sequenced. Genomic regions linked to the trait of interest 
are identified by searching the pool for overrepresented alleles that normally 
originate from the superior parent. BSA data analysis is non-trivial due to 
sequencing, alignment and screening errors. To increase the power of this 
technology and obtain a better distinction between spuriously and truly linked 
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regions, we developed EXPLoRA (EXtraction of over-rePresented aLleles in 
BSA), an algorithm for BSA data analysis that explicitly models the dependency 
between neighboring marker sites by exploiting the properties of linkage 
disequilibrium through a Hidden Markov Model (HMM). Comparing the 
performance of EXPLoRA with an existing method showed that EXPLoRA has a 
performance at least as good as the state-of-the-art and that it is robust even 
at low signal to noise ratio’s i.e. when the true linkage signal is diluted by 
sampling, screening errors or when few segregants are available. Reanalyzing 
a BSA dataset for high ethanol tolerance in yeast with EXPLoRA allowed reliably 
identifying QTLs linked to ethanol tolerance that could not be identified with 
statistical significance in the original study. Experimental validation of one of 
the least pronounced linked regions, by identifying its causative gene VPS70, 
confirmed the potential of our method. 
INTRODUCTION 
Bulk segregant analysis (BSA) is an elegant method that allows simultaneous 
identification of genetic loci that contribute to a specific trait or phenotype (for 
a review see Liti and Schacherer (Liti & Schacherer 2011) and references 
therein). Recently, BSA has been coupled to high throughput sequencing 
methods (for a review see (Swinnen, Thevelein, et al. 2012)) and references 
therein). In such a BSA set up, an individual displaying a phenotype of interest 
(superior parent) is crossed with a reference (inferior) parent lacking this 
phenotype to generate a population of segregants. Subsequently, the 
segregants are screened to identify a subset displaying the phenotype of 
interest. These selected individuals are pooled together (here referred to as 
the "selected pool"), and the genomic DNA of the pool isolated. High-coverage 
sequencing of this pooled genomic DNA allows identifying for each 
polymorphic genomic site (referred to as genetic marker sites) the relative 
frequency of the two (superior and inferior) parental variants in the pool. 
Variant frequencies of these SNPs should theoretically be 50% for either parent 
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variant, except for those regions that are genetically linked to the phenotype 
of interest. At those regions, often referred to as Quantitative Trait Loci (QTLs), 
the causative allele from the superior parent will be over-represented. The 
corresponding allele of the inferior parent will be under-represented. Figure 
2.1 shows a schematic representation of this approach, which has been 
successfully applied amongst others in Saccharomyces cerevisiae for high 
ethanol tolerance (Swinnen, Schaerlaekens, et al. 2012), impaired vacuole 
inheritance (Birkeland et al. 2010), xylose utilization (Wenger et al. 2010), heat 
tolerance (Parts et al. 2011), variation in colony morphology (Magwene et al. 
2011), tolerance to 23 different ecologically relevant environments (Cubillos et 
al. 2011) and 17 chemical resistance traits (Ehrenreich et al. 2010); in Zea mays 
for drought resistance (Quarrie et al. 1999); in Arabidopsis thaliana for growth 
defects (Schneeberger et al. 2009) and cell wall composition (Austin et al. 
2011); in Oryza sativa to find agronomically important loci (Austin et al. 2011) 
and in Danio rerio  to study developmental mutants (Leshchiner et al. 2012). 
 
Figure 2.1 Bulk segregant analysis for mapping genomic regions linked to a phenotype of 
interest in yeast. 
 A: A parent displaying the phenotypic trait of interest (superior parent) is crossed with a 
reference strain lacking the trait (inferior parent). B: The resulting heterozygous diploid 
strain is then sporulated to generate haploid segregants. C: Segregating offspring carry a 
mosaic of genetic material derived from both parents (red and blue segments) due to the 
recombination events in meiosis. After phenotyping, the subset of segregants displaying the 
trait of the superior parent is selected. D: Genomic DNA extracted from the pooled selected 
segregants is submitted to whole-genome sequence analysis. Polymorphic genomic regions 
(marker sites) are identified that allow distinguishing between the parental variants. 
Counting for each marker site how many variants originate from the superior versus the 
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inferior parent allows determining the variant frequency in the pool for each marker site. 
Regions linked to the phenotype of interest are expected to originate predominantly from 
the superior parent (black boxed region). The principle of BSA with diploid organisms is 
similar, but usually inbred (homozygous) lines are used as parents and two generations are 
needed to observe segregation of the phenotype. 
 
Theoretically, for any marker site not linked to the phenotype of interest, the 
alleles in the pool of segregants should be inherited in nearly equal proportions 
(50%) from either parent. A statistical test e.g., (Birkeland et al. 2010; Swinnen, 
Schaerlaekens, et al. 2012) can be applied for each genetic marker separately 
to assess the extent to which the variant frequency at the marker site deviates 
from the expected inheritance probability of 50%. Hence, the power of QTL 
mapping by BSA depends on the size of the initial population of segregants, 
the size of the selected pool and the strength on the phenotype (QTL effect). 
However, the sequencing procedure can compromise the QTL-mapping 
power: the sequencing coverage should at least be equal to the number of 
segregants to ensure information retrieval from all segregants (Magwene et al. 
2011). When the coverage is too low, variant frequencies at marker sites will 
deviate significantly from the theoretical 50% in phenotype-neutral regions 
due to sampling error. In addition, errors introduced during library 
preparation, sequencing, read alignment and SNP calling can also cause bias in 
variant frequency and result in falsely linked regions (regions not truly related 
to the phenotype). As a result, in reality, spurious deviations of the observed 
variant frequencies from the theoretical 50% at marker sites will occur due to 
different sources of experimental error. 
To increase the power of QTL mapping by BSA the properties of linkage 
disequilibrium can be exploited. Linkage disequilibrium (LD) arises because 
proximal marker sites are co-inherited (Hill & Robertson 1968): in a BSA set up, 
a causative mutation will thus always be embedded in a larger region of marker 
sites that all display a deviation from the theoretical 50% inheritance of either 
parental variant. The extent of the deviation decreases with the distance to 
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the causative mutation and depends on the resolution of the BSA. Linkage 
disequilibrium produces deviations of variant counts towards the superior 
variant, not only at the genetic marker site(s) causative to the phenotype of 
interest, but also in genetic marker sites closely located to these causative 
marker sites. 
State-of-the-art BSA methods exploit LD to increase the power of BSA analysis 
but they differ in the way LD is modeled. A first set of methods model LD in a 
mere data driven way:  relative variant frequencies are fitted robustly fit using 
a sliding window based strategy followed by different smoothing functions 
(Swinnen, Schaerlaekens, et al. 2012; Ehrenreich et al. 2010; Magwene et al. 
2011). More recently, Edwards and Gifford (Edwards & Gifford 2012) 
developed a Bayesian network called MULTIPOOL to estimate the probability 
of linkage for each site and (Leshchiner et al. 2012) developed an HMM tailored 
to perform fine mapping of causative sites in mutagenesis experiments.    
We developed a Hidden Markov Model (HMM) called EXPLoRA that explicitly 
models the effects of linkage disequilibrium to explain the dependencies 
between neighboring variant frequencies in the observed data. In contrast 
with other methods, EXPLoRA models the relationship between a genomic 
variant and the phenotype of interest as a hidden state and use beta-binomial 
distributions to calculate emission probabilities of the observed data. Tests on 
simulated data show that EXPLoRA outperforms currently available state-of-
the-art algorithms especially in cases where only a limited number of selected 
segregants can be produced. To further assess the performance of EXPLoRA 
we analyzed a recently published dataset, described in Swinnen et al., in which 
three different pools of yeast segregants were used, two of which were 
selected for tolerance to a different high level of ethanol and one which was 
used as unselected control pool. Upon re-analysis of the data of Swinnen et al. 
with our HMM model, we were able to identify reliably QTLs linked to ethanol 
tolerance that could not be identified with statistical significance in the original 
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study. An open source java implementation of EXPLoRA, useful for external use 
and independent validation is available at: 
http://homes.esat.kuleuven.be/~kmarchal/Supplementary_Information_Duit
ama_2013/. 
MATERIALS AND METHODS 
SIMULATED DATA 
To assess the robustness of EXPLoRA we conducted simulations as follows: an 
artificial chromosome of length 750 kbp with random polymorphic sites was 
simulated. A single site was randomly chosen to be causative. For each 
simulation we defined in advance a proportion of segregants in the selected 
pool with the causative site (referred to as the PSC)). This proportion is used 
to construct a selected pool as follows: each segregant originates by randomly 
combining both parental alleles. So each segregant has a probability of 50% to 
contain the causal variant. Each segregant with the causal variant has a 
probability equal to the PSC to be present in the final pool whereas a sergeant 
without the causal variant has a probability of 1-PSC. Segregants are added to 
the pool until the final number of selected segregants is reached (n). By 
defining in the simulations the ‘noise level’ as the PSC we avoid to make any 
assumptions on the cause of the ‘noise level’ (which can both be attributed to 
an incomplete QTL effect or to a difficult selection procedure of the selected 
segregrants) and the subsequent choice of an explicit model to describe the 
‘QTL effect’ of the segregrants. It is important to note that in this simulation 
set up, a higher number of segegrants (n) does not increase the noise level (as 
is the case for simulations that rely on an explicit phenotypic model (Magwene 
et al. 2011)). The effect of n only affects the results through its effect on the 
statistical power (if applicable) or because at low values of n the relative impact 
of a sampling error will be higher. Pools of selected segregants of size n were 
created by recombining the parental strains at a constant recombination rate 
of 0.37 centimorgans (cM) per kilobase, which is the average value for a yeast 
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chromosome (Ruderfer et al. 2006). Sequences of the selected pools were 
simulated at variable coverage (c) with a constant sequencing error rate of 0.01 
(corresponding to the reported Illumina sequencing error  (Cherry et al. 1997)). 
A total of 100 datasets were created for each tested combination of simulation 
parameters. 
PERFORMANCE ANALYSIS 
To test the effect of the parameters on the performance of EXPLoRA we used 
the fixed simulation parameters mentioned above and the following variable 
ones: n = 30, c = 200. The PSC was varied from 0.6 to 0.95 and the number of 
polymorphic sites (marker sites) was changed from 10 to 10000. The αP/βP ratio 
was varied from 5 to 40 and the assumed recombination rate (r) was changed 
from 3.5 x 10-8 to 3.5 x 10-3. For each setting we report the recovery rate (i.e. 
the capacity to retrieve the region in which the causal site is embedded), the 
size of the linked region containing the position of the true causal site and the 
number of false positive linked regions. 
COMPARISON WITH STATE-OF-THE-ART 
To perform a comparison with Magwene et al. (Magwene et al. 2011) we used 
the fixed simulation parameters mentioned above and the following variable 
ones: 2 500 random polymorphic sites of which a single site was randomly 
chosen to be causative. Two noise scenarios are presented: Low Noise with a 
PSC of 0.95 indicating that around 95% of the selected segregants contained 
the causative allele of the superior parent, and High Noise scenario with a PSC 
of 0.85. Pools with an increasing number of segregants (n = 5, 10, 20, 30, 200, 
500, 1000 and 2000) were simulated. Sequencing of the selected pools was 
simulated at variable coverage (c = 30, 50, 100, 200, 500 and 1000). 
A standalone version of the method described by Magwene et al. was obtained 
from the authors. For the purpose of comparison both tools were run on the 
simulated data (see above). To assess sensitivity we measured the power of 
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each method as the number of times that the region in which the causative 
site was embedded was found to be significantly linked divided by 100 (the 
number of repeats for each experimental setup). For EXPLoRA a marker is 
significantly identified if the posterior probability assigned to the marker is 
larger than 0.95. For the method of Magwene et al. we calculated for each 
experiment the null distribution of the G' score using the non-parametric 
method described by the authors. Based on this null distribution, we calculated 
a p-value for each marker, also following the method described in Magwene 
et al. A marker is significantly linked with the phenotype if its p-value passes 
FDR correction at a 0.05 significance level (Magwene et al. 2011; Glenn 2011). 
Specificity is measured using two metrics: the size of the linked region at the 
causal position and the number of false positive linked regions found. We ran 
the method of Magwene et al. with a default genetic window size of 30 cM, as 
recommended by the authors. For EXPLoRA we fixed the αP/βP ratio at 15 
which gives the best tradeoff between the recovery rate and the size of the 
predicted regions. 
REAL DATASET 
To test our method, we used the dataset reported by Swinnen et al. In their 
work, a segregant, VR1-5B (superior parent) from a Brazilian bioethanol 
production strain VR1 was crossed with the BY4741 lab strain (inferior parent). 
A total of 136 segregants tolerant to 16% ethanol and out of these, 31 
segregants also tolerant to 17% ethanol, were pooled. DNA of the pools and 
also of the VR1-5B parental strain was extracted and sequenced using Illumina 
technology (100 bp reads). A total of 131 unselected segregants from the same 
cross were also pooled and sequenced as control experiment (unselected 
pool). 
Marker sites were identified as follows: the yeast S288c reference genome (3 
Feb. 2011 release) available in the Saccharomyces Genome Database 
(http://www.yeastgenome.org) was used as reference. All reads from the 
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parental strain VR1-5B were mapped to the reference sequence using bowtie2 
(Benjamini & Yekutieli 2005). We used the -a option to retain as many good 
alignments as possible for each read. Over 93% of the reads from VR1-5B, 84% 
and 86% of the reads from the pools of segregants under selection, and 98% 
of the reads from the pool of unselected segregants could be mapped to the 
latest reference genome. We ignored the last 25 bp of each read from the VR1-
5B strain and the two pools of selected segregants based on the base calling 
error rate estimated from unique alignments.  
SNPs and small indels between the two parents VR1-5B and S288c (the 
reference sequence) were identified with the SNVQ algorithm (Langmead & 
Salzberg 2012). We filtered out predicted variants with genotype quality scores 
lower than 40, falling into annotated repetitive regions (i.e., transposons, 
telomeres, centromeres), or falling into duplicated regions predicted either by 
reads with multiple alignments or by the CNVnator algorithm (Duitama et al. 
2012). Finally, we filtered out predicted variants located less than 30bp from 
each other to avoid undesired local errors due to misaligned reads. We 
obtained 25,972 SNPs and 1,429 indels which were used for analysis of 
segregant pools. 
To identify the relative variant frequencies in the pools of segregants at marker 
sites, we implemented a custom script to count at each marker site the number 
of read alignments that support the variant originating from the superior 
parent (VR1-5B) and the total number of alignments. Within each pool variants 
with read coverage less than 20 or over 100 were ignored. We retained 26,913 
variants for the 16% pool, 26,865 variants for the 17% pool, and 24553 variants 
for the pool of unselected segregants.  
EXPERIMENTAL VALIDATION 
Experimental verification of QTL2 on chromosome X was based on determining 
for a selected set of marker sites in this region, the number of times individual 
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segregants selected for high ethanol tolerance displayed the variant 
originating from the superior parent (relative variant frequency in individual 
segregants) (Swinnen, Schaerlaekens, et al. 2012). Relative variant frequencies 
in individual segregants were used to calculate the posterior probability of 
each marker site to be linked to the phenotype of interest using an exact 
binomial test with a confidence level of 95% and correction for multiple testing 
by a false discovery rate (FDR) control according to (Benjamini & Yekutieli 
2005). Ethanol tolerance assays and reciprocal hemizygosity analysis were 
carried out as described previously (Swinnen, Schaerlaekens, et al. 2012). 
RESULTS 
DEVELOPMENT OF EXPLORA, A HMM FOR THE ANALYSIS OF BSA DATA 
As indicated above, BSA is the first step towards finding sequence variations 
(also referred to as "alleles", "variants”") that cause a given phenotype. 
Causative sequence variations originating from the superior parent are 
expected to be over-represented in the selected segregant pool. Due to linkage 
disequilibrium (LD), other variants at marker sites that surround the causative 
site will also be over-represented in the selected pool. LD thus limits the 
resolution of the BSA analysis towards identifying the region in which the true 
causal site is embedded rather than the true causal site. However, this 
dependency between neighboring sites (LD) can be exploited to increase the 
power of the statistical linkage of the identified loci to the phenotype of 
interest by filter out spuriously linked regions. To exploit the information 
contained in the dependency between neighboring marker sites, we 
developed a Hidden Markov Model (HMM) called EXPLoRA (Figure 2.2).  
EXPLoRA explicitly models the effect of linkage disequilibrium to explain the 
dependencies between neighboring sites in the data. EXPLoRA models for each 
marker site, two possible states: one state (P-state) expresses that the variants 
in the pool at that marker site originate predominantly (but not always in all 
segregants) from the superior parent and are thus linked to the phenotype of 
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interest. A second state (N-state) models that the variants in the pool at a given 
marker site originate to an equal extent from either parent, in which case the 
marker site is assumed to be located in a neutral region not linked to the 
phenotype of interest. The effect of linkage disequilibrium is modeled by the 
transition probabilities τ between two neighboring marker sites. The transition 
probability τ models the chance that a neighboring site remains in the same 
state as its preceding site state. Its distribution is described by a negative 
exponential model as a function of the recombination rate and the physical 
distance between neighboring marker sites (Scheet & Stephens 2006) (Figure 
2.2C). The probability to change states upon transition from one marker site 
to its direct neighboring marker site (from a neutral N-state to a phenotype-
linked P-state or vice versa) is then described by 1-τ and takes into account the 
true distance between them (i.e. no distance binning is involved). The model 
captures the fact that marker sites located in each other's physical 
neighborhood are likely to be in linkage disequilibrium and less likely to change 
their state (from P to N or from N to P). Given a random state Ni or Pi at a 
marker site ‘i’, the transition probabilities to the states Ni+1 or Pi+1 for the 
neighboring marker site ‘i + 1’ are given by: 
τ
N i→N i+1
= 1− e
− rl i
 
or 
τ
Pi→Pi+1
= 1− e
− rli
 
where li is the physical distance between the marker sites i and i+1 and r is a 
recombination rate, which is determined by the average number of crossing-
overs occurring during meiosis over a given distance in a chromosome. The 
default level of r was fixed at 3.5×10-6, based on the estimations derived by 
(Ruderfer et al. 2006).  
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Each state in the model emits a random variable nA, corresponding to the 
number of variant counts at a given marker site originating from the superior 
parent. nA ranges from 0 to n, with n being equal to the (known) total variant 
count for the marker site. nA is described by a beta binomial distribution, which 
allows capturing different emission probabilities in phenotype-linked versus 
neutral states by choosing different α and β parameters for their 
corresponding distributions (Figure 2.2B). We modeled all neutral states with 
the same parameters αN and βN, and all phenotype-linked states with the same 
parameters αP and βP. While for the neutral states αN should almost equal βN 
to make values of nA closer to n/2 more likely to be sampled, for the 
phenotype-linked states αP should be much larger than βP to make values of nA 
close to n more likely to be sampled. 
 
Figure 2.2 Hidden Markov Model used to predict genomic regions linked to the phenotype of 
interest. 
A: each marker site is modeled to be in a neutral state (N-state, blue circles) or in a state of 
being linked to the phenotype of interest (P-state, orange circles) based on its observed 
relative variant frequency in the pool of segregants. B: emission probabilities for respectively 
the neutral (blue curve) and the phenotype-linked states (orange line) as a function of the 
relative variant frequencies, modeled by a beta-binomial distribution with respective 
parameters α and β. C: transition probability as a function of the physical distance between 
neighboring marker sites. 
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Given the observed total variant count and the variant counts that originate 
from the superior parent at each marker site (D) and fixed values for the 
parameters αN, βN, αP, βP, and τ, we can calculate the posterior probability of 
each state in the HMM with a standard forward-backward algorithm (Scheet 
& Stephens 2006). For each marker site, we then estimate its probability to be 
linked to the phenotype of interest as the normalized probability P(Pi | D) / 
(P(Pi | D) + P(Ni | D)). 
Since most of the genomic regions are supposed to be neutral with respect to 
the phenotype of interest, the parameters αN and βN of the emission 
probabilities in the neutral state can be estimated directly from the observed 
variant frequencies. To this end, we implemented a two-step process in which 
we first assume that most of the genomic regions are phenotype-neutral. We 
estimate with the method of moments the most likely values of αN and βN given 
the variant frequencies at each marker site. Then in a second step we identify 
the marker sites linked to the phenotype of interest using the model, and we 
estimate again αN and βN leaving out the marker sites identified to be linked to 
the phenotype. The ratio between αP and βP thus defines the degree to which 
the relative variant frequency at a marker site needs to differ from the one 
obtained through random inheritance for it to be called linked to the 
phenotype (stringency of the method).  Changing the ratio affects the 
probability with which an observed relative variant frequency is interpreted by 
the model as a phenotype linked region (see also below). In our experiments, 
we altered the ratio between αP and βP by fixing βP equal to 1 and testing 
different values of αP. A cut-off on the obtained posterior probability of each 
marker site to be linked to the phenotype was used to prioritize the most likely 
causative marker sites for the phenotype of interest. 
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PARAMETER SENSITIVITY OF EXPLORA 
We tested to what extent changing the model parameters (i.e. the αP/βP ratio 
and the recombination rate) affect the results in terms of the recovery rate, 
the number of falsely predicted linked regions and the average size of the 
predicted regions. Tests were performed under two different settings that 
assess respectively the effect of diluting the signal to noise ratio and the 
resolution of the BSA. Changing signal to noise ratio’s is simulated as explained 
in Materials and methods (PSC) and mimics the effect of e.g. having an 
incomplete QTL effect of the causal genes, because for instance several minor 
alleles might be involved or an imperfect selection procedure of the 
segregants. The BSA resolution was altered by varying the number of marker 
sites in the artificial set up (see Material and methods). 
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Figure 2.3 Effect of the recombination rate (r) on the performance of EXPLoRA. 
The recovery rate (panel A), average size of the linked region (panel B) and number of falsely 
predicted regions (Panel C) as a function of the noise level (left sided plots) and the number 
of marker sites (right sided plots). The noise level is represented by the ratio of the segregants 
in the pool that have the causal allele versus those that have not (PSC). Results obtained with 
a number of markers that occur in real experimental settings are indicated with a dotted line. 
 
Both Figure 2.3 and Figure 2.4, show that irrespective of the choice of the 
parameters, the recovery rate will drop with the noise in the dataset (noise 
equals lower QTL effect). The number of falsely predicted linked regions is in 
general quite noise independent (except for extreme overestimations of r, see 
also below). Counterintuitively, we observe that the average region size 
becomes more refined with increasing noise levels (an observation we also 
made in the real data). The latter can be explained by the fact that when the 
signal/noise level decreases, a longer region with truly deviating relative allele 
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frequencies will have more chance to become interrupted (as the distinction 
between signal and noise is not that clear). Figures 3 and 4 also show that the 
recovery rate, the region sizes and the number of falsely predicted linked 
regions (except for extreme overestimations of r, see also below) are almost 
independent of the BSA resolution (the number of marker sites), provided a 
minimal number of markers is available. In the following, we will focus on the 
effect of the parameter choices on the results of EXPLoRA. 
The parameter ‘recombination rate (r)’ determines the shape of the transition 
probability function which models the change from the N-state to the P-state 
and vice versa. EXPLoRA predicts causal sites by transitioning between these 
states. Gradually overestimating/underestimating the recombination rate, 
decreases the impact of linkage disequilibrium in modeling the effect between 
neighboring sites. How this affects EXPLoRA is shown in Figure 2.3 (both for 
different noise levels value and number of markers). In general, as r is gradually 
more overestimated, markers sites will be treated increasingly independent 
and each region with a sufficiently deviating relative allele frequency will be 
predicted as being linked to the phenotype, even spurious signals. This is clear 
in Figure 2.3 that shows that independent of the noise level or the number of 
markers (provided you have a minimal number of 1000 markers), seriously 
overestimating r results in smaller linked region sizes of the true peaks. This, 
however, comes at the expense of selecting a much higher number of false 
positive regions. Expectedly, this behavior is most pronounced under 
conditions with a high number of markers as under those conditions the 
chance of introducing spurious signals is higher. The behavior is also more 
present at low noise levels which is counterintuitive but can simply be 
explained by the fact that at high noise levels EXPLoRA does not identify any 
linked regions, not even spurious ones. However, at low noise levels when 
regions are identified, overestimating r results in splitting up a truly linked 
region into smaller regions because the method becomes more sensitive to the 
small noisy variations in allele frequencies. So rather than identifying truly 
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falsely linked regions, a high value of r only results in splitting up a truly linked 
region.  
In contrast to the number of false linked regions and the region size, the 
recovery rate is unaffected by the choice of the parameter r. Contrarily to 
overestimating r, underestimating r almost does not affect the results.  
 
Figure 2.4 Effect of αP/βP on the performance of EXPLoRA. 
The recovery rate (panel A), average size of the linked region (panel B) and number of falsely 
predicted regions (Panel C) as a function of the noise level represented by the ratio of the 
segregants in the pool that have the causal allele versus those that have not (PSC) (left sided 
plots) and the number of marker sites (right sided plots). Results obtained with a number of 
markers that occur in real experimental settings are indicated with a dotted line. 
  
Changing the αP/βP ratio affects the emission probability or the probability with 
which an observed relative variant frequency is interpreted by the model as a 
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phenotype linked region. Increasing the αP/βP ratio makes the prediction more 
stringent, meaning that a higher deviation of the relative allele frequency is 
needed before the region is considered linked.  
The results in Figure 2.4 are consistent with this explanation: expectedly a 
lower αP/βP (less obvious relative allele frequency deviations needed) increase 
the recovery rate. Interestingly, the choice of αP/βP does not affect the number 
of falsely linked regions (except maybe for αP/βP = 5, but also here the number 
of falsely linked regions is still lower than one per dataset), but it rather affects 
the average size of the linked regions. This means that provided the parameter 
r is not overestimated and linkage disequilibrium is taken into account, 
consistency between neighboring marker sites will compensate for the 
spurious deviations in relative allele frequencies. Making the ratio αP/βP less 
stringent will thus only extend the size of the truly linked region, but does not 
affect the number of false positive predictions.  
Also the recovery rate, region size and the number of false positive linked 
regions (note the scale of the plot in this case) as a function of the number of 
marker sites is relatively independent of the choice of αP/βP. For a high number 
of markers, it seems that a less stringent αP/βP ratio results in a relatively higher 
number of false positives (although again the absolute numbers are still lower 
than 1 false positive peak per dataset). To some extent introducing more 
markers will result in a higher chance of also detecting spuriously deviating 
relative allele frequencies.  
Conclusively, at a number of available marker sites comparable to those found 
in real life situations (e.g. ~2 500 marker sites in 750 Kb is comparable to the 
yeast real data analyzed in this paper), and choosing a value for r that 
approximates the real recombination rate (which can be estimated from real 
data), EXPLoRA will be able to predict truly linked regions with very little false 
positive regions, even for experimental settings with low QTL effect (meaning 
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that the expected relative allele frequency at the causal site is low). The choice 
of αP/βP allows tuning the tradeoff between the recovery rate and the size of 
the linked region but does not interfere too much with the number of false 
positive regions.  
COMPARISON WITH STATE OF THE ART 
To illustrate the added value of explicitly modeling linkage disequilibrium (LD) 
in EXPLoRA, we ran our tool on simulated datasets and compared its 
performance to that obtained with the method of (Magwene et al. 2011). This 
model is a state-of-the-art method for the analysis of BSA results, belonging to 
the class of statistical methods that apply a windows-based strategy to capture 
the block-like behavior of the relative allele frequencies plotted along the 
genome.  
Simulations mimicked different BSA experiments, differing from each other in 
their noise level (high and low noise level), the number of selected segregants 
(n) and the coverage (c) at which this pool was sequenced. Note that in our 
simulation set up, the noise level is mimicked by fixing the ratio of the 
segregants in the pool that have the causal allele versus those that have not. 
As a result, except for the higher impact of sampling errors at low n, the noise 
level in our simulation set up is independent of the number of selected 
segregants n.   
For each experimental set up 100 different datasets were simulated and 
performances were assessed by the recovery rate, the false positive detection 
rate, and the average region size as described in Materials and methods.  
Figure 2.5 shows that expectedly for both methods the recovery rate decreases 
with the noise in the dataset. The number of false positives is quite noise 
independent for both methods. For the method of Magwene et al., and for a 
given n, c combination, the size of the linked region is relatively independent 
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of the noise level, whereas for EXPLoRA we again observed a decrease in region 
size with the increase in noise level (as was already noted above). 
 
Figure 2.5 Comparison with the state-of-the-art. 
The recovery rate (panel A), average size of the linked region (panel B) and number of falsely 
predicted regions (Panel C) under high (left sided plots) and low (right sided plots) noise 
levels were assessed for EXPLoRA the method of Magwene et al. and MULTIPOOL. In the plots 
of panel B (average size of the linked region) the y-axis was split into two scales to facilitate 
showing the results of MULTIPOOL without compressing the curves obtained by EXPLoRA and 
the method of Magwene et al. 
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For both methods the performance (recovery rate, number of falsely linked 
regions) decreases with a lower number of segregants. This is due to the fact 
that at low n values, sampling errors increase i.e. the relative impact of by 
chance including a segregant that does not carry the causal allele is higher. For 
the method of Magwene et al. a low n also interferes with the used statistics, 
further exacerbating the drop in performance at low n. This is also the reason 
why Magwene et al. specifically recommend against applying their method on 
data obtained from small segregant pools. 
Given the used parameter and FDR correction settings, EXPLoRA obtains a 
higher recovery rate with smaller regions sizes for both noise levels than the 
method of Magwene et al. This low recovery rate of Magwene et al. is mainly 
due to the stringency in the selection imposed by the robust FDR as the raw 
linkage scores prior to the FDR selection were observed to be genuinely high 
at truly linked regions. The FDR also results in the counterintuitive decrease of 
recovery rate of Magwene et al. with increasing coverage, a behavior that was 
not expected based on the visual interpretation of  the raw linkage score (G’) 
(see Supp Figure A. 1). Using the simpler version of the FDR (which does not 
take into account dependency between tests) compensates for this loss of 
recovery rate, but comes at the expense of a much larger linked regions (see 
Supp Figure A. 2).  
Conclusively, EXPLoRA shows state-of-the-art performance. More importantly 
its performance remains extremely robust even when lowering the number of 
selected segregants or when the signal/noise level is low. These properties 
make the method particularly useful under BSA conditions for which segregant 
selection is non-trivial or the QTL effect is minor (e.g. when several minor 
alleles are contributing to the phenotype). 
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APPLICATION OF EXPLORA TO REAL DATASETS 
To evaluate the performance of our analysis method with a real BSA 
experiment, we applied EXPLoRA to the data described in Swinnen et al. In 
their analysis they used a statistical smoother to facilitate detecting from the 
raw data regions with deviations in relative allele frequencies. Based on visual 
inspection and comparing the results from the 16 and 17 % pool allowed them 
to predict 6 loci as being significantly linked to the phenotype, all of which were 
also explicitly mentioned in the paper. Of those the QTLs 1, 2 and 3 were 
further proven to be statistically linked by individual genotyping of SNP 
markers surrounding each QTL. 
To test to what extent we could recapitulate their results, we ran EXPLoRA with 
both αP/βP= 30 and αP/βP= 10 ratios and a cut off on the posterior probability 
score of 0.95 on the pools selected for 16 and 17% ethanol separately.  In 
Figure 2.6 the most confident results are shown i.e. those results that either 
could be confirmed with both parameter settings (the most and the least 
stringent that is αP/βP= 30 and αP/βP= 10) or that could be confirmed in both 
pools (16 and 17 % ethanol) with at least one parameter setting. With αP/βP= 
10 and setting a minimum posterior probability of linkage of 0.95 we predicted 
in the 16% pool 923 marker sites clustered in four QTL regions. In agreement 
with the initial study of Swinnen et al. we identified the experimentally verified 
QTL1 located on chromosome V between coordinates 116,000 and 117,000, 
containing the causative gene URA3. QTL2 located on chromosome X between 
coordinates 646,155 and 662,146 (for which no causative gene was reported 
in the original work of Swinnen et al.) and QTL3 encompassing a gene cluster 
on chromosome XIV between coordinates 466,000 and 486,000, containing 
the causative genes MKT1 and APJ1. In addition, we detected one QTL that was 
mentioned but not further validated in the initial publication: a small, but still 
significant region on chromosome II (referred to as QTL4 encompassing 18 of 
the marker sites (Figure 2.6)). The length of the linked regions identified with 
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αP/βP= 10 varies from as small as 4.3 kbp for QTL4 to as large as 226 kbp in 
QTL3.  
These four QTLs (QTL1, 2, 3, and 4) identified in the 16% pool were also 
detected in the analysis of the 17% ethanol pool using EXPLoRA with the same 
parameter settings (αP/βP =10), further increasing the confidence that these 
QTLs were truly linked to ethanol tolerance (these regions encompassed a 757 
(37.2%) of the total number of linked marker sites (2,034) in the 17% pool). In 
addition the more stringently phenotypic selection of the 17% pool allowed 
drastically decreasing the length of QTL1 and QTL2 (reducing them from 123 
kbp and 16 kbp to 58 kbp and 5.3 kbp respectively) as detected by EXPLoRA 
with αP/βP =10.  
The remaining 607 linked markers in the 17% pool mapped to a QTL 
encompassing a region of 105 kbp in chromosome XV (referred to as QTL5) and 
to three small regions on chromosomes I, VI, and XII. Neither of those QTLs 
was detected in the 16% pool, indicating that they are specifically enriched at 
more extreme ethanol levels (17%). The fact that the region at chromosome 
XV (QTL5) could also be confirmed with the more stringent value of αP/βP = 30 
(see also below) indicates that from these additional QTLs, this region is the 
best candidate to be an additional truly linked region. Using the same settings 
(αP/βP= 10 and αP/βP= 30 and a cut off on the posterior probability score of 
0.95), EXPLoRA did not report significant relationship with ethanol tolerance 
for any polymorphic site in the control pool of unselected segregants. 
Figure 2.6 further illustrates the effect of changing the αP/βP ratio on the 
recovery rate and the size of the linked region for the identified QTLs on 
respectively the 16 and 17% pool. As predicted by the simulation experiments, 
changing the ratio αP/βP from less (10, solid line) to more stringent values (30; 
dashed lines) reduces the length of the linked region size, but comes at the 
expense of missing the least pronounced QTLs. For instance, for the 16% 
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ethanol pool increasing the αP/βP ratio, reduces the length of QTLs from 123 
kbp to 66 kbp and from 226 kbp to 93 kbp in QTL1 and QTL3 respectively. 
However, this more stringent setting results in missing QTL2 and QTL4 (dashed 
lines in Figure 2.6) in the 16% pool, indicating that for this pool the signals of 
these QTLs are not very pronounced (minor QTLs in 16% ethanol). Equally, in 
the 17% pool increasing the stringency of EXPLoRA, reduces the length of the 
linked regions in QTL3, 4 and 5, but results in missing QTL1 and QTL2 and the 
additional smaller linked regions in chromosomes I, VI, and XII.  
These results indicate that the signal of QTL3 is prominent in both pools and 
thus very relevant for ethanol tolerance under both ethanol conditions. The 
signal of QTL1 is clearly more pronounced in the 16% pool than in the 17% 
pool, whereas for the signals of QTL4 and QTL5 the opposite is true implying 
that under both ethanol conditions other protection mechanisms tend to play 
a role. The region in QTL2, despite being a minor locus (not such pronounced 
signal) might play an equally important role under both ethanol conditions as 
it is recovered in both pools. 
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Figure 2.6 Linkage scores obtained by EXPLoRA for the five QTLs identified in the 16% pool 
(left) and in the 17% pool (right). 
The original relative variant frequencies as determined by genome sequencing are displayed 
for each plot (light gray dots). Solid lines show the posterior probabilities for αP/βP = 10 
whereas dashed lines show the posterior probabilities for αP/βP = 30. 
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EXPERIMENTAL VALIDATION OF THE NEWLY PREDICTED QTL2 ON CHROMOSOME X 
To assess the validity of our predictions, we selected QTL2 (on chromosome X) 
for experimental validation as this QTL, despite being important in both the 
16% and 17% pool seemed to be one of the more difficult QTLs to detect (only 
confirmed by the least stringent selection criteria).  Fine-mapping of the region 
by PCR-based scoring of the markers in the individual segregants (Materials 
and methods), allowed us to confirm the area with the strongest link. 
Mutations in this confirmed region were verified by Sanger sequencing. All 
genes carrying non-synonymous mutations in their coding region were first 
selected as candidate causative genes (Figure 2.7A). True causative genes in 
QTL2 were identified using reciprocal hemizygosity analysis (Steinmetz et al. 
2002). For each candidate causative gene a set of two diploid strains was 
constructed by crossing the parental strains, either containing or lacking the 
candidate gene. As a result each diploid has a different allele of the candidate 
gene while the other copy of the gene is deleted (Figure 2.7B). Phenotypic 
analysis on YPD plates with 16% ethanol showed a clear difference in ethanol 
tolerance between the two diploid strains carrying a different allele of VPS70: 
the strain with the allele derived from the VR1-5B superior parent grew very 
well in the presence of 16% ethanol, whereas the strain with the allele from 
the BY4741 inferior parent did not grow at all (Figure 2.7B), indicating that 
VPS70 carries a causative mutation responsible for the link of QTL2 with high 
ethanol tolerance.  Except for a putative role in sorting of vacuolar 
carboxypeptidase Y to the vacuole (Bonangelino et al. 2002), no link to ethanol 
tolerance for VPS70 has been reported previously. This may be due to the fact 
that all previous analyses of yeast ethanol tolerance were performed with 
laboratory strains and with much lower ethanol concentrations e.g., (van 
Voorst et al. 2006).  
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Figure 2.7 Experimental validation of QTL2 on chromosome X. 
A: upper plot shows the region corresponding to QTL2 of which linkage to the phenotype of 
interest was confirmed by scoring selected marker sites in individual segregants. Scored 
marker sites are indicated (S4-S7). For each marker site, the p-value indicates the probability 
to be linked to the phenotype by chance according to a binomial distribution (see materials 
and methods). Lower plot: zoom in on the genes in the experimentally confirmed region 
corresponding to QTL2 (29 kb). Black bars: genes with non-synonymous mutations in the 
coding region; grey bars: genes with mutations in the promotor or terminator; white bars: 
genes without mutations. B: Reciprocal hemizygosity analysis for the genes with non-
synonymous mutations in the coding regions located in the fine-mapped region. To that end, 
two different diploid strains were constructed by crossing the original superior parent VR1-
5B with the inferior parent BY4741, carrying a deletion in its allele of the candidate causative 
gene or the other way around. Hence, this resulted in two different diploid strains, each with 
only one functional allele of the candidate causative gene, originating from either the 
‘superior’ or the ‘inferior’ parent. The ethanol tolerance of the two diploid strains was 
compared with dilution spot growth assays on a YPD plate with 16% ethanol and a YPD plate 
without ethanol as control. 
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WEB SERVER 
We also developed EXPLoRA-web, an intuitive webserver that facilitates users 
performing data analysis of BSA experiments. EXPLoRA-web is wrapped 
around our BSA data analysis method that was shown to maximize power and 
accuracy in detecting QTLs by exploiting the properties of LD. The web service 
is available at http://bioinformatics.intec.ugent.be/explora-web/. 
EXPLORA WEB 
EXPLoRA web is accessible using any internet browser (Google Chrome, 
Microsoft Edge and Firefox, among others). The webserver’s help pages 
http://bioinformatics.intec.ugent.be/explora-web/help provide detailed 
guidelines on how to perform the analysis, tune the parameters and interpret 
the results. The EXPLoRA web server is freely accessible and does not require 
login, although an optional account can be created to have easy access to the 
results of previously analyzed experiments. 
EXPLoRA navigates the variable sites of the genome using a Hidden Markov 
Model (HMM) that calculates the probability of allele frequencies at each 
marker site to be emitted by two possible states: a phenotype linked state and 
a neutral state. While markers linked to the phenotype are expected to show 
predominantly the allele of the superior parent, neutral markers are expected 
to show the alleles of the two parents at a ratio that reflects random 
segregation. 
The effect of linkage disequilibrium is modeled by the transition probabilities 
between two neighboring marker sites. The transition probability models the 
chance of a change of state between two neighbor sites. Its distribution is 
described by a negative exponential function of the recombination rate and 
the physical distance between neighboring marker sites following Haldane’s 
recombination model. The model captures the fact that neighboring marker 
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sites are likely to be in linkage disequilibrium and hence the probability of a 
state change between them is small.  
Emission probabilities of marker site states are modeled by two beta binomial 
distributions, one for the emission probabilities in phenotype linked states and 
another for emission probabilities in neutral states. The beta-distribution for 
the neutral states is automatically estimated from the read count data. The 
distribution describing the expected frequencies of the phenotype-linked 
variants is defined by the user selecting the α and β parameters. The ratio 
between α and β defines the degree to which the relative variant frequency at 
a marker site needs to differ from the one expected based on random 
segregation in order to be called ‘linked to the phenotype’.  
INPUT 
The data necessary to run EXPLoRA consists of the information on the 
experimental setup, the allele counts from the pooled sequencing and the 
selection of the method’s parameters.  
Information related to the experimental setup consists of the number of 
segregrants that were pooled prior to sequencing and an approximation of the 
true recombination rate of the organism under study. The latter is required to 
take into account the effect of LD between neighboring markers. Additional 
fields to name and describe the experiment are also provided (Figure 2.8A).  
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Figure 2.8 Overview of the web service. 
A) Input experimental information. B) Upload count data. C) Parameter selection. The black 
line corresponds to the cumulative distribution of allele frequencies (alternative read 
count/total read count) derived from the uploaded data and is used to estimate the 
probability distribution that models the emission probability of the neutral state allele 
distribution. The blue lines represent the beta-distributions model for each of the 3 different 
ratios of alfa/beta where line 1 corresponds to a setting reflecting high specificity and low 
sensitivity, line 2 medium specificity and sensitivity and line 3 low specificity and high 
sensitivity. D) Visual Output. The X-axis corresponds to the chromosomal positions and the 
Y-axis to the posterior probabilities obtained for each marker site. E) Posterior distributions 
of the marker sites for each parameter setting. F) BED file indicating the regions linked to the 
phenotype. 
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The allele count at the marker sites derived from the pooled DNA sequencing 
should be uploaded as a variant call format (VCF) file or as a simple tab 
delimited file in which rows correspond to the different marker sites (Figure 
2.8B). For the simple text tab delimited file the columns correspond to 
respectively the chromosome at which the marker sites are located (marker 
chromosome), the genomic position of the marker sites (marker site position), 
and two columns describing the read counts containing respectively the total 
read count at a marker site and the alternative allele read count (which usually 
corresponds to the allele of the superior parent). VCF files containing these 
allele counts are produced from raw reads by analysis pipelines for high 
throughput sequencing data such as NGSEP (Duitama et al. 2014) and GATK 
(Van der Auwera et al. 2013), so the outputs of these pipelines can be directly 
uploaded to EXPLoRA-web.  
Besides the data and experimental information, EXPLoRA also requires 
specifying the parameters that control the model. The main parameter to be 
selected is the α/β ratio that determines the shape of the beta distribution that 
models the emission probability for the phenotype-linked states (Figure 2.8C). 
Changing the α/β ratio affects the probability with which an observed relative 
variant frequency is interpreted by the model as representative for a region 
linked to the trait of interest. Increasing the α/β ratio makes the identification 
of phenotype-linked regions more stringent, meaning that a higher deviation 
of the relative allele frequency from the one expected under random 
segregation is needed before the region is considered linked. The higher the 
α/β ratio, the less phenotype-linked markers are called and the smaller the size 
of the called regions: identifying only the most pronouncedly linked regions 
results in more precisely pinpointing the linked region. However, this comes at 
the expense of potentially missing some truly linked markers/regions (lower 
sensitivity). By default, the web server proposes 3 different α/β ratio’s 
corresponding to different trade-offs between sensitivity and specificity. A 
region that is identified with a certain threshold and that thus corresponds to 
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the most reliable signal in the data will by definition also be identified by the 
less stringent α/β ratio. Providing the results obtained with different 
thresholds thus allows the user to assess the reliability of the predictions based 
on the stringency of the threshold at which the linked region was first 
detected. The effect of changes in the α/β ratio can be observed visually in the 
graphical interface. 
The emission probability of markers to be in the neutral state (i.e. not linked 
to the trait of interest) is directly estimated from the count data uploaded by 
the user, hereby assuming that most of the markers are not linked to the 
phenotype and their count data thus display the allele frequency distribution 
expected under random segregation. The web server also displays the 
distribution inferred from the real counts, allowing the user to select a set of 
running parameters in agreement with the data to be analyzed. 
OUTPUT 
The EXPLoRA web service determines per α/β ratio the posterior probability of 
each marker site to be linked to the phenotype of interest. Because of LD, 
neighboring markers on the chromosome will together display either high or 
low posterior probabilities. Consecutive sets of neighboring markers displaying 
high posterior probabilities are thus used to identify the QTL. The server 
displays the marker-specific posterior probability scores graphically (Figure 
2.8D) along the chromosome for each α/β combination together with the 
observed allele frequencies at the variant sites and accordingly derives the 
genomic regions covered by the identified phenotype-linked markers. Results 
can be downloaded in two formats: 1) as a comma separated file, listing the 
posterior distributions per marker and parameter setting, and 2) as a BED file 
containing the genomic information to identify the regions found to be linked 
to the phenotype. The BED file can be imported into other tools such as the 
Integrative Genomic Viewer (Robinson et al. 2011). 
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IMPLEMENTATION 
The web service was implemented in Java and connects to a MySQL database 
for information storage. The software was built using the model view 
controller pattern implemented via Tapestry 5.2. The access to the database 
was achieved using Hibernate for object-relational mapping (ORM). The 
graphical interface was made using bootstrap, jQuery and D3js. The server runs 
on a 16-core, 64bit CentOS 6.2 system with 128GB of memory. 
DUSCUSSION 
In contrast to previously applied single locus models (Swinnen, Thevelein, et 
al. 2012; Birkeland et al. 2010), most state-of-the-art methods to analyse the 
results of BSA exploit the dependencies between neighbouring sites to better 
distinguish truly from spuriously linked regions. Whereas classical data-driven 
statistical approaches fit a complex smoothing function to the data to facilitate 
the identification of patterns in the relative variant frequency plots, EXPLoRA 
explicitly models linkage disequilibrium to explain the observed patterns in the 
data, which allows to compensate for noise caused by sampling and 
sequencing errors, and for the low statistical power in case of small pools or 
incomplete QTL effects. This was clearly illustrated in the simulation 
experiments where under conditions that become restrictive for a state-of-
the-art statistical method such as the one of Magwene et al. EXPLoRA was still 
able achieve a high recovery rate  while keeping a permissible low number of 
falsely linked regions.  
A similar philosophy as the one adopted by EXPLoRA is also used in the recently 
published methods MULTIPOOL (Edwards & Gifford 2012) and the model of 
(Leshchiner et al. 2012). However, results obtained with EXPLoRA on simulated 
data show that the specific way in which EXPLoRA models the effect of LD 
results in efficiently identifying phenotype-linked regions, even at low 
signal/noise ratio’s. These results were confirmed by reanalyzing a real dataset 
in which EXPLoRA was indeed able to detect additional QTLs in the 17% pool 
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that were confirmed by the 16% pool despite the much lower number of 
segregants in this 17% pool. It was also able to recover for both pools a minor 
allele (in QTL2) for which the true contribution to ethanol tolerance was 
confirmed by experimentally identifying its causal gene. 
To improve the usability of the method, we developed EXPLoRA web, a novel 
web service. The use of standard formats such as the variant calls format (VCF) 
allows users to upload directly the outputs of software pipelines to obtain 
allele counts and genotype calls from whole genome sequencing data such as 
NGSEP (Duitama et al. 2014) or GATK (Van der Auwera et al. 2013) as inputs 
for QTL analysis. With EXPLoRA we anticipate on the increasing use of BSA in 
combination with pooled sequencing both for fundamental and applied 
purposes and on the concomitant need for user friendly applications to 
facilitate its complex data analysis activities. 
CONCLUSION 
By using linkage disequilibrium to model the dependency between 
neighboring marker sites, EXPLoRA allows to reliably detect QTLs using bulk-
segregant whole genome sequencing data. Results obtained with both 
simulated and experimental data show that EXPLoRA displays superior 
performance under conditions with a low signal to noise level (e.g. small 
selected pool size, sampling errors, incomplete QTL effects e.g. by the 
contribution of multiple minor alleles).  
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Chaper 3. FREQUENCY-BASED HAPLOTYPE 
RECONSTRUCTION FROM DEEP SEQUENCING DATA 
OF BACTERIAL POPULATIONS 
 
This chapter contain the manuscript Pulido-Tamayo, S., et al., 2015. 
Frequency-based haplotype reconstruction from deep sequencing data of 
bacterial populations. Nucleic acids research. 
ABSTRACT 
Clonal populations accumulate mutations over time, resulting in different 
haplotypes. Deep sequencing of such a population in principle provides 
information to reconstruct these haplotypes and the frequency at which the 
haplotypes occur. However, this reconstruction is technically not trivial, 
especially not in clonal systems with a relatively low mutation frequency. The 
low number of segregating sites in those systems adds ambiguity to the 
haplotype phasing and thus obviates the reconstruction of genome-wide 
haplotypes based on sequence overlap information. 
Therefore, we present EVORhA, a haplotype reconstruction method that 
complements phasing information in the non-empty read overlap with the 
frequency estimations of inferred local haplotypes. As was shown with 
simulated data, as soon as read lengths and/or mutation rates become 
restrictive for state-of-the-art methods, the use of this additional frequency 
information allows EVORhA to still reliably reconstruct genome-wide 
haplotypes. On real data, we show the applicability of the method in 
reconstructing the population composition of evolved bacterial populations 
and in decomposing mixed bacterial infections from clinical samples.  
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INTRODUCTION 
The genetic heterogeneity of clonal populations is key to their adaptive 
behavior. Environment-specific genes, subject to relaxed selection in a non-
inducing environment, build up cryptic variation, that enhances the adaptive 
potential (Pfennig et al. 2010; Hayden et al. 2011). Even when starting 
evolution from a single clone (haplotype) under severe selection pressure, the 
combination of mutation rate and population size appears to be sufficiently 
high to build up genetic variation in the population (Barrick & Lenski 2009; Lang 
et al. 2011), resulting in a mixture of closely related haplotypes (or 
quasispecies). As a result, a population is not genetically uniform most of the 
time (Kao & Sherlock 2008). Although single cell sequencing would be ideal to 
determine the composition of such a heterogeneous population, it is still 
technically very difficult and cost-inefficient (Heywood et al. 2011; 
Stepanauskas 2012; Lasken & McLean 2014). However, deep sequencing a 
clonal population in its entirety, referred to as pooled or metagenomic 
sequencing (Barrick & Lenski 2013) inherently contains information to 
determine the haplotypic variation of the population, i.e., the identity of the 
occurring haplotypes and their frequencies.   
However, resolving haplotypes from deep sequencing data of clonal 
populations, also referred to as haplotype reconstruction or quasi-species 
assembly is technically not trivial and methods to do so are still lacking for most 
clonal species, other than viruses. 
At first because the problem of error correction is confounded with the 
haplotype reconstruction itself (Beerenwinkel et al. 2012) and therefore error 
correction and haplotype reconstruction should ideally be performed 
simultaneously. The reconstruction problem itself is non-trivial either. For this 
reconstruction step all current haplotype reconstruction methods rely on the 
presence of a sufficient number of segregating sites and relatively long reads 
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to allow phasing the segregating  polymorphic sites into unique haplotypes 
using either single end (Zagordi et al. 2011; Astrovskaya et al. 2011; Prosperi & 
Salemi 2012; Huang et al. 2011; Prabhakaran et al. 2013; Töpfer et al. 2013) or 
paired end read information (Töpfer et al. 2014). This strategy implies that 
most reads should contain segregating sites and that a sufficient amount of 
overlap between reads is available to resolve the reconstruction problem. As 
a result, current methods are restricted to haplotype reconstruction from 
relatively long-read population sequencing (mainly Roche 454) of clonal 
organisms with a high mutation frequency (Giallonardo et al. 2014), such as 
viruses: a high mutation frequency guarantees a large number of segregating 
sites and long-read based sequencing allows for a large degree of overlap 
between the reads.  
However, for most clonal populations the number of observed segregating 
sites is much lower than what is observed in viral populations. In a bacterial 
setting, for instance, haplotypes consist of millions of base pairs corresponding 
to the size of a bacterial genome, but populations typically contain less than a 
few hundreds of mutations even in the presence of a mutator phenotype (e.g., 
bacterial populations originating from a mutator phenotype accumulate after 
300 generations approximately 1000 mutations). This relatively low mutation 
frequency implies an average distance between segregating sites that is in the 
order of kilobases, which is a lot larger than the maximal read length for 
Illumina and Roche 454 technologies. Due to the lack of segregating sites, 
phasing becomes extremely difficult. As a result, state-of-the-art viral 
haplotype reconstruction methods cannot infer haplotypes from bacterial 
population samples. 
With EVORhA (EVOlutionary Reconstruction of hAplotypes) we propose to the 
best of our knowledge the first bacterial haplotype reconstruction method. 
EVORhA combines local haplotype inference with error correction and uses a 
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probabilistic approach for the genome-wide reconstruction. Key to the method 
is the use of the inferred frequency ratios of the contributing haplotypes to 
improve the extension of local haplotypes into genome-wide ones, particularly 
in those cases where the non-empty overlap between reads does not allow for 
a non-ambiguous phasing or where partially reconstructed regions have no 
sequence overlap at all. Because of this key step EVORhA is applicable to the 
analysis of pooled sequence data obtained from populations of clonal 
organisms with a low mutation frequency and/or to data obtained with a 
short-read based technology. We demonstrated the performance of EVORhA 
under different settings on simulated data. In addition, we showed its ability 
to reconstruct genome-wide haplotypes in a real setting by analyzing data 
obtained from a mixed bacterial infection and from pooled sequence samples 
of an evolving bacterial population. The implementation can be downloaded 
from http://bioinformatics.intec.ugent.be/kmarchal/EVORhA/. The source 
code is available upon request. 
MATERIAL AND METHODS 
EVORHA  
Our method uses a two-step procedure: the first step reconstructs haplotypes 
at the local level and joins locally reconstructed haplotypes into so-called 
extended haplotypes based on information contained within the read overlap. 
The second step assigns these extended haplotypes to haplotype sets by using 
a mixture model of Gaussian distributions that describes for each set the 
frequency at which the haplotypes assigned to the set are observed. These 
haplotype sets are eventually joined into genome-wide haplotypes, following 
a procedure that explicitly assumes that the different haplotypes in the 
population have evolved from a common ancestor by clonal reproduction. The 
procedure is outlined in Figure 3.1.  
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Figure 3.1 Method Overview. 
A clonal community where three descendant haplotypes evolved from a reference genome 
is depicted. The haplotypes are present at 60%, 25% and 15% in the population. A total of 10 
different mutations accumulated in the evolving population. Mutations 1 and 2 were 
acquired by the last common ancestor of extant haplotypes and are therefore shared by all 
haplotypes in the population. Mutations 3 and 4 were acquired before the origin of 
the blue and purple haplotypes, whereas the remaining mutations are unique to one of the 
haplotypes. Small colored horizontal bars represent the reads obtained by deep sequencing 
the aforementioned population. Step 1: Local haplotype reconstruction and window 
extension. (A) Haplotype templates and their frequencies are first inferred per window. 
Windows are represented by gray rectangles. Per window, accepted template windows will 
be defined by performing a local haplotype reconstruction simultaneously with the error 
correction (see Supp Figure B. 1). (B) Template haplotypes are extended over flanking 
windows with overlapping polymorphic sites based on the consistency in the polymorphisms 
present in the non-empty read overlap (see Supp Figure B. 2). (C) Step 2: Genome-wide 
haplotype reconstruction. Extended haplotypes from the different concatenated windows 
will be merged into genome-wide haplotypes based on the frequency information (see also 
Supp Figure B. 3). 
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STEP 1: LOCAL HAPLOTYPE RECONSTRUCTION AND WINDOW EXTENSION 
Window definition 
A window is defined as a genomic region that is covered by a sufficient number 
of reads and that contains a set of one or more consecutive tentative 
polymorphic sites. As at this point, variation observed at these sites can refer 
to both sequencing errors and true polymorphisms, we refer to them as 
‘tentative’. All windows that contain a unique combination of consecutive 
(tentative) polymorphic sites are enumerated, with the restriction that 
windows should be shorter than a pre-specified maximal window length (60% 
of the read length by default) and that windows should be entirely covered by 
a certain minimum number of reads (30 reads by default). Regions that are not 
covered by the minimal number of reads will be ignored. Both window-
defining parameters could be adjusted if necessary. 
Inferring template haplotypes and their frequencies per window 
A list of possible template haplotypes is generated per window (see Figure 1S). 
A template haplotype is defined as a unique combination of one or more 
consecutive (tentative) polymorphisms observed in at least one of the reads 
that fully covers the window. For each template haplotype 𝒉 = {ℎ1, ℎ2, … } 
found in window 𝑊 a corresponding ‘support’ 𝝉 = {𝜏1, 𝜏2, … } is based on all 
reads that are consistent with that template haplotype. First, we consider only 
the reads that fully overlap with the window and calculate a base support 𝜏𝑖
0 
for template haplotype ℎ𝑖 as follows: 
𝜏𝑖
0 = ∑ 𝑤(𝑟)
𝑟 ∈ 𝐹𝑖
 
where 𝐹𝑖 denotes the set of reads that fully overlap with the window and that 
are consistent with template haplotype ℎ𝑖 and where 𝑤(𝑟) is given by 
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𝑤(𝑟) = min
𝑗=1,𝑙
𝑃(𝑟[𝑗]) 
with 𝑃(𝑟[𝑗]) the base call accuracy at tentative polymorphic site 𝑗 of read 𝑟 
containing 𝑙 tentative polymorphisms. It is related to the Phred quality score 
𝑄(𝑟[𝑗]) as follows: 
𝑃(𝑟[𝑗]) = 1 −  10
−𝑄(𝑟[𝑗])
10  
We choose w(r) to depend on min 𝑃(𝑟[𝑗]), assuming that the contribution of 
the read to the support depends on its lowest quality polymorphism. This 
allows to have a scoring independent of the window length.  
Additional support 𝜏𝑖
1  for template haplotype ℎ𝑖  is derived from reads that 
only partially overlap with window 𝑊.  
𝜏𝑖
1 = ∑
𝜏𝑖
0
∑ 𝜏𝑗
0
𝑗|𝑟∈𝑃𝑗
𝑤(𝑟)
𝑟 ∈ 𝑃𝑖
 
Where 𝑃𝑖 denotes the set of reads that partially overlap with the window and 
that are consistent with template haplotype ℎ𝑖. Note that partially overlapping 
reads can be consistent with multiple template haplotypes. The fraction within 
the summation therefore denotes that a given read gives a support to the 
haplotype it is compatible with, weighted proportionally to the base support 
of that haplotype. The total support of a template haplotype 𝜏𝑖 is then given 
by 
𝜏𝑖 = 𝜏𝑖
0 + 𝜏𝑖
1 
The template haplotypes 𝒉 might contain errors, i.e., tentative polymorphisms 
that arose due to sequencing errors. To prune templates in the windows, we 
retain per window only the template haplotypes with support 𝜏𝑖 greater than 
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the template haplotype threshold. The threshold for the support is different 
for different templates and is determined by the following equation: 
𝜏threshold =  −11.86 + 4.24 ln(𝑓) + 𝐸(𝑐) 
𝐸(𝑐) =  {
0 𝑖𝑓 𝐼𝑛𝑡𝑒𝑟𝐺𝑒𝑛𝑖𝑐𝑅𝑒𝑔𝑖𝑜𝑛
0 𝑖𝑓 𝐵𝐿𝑂𝑆𝑈𝑀 ≥ 0
−1 × 𝐵𝐿𝑂𝑆𝑈𝑀 𝑖𝑓 𝐵𝐿𝑂𝑆𝑈𝑀 < 0
 
Where 𝑓 represents the average fold coverage in the considered window to 
which a polymorphism belongs and 𝑐 the codon in the same window with the 
lowest BLOSUM score. The BLOSUM matrix used is obtained by comparing 
already calculated matrices against the analysed data. In most cases, the most 
similar matrix is the BLOSUM100. The equation describes that the minimal 
threshold on the support for accepting template haplotypes will increase with 
the coverage of the window and with the severity of the amino acid changes 
induced by the polymorphisms, i.e., template haplotypes with a higher 
coverage and more unlikely amino acid changes need more support to be 
retained. The parameters in this formula, being the contribution of the window 
coverage and the codon changes, were determined by maximizing the 
accuracy of reconstructing true haplotypes in a simulated setting (see 
simulated data).  
A haplotype with a support below the threshold is assumed to be a ‘false 
positive’ and will no longer be considered as a possible template. Reads that 
contributed to the support of a rejected template will be reassigned to the 
accepted template haplotype that is evolutionary most related to it (using the 
BLOSUM matrix mentioned above). Note that sequence error correction is 
performed simultaneously with haplotype reconstruction: rather than filtering 
upfront tentative polymorphisms that occur infrequently (i.e., standard error 
correction), polymorphisms are filtered when they belong to template 
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haplotypes with insufficient support. This prevents the deletion of infrequently 
observed polymorphisms when they belong to a template haplotype with 
sufficient support. 
Window extension: concatenating windows that share polymorphisms 
Here, we start with a set of windows and their respective accepted template 
haplotypes. Some windows will share polymorphic sites and will be extended 
(see Figure 2S). The extension is performed window by window, starting from 
a so called seed window which corresponds to the window with the largest 
number of ‘accepted’ template haplotypes, the largest number of polymorphic 
sites and the highest coverage. If no window meets all criteria simultaneously, 
we select the seed window by prioritizing first on the number of template 
haplotypes, then on the number of polymorphic sites and, lastly, on coverage. 
The goal of the extension is to find the best combination of haplotypes from 
the first and second window that can be concatenated to generate an 
extended haplotype, where ‘best’ is defined in terms of matching frequencies 
and shared polymorphisms. 
The extension, which is conceptually very similar to what is referred to as the 
‘global reconstruction’ in graph-based haplotype reconstruction approaches 
(Prosperi & Salemi 2012; Töpfer et al. 2013; Zagordi et al. 2011; Astrovskaya et 
al. 2011), is performed as follows: for each pair of overlapping windows 𝑊 =
{𝑊𝑎 , 𝑊𝑏}, a set of groups 𝐺  is declared where one group 𝑔𝑖  is defined per 
unique combination of consecutive polymorphisms in the overlap of both 
windows. The template haplotypes in the windows are then assigned to those 
groups. Note that a specific template haplotype can only be assigned to a single 
group; however, a certain group can contain multiple template haplotypes. We 
can now distinguish three cases: 
(1) If a group contains a single template haplotype in one window and at least 
one template haplotype in the other window, the extension is straightforward 
Frequency-based haplotype reconstruction from deep sequencing data of 
bacterial populations 
 
 
52 
and the extended haplotypes consist of the concatenation of the sequences of 
the template haplotypes in both windows. 
(2) If a group contains multiple template haplotypes in both windows, the 
extension is ambiguous. In that case, first, it is assumed that the number of 
extended haplotypes equals the maximum number of template haplotypes 
present in either window. The assignment of template haplotypes to the 
extended haplotypes and the frequencies of the extended haplotypes 𝜃 =
{𝜃1, 𝜃2, … } are determined using an expectation maximization algorithm. First, 
the frequencies 𝜃 are initialized randomly. During the expectation step, 
template haplotypes in both windows are assigned to the extended haplotypes 
such that the observed frequencies 𝑓 of the template haplotypes best match 
the frequencies 𝜃. In case a template haplotype can be assigned to multiple 
extended haplotypes, the frequency of the template haplotype is split 
according to the frequencies 𝜃 of the extended haplotypes to which it was 
assigned. All possible combinations of assignments are exhaustively 
enumerated and the one that maximizes the log-likelihood according to the 
Poisson distribution is selected: 
𝐿 = ∑ [log
𝜆𝑥,𝑎
𝑘𝑥,𝑎
𝑘𝑥,𝑎!
𝑒−𝜆𝑥,𝑎 + log
𝜆𝑥,𝑏
𝑘𝑥,𝑏
𝑘𝑥,𝑏!
𝑒−𝜆𝑥,𝑏]
𝑥 ∈𝑋
  
where 𝜆𝑥,𝑎 =  𝑐𝑎𝜃𝑥  and 𝜆𝑥,𝑏  = 𝑐𝑏𝜃𝑥  denote the expected number of reads 
matching extended haplotype 𝑥 in windows 𝑎 and 𝑏, respectively.  Here, 𝑐𝑎 
and 𝑐𝑏 are the coverages in windows  𝑎  and 𝑏 , respectively and 𝜃𝑥  is the 
frequency of extended haplotype  𝑥 .  Similarly, 𝑘𝑥,𝑎 =  𝑐𝑎𝑓𝑥  and 𝑘𝑥,𝑏  = 𝑐𝑏𝑓𝑥 
denote the observed number of reads matching extended haplotype 𝑥  in 
windows 𝑎 and 𝑏, respectively, with 𝑓𝑥 being the observed frequency of the 
template haplotypes. 
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The maximization step then computes the new frequencies 𝜃 for extended 
haplotypes by computing the average frequencies of the contributing template 
haplotypes.  
This process is repeated until the likelihood difference between consecutive 
iterations becomes sufficiently small or until a maximum number of iterations 
has been reached. We perform multiple starts with random initial frequencies 
to avoid local maxima.  
(3) If a certain group only contains template haplotypes from one window (not 
both), the template haplotypes in the group are moved to a different group 
that contains the haplotypes for which the evolutionary distance (BLOSUM) to 
the haplotypes under consideration is the smallest. This situation can occur 
with low frequency haplotypes where reads derived from these haplotype 
might not be available for all windows. After reassigning the haplotypes to 
another the procedure is as described in (1) and (2).  
The concatenated window containing the extended haplotypes is 
subsequently used as a seed to concatenate the next set of flanking windows. 
If no more flanking windows exist for the current concatenated window, a new 
initial window is defined. The procedure continues until all windows that 
display overlapping polymorphisms have been concatenated. 
The window extension thus produces a set of extended windows and their 
respective extended haplotypes. An extended window by definition does not 
share any polymorphic sites with other windows and cannot be further 
extended (phased) by analysing read overlap. 
STEP 2: GENOME-WIDE HAPLOTYPE RECONSTRUCTION 
Extended haplotypes are those that can no further be concatenated, because 
they do not longer contain polymorphisms in their read overlap. This occurs 
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when either the read overlap between two extended haplotypes is empty or 
non-informative. The latter situation arises in case of low mutation frequency 
when the genomic distances between segregating sites are usually larger than 
the median read length. To compensate for this lack of information, we will 
use the frequency information of each of these extended haplotypes, to infer 
a possible genome-wide haplotype. To combine extended haplotypes into 
genome-wide haplotypes, we first perform a frequency analysis by grouping 
together extended haplotypes that occur at similar frequency (referred to as 
haplotype sets) and subsequently use a power set approach to search for a 
final genome-wide haplotype that can explain the frequencies of the observed 
sets of ‘extended haplotypes’. 
Frequency Analysis: 
Let 𝑹 = {𝑅1, 𝑅2, … , 𝑅𝑛} denote the number of reads that correspond to the 
extended haplotypes 𝒉 = {ℎ1, ℎ2, … , ℎ𝑛} , observed in a concatenated 
window.  𝑹 then follows a multinomial distribution: 
𝑹 ~ Multi(𝐶, 𝑷) 
where 𝐶 denotes the number of reads observed in the concatenated window 
and 𝑷 = {𝑃1, 𝑃2, … , 𝑃𝑛} denotes the true frequencies of the haplotypes. If the 
window coverage is sufficiently high, the multinomial distribution 𝑹 can be 
approximated by 𝑛 normal distributions: 
𝑅𝑖 = 𝐶𝑋𝑖  ~ N(𝐶𝑃𝑖, 𝐶𝑃𝑖(1 − 𝑃𝑖)) 
where 𝑿 = {𝑋1, 𝑋2, … , 𝑋𝑛}  are the observed frequencies of the extended 
haplotypes in the concatenated window. It then follows that: 
𝑋𝑖  ~ N (𝑃𝑖 ,
𝑃𝑖(1 − 𝑃𝑖)
𝐶
) 
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Given that the extended haplotypes and the frequencies 𝑿 at which they are 
observed, should be consistent over at least several windows, the frequencies 
at which extended haplotypes are observed in each of the windows can be 
assumed to be generated by a mixture model of Gaussian distributions (see 
Figure 3S). If polymorphisms occurring at the same site are shared by different 
haplotypes, they will occur at a frequency (or Gaussian) different than 
polymorphisms that are unique to a single haplotype.  
This mixture model is inferred as follows: the method starts by assigning one 
Gaussian distribution to each of the extended haplotypes observed in an 
initially selected concatenated window (using the same initialization criteria 
defined above i.e. the concatenated window with the largest number of 
‘accepted’ template haplotypes, the largest number of polymorphisms and the 
highest coverage is selected as a seed. If no window meets all criteria 
simultaneously, we select the seed prioritizing first on the number of template 
haplotypes, then on the number of polymorphisms and, lastly, on coverage). 
Subsequently we assign per concatenated window each extended haplotype 
to the Gaussian that currently best explains its observed frequency provided 
the mean of this Gaussian is located less than one standard deviation from the 
observed haplotype frequency. If the mean of the best explaining distribution 
is more than one standard deviation away from the observed frequency of the 
given haplotype, we create a new Gaussian in the mixture model and we 
continue until all haplotypes have been assigned to a Gaussian distribution 
that is less than one standard deviation away from the observed frequency of 
the given haplotype. The resulting model is referred to as the full mixture 
model. 
As this is a very relaxed way of extending the mixture, we include a final 
Bregman hierarchical clustering step (Banerjee et al. 2005) to reduce the 
model complexity and find an optimal mixture model for which the difference 
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with the full mixture model in fitting the observed frequencies of the 
haplotypes is less than 1%. By considering the frequencies of all extended 
haplotypes in all extended windows, the frequency analysis results in a mixture 
model of Gaussian distributions that groups all extended haplotypes, occurring 
at a similar frequency in haplotype sets. 
Inferring the final genome-wide haplotype  
Each inferred distribution in the mixture model corresponds to a set of 
extended haplotypes that are likely to co-occur in one or more genome-wide 
haplotypes (referred to as a haplotype set). At this moment each true 
haplotype can still be characterized by several Gaussians from the mixture (see 
Figure 3S). This is because haplotype sets containing polymorphisms unique 
for the haplotype will occur at a lower frequency than haplotype sets that 
contain polymorphisms shared by several genome-wide haplotypes.  
To join haplotype sets that can safely be assumed to belong to the same 
haplotype we use the following approach: a distance matrix 𝐷 is calculated 
between all pairs 𝑖, 𝑗 of haplotype sets, where 𝐷𝑖,𝑗 = |𝑃𝑖 ∪ 𝑃𝑗| − |𝑃𝑖 ∩ 𝑃𝑗| and 
𝑃𝑖 , 𝑃𝑗  are the polymorphisms composing each haplotype set, respectively. 
Obviously, different polymorphisms at the same polymorphic site are 
considered as different objects in the haplotype sets.  
Subsequently, for each haplotype set ℎ from the full list of haplotype sets ℋ 
(always starting with the haplotype set with the highest observed frequency) 
we construct a subset ℋℎ = {𝑔 ∈ ℋ|𝜇𝑔 < 𝜇ℎ ∧ 𝐷ℎ,𝑔 = 0}  where 𝜇𝑔 and 𝜇ℎ 
are the means of the Gaussian distributions representing haplotypes sets 𝑔 
and ℎ, respectively. Then, for the power set 𝑃(ℋℎ) we construct 𝑃
′(ℋℎ) =
{ω ∈ 𝑃(ℋℎ)|𝑓(ω) < 2 × 𝜎ℎ}  where 𝜎ℎ  is the standard deviation of the 
Gaussian distribution representing haplotype set ℎ (i.e. those subsets where 
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the sum of the frequencies of the haplotype sets is in the 95% confidence 
interval of the Gaussian distribution of ℎ): 
ϖ = arg min
ω∈𝑃′(ℋℎ)
𝑓(ω) 
𝑓(ω) = [𝜇𝑔 − ∑ 𝜇𝑖
i∈ω
] 
If ϖ exists, we conclude that haplotype set ℎ contains a set of polymorphisms 
shared by all haplotypes in ϖ and therefore will no longer be considered as an 
individual haplotype. Therefore, we remove ℎ from the list of haplotypes and 
add the polymorphisms in ℎ to all haplotype sets in ϖ. This final step in the 
analysis results in the reconstructed genome-wide haplotypes, their inferred 
frequencies and polymorphisms.   
The following running parameters are used for EVORhA by default:  
The parameters of the method are those that define valid windows, being the 
‘maximal window length’ and the ‘minimal read coverage’. For the minimal 
read coverage a default value of 30 reads was chosen. This,  to guarantee a 
sufficient number of reads in each window so that the distribution of the reads 
corresponding to template haplotypes in the window can be approximated by 
a multinomial, and therefore can be modelled as a mixture model of Gaussian 
distributions, such as described in step 2. The default of the maximum window 
length was chosen at 60% of the read length so that the template haplotypes 
and their base support, both derived from reads that fully overlap with the 
window, are representative for the true haplotypes present in the window. 
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SIMULATION EXPERIMENTS 
PERFORMANCE ASSESSMENT OF EVORHA 
To test EVORhA, a first set of population sequence data was generated using 
the sequence of Salmonella Typhimurium 14028S (Accession number 
CP001362) as the ancestral reference strain. In the simulated populations, the 
number of polymorphisms varied between 100, 1000 and 2500, the number of 
haplotypes varied from 2 to 7 and their frequencies were set randomly. For 
each simulated population a random phylogeny was constructed prior to 
assigning polymorphisms to haplotypes. Polymorphisms were added at a 
random branch of the phylogeny and propagated to all haplotypes descending 
from that branch, ensuring the simulation of evolutionary related haplotypes 
(assuming that the different haplotypes in the population have developed by 
clonal reproduction from a common ancestor). For each of these populations 
we simulated reads at the polymorphic sites for different sequence coverages 
(ranging between 50, 200 and 500) and using a sequencing error probability of 
1%. Per parameter combination (number of haplotypes, number of mutations 
and coverage), 100 datasets were generated. 
The degree to which an inferred haplotype could correctly be reconstructed 
was assessed by a ‘reliability score’, which is the proportion of shared 
polymorphisms between the reconstructed haplotype and its most similar true 
counterpart i.e. the simulated haplotype. 
𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
|𝑃ℎ ∩ 𝑃𝑠|
|𝑃ℎ| + |𝑃𝑠|
 
where 𝑃ℎ  and 𝑃𝑠  are the polymorphisms present in the reconstructed 
haplotype and its most similar true counterpart , respectively. 
To test the extent to which the true frequencies of the reconstructed 
haplotypes could be inferred, we used the mean absolute error (MAE) 
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between the true frequencies at which a haplotypes occurred (𝑦𝑖 ) in the 
simulated population and the estimated frequencies of the matching 
reconstructed haplotypes (?̂?𝑖) divided by the number of true haplotypes (𝑁). 
𝑀𝐴𝐸 =  
1
𝑁
∑(|𝑦𝑖 − ?̂?𝑖|) 
COMPARISON WITH STATE-OF-THE-ART HAPLOTYPE RECONSTRUCTION METHODS 
To perform a comparison with ShoRAH (Zagordi et al. 2011), QuasiRecomb 
(Töpfer et al. 2013) and Predicthaplo (Prabhakaran et al. 2013) we simulated a 
second set, this time consisting of raw population sequence data (as we need 
an alignment file as input for each of the respective algorithms we compared 
with). Raw datasets were generated using GemSIM v1.6 (McElroy et al. 2012), 
derived from a single gene of 2562 bp long, flanked on both sides by 700 bp 
regions. The number of haplotypes ranged between 2 and 4. The number of 
polymorphisms in the simulation was varied between 7, 10, 20 and 50. The 
same phylogenetic approach mentioned above was used to generate 
evolutionary related haplotypes. Raw data mimicked 100 and 700 bp reads, 
produced under respectively an Illumina and a Roche 454 error model 
provided by the simulator. The coverage varied between 50, 100, 200 and 500. 
One hundred (100) datasets were generated for each combination of 
parameters. Note that we focused on simulating one gene rather than a full 
bacterial genome in order to design a set up optimized for the state-of-the-art 
methods we intended to compare with (as these cannot handle a genome-
wide haplotype reconstruction). 
The latest version of ShoRAH was downloaded from: 
http://www.bsse.ethz.ch/cbg/software/shorah. ShoRAH was run according to 
the authors’ recommendations with a window size that is about one third of 
the read length, i.e. with a window of 30 bp for simulations with a read length 
of 100 bp reads and of 252 bp for simulations with read lengths of 700 bp. The 
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latest version of PredictHaplo was obtained from: 
http://bmda.cs.unibas.ch/HivHaploTyper/. In our hands, most of the 
simulated datasets could not be processed with PredictHaplo, preventing us 
from comparing its performance with that of the other methods. The latest 
version of QuasiRecomb was obtained from: 
http://www.silva.bsse.ethz.ch/cbg/software/quasirecomb. The method was 
run with flags “noRecomb”, “conservative” and “unpaired” as recommended 
by the authors for a comparable setting . All tools were run on the same 
simulated datasets. 
HAPLOTYPE RECONSTRUCTION TO INFER EVOLUTIONARY TRAJECTORIES 
The data used for haplotype reconstruction during bacterial evolution was 
generated as follows: Escherichia coli SX4 was grown under selective pressure 
(high concentration of ethanol) in a serial transfer experiment in which the 
concentration of ethanol was gradually increased over time (0.5 % each time) 
as soon as the population resumed growth under a current selection pressure. 
At three consecutive time points, population samples and individual clones, 
selected from these sampled populations were subjected to Illumina 
sequencing HiSeq2000 (using 100 bp paired end read mode, with a coverage 
of approximately 200 fold for the population samples). Sampling and DNA 
isolation were done according to standard procedures (Qiagen® Blood & Tissue 
kit). Sequences are stored under BioProject PRJNA262000. Read mapping of 
both the sequenced pooled samples and individual clones was performed with 
Burrows–Wheeler Aligner BWA-MEM using the sequence of the original 
unevolved ancestral clone as a reference. For the sampled clones variants were 
called after alignment using SAMtools (Li et al. 2009) with default parameters. 
As a control we confirmed that the called variants were also obtained using 
the CLC Bio pipeline (http://www.clcbio.com) with default parameters.  
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The true haplotypes of the individual clones sampled from the pool were 
compared with the haplotypes reconstructed from the pooled data. To this 
end we calculated the ratio of the number of polymorphisms shared between 
an individual clone and its best matching reconstructed haplotype versus their 
total number of polymorphisms. Polymorphisms that reached fixation in the 
population were not taken into account as they are present in all haplotypes 
and therefore not informative.  
The phylogenetic relations between the haplotypes reconstructed at different 
time points was inferred using a Levenshtein distance measure between a 
haplotype observed at a current time point and the ones observed at the 
closest preceding time point, hereby assuming that the closest haplotype in 
the preceding time point is the evolutionary ancestor of the haplotype 
observed at the current time point.  
HAPLOTYPE RECONSTRUCTION TO IDENTIFY MIXED INFECTIONS 
Publicly available read mapping data of in-vitro mixed infections was obtained 
from Eyre et al. (Eyre et al. 2013).  They generated 36 mixed infections by 
pairwisely combining the DNA obtained from different clones in 3 different 
proportions – 50%/50%, 70%/30% and 90%/10%. For each proportion 12 
mixed infections were generated, each consisting of different pairwise 
combinations of clones. The pools of the in vitro generated mixed infections 
were subjected to Illumina sequencing at 150 fold coverage. We performed a 
genome-wide reconstruction using all variant loci detected in the population 
sequencing data of the mixed infection and, as an alternative, we also 
performed a reconstruction by using a preselected set of 151 polymorphic sites 
present in 3 different genes as outlined in Eyre et al. (Eyre et al. 2013). For both 
reconstructions the Mean Squared Error (RMSE) was calculated to assess the 
correctness of predicting the correct haplotype frequencies in the mixed 
infection. We use the RMSE rather than the above mentioned MAE to be 
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consistent with the original paper of Eyre et al. (Eyre et al. 2013). The reliability 
of the reconstruction was assessed as described in section ‘performance 
assessment’ by comparing the polymorphisms present in the reconstructed 
haplotypes with the polymorphisms observed in the sequences of the single 
clones. 
RESULTS 
Our method consist of two steps: a first step comprising a local haplotype 
reconstruction followed by a window extension, in which haplotypes are 
defined at the local level, sequencing errors are removed and overlapping 
regions sharing polymorphisms are extended into longer haplotypes; a second 
genome-wide reconstruction, during which the final haplotypes and their 
relative frequencies are inferred by using the frequency observations of the 
extended haplotypes.  
Based on concepts developed in the context of viral  haplotype reconstruction 
(Zagordi et al. 2011; Astrovskaya et al. 2011; Töpfer et al. 2013; Prabhakaran 
et al. 2013), the first step of our method performs the error correction 
simultaneously with the haplotype inference on a local scale (Fig 1 A and B). 
The local scale is defined by a set of consecutive polymorphic sites that map 
on a single genomic region of the reference genome and that are ‘covered’ by 
a sufficient number of reads (referred to as a window). The simultaneous 
estimation of the sequence errors with the local haplotype inference is based 
on a method that iterates between assigning reads to haplotypes and using 
these read-to-haplotype assignments to infer the probabilities that either the 
observed reads were the result of random sequence error or originated 
through mutations in the ancestral genome. We used information contained 
in BLOSUM substitution matrices to lower the allowance of mutations in 
coding regions, occurring rarely in nature. This local reconstruction step results 
per genomic window in haplotypes and their observed frequencies in the 
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pooled sample (referred to as local haplotypes, consistent with the literature 
(Beerenwinkel et al. 2012)). Subsequently, these local haplotypes are extended 
using a heuristic approach that takes into account both phasing information in 
the non-empty read overlap between flanking windows, and also the inferred 
local haplotype frequencies. Because of the sparse number of expected 
segregating sites between the individuals in the population, the haplotype 
extension step results in slightly larger contigs, but rarely covers more than a 
few hundred base pairs.  
Therefore, in the second step, referred to as the genome-wide haplotype 
reconstruction, extended haplotypes are joined into genome-wide haplotypes 
that ideally cover a full haplotype in the population (Fig 1 C). This step is 
entirely dependent on the frequency information of the extended haplotypes: 
sets of extended haplotypes that occur at a similar frequency in the population 
and that do not show any inconsistencies in their polymorphisms (i.e. do not 
have a different mutation at exactly the same genomic position) are assumed 
to belong to the same genome-wide haplotypes. This genome-wide haplotype 
reconstruction step is solved by first estimating sets of locally extended 
haplotypes that occur at a similar frequency and subsequently searching for 
the set of genome-wide haplotypes and their frequencies that best explain the 
observed frequencies of the extended haplotypes.  This latter step assumes 
that the haplotypes in the population have developed by clonal reproduction 
from a common ancestor and therefore haplotype sets that are shared by at 
least two genome-wide haplotypes should occur at a frequency in the 
population that approximates the sum of the frequencies of each of the 
individual genome-wide haplotypes containing the shared haplotype set. 
PERFORMANCE OF EVORHA ON SIMULATED DATA 
To test the performance of EVORhA in reconstructing haplotypes, whole 
genome sequencing datasets were simulated for clonal populations, differing 
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from each other in the number of haplotypes (ranging from 2-7), the 
frequencies at which the haplotypes occur in each of these populations, the 
number of polymorphisms (ranging between 100, 1000 and 2500) and the 
sequencing coverage (ranging between 50, 200 and 500 fold). For each 
simulation setting, 100 simulations were performed.  
To assess the reliability of the reconstruction, we compared the reconstructed 
haplotypes with the simulated ones.  At the same time we assessed the ability 
of the reconstruction to correctly estimate the true frequencies at which the 
haplotypes occurred in the population. As expected, the reliability of the 
reconstruction increases with the coverage and this effect was most 
pronounced for haplotypes occurring at low frequencies (Figure 3.2 panel A), 
as especially for those haplotypes an increase in coverage has a relatively 
larger effect on the ability to distinguish a true polymorphism from a 
sequencing error. Figure 3.2 panel A also shows that even at low coverage (50 
fold), haplotypes were reconstructed with an average reliability of 70%. For 
the same coverage the performance improves with a decrease in the 
complexity of the pool (less polymorphisms and less haplotypes), with a 
maximum of 92% in average reliability observed for the least complex problem 
(100 polymorphisms, 2 haplotypes, at the highest coverage of 500 fold) (Figure 
4S). 
Figure 4S shows for the different simulated set ups, the degree to which 
EVORhA could correctly estimate the true haplotype frequencies in the 
population (expressed by the Mean Absolute Error - MAE). The ability to 
estimate true frequencies seems largely independent of the number of 
haplotypes in the population or the number of polymorphisms. The latter is to 
be expected as the total number of polymorphisms in the simulation is sparse 
anyhow and does confer little information to the final frequency estimation. 
Figure 3.2 panel B shows how the true frequency estimation is largely affected 
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by the coverage: when the coverage is low (50 fold), the average error rate on 
estimating the true frequency of the haplotypes is around 10%. This is 
understandable given that at low coverage the sampling that produces the 
reads is more prone to random effects. 
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Figure 3.2 Reliability of haplotype reconstruction by EVORhA on simulated data.  
The X-axis displays the different combinations of coverage (respectively 50, 200, 500) and 
number of polymorphisms in the population (respectively 100, 1000, 2500) used for each 
simulated set up, hereby collapsing the results obtained for simulations with a different 
number of haplotypes. The degree to which the simulated haplotypes was correctly 
reconstructed was assessed by the reliability. The correctness of the frequency estimation of 
the reconstructed haplotypes was assessed by the MAE. (A) Average reliability of the 
haplotype reconstruction, derived by either considering the results of all reconstructed 
haplotypes (dark bars) or only the results obtained for haplotypes that occur in the 
population at a frequency below 5% (light bars). Y-axis: average reliability; values are 
obtained by averaging the reliability scores of the considered haplotypes resulting from 
simulations obtained with the same coverage and same number of polymorphisms, 
irrespective of the number of haplotypes (so showing the average reliability of haplotypes 
obtained from 500 simulations). Error bars indicate the 90% confidence interval of the 
reconstruction. (B) Y-axis: MAE of the frequency estimation of all haplotypes resulting from 
simulations obtained with the same coverage and same number of polymorphisms, 
irrespective of the number of the haplotypes (see panel (A)). Error bars indicate the MAE 90% 
confidence interval. 
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COMPARISON OF EVORHA WITH STATE-OF-THE-ART HAPLOTYPE 
RECONSTRUCTION 
Because our method builds for its initial step on concepts that were first 
described in the context of viral haplotype reconstruction, we compared our 
tool with state-of-the-art viral haplotype reconstruction tools. As 
representatives of read-graph based tools we used ShoRAH (Zagordi et al. 
2011) and QuasiRecomb (Töpfer et al. 2013), both widely used for viral 
haplotype reconstruction. In addition, we used PredictHaplo (Prabhakaran et 
al. 2013) as a representative of probabilistic haplotype reconstruction 
methods. 
As none of the above mentioned viral haplotype reconstruction tools (ShoRAH, 
QuasiRecomb and PredictHaplo) was able to run in the bacterial setting, we 
compared our method in a setting more appropriate for these state-of-the-art 
tools (reconstruction of viral sized haplotypes in the presence of a large 
number of polymorphisms). Hereto, we designed a simulation experiment, 
mimicking the data resulting from the population sequencing of a small region 
obtained with either a relatively short or long read sequencing technology 
(respectively mimicking Illumina and Roche 454 reads). Simulated populations 
differed from each other in the number of haplotypes (ranging from 2 to 4), 
the used sequence coverage (50, 100, 200 and 500 fold) and the number of 
polymorphisms in the population (7, 10, 20 and 50 sites). For each 
experimental setup 100 different datasets were simulated and performances 
of respectively EVORhA, ShoRAH and QuasiRecomb were assessed as outlined 
above and in the material and methods.  
Figure 3.3 shows that in general, and irrespective of the read length used for 
sequencing, using an increased sequencing coverage and having intrinsically 
more polymorphic sites in the population positively influences the 
performance of all methods, mainly in terms of reliability i.e. correctly 
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reconstructing the true haplotypes in the population. Only for ShoRAH the 
reconstruction reliability seems to decrease with the coverage in case 
haplotypes were obtained from populations with few polymorphisms (<10).  
For relatively long reads (700 bp), EVORhA reaches performances similar to 
those of QuasiRecomb and ShoRAH: in the tested setting the reconstruction 
reliability obtained with QuasiRecomb was slightly higher than the one 
obtained with EVORhA, but this came at the expense of QuasiRecomb having 
a relatively lower performance in terms of the frequency estimation (relatively 
higher MAE) than EVORhA. 
For shorter reads (100 bp) EVORhA consistently outperforms QuasiRecomb 
and ShoRAH, both in terms of having a higher reconstruction reliability and 
having a better frequency estimation.  
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Figure 3.3 Performance comparison of EVORhA, ShoRAH and QuasiRecomb on simulated 
data. 
(A) Comparison of the reconstruction reliability using long read sequencing (700 bp), hereby 
collapsing the results obtained for simulations with a different number of haplotypes. Data 
sets were obtained by simulating long read sequencing. The X-axis displays the different 
combinations of coverage (respectively 50, 100, 200, 500) and number of polymorphisms in 
the population (respectively 7, 10, 20, 50) used for each experimental set up. The Y-axis 
shows the average reliability of the reconstruction. Bars indicate the performance per 
method. Reliability values are obtained by averaging the reliability scores of all haplotypes 
resulting from simulations obtained with the same coverage and same number of 
polymorphic sites, irrespective of the number of haplotypes. Error bars indicate the 90% 
confidence interval of the reconstruction. (B) Comparison of the frequency estimation of the 
haplotypes using long read sequencing. Experimental set up and legend as in panel (A) except 
for the Y-axis which displays the MAE of the frequency estimation for all haplotypes resulting 
from simulations obtained with the same coverage and same number of polymorphic sites, 
irrespective of the number of haplotypes. Error bars indicate the MAE 90% confidence 
interval. (C) Comparison of the reconstruction reliability using short read sequencing (100 
bp). Legend and experimental set up as in panel (A), but displaying results obtained on data 
simulating short reads. (D) Comparison of the reconstruction reliability using short read 
sequencing. Legend and experimental set up as in panel (B), but displaying results obtained 
on data simulating short reads. 
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HAPLOTYPE RECONSTRUCTION TO RECONSTRUCT EVOLUTIONARY 
TRAJECTORIES 
To test EVORhA in a real setting, we reconstructed haplotypes from pooled 
sequencing data of population samples, taken during an evolution experiment. 
In this experiment a lab E. coli strain was subjected to high ethanol 
concentrations and growth in the presence of ethanol, referred to as ethanol 
tolerance was estimated as a focal phenotype. The trajectory of the population 
phenotype clearly showed that after about 40 days, the cell’s ethanol 
tolerance steadily increased from 6 to 7 % after which a plateau was reached 
(Figure 3.4A). To evaluate the evolutionary trajectories of the haplotypes 
during this switch in the population phenotype, samples were taken at three 
consecutive time points: at T0, the beginning of a 40 days stationary phase 
when no increased tolerance against ethanol was observed yet, at T1 right 
before the phenotypic switch and at T2 the focal end point after which no 
further increase in ethanol tolerance was observed (Figure 3.4A). Population 
samples were subjected to Illumina pooled sequencing and applying EVORhA 
to the data obtained for each of the pooled samples allowed reconstructing 
per population its composition i.e. the different haplotypes that were present 
and the frequencies at which they were present in the respective populations. 
As haplotypes present in consecutive time points are related to each other 
through their common ancestry, the phylogenetic relations between the 
reconstructed haplotypes was inferred, the evolutionary history is represented 
by means of a concept map using CmapTools (Novak & Cañas 2008) (Figure 
3.4B). 
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Figure 3.4 Haplotype reconstruction to infer evolutionary trajectories. 
(A) shows the phenotypic trajectory of a population during an evolution experiment in 
which E. coli strains were subjected to increasing ethanol concentrations. The measured 
focal phenotype is the ethanol tolerance of the population (i.e. the % of ethanol at which 
growth still occurs). Arrows indicate the time points at which population samples were taken 
that were subjected to sequencing and haplotype reconstruction. Y-axis indicates the % of 
Ethanol to which the population was subjected. (B) concept map illustrating the evolutionary 
relations between the haplotypes reconstructed from each of sampled time points described 
in panel (A). Ref indicates the unevolved parental strain of which the genomic sequence was 
used as a reference. TP0, TP1 and TP2 represent the 3 time points at which population 
samples were taken (see panel (A)), i.e. TP0 is Time Point Zero (0). Each square corresponds 
to a different reconstructed haplotype and ‘%’ indicates the frequency at which this 
haplotype was estimated to occur in the population. Arrows indicate the phylogenetic 
relatedness between the reconstructed haplotypes (or ancestry). Indicated with a lighter gray 
border are the reconstructed haplotypes that best match the individual clones, sampled at 
each time point. 
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To verify the correctness of the haplotype reconstruction, we sampled and 
sequenced one clone per time point and determined their polymorphisms. Per 
time point each sampled clone was assigned to its ‘best matching 
reconstructed haplotype’ based on a minimal number of inconsistencies 
between polymorphisms of the sampled clone and polymorphisms present in 
the inferred haplotypes. At TP0, the genome of the sampled clone contained 
296 polymorphisms that were still rising to fixation in the population. 295 of 
these polymorphisms could uniquely be assigned to one of the reconstructed 
haplotypes (i.e. with a reliability of 99.7%). At TP1 the sampled clone contained 
152 polymorphisms rising to fixation in the population, of which 151 could 
uniquely be assigned to a reconstructed haplotype (with 99.3% reliability). At 
TP2, the sequenced clone contained 122 polymorphisms still rising to fixation 
in the population of which 111 could uniquely be assigned (with 91% 
reliability). The haplotypes best matching the genomic sequences of the 
sampled clones are indicated in Figure 3.4B. 
Although the sampled clones did most often correspond to the haplotypes that 
were high in frequency at the time of sampling, reconstructing the 
evolutionary trajectory of the focal end point clone would not have been 
possible using the sequence information from the sampled clones only. This 
because, although phenotypically the population undergoes a clear increase in 
ethanol tolerance (Figure 3.4A), it remains at each single time point largely 
heterogeneous (Figure 3.4B). The two haplotypes dominating at TP0, before 
the sweep with a frequency of respectively 31% and 37 %, of which one was 
sampled as an individual clone, seem to have been dead ends and therefore 
were not ancestral. In contrast, a minor haplotype rapidly increasing in 
frequency between TP0 and TP1 (from 9 to 44 %) took over the population and 
eventually gave rise to all haplotypes at TP2, the focal end point.  
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Note that in Figure 3.4B, frequencies inferred at a single time point do not sum 
to one. This because, we intentionally choose to only perform a partial 
haplotype reconstruction in case the genome-wide reconstruction was still 
ambiguous (if a haplotype set occurs at a low frequency and has no conflicts 
with more than one haplotypes occurring at higher frequency, we have 
insufficient information to decide to which genome-wide haplotype the 
haplotype set at low frequency belongs).  
HAPLOTYPE RECONSTRUCTION TO IDENTIFY MIXED INFECTIONS 
Currently, tracing the origin of an infectious disease during an outbreak is 
based on determining the genetic similarity between individual strains 
sampled from different infected entities (individuals), hereby assuming that 
the contaminating population isolated from each entity is largely homogenous. 
However, in case of mixed infections such approach might fail (Eyre et al. 2013) 
unless the different contaminators within one individual can be disentangled. 
To assess the applicability of EVORhA in identifying mixed infections, we used 
the benchmark data generated by Eyre et al. (Eyre et al. 2013). These authors 
mimicked in vitro 36 mixed Clostridium difficile infections by pairwisely 
combining in different proportions (50%/50%, 70%/30% and 90%/10%) DNA 
extracted from single clones. We reconstructed genome-wide haplotypes from 
the Illumina based sequence data of these mixed samples. To this end, we used 
EVORhA either in combination with  ‘all’ polymorphisms detected in the 
population or as an alternative, and consistent with the original approach 
described in Eyre et al., in combination with a preselected set of  
polymorphisms a priori known to be discriminative for the haplotypes in the 
mixture (Eyre et al. 2013). Also here, the reliability of the haplotype 
reconstruction was assessed by comparing the reconstructed genomes with 
the ones known to be present in the mixtures. The correctness of the inferred 
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haplotype frequencies was assessed by the RMSE (Mean Squared Error). 
Results for the reconstruction are displayed in Figure 3.5.  
 
Figure 3.5 Haplotype reconstruction to identify mixed infections.  
(A) Reliability of the haplotype reconstruction of the mixed infection set up when using a 
selection of polymorphisms. The X-axis contains the three different in vitro proportions 
at which the mixed infection set ups were generated (50–50%, 30–70% and 10–90%). For 
each of the three proportions, 12 mixtures were obtained by mixing two different clonal DNA 
samples according to the indicated frequencies. The Y-axis indicates the average reliability of 
the two reconstructed haplotypes compared to the known haplotypes at the polymorphic 
sites. (B and C) Correctness of the frequency estimation in the mixed infection set up. For 
panels (B) and (C) the X-axis represents the known frequency of this haplotype in the mixture, 
whereas the Y-axis represents the estimated frequencies of the most frequent haplotype in 
each combination (the least frequent haplotype is not displayed as it would have a frequency 
of 1—the shown frequency). (B) Correctness of the frequency estimation based on a 
haplotype reconstructing using the 151 selected polymorphisms only (RMSE = 0.037, MAE = 
0.030). (C) Correctness of the frequency estimation based on a haplotype reconstructing 
using all polymorphisms (RMSE = 0.047, MAE = 0.038). 
 
For both approaches, it is clear that reconstructing haplotypes from a mixed 
infection improves if the haplotypes in the mixture occur at different 
frequencies (such as observed at 90%/10% or 70%/30%). This is reflected by 
the high reliabilities (Figure 3.5A) and good frequency estimates (Figure 3.5 
panel B and C) obtained at these frequency ratios in the mixture. This is not 
unexpected as in this bacterial setting (low mutation frequency) the haplotype 
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reconstruction largely relies on the frequency information: the more the 
frequencies differ between the haplotypes in the mixture, the more 
discriminative this feature is in assigning polymorphisms to correct haplotypes. 
Although in 50%/50% mixtures many ambiguous assignments are expected to 
occur, resulting in the lowering of the reconstruction reliability, it is remarkable 
that EVORhA is still able to reconstruct the haplotypes relatively well in the 
50%/50% mixture (a reliability of at least 85% which is significantly higher than 
what would be expected from randomly combining contigs occurring at 50% 
into two haplotypes). At the given sequencing coverage, the mixture model 
underlying EVORhA seems to have a rather high resolution (allowing to 
separate a haplotype occurring at 53% from a haplotype occurring at 47%). 
Although this deviation from 50% is now penalized in the RMSE, which 
assumes that in the in vitro mixed sample the haplotypes truly occur at 
50%/50%, experimental and sampling biases might have resulted in the 
inferred small deviations of this intended 50%-50%. Despite being very small, 
these frequency deviations can still be captured by the haplotype 
reconstruction, resulting in a correct reconstruction. 
DISCUSSION 
In this work we present EVORhA, a method for reconstructing haplotypes from 
deep sequencing data of clonal populations that have a relatively low mutation 
rate, such as bacteria.  
Haplotype reconstruction in general is complicated because polymorphisms of 
infrequent haplotypes are difficult to distinguish from sequencing errors. The 
solution to this problem, referred to as local haplotype reconstruction has 
been proposed in the context of viral haplotype reconstruction and relies on 
simultaneously, rather than sequentially identifying sequencing errors and 
reconstructing haplotypes (Zagordi et al. 2011; Astrovskaya et al. 2011; 
Prosperi & Salemi 2012; Huang et al. 2011; Prabhakaran et al. 2013; Töpfer et 
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al. 2013). EVORhA uses a local haplotype reconstruction based on similar 
principles, but in addition exploits the information contained in a BLOSUM 
matrix to better distinguish true polymorphisms from likely sequencing errors.  
In contrast to viral reconstruction, however, in our bacterial setting read 
lengths are short compared to the average distance between polymorphic 
sites. This prevents us from using viral haplotype reconstruction approaches to 
infer bacterial haplotypes, because in order to extend locally inferred 
haplotypes into more global ones, all viral methods rely on the presence of a 
sufficient number of segregating sites to reconstruct haplotypes from phasing 
information (Beerenwinkel et al. 2012).  
Key to our method, therefore, is the use of the frequency ratios of the inferred 
haplotypes, not only to improve the extension of haplotypes for which the 
non-empty overlap between flanking windows  results in an ambiguous 
phasing (i.e. the window extension) (Töpfer et al. 2014), but also to further link 
distant phased regions that have no sequence overlap at all (i.e. during the 
genome-wide reconstruction step). 
As was shown on the simulated data, as soon as read lengths and/or mutation 
rates become restrictive for state-of-the-art methods, the additional 
frequency information, mainly through the genome-wide reconstruction step 
allows EVORhA to still reliably reconstruct haplotypes.  
This frequency-based genome-wide reconstruction is also the key enabling 
step to resolve the bacterial haplotypes in the real data applications. This step, 
based on using a mixture model assumes that locally extended haplotypes 
observed at similar frequencies are likely to belong to the same global 
haplotype. This assumption gets violated however, if two haplotypes occur at 
similar frequencies, in which case the haplotype reconstruction might result in 
hybrids. However, our results on the mixed infection dataset showed that even 
Frequency-based haplotype reconstruction from deep sequencing data of 
bacterial populations 
 
 
77 
marginal frequency deviations between haplotypes allow the mixture model 
to resolve these haplotypes with high accuracy, provided the sequencing 
coverage of the sample is sufficiently high.  
As was shown in the results, sequencing coverage highly impacts the 
reconstruction performance of EVORhA: at first indirectly because it affects 
the correctness of the reference-based assembly which is used as input. More 
directly because a too low coverage complicates distinguishing sequencing 
errors from true polymorphisms. In addition, the coverage determines the 
maximum number of haplotypes that can be detected. This is mainly because 
the standard deviation used when inferring the mixture model is dependent 
on the coverage, i.e. a lower coverage implies larger standard deviations of the 
Gaussian distributions of the mixture model which may cause haplotypes 
occurring at similar frequencies to become confounded.  
Conclusively, EVORhA, by enabling bacterial haplotype reconstruction opens a 
whole new area of applications for bacterial population sequencing (or 
metagenome sequencing).  As was illustrated by the real data examples, 
bacterial haplotype reconstruction can aid in resolving mixed infections or in 
reconstructing the dynamics of evolving clonal populations. In addition, it can 
potentially be useful to further resolve genomes from reads with similar 
sequence composition in bacterial metagenomics datasets of which the 
complexity has been reduced with binning approaches (Alneberg et al. 2014; 
Albertsen et al. 2013; Nielsen et al. 2014).   
Haplotype reconstruction thus provides a quick view on the composition of a 
mixed sample and allows pinpointing haplotypes with interesting 
characteristics that can be further focused on by downstream molecular 
analysis.  
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Chaper 4. DETECTION OF CANCER DRIVING GENES 
USING MUTUAL EXCLUSIVITY 
ABSTRACT 
Because of its clonal evolution a tumor rarely contains multiple genomic 
alterations in the same pathway, as disrupting the pathway by one gene often 
is sufficient to confer the complete fitness advantage. As a result mutated 
genes display patterns of mutual exclusivity across tumors. The identification 
of such patterns have been exploited to detect cancer drivers. The complex 
problem of searching for mutual exclusivity across individuals has previously 
been solved by filtering the input data upfront, analyzing only genes mutated 
in numerous samples. These stringent filtering criteria come at the expense of 
missing rarely mutated driver genes. To overcome this problem, we present 
SSA-ME, a network-based method to detect mutually exclusive genes across 
tumors that does not depend on stringent filtering. Analyzing the TCGA breast 
cancer dataset illustrates the added value of SSA-ME: despite not using 
mutational frequency based-prefiltering, well-known recurrently mutated 
drivers could still be highly prioritized. In addition, we prioritized several genes 
that displayed mutual exclusivity and pathway connectivity with well-known 
drivers, but that were rarely mutated. We expect the proposed framework to 
be applicable to other complex biological problems because of its capability to 
process large datasets in polynomial time and its intuitive implementation.  
INTRODUCTION 
Because of internationally coordinated efforts such as TCGA (Cancer Genome 
Atlas Research Network et al. 2013; Cancer Genome Atlas Network 2012) and 
ICGC (International Cancer Genome Consortium et al. 2010), a vast number of 
cancer datasets are publicly available. Using these datasets to identify 
mutations and pathways driving cancer phenotypes has become an active field 
of research(Gonzalez-Perez & Lopez-Bigas 2012; Ciriello et al. 2012; Vandin et 
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al. 2012; Ng et al. 2012). Tumorigenesis and tumor progression follow a clonal 
evolutionary model (Yeang et al. 2008; Alexandrov et al. 2013; Vogelstein et al. 
2013; Hahn & Weinberg 2002).  In this view, the disruption of a single gene in 
a molecular pathway often yields the complete fitness advantage associated 
with disruption of that pathway, making additional mutations in the same 
pathway redundant (Yeang et al. 2008). This evolutionary property can be 
exploited to understand cancer mechanisms by searching for patterns of genes 
that display mutual exclusivity (i.e. groups of genes which mostly have 
maximum one mutation per tumor). The identification of groups of genes 
showing patterns of mutual exclusivity across patients in large datasets has 
already been proven useful for the detection of driver mutations/pathways in 
single cancer types such as triple-negative breast cancer(Shah et al. 2012), 
Lung Adenocarcinoma (Leiserson et al. 2013) and in a pan-cancer setting(M. D. 
M. Leiserson, Vandin, et al. 2015; Kandoth et al. 2013). 
In practice the mutual exclusivity patterns are not always strict (hard patterns), 
i.e. most patterns occasionally show the presence of multiple mutations in a 
single tumor. This is possible because for example tumorigenesis can start in 
an initially less potent driver, but more potent drivers in the same pathway can 
accumulate at later times, providing an additional marginal beneficial effect 
(diminishing returns)(Barrick & Lenski 2013). Therefore, exploiting clonal 
behavior for identifying driver pathways requires searching for “soft” mutual 
exclusivity where two otherwise independent mutational events co-occur less 
than expected by chance(Bradley & Farnsworth 2009). 
In order to discover genes that exhibit a mutual exclusive pattern in cancer, all 
possible sets of genes have to be examined.  Due to the factorial computational 
complexity of this problem i.e. adding an extra gene to the pattern implies that 
the algorithm’s processing time increases factorially (Bassil 2012), this problem 
cannot be solved for large data sets. Current methods mainly cope with this by 
prioritizing potential important genes upfront, filtering out genes which seem 
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to be less important mainly based on the frequency with which they are 
mutated across tumor samples. Methods such as Dendrix (Vandin et al. 2012), 
CoMEt (M. D. Leiserson et al. 2015) and Multidendrix (Leiserson et al. 2013) 
explicitly try to find the largest set of genes that exhibit a mutual exclusivity 
pattern after a filtering step, using an integer linear program or a Markov chain 
Monte Carlo approach while methods such as MEMo (Ciriello et al. 2012) and 
Mutex (Babur et al. 2014) rely on the use of the human interaction network to 
further constrain the search space by using the knowledge that mutually 
exclusive genes are likely to be located in the same molecular pathways.  
MEMo relies on a human protein-protein interaction network to search for the 
largest set of genes that are closely related in the network and that exhibit 
mutual exclusivity, whereas Mutex uses a directed signaling network. Although 
using a network restricts the search space, searching for patterns of mutual 
exclusivity is still a difficult task. For these reasons, both MEMo and Mutex 
require a stringent filtering of the input (the input of Mutex is required to 
consist of less than 500 genes, MEMo is capable to analyze about 250 genes). 
As a result, potential drivers that are rarely mutated are likely to be missed. 
Therefore we developed SSA-ME (Small Subnetwork Analysis with reinforced 
learning for detecting Mutual Exclusivity patterns), a computational tool that 
searches for genes that belong to common patterns of mutual exclusivity and 
that are closely connected on an interaction network to prioritize drivers. It 
uses a novel methodology named Small Subnetwork Analysis with reinforced 
learning (SSA) that divides a complex problem, i.e. finding the largest set of 
genes that exhibit a mutual exclusivity pattern, into many simpler ones by 
calculating measures for mutual exclusivity in many small subnetworks. By 
solving these simpler problems iteratively, each time biasing the search space 
based on results of previous iterations, SSA-ME can prioritize potential driver 
genes with linear algorithmic complexity. This, in principle, allows it to process 
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large input datasets in short computational times and therefore, in contrast to 
previous approaches, requires little prior filtering. 
To assess the performance of SSA-ME we re-analyzed the breast cancer 
dataset from the 2012 cancer genome atlas (TCGA)(Cancer Genome Atlas 
Network 2012) without filtering the genomic variants up front. Despite adding 
many more mutations in the input, we could prioritize well-known drivers that 
are found to be recurrently mutated in different tumors. However, in addition 
to prior findings we could prioritize several genes that displayed mutual 
exclusivity and pathway connectivity with well-known drivers, but that were 
rarely mutated in the different tumors and therefore were missed by other 
methods that search for mutual exclusivity.  
MATERIALS AND METHODS 
SSA-ME 
Small Subnetwork Analysis with reinforced learning for detecting Mutual 
Exclusivity patterns (SSA-ME) is an algorithm that uses a reference network to 
detect mutual exclusive gene patterns in cancer. To accomplish this, SSA-ME 
performs two independent functions in an iterative manner: small subnetwork 
selection/scoring and reinforced learning. Each gene (node) in the reference 
network is initialized with an initial uniform gene score. Then, iteratively: 
starting from a set of seed genes, small subnetworks are selected favoring 
genes with high gene scores. Each selected small subnetwork is then scored 
based on how well the genes composing the small subnetwork belong to a 
mutual exclusivity pattern. Genes that consistently belong to small 
subnetworks with high scores thus exhibit mutual exclusivity with other genes 
in their neighborhood very well and are more likely to be selected in 
subsequent iterations. This will lead to high gene scores for genes which are 
part of a mutual exclusivity pattern. The pseudocode describing the algorithm 
can be found in Figure 4.1. 
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Figure 4.1 Pseudocode of SSA.ME algorithm 
 
INITIALIZATION 
The algorithm is initialized by giving each gene (node) a uniform initial gene 
score of 0.5. A static list of seed genes is defined that contains genes that 
possibly belong to a mutually exclusive pattern. Any type of biologically 
relevant filtering can be used to generate such gene list. In the context of this 
paper, seed genes are defined as all genes that were found to be mutated in 
at least one sample (tumor). 
SMALL SUBNETWORK SELECTION AND SCORING 
In each iteration small subnetworks of equal size are selected. Starting from 
every seed gene, subnetworks are selected by subsequently adding a gene 
adjacent to the current subnetwork. In order to be able to detect mutual 
exclusivity patterns of different sizes, the size of the small subnetworks varies 
from 3 to 6 genes between iterations. The probability of adding an adjacent 
gene to a small subnetwork is proportional to the gene scores of adjacent 
genes, expressing the assumption that mutually exclusive genes are likely to 
be located in the same adaptive pathway. Once constructed, each small 
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subnetwork receives a mutual exclusivity score (MES). Each sample 
contributes to this score with a weight that is inversely related to the number 
of genes from the small subnetwork that were found mutated in that sample. 
This is calculated using the following equation: 
𝑀𝐸𝑆(𝑠𝑛) = ∑ √∑
1
𝑚(𝑠,𝑉)𝑠∈𝑆𝑉
 Formula 1 
Where 𝑉 are the genes present in small subnetwork 𝑠𝑛 ordered according to 
the number of samples in which these genes were found to be mutated. 𝑆 is 
the set of samples pending to contribute to the mutual exclusivity score. 
Initially 𝑆 includes every sample with a mutation in one of the genes in the 
small subnetwork, but every time a sample is used to calculate a mutual 
exclusivity score it is removed from 𝑆. In this way a sample can only contribute 
once to the 𝑀𝐸𝑆. 𝑚(𝑠, 𝑉) is the number of genes in  𝑉 which are mutated in 
sample 𝑠. This value would be equal to 1 if the genes in gene set 𝑉 are all 
members of a perfect mutual exclusive pattern and |𝑉| if all genes in 𝑉 are 
mutated in all samples. The square root allows giving relatively higher mutual 
exclusivity scores to small subnetworks for which each gene is mutated in 
approximately the same number of samples. 
Next, the 𝑀𝐸𝑆 are ranked from highest to lowest and their ranks are divided 
by the maximum rank (Figure 7). We end up with a ranked  𝑀𝐸𝑆  (𝑟𝑀𝐸𝑆) 
between zero and one where zero refers to the small subnetwork having the 
least evidence for mutual exclusivity and one refers to the small subnetwork 
having the most evidence for mutual exclusivity. 
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Figure 4.2 Calculation of MES and corresponding rMES scores for three different small 
subnetworks. 
Genes which make up the small subnetwork are represented as columns of matrices, patients 
are represented as rows. Genes with alterations in a specific patient are depicted as black 
tiles. Small subnetworks exhibiting perfect mutually exclusivity patterns (two most left small 
subnetworks) have higher rMES scores than small subnetworks with non-perfect mutual 
exclusivity patterns (most right small subnetwork). Also, small subnetworks having a more 
uniform distribution of gene alterations across patients have higher rMES scores as shown by 
the two most left small subnetworks.  
 
REINFORCED LEARNING 
Using the 𝑟𝑀𝐸𝑆  for each small subnetwork, the reinforced learning step 
updates gene scores based on two parameters: reinforcement and 
forgetfulness. The reinforcement is a parameter that determines the maximal 
value by which a gene score can be increased in the next iteration. The 
reinforcement is multiplied by the highest 𝑟𝑀𝐸𝑆  score of all small 
subnetworks to which the gene belongs, so the gene score of genes which are 
consistently in small subnetworks with high 𝑟𝑀𝐸𝑆 scores will further increase 
with iterations. 
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The forgetfulness determines the fraction of the gene score that is retained in 
every subsequent iteration. This means that part of the gene score is 
effectively lost every iteration step and thus the gene scores of genes having 
persistently low 𝑟𝑀𝐸𝑆  scores will go to zero. To calculate gene scores the 
following formula is used: 
𝑔𝑖+1 = 𝑔𝑖. 𝑓. [1 + 𝑟. max
𝑠𝑛 ∈ 𝑆𝑁𝑔
𝑟𝑀𝐸𝑆(𝑠𝑛)] Formula 2 
Where 𝑔𝑖  is the gene score at iteration  𝑖 , 𝑓  is the forgetfulness, 𝑟  the 
reinforcement, 𝑆𝑁𝑔 the set of small subnetworks containing the gene. If the 
gene score resulting from the formula is larger than 1, it is topped off at 1 as 
the maximal gene score can never be larger than 1. The default parameters of 
the method are forgetfulness 𝑓 = 0.995, reinforcement 𝑟 = 0.005 and 5000 
iterations. In general, the sum of forgetfulness and reinforcement should be 
close to 1 and the reinforcement should be small (smaller than 0.01). This 
because small values for forgetfulness or large values for reinforcement would 
make the algorithm prone to stochastic effects. Note that genes which are not 
part of any small subnetwork are assigned a value of zero for 
max
𝑠𝑛 ∈ 𝑆𝑁𝑔
𝑟𝑀𝐸𝑆(𝑠𝑛). 
In a final step we assign a rank to each gene that reflects to what extent a gene 
belongs to a mutual exclusivity pattern. Hereto we exploit the fact that genes 
belonging to a mutual exclusivity pattern tend to have a consistent increase in 
their gene score between iterations over time. Genes are ranked according to 
the maximal gene score they reach and in case of ties are based on how fast 
their score converges. 
SIMULATED DATA 
To assess the performance of SSA-ME we used simulated data. The set of true 
positive driver genes was defined first by creating a target mutually exclusive 
pattern which in biological terms corresponds to a driver pathway. The target 
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mutual exclusivity pattern was generated using a random walker with restart 
(5% restart chance) to select genes from the local network neighborhood of a 
randomly selected gene until 20 interactions have been visited in a high quality 
human reference network. This high quality human reference network was 
composed of HINT(Das & Yu 2012), Interactome (HI-II-14) (Rolland et al. 2014) 
and Reactome (Croft et al. 2014) interaction data. 
To mimic real tumor data, we counted the number of mutated genes present 
in each tumor sample in the TCGA 2012 study and assigned an equal number 
of alterations to random genes, thus conserving the distribution of mutated 
genes per sample. We added mutually exclusive mutations to genes present in 
the target pattern in 30 % of the samples. Each sample had 5% chance to also 
be mutated in any of the other genes belonging to the same mutual exclusivity 
pattern as we allowed for “soft” mutual exclusivity patterns which are non-
perfect across samples. 
To evaluate the robustness of the method with respect to the used reference 
network, multiple simulated datasets were analyzed for different degrees of 
connectedness in the high quality human reference network: highly 
underconnected (50% of the edges were deleted from the reference network), 
mildly underconnected (25% of the edges deleted), lowly underconnected 
(10% edges deleted), true network (i.e. the high quality human reference 
network), lowly overconnected (10% additional random edges added to the 
reference network), mildly overconnected (25% additional edges) and highly 
overconnected (50% additional edges). We generated 100 different simulated 
datasets per network and ran SSA-ME. Performance was measured by receiver 
operating characteristic (ROC) curves. 
To assess parameter sensitivity we tested the effect of using different 
parameter combinations on the performance. This included 400 simulations 
for all combinations of reinforcement 𝑟  (from 0.0005 to 0.0100 in steps of 
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0.0005) and forgetfulness 𝑓  (from 0.99 to 0.9995 in steps of 0.0005). 
Performance for each parameter combination was measured using the area 
under the curve (AUC). 
BREAST CANCER TCGA DATA  
The TCGA Breast Cancer (BRCA) data published in 2012(Cancer Genome Atlas 
Network 2012) was downloaded from https://tcga-
data.nci.nih.gov/docs/publications/brca_2012/. Level 2 files were used 
containing somatic mutations, RNA expression and copy number variations. 
Copy number alterations obtained from the original TCGA Breast cancer data 
were inferred with GISTIC(Beroukhim et al. 2007). In our analysis only genes in 
samples with high-level thresholds for amplifications/deletions and for which 
copy number alteration showed positive correlation with expression level 
were used. Priorization results were obtained by running SSA-ME on a non-
stringently filtered input set, consisting of all genes having at least one genetic 
alteration (mutation or amplification/deletion correlated with expression) in 
the dataset. As a high quality human reference network we compiled 
information data from HINT (Das & Yu 2012), Interactome (HI-II-14) (Rolland 
et al. 2014) and Reactome (Croft et al. 2014).  
Using the TCGA breast cancer data also allowed us to compare our results with 
the ones originally published by MEMo, a representative state-of-the-art 
method that searches for mutual exclusivity patterns using a reference 
network. To maximize the comparison, we ran our approach with the same 
reference network and with the same data as originally used by MEMo. This 
reference network is a non-curated reference network consisting of Reactome 
(Croft et al. 2014), Panther (Mi et al. 2010), KEGG (Kanehisa et al. 2008), INOH 
(Yamamoto et al. 2011) and interactions from non-curated sources (like high-
throughput derived protein–protein interactions, gene co-expression, protein 
domain interaction, GO annotations, and text-mined protein interactions) (Wu 
et al. 2010). Data were reproduced according to the description in the original 
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paper, i.e. only retaining genes that were altered in at least ten samples. To 
illustrate how prioritizations were not largely affected by omitting this 
stringent prefiltering we redid the analysis in the same setting but using the 
less filtered input described above. 
RESULTS 
SSA-ME IMPLEMENTATION 
To identify cancer drivers we develop SSA-ME (Small Subnetwork Analysis for 
mutual exclusivity), a method that searches for small subnetworks of the 
interaction network containing mutated genes that show a pattern of mutual 
exclusivity. SSA-ME reformulates the complex problem of finding the largest 
set of mutually exclusive genes into many independent and less complex sub-
problems. SSA-ME scores many small subnetworks for their potential to 
contain genes that belong to a mutual exclusivity pattern, instead of explicitly 
searching for the largest set of mutual exclusive genes. Using these small 
subnetwork scores in a reinforced learning framework allows prioritizing 
individual genes that are likely to belong to a mutual exclusivity pattern, 
without ever having to explicitly evaluate the largest set of mutually exclusive 
genes.  
The method is outlined in Figure 4.3. SSA-ME searches the local neighborhood 
around a set of predefined seed genes. In this case, the seed genes correspond 
to all genes mutated in at least one sample. In each iteration step of the 
algorithm, genes in the neighborhood of a seed gene are selected into a small 
subnetwork with a chance proportional to their gene scores (which are chosen 
to be uniformly distributed in the first iteration). These small subnetworks are 
subsequently scored based on the mutual exclusivity signal of the genes in 
each small subnetwork. Individual gene scores are updated proportional to the 
mutual exclusivity scores of the selected small subnetworks to which they 
belonged. Updating of the gene scores modifies the likelihood with which each 
gene will be selected in subsequent iteration steps. The iterative process 
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continues until the method converges to a solution or a maximum number of 
iterations is reached. The output of SSA-ME consists of an interactive network 
together with supporting files compatible with Cytoscape (Shannon et al. 
2003). 
PERFORMANCE ON SIMULATED DATA 
To evaluate the robustness of the method with respect to the used reference 
network, we applied SSA-ME on a simulated dataset in combination with a high 
quality human reference network (see Materials and Methods) and 
underconnected/overconnected versions of this reference network (with 
respectively 10%, 25% and 50% of the network edges being deleted or added). 
Per network, 100 simulations were performed. Each simulated dataset 
contained a target mutual exclusivity pattern consisting of maximally 20 genes 
interacting on the reference network that were mutated in 30% of the samples 
(see Materials and Methods).  
Applying SSA-ME on each simulated dataset resulted in a ranked gene list. The 
top x% of the gene list were considered as genes belonging to a mutual 
exclusivity pattern, whereas the remainder of the genes were considered not 
to exhibit mutual exclusivity. Performance was evaluated by plotting the 
sensitivity versus the specificity where the sensitivity is defined as the 
percentage of genes belonging to the target mutual exclusivity pattern that 
were retrieved amongst the x% highest ranked genes and the specificity, 
defined as the proportion of genes not present in the target pattern that were 
correctly classified as such. The results are shown in Figure 4.4A for the highest 
ranked genes as this is the range that is of biological relevance (correctly 
identifying positives). The full ROC plot and the sensitivity/PPV plots can be 
found in the Supp Figure C. 1. 
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Figure 4.3 Overview of SSA-ME. 
The input consists of a matrix containing genomic alterations (i.e. mutations or copy number 
alterations, among others) across patients (depicted as black tiles) and a human reference 
network. In a first initialization step, every gene which has at least one genomic alteration 
across all patients is selected as a seed gene (colored genes in the network). The gene scores 
(represented as the opacity of the genes in the networks) are uniformly set to a value of 0.5. 
In every subsequent iteration step, small subnetworks will be generated, starting at every 
seed gene. Every gene adjacent to the small subnetwork has a chance proportional to its 
score to be incorporated in the small subnetwork. When a certain size has been reached the 
small subnetwork generation will stop and a score for each selected small subnetwork will be 
calculated based on the mutually exclusivity pattern found within this small subnetwork. At 
the end of every iteration step these small subnetwork scores will be used to update gene 
scores, altering the chance of genes to be incorporated into the small subnetwork in 
subsequent iteration steps. Upon convergence it can be seen that a few genes have high 
scores while others have scores close to 0. Genes are ranked based on their gene scores which 
reflects their potential to belong to a mutual exclusivity pattern. 
 
Figure 4.4A indicates that the best performance is obtained using the 
reference network without added or deleted edges, as for the same relative 
increase in sensitivity less false positives are predicted (lower relative increase 
in 1-sensitivity). The method shows in general a high resilience of the results 
to using an overconnected network. In this case the method is capable of 
successfully prioritizing most of the mutually exclusive genes with a low 
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number of false positives (which is the range we envisage when only showing 
the values of the 1-specificty between 0 and 0.01). With an underconnected 
network the maximal sensitivity that can be reached will get restricted as some 
of the genes that show mutual exclusivity can no longer be connected in the 
network. 
To assess the sensitivity of the method versus its parameter settings we ran 
SSA-ME on the same simulated data each time using a different combination 
of the reinforcement and forgetfulness parameters. Hereby reinforcement 
values were varied from 0.0005 to 0.0100 in steps of 0.0005. Forgetfulness 
values varied from 0.99 to 0.9995 in steps of 0.0005. Note that values of the 
forgetfulness closer to 1 imply that less is ‘forgotten’ and values of 
reinforcement are consistently lower than the ones of the forgetfulness to 
ensure that only few true positives will be reinforced. For each parameter 
combination 10 simulated datasets were analyzed. The performance per 
parameter combination was assessed using the area under the ROC (Figure 
4.4B). In general a low performance is obtained if the forgetfulness is relatively 
low compared to the reinforcement. In those settings false positives might 
become reinforced relatively more than some weak or isolated true positives. 
However, in ranges where the forgetfulness is close to 1, the performance is 
more robust to the choice of the reinforcement value. Best performances were 
obtained on the diagonal where irrespective of their absolute values the sum 
of the values of 𝑟 and 𝑓 are close to each other 𝑟 + 𝑓 ≈ 1.  In most cases, a 
combination where the sum of the reinforcement and the forgetfulness is 
higher than one results in lower performances because then again the 
reinforcement becomes relatively high compared to the forgetfulness, 
resulting in relatively more false positives.  
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Figure 4.4 Performance on Simulated Data. 
Robustness of the predictions with respect to the used reference network. The X-axis 
represents 1-specificity and the Y-axis represents sensitivity. Underconnected networks lead 
to lower performance while overconnected networks result in similar, although lower, 
performance to when using the the true network. Note that, for clarity reasons, the range of 
the x-axis is restricted to [0, 0.01]. B) Heat map depicting parameter sensitivity. AUC values 
for every analyzed parameter pair are depicted. It can be seen that the best performance is 
achieved on the diagonal for combinations of reinforcement and forgetfulness of 1. C) Plot 
visualizing convergence and stability of convergence of gene scores. The X-axis represents 
the number of performed iterations, the Y-axis displays all genes in the reference network 
(black lines in the plot) and the Z-axis represents the gene scores. All genes start on the right 
side with a gene score of 0.5. Most of them converge fastly to 0 or 1. D) Plot showing linear 
time complexity of the algorithm with respect to the number of seed genes. Each dot on the 
plot represents the time to convergence of a separate run. Per tested number of seed genes, 
10 simulations were performed. Results were obtained by running the algorithm on one 
single processor Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz. 
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To show that the method converges to a stable solution, we ran it on one 
simulated dataset for 50.000 iterations. Figure 4.4C shows that the method 
exhibits a consistent behavior, i.e. after a gene obtains a high gene score, it will 
remain consistently high or vice versa. Furthermore this figure shows that the 
algorithm converges, provided a sufficient number of iterations have been 
performed.   
To analyze its complexity with respect to the number of seed genes, we ran 
SSA-ME on 10 different simulated dataset, each time using an increasing 
number of seed genes (ranging from 1 to 8000 genes). Datasets contained 
incrementally more added seed genes. Seed genes were added gradually 
according to the frequency with which they were found mutated in the 
different tumor samples, hereby assuming that the most frequently mutated 
genes are the ones that in a real setting would also be prioritized as the most 
promising seeds. These runs were repeated on 10 different simulated datasets. 
Results are visualized in Figure 4.4D and clearly show the linear complexity of 
the algorithm with respect to the number of seed genes. 
ANALYSIS OF THE TCGA BREAST CANCER DATA 
To test the biological relevance of the predictions we applied SSA-ME on the 
well-studied TCGA Breast Cancer 2012 dataset (Cancer Genome Atlas Network 
2012) using a high quality human reference network (see Materials and 
Methods). As seed genes we used all genes carrying somatic mutations or copy 
number alterations, provided the latter alterations also resulted in positively 
correlated expression values of those copy number altered genes. After 
running SSA-ME, genes were ranked according to their gene score and the 
highest ranked genes were prioritized as putative drivers. The cut-off on the 
ranked list was chosen so that, given a set of known cancer genes, a good 
trade-off between sensitivity and precision was obtained, i.e. we use the cut-
off so that a maximal sensitivity was obtained with a PPV higher than 80% 
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(Figure 4.5A). Note that the PPV represents a lower boundary on the actual 
number of true positive predictions as all genes not previously associated with 
cancer according to CGC (Futreal et al. 2004), Malacard (Rappaport et al. 2013) 
or NCG (An et al. 2015) are regarded as false positives. Applying SSA-ME on the 
TCGA BRCA 2012 dataset resulted in 49 genes being prioritized as potential 
breast cancer associated genes. Because of the nature of the method this 
prioritized gene list contains both putative drivers, but also  ‘linker genes’ that 
connect genes that are part of a mutual exclusivity pattern but that are not 
mutated themselves. These ‘linker genes’ are therefore no true drivers, but 
have driver potential as they were found in the network neighborhood of true 
drivers. 
 
Figure 4.5 Application of SSA.ME on TGCA Breast Cancer dataset. 
Determination of the number of genes to be prioritized as cancer drivers. Genes were ranked 
according to their gene score obtained with SSA.ME. The X-axis represents the number of 
genes in the list of prioritized genes obtained by setting a cut-off on the rank. The Y-axis 
represents the positive predictive value (PPV) for the genes present in each list that 
corresponds to a given rank threshold. At the chosen threshold (arrow) 49 potential cancer 
drivers were prioritized. B) Subnetwork obtained after using SSA.ME on the TGCA breast 
cancer dataset. Seed genes and network were as defined in the main text. Genes are 
represented by nodes. If the gene had been associated with cancer, this is indicated by the 
color of the database in which the association was described. Gray genes correspond to genes 
not present in the Census of Cancer Genes, Malacard or the Network of Cancer Genes 
database.  The size of the node reflects the number of samples in which a gene was found 
mutated. 
 
Detection of cancer driving genes using mutual exclusivity 
 
 
96 
The subnetwork in Figure 4.5 displays the 49 prioritized genes and all edges in 
the reference network connecting them. Most of these genes (40 out of 49) 
have previously been associated with either breast cancer or cancer in general 
(Appendix C Table 1). 5 genes of those 40 were selected as ‘linker genes’ (i.e. 
they did not display alterations in the breast cancer dataset), but have been 
associated with other cancer types (i.e., CDC42, CDKN1A, RAC1, GSK3B and 
CTNNB). This indicates linker genes are potential cancer drivers.   
Of all 49 predictions, 9 genes were not previously associated with breast 
cancer in Malacards (Rappaport et al. 2013), or associated with cancer in 
general by the Cancer Gene Census (Futreal et al. 2004) or Network of Cancer 
Genes(An et al. 2015) (CCNB1, CRK, GAB2, IKBKB, MCL1, NFYC, TK1, VAV2 and 
UFD1L). Of those genes, two were selected as ‘linker genes’ (CRK and TK1). Of 
the remaining 7 genes, 4 were missed by previous analyses on the same TCGA 
breast cancer dataset because they were mutated in less than 2% of the 
samples and therefore did not pass the filtering strategies commonly applied 
prior to the driver analysis (i.e. VAV2, UFD1L, NFYC, and CCNB1). The genes 
IKBKB, MCL1 and GAB2 pass the filtering criteria used by previous methods. Of 
those IKBKB was also detected in the original TCGA analysis, reported to belong 
to a pattern of mutual exclusive genes based on the MEMo analysis, whereas 
MCL1 and GAB2 were not. 
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Figure 4.6 CADD scores analysis of selected genes. 
A) CADD score distribution of mutations of the unselected set (left histogram), the positive 
set (middle histogram) and the set containing the mutations in the novel predicted driver 
genes (right histogram). The X-axis depicts the CADD score and the Y-axis depicts the 
frequency of mutations having a CADD score within a certain range. B) Positioning of the 
mutations found in the TCGA Pan-Cancer dataset along the CCNB1 and MCL1 gene loci. Only 
a subset of copy number aberrations are included in this representation for MCL1. Figure 
obtained with MAGi. C) Copy number aberrations observed in the MCL1 gene in the TCGA 
Pan-Cancer dataset. Figure obtained with MAGi (M. D. M. Leiserson, Gramazio, et al. 2015). 
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We could show that the mutations carried by the 49 prioritized genes and 
by the set of 9 cancer related genes not previously reported in cancer 
reference databases followed a CADD (Kircher et al. 2014) score distribution 
significantly different from the CADD score distribution of mutations in non- 
cancer related genes (Figure 4.6A), pointing towards the functional 
relevance of at least some of the mutations carried by the predicted drivers. 
In addition, we could find clear associations for the novel predictions with 
cancer in literature (see Appendix C). Although at least visually for some of 
these driver candidates, the mutations they carry seem to cluster at the 
same genomic positions (Figure 4.6B and Figure 2S), none of them scores 
highly significant for clustering of their mutations according to the results 
provided in the pan-cancer analysis(Cancer Genome Atlas Research 
Network et al. 2013) or the results we obtained by running SomInaClust (Van 
den Eynden et al. 2015) (see Appendix C). This indicates that indeed without 
using network-based information, it would be difficult to prioritize these 
rarely mutated genes. 
COMPARISON WITH TCGA ANALYSIS 
We compared the previously obtained predictions(Cancer Genome Atlas 
Network 2012) of MEMo, with our predictions. To maximize comparability 
between our results and those of MEMo on the same TCGA dataset, we 
reproduced the same filtering approach and network of the original breast 
cancer study and ran SSA-ME (see Materials and Methods).  
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Figure 4.7 Comparison between SSA.ME and MEMo. 
Prioritized driver networks obtained by MEMo as retrieved from the original mutually 
exclusive modules outlined in the breast cancer TCGA paper (Panel A), obtained by SSA.ME 
using the filtered data (Panel B), and using the non-filtered data as input (Panel D). Genes are 
represented as nodes. Colors refer to the databases in which associations of the indicated 
genes with breast cancer or cancer have been described. Gray genes were not found to be 
associated with breast cancer/cancer according to the used reference databases. Panel C and 
E represent the PPV analysis of results obtained by applying SSA.ME on respectively the 
filtered and non-filtered datasets. Y-axis represents the PPV according to the reference 
databases. X-axis represents the number of genes in lists of prioritized genes of increasing 
order. Sizes of gene lists were determined by ranking genes according to their gene scores 
and counting the number of genes with a rank lower than a given threshold. Arrows indicate 
the thresholds that were chosen to select the genes in the represented networks. We choose 
the threshold on the ranked list so that a good trade-off between sensitivity and precision 
was obtained given a set of known cancer genes, i.e. we use the cut-off so that a maximal 
sensitivity was obtained with a PPV higher than 80%. 
 
Because of the high similarity of the mutual exclusivity patterns detected by 
MEMo in the original paper (patterns consisting of maximally 8 genes that 
varied in most cases in no more than one gene), we collapsed the 23 genes of 
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all patterns and depicted them as a network (Figure 4.7A).  The subnetwork 
obtained by SSA-ME using the same filtered dataset consists of 33 genes 
(applying the same cut-off criteria as mentioned above) of which 18 were also 
found in the MEMo network (Figure 4.7B). 5 genes retrieved by MEMo were 
not detected by SSA-ME (NBN, CHECK2 and MDM4) as they were no longer 
present in the filtered list we used as input, whereas they must have been 
present in the original input of MEMo: in contrast to what has been described 
in the original TGCA paper we found these genes to be mutated in less than 2 
samples and therefore removed them from our analysis. The score of ATM just 
fell below the chosen threshold (it ranked 36 with SSA-ME and the cut-off we 
used was set at 33) and was therefore also missing from our prioritization. 
ATK3 was truly missed in our analysis as the small subnetworks to which it 
belonged never received consistently high scores during subsequent iteration 
steps.  
On the other hand we found 10 additional genes that were not retrieved by 
MEMo (of these, 4 were also found using the high quality network in the 
analysis described above: AR, STAT3, RPS6KB1 and GAB2). Some of the 
additional genes had previously been associated to breast cancer (AR and 
ESR1) or to cancer in general (MUC4 and CCDN1).  The reason why we detect 
more genes than MEMo is partially due to the choice on the cut-off, but also 
because of the inherent differences in selection criteria between the methods: 
first, our method only requires that the selected genes are members of the 
local neighborhood of genes that exhibit a mutual exclusivity pattern across 
patients. Second, our method does not require stringent filtering which leaves 
the possibility of selecting rarely mutated genes. 
These results thus show that SSA-ME is able to reproduce largely the same 
results as MEMo, provided the same input data are used or said otherwise 
genes that are highly ranked by MEMo are also highly ranked by our method. 
The discrepancies between the number of driver genes detected in this 
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comparative analysis and the one above are due to the differences in the used 
networks. Above we choose to use a higher quality human network to reduce 
the possibility of including false positive interactions, whereas here we used 
the more connected interaction network used in the original TCGA dataset.  
As shown above, the advantage of SSA-ME is that because of its reduced 
computational complexity it does not require stringent prior filtering of the 
data and therefore can also predict cancer drivers that are, for instance, 
infrequently mutated across the different samples. One could argue that not 
filtering the data can deteriorate the results as having more potentially false 
positives in the input list could dilute the true signals in the data and prevent 
the method from finding these true positives. To prove this is not happening 
we also applied SSA-ME on the less filtered data using the same reference 
network as in the original TCGA paper (Cancer Genome Atlas Network 2012). 
Less filtered data here correspond to all genes having at least one genomic 
alteration (5641 genes). Applying SSA-ME to these data and applying the same 
criteria to set the cut-off as mentioned above resulted in a driver network of 
44 genes being selected from a total 5641 of genes (Figure 4.7D). For 
comparison, with the filtered input set, 33 genes were prioritized out of the 
237 using the same heuristics to set the cut-off on the size of the prioritized 
gene lists. Assuming that filtering already prioritizes the most frequently 
mutated genes and thus the most promising candidates, we can argue that the 
list obtained with the filtered input is the most reliable.  Remarkably, of the 33 
genes prioritized with the filtered input, 27 also occurred amongst the 44 
genes prioritized with the unfiltered set. This indicates that despite the much 
larger number of input genes, the presumably true signals in the data are still 
best recovered and, compared to the much larger input that was used only 
relatively few additional candidates are prioritized. Not relying on pre-filtering 
in contrast offers the additional advantage of also recovering candidates that 
would not have passed the standard used stringent filtering criteria.   
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DISCUSSION 
We introduce SSA, a small subnetwork analysis technique with reinforced 
learning which solves a complex combinatorial search over an interaction 
network by calculating measures for mutual exclusivity in many small 
subnetworks of the interaction network. The method can be generically 
applied to any problem in which local neighborhoods in a network hold useful 
information. 
Here we applied SSA to prioritize cancer driver genes that are located in each 
other’s neighborhood on the interaction network and of which the genetic 
alterations display patterns of mutual exclusivity across different tumor 
samples (referred to as SSA-ME). To overcome the inherent high algorithmic 
complexity posed by its combinatorial nature, the problem of identifying 
drivers is iteratively solved and in each iteration multiple small subnetworks 
are independently analyzed. All results of these small subnetwork analyses are 
used in subsequent steps to bias the search space. The advantage of splitting 
the complex problem into multiple less complex problems, is that SSA-ME is 
not restricted by the number of mutated genes in the input data. As such by 
circumventing the stringent filtering strategy that is required by most other 
methods to enable the search for mutual exclusivity, SSA-ME can identify 
drivers carrying rare mutations and is able to identify genes based on relatively 
small-sized tumor cohorts of which the genetic variants cannot be pre-filtered 
based on the mutation frequency across samples.  
Because we never explicitly evaluate the largest set of mutual exclusive genes 
in the interaction network, the prioritized mutated genes are not guaranteed 
to be all mutually exclusive or to all belong the same network neighborhood. 
SSA-ME rather prioritizes genes that belong to local mutual exclusivity 
patterns. If one would be interested in finding the largest set of mutual 
exclusive genes or independent modules, the prioritized gene list would suffice 
as input for de novo discovery methods for mutual exclusivity, such as Dendrix, 
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Multidendrix or CoMEt. However, given the incompleteness of the interaction 
network and the biology of clonal systems, imposing too strong global 
constrains, e.g. requiring that all genes belonging to a mutual exclusivity 
pattern should also all be closely connected in the network, might reduce the 
number of selected potential driver genes. This because patterns of mutual 
exclusivity can be broken because genes belonging to a specific pattern can be 
unconnected in the interaction network due to missing interactomics data. In 
addition, if mutations trigger different adaptive pathways that are, when 
occurring in the same tumor, synthetically lethal, the genes carrying the 
mutually exclusive mutations would belong to different local regions in the 
interaction network (incompatible pathways) that cannot co-occur in the same 
tumor.  
We showed that the results obtained by SSA-ME were largely consistent with 
those obtained by MEMo on the same TCGA 2012 dataset(Cancer Genome 
Atlas Network 2012) and that the use of a stringently versus an non-stringently 
filtered input set did not deteriorate the quality of those findings. By applying 
on the same breast cancer dataset SSA-ME with mutational data that were not 
a priori filtered based on recurrence across samples, we could show the 
potential of the method in discovering rarely mutated driver genes. In addition 
to drivers reported in well-known databases, our method prioritized an 
additional 9 drivers, not yet covered by conventional cancer databases. Several 
of these additional drivers were found to be infrequently mutated in the breast 
cancer and pan-cancer datasets and therefore have been missed by statistical 
prioritization methods that rely on recurrence of mutations across different 
tumors.  
Conclusively, SSA-ME allows exploiting network connectivity and mutual 
exclusivity to identify drivers. Because of its computational efficiency, it can be 
used without relying on filtering non-recurrent alterations and as such allows 
for the detection of infrequently mutated drivers.  
Detection of cancer driving genes using mutual exclusivity 
 
 
104 
 
Conclusions and perspectives 
 
105 
Chaper 5. CONCLUSIONS AND PERSPECTIVES 
 
CONCLUSIONS 
This is thesis is a compilation of bioinformatics methods developed in the last 
four years capable of using different scenarios and predictions made by 
selection to search for marks left in the DNA to accomplish their specific goals.  
Detection of QTLs is widely used in industry and research to pinpoint genomic 
loci that control traits of interest. These methods are used in biotechnology for 
food production (Takagi et al. 2015; Abe et al. 2012) and the biofuel industry 
(Meijnen et al. 2016; Wenger et al. 2010; Pais et al. 2013), among others. With 
EXPLoRA, we were able to use the linkage disequilibrium expected of sexually 
reproducing populations under selection to obtain a smaller and more defined 
QTLs. The method was able to work on difficult settings like having a small 
number of successful individuals because of very stringent selection and to 
also detect not very strong effects. As QTL detection is a mandatory step in 
several areas of research, we also provided an easy to use, user friendly and 
accessible web server able to perform the analysis. Something that is not yet 
accomplished is a more seamless integration with different pipelines of data 
generation and those downstream analysis made possible by the identification 
of QTL for gene prioritization. 
Trying to decipher the evolutionary trajectory of a population have always 
been an important aspect of biology. Some methods look at this problem at 
the level of species or distant relatives and propose phylogenetic trees where 
the evolution can be seen. Several tools exists to analyze quasispecies of virus 
after infection (Giallonardo et al. 2014; Töpfer et al. 2014; Zagordi et al. 2011; 
Huang et al. 2011; Prabhakaran et al. 2013), in which several subpopulations 
become common and start competing between them in clonal interference. 
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But there were no methods capable to solve this problem for bacteria, 
organisms with clonal reproduction and a relatively low mutation rate. 
EVORhA was built under the expectation that once a fitness increasing 
mutation occurs, it will happen over a genomic background possessing several 
hitchhiking mutations that will become prominent due to the lack of 
recombination. And those mutations, as group can be detected. Additionally, 
the method possess some features that can be adapted to improve or build 
new tools used in similar fields: the use of codon information, the unbound 
length of windows. The type of analysis performed by EVORhA open several 
possibilities to further study and understand mixed infections, metagenomics 
samples and evolutionary dynamics.  
The analysis of biological networks is a great tool to interpret high-throughput 
data. With the advent of larger quantities of data it becomes imperative to 
propose algorithms that scale with the amount of data. Many problems in 
bioinformatics suffer from a high computational complexity, which make its 
use cumbersome and resource intensive even for small problems. In most 
network analysis tools is difficult to couple the computational calculations in a 
biological network (be it the shortest paths, diffusion, similarity matrices, or 
any other method) to the biology underneath. For these reasons, we 
introduced SSA to solve some of the problems that could benefit with the use 
of a biological network. SSA is an algorithm of linear complexity that can be 
used to evaluate different biological questions when the answer can be found 
partially in close proximity to the causal genes. To test the SSA framework we 
searched for driver genes in cancer using mutual exclusivity as its driving force. 
We expect the framework to be relevant for other complex problems as it is 
capable to process large datasets in polynomial time and its intuitive 
implementation. 
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PERSPECTIVES 
QTL analysis is a widely used technique that have changed with the appearance 
of new technologies and new research fields. QTL finding remains a mayor 
challenge in genetics. Understanding the genetic basis of variation of 
quantitative traits not only help us to make use of those genetic differences in 
biotechnological applications but also to gain insights about the underlying 
genetic architecture of the traits (Mackay et al. 2009). Additionally, QTL 
analysis have been adapted to new technologies. For example the use of 
expression as a phenotype (eQTL) or protein levels as a phenotype (pQTL), 
among other phenotypes of interest have shown the potential of QTL as a basic 
concept of genetics (Albert & Kruglyak 2015). The future of QTL mapping hold 
great challenges like the detection of epistatic interactions of small effect loci, 
or detecting QTLs whose effect dependent on the environment. With the work 
of this thesis we provided tools capable of higher precision for detecting QTLs 
and, no only better in performance, but also tools that are easier to use and 
more reachable. DNA sequencing data is more pervasive every day, there is a 
need for biologists to use more advanced bioinformatics tools as more data is 
available but also a need for bioinformatics to make more easily accessible and 
usable methods. We need to meet half-way. 
Analyses of populations and evolutionary dynamics depend on understanding 
and knowing the composition of the population under study.  Fast adapting 
clonal populations are genetically diverse and far from homogeneous. This is a 
feature observed in viruses, bacteria and cancer. It is common to observe 
infections or tumors that become resistant to drugs by natural selection 
(Beerenwinkel et al. 2012; Yates & Campbell 2012; Eyre et al. 2013). Before the 
drug treatment populations are genetically diverse with few drug resistant 
individuals that struggle to compete with the rest of the population. Once the 
drug is administered, those individuals resistant to the drug have a selective 
advantage in the new drug filled environment and take over it. In this thesis 
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we made advancements related to the study of bacterial populations. Further 
research will be necessary to understand and analyze the interplay between 
the different sub-populations and how it affects the population dynamics in 
time.  
With Every passing day more complex biological questions are being asked. 
Biological network methods have been used in many ways to answer these 
questions. In this endeavor the bioinformatics community have used diffusion 
methods (Verbeke et al. 2015; M. D. M. Leiserson, Vandin, et al. 2015), shortest 
paths methods (De Maeyer et al. 2013) and identification of network motifs 
(Yeger-Lotem et al. 2004; Alon 2007), among others. A common difficulty in 
network analysis is how to interpret a graph algorithm result as a biological 
explanation, e.g. how to biologically interpret a dijkstra minimum spanning 
tree. Additionally, network methods that want to solve problems that are 
difficult to interpret using any graph algorithm (e.g. mutual exclusivity) possess 
a high algorithmic complexity, therefore are not scalable to large datasets. 
With the work presented in this thesis we have provided a framework that use 
biological networks and is capable of scalable solutions for problems that 
cannot (or at least are very difficult to) be translated into known algorithms or 
graph properties. With the proposed framework, answering a complex 
biological question is transformed into finding an evaluation function that 
score small subnetworks for how well they fit what the problem is looking for.   
FUTURE WORK 
INTEGRATION OF EXPLORA-WEB WITH NETWORK BASED ANALYSES 
After detecting QTLs it is normally necessary to use some kind of gene 
prioritization technique. QTLs normally encompass genomic regions spanning 
several genes and is not experimentally feasible to test all these genes. 
EXPLoRA could be seamlessly integrated with gene prioritization tools. These 
tools could make use of additional omics data produced in the experiment. The 
combination of EXPLoRA with other tools developed in our group like PheNetic 
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(De Maeyer et al. 2013) or SSA (Pulido-Tamayo et al. 2015) in a user friendly 
and straight manner will increase the usability of the complete pipeline and 
therefore increase the usage of the tools than what would be accomplished if 
the tools were to be presented independently. 
EVOLUTIONARY TRAJECTORIES USING TIME RESOLUTION 
EVORhA is a tool capable to reconstruct the population structure using deep 
sequencing data of bacterial pooled sequenced samples. An interesting next 
research step is to not only analyze the information per time point as 
independent but to use the samples from different time points to take better 
decisions and reconstruct with greater quality the evolutionary dynamics of 
the population.  
USING SSA FOR MORE COMPLEX TASKS 
SSA can be used for different problems that could be solved by evaluating the 
local neighborhood in a protein interaction network. 
FINDING MARKS OF POSITIVE SELECTION 
Finding marks of positive selection in genes to determine cancer genes is a very 
active field of research (Gonzalez-Perez & Lopez-Bigas 2012; Van den Eynden 
et al. 2015; Lawrence et al. 2013). All current methods analyses mutation on a 
gene level. To our knowledge only one have extrapolated their analysis to the 
level of known cancer pathways (Gonzalez-Perez & Lopez-Bigas 2012) and the 
results of this kind of analysis are not highly valuable as those pathways are 
already known. 
We propose to use SSA by scoring subnetworks by using deleteriousness scores 
like CADD (Kircher et al. 2014) to search for driver cancer genes that show 
certain mutation signatures concordant to the known cancer genes.  
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FINDING EPISTASIS IN QTLS 
QTL analysis are used on a daily basis for industry and medical applications to 
find genes responsible of almost any phenotype of interest, e.g. ethanol 
resistance for beer and biofuel industries, biomass production for bio-energy 
companies, meat production for the cattle industry, hypertension 
susceptibility experiments, etc.  
We can use SSA to evaluate in conjunction to the information from linkage 
disequilibrium, the information available in protein interaction networks. We 
will need to define a subnetwork evaluation score to find alleles that show an 
insignificant effect on the phenotype if they are analyzed independently, but 
show an important effect if they are analyzed in conjunction. The algorithm 
could be used to detect QTLs related to bio-ethanol production in 
saccharomyces cerevisiae and biomass production in Arabidopsis Thaliana. 
Curriculum 
 
111 
CURRICULUM 
 
Sergio Pulido Tamayo was born in Medellín (Colombia) on March 18th, 1982. 
In 1999 he started his education in EAFIT University and received his bachelor 
degree in Computer Science in 2005. As bachelor student he did his first 
activities as a researcher while doing a one year internship in the Institute for 
Human and Machine Cognition (IHMC), USA in 2003. After his bachelor degree 
he worked for a couple of software companies developing products and 
services for insurance, banking and finance companies. His interest in biology 
and evolution led him to start a master in bioinformatics at KU Leuven in 2010. 
He is currently doing a joint PhD in UGent and KU Leuven, developing 
computational methods for systems biology by combining advanced statistical 
and modeling techniques with evolutionary assumptions.  
Supplementary data Chapter 2 
 
113 
Appendix A. SUPPLEMENTARY DATA CHAPTER 2 
 
 
Supp Figure A. 1 Average scaled linkage score at the causal site reported by the method of 
Magwene et al. as a function of the coverage and noise levels 
(panel A) and low (panel B) noise levels. Raw values of the G’ statistics at the causal 
site (G’causal) were scaled taking into the maximum (G’max) and minimum (G’min) G’s values from 
the entire artificial chromosome according to the following formula: G’scaled = (G’causal – 
G’min)/(G’max – G’min). Reported values correspond to the average of 100 repetitions.  
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Supp Figure A. 2 Comparison with the state-of-the-art. 
The recovery rate (panel A), average size of the linked region (panel B) and number of falsely 
predicted regions (Panel C) under high (left sided plots) and low (right sided plots) noise 
levels were assessed for EXPLoRA and the method of Magwene et al. For the method of 
Magwene et al. [7] the less stringent correction for multiple testing, which does not take into 
account dependency between tests, was used. 
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Appendix B. SUPPLEMENTARY DATA CHAPTER 3 
 
 
Supp Figure B. 1 Inferring template haplotypes and performing error correction at the local scale. 
The example population consists of three haplotypes (A: Green at 55%, Blue at 30% and Purple 
at 15%). Reads obtained from sequencing this population were mapped to a reference genomic 
region (Black), allowing the detection of polymorphic sites. To differentiate true variants from 
sequencing errors in a window (B), a set of template haplotypes is defined from those reads that 
fully cover the window (indicated in respectively lighter green, blue, purple and grey). For each 
template haplotype a support (C) is calculated using 1) the reads that fully overlap with the 
window (i.e. base support, hereby assuming a perfect base call accuracy for simplification 
purposes, i.e. 𝑤(𝑟) = 1) , but also using 2) all remaining reads that partially overlap with the 
window and that are consistent with the template haplotypes (i.e. additional support). These 
partially overlapping reads give an additional support to each template haplotype with which 
they are consistent, proportional to the base support of each template haplotype. In the 
example represented here, the three yellow reads match to the green, blue and grey haplotypes 
(as they do not contain a mutation in SNP1). Each yellow read gives additional support to all 
consistent template haplotypes, taking into account the base support of the matching 
haplotypes e.g. 8 is the base support of the green haplotype, 4 is the base support of the blue 
and 1 of the grey, see figure insets B and C. The sum of the haplotypes base supports matching 
the yellow reads is 13. Therefore, the contribution of each yellow read to the additional support 
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of the matching haplotypes is calculated as follows: 8/13 for green, 4/13 for blue and 1/13 for 
grey. Only template haplotypes with a sufficient total support will be maintained for further 
analysis, hereby assuming that erroneous template haplotypes that are the result of a 
sequencing error will not have sufficient total support. In the example, the grey template ends 
up with a total support of 1.42 (1 base support + 3 yellow reads that each gives 1/13 additional 
support + 2 pink reads that each gives 1/11 additional support) while the other haplotypes 
obtain a much larger total support: 3.96 for purple (2 base support + 1 partially overlapping read 
only consistent to the purple template + 3 magenta reads with 2/11 additional support each + 2 
pink reads with 2/11 additional support), 9.93 for blue (4 base support + 5 additional support 
from reads with partial overlap consistent only to the blue template + 3 yellow reads with 4/13 
additional support each) and 17.70 for green (8 base support + 4 partially overlapping reads 
consistent only to this template + 3 yellow reads with 8/13 additional support each + 3 magenta 
reads with 8/10 additional support each + 2 pink reads with 8/11 additional support each). 
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Supp Figure B. 2 Window extension procedure 
In the example four windows contain reads from the sequencing of a population of three 
haplotypes (green, blue and purple). These windows can be extended because they have 
polymorphisms in their read overlap. EVORhA choses a seed window to start the window 
extension (say, Window 2). Window 2 is extended with its flanking windows (window 1 and 
window 3) starting by the one on the left. Groups are declared by combining template 
haplotypes from both windows that share the same unique combination of polymorphisms 
in the overlap region of the windows. In this case (B) there are two groups: template 
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haplotypes belonging to group 1 share the SNP in their overlap region, whereas those of 
group 2 share “not having the SNP”. The goal of the extension is to find within a group the 
best concatenation of template haplotypes from respectively the first and second window to 
generate an extended haplotype, where ‘best’ is defined in terms of matching frequencies 
and shared polymorphisms. (A) A toy example of an extension is given below: we start by 
joining window 1 and 2 (B), in which two groups can be distinguished. The extension is 
performed for each group separately. This is an example of two straightforward extensions 
as group 1 only contains exactly one template haplotype in either window, whereas group 2 
only contains one haplotype in window 1. For both groups the extension consists of 
concatenating the template haplotypes of the flanking windows. The extended haplotypes 
belong to an artificial window referred to as Concatenated Window 1 (C), which will be 
further extended with window 3 (D). Again, the template haplotypes are separated in two 
groups, a group containing the template haplotypes that share the SNP (group 1) and those 
without the SNP (group 2) in their overlap region. The extension of group 1 is again 
straightforward and a concatenation is sufficient. For group 2 the extension is ambiguous (E) 
as the concatenation can result either in the true haplotypes or a chimera. To solve this, an 
Expectation Maximization algorithm is used to find which concatenation is the most likely 
based on the frequencies of the template haplotypes within a group. So, we assume that a 
template haplotype in a window will have a more similar frequency with its true counterpart 
in the flanking window than with any other template haplotype in the same flanking window. 
In the next extension, when extending using window 4, we can only divide the haplotypes 
into a high complexity extendable group where many more combinations are possible. The 
window overlap information here becomes null as all haplotypes share the same mutations. 
The responsibility of the EM is to find the most likely way to concatenate the haplotypes 
based on the haplotype frequencies in the group. 
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Supp Figure B. 3 Figure 3S. Frequency analysis 
Four genome-wide haplotypes were simulated, occurring at a frequency of respectively 10%, 
20%, 30% and 40% in a given population. Pooled sequence data were simulated and the 
frequency with which ‘extended haplotypes’ were detected in each concatenated window 
was recorded. The histogram displays the number of extended haplotypes (Y-axis) that occur 
at a given frequency (X-axis). This histogram shows how several extended haplotypes, here 
referred to as haplotype sets occur at approximately the same frequency. The simulation 
shows that the distribution of the frequency at which extended haplotypes sets occur can be 
modelled by six independent Gaussian distributions. Four of these Gaussians correspond to 
haplotype sets containing polymorphisms unique to each of the respective simulated 
genome-wide haplotypes (blue, purple, yellow and cyan), whereas the two Gaussians 
observed at higher frequencies correspond to haplotype sets containing polymorphisms 
shared by several genome-wide haplotypes (orange and red). The goal of the frequency 
analysis is to determine a mixture model of Gaussian distributions that optimally describes 
the observed frequencies at which the haplotype sets occur. Extended haplotypes belonging 
to the same set likely belong to the same ‘genome-wide haplotype’ provided they do not 
contain any conflicting polymorphisms at the same polymorphic site. The haplotype sets are 
subsequently used to infer genome-wide haplotypes, hereby assuming that for each 
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considered haplotype set a combination of haplotype sets might exist, occurring at a 
frequency lower than the frequency of the considered haplotype set and for which the sum 
of these respective frequencies equals the frequency of the haplotype set under 
consideration e.g. the orange haplotype set frequency is the sum of the cyan and purple 
frequencies. 
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Appendix C. SUPPLEMENTARY DATA CHAPTER 4 
 
LITERATURE BASED EVIDENCE FOR NEWLY PREDICTED CANCER 
DRIVERS 
Constitutive expression of IKBKB (IKKβ) has been identified in tumors of 
epithelial origin, including breast cancer. In addition IKKβ signaling has in 
ovarian cancer been shown to regulate the transcription of genes involved in 
a wide range of cellular effects known to increase the aggressive nature of the 
cells(Hernandez et al. 2010). 
Of the genes we prioritized both GAB2 and PAK1 belong to the same amplicon 
as the well-known breast cancer driver CCND1(Hennessy et al. 2006). 
However, because it cannot be excluded that possibly more genes in the same 
amplicon are causal to cancer and because CCND1, GAB2, and PAK1 each show 
a strong mutual exclusivity with a subset of selected genes closely located in 
the network, but not between themselves, each of them might act 
independently from one another as a true driver.  Whereas both CCND1, a 
regulatory protein involved in mitosis, and PAK1, a protein belonging to the 
family of serine/threonine p21-activating kinases that are involved in 
cytoskeleton reorganization and nuclear signaling, have been reported in at 
least one of the cancer related databases, GAB2 has not. GAB2 was in our 
analysis prioritized because of its mutual exclusivity and close network 
connectivity with amongst others PIK3CA. In addition, the mutations within 
GAB2 have high CADD(Kircher et al. 2014) scores in breast cancer. GAB2 is a 
scaffolding adapter protein that transduces cellular signals between receptors 
(tyrosine kinase receptors) and intracellular downstream effectors (PI3K, 
SpH2) and is required for efficient ErbB2-driven mammary tumorigenesis and 
metastatic spread by acting downstream of ErbB2(Ding et al. 2015; Bocanegra 
et al. 2010). Interestingly, it was also shown that a focal amplification of GAB2 
independent of CCND1 in breast tumors, contributes to diverse oncogenic 
phenotypes in breast cancer by  activating amongst others the PI3K pathway, 
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further confirming its role as primary driver in breast cancer(Bocanegra et al. 
2010).  
 
MCL1 is involved in apoptosis modulation and signaling(Rückert et al. 2010). It 
is mainly altered by copy number alterations in both the breast cancer and 
pan-cancer datasets. MCL1 carries CNVs in 133 samples belonging to different 
cancer types, amongst which also breast cancer. It has been associated with a 
number of cancers because of its involvement in the regulation of apoptosis 
versus cell survival(Ertel et al. 2013).  
VAV2, is a protein, known to be abundantly expressed in human breast cancer 
cells. Vav2 is involved in altering cell shape and migration by triggering 
cytoskeleton changes through affecting the activity of Rho family GTPases 
(Rho, RhoG, Rac, Cdc42)(Barrio-Real & Kazanietz 2012; Jones et al. 2013). As 
such it has been associated with metastasis in breast cancer.  
INDEPENDENT VALIDATION OF THE PREDICTED DRIVERS 
As an independent evaluation of the predicted cancer related genes, we tested 
to what extent these genes were enriched in carrying mutations with a likely 
phenotypic impact.  We hereby assumed that mutations in true drivers are 
more likely to carry mutations with a phenotypic impact. To this end, we used 
previously described CADD scores, which measure the deleteriousness of 
mutations(Kircher et al. 2014). CADD scores were downloaded from 
http://cadd.gs.washington.edu/ version 1.3. Figure 4.6A shows the empirical 
distribution of the CADD scores of the mutations (SNVs) present in 6 out of the 
9 novel prioritized genes (TK1 and CRK were excluded because they do not 
contain any mutations, whereas MCL1 was excluded because it contains CNVs 
only). As a positive and negative reference, we also show the CADD score 
distribution of respectively the mutations in the 40 prioritized genes previously 
associated with cancer and of a set containing all mutations. Mutations in the 
positive reference set have on average higher CADD scores than the ones in 
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the negative reference set (p = 2,2*10-16 using a two-sample Wilcoxon rank 
sum test), indicating that for true positive drivers indeed we can expect higher 
CADD scores. The mutations of the set of novel predictions had on average 
significantly higher CADD scores than the mutations in the genes of the 
negative reference set (p = 0.004735 using a two-sample Wilcoxon rank sum 
test), indicating the putative functionality of these mutations. More 
specifically, out of the 6 potential novel driver genes which have at least one 
mutation, 5 genes have at least one mutation with a CADD score exceeding the 
80% highest score of the negative reference (set containing all observed 
mutations). Appendix C Table 2 provides a list of all mutations present in these 
novel predicted driver genes together with their CADD scores. 
Because the number of mutations in the genes we prioritized were rare, we 
also, to further back up their putative role in driving cancer, assessed to what 
extent each of these prioritized drivers were found mutated in the larger TCGA 
Pan-Cancer dataset(Cancer Genome Atlas Research Network et al. 2013) and 
how, if available, the retrieved mutations were distributed along the genomic 
positions of these genes. Pan-Cancer analysis was performed using MAGI(M. 
D. M. Leiserson, Gramazio, et al. 2015) for the visual examination, and 
SomInaClust(Van den Eynden et al. 2015) for detecting clustering of mutations 
as a signal of positive selection. Pan-cancer data containing information for 12 
tumor types and 3281 tumors samples was download from Synapse 
(syn1710680). 
Results of the genomic clustering are visualized on Supp Figure C. 2 and in 
Figure 4.6B for two representative candidates.  Although at least visually for 
some of these driver candidates, the mutations they carry seem to cluster at 
the same genomic positions, none of them scores highly ‘significant’ for 
clustering of their mutations according to the results provided in the pan-
cancer analysis(Cancer Genome Atlas Research Network et al. 2013) or the 
results we obtained by running SomInaClust(Van den Eynden et al. 2015). This 
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is to be expected as the p-values to prioritize drivers based on the clustering 
of their mutations requires a rather high power which is difficult to obtain for 
these rarely mutated genes. Note, however, that we prioritized these genes 
not because of their genomic clustering, but because they consistently 
displayed a mutual exclusivity pattern with other mutated genes located in 
their network neighborhood. 
Table 1 Overview of the 49 prioritized drivers and their previous associations with cancer: 
Columns indicate true positive sets (CGC, Malacards or NCG). 
Rank GeneSymbol Malacard CGC NCG 
1 PIK3CA TRUE TRUE TRUE 
2 TP53 TRUE TRUE TRUE 
3 MYC TRUE TRUE TRUE 
4 CCND1 TRUE TRUE TRUE 
5 ERBB2 TRUE TRUE TRUE 
6 AKT1 TRUE TRUE TRUE 
7 PTEN TRUE TRUE TRUE 
8 CDH1 TRUE TRUE TRUE 
9 STAT3 TRUE TRUE TRUE 
10 MYB TRUE TRUE TRUE 
11 EGFR TRUE TRUE TRUE 
12 MDM2 TRUE TRUE TRUE 
13 BRCA1 TRUE TRUE TRUE 
14 ATM TRUE TRUE TRUE 
15 JUN TRUE TRUE TRUE 
16 CTNNB1 TRUE TRUE TRUE 
17 MAP3K1 TRUE FALSE TRUE 
18 AR TRUE FALSE TRUE 
19 MTOR TRUE FALSE FALSE 
20 CDKN1A TRUE FALSE FALSE 
21 PIK3R1 FALSE TRUE TRUE 
Supplementary data Chapter 4 
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22 RB1 FALSE TRUE TRUE 
23 DDX5 FALSE TRUE TRUE 
24 FOXA1 FALSE TRUE TRUE 
25 APC FALSE TRUE TRUE 
26 JAK2 FALSE TRUE TRUE 
27 TRRAP FALSE TRUE TRUE 
28 PDGFRB FALSE TRUE TRUE 
29 PAK1 FALSE FALSE TRUE 
30 RPS6KB1 FALSE FALSE TRUE 
31 CDC42 FALSE FALSE TRUE 
32 FOXO3 FALSE FALSE TRUE 
33 SOS1 FALSE FALSE TRUE 
34 RHOA FALSE FALSE TRUE 
35 GSK3B FALSE FALSE TRUE 
36 FRS2 FALSE FALSE TRUE 
37 NCOR1 FALSE FALSE TRUE 
38 GRB2 FALSE FALSE TRUE 
39 MAX FALSE TRUE FALSE 
40 RAC1 FALSE TRUE FALSE 
41 GAB2 FALSE FALSE FALSE 
42 MCL1 FALSE FALSE FALSE 
43 UFD1L FALSE FALSE FALSE 
44 CRK FALSE FALSE FALSE 
45 VAV2 FALSE FALSE FALSE 
46 CCNB1 FALSE FALSE FALSE 
47 TK1 FALSE FALSE FALSE 
48 IKBKB FALSE FALSE FALSE 
49 NFYC FALSE FALSE FALSE 
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Table 2 CADD scores of mutations in each of the 9 predicted drivers. CRK and TK1 are excluded 
as they did not carry any mutations and MCL1 is excluded as it only contains CNVs. 
chromosome Position on 
chromosome 
Gene name CADD score 
1 41213269 NFYC 34 
5 68467279 CCNB1 27.7 
5 68470891* CCNB1 26.3 
5 68470891* CCNB1 26.3 
8 42171889 IKBKB 31 
8 42177138 IKBKB 24.7 
8 42179428 IKBKB 20.7 
9 136634607 VAV2 11.24 
9 136643908 VAV2 9.349 
11 77930333 GAB2 28.8 
11 77991673 GAB2 29.2 
22 19462608 UFD1L 34 
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Supp Figure C. 1 Complete ROC Curve 
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Supp Figure C. 2 New Predictions mutations 
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