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Abstract 
Following the introduction of the first crystalline silicon solar cells in the 1960s 
other potentially cheaper film technologies, for example cadmium telluride, have 
been extensively investigated.  More recently, a third generation 
photoelectrochemical cell based on organometallic dyes has been invented, 
commonly known as Dye Sensitised Solar Cells (DSC). These cells show 
substantially different characteristics to fully solid state cells, and this thesis reports 
the result of both practical and simulation-based investigations on the most 
effective methods of extracting power from such cells, employing them in real 
installations, and what incentives exist to do this.  
Key questions included effects of varying cell geometry, just how can power be 
best extracted from a photoelectrochemical cell, and what other factors serve to 
increase the cost of electricity generated by the cells.  
In a published paper 1, the effect of cell geometry and size was found to be linked 
to the optical transparency of the top current collection layer in a form which 
permitted an optimisation process. The long time constant of photoelectrochemical 
cells makes them difficult to incorporate into conventional maximum power point 
trackers, and a novel, patentable method of overcoming this drawback has been 
proposed, based on the techniques of electrochemical impedance spectroscopy.  
The extraction of power from partially shaded modules was investigated in detail 
both empirically and via simulation, and a method of overcoming the substantial 
losses arising due to cell voltage reversal has been invented. This has led to a 
novel, patented, technique to extract the maximum available power from partially 
                                               
1
 Maine et al., 2005. 
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shaded arrays. This technique has been tested under simulation and found 
effective.  
In appendices the use of energy payback period as an indicator of viability of a 
technology is questioned and the term energy yield ratio is supported as offering a 
more attractive measure of an array’s practical usefulness. This analysis is 
extended to the use of the cells in building integrated PV where it was shown to 
offer a route to constructing a building which over the course of its life could 
generate more energy than was used to build it.  
The financial incentives resulting from the price fluctuations inherent in the 
deregulated electricity market were investigated by mathematical analysis of solar 
energy availability and electricity spot prices in 2004. It was found that such 
fluctuations did not provide a cost driver to install solar panels.  
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CHAPTER 1.  FOREWORD   
1.1 Introduction 
This thesis is primarily concerned with ways of making solar energy, specifically solar 
photovoltaic energy generation using dye-sensitised solar cells (DSC), more attractive 
to potential users. It also offers both technical and economic proposals for increasing 
the penetration of solar photovoltaics into the current mix of energy generation 
technologies.  The focus is on optimising the extraction of energy from solar cells and 
arrays of solar cells, rather than on increasing the efficiency of individual cells.   
A solar cell is a non-linear electrical generator and, like all generators, requires its load 
impedance to be equal to its source impedance for maximum power transfer. This is 
typically done using an electronic sensing system, as discussed in the thesis, but the 
considerably longer output time constants associated with DSCs results in very slow 
response times when conventional techniques are used. One of the targets of this work 
was to investigate approaches which overcame this disadvantage of DSCs and to 
construct a rapid response DSC maximum power point tracker.  
The key areas investigated are: 
1. Determination of Optimum Top Surface Conductance for a DSC (Ch 3); 
2. Optimisation of DSC Module Geometry and interconnect resistivity (Ch 4); 
3. Investigation of DSC using Electronic Impedance Spectroscopy (Ch 5); 
4. Development of Maximum power point Tracker for High Capacitance DSC (Ch 
6); 
5. Derivation of the Performance Curves of DSC using Simulation (Ch 7); 
6. A Method to Reduce the Losses from Solar Modules in Partial Shade (Ch 8); 
7. Design of a Dual Input Maximum power point Tracker (Ch 9); 
8. The Economic Aspects of Solar Energy (Ch 10); 
9. The Use of Energy Yield Ratio (EYR) to improve the acceptability of building 
integrated PV (App. A). 
10. The Effects of Time Variable Shading on PV System Performance (App. B). 
 
This Chapter presents a summary of all the work performed during the course of the 
project. It starts with the ‘Thesis Outline’ where the content of each individual Chapter is 
presented. This is followed by highlights from the various research themes that became 
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the main focus of investigation including a summary of the obtained results and listing 
the contribution that these results have made to the existing field of knowledge.  
1.2 Outline of the thesis 
Chapter 2 is concerned primarily with the use of simulation and modelling of solar cells 
in order to predict their behaviour, and includes a comprehensive literature review of 
prior work carried out in these areas.  
Chapter 3 describes the work done in determining the optimum balance between 
surface electrical conductance and optical transparency for a DSC, as presented in a 
paper (Maine, Phani, Bell & Skryabin, 2005) initially given at the “SCELL 2004” 
conference in Badajoz, Spain, and later published in Solar Cell Materials and Solar 
Cells.  
Chapter 4 extends the work reported in the previous chapter and relates it to the 
physical size and shape of cells in multicell assemblies, and in particular the 
optimisation of module geometry and interconnect resistivity. 
Chapter 5 presents an analysis of cells using Electrochemical Impedance 
Spectroscopy, and compares the results of analysing real cells with theory. The theory 
is then developed in Chapter 6 where a maximum  power point tracker is simulated. It is 
also shown that a practical application of EIS is the construction of a maximum power 
point tracker particularly suited for photoelectrochemical cells and other photovoltaic 
technologies with long time constants. 
Chapter 7 introduces the processes used to simulate arrays of solar cells of given 
technology, and derive their I/V characteristics and Chapter 8 reports the work 
undertaken to simulate and examine the behaviour of partially shaded solar arrays. The 
chapter is based on a second published paper which describes a technique to minimise 
losses in partially shaded solar arrays, given in poster form at Beijing in 2007 and 
presented in modified form at the Solar Cities Congress in Adelaide, 2008. 
Chapter 9 explains the operation of the dual input maximum power point  tracker 
reported in the above published paper, showing waveforms generated using the circuit 
simulator.   
Chapter 10 is a summary  of the paper “The Value of Solar” (Maine & Chapman, 2007). 
It analyses the financial value of electricity sales from a grid connected solar array in 
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Adelaide. It compares the result obtained from selling at the retail price with the ‘spot’ 
price of electricity as traded on the National Electricity Market to demonstrate the need 
for further incentives to spur the wide spread installation of solar photovoltaic systems 
in Australia.. 
The thesis is summarised in Chapter 11, and suggestions for future directions are 
given. 
Three appendices are offered as examples of related and pertinent work performed 
during the course of the project.  
Appendix A examines the use of the parameter Energy Yield Ratio as a way of making 
solar arrays look more economically attractive in practical applications. 
Appendix B examines the effect of time variable shading on an array used to charge 
batteries.  
Appendix C summarises pertinent aspects of the theory of electrochemical systems, 
applied to DSC like structures, taken primarily from Bisquert et al., 1998 and 2001. 
The thesis ends with the Bibliography. 
 
1.3 Key Research Topics.  
As outlined above, the focus of the research is on the extraction of energy from cells 
and arrays of cells to identify ways in which solar PV technology can be made more 
attractive to potential users.. It focuses therefore on the electrical characteristics of 
DSC, but at three main levels:  
1.3.1 Determination of the optimum top surface conductance vs transparency 
for dye sensitised cells (Chapter 3) . 
Investigations. 
The behaviour of the simulated cells was compared with the behaviour of similar real 
cells and good correspondence between the two was found. 
The maximum power available from a simulated Dye Sensitised Solar Cell (DSC), of 
simulated unit width (measured orthogonal to the current flow) under AM1.5 
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illumination2 was calculated for a number of cell sizes and upper layer resistivities and 
corresponding transparencies. Optima were found for all combinations studied, and the 
optimum cell size was found to be related to the properties of the upper conducting 
surface. 
Results. 
A relationship has been established between the surface layer transparency and its 
conductivity and the cell size for optimum cell performance under given conditions. This 
refutes the claims in US patent 6281429 which states that the cell size is irrelevant. 
1.3.2 Optimisation of DSC module Geometry and the resistivity of 
interconnects. (Chapter 4). 
Investigations 
For a given gap between adjacent cells (the ‘intercell gap’) the output of various 
simulated arrays was plotted against cell electrical length, i.e. the length of the cell 
parallel to current flow, and an optimum length was found for maximum power output. 
Results 
The major contribution is the indication that intercell gap in multicell DSC arrays 
designed for operation under AM 1.5 conditions can be very small (less than 5% of the 
width of the cell) before power output is compromised.  
1.3.3  Investigating DSC time constants using Electrochemical Impedance 
Spectroscopy (Chapter 5). 
Investigations. 
The optical to electrical transfer function of experimental real cells was determined 
using an Autolab Instruments3 PGSTAT100, with a special-to-type electrical signal to 
light convertor (A series of LEDs with a feedback circuit to stabilise the optical output). 
This was done to investigate the cell photo-electrodynamics. Results were 
disappointing and though they confirmed work performed previously elsewhere, did not 
reveal as much about the cell internal dynamics as hoped. However, familiarisation with 
                                               
2
 Used to mean standard reporting conditions of 1000W cm 
-2
.  
3
 Metrohm Autolab B.V., Kanaalweg 29-G, 3526 KM Utrecht, The Netherlands 
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the technique of EIS did enable the invention of a novel maximum power point tracker 
uniquely appropriate for photoelectrochemical solar cells. 
Results. 
A device for tracking the maximum power point of highly reactive solar cells such as 
photoelectrochemical types has been devised and simulated and found to achieve 
reasonable levels of performance. The full development and testing of such a device 
lay beyond the scope of this project and it is intended to construct and test an improved 
version in a later program of work.  
1.3.4 Development of a simulated Maximum Power Point Tracker (Chapter 6) 
Investigations. 
EIS is further applied to solve the problem of constructing a fast response maximum 
power point tracker for DSC, and the chapter gives a brief description of a potential 
method for constructing such a device. 
1.3.5 Use of simulator to derive performance curves for DSC Arrays (Chapter 7). 
Investigations 
DSC have quite complex internal structures, comprising an optically and electrically 
thick ‘working electrode’ (typically dye sensitised titania), an electrolyte, and a counter 
electrode that can, depending on the technology chosen, have some optical reflective 
properties. Cells of area 1 mm square were simulated by devising a circuit in the circuit 
emulator MicroCap 9 which modelled both the electrical pathways in the cell and the 
optical flux through the working electrode using electronic circuit elements and transfer 
functions. The simulated cells were then ganged in series and parallel to simulate real, 
practically sized cells and small modules. 
Results 
Plots of current / voltage (I/V) curves of simulated cells of various sizes were generated 
using the circuit emulator and found to match very closely practical cells and modules 
of comparable size. 
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1.3.6 Reducing power losses in arrays in partial shadow (Chapter 8). 
Investigations. 
The reason for and nature of power loss in partially shaded arrays was closely studied, 
and a possible means of reducing this power loss was invented. Simulations showed 
that under many conditions, appreciably more power could be drawn from the partially 
shaded array than from a conventionally designed array. 
Results. 
A means has been demonstrated for substantially increasing the power extracted from 
partially shaded solar arrays, using a novel type of dual input maximum power point  
tracking device. Such a technique has not been described before and is potentially 
patentable. 
1.3.7 A Dual Input Maximum power point  Tracker (Chapter 9). 
Investigations. 
Electronic circuit simulations were used to demonstrate that a dual input maximum 
power point tracking circuit was feasible, and would work as conceived. 
Results. 
The circuit design described is novel. Simulated operation of such a device connected 
to a simulated partially shaded solar array has shown that it is possible to increase the 
power output from such an array over that obtained by using a conventional wiring 
scheme. 
1.3.8 The Economic aspects of Solar Energy (Chapter 10). 
Investigations. 
A simulated solar array with a simulated location in Adelaide, South Australia, was 
designed using the Excel spreadsheet to enable the power generated for any 5 minute 
interval throughout the year of 2004 to be readily computed. The database from 
NEMMCO (The National Electricity Market Management Company) was used to 
provide spot prices for electricity in South Australia during days of the year which were 
either apparently average or unusual, with very high peaks being recorded. 
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Results. 
The net contribution to the cost of the array was calculated using both normal tariffs 
and the spot price, with the expectation that use of the spot price would provide a 
strong signal to use solar energy. Precisely the reverse was found, namely that use of 
the spot price almost always gave a weaker economic signal to use solar than normal 
tariff prices. 
1.3.9 Use of Energy Yield Ratio (Appendix A) 
Investigations. 
The energy yield ratio (the ratio of the total energy of a solar cell produced during its 
working life to that of the embodied energy in the cell itself) was calculated for several 
cell technologies. DSC seems to have a high energy yield ratio because its embodied 
energy is much lower than silicon.  
Results. 
The use of cells with an energy yield ratio considerably greater than one (as are most 
modern devices) may be used to market solar technology to areas hitherto sceptical of 
its advantages.  
1.3.10 Investigation of Time Variable Shading (Appendix B) 
Investigations. 
The software simulator was programmed to model a solar array connected to a battery, 
and irradiated with time variable solar input to mimic the effect of shadows passing 
across the array. 
Results. 
As expected, the transit of shadows across the array produced variations in the power 
output of the array, and hence variations in the battery charging current. The only noted 
effect of the time variable shading was to lengthen the battery charging time.  
1.3.11 Electrochemical Impedance Spectroscopy (Appendix C) 
This appendix is provided to offer more detailed information on EIS, and reproduces 
primarily the work of Bisquert et al. in their several publications in a succinct form. It 
does not give any particular contribution to the results of the thesis. 
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1.4 Summary 
The thesis seeks to bring together the work performed in cell simulation, array 
simulation, array shading, DSC behaviour and equivalent circuits, loss mechanisms in 
shaded arrays, maximum power point tracking and array configuration. It also proposes 
two innovations – a method of dynamically configuring a solar array to minimize 
mismatch losses arising under shade and a maximum power point tracker suitable for 
use with highly capacitive cells. 
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CHAPTER 2.  TECHNOLOGY AND LITERATURE REVIEW   
2.1 Introduction 
In this chapter the use of simulation and modelling to predict the behaviour of solar 
cells is discussed. It includes a survey of previous simulators,  work on cells and arrays 
relevant to this thesis, and modelling of partially shaded arrays. This chapter also 
includes background information on the application of Electronic Impedance 
Spectroscopy to DSC’s and a brief review of thin film solar cell technologies, maximum 
power point trackers and high efficiency solar cells. 
It is possible to describe the physical phenomena observed in a physical system by use 
of causal expressions which define the relations between the various parameters of the 
system. This leads to operating on the expressions themselves using mathematical 
tools to predict the behaviour of the system under arbitrary boundary and operational 
conditions. Such operations are called either simulation (where the system of 
expressions used describes the external state of the system by phenomenological 
processes), or emulation (where the processes within the system are individually 
analysed and converted into expressions representing their instantaneous physical 
states and behaviours. These are suitably combined to produce the desired output 
description).  
Applied to electronic systems, the process of simulation usually involves the expression 
of the circuit in the form of a set of differential equations and solving them, for example 
as given by Brayton (1972). Several electronic circuit simulators are now available, 
frequently based on the SPICE4 system developed at Berkeley in the 1970s.  Early 
computer based simulators had to operate using text based data entry and command 
line controls at a text terminal, and were written in languages like FORTRAN. Modern 
circuit simulators invariably use a Graphical User Interface suitable for use with a 
Windows style terminal.  
                                               
4
 Stored Program In-Circuit Emulator 
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 2.      Technology and Literature Review Page 10 
2.2 Solar Cell and Array Simulation 
As with any physical system, real implementations are necessarily subject to 
imperfections arising from engineering tolerances of the components used, which 
causes them not to operate in an ideal or optimum manner. In order to maximise the 
power generated by solar cells and solar arrays, simulation is used to examine which 
cell or array parameters are the most critical, and to establish boundaries within which 
they must lie in order for the device to operate satisfactorily. Such simulation of solar 
cells has been the subject of previous research going back many decades. In an early 
work, Adams (1977) used simulation to evaluate improved ways of rendering satellite 
solar cells resistant to space radiation. Fossum (1978) used simulations to explore 
means of enhancing the performance of silicon cells in 1978, while in 1979 Gobrecht 
and Gerischer (1979) published early work on the behaviour and simulation of 
photoelectrochemical systems. The potential difficulties in the interconnection of cells 
into arrays were being recognized by 1980 when Luque, Lorenzo and Ruiz (1980) 
analysed the behaviour of serial and parallel connections of numbers of cells with short 
circuit currents distributed at random around a mean. This is an essential part of any 
complete solar array simulator, and research in the area has been incorporated in the 
work on this project described in Chapters 3, 4, 7 and 8.  
Smirnov and Mahan (1980) used multiple lumped circuit and transmission line elements 
to model the sheet resistance of the emitter layer in Si concentrator cells, clearly 
recognizing that sheet resistance represented a major factor in cell efficiency. In the 
early days of the development of amorphous silicon cells, Dalal (1980) used a 
simulation technique to severely critique the then common design for a-Si cells and 
showed how straightforward it was to double the performance (from 5 to10%) without 
major technological ramifications.  
Early use of simulation to predict the behaviour of cells was noted when Rajkanan, 
Anderson and Rajeswaran (1980) designed a Cr based MIS 5 Si cell, estimated its 
efficiency to be 13% and then constructed such a cell, experimentally confirming their 
prediction.  
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Sautreuil and Laugier (1981) extended the technique of simulation to germanium and 
gallium arsenide tandem solar cells for concentrator applications. They calculated a 
limiting efficiency for a tandem arrangement to be 38% under the conditions of 300˚K 
cell temperature and 300 suns, though the engineering required to maintain the first in 
the presence of the second is not straightforward.  
Charles, Abdelkrim, Muoy, and Mialhe (1981) estimated the performance of solar cells 
simulated with a simple diode model using calculations performed on a hand held 
calculator . The simulation of entire arrays including thermal effects was pioneered by 
Roger and Maguin (1982) who combined the electrical and thermal performance of 
silicon arrays in a single program. Such modelling is essential for constructing 
successful concentrator systems, and Miller and Olsen (1980) used computer 
modelling extensively on concentrator silicon cells, particularly to calculate the 
maximum collector finger thickness allowable for minimal loss of efficiency. Finger 
thickness and corresponding loss of insolation is critical on cells designed to run at 
hundreds of suns of insolation, and where cost is not so paramount. It is shown in this 
thesis that a similar constraint applies to low power cells when constructed with a 
correspondingly higher resistance upper layer which needs to be both conductive and 
transparent.  
Chen and Wu (1985) reported a new programmatic method for optimizing the structure 
of Si cells, though they also mentioned its use on other cell designs. Huang, Gandhi 
and Borrego (1986) derived a theoretical model for a tandem Ga As – Ge cell (for use 
in a solar concentrator) and used a computer simulator to model its behaviour, 
presenting simulator estimates of the cell’s performance. They did not report 
constructing a device, however.  
2.3 Array Simulation 
Simulation of solar arrays is important because virtually all solar cells are connected in 
arrays, and analyzing single cells in detail is inadequate to predict the performance of 
an array.  
Singer, Rozenstein and Surazi (1984) evaluated the results of simulating an array using 
the three basic parameters of open circuit voltage (VOC), short circuit current (ISC) and 
peak power. They introduced three additional parameters (∂Voc/∂T; ∂Voc/∂S; ∂Isc/∂T  
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where S=insolation, T=temperature) and demonstrated fits of ±3% for fixed 
temperatures and ±6% over a range of temperatures and irradiances.  
Baltas, Tortoreli and Russell (1986) reported a computer program for modelling the 
performance of a PV array including both direct and diffuse insolation, the latter using a 
corrected formula derived by Klucher (1979).  
Gordon and Zoglin (1986) discussed the practical and long term performance of PV 
systems based on the assumption of running with a constant daily load profile (same 
load profile over a number of days). They used both analytic models and commendably 
have obtained real results from operational arrays, demonstrating excellent agreement 
in many practical instances. Gordon (1987) extended the treatment of simulation into 
the financial domain using stochastic modelling processes and risk analysis.  
An early bibliography of photoelectrochemical solar cell design was produced by 
Kalyanasundaram (1985), while Menicucci (1986) and Ross (1986) discussed the state 
of the art of solar cell simulators. 
The increasing ease of access to computer simulation techniques spurred work 
reported by Mokashi, Daud and Kachari (1986) where the authors claim the first use of 
sensitivity analysis to estimate the degree to which various array parameters are critical 
to the overall performance.  
Lindholm and Sah (1988) proposed a simplified method of solving the lumped 
component diode model of a solar cell which was able to offer good predictions of the 
transient response. Peleiderer (1989) used computer simulation to examine and predict 
the spectral characteristics of amorphous silicon cells. Osborn et al. (1986) were able to 
demonstrate methods for improving the design of tandem cells. In similar work, 
recognizing the potential inefficiencies springing from poor use of the various spectral 
components of the incident sunlight, Hamdy, Luttmann and Osborn (1988) examined 
the performance of combined PV/thermal systems constructed with spectrally selective 
filters.  
In 1988 a software system, which came to be called PVNet, was written to calculate the 
operating points of PV cells in an array, under user defined conditions (Bishop, 1988). It 
took note of thermal effects, could accommodate shading, and made allowance for the 
use of protection diodes. Anis (1989) reported a model and analysis of PV arrays which 
showed that the shunt resistance of the cells plays a major role in determining the cell 
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behaviour under shading, especially in predicting power loss from the size of the 
shadowed area.  
Even in the late 1980s there was still a need to devise system analysis tools which did 
not rely too heavily on numerical calculations as the price of computers was still a 
significant item on researchers’ budgets. In an effort to reduce this load, Lasnier and 
Sivoththamam (1990) suggested the use of the Typical Meteorological Day (TMD) in 
the analysis and prediction of long term performance of solar arrays.  
Crommelynck and Joukoff (1990) and Gordon and Wenger (1991) used modelling to 
evaluate the spectral irradiance of a horizontal surface at arbitrary times of the day and 
year, and analysed the performance of entire installations including the field layout of 
PV arrays, tracking constraints, the geometry of the PV array and electrical connections 
between PV modules.  
Work performed by the Author and described in Chapter 10 features a database 
containing the spot price of electricity used with an array energy generator simulator to 
demonstrate the ineffectiveness of relying on the short term fluctuations in price to 
provide any meaningful cost incentive to install PV systems.    
 
2.4 Simulation of Tandem Cells 
A tandem solar cell is an arrangement of cells in optical series with the band gaps of 
each layer chosen so that light passing through an upper layer is absorbed in a lower 
one. They are normally used in solar concentrators. 
Wanlass et al. (1991) used computer simulation to design an effective concentrator 
tandem cell, finding that the lower cell had to be infra-red (IR) sensitive to achieve 
efficiencies in excess of 30%. They discussed ways of improving the efficiency based 
on further simulations. This approach was taken further by Takeda, Wakahara and 
Sasaki (1992) with In Ga As complexes, specifically for the lower layer of tandems. 
There is an interesting relationship between tandem cells and shaded arrays. As 
pointed out by the author, an n-layer tandem array is functionally similar to an n-cell 
series array of cells, and suffers from the same disadvantages as a series array when 
one of the cells is shaded. Such a situation is phenomenologically the same as 
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subjecting the corresponding tandem cell to light lacking in uniform photon flux density 
across the designed spectrum. 
2.5 Software 
2.5.1 Cell Simulation 
Many workers (for example Bird and Riordan, 1986; Nanna and Emery,1992; 
Hamdy,1994; Gonzalez and Carrol, 1994) have used software to investigate the 
properties of solar cells and arrays, and used their findings to explain features of cell 
behaviour hitherto not well understood. Simulation was found useful in demonstrating 
why most solar cells and arrays showed a greater sensitivity than originally expected to 
spectral irradiance. This was caused by the apparent efficiency of silicon cells changing 
when they were exposed to light of variable spectral irradiance, such as low angles of 
sun when the blue content is much reduced through Rayleigh scattering and only long 
wavelength light remains. As a result of such findings all present day measurements 
invariably use a standardised measurement condition, typically AM (Air Mass) 1.5, with 
a standardised solar emission spectrum. It will be noted later how critical this 
measuring condition is for high efficiency tandem cells, a phenomenon not much 
remarked upon by their manufacturers. 
Pfleiderer (1995) explained the mathematical treatments, primarily the discretisation 
lattice and current continuum methods, currently available for solving sets of differential 
equations necessary to simulate non linear semiconductor processes. He described in 
detail the operation of the current continuum method, which is of the type adapted for 
use in the emulator system finally chosen for this research (refer to remarks about the 
SPICE program, section 3.2). 
2.5.2 Array Simulation 
The use of simulation in analyzing the behaviour of arrays was also continuing. 
Software emulation of entire PV systems was carried out by workers such as Tsuda, 
Kurokawa and Nozaki (1994), Yukawa and Kurokawa (1994) and  Peippo and Lund 
(1994). Their general conclusion was that the overall performance of the solar system 
was not strongly determined by the rating of the array providing the system was of 
nearly optimum design, implying such optima are typically broad. The author’s work 
herein draws similar conclusions. 
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Sokolic, Krizaj and Amon (1993) examined the relationship between distributed sheet 
resistance in solar cells and its representation as 1- and 2-dimensional arrays. They 
noted that additional series resistance had to be included in the analysis to maintain the 
accuracy of the simulation. This is similar to the results found by the author; 
unfortunately in all real arrays there is more resistance in the DC current paths than is 
generally admitted.   
A generalized method of combining non identical parameters like series and shunt 
resistances, and the cell photocurrents under open circuit and loaded conditions was 
described by Aggarwal, Kapoor, and Tripathi (1997). Perers (1997) described a means 
of expressing the characteristics of solar arrays using data determined by regression 
analysis of representative modules, incorporated into a table driven array simulator. 
The technique was claimed to offer an improved ability to model atypical behaviour not 
well described using conventional notation. This work formed a useful basis for parts of 
the simulator described later in the thesis. 
In an effort to improve cell efficiency, Chakravarty, Vinod, Singh and Chakraborty 
(2002) used simulation techniques to investigate the properties of antireflection 
coatings for Si cells. In the field of dye sensitized cells, Papageorgiou (2004) described 
the intensive effort being applied by Ecole Polytechnique Fèdèrale de Lausanne 
(EPFL) in the design of more economical counter electrode systems and materials for 
DSC. The author has examined the use of such coatings in simulated cells and arrays 
and found them of marginal benefit. 
In work undertaken for this thesis the author uses simulation to investigate specifically 
the compromise to be made between the optical transparency and the electrical 
conductivity of the top electrode of a DSC (Maine et al., 2005). Early work, such as that 
reported by Takada, H. & Ono, Y. (2001), US patent 6281429 B1, suggested that this 
optimisation was independent of the size and geometry of the cell, while work 
performed here demonstrates that all these factors interrelate and need to be taken into 
account when designing an array. 
2.6 Shaded Arrays 
The issue of partial shading is being encountered more frequently now more and more 
arrays are being installed, some in non-optimum locations. It has long been known that 
partially shading an array can severely stress the shaded cells, but few workers have 
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addressed in detail what is happening. The author’s work in this area has improved 
understanding of the effects taking place in an array under such conditions, which are 
reported and discussed in chapter 8. 
A number of workers have studied the effect of shading on arrays. Alonso-García, Ruiz 
and Hermann (2006) use computer modelling to investigate the behaviour of partially 
shaded solar arrays, and Alonso-Garcia, Ruiz and Chenlo (2006) reported on further 
investigations on mismatching in solar cell arrays when partially shaded. Losses in 
shaded arrays are commonly ascribed to mismatching, and Kaushika and Rai (2007) 
have investigated such losses in PV arrays, with particular reference to cell ageing. 
They found that suitable choices of cell interwiring on an array could reduce losses due 
to cell ageing from typically 12% over the array’s rated life to 2%. They did not address 
shading, however, unlike Kawamura et al. (2003) and Karatepe, Boztepe and Çolak 
(2007) who specifically examined power loss in shaded solar arrays. Their treatments 
were specifically targeted at silicon cells, and did not encompass DSC, which present a 
somewhat different set of characteristics. 
Quaschning and Hanitsch (1996) addressed the problem of estimating the performance 
of PV arrays with some of the cells being shaded, and the cells having variable 
characteristics.  This approach was extended by Kovach and Schmid (1996) to analyse 
the performance of solar arrays. They used, possibly for the first time, ray tracing 
techniques developed for the graphic arts to determine the location of shadows and 
reflections. They accommodated the effects of both direct and diffuse radiation together 
with primary and secondary reflections. Their aim was to provide a tool for architects to 
use when planning the optimum location and orientation of PV arrays in real locations.  
Samimi, Soleimani, and Zabihi (1997), also recognising that a common drawback in 
evaluating the performance of PV systems is the lack of appreciation of geography, 
weather, array disposition and tilt angle plus other factors, reported a solar array 
emulator system capable of taking these factors into account and producing reliable 
results. It has been tested at several sites in Iran. 
Gautam and Kaushika (2002)  investigated the behaviour of arrays of various 
topologies under the influence of partial shade as part of their study into the reliability of 
solar systems. They found that when ‘approximately 10% of all the cells’ (p. 357) of 
their test array were shadowed to 2% of full sun (nominally 1000W m-2 ) the power 
output loss in the best case was 9.2%. This is a surprising result because under the 
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conditions described, some of the cells would have been reverse biased, and yet their 
power output loss was less than their power input loss of 9.8%.  
Alonso-García, Ruiz, & Herrmann (2006) used computer simulation to examine the 
behaviour of partially shaded solar arrays. Their findings are almost identical to those 
reported in this thesis.  
 
2.7 Electrochemical Impedance Spectroscopy 
The great majority of dye sensitised solar cells constructed at the time of performing 
this study were built using liquid electrolytes. The presence of such a liquid and liquid – 
solid interfaces makes the cells electrochemical in nature, and it was thought that it 
might be possible to find chemical as well as physical systems amenable to 
optimisation during the course of the study. Accordingly the cell electrochemistry was 
investigated using a technique known as Electrochemical Impedance Spectroscopy 
(EIS). This work is more fully discussed in Chapter 5. 
EIS is a powerful analysis technique for providing detailed information on time 
dependent processes occurring in solutions and at liquid/solid interfaces. A good 
background on the technique may be found in Liu, Leyland and Matthews (2003), who 
describe its use in the investigation of the corrosion of coated steels in sodium chloride 
solution. Their paper also provides a useful list of references in the field. Further papers 
on EIS include those by Chen, Wen and Gopalan (2002), who investigated the 
appearance of negative reactance in polyaniline films, and Kern, Sastrawan, Ferber, 
Stangl and Luther (2002) and Chenvidhya, Kirtikara and Jivacate (2003) who 
specifically applied the technique to the examination of the internal properties of dye 
solar cells.  
A foremost research team in the application of EIS to DSC with many papers published 
on the topic exists at Universitad S. Jaume 1 in Spain, where Bisquert and co-workers 
have used this technique to carry out detailed investigation of all the accessible 
processes in DSC. Bisquert has investigated electrochemical behaviours such as 
anomalous diffusion (Bisquert & Comte, 2001), blocked linear diffusion processes at 
boundaries (Bisquert, Garcia-Belmonte, Bueno, Longo, & Bulhoes, 1998), anomalous 
transport effects in porous film electrolyte boundaries (Bisquert, Garcia-Belmonte, 
Fabregat-Santiago, & Compte, 1999), and the use of distributed impedance models for 
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generalized polymer films (Bisquert et al. 2000).  They have specifically applied the 
technique to the investigation of films comprised of polypyrrhole (Garcia-Belmonte & 
Bisquert, 2002) and polydicarbazole (Garcia-Belmonte, Pomerantz, Bisquert, 
Lellouche, & Zaban, 2004). Their work specifically on DSC has resulted in a so far 
unpublished paper (Fabregat-Santiago, Bisquert, Garcia-Belmonte, Boschloo, & 
Hagfeldt, to be submitted), on the use of EIS on electron transport and recombination 
effects at the titania electrolyte boundary. Bisquert and Vikhrenko (2004) extended the 
use of impedance measurements in their investigation of the time constants of 
photoelectrochemical processes in DSC, by proposing the use of intensity modulated 
photocurrent and photovoltage spectroscopy originally introduced by Peter, of Bath 
University.  
Peter, Ponomarev, Franco and Shaw (1999) published their seminal results when using 
both techniques in their detailed analysis of DSC, and were able to relate many factors 
including the diffusion constants of the electrons and ions, and the recombination time 
constants for photoinjected electrons in the titania layer.  Franco, Peter and Ponomarev 
(1999) used the technique of intensity modulated photovoltage spectroscopy to detect 
inhomogeneous distribution of dye in DSCs. Peter, Duffy, Wang, & Wijayantha  
reported further on the charge extraction method of characterizing DSCs, commenting 
that it achieves results very comparable to Intensity Modulated Photocurrent 
Spectroscopy (IMPS). In IMPS the cell is subject to intensity modulated light while 
monitoring the alternating component of the electrical output (the current ouput with the 
cell short-circuited corresponds to IMPS, the voltage output with the cell open circuit 
corresponds to IMVS). 
Other examples of the use of advanced electrochemical techniques in elucidating the 
mechanisms associated with the electrolyte-titania-dye interaction include Johanssohn 
et al.  (2005) who report on the characteristics of DSC titania – PEDOT 6 
heterojunctions and observe that interactions with the dye are important in determining 
the junction behaviour. The Spanish team also continued their work on the 
electrochemical aspects of cells and Fabregat-Santiago, Bisquert, Garcia-Belmonte, 
Boschloo & Hagfeldt (2005) report on their investigations into the ionic transport and 
recombination currents in DSC, and relate these parameters back to shifts in the 
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conduction band edge with various electrolyte formulations. Although the modelling 
work of Penny, Farrell, Will and Bell (2004) did not consider the influence of trap states 
in the titania, these affect the recombination current as reported by Beerman, Boschloo 
and Hagfeldt (2002) who ascribe the transient behaviour of charge flow through the 
titania to the presence of such trap states. 
2.8 Other Thin Film Technologies for Use in Solar Cells 
A number of reviews of such technologies and of DSC have appeared in the literature 
over the last few years. Jäger-Waldau (2004) investigated the current state of thin film 
solar technology, concluding that it will be another 20-30 years before solar technology 
provides a truly substantial proportion of the energy needs of society. He also stated 
that there is no ‘winning technology’ and that a development effort on a fairly broad 
front needs to be maintained to ensure a successful outcome. 
Kazmerski (2006) reviewed the state of the art of solar PV as of 2006, and examined in 
some depth both immediate, near-term and long-term technologies available to supply 
the increasing demand for solar energy. He pointed out that with technologies of similar 
cost and performance, it is the financial and administrative issues which determine the 
one most widely taken up commercially. 
Bossert, Tool, van Roosmalen, Wentink & de Vaan (2000) reviewed a wide range of 
current solar cell technologies, but concluded that fair comparisons of DSC with other 
technologies at that time were premature as it had not progressed sufficiently far down 
the development pathway. 
2.9 Aspects Particular to DSC 
Focussing now primarily on DSC, it can be noted that over the past decade increasing 
quantities of literature are being published on all aspects of DSC technology. A 
particular field of study has been the internal electrochemistry of photelectrochemical 
solar cells.  
The inventor of DSC, Grätzel, gave a detailed exposition of the state of the art of dye 
sensitized solid polymer solar cells (Grätzel, 2005) and reported efficiencies in excess 
of 4% for small cells. In a 2006 paper he reported further on long term stability 
evaluation of DSC while further updating his earlier account of progress in DSC 
technology. Since a well known difficulty with conventionally constructed DSC is the 
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 2.      Technology and Literature Review Page 20 
liquid electrolyte, Kato et al. (2005) reviewed the current state of the art of constructing 
DSC with solid or solidified liquid electrolytes. They reported short circuit currents (Isc) 
of about 8 mA cm-2 with a slightly reduced open circuit voltage (Voc) of the order of 
0.6V, which is very promising, as even the best liquid electrolytes offer only about 
16mA cm-2 and 0.75V respectively. 
Most of such work however is focused on the cell technology, especially the 
electrochemistry and photochemistry, as these are intricate and interesting areas of 
study, and has little to do with maximising the power output of arrays of DSC.  
Han, Koide, Chiba, Islam, & Mitate (2006) discussed and evaluated methods by which 
DSC efficiency may be improved, using modelling of internal cell characteristics. This 
study attempts to pursue their work and draw more detailed conclusions. 
The work performed in this study is focussed on achieving the optimum optical 
transparency vs electrical resistance for the surface transparent conducting electrode 
(Chapters 3), optimising cell geometry in multi-cell modules (Chapter 4), and searching 
for optimisable systems in the cell electrochemistry (Chapter 5). All further work was on 
arrays and except where otherwise noted would be applicable to those using cells of 
largely any technology. 
2.10 Maximum Power Point Tracking 
Maximising the power output of a solar array over short time scales is performed by 
(usually) electronic circuits known as Maximum Power Point Trackers (MPPTs).  
There are several basic designs for MPPTs, but in effect they behave as variable ratio 
DC to DC transformers to match the source impedance of the solar array with the load 
impedance (the condition for maximum power transfer). The source impedance of a 
solar array is non-linear and not easily predictable, so most MPPTs use some form of 
optimisation or peak finding algorithm to locate the maximum power point and maintain 
operation at it. However, most contemporary algorithms depend on the response time 
of the solar array being very short (perhaps ~ 1 millisecond) in order to operate 
correctly and stably. DSC arrays behave like supercapacitors and have time constants 
measured in seconds, and existing MPPT devices may not operate correctly when 
connected to such an array.  
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Work performed in this study and discussed in Chapter 6 examined the results of 
connecting an array of variable time constant to a conventional MPPT (all performed 
under simulation) and shows that when the time constants exceed some tens of 
milliseconds, the ability of the MPPT to track sudden changes in load (load transients) 
is much reduced. Further work suggested an alternative approach, suitable for long-
time-constant arrays, of novel and potentially patentable form, though this was not 
tested as it lay beyond the scope of the current project. 
2.11 Very High Efficiency Solar Cells 
A brief mention should be made of ‘very high efficiency’ solar cells, i.e. cells show ing 
efficiencies > 30%. These are generally known as ‘tandem cells’ being constructed of 
several cells of differing technologies arranged in optical and electrical series. Light 
from the sun strikes the top layer which absorbs an appropriate fraction of the photons, 
generating an electrical current, and passes the remainder to the next lower layer. This 
absorbs a similar number of photons, and passes the remainder to the next layer, and 
so on. At the time of writing the best cells constructed in any technology are three layer 
series tandems. With this design, Spectrolab 7 claimed to achieve 40.7% efficiency in 
the laboratory (confirmed by the US National Renewable Energy Laboratory) 
technology, and Yamaguchi, Takamoto and Arakia (2006) described a novel high 
efficiency multiple layer solar cell achieving close to this performance.  
However, the concluding work in chapter 8 will show that the consistent attainment of 
very high efficiencies may be somewhat illusory, because of other factors not 
mentioned in the usual literature on high efficiency multijunction cells. Drawing a 
parallel between a multijunction cell and a shaded solar array of the same number of 
individual cells, the overall power output is shown to be extremely dependent on the 
balance of currents between the cells. In a cell designed to utilise radiation with a wide 
spectral distribution this is equivalent to maintaining a very high level of equality in the 
incident irradiance (as measured by absorbed and converted photons) at the nominal 
spectral distribution. This has been alluded to by Trupke, Shalav, Richards, Würfel and 
Green (2006) who sought an alternative less spectrally dependent method of 
                                               
7
 Spectrolab press release, St. Louis, MO, Wednesday, December 06, 2006, refer 
http://www.spectrolab.com/com/news/news-detail.asp?id=172 
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recovering long wavelength radiation not absorbed by silicon systems. It is possible that 
their proposal to use “up-converting” 8 rare earth based phosphors could also be 
applicable to DSC. However, as pointed out by workers such as Heer, Wermuth, 
Krämer, Ehrentraut and Güdel (2001), most up-converting materials require very high 
irradiances, making them suitable for use only in high ratio concentrators, e.g. 500 suns 
or more. This is not an area for which any present implementation of a DSC is suitable.  
The implication is that all multijunction cells will exhibit increased spectral sensitivity 
over single junction cells, howsoever that spectral imbalance occurs. For example, 
there is substantial difference between the blue content of sunlight at midday and in the 
morning and late afternoon, where the air mass is greater due to the increased angle of 
incidence of the light on the atmosphere. This brings up the question as to how to 
choose the changeover wavelength between the two layers – assuming one can exert 
an  adequate level of choice over this parameter by judicious use of material science in 
the design and fabrication of the upper layer which determines this parameter. Should 
the changeover wavelength be optimised for noon conditions, or for some time T before 
or after noon, and what determines T? Is it even location sensitive? Or altitude 
sensitive? Might the changeover wavelength be temperature sensitive, and how might 
such sensitivity affect the choice of T? This may be a topic of future research, should 
multijunction cells become cheap enough to be readily available. 
2.12 Summary 
In summary, the technology review has shown some interesting developments salient 
to the proposed study. Sufficient previous work has been done modelling solar radiation 
characteristics to form a very firm and reliable basis for that component of the 
simulator. Formulae for calculating the insolation on inclined planes has existed for 
decades and can be used with little modification. Other investigations of arrays have 
led the way to constructing and wiring arrays for maximal effectiveness and reliability. 
                                               
8
 A process whereby a photon raises a colour centre to an excited metastable state, whereupon 
a second photon raises the same electron to a final, higher still, state where it can then undergo 
emissive decay and produce a photon of higher energy – that is, shorter wavelength – than 
either of the incident photons. 
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Modelling of DSC is in some ways more complex than modelling solid-state cells. The 
work being presently performed in Europe goes a long way towards building a reliable 
DSC simulator, capable of being driven by parameters specifying the subsystem 
behaviour at the molecular level (Penny, Farrell, Will and Bell, 2004).  AC impedance 
spectroscopy is becoming a well understood topic and the work of Peter and Bisquert 
on IMPS and IMVS will be essential in the further investigation on accurate simulation 
of the current injection mechanisms in the cells.  
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CHAPTER 3.  DETERMINATION OF THE OPTIMUM TOP SURFACE 
CONDUCTANCE VS TRANSPARENCY FOR DYE SENSITISED CELLS  
3.1 Background 
In order to maximise the value of a solar array, clearly it is necessary to minimise the 
array losses. One source of loss is the electrical mismatching encountered when the 
array load is not close to its effective source impedance, which can arise even in well 
designed systems under shading. A second source of loss in a thin film array lies in the 
nature of the transparent conductive material covering the photoactive layer, since this 
contributes both optical loss (it cannot be 100% transparent over the wavelength range 
in question) and electrical loss (it must have a finite electrical resistance). Since the cell 
output will be zero for either extreme (Total transparency with near infinite resistance, 
i.e. a glass, or total opacity with very low resistance, i.e. a metal) there is a system 
capable of optimisation. Choosing an optimum balance between electrical conductivity 
and optical transmissivity is an important aspect of the design of a thin film cell.  
This chapter summarises the work described in the paper published in Solar Cells and 
Solar Cell Materials (Maine, J., Phani, G., Bell, J. & Skryabin, I. (2005) Minimisation of 
the cost of generated electricity from dye-sensitised solar cells using numerical 
analysis. Solar Energy Materials & Solar Cells, 87, (2005) pp. 133–148.)  
The work demonstrates that numerical analysis can be used to simulate DSCs, and 
shows it is possible to calculate and optimise the output of DSC by adjusting the 
relative contributions of optical transmissivity and electrical resistivity of the transparent 
conductive layer covering the films. An experiment is then described which measures 
current and voltage outputs of a 4 cell and a 6 cell module, and compares them with the 
results of software emulation of similar modules.  
Figure 3-1 overleaf shows the requirement to maximise both the conductance and 
transparency of the top conducting layer. 
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Figure 3-1  Relationship between current flow in and Irradiance upon the top conductor of a cell 
Other workers have used numerical analysis, (Takakura and Hamakawa, 2002;  
Sukamongkol et al., 2002; Kawamura et al., 2003; Kalogirou, 2004; Alonso-García, 
Ruiz, & Herrmann, 2006; Karatepe et al., 2007), but none have used an electronic 
circuit simulator which provides a very rapid and intuitively elegant way in which the 
solar module wiring and interconnections may be transferred into mathematical 
statements.  
3.2 Methodology of Circuit Analysis 
The circuit emulator used in this work was a program Micro-Cap 7 (later upgraded to 
version 9) from Spectrum Software 9. To operate the program, the device to be 
emulated is entered graphically using a schematic capture routine. The Micro-Cap 
system is very effective and provides a good user interface.  
In every instance in this work, the circuit to be emulated was entered into the program 
using a graphical user interface. The program then calculated the behaviour of the 
circuit, and displayed its outputs in graphical form. Micro-Cap also permits optional text 
file generation in a standard format, for further analysis or manipulation in subsequent 
                                               
9
 SPECTRUM SOFTWARE, 1021 South Wolfe Road, Suite 130, Sunnyvale, CA 94086-887, 
http://www.spectrum-soft.com/ 
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programs such as Microsoft Excel spreadsheet, and this facility was used when the 
output could not be represented in the required form using Micro-Cap alone.  
The program in general was found to work well, although under some circumstances 
the solver routines fail to converge, and hang, or report a “Matrix is singular” error, 
showing that the equations they were attempting to solve may have more than one 
unique solution.  
The emulation performed for this analysis was entirely DC.  
The first tests with the program were to find the best means of representing a solar cell 
using circuit elements. Other workers (referenced on previous page) have performed 
such simulations with good results, and their circuits are used here.  An important factor 
to investigate with all thin film cells is the nature of the conductive layer running over 
the top of the cell which has to both carry current and transmit light. Workers at Fuji 10  
identified a cell design which linked the coating transparency with its conductivity in 
such a way as to imply that the design was constant irrespective of the size of cell. In 
the work summarised below it is shown that this supposition, which has been enshrined 
in a published patent, is erroneous. The optimum combination of transparency and 
conductivity depends on cell electrical length, which is not explicitly stated in earlier 
work. 
3.3 Simulation procedure 
An equivalent circuit for an ‘infinitesimal cell’ (in practice, a cell measuring 1mm square) 
was derived and simulated. Arrays of different numbers of these simulated infinitesimal 
cells were then connected with all the cells in parallel (to form a device hereafter 
denoted by the expression ‘large cell’, referring specifically to a simulated cell) and their 
behaviour compared with the behaviour of practical cells of the same size subjected to 
the same conditions. The parameters of the infinitesimal cell were then adjusted, and 
the process re-iterated, until the behaviour of the large cell matched that of a real cell of 
the same size built in the laboratory by DyeSol, and characterized using conventional 
measuring equipment. 
                                               
10
 US Patent 6281429, August 2001, Fuji Xerox Co, Photoelectric Conversion Element. 
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Having derived and validated the design for an infinitesimal cell, it was then possible 
with confidence to simulate arbitrarily sized large cells and measure their performance. 
This enabled a laboratory process, which would have taken weeks, to be  compressed 
into hours using Micro-Cap. 
It was readily possible to generate families of large cell performance curves by using 
facilities in Micro-Cap to vary one or more parameters and re-run the simulation. 
However, there were two variables – the cell surface transparency and the cell top 
conductor resistivity – which needed to be expressed as a single parameter for this to 
be possible. There is an empirical relationship between the two variables which may be 
deduced from figures (‘Stated Transparency’ in Table 3-1) published by the 
manufacturer: 
Figures for the Fitted Transparency ‘T’ were derived by choosing an empirical 
relationship between T and the Sheet Resistance (RSH) from table 3-1 below, 
represented by the expression   
  T =  0.835 * exp ( - 0.62 / RSH)  
 
Table 3-1.  Relationship between sheet resistance and stated and fitted figures for transparency 
 
Sheet Resistance Stated Transparency Fitted Transparency 
8sq 0.77 0.773 
15sq 0.8 0.801 
80sq 0.83 0.829 
250sq 0.85 0.833 
 
Theoretical justification for the formula is much harder to make. Asahi et al. (2002) 
analyse the parameters determining both optical transparency and electrical 
conductivity in In doped CdO films, but do not attempt to relate them formally. They 
note that the complexity of the electronic interactions that determine transparency 
requires a number of separate steps and that even then, the agreement of theory with 
practice, though good, is not invariably excellent. It is conjectured that at this stage of 
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understanding of such structures the identification of a straightforward function relating 
transparency and electrical resistance is still some way off. 
The electro-optical behaviour of an ‘infinitesimal cell’ under varying degrees of 
illumination is shown in figure 3-2. 
 
Figure 3-2   Electro-optical behaviour of a simulated ‘infinitesimal cell’  
Using the characteristics of an infinitesimal cell, simulated arrays of larger cells were 
constructed by connecting infinitesimal cells in series along the direction of current flow 
in the upper and lower conductors, to form a simulated cell of a realistic electrical 
length. This is illustrated diagramatically in figure 3-3 below: 
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Figure 3-3   Procedure for calculating the electro-optical behaviour of the simulated solar cell 
 
The output tables from Micro-Cap were transferred into Excel for easier manipulation 
into graphs showing the desired effects. 
The work was completed by simulating series connected arrays of large cells of a size 
to exactly match those of experimental arrays constructed by DyeSol. A 4 cell array and 
a 6 cell array were simulated, and the results compared with results from the real 
arrays. A good match was found, see figure 3-6, and Table 3-3 below.  
3.4 Cell Simulation 
A family of curves relating the power output of a 1 cm square simulated cell to its 
terminal voltage using the sheet resistance as a parameter were derived from the 
simulator and are shown in Figure 3-4. They all demonstrate clear maxima, at points 
dependent on the sheet resistance selected. As suggested by theory, there is an 
optimum value of sheet resistance for the highest maximum power output attainable 
using that technology. In the cell technology simulated, the choice of 16 ohm/sq offered 
the best combination of transparency and conductivity. 
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Figure 3-4  Plot of simulated cell output power versus terminal voltage for varying values of 
sheet resistance of the top conductor with irradiance normalised .  
 
It was also instructive to plot normalised values of efficiency (taking the efficiency in low 
sun with a highly transparent layer as “1”) against sheet resistance at maximum power 
point for varying levels of insolation. As might be expected, the lower the level of light, 
the higher the resistivity (and the higher the transparency) could be for optimum results, 
refer figure 3-5 below. Note that the highest efficiency achieved at ‘High’ sun was about 
0.72 of that obtained at low sun. 
Power vs Sheet Resistance
2.5
2.55
2.6
2.65
2.7
2.75
2.8
2.85
2.9
350 400 450 500
Output mV 
P
o
w
e
r 
m
W
10 ohms/sq
12 ohms/sq
14 ohms/sq
16 Ohms/sq
18 Ohms/sq
Power vs Voltage for Various Sheet Resistances 
Legend 
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 3: Determination of the Top Surface Conductance vs Transparency for Dye 
Sensitised Solar Cells  Page 31 
 
Figure 3-5  Plot of normalised efficiency at maximum power point for varying levels of insolation 
and sheet resistivities. Low sun ~ 100W m
-2
, Medium Sun ~ 300 W m
-2
, Hig Sun ~ 
1000W m
-2
,  
 
The above simulations were tested by practical experiment. DyeSol manufactured two 
test modules, one with 4 series connected cells and the other with 6 series connected 
cells. The mechanical characteristics of the cells are given in table  below: 
 
 
Table 3-2   Physical parameters of 4- and 6-cell modules. 
Parameter 4 Cell Module 6 Cell Module 
Cell length (along current flow) 19.5 mm 12 mm 
Cell width (transverse to current 
flow) 
168 mm 166 mm 
Normalised Eff at mpp
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Interconnect Gaps 3 5 
Gap Width 3 mm 3 mm 
External Connection Gap 4 mm 4 mm 
Total External Resistance (Whole 
module) 
1.52 Ω 2.08 Ω 
A simulation based on the foregoing work was constructed in Micro-Cap, with 
alternatively 4 or 6 series connected cells, and the figures from the table entered as 
parameters in appropriate form in the simulation. 
The parameters of the cells in the simulator could be adjusted to produce a very 
accurate fit for the I/V curves of either the real 4 cell unit or the real 6 cell unit, though 
not both at once, because the real cells themselves were not matched in any rigorous 
manner. The results of producing a good match  for the 6 cell unit and the resulting 
mismatch of the 4 cell unit are shown by way of example in Figure 3-6. A condensed 
table showing simulated and real array voltages is given below in Table 3-3. 
Table 3-3   Simulated Module and Real Module Voltages vs Current for 6-cell module. 
Sim. Mod. Real Mod. Module 
Voltage Voltage Current 
   0 0 222.573 
0.434 0.43 220.022 
0.869 0.86 216.792 
1.303 1.3 209.535 
1.738 1.73 191.054 
2.172 2.17 160.342 
2.607 2.6 122.059 
3.041 3.04 79.659 
3.476 3.47 34.894 
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Figure 3-6  Use of simulation to predict the I/V curves of real modules based on dye sensitised 
solar cells. 
 
3.5 Conclusions  
It has been shown possible to use electronic circuit analysis tools to simulate an 
electrochemical system (in this case, a DSC and DSC modules) with good accuracy. 
Circuit simulators are rarely called upon to model devices with attributes not easily 
expressed by combinations of conventional circuit elements such as resistors and 
diodes. The simulation of a DSC element using a circuit simulator with function 
generators, and the extension of this process to model an entire tile of 6 cells each 
typically of 24 circuit elements of 0.5 mm length along the current flow, is a significant 
step on the way to be able to predict the behaviour of entire solar arrays from first 
principles. 
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The results demonstrate that it is possible to develop a useful DSC emulator, 
incorporating a number of features specific to these types of cells.  The simulation has 
produced an unexpected result, namely that the electrical length of a DSC is an 
important factor to be considered during the module design process. It is also shown 
that cell and module simulation can yield accuracies of current at a given voltage of the 
order of ± 0.5% of short circuit current for tiles of 6 individual cells.  
The electrical length of a PV cell constructed with either or both the substrate and top 
layer constructed from a material of non-zero resistivity is important because the sheet 
resistance of the layer(s) is in series with the current flow and thus detracts from the 
cell terminal voltage. Since a single PV cell of any area gives only a limited output 
voltage, making the electrical length longer adds to the cell internal voltage drop and 
reduces the PV cell output power. Conversely making the electrical length of the cell 
too short will reduce the current available from the cell, again reducing the output 
power. The existence of an optimum cell length, and hence module geometry, is 
explored in the next section. 
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CHAPTER 4. OPTIMISATION OF DSC MODULE GEOMETRY AND THE 
RESISTIVITY OF INTERCONNECTS 
4.1 Background 
A major disadvantage with conventional monolithic silicon solar cells is the need to 
interconnect them in modules. This is very difficult to automate and all panels wherever 
manufactured tend to have a substantial labour content embodied in them by the action 
of interconnecting the cells in ‘strings’, or series circuits containing a number of 
individual cells. In order to ameliorate this bottleneck, thin film technologies have been 
devised, and are now in production, in which the cells are prepared and laid down by 
using area wide processes such as screen printing or photolithography or some 
analogous technique. When preparing cells in this way, care has to be taken to ensure 
that inefficiencies are not inadvertently introduced through poor design of interconnects 
and choice of materials. 
4.2 Module Spacing 
In real modules, the cells are not placed infinitesimally close together. A gap is required 
to allow for manufacturing tolerances and the presence of interconnections which allow 
current to flow from one cell to the adjacent cell. These interconnects themselves will 
possess some electrical resistance depending on the material from which they are 
made, and their geometry. An interconnect of length L, width d, and thickness t, 
composed of a material of bulk resistivity ρ, has a resistance R given (from Ohm’s Law) 
by 
  
d t
L 
R         (4-1) 
In a typical DSC module, l ~ 2 mm, t ~ 20 micron , ρ = 2.10-4 ohm-ms. If d = 1 cm, 
referring to fig 4-1, then from eqn 4-1  R = 2 Ω. 
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Figure 4-1  Representation of an electrical interconnect between two opposite surfaces of a 
DSC. 
 
A sheet resistivity σ may be defined as the transverse resistance across a unit square 
of conductive film (w = 1, d = 1 and film thickness z), where 
  
z




z1
1
       (4-2) 
 
In the example given, σ = 10 Ω/sq. This would produce a voltage drop of 30 mV at 15 
mA, or 6 % of the cell output, which would likely be approaching the economic limit of 
what was acceptable. Values of ρ > 10 Ω/sq are therefore not desirable in systems with 
currents greater than about 15 mA per linear cm across the track because of potential 
drop. Table 4-1 gives the resistivities ρ in Ω/sq of some possible materials which could 
be used to interconnect cells. 
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Table 4-1   Sheet resistivities of some non-metallic electrically conductive materials suitable 
for interconnects. 
 
Material Resistivity Ω/square Type 
SnO2:F 8 F2 Doped metal oxide 
EPO-TEK B9126-8 50 – 100 x 10-3 Metal loaded epoxy 
E2101 500 x 10-3  max Metal loaded epoxy 
Polypyrrole 77 at 17˚ C Electron conducting polymer 
PEDOT:PSS11 103 - 104  12 Hole conducting polymer 
 
SnO2:F has to be deposited in a furnace on a flat sheet of substrate and consequently 
does not make a good material for interconnection of opposing electrodes in a cell as it 
cannot be printed and fired in controlled patterns. It is however possible to cut gaps on 
previously deposited films with a suitable laser. Of the remaining four materials listed in 
Table 4-1, PEDOT is ruled out as an interconnect material and polypyrrole is marginal 
on this test at about 77 Ω/square. If the material is to be used to collect current across 
the surface of the cell, the situation becomes even less favourable. Of the polymers 
only PEDOT is sufficiently transparent to be used when the material is located between 
the source of light and the photoactive area. All the other materials are opaque even for 
films of a few micron thickness. Yet as indicated earlier, the high resistivity of PEDOT 
rules it out for tracks carrying current any distance, for example, across the surface of a 
cell.  Its use as a component of solid electrolytes to replace the iodine/triiodide couple 
used in earlier cell designs has been investigated by Johansson et al., 2005, and it has 
been used as one of the electrodes in solid polymer cells  (Liao and Ho, 2005; Saito, 
Kubo, Kitamura, Wada & Yanagida, 2004). This is possible because it is being required 
to carry current from one face of the cell to the other, maybe 20 or 30 microns, and not 
from one edge of the cell to the other, a length of perhaps a centimetre, see fig. 4-2.  
                                               
11
 Poly(3,4-ethylenedioxythiophene) poly(styrenesulfonate) 
12
 At time of writing. Much better formulations have been produced more recently. 
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The power obtainable from a module of cells of given size also depends on the 
proportion of the module devoted to cells. Regardless of economic arguments relating 
to module and cell sizes, there is a physical system inherent in modules with finite inter-
cell distances which is amenable to optimization. It arises from the need to interconnect 
cells to build up the series voltage to a practical level, and the normal way of achieving 
this is to arrange a conducting material such as a metal loaded polymer to bridge the 
opposite faces of the cell, refer Fig. 4-2. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4-2  Side view of multiple cell module.  
In figure 4-2, above, following the nomenclature of fig. 4-1, the interconnect electrical 
length t, the cell front-to-back distance is L and there is gap comprising guard distances 
g1 and g2 making the total intercell distance g1 + g2 + t. 
In the system shown in figure 4-2 for some bulk resistivity ρ of the interconnect 
material, the resistance Rc of the interconnect per unit width (measured transverse to 
current flow) with this nomenclature is given by  
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t
L 
Rc  (4-3)
  
  
while the resistance Rs of the inter-cell surface film of sheet resistivity σ Ω/sq is given 
by  
  tgσ
1
t)(gσ
Rs 

   (4-4)
  
As t decreases, more space becomes available on the module to fit cells, and the sheet 
resistance falls while the interconnect resistance rises and provides an increasing 
impediment to the current flow, limiting the gain in output. For cells of constant electrical 
width L the overall inter-cell resistance R along the path of the current flow is the sum of 
the film resistance Rs  and the interconnect resistance RI. 
 t)(gσ
t
Lρ
R         (4-5) 
 
Differentiating with respect to t we find a minimum where  
 
2
1
σ
L ρ
t 





          (4-6) 
which gives an optimum design of interconnect electrical length t given the 
manufacturing technologies and dimensions. This can be checked by emulating a cell 
of defined parameters and plotting the power output versus interconnect length t. A 10 
mm wide by 50 mm long cell was simulated using 1 mm square elements. This was 
connected via resistances which were varied according to the relationships given 
above. In particular, the sun level on the cell was varied to simulate the effect of having 
a different number of cells on a fixed area as the inter-cell distance altered. For this 
simulation, the parameter values chosen were σ (Working electrode) = 0.1 Ω/sq,  σ 
(Counter electrode) = 8 Ω/sq,  L = 50μ, g = 3 mm. The resistivity ρ of the interconnect 
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was set sequentially to 0.01, 0.05, 0.2 and 0.5 ohm cms,   From these figures t should 
peak around 250 μ, depending on the value of ρ chosen. This is the value observed as 
shown in fig. 4-3 below, which demonstrates the results of simulations of a 10 mm wide 
(w = 10 mm) solar cell as the interconnect width between it and an adjacent cell is 
varied for the stated values of resistivity ρ. As indicated by the calculation above, the 
peak power is given when d ~ 250 micron. 
 
 
Figure 4-3  Effect of various interconnect resistivities on power delivered by a 10 mm wide solar 
cell. 
4.3 Conclusions 
Real modules have to be constructed on substrates of finite conductivity. The cell 
simulation allows for the conductivity of the substrate sheets within the cells 
themselves, but an accurate simulation of a real module with variable inter-cell gaps 
and interconnect dimensions requires modelling these parameters accurately.  When 
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this is done, an optimum thickness for the interconnection can be deduced theoretically 
and can be shown via the use of simulation to apply to a high degree of accuracy. 
The practical implications of this are several. Firstly, there will be constraints on the 
actual thickness of an interconnect material which can be used due to the available 
deposition technology. Although very narrow tracks can be deposited using 
photolithography, this type of cell technology requires a printing process using 
photoresists, and projected or masked images of the desired pattern, rather than 
deposition using silk screen. Screen printing of thin lines becomes problematic due to 
the available screen mesh sizes. This sets a lower limit to the resistivity of the 
interconnect material, which it is not worth trying to improve upon, and in numerical 
terms for a realistic module, is about 0.1 ohm cms. Such a figure can just be achieved 
by the best polymeric conductors, and is much surpassed by metal loaded epoxies. 
Secondly, it is always best to err on the high side when defining the interconnect width, 
since the output falls much more rapidly with reducing width and increasing resistance, 
than it does due to reducing surface area available for photoactive material as the 
interconnect width increases. 
Further work will examine the effect of shading modules of cells, and the need or 
otherwise for bypass diodes, or alternative mechanisms, to protect the cells from 
excessive reverse bias as is currently the practice in silicon systems. This will be 
presented in the following chapters.  
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CHAPTER 5. INVESTIGATING DSC TIME CONSTANTS USING 
ELECTROCHEMICAL AND OPTICAL IMPEDANCE SPECTROSCOPY 
5.1 Introduction 
After having investigated the optimisation of the surface conductive layer of DSC and 
cell interconnects, it was thought that a more detailed study of the dye electrochemistry 
might reveal further systems amenable to optimisation leading to further improvements 
in power output from the array. Three basic techniques exist for investigating cell 
electrochemistry – potentiometry, electrochemical impedance spectroscopy and 
intensity modulated photovoltage and photocurrent spectroscopy. They are used to 
investigate, respectively, 
1. Static and variable impedances in the time domain.  
2. Complex electrical impedances in the frequency domain,  
3. Complex transfer functions (incident light to electrical output) in the 
frequency domain.  
The scope of the investigations was deliberately arranged to be wide to encompass any 
aspect of cell operation which might be capable of improvement. As will be shown later 
in the chapter, such an aspect was identified and was related to the same factors as 
were discussed earlier – the extraction of power from the cell under real world 
operating conditions.  
5.2 Principles of Electrical Impedance Spectroscopy 
The basic principle of EIS is given in figure 5-1 below: 
A circuit is stimulated with a low level AC voltage of known phase and frequency, and 
the magnitude and phase of the current flowing through the circuit is determined as the 
frequency is varied. Equipments to perform this function are often known as 
potentiostats, are very specialised and typically contain extremely high input impedance 
amplifiers so as to produce the absolute minimum effect on the circuit under 
measurement. The instrument used in this work was a PGSTAT-128 Autolab from 
Metrohm-Autolab of Utrecht, Holland. 
Plotting the real and imaginary components of the current against frequency permit the 
construction of Nyquist plots (Real vs Imaginary Impedance with Frequency as a 
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parameter) for the circuit, as shown in Fig. 5.1 below. A notable characteristic of such 
plots is that they render simple time constants as semicircles in the real and imaginary 
planes. 
 
 
 
 
 
 
 
 
Figure 5-1  Application of Electrical Impedance Spectroscopy to the analysis of a simple circuit 
 
For all circuits having a finite electrical resistance, the plot of real versus imaginary 
impedance values converges to some point on the real axis as the frequency tends to 
zero. Conversely for most real circuits the plot tends to some negative value on the 
imaginary axis (i.e. a pure capacitance) as the frequency tends to infinity. 
A more extensive review of the theory of EIS, with especial reference to DSC, is given 
in Appendix C for information. 
5.3 Use of Impedance Spectroscopy in Minimisation of Loss 
Electronic impedance spectroscopy was employed to measure the complex impedance 
of various DSCs in the expectation, based on the work mainly of Ferber (Kern, 
Sastrawan, Ferber, Stangl, & Luther, 2002), Bisquert (Garcia-Belmonte & Bisquert, 
2002; Bisquert & Vikhrenko, 2004),  Bay, West, Winther-Jensen, & Jacobsen, (2006)    
and Peter (Peter, Ponomarev, Franco & Shaw, 1999) and their co-workers, that this 
technique might be useful in identifying optimisable subsystems within the cell 
electrochemistry. 
As will be briefly explained in this chapter, the investigations of cells using EIS and its 
optical analogues Intensity Modulated Photovoltage Spectroscopy (IMVS) and Intensity 
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Modulated Photocurrent Spectroscopy (IMPS) did not directly result in the desired 
breakthroughs. However, as will also be shown at the end of the chapter, the exercise 
was very worth while as it led to a potential patent involving a novel method of tracking 
the operating point of a solar module possessing considerable capacitance, such as a 
DSC, which can confuse contemporary tracking algorithms.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-2  Components of a typical DSC and their contribution to the cell’s complex impedance 
plot using EIS. 
 
5.4 Electronic Impedance Spectroscopy of DSC 
Empirical tests on real DSC show behaviours that have substantial correspondence 
with theory. Nyquist plots are commonly used to relate some network’s real impedance 
(resistance), imaginary impedance (reactance) to stimulus frequency.  
In such plots simple time constants appear as arcs or semicircles with origins on or 
close to the Real axis. Fig. 5-2 above shows a Nyquist plot of a typical DSC on the right 
with a physico-chemical diagram of the cell on the left, and demonstrates observed 
correspondences between parts of the Nyquist plots with structures in the cell. The 
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highest frequency time constant observed is associated with the liquid-solid phase 
interaction at the counterelectrode. The connecting semicircle on the Nyquist plot is 
suggestive of a simple time constant and is experimentally found to be associated 
mainly with the titania-electrolyte interaction. This is thought to derive from time lags 
associated with the movement of ions through the electrolyte within the titania pores. 
Finally there may be a rather poorly distinguished long time constant – of the order of 
seconds or tens of seconds – associated with phenomena in the electrolyte and titania-
electrolyte double layer. 
5.4.1 Equipment 
The EIS device used was an Autolab Instruments13 PGSTAT100 linked to a laptop PC. 
A cell adaptor module, a special-to-type device, was designed and constructed to 
connect the PGSTAT100 to real DSC. It also enabled the cells to be illuminated with 
green light of varying amplitudes for IMVS and IMPS experiments. Green light was 
chosen as high efficiency LEDs in that colour were readily available, and the usual dye 
used (based on a ruthenium organic complex, Graetzel & O’Reagan, 1991) absorbs 
well at those wavelengths. See Fig. 5-3 below. 
 
 
 
 
 
 
 
 
 
Figure 5-3   Outline diagram of IMVS test equipment 
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The feedback circuit uses a silicon photodiode to correct for non-linearities in the 
current to light transfer function of the LEDs, which are known to be somewhat non-
linear especially at low and full currents. The light from the LEDs was split using a piece 
of glass, reflecting perhaps 3% of the light back to the photodiode, while the remainder 
of the light passed through the glass to illuminate the cell under test. 
5.4.2 Method 
(a) Conventional EIS (No modulated light signals). The output of the EIS was fed to the 
cell under test, and the current through the cell was detected and returned to the EIS 
for measurement and analysis. The EIS was programmed to scan the cell under test 
over a range of frequencies, typically 1000 Hz to 0.05 Hz, or where stated in the text. 
(b) Intensity Modulated Photocurrent Spectroscopy (IMPS). The output of the EIS (a 
potential) was converted to a light amplitude and directed on to the cell under test. The 
current through the cell was monitored and returned to the EIS for measurement and 
analysis. The EIS was programmed to scan the cell under test over a range of 
frequencies, typically 100 Hz to 0.1 Hz, or where stated in the text. 
(c) Intensity Modulated Photovoltage Spectroscopy (IMVS). The output of the EIS (a 
potential) was converted to a light amplitude and directed on to the cell under test. The 
potential across the cell was monitored and returned to the EIS for measurement and 
analysis. The EIS was programmed to scan the cell under test over a range of 
frequencies, typically 100 Hz to 0.1 Hz, or where stated in the text. 
5.4.3 Experimental Results 
Some examples of Nyquist plots obtained using conventional EIS with various test 
cells, and the construction and composition of the test cells are given in Table 5-1 
below, with comments. The cells followed the normal constructional practice of 
FTO/TiO2+dye/electrolyte/Pt‐FTO. 
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Figure 5-4  EIS Plots of three cells as described in text. 
 
In figure 5-4 the Nyquist plots of 3 experimental cells are shown, with differing 
concentrations of the iodide ion ( [I-] ) in the electrolyte. Each cell comprised two pieces 
of glass suitably prepared with counter and working electrodes respectively, glued 
together with spacers of about 30 micron thickness and an electrolyte in the intervening 
space. The active area of the cells was 0.88 cm2. Other data on the cells is given in 
Table 5-1 below. 
Table 5-1. Concentrations of Redox couple and Iodine (I2) in the test cells (Moles) 
 
Cell Number Redox 
 
I2 
16 0.2 
 
0.2 
17 0.01 
 
0.1 
18 0.01 
 
0.1 
20 0.1 
 
0.1 
21 0.2 
 
0.2 
22 0.2 
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Cells 16, 21 and 22 were of similar design but made at different times. The 
dissimilarities between their behaviour, though not large, is attributed to other variables 
in the cell not yet fully under control at the time of manufacture. 
0 
5 
10 
15 
20 
0 10 20 30 40 
Im
a
g
 O
h
m
s
 
Real Ohms 
Cell 16 Cell 18 Cell 17 
1 kHz 
0.05 Hz 
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 5:  Investigating DSC Time Constants Using Electrochemical and Optical 
Impedance Spectroscopy   Page 48 
The variation between cells due to other effects explains the position of the curves for 
cells 17 and 18, but the plot for cell 16 with the higher concentration of [I-] demonstrates 
a substantial reduction in radius, associated with a reduced impedance and shorter 
time constant. It is also interesting to note a dominant time constant evidenced by the 
presence of a major semicircle. This suggests that measurements of the cell at 
frequencies on the LHS of the curve can be readily used to calculate the intercept of 
the RHS part of the curve with the Real Axis. Plots taken from test Cells 20, 21 and 22 
reinforce that viewpoint. 
 
Figure 5-5  Nyquist plots of cells 20, 21 and 22. 
In fig. 5-5 the Nyquist plots of three more cells are shown. To demonstrate the effect of 
iodide concentration on the cell behaviour, Cell 22 had [I -] = 0.2M, which approximately 
halved the resistance attributable to the cell electrochemistry (the curve radius halved 
from approximately 4.5Ω to 2.5Ω). Finally, in fig. 5-6, the Nyquist plot of a cell 
containing only distilled water is given showing only the left hand side of a very large 
semicircle, corresponding to very poor DC conductivity (a very high value for the real 
axis intercept) while still demonstrating a substantial double layer capacitance between 
the electrolyte and the titania, as found. 
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Figure 5-6   Nyquist plot of cell 7 containing only distilled water as an electrolyte. 
 
These tests show that there is a dominant time constant associated with the double 
layer capacitance (the capacitance between the liquid electrolyte and the solid titania) 
and the chemical capacitance (the charge absorbed when the Fermi level is shifted, 
Fabregat-Santiago et al., 2005) through the appearance of a dominant semicircle in the 
Nyquist plot. However, at the time of writing, it was not possible to identify systems 
amenable to optimisation in the same way as the transparent conducting oxide and the 
geometry were treated earlier. When this can be done, then such optimisations may be 
undertaken with some confidence, but at the present state of the art, such a hope 
appears premature. 
5.5 Advantages and Disadvantages of EIS 
A major issue found with all the work performed in this phase was the difficulty in 
obtaining repeatable results, and in interpreting the results in a manner which provided 
assurance that some real feature of the cell was being investigated, as opposed to 
some rather ephemeral and emergent property of any complex electrochemical system. 
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However, there was confidence from the work performed here and by others (Peter et 
al., 2002; Bisquert and Vikhrenko., 2004, and the more recently reported Fabregat-
Santiago et al., 2005) that one of the more critical functions of the cell, the nanoporous 
titania structure (Gratzel, 1990), was well characterized by a single time constant that 
appeared as the primary semicircle in the Nyquist plot.  
Since some form of failure associated with this structure was conjectured to be a likely 
cause of failure of the whole cell, the use of EIS to probe the behaviour of the layer was 
considered as a means of running a remote diagnostic on a cell in a large array. It was 
conjectured that EIS might enable an operator to identify a particular cell that may be 
about to fail, and take preventative action. 
An experiment was performed using the circuit simulator to see if a failing cell (for 
example, one with an altered R or C value associated with the titania time constant) 
could be detected in a matrix of cells by probing the matrix itself with a multifrequency 
signal and looking for anomalies in the Nyquist response. 
5.5.1 Experiment to determine whether a failed cell in an array can be easily detected 
and identified using EIS. 
A grid of 25 pseudo-cells each comprising a simplified equivalent circuit with a 
dominant time constant was created, and probed with signals of the form used to probe 
real DSCs in laboratory testing. 
When one of the cells was deliberately maladjusted to simulate an error condition, and 
all the other cells were identical, it was sometimes possible to observe a slight 
alteration in the overall complex impedance plot for the array, if the simulated error was 
large. 
However, real cells in real arrays are not identical, and the natural distribution in the  
characteristics found in an array of cells of this type would totally mask any small 
variation in a cell due to some potential, rather than active, error condition.  It can be 
confidently stated that no inexpensive probing system is going to adequately derive 
useful information from the individual cells in the array using a technique such as 
described here. A method that was likely to work with a high level of confidence in the 
field would need to be much more sophisticated than anything considered in these 
experiments. 
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5.6 Optical Impedance Spectroscopy of DSC – IMPS and IMVS 
Peter and co-workers (Peter, Ponomarev, Franco & Shaw 1999; Peter, Duffy, Wang & 
Wijayantha, 2002) have performed many detailed investigations on the behaviour of 
DSC using variants of Optical Impedance Spectroscopy. In this technique, the cell is 
held under constant electrical and optical conditions, and probed by means of low 
amplitude sinusoidally varying illumination, while the output current and voltage are 
recorded using a galvanostat or a potentiostat, respectively. The former case is known 
as Intensity Modulated Photocurrent Spectroscopy (IMPS), and the latter case is known 
as Intensity Modulated Photovoltage Spectroscopy (IMVS). Both techniques are useful 
and probe different operational parameters of the DSC under investigation. 
5.6.1 IMVS 
Here the DSC is connected to a high impedance load and the voltage generated by the 
varying illumination is monitored. A differing low frequency time constant with an 
associated frequency ωmin is observed, ascribed by Peter (2002) to the kinetics of the 
back reaction (recombination current).  
This back reaction may be intensity dependent (Fisher, Peter, Ponomarev, Walker & 
Wijayantha, 2000;  Peter, Duffy, Wang & Wijayantha, 2002) and probed effectively 
using IMVS.  
Fisher et al. (2002) report experimental results showing that ωmin varies according to 
the incident DC photon flux Φ: 
  ωmin = k Φ
0.67       (5-1) 
where k is a constant. 
5.6.2 Experimental Results 
Equipment used to make corresponding measurements was constructed as part of the 
project. It comprised an electrical to optical convertor using electronics and green 
LEDs, whose light output was arranged to be proportional to some input voltage by 
means of optical feedback, refer figure 5-3. 
On the left hand side of the diagram the circuit “Input from EIS Eqt” is connected to the 
voltage drive signal from the Autolab instrument. 
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On the right hand side of the diagram the “Output to EIS Eqt” is connected to the input 
sensing lines to the Autolab instrument. 
The feedback circuit was arranged so that the DC voltage on the input produced a 
specific (although uncalibrated) level of light on the output via the feedback mechanism 
implemented by a photodiode. This tended to removed any non-linearities in the 
response of the LEDs, which are known to have non-linear current to light transfer 
functions. 
A number of plots (‘runs’) were obtained of output open circuit voltage (IMVS) using test 
cells numbers 16 (Green trace), 21 (Red trace) and 22 (Blue trace), versus input light 
intensity modulated over the range 100 to 0.1 Hz, and are shown in figures 5.7 and 5.8 
below. Note 100% irradiance was about 10% AM1.5 sun, in equivalent green light. The 
results obtained generally matched those obtained by other workers, e.g. Peters et al 
(1999). Many of the runs did not produce good results; those shown are among the 
most consistent. This could have been due to several factors. Firstly, the signal levels 
were very low, and tended to be masked by extraneous electrical noise including that 
produced by the poor external electrode connection on some of the cells, while 
secondly the electronic adaptor circuit showed a tendency to oscillate at some signal 
levels. Before it was possible to investigate this and rectify the problems, the laboratory 
where the tests were being held was damaged by fire, and the electronic convertor unit 
was lost. However, this is not considered a major issue, as by then sufficient data had 
been gathered to indicate that the use of EIS in any of its many forms was highly 
unlikely to assist in achieving the project goals. 
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Figure 5-7   Nyquist plot of 3 cells subject to IMVS test, from 100 Hz (RH end of curve) to 0.1 Hz 
( upper LH end of curve), at 25% irradiance. 
 
 
 
 
 
 
 
 
 
 
 
Figure 5-8   Nyquist plot of the same cells as in 5.7, subject to IMVS test at 100% irradiance, 
over a frequency range of 100 to 0.1 Hz. .  
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5.6.3 IMPS 
Here the DSC under test is connected to a low impedance load and the current 
generated by the cell subject to varying illumination is monitored. A low frequency time 
constant is observed, ascribed by Bisquert (2004) primarily to trapping factors in the 
titania, and gives the electron transit time τd across the titania. The frequency ωmin 
observed in the IMPS response is related to τd as: 
 τd  =  2.5 / ωmin (Bisquert, & Vikhrenko 2004)   (5-2) 
Fisher et al.(2002) report experimental results showing that ωmin varies according to the 
incident DC photon flux Φ: 
 ωmin = k Φ
0.51   .     (5-3) 
where k is a constant. 
5.7 Conclusions 
The above series of experiments confirmed that DSCs exhibit a dominant time 
constant, and that their dynamic behaviour was consistent with present theory. The 
experiments also demonstrated a means whereby the internal DC resistance of a solar 
array may be determined effectively in the presence of a large masking reactance, such 
as a double layer capacitance on an electrolyte/titania interface  (see also Appendix C). 
Determination of the resistance of the array is important in determining the optimum 
voltage/current operating point of an array. 
A number of plots of the behaviour of cells were made using both IMVS and IMPS, and 
all in general demonstrated that the DSCs performed in a similar manner to that seen 
by other workers (e.g. Peter et al., and Bisquert et al.). However, the basic thrust of the 
work in this project was to find ways of improving the output of cells by means of 
optimisation techniques, such as had been performed with the upper conductive and 
transparent layer described in Chap. 3. In order to carry out such optimisation, there 
has to be evidence of two conflicting processes each affecting the performance of the 
cells in largely opposite directions, so that a balance and hence an optimum can be 
found between them. 
In none of the experiments using either IMVS and IMPS was there any evidence that 
there existed within the cells’ electrochemistry such conflicting processes readily 
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accessible to optimisation using the tools available. The work on this activity was 
therefore curtailed and not pursued further. 
However, the use of EIS to determine the DC resistance of DSCs in the presence of 
large parallel capacitances led to work described in chapter 6. Here the concept of 
using a simulated successive optimisation maximum power point tracker was applied to 
determining the maximum power point of a DSC array, and investigating to what extent 
the large time constants associated with such an array might confuse the tracker and 
lead to poor system performance. 
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CHAPTER 6. DEVELOPMENT OF A SIMULATED MAXIMUM POWER POINT 
TRACKER 
6.1 Introduction 
A basic theorem of energy transfer, using arbitrary media, demonstrates that maximum 
power is transferred from a generator to a load when their impedances are equal. 
Hence, in solar arrays, there is a need to adapt the output impedance of the solar array 
(which is certainly non-linear) to the input impedance of the load (which may or may not 
be linear).  
Consider a basic generator G of source resistance RG and a load L of resistance RL 
(refer Figure 6-1.) 
 
 
 
 
 
 
 
 
Figure 6-1   Generator and load to demonstrate maximum power transfer at RL = RG. 
 
Suppose the generator produces an electrical potential across itself of V, then from the 
maximum power theorem, W is at a maximum when RG = RL.  In the case where either 
or both RG or RL vary, some stratagem must be adopted by the system designer to 
ensure that the maximum power condition is maintained. This involves placing a 
transformer of variable ratio N between G and RL, to ensure that the load and the 
generator resistances are properly matched at all times (Figure 6-2). 
 
 
RL G 
RG 
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Figure 6-2   Use of variable ratio transformer to maintain maximum power point. 
 
In the presence of such a transformer, the condition of maximum power transfer is that  
  RL = N
2 RG       (6-1) 
So by varying N, the maximum power available from the generator can always be 
presented to the load even if both RG and RL vary individually. The proper operation of 
the generator–load combination now relies on the proper control of the variable ratio 
transformer, and, applied to the field of solar energy where G represents a solar array, 
a number of algorithms exist to do this and are known as maximum power point (MPP) 
trackers. 
6.2 Experiment 
A good review of solutions to the problem of tracking the maximum power point of a 
solar array is given in Holm and Ropp (2003). It would however be fair to say that all of 
them rely on the absence of any substantial reactance in parallel with the generator 
resistance. Where such a reactance exists, any attempt to introduce fast perturbations 
and examine the behaviour of the array is fraught with difficulty. DSC arrays contain the 
equivalent of quite good supercapacitors embedded in the interface between the titania 
and the electrolyte, and hence have a relatively high reactance and long time constant. 
 To demonstrate this issue, a simulation was constructed using MicroCap 7 of a 
maximum power point tracker that used the dynamic impedance method of locating the 
maximum power point. To indicate the basic theory behind this method, consider a 
N RL G 
RG 
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simple solar cell of negligible reactance connected to a load RL, as shown above. Let 
the power be W at any value of positive voltage V and current I so that W = V * I. 
Then at the maximum power point, 
 
 
0


dV
dI
V
dV
dV
I
dV
VId
V
W
    (6-2) 
whence  
   
0
dV
dI
VI
      (6-3) 
 
or,  
0
dV
dI
VI
 so that   V
I
dV
dI

  
which means that the DC conductance of the load at the maximum power point is equal 
to the dynamic conductance at the maximum power point, with reversed sign. 
The maximum power transfer theorem can also be applied to the case where the 
source impedance is complex, i.e. has a reactive component as with DSC. The 
condition of maximum power transfer in a circuit where the source and load 
impedances are ZS  = (RS + XS )  and ZL  = (RL + XL )   respectively is that 
 RL / [(RS + RL )
2 + (XS + XL )
2 ]      (6-4) 
is a maximum. 
Since negative reactance is possible, the second term is readily minimised by setting XL 
= - XS , i.e. making the variable ratio transformer reflect a complementary impedance 
back to the load. With this stipulation, the first term minimises under the same condition 
as in the non-reactive case, that is, RS = RL.  
This process is illustrated diagrammatically in 6-3 showing the I vs V and I vs W curves 
for a typical solar cell.  
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Figure 6-3   Construction illustrating the formation of the maximum power point in a circuit. If Q 
is at the maximum power point, PO = PS. 
 
Constructing a control loop which seeks to keep the sum of the dynamic impedance 
(dI/dV)-1 and the static impedance (I/V)-1 as close to zero as feasible is therefore a 
means of building a maximum power point tracker, i.e. at Point Q.  
   
  
  
 
 
 
         (6-5) 
However, in real circuits, the division operation is inconvenient to perform (although of 
course in a digital control loop embodying a microprocessor or similar device such 
calculations are not an issue). The governing equation was rewritten to eliminate one of 
the divisions. Because the value of the voltage perturbation δV can be fixed, it may be 
incorporated as a constant in the equation, effectively in the denominator, and allowed 
for in the scaling factors. So the governing equation for the tracker becomes 
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1
IdV
VdI
       (6-6) 
requiring a single division by a variable, I. 
The value of dI/dV was found by introducing a 10 Hz small voltage fluctuation in the 
load circuit, and measuring the current change produced. In order to extract the AC 
signal from the DC signal comprising the load current, frequency selective filtering was 
used. The ratio V/I was found by using an inversion table operating on I to generate the 
value of I-1 then multiplying it by V. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-4   Experimental simulated maximum power point tracker using dynamic impedance 
matching. 
 
The system was allowed to stabilise with a load RL for two seconds, when an additional, 
identical, load RL was switched in parallel with the first by means of switch S. To 
examine the effect of load transients, switch S was altered every two seconds. 
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Switching the second load RL in or out would be expected to force the maximum power 
point tracker to alter its operating point to compensate for the change in load. The 
speed at which it accommodated to the new condition was then examined. 
6.3 Results 
The result of running the simulator is shown in Figure 6-5 which shows the output 
voltage of the solar cell when faced with various loads at different times. At start up 
(extreme left of diagram) the second load RL was switched off and the circuit allowed to 
stabilise with only one load RL as described in the previous subsection. After two 
seconds the second load RL was switched in, and after a further two seconds it was 
removed. After a further two seconds (6 seconds in all) the simulation then halted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-5   Effect on loop recovery of capacitive time constant (small, 50 ms, or 250 ms) in the 
simulated circuit. 
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The traces in Fig. 6-5 denote the following. The Open Loop condition denotes the 
operation of the tracker without any feedback, so switching in the second load produces 
a step change in the output that is never corrected. The Closed Loop condition denotes 
the feedback  path closed and with a short time constant (determined by the system 
parameters including the use of a 10 Hz sampling frequency). The Closed Loop 50 ms 
condition is as before but with a deliberate additional 50 ms time constant added to the 
cell array being tracked, and the Closed Loop 250 ms condition is as the second 
condition but with a 250 ms time constant on the cell array.  
The graph denotes the time response of the system under these 4 conditions. The first 
two seconds show the cell voltage plotted against time with a single load RL connected 
to it. The rise times to full voltage vary naturally as the time constant (defined by the 
parallel capacitance) is increased for the different traces (distinguished by colour). (The 
high frequency superimposed on the output appears from the probe frequency 
generator which provides the signal from which the value of dI/dV can be found.) The 
next two seconds shows the response of the circuit to the connection of the additional 
load RL. As before, the larger the capacitance, the longer it takes for the circuit  to 
stabilise at a value close to 0.65V. The final two seconds shows the time response of 
the circuit to having the additional load RL switched off.  
With only one load switched in, the circuit stabilised for all time constants within about 
0.4 seconds. However, marked differences in response times are seen when the 
second load is applied. With short time constants up to about 10 mS the response to a 
transient load change was limited by the comparatively short time constants of the 
feedback loop, determined by the probe frequency of 10 Hz.  As the source time 
constant was increased to 50 mS and then 250 mS, it became clear that the maximum 
power point tracker was failing to keep the circuit at an optimum operating point at 
approximately 0.65V. Note that real DSCs show time constants at least as long as 250 
mS, and the more labyrinthine the titania structure is, the longer such a time constant is 
likely to be. 
6.4 Analysis 
The large double layer capacitance of DSCs introduces long time constants, and these  
make the use of conventional maximum power point tracking problematic due to the 
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probability of the tracker algorithms being confused by the array output capacitance, so 
setting the operating point well away from the optimum. 
It has been shown possible to build a simple maximum power point tracker using 
simulation which operates by matching the static impedance to the dynamic impedance 
of the load, but it has also been shown that the use of this technique makes locating the 
maximum power point quite prolonged especially when the source cells demonstrate 
long internal time constants. 
6.5 Determination of the maximum power point by the use of EIS 
It is proposed to use the same techniques as used in EIS to modify the modus operandi 
of the impedance matching tracker so that it matches only the complex component of 
the impedance and in order to do this it must have information on the real and 
imaginary output impedances of the array. Existing MPPTs do not make allowances for 
the high reactance of DSC arrays and the simulator described above has shown that 
this may be a source of significant error in the calculation of the MPP. An alternative 
method is proposed to circumvent this problem. 
The results of the earlier EIS measurements on cells demonstrate the existence of a 
dominant single time constant in the cell output circuit. In order to match the cell 
properly to the load it is necessary to determine the real component of the complex 
output impedance. This may be done by sampling the output time constant at two or 
more different frequencies, locating the cells’ operating point at that frequency, then 
calculating the real and reactive impedances mathematically. 
Fig. 6-6 restates the frequency impedance plot for a DSC, using defining parameters 
R0, Rr and Rdc . While Rdc  is the output impedance of the cell at DC and is easy to 
measure and conceive of, the parameters R0 and Rr are less obviously tied to any 
physical structure in the cell. Rather they are complex functions of the interaction of the 
electrolyte with the titania and the electrical distance through the electrolyte. R0 is the 
origin of the dominant semicircle resulting from the dominant cell time constant, Rdc is 
the real output impedance of the cell at DC, and Rr is the radius of the dominant 
semicircle. Zf is the impedance at some frequency f and R(Z) denotes the resistive 
component of Z. 
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Figure 6-6   A Nyquist plot of a typical DSC showing a method of locating the DC (RDC)  intercept 
using 2 non-zero-Frequency probe points f1 and f2. . 
 
For simplicity of expression, let a = R(Zf1),  m = X(Zf1), b = R(Zf2), n = X(Zf2). Assume 
the imaginary component of R0 is zero, and that the output curve is a pure semicircle of 
radius R. 
Then equating expressions for the radius,  
  (R0 - a)
2 + m2 = (R0 – b)
2 + n2     (6-7) 
whence  
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     5.0220r maRR       (6-9) 
 
Clearly, Rdc = R0 + Rr  
which is the parameter the circuit was designed to derive. 
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The figures obtained for Rr and Rdc can then be used to inform the control circuit of the 
variable ratio transformer to drive the impedance transformation ratio to the correct 
value for maximum power transfer. 
Literature searches to date have not found any maximum power point tracker which 
operates in this manner. The circuit and concept are claimed to be novel and may 
comprise useful and patentable intellectual property.  As remarked earlier, this may be 
a subject for further useful work. 
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CHAPTER 7.  USE OF A SIMULATOR TO DERIVE I/V CURVES FOR DSC ARRAYS 
7.1 Introduction 
The previous chapters have shown how it has been possible to model solar arrays and 
modules using circuit simulators. This chapter describes the principles behind, and the 
construction of, a simulator of individual cells and of small groups of cells. Starting with 
electrochemical principles the behaviour of a very small (1 mm x 1 mm, called in the 
text ‘elemental’) cell is simulated, and these are then grouped together in parallel to 
form a cell of realistic size. A similar procedure is then used to construct a simulator 
using the MicroCap 9 program for a solar module containing a number of realistically 
sized cells. 
7.2 Methodology used in the construction of a Solar Module simulator 
In semiconductor based solar cells, light absorption, and hence hole electron pair 
generation, occurs at a p-n junction, whose internal drift field separates the electron 
and hole to produce a photocurrent. If no current is permitted to flow in any external 
circuit a forward biased open circuit voltage is developed across the junction. Under 
this condition with zero external current flow, the potential difference across the cell is 
known as the open circuit voltage. Conversely, if the cell is short circuited, it will have 
zero potential across it and the current is known as the short circuit current. Current 
flow I through a p-n junction due to some potential V across it is exponential in nature 
and the junction voltage is related to the junction current by an equation of the form 
(after Shockley, see Sze, 1981): 
 
  
)1(I  I 0 
nkT
qV

       (7.1) 
 
where I0 is the junction saturation current, q is the electronic charge, k is Boltzmann’s 
constant, T is the absolute temperature and n is an ideality factor, typically 1 < n < 2. 
In the dye sensitized cell, the mechanism that separates the exciton into a hole electron 
pair is different. Here there is no drift field, and the separation is achieved by rapidly 
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(i.e. on a femtosecond timescale) removing the energetic electron from the π* orbital in 
the dye molecule to the conduction band of an adjacent metallic oxide, typically though  
 
 
 
Figure 7.1  The electrochemical operation of a DSC (after Grätzel, 1991) 
 
not necessarily titanium dioxide (refer figure 7.1). Once again, there is a tendency for 
the electron to attempt to recombine with a suitable hole in the electrolyte (or other hole 
conducting medium) adjacent to the titania, and this process is also exponential in form 
with the relationship between the recombination current IR and the titania to electrolyte 
potential ETe similar in form to that in (7.1). The presence of trap states near the surface 
of the titania into which electrons may fall, and from which they may then recombine 
with holes after a time interval slightly modifies the behaviour of the junction from that of 
a pure exponential relationship. 
So with either solar cell technology one has a photocurrent generator effectively in 
parallel with a diode like structure, and the resulting severe non-linearity poses 
Energy 
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 7. Use of a Simulator to Derive I/V Curves for DSC Arrays Page 68 
problems for modelling multiple arrays of cells using simplistic methodologies. This 
paper reports the results of using electronic circuit simulator software to validate 
empirically a model of an elemental cell and arranging these progressively into larger 
and larger systems until an entire array has been simulated. 
 The methodology adopted is to represent the behaviour of the array as a hierarchy of 
structures of decreasing size, having their photoelectronic properties expressed in 
tabular form with sufficient numbers of points to reduce interpolation errors to some 
suitably low value, such as 1% relative. The individual production tolerances of the cells 
will invariably exceed this level, ensuring that any discrepancies between the predicted 
behaviour and the measured behaviour of an array lie firmly outside the domain of the 
simulation process.  
7.3 Simulation Procedure 
The author’s experience with DSCs provided some insight into the nature of the current 
generation process in the titania. A DSC cannot be treated as a thin homogeneous 
sheet which simply produces electron flow from sunlight. Those parts of the titania 
further from the conducting oxide absorb fewer photons than those closer and thereby 
produce fewer photoelectrons, hence less photocurrent and potentially lower 
photovoltage; However all layers are electrically in parallel.  
The dye/titania electrode was modelled as a number of identical thin layers, in series 
optically and in parallel electrically, each of which absorbed some definable fraction of 
light passing through it, and producing a corresponding photocurrent in the titania. 
Referred to here as an elemental cell, it was modelled as a suitably thin section of the 
absorptive medium (the dye impregnated metallic oxide) orthogonal to the direction of 
incident light (see Fig. 7-2 below). Each layer was assumed to absorb a fraction k of the 
light Φ incident from a source and transmit a fraction 1-k to a succeeding layer.  
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Figure 7-2   Thin layer of dye/titania shown diagrammatically 
 
This was continued for N layers where in this case N was chose to be 10. A fraction η 
of light not absorbed by passage through N layers may be reflected at an underlying 
boundary and transits the N layers a second time in reverse order, again having a 
fraction k absorbed and a fraction 1-k transmitted by each layer. The total light 
absorption of the system is therefore the incident light level minus the losses: 
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Figure 7-3   Construction of 1 mm
2 
cell from a tower of thin dye layers. 
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law) 
Light being reflected for second pass through dyed layers 
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N 
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 2N  
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     = Φ (1 – k)N (1 – η (1 – (1 – k)N )) (7.2) 
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Note that in a real cell some incident light will be reflected from the top surface, and has 
been neglected. Similarly some light will emerge from the top surface after being 
reflected back and transiting the layers a second time; but again in a real cell this 
should be very small and has been neglected. 
It is possible from physical and chemical principles to derive the electrical behaviour of 
a thin 1 mm square slice of titania, about 1 micron thick, in terms of rate constants 
governing the many chemical reactions taking place internal to and between the 
electrodes and electrolyte. Such a software system has been developed by Penny, 
Farrell, Will and Bell (2004). This uses physical and chemical constants to define the 
behaviour of the reactions in the cell and estimates the resulting I/V curve of an 
elemental part of such a DSC. 
The resulting performance curve can be readily expressed in tabular form of In Vn pairs 
where the current I at some terminal voltage V may be found by interpolation from the 
values Ip and Iq found at Vp and Vq where Vp < V < Vq. 
The behaviour of a realistic section of the cell structure may now be simulated by 
connecting a suitable number of the dye layers in a transmission line in parallel 
electrically and in series optically. 
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Figure 7-4  Simulation of a DSC with a thick film of titania using a stack of dye layers. 
 
The principle behind this process is shown in Figure 7-4. Some numerical values 
needed, in particular, are those which differentiate the external resistances in the sheet 
conductors and other interconnects from the impedance of the electrolyte. It is possible 
to discriminate between many of these values using AC impedance spectroscopy 
(Fabregat-Santiago et al., 2005) (Refer also to Figure 5-2).  
The main import of Figure 5-2 is to demonstrate that AC impedances, while they 
certainly provide much interesting information regarding the internal operation of the 
cell, are not required to calculate the DC behaviour of the cell, which can be 
ascertained simply by measuring RDC directly. It is therefore safe to assume that at DC, 
all the cell internal DC impedances can be lumped into a single R value in series with 
the photocurrent generator, and Fabregat-Santiago et al. (2005) do this when 
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discussing the constituent resistances of the externally observed value of RDC. There 
are no ‘hidden’ internal impedances which need to be taken into account that are not 
obvious at DC; and as a corollary, investigating the cells at AC gives no more 
information about their adequacy as DC power generators than investigations at DC, 
although it can show how the power is being lost inside the cell in more detail.  
Modelling a 1 mm square real DSC constructed between two conducting layers with 
sheet resistivity σ Ω sq-1 is therefore carried out by connecting the equivalent circuit of 
the column of dye layers to a circuit simulating a 1 mm sq ‘elemental’ cell. The 
simulation process is completed by including the resistances of the conducting films on 
which the working and counter electrodes are fomed, as shown in Figure 7-5. 
Connecting numbers of these elemental cells in a parallel configuration, as illustrated in 
Figure 7-6, permits the construction and simulation of much larger cells of arbitrary size 
and shape. 
In order to determine accurately the current from a cell under given electrical loading 
and optical flux, the electrical behaviour of a 1 mm square elemental cell was encoded 
into two tables relating current through the cell to potential across it under the 
conditions of full sun (“light”) and dark. The simulator then calculated the cell current by 
linearly interpolating the light and dark currents generated at the cell voltage based on 
the illumination level at the time. This procedure can introduce minor errors when 
dealing with a DSC for it assumes the current through the cell is linearly proportional to 
the light level. This can be empirically demonstrated to be not true for Φ ~ 1 sun due  to 
hypothesized ionic drag effects associated with the electrolyte (personal 
communication from Dyesol). However, the errors are of the order of 1-2% relative, 
which is largely lost in the cell production tolerances. For the purpose of this study they 
are ignored. This also has the effect of making the simulation more stable, since higher 
levels of non-linearity in the cell transfer functions tend to make convergence of the 
equation solvers less certain. 
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Figure 7-5  1 mm
2
 cell as an element of a mesh of resistances σ/2 comprised of the sheet 
resistance of the upper and lower electrodes. 
 
 
 
 
 
 
 
 
 
 
Figure 7-6  Interconnection of 1 mm
2
 cells from Fig. 7-5 in parallel to form a larger cell of X mm 
by Y mm. 
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A software model is thus available which can be adjusted to be of the same size as 
some test cell using the technology under investigation, and the resulting I/V curves of 
a simulated cell and a corresponding real test cell can be compared. The internal 
characteristics of the simulated cell, in particular the recombination current generator 
and the series resistive elements, can then be adjusted until a good match of the 
simulated cell and the real cell is obtained. When this is achieved it becomes possible 
for the elemental cell to be used in models of arbitrary size with confidence that the 
resulting performance estimations will be very close to those that would be obtained on 
a real array. The procedure is illustrated in Figure 7-7. 
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Figure 7-7   Process used to refine choices for elemental cell characteristics. 
 
The model is used to simulate a cell close to the size of the cell which was used to 
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then adjusted and the outputs scaled incrementally until the performances of the real 
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point than thick cells without mirrors, due to the reduced area of nanoporous titanium 
dioxide available for recombination compared with photocurrent production. 
In this study, the finished cell size selected was 50 mm wide by 10 mm long (note that 
in this notation the ‘width’ refers to the electrical width of the cell orthogonal to the path 
of current flow while the ‘length’ refers to the direction parallel to the path of current 
flow) as in Figure 7-8. 
 
 
 
 
 
 
 
Figure 7-8   Demonstrating the Length and Width of simulated cells 
 
The simulator generated simulated I/V curves for a cell of this size, which were duly 
converted into tables of an appropriate number of points to preserve accuracy to 1% 
relative to the short circuit current value. 
The reverse voltage behaviour of the cells also needs to be modeled with some 
accuracy, since it is possible for cells to be driven into this regime if they become 
shadowed. This point is illustrated in Figure 7-9. 
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Figure 7-9   Typical I/V curve of DSC extended to include reversed terminal voltages. 
 
Suppose in some array most of the cells are illuminated at 1 sun, and the array and its 
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titania on metal have been found to have VR ~ -2V. This is consistent with the 
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the electrolyte via the titania, which is present in both structures, but is from the 
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electrolyte directly to the conductive oxide, which does not exist in the metal based cell 
14.  
Based on the empirical results for several I/V curves for metal backed cells 15, a 
function was developed as part of this project which estimated the reverse bias current 
through such a cell under zero illumination based on a modified diode equation: 
  )1(AI
bV   
where I is the reverse current in amps and V is the reverse bias voltage (measured 
positively in volts). Accurate values for the two coefficients A and B are not presently 
available due to the production tolerances existing in each cell assembly, but the values 
used for this form of DSC, recover the equation 
  )1(10.5
5.25   VI       (7.4)  
Convergence difficulties were occasionally experienced with the simulator when very 
low reverse currents were incorporated, but in general, use of any function giving 
realistic levels of reverse current tended to behave well during the simulation runs.  
Simulation of an arbitrary sized cell using a mesh of smaller cells each encoded by a 2-
dimensional table was then possible and was performed to give the I / V curves of the 
target cell under full sun and dark conditions. As before, the results were expressed in 
tabular form to pass on to the next level of simulation, which involved using an entire 
array of cells.  
This procedure was used for all further work on simulated arrays including those 
investigating the effect of shading, and the means of defending the arrays against such 
conditions. In the following chapter, a study into shading solar arrays was performed, 
the effects of shading were investigated, and a means of reducing power losses are 
proposed.  
                                               
14
 Data from Paul Murray and Andy Thien, DyeSol Ltd. 
15
 Data from DyeSol Ltd. 
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CHAPTER 8. REDUCING POWER LOSSES IN ARRAYS IN PARTIAL SHADE 
8.1 Introduction 
The methodology developed here was designed to address the increasingly important 
issue faced by designers and installers of arrays located in, for example, urban 
environments where the presence of nearby objects renders it difficult if not impossible 
to avoid shadows passing over the array during the course of the day.  
When an array is partly shaded, the cells subject to reduced irradiance produce less 
photocurrent, and this leads to substantial alterations in the potentials at various points 
in the circuit. These variations cause substantial reductions in power delivered by the 
module and are associated with reverse bias appearing on the shaded cells. Under 
these conditions, one of more of the shaded cells may be subjected to sufficient 
reverse voltage to induce the internal pn junction to avalanche, and pass a substantial 
current at a high reverse voltage. Cells thus operated act as loads instead of 
generators, with the resulting generation of hot spots in the shaded cell which can 
easily lead to irreversible damage (Kawamura et al., 2003; Alonso-Garcia, Ruiz, and 
Hermann, 2006a). 
This issue has been widely recognised since deployment of silicon PV, and was 
originally regarded as something to be alleviated by more appropriate module 
positioning. Where shading was inevitable, manufacturers have tended to use bypass 
diodes to protect the cells under reduced illumination, without going into the detailed 
processes resulting from the uneven irradiation of their modules.  
Alonso-Garcia, Ruiz and Hermann (2006a) and Alonso-Garcia, Ruiz and Chenlo 
(2006b) investigated the behaviour of silicon cells under partial shading, examining 
ways of avoiding excessive power losses, in particular for electrical protection 
purposes. They also investigated possibilities of finding configurations most suitable for 
the minimisation of the power loss in the cases where shading is unavoidable. They 
remark that recent studies have been more focused on the amelioration of the effect of 
reverse biasing, and hot spot creation in silicon arrays, by using heat resistant 
encapsulants. Such studies tend to concentrate on comparing the temperature of hot 
spots with the capacity of the encapsulant to withstand such temperatures, while 
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skating around the issues of what can be done about the root cause of the problem, 
which is current imbalance in the array. 
Alonso-Garcia et al. (2006a) describe the use of computer simulation to analyse the 
behaviour specifically of silicon solar arrays under partial shade conditions. They 
calculate the effect on the array characteristic of having no bypass diodes, and on 
fitting bypass diodes across varying numbers of cells, showing the level of improvement 
that can be obtained. Karatepe et al. also used computer modelling to predict the 
behaviour of partially shaded arrays, and illustrated their work with examples and 
performance curves very similar to those generated by the modelling process 
undertaken in this research (Karatepe, Boztepe and Çolak, 2007).  
The disadvantage of bypass diodes is that they switch the shaded cell out of circuit 
altogether, and any power contribution from these cells is lost. This chapter proposes 
an alternative approach which enables recovery of a large proportion of this lost power, 
and the work on which it is based was performed by the author largely with the aid of 
the software circuit simulator MicroCap 9. It was originally presented in poster form at 
the International Solar Energy Society Conference in Beijing, Sept 17-19, 2007, and 
was given later in peer reviewed paper form at the Solar Cities Congress, Adelaide, 
2008. An abridged version of the paper is given here, rewritten as a short chapter for 
this Thesis. It reports the results of simulating a shaded array fitted with a novel and 
provisionally patented twin circuit shade mitigation system, and the improvement in 
power output produced by the system.   
The principle is shown in Figure 8-1 below. 
 
 
 
 
 
 
 
Figure 8-1  Representation of proposed current flows from a shaded array into a dual input 
maximum power point tracking circuit. 
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8.2 Types of Shading 
Practical experiments examining the current output of a small solar cell (0.7 cm2) in 
numerous locations shaded by eucalypt trees tended to indicate that a histogram of the 
energy falling upon the cell was roughly bimodal (Fig. 8-2). There were peaks around 
30-80% of full sun and around 10% representing typical shade. It is noted in the next 
section that the power output of series strings of solar cells tends to be strongly 
dependent on matching their photocurrents. It was therefore hypothesised that this 
bimodality can be used to good effect in improving power extraction from partly shaded 
solar modules, by breaking the cells in the solar module into two series strings, one 
comprising cells in full sun and the other cells under shade. This strategem might 
enable the recovery of power from arrays shaded by vegetation or building structures 
more efficiently than using existing methods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8-2  Histogram of solar intensity at 143 sample locations beneath eucalypt trees in 
Adelaide, Australia. 
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8.3 The Effect of Cell Irradiation, Voltage and Current on Power Output 
All PV solar cells (which are basically current generators) show much less tolerance to 
uneven illumination when connected in series than when connected in parallel. The 
reason for this is shown in Figures 8-3 and 8-4 which give the power versus voltage 
and power versus current curves for a typical PV solar cell. The cell voltage at the 
maximum power points for varying irradiance is similar, while the current differs 
markedly.  Changing the illumination on one of a parallel string of cells merely changes 
the current through that cell slightly, and reduces the contributed power proportionately. 
Not so with the series connected cells in which changing the current, and in particular, 
trying to drive too much current through a shaded cell, causes the cell power to become 
negative very quickly, i.e. the cell starts absorbing power from the array and not 
contributing to it. 
 
 
 
 
 
  
 
 
 
 
 
 
Figure 8-3  Conventional plot of cell voltage vs cell power output for a simulated 0.88 cm
2
 DSC, 
showing proportional drop in output for varying irradiances. 
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Figure 8-4   Plot of cell current vs cell power output for the same cell as in fig. 8-3. 
A more detailed explanation of the effect can be seen from the a typical curves of a 
DSC, shown in Figure 8-5. Suppose a number of such cells comprise a series string, 
and all but one are exposed to full sun (curve marked 100%). The cell not exposed to 
full sun is indicated by the curve marked 40%. The operating point of the cells in full 
sun will be P, with a current IMPP flowing through the series string. 
  
 
 
 
 
 
 
 
 
 
Figure 8-5  The effect of forcing excess forward current through a solar cell, as arises during 
shading. 
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For the shaded cell, however, the operating point for a current of IMPP becomes Q, 
which lies in the second quadrant, and represents absorption by the cell of power being 
produced elsewhere in the series string. 
It was further shown through use of the software simulator that an array of cells fitted 
with multiple protection diodes, while completely proof against catastrophic failure due 
to cell overheating, nevertheless can behave strangely when partly shaded, and show 
multiple peak power points on its I/V plot. Such behaviour can make identification of the 
best maximum power point potentially difficult for the electronic tracker, and may lead 
to oscillatory or other undesirable phenomena. 
8.4 Parameterization of Shading 
Use of the software simulator to investigate partially shaded solar arrays with cells 
connected  in series enabled the creation of a table which shows the proportion λ of the 
array in  shade (e.g. λ = 0.3 means 30% of the array was shaded) versus the insolation 
k experienced by the shaded cells (i.e. k = 0.1 means 0.1 sun on the shaded cells, k = 
1 means full sun or no shade on the cells). The table plots the proportion of power 
produced in the shaded (non-uniform insolation) state as a fraction of the total output 
from an array subject to uniform insolation with the same total power. For most 
combinations of k and λ, the power output was far less than the optimum available, as 
demonstrated in Table 8-1 below: 
Table 8-1   Percentage of power available from a serial wired silicon cell module compared 
with the maximum possible power output. 
     
 
0.2 0.4 0.6 0.8 1 
0 100% 100% 100% 100% 100% 
0.2 56% 77% 88% 95% 100% 
0.4 38% 63% 79% 91% 100% 
0.6 29% 53% 71% 87% 100% 
0.8 24% 45% 65% 83% 100% 
 
 
Table 8-1 indicates that the power output of a shaded serially wired module is 
substantially less than the possible maximum, particularly for typical values of k (~ 0.2) 
K = Sun Level 
λ  = 
Proportion 
of array 
shaded 
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and λ (~ 0.5), shown in heavy type. This behaviour, not well remarked upon in earlier 
work, shows the importance of investigating means by which the module output can be 
brought closer to its theoretical maximum under typical shading conditions. Previous 
solutions have involved equipping small groups of cells with individual inverters and 
maximum power point trackers, but this increases costs and may not be the optimum 
solution. An alternative solution is suggested below which obviates the need for 
numerous small and potentially costly trackers. 
As mentioned earlier, it was hypothesised that an improvement in delivered power 
might be obtained by dynamically reconfiguring the array into two series strings, one 
carrying currents generated by unshaded cells and the other by cells subject to shade. 
The power in the two strings would then be combined in a dual input maximum power 
point tracker. 
 
8.5 Results of simulating a dynamically reconfigured module in partial shade. 
A simple system was simulated using the software circuit simulator MicroCap 9. A 
series wired solar module (of nominal power in full sun of 30W), containing 8 clusters of 
cells was fitted with a dynamic array configuration system (DAC), and simulated under 
various  shading scenarios. The power obtained from the array was plotted with the 
DAC switched On and Off over a suitable range of module terminal voltages.  
Figures 8-6 and 8-7 show  the results of operating the module with various fractions of 
shade.   
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Figure 8-6  Module with 25% area shaded to 30% full sun, without dynamic reconfiguration.
  
 
 
 
 
 
 
 
 
 
 
Figure 8-7  As in Fig. 8-6, but with dynamic reconfiguration operating 
 
The results of a number of simulations covering a wider spectrum of shading and 
insolation conditions are summarised in Table 8-2 below. 
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Table 8-2   Behaviour of module with (DAC On) and without (DAC off) the dynamic module 
configuration operating. 
 
 Power output in Watts   
Clusters Illuminated DAC Off DAC On 
 
Irradiance 
Limit 
 
Gain 
Uniform 100% sun 30 30 30  
6 x 100%, 2 x 30% sun 11 24.8 24.8 125% 
4 x 100%, 4 x 30% sun 10.1 19.32 19.5 91% 
2 x 100%, 6 x 30% sun 6.36 12.02 12.75 89% 
Graded sun 100% - 30% 11 16.8 19.5 53% 
 
It can be seen that the total power output from the reconfigured module is significantly 
greater than that from the module without reconfiguration. The total power output from 
the module is the sum of both separate peaks, where there is more than one. 
The simulations suggested that considerable improvements in delivered power could 
be achieved by the use of the suggested technique, which was claimed to be novel and 
potentially patentable. 
8.6 Conclusions 
In modules likely to be subject to shading, considerable power loss over and above that 
caused by simple loss of sunlight is expected due to operation of many cells far from 
their maximum power point, even to the point of driving them into reverse bias. 
Protecting the module from this condition is possible at some extra expense, 
whereupon the choice to do so in any particular situation becomes based on 
economics. Alternatively, dynamically reconfiguring the module in the manner 
suggested has, in a simulated environment, demonstrated the possibility of recovering 
much more power than hitherto been considered possible. 
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In summary form, 
 The optimum size of a group or cluster of cells for modules likely to be shaded 
by trees is of the order of 30 cm2. The larger size of silicon cells may make it 
more difficult to build modules resistant to shading. 
 The distribution of the levels of irradiance on cells which are subject to shading 
by vegetation and other quasi randomly shaped objects tends to be bimodal 
with a peak at full sun and a secondary peak at the skydome level, typically 10-
20% of full sun. 
 Use of bypass diodes to support module output power under part shade is 
rendered problematic if less than one diode per cell is used. Such arrangements 
tend to be shadow pattern sensitive. 
 Additional power can be drawn from a partially shaded array by the use of the 
reconfiguration system which switches the currents generated by the unshaded 
and shaded cells into separate strings, and then aggregating the power from 
each string. 
 
 
  
 Methods to Improve the Energy Output of Solar Arrays 
Chapter 9:  The Dual Input Maximum power point Tracker Page 90 
CHAPTER 9. DESIGN OF A DUAL INPUT MAXIMUM POWER POINT TRACKER 
9.1  Introduction. 
In the previous chapter it was shown that the difference in photocurrents through series 
connected solar cells leads to some cells generating less current than the non-shaded 
cells and the balance has to flow uselessly through a bypass diode if the array is to 
continue working reliably although with reduced output. In this chapter it is shown that 
the use of diodes is one particular case of a general method of making an array 
resistant to shading, and one that, as noted, does not offer any opportunity to regain 
the power lost through mismatches between the high current and low current cells. 
A solution developed during this project is to dynamically split each solar module into 
two series circuits, each of which was optimized for a different current. This is 
especially attractive when it is seen that the current through the individual cells on an 
array subject to shading tends to adopt one of two values since the cells are either well 
shaded, or they are exposed to bright sunlight. The switching was proposed to be 
performed by some custom designed device, of low power consumption, possibly a 
microcircuit, or piezoelectric relay, triggered by a light sensor adjacent to the cluster. 
It is interesting to note that the use of bypass diodes also does something similar, in 
that it diverts excess current uselessly around the shaded cells. It is basically switching 
the cells out of circuit altogether, instead of switching them into a lower current circuit 
from which their reduced power may be extracted. 
9.2 Dynamic Reconfiguration of Cell Cluster using a Switching Microcircuit 
The proposed switching microcircuit would sense the ambient lighting level close to the 
cluster, using an on-chip photodetector, and determine if it is near full sun or not. The 
optimum value for the decision point may be estimated by inspection of the 
power/current curves for a cell as shown in Chapter 8, figure 8-4. This is a plot of power 
output versus cell current, as opposed to the more usual plot of power output versus 
cell voltage shown in Figure 8-3. Consider a series string of cells where all except one 
pass 100% full sun current, and where the shaded cell passes some fraction μ (0 < μ < 
1) of full current. The fully irradiated cells attempt to drive the 100% full sun current 
through the shaded cell, and from figure 8-5, this drives the power output from that cell 
negative. In other words, the shaded cell now absorbs power from the array instead of 
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contributing to it. The current switching circuit would need to be set to divert the cell 
between the high and low current paths at some preset fraction of the expected 100% 
sun insolation level. Simulations suggested that the precise choice of this figure was 
not critical, though this should be validated in any future work. Alternatively it may be 
possible to derive a voltage proportional to the average illumination on all the cell 
clusters, in which case this value could be used as the reference level, so that cells 
having greater than average insolation are switched into the high current string and 
those with less than average insolation level are placed in the low current string. 
The chip area of the microcircuit is a critical factor in the cost of the circuit production 
quantities. Top quality silicon cells (η ~ 22%) of 20 cm2 in area produce a current of 
about 1 Ampere. Silicon MOSFETs can handle about 350A cm-2  while maintaining 
drain-source ON resistance sufficiently low (~ 20 mΩ) to give acceptable power losses 
(< 1%) (Campbell & Rajashekara, 2004), so the area committed to each high current 
switch, of which there would be two per cluster, must be about 0.5 x 0.5 mm. The low 
current switches, logic circuitry and photocell would occupy not more than 0.1 x 0.2 
mm. A chip with approximately 1 mm2 area would therefore be easily large enough to 
implement the entire microcircuit. A chip half that area would be more than enough to 
manage the power switching of DSCs and most other thin film technologies. 
Summing the power contributions of the two circuits can be conveniently performed by 
adding an additional input to a standard maximum power point tracker for the full sun 
circuit. A typical input for a standard tracker would comprise a switching element, an 
inductor, and an output diode as shown in 9-1. 
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Figure 9-1   Basic Maximum power point Tracking circuit. 
 
A second input can be easily added to this circuit, with the proviso only that both 
switches are not ON at the same time, as shown in 9-2. 
 
 
 
 
 
 
 
 
 
 
Figure 9-2   Modified maximum power point tracking device with low current input. 
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The switches are operated at some tens of kHz under the control of a microprocessor 
system (not shown) whose function is to monitor suitable operating parameters of the 
array and, by adjusting the times for which the Primary and Secondary switches are 
turned on, match the input impedances of the tracker to the output impedance of each 
circuit (high and low current) from the array. Algorithms suitable for use in controlling 
such circuits have been examined and tested at some length by Hohm and Ropp, 
2000. 
Operation, which will not be analysed in great detail here, was simulated on MicroCap-
7 using representative circuit values, and is shown in Fig. 9-3. At the commencement of 
a switching cycle, when the inductor current is zero, the high current switch S1 closes. 
The voltage on the high current circuit causes current to build up in the Inductor. When 
it has reached the appropriate level, S1 opens and the low current switch S2 closes. 
The voltage on the low current circuit is now applied to the inductor, causing a further 
increase in current. S2 then opens and the current through the inductor drops to zero 
as it discharges through D3. Note that it is perfectly normal for the circuit, when 
operated in this way, to show periods when the inductor current is zero, although that 
condition is not represented here. 
 
 
 
 
 
 
 
 
 
 
 
Figure 9-3   Voltage waveforms on simulated dual current maximum power point tracker shown 
in Fig. 9-2. 
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9.3 Conclusions 
In arrays likely to be subject to shading, considerable power loss over and above that 
caused by simple loss of sunlight is expected due to operation of many cells far from 
their maximum power point, even to the point of driving them into reverse bias. 
Protecting the array from this condition is possible at some extra expense, whereupon 
the choice to do so in any particular situation becomes based on economics.  
Because the irradiance on cells in a shaded array tends to be bimodal (Figure 8-2) the 
cell clusters may be beneficially allocated to one of two series circuits according to the 
irradiance they experience. Each circuit is connected to a separate input on the 
maximum power point tracker, where one input is optimized for full sun (TF) operation 
and the other for less than full sun (TS).  
The irradiance detection and switching may be carried out by one small (~ 1 mm2 or 
thereabouts, depending on implementation technology) microcircuit per cluster of cells. 
The circuitry for the TS input need only be about 50% of the capacity of TF, further 
saving costs. (This is since the low current circuit can never be carrying more than 50% 
of the total current, otherwise the cells would be switched into the high current circuit.) 
The settings on the two trackers will not be independent. When Ts is handling maximum 
power, TF will be on minimum, and vice versa. This may result in simplification of the 
design of the tracker circuitry and algorithms but will not be pursued further in this 
thesis. 
A further refinement might be to make the decision point dependent on the average 
irradiance being received by the panel. This not been investigated in detail but 
represents an area of potential further study.   
The implementation of such a dual input system on a partially shaded array with a dual 
input MPPT may be expected to increase the output from the array by 100% or more 
depending on the irradiance and degree of shading (refer Table 8-5, page 99). 
The implementation of such a dual input system from a partially shaded array in a 
MPPT promises to increase the output from the array by 100% or more depending on 
the irradiance and the degree of shading (refer Table 8-2) 
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CHAPTER 10. THE ECONOMICS OF SOLAR ENERGY 
10.1 Preface 
This chapter is an abridged version of the paper: Maine, J.A. & Chapman, P. (2007) 
The value of solar: Prices and output from distributed photovoltaic generation in South 
Australia. Energy Policy, 35, 1, pp. 461-466. 
10.2 Introduction 
The Australian Greenhouse Office’s Solar Cities Program proposed among other 
factors that the introduction of distributed photovoltaic (PV) generation and other 
energy efficiency measures are impeded by current “price signals and market 
arrangements that do not fully value the benefits of solar energy” (Australian 
Government, 2004, p 3).  The Program particularly called for proposals to trial solar 
generation that include “cost reflective pricing”, arguing that this might improve the 
incentives for installing distributed PV generation. 
This paper explores the idea in more detail by calculating and comparing the value of 
PV-generated electricity using the regulated retail and market pool prices (also referred 
to as spot prices). These prices are combined with estimates of PV output from a 
simulated solar array to determine how valuable would be the energy produced if it 
were sold at these prices.   
The analysis uses two different sets of prices.  The first figure is the price small end 
users would face if they bought all their electricity needs from a retailer at the regulated 
price; in other words, valuing the solar generation at the price the user would avoid by 
generating electricity themselves (even though some of that electricity might be sold 
back to the network).  The second figure used is the hourly pool price to value PV 
generation according to the prices at which an end user might sell their PV energy back 
to the network as it is generated, valuing PV electricity at the price set by demand and 
by supply from other sources.   
This information is useful to potential installers of PV cells who would want to know the 
net present value of their investment and, to policy makers who need to understand the 
(dis)incentives facing potential installers of PV equipment. 
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Variances and averages of the South Australian pool prices of electricity are among the 
highest of all the States, leading to more and higher pool price spikes and these can 
add to the incentive to install PV cells. South Australia is also one of the driest and 
most highly insolated areas on earth.  Taken together, these points mean that if the 
analysis indicates that solar is insufficiently valuable in South Australia to promote 
widespread uptake, the situation in other States, in fact anywhere else in the world, will 
likely be less favourable. However, the situation in South Australia in winter is less 
favourable since the reduced total electricity output and the low electricity prices at that 
time of year make the economics unattractive (see Figs. 10-5 and 10-6).  
The paper begins by explaining the method for making estimates of the value of solar 
generation.  The results are then presented and discussed in relation to the Solar Cities 
Program.  The final section provides some conclusions, including some implications for 
policy makers. 
10.3 Method 
The electrical output of a simulated 1 kW peak PV system situated in Adelaide, South 
Australia, was calculated at 5 minute intervals for the entirety of 2004, assuming 
optimistically and unrealistically cloud free conditions.  The figures obtained were 
combined with price data downloaded from the National Electricity Market Management 
Company (NEMMCO) database pertaining to precisely the same time interval to 
generate hourly, daily and annual energy outputs and financial values for PV 
generation. 
A simulator had earlier been written using an Excel spreadsheet to evaluate the output 
of a solar array positioned at a point specified by latitude and longitude, and oriented in 
some given direction, all parameters of which were under experimental control.  The 
energy generated by the solar array was calculated on the basis of published 
efficiencies for monocrystalline (m:Si) solar cells. Substitution of m:Si cells by 
amorphous silicon cells (a:Si) would change the price of the array but not the price 
signal as long as the array output remained the same. A more accurate array simulator 
would produce only second order effects since the behaviour of m:Si and a:Si cells are 
not quite the same at high angles of incidence of solar energy, when the energy output 
will be low. 
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The power output W0 of a unit area cell of efficiency η oriented at an azimuth θ and 
elevation φ neglecting the effect of glancing reflection off its surface, with the sun at an 
azimuth Θ and elevation Φ and illuminating the cell with Power Ws per unit area can be 
written as 
 
W0 = Ws η (sin φ sin Φ + cos φ sin θ cos Φ sin Θ + cos φ cos θ cos Φ cos Θ ) (10-1) 
 
Negative values are ignored since arrays are invariably insensitive to insolation from 
behind.  Such a condition can arise if for example the array is aimed west and the sun 
is in the east. Skydome radiation is also ignored on the basis that it will contribute 
perhaps 1% of the total energy output of the array, as is cloud cover; both these effects 
taken together do not affect the conclusions drawn. 
Figures for the sun position in Adelaide on an hourly basis for the middle of each month 
were calculated in the spreadsheet from published formulae (Luque and Hegedus, 
2003).  Insolation figures for times between the hourly figures were obtained by linear 
interpolation.  Examination of the results indicated that errors were of the order of 1-2% 
and because they were relatively larger when sun angles were extreme and the array 
was generating almost zero power, the discrepancies were ignored. The sun tables 
also estimated the relative insolation intensity, Ws, which depends on the slant distance 
through the atmosphere traversed by the light.  
The 24 hour day was divided into 288 timeslots, each identified by an integer n, and 
lasting 5 minutes. This follows the practice adopted in the National Electricity Market 
where the day is divided in a similar manner and the pool price of electricity is fixed for 
each timeslot. The total energy output E, integrating  Wo  (from 10-1) from the array 
during some timeslot n (lasting 300 seconds) may be re-written as  
 
   E = 300 Wo n . 
To obtain the value of the electricity generated, the energy output is multiplied by the 
price of electricity prevailing at the time. The regulated retail price is based on the 
standing contract price in South Australia.  In summer that price is subject to a 
surcharge and was 21.098c/kW in 2004-05 while the winter price for 2005 it was 
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18.98c/kW.  The historical data for the pool price comes from archival tables held on 
the NEMMCO web server (the National Electricity Market Management Company 
responsible for the administration and operation of the wholesale national electricity 
market in Australia) and is an array of prices at 5 minute intervals during days in 2004, 
which was downloaded and entered into an Access® database for ready access.   
These two sets of prices are necessarily related to each other.  Retailers buy at a 
wholesale price which is related to the array of expected pool prices at various times 
across the planning period and to network charges. 
10.4 Results   
The solar array output figures generated in this section were calculated from a 1 kW 
peak array aimed due north and tilted at an angle of 12° to the horizontal.  The days 
selected for detailed analysis were all in 2004, and comprised: 
 a typical summer’s day in Adelaide,  
 a hot summer’s day with the electricity system heavily stressed,  
 a winter’s day.   
The respective dates are 7th January, 20th February and the 1st July.  In each case two 
graphs are shown.   
The results are shown in figures 10-1 to 10-6 below. The first graph of the pair 
indicates, using a red trace, the theoretical maximum solar electricity production from 
the nominal 1 kW peak array measured in Watt-hours (Wh), plus, using a blue trace, 
the spot price of electricity at the time. The second graph shows the value of solar 
generated electricity sold at the standing contract prices on a fixed price contract (blue 
bars) and at the ruling spot or pool price (orange bars), during the same hour. 
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Figure 10-1: Pool price (left scale), Electricity generated in Wh (right scale) for each 5 minute 
time slot on 7
th
 Jan 2004 (Typical summer’s day). 
The total value of generated electricity for that day using Fixed and Pool prices were 
respectively $1.51 and $0.44. 
 
Figure 10-2: Value of solar electricity using retail price and pool price, for 7
th
 Jan 2004. 
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Figures 10-1 and 10-2 show that on this day the value of solar was greater when 
calculated using the standing contract price rather than the pool (spot) price.  The next 
day chosen (20th Feb 2004) gives a different result with the value of solar being greater 
if the pool prices are used. 
 
Figure 10-3: Pool price and Electricity generated for each 5 minute time slot on 20
th
 Feb 2004. 
The total avoided costs for 20th Feb 2004 using Fixed and Pool prices were respectively 
$1.39 and $2.36. 
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Figure 10-4: Value of solar electricity using fixed price and pool price, for 20
th
 Feb 2004. 
 
It can be seen that on 20th Feb 2004, selling at the pool price does indeed give a 
greater return than selling at the fixed price.  However, it is critical to understand that 
this is the only day investigated where this occurs. 
The results for a midwinter day, 1st July 2004, demonstrate that in this situation and 
time of year the fixed price gives a much better return than the pool price. 
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Figure 10-5: Pool price and Electricity generated for each 5 minute time slot on 1
st
 July 2004. 
 
Figure 10-6: Value of solar electricity using fixed price contract and pool price, for 1
st
 July 2004. 
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The total value of electricity produced on this winter’s day using fixed and pool prices 
were respectively $0.43 and $0.08. 
The first point about the results for this day is the considerably reduced array output on 
the midwinter day.  Secondly, with very low pool prices operating at the time, the use of 
so-called cost-reflective pricing would significantly reduce the incentives to install PV 
cells.  
10.5 Conclusions 
These results show clearly that the move to cost reflective pricing would be 
problematic: on some days it improves incentives to install, on others it does the 
reverse.  
The results for the whole year of 2004 have been obtained and it was found that: 
 Value of solar electricity over the year using retail price ~ $550. 
 Value of solar electricity over the year using spot price ~ $93. 
 The only day where use of pool price yielded a higher value was 20
th
 Feb.  
19 other exceptional days have been identified in 2004 where the pool price peaked at 
over $1,000 per MWh. However, the peaks did not always occur during periods of high 
insolation. They may, for example, be more indicative of network stress due to some 
fault condition such as a critical interconnector or generator failing. Of course, in a year 
of extreme summer temperatures the results would be different. The point is that it is 
very likely that a move to valuing solar at the pool price is simply insufficient to produce 
economic incentives of appropriate magnitude to encourage widespread adoption of 
distributed PV generated electricity. 
The results show that at retail prices obtaining in 2004, a better return is achieved by 
selling electricity at the retail price rather than at the spot price. 
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A similar analysis performed in some year in the next dacade would probably have 
given even less attractive results. The power outputs of the array would have been 
similar, (since an array of given power was assumed in the analysis and the capital cost 
of the array, which would be far less nowadays, has been neglected), but the ratios of 
the values of solar power costed by spot price or retail price would have decreased as 
the latter figure has increased much faster than the generation costs in 7 years. 
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CHAPTER 11.  SUMMARY OF FINDINGS AND FUTURE DIRECTIONS 
11.1 Introduction 
The research work undertaken for this thesis has covered numerous topics related to 
the successful introduction and use of solar cell technology, from the optical properties 
of conducting oxides to the use of electronic impedance spectroscopy to analyse the 
behaviour of charge carriers in cells. Novel circuit techniques have been developed to 
improve the efficiency of power extraction from a solar module in partial shade and to 
design an effective maximum power point tracker for solar cells with excessively long 
time constants. The last chapter touched on some economic aspects of solar energy. 
Also discussed in Appendices were whether the technical factors discussed in the 
earlier chapters may enable the fabrication of a solar building capable of generating 
energy equivalent to that used during its construction, and other topics including an 
examination of time variable shading. The findings are summarised below: 
11.2 Relationships between cell efficiency, geometry, top conductor electrical 
and optical properties, and interconnect resistivity. 
 A technique has been developed to find an optimum ratio of the conductance to the 
transparency of the electrical conductor covering the cell’s top surface (Chapter 3); 
 A technique has been developed  to find the optimum electrical length of a cell in a 
module comprising a number of series connected cells, given the resistivities of the 
materials used in the interconnections and the top conductor (Chapter 4); 
The early stages of the research were applied to the issue of optimising the balance 
between the optical transparency of a thin transparent conducting oxide (TCO) film and 
its electrical conductivity. It was shown via numerical simulation that such an optimum 
did exist, and that fortuitously laboratory made cells were already of about the correct 
ratio of transparency to conductivity. The work further invalidated a patent  (US Patent 
6281429, August 2001, Fuji Xerox Co) which purported to show that, given a cell 
electrochemistry of given performance, and a TCO of known characteristics, it was 
possible to design an elemental cell scalable to any ultimate size without losing its 
optimisation. The work undertaken in Chap. 4 clearly showed that the cell width (i.e. its 
electrical length) was of vital importance in designing an optimised elemental cell, 
which needed to take that parameter into account when evaluating the required 
properties of the TCO. Furthermore, it was found that there was an optimum ratio 
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between the inter-cell spacing and the cell electrical length for any fixed electrical and 
optical properties of the interconnecting materials and top conductor. 
11.3 Use of Electronic Impedance Spectroscopy to investigate DSC 
 No readily accessible optimisable electrochemical system was found when DSCs were 
investigated using Electrical Impedance Spectroscopy (EIS) (Chapter 5); 
 A rapid method of extracting the DC resistance of a DSC which contains a highly 
capacitive element was suggested by EIS and examined (Chapter 6); 
Electrical impedance spectroscopy was used to examine the internal ionic transfer 
mechanisms within a cell with a view to determining whether any potentially optimisable 
systems to improve the power output of the cells exists. However, at the time of 
undertaking the investigations, other workers were still concentrating on the pure 
science underlying the electrochemistry of the cell. It soon became clear that there was 
no identifiable system internal to the cells which might be subject to optimisation with 
the tools and techniques then available.  
Two variants of electrical impedance spectroscopy known as intensity modulated 
photovoltage (IMVS) or photocurrent (IMPS) spectroscopy were also attempted (Chap. 
5), but were inconclusive. However, the sojourn into this technique did prove extremely 
useful in one important respect, as it pointed out the way to design a maximum power 
point tracker for cells with very long electrical time constants. A simple relationship 
exists between the static output impedance and the dynamic output impedance of any 
energy generator (including a solar module) at the maximum power point. For a 
generator with negligible reactance, the set point of a variable ratio transformer may be 
determined rapidly by a simple algorithm. However, for a highly reactive generator, only 
the static impedance may be rapidly measured, as direct measurements of the dynamic 
output resistance are confounded by the dominating output reactance. Using EIS, the 
dynamic complex output impedance trajectory can be located in the Nyquist plane for 
two or more separate frequencies, and the value at DC may be found by simple 
mathematical extrapolation. This technique appears novel, has not been proposed in 
any literature examined to date, and may comprise patentable intellectual property. 
11.4 Investigation of partially shaded solar arrays and mitigation of power loss 
 Accurate I-V performance curves for DSC were derived using an electronic circuit 
emulator and validated by experimental comparison with real cells (Chapter 7); 
 A novel method of improving the power available from a solar array in partial shade was 
proposed and simulated, which operated by configuring the array into two current paths, 
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and independently converting each one to output power in a dual input inverter (Chapter 
8) 
 A Dual Input Inverter was simulated using the circuit emulator and found to operate as 
expected (Chapter 9); 
Solar modules perform poorly when subject to partial shading, and modules of silicon 
cells in partial shade tend to self destruct. A general method of preventing this is to 
protect the modules with the use of bypass diodes. These save the array from failure 
but do nothing to recover the energy lost in the illuminated cells which were forced to 
operate at a current defined by the shaded cells.  
The work described in Chap. 7  shows why, and by how much, a module’s output is 
altered when subject to partial shade, and calculates the effectiveness of any system 
used to defend the output of the array against excess loss under these circumstances. 
This appears novel and has not been noted in earlier work. 
A method of extracting more power from a partially shaded solar module than the 
simple use of bypass diodes has been developed. It was noticed that the distribution of 
irradiance on solar cells in a module subject to shading was typically not 
pseudorandom, and tended to be bimodal. This suggested splitting the current flows 
through the module into two circuits, one for high currents and one for low currents, and 
combining the resulting power later in a dual input maximum power point tracker. This 
situation was simulated using the circuit emulator program and found to give excellent 
results which are reported in Chapter 7. This effect is also seen in multilayer tandem 
cells which become exposed to spectra different to that for which they were designed. 
Restricted illumination on one junction results in limiting the photocurrent through that 
junction and hence through the entire cell, so tending to decrease the conversion 
efficiency markedly. This makes multijunction cells strikingly spectrally sensitive, an 
effect not commonly reported in the literature. 
11.5 Examination of cost drivers to install solar energy systems 
 In the domain of economics, the concept that valuing solar energy by its spot price in 
the market could provide a financial incentive to install solar arrays was found seriously 
flawed (Chapter 10). 
Chapter 10 indicates the pitfalls in supposing that simple deregulation of the national 
electricity market is going to provide the cost drivers to implement large scale solar 
energy installations. The insolation levels for a non-steered solar array were calculated 
for various times of the year and compared with known irradiation data to check their 
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accuracy. The energy output from the array for each 5 minute interval (timeslot) was 
then multiplied by a figure obtained from the National Electricity Marketing and 
Management Company (NEMMCO) archives corresponding to the spot price of 
electricity in Adelaide at the same time. The same energy figure was also multiplied by 
the existing on-peak tariff for electricity at the time.  If the proposition that deregulation 
would provide the necessary cost drivers was correct, it was predicted that the first 
figure would exceed the second, by some considerable margin. In fact, the precise 
opposite was found to be true for 356 days of the entire year of 2004. Only on 9 days of 
extreme network stress (typically failures of power stations or the Victorian 
Interconnector, rather than excessive temperature) did the value of the electricity 
obtained via the calculation employing the deregulated figure exceed that of the value 
obtained by employing the tariff figure.  
11.6 Appendices 
Topics at the margin of the main body research, that have been studied as part of the  
project, have been described in the Appendices. They include: 
11.6.1 Building Integrated PV (Chapter 12, Appendix A) 
An examination of the embodied energy of silicon solar cells and DSC indicated that 
the much lower embodied energy of DSC made them considerably more attractive if 
wishing to construct buildings that could be energy positive, i.e. generate more energy 
than was used to build them in the useful life of the solar arrays with which they had 
been equipped. 
11.6.2 The effect of time-variable shading.  (Chapter 13, Appendix B) 
Because most solar arrays feed an electrical system that has the general 
characteristics of a storage system, i.e. a power integrator, it was found that the 
introduction of stochastic processes into the generation of power from an array had 
very little effect beyond merely reducing the total energy available for storage. 
One remaining appendix has been included for completion. 
11.6.3 Theory of Electronic Impedance Spectroscopy. (Chapter 14, Appendix C) 
Summarised largely from various publications by Bisquert et al., this section gives a 
brief theoretical framework for the mathematical descriptions and formulae presently 
being used to describe photoelectrochemical cells. 
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11.7 Addendum  - References to work performed after 2008 
 
11.7.1 Chowdury & Saha, 2010. Maximum power point tracking of partially shaded 
solar photovoltaic arrays 
Their paper describes the development, simulation, construction and test of a maximum 
power point tracker based on the Particle Swarm Algorithm, and an enhancement 
thereof they entitle the Perceptive Particle Swarm Algorithm. Originally devised for 
tracking the behaviour of subjects in social science settings, it can be adapted to track 
functions such as those determining the maximum power point of a partially shaded 
solar array. Their results are noteworthy for the claimed accuracy of their simulations, 
which for a wide range of conditions find the optimum power point of a simulated array 
to 4 significant figures and having value between 96% and 97%. They do not however 
seem to focus on optimising individual elements of their array. 
11.7.2 Anh et al. 2014. A statistical approach for the optimization of indium tin oxide 
films used as a front contact in amorphous/crystalline silicon heterojunction 
solar cells. 
Anh et al. Describe a series of methods for optimising the transparency and electrical 
conductivity of the front layer of thin film cells. They report being able to make films with 
a transparency of 90.3% and a resistivity just below 2 10-4  Ω cms, much better than the 
films used in the cells worked with in this project. 
11.7.3 Lun, SX, Wang, S., Guo, TT.,Du, CJ. (2014) An I–V model based on time warp 
invariant echo state network for photovoltaic array with shaded solar cells. Solar 
Energy. 105,  Pages 529–541 
This paper describes the use of various forms of ANNs (artificial neural networks) to 
describe the behaviour of solar cells. It could have been interesting, but the 
mechanisms used would not have leant themselves to ready modelling using Micro-
CAP 9. The paper is remarkably thorough and contains an exhaustive list of references 
itself. However, the author’s comment on these and other algorithmic and ANN based 
solutions to generating I-V curves of solar cells is that, given the extremely low cost of 
contemporary computer memory, the I-V curve is most easily precomputed from first 
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principles over a good range of operating conditions and just written into a 
multidimensional array, using irradiance and temperature as parameters, with follow-on 
interpolation where necessary to refine the value of I. 
11.7.4 La Manna, D., Li Vigni, V., Sanseverino, E., De Dio, V., Romana, P. (2014) 
Reconfigurable electrical interconnection strategies for photovoltaic arrays: A 
review.  
This is an interesting paper as it is the only one seen in the recent literature search that 
comes very close to one of the proposals in this project. After reviewing a number of 
electrical architectures for solar arrays, the authors alight on a method almost identical 
to that proposed in this thesis where individual cells or small groups of cells are 
switched between different power buses in the array depending on their respective 
irradiances. However, the authors do not seem to have studied the likely irradiance 
distribution statistics in the real world (as described in this thesis), which found that 
cells are generally in full sun or in shadow (depending on the size of the cells with 
respect to the size of the array – La Manna et al. do not seem to have gone into this 
important criterion either) from which it was deduced that only two buses are required. 
In fact, as shown earlier in this thesis, the power contributed by the ‘low power bus’ is 
not large, and having three buses as La Manna proposes is a considerable overkill.  
Nevertheless, having proposed a dynamically reconfigurable array in 2005, it is 
gratifying to read in 2014 that "A leading-edge research area is developing dynamic 
reconfiguration strategies, namely efficient ways to dynamically change the connection 
layout of PV modules into PV arrays in order to improve power output under electrical 
mismatch conditions caused by partial shading." (La Manna et al. pg 413. 
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 APPENDIX A: THE USE OF ENERGY YIELD RATIO TO IMPROVE THE 
ACCEPTABILITY OF BUILDING-INTEGRATED PHOTOVOLTAIC SYSTEMS 
 
A.1  Introduction 
The current level of research and development across the world on thin film solar cell 
technologies of all types will certainly ensure that future photovoltaic cells will have 
substantially lower material cost than crystalline silicon cells. A critical issue is the 
extraction of energy from the array, rarely addressed in other work. It can explain most 
of the discrepancies between measurements on prototype cells, employing small (1 
mm square) structures, and real world arrays of many metres in linear dimensions. 
Measurements of cell performance are better done using the concept of Energy Yield 
Ratio, or EYR (from Richards & Watt, 2007, EYR is defined as the ratio of the energy 
produced by the cell over its useful life divided by the energy used to construct it) 
instead of the usual Energy Payback Period. Evaluation of Building Integrated 
Photovoltaic (BIPV) system performance is further confounded through the difficulties in 
drawing a boundary between the active photovoltaic material and the building, so the 
concept of intrinsic EYR is introduced, measured for the photovoltaic material alone. 
This approach is used to examine the relative economics of amorphous silicon and Dye 
Sensitised Cells in BIPV to offset the energy of construction of the building. It concludes 
that even now, energy yield ratios in excess of unity can apply to buildings of under 20 
years old, so providing reassuring evidence that a sustainable built environment is 
commercially feasible.  
In this appendix present limits to performance of dye sensitized solar cells (DSC) are 
analysed and the associated costs are first estimated. Lifecycle costs for DSC are then 
estimated together with energy payback periods for the cell alone and mounted on a 
supporting structure.  
From these figures, projections are made of future DSC and their likely costs, whence it 
is possible to evaluate the cost of generated electricity from DSC arrays. It is shown 
that such costs are still well above those figures obtained from alternative energy 
sources such as wind. The marginal costs of installing arrays into structures such as 
façades are examined, and it is shown that although such costs can be quite low, they 
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are still not low enough to make solar financially preferable over electricity derived from 
fossil sources.  
 
A.2 Factors constraining performance of arrays 
An important factor constraining the performance of an array in a real world installation 
is the array utilization factor, or the ratio of energy produced over a year divided by the 
product of the array peak power times the number of hours in a year. If the array is 
fixed, clearly half the time is night so the array will not generate useful power. During 
the daytime, the cell will subtend an angle θ to the sun where  
   θ ≈ sin (2 π T/24) where T is the local time in hours. 
If the cell tracked the sun, θ = π/2 all the time, the radiant power from the sun is Ws in 
watts m-2 then the energy E intercepted, neglecting horizon effects, is given by 
   E = Ws A t     (A-7) 
Where A = cell area and  Ws = 1 kW/m
2, t = 12 hours (averaged over a full year) 
expressed in seconds.  
The actual energy intercepted by a real fixed array is therefore 
   



0
)sin( dttAWE s
    (A-8) 
   = Ws A t * 2 / π      (A-9) 
with t = 12 hours expressed in seconds  
The utilization of a real cell or array is therefore 50% * 63% = 31% even under zero 
cloud conditions and excellent air clarity. For most city locations, a further factor of 
about 50% (dependent on the location) must be introduced, making allowance for air 
opacity, cloud, and the reduced absorption of light by the cells at high angles of 
incidence. This results in a real utilization factor closer to 15%, which will be the figure 
used here. 
An array in an ideal location having a utilisation factor of even 20% averaged over a 
year would be regarded as very attractive indeed. Suffice it to say no fossil – or any 
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other – fuelled power station would be expected to make a profit at such low levels of 
power factor, however long the payback period was (Wind is in difficulties where the 
capacity factor is below 25%). Yet solar energy seems to be expected not only to 
survive under such conditions, but to be economically viable. Clearly, unless some 
other factors can be taken into consideration, such as steering the array, and choosing 
a location with particularly low cloud cover (problematic near most major cities), or 
using some other stratagem, solar will never be in a position to offer an ‘economical’ 
energy generation system in the more conventional meaning of the term. 
Yet the above drawback, while not apparently flawed, is clearly not the whole story, 
since biological solar systems operate very effectively – if not very efficiently – to power 
over 99% of all life on the planet. We therefore need to examine the analyses more 
deeply to reveal the reason for this inconsistency. A brief review of photosynthetic 
organisms demonstrates that it is the energy pay back period which is strikingly 
different between present day artificial and biological systems. In the former, pay back 
periods of the order of a year or so are typical, while in the latter a figure of a day or so 
is sufficient, according to Koblízek, Ston-Egiert, Sagab, & Kolber (2005) who estimated 
this figure from the growth rate of photosynthetic algae in the sea. This ratio of payback 
periods of biological systems to artificial systems of over 1000:1 seems to doom 
artificial solar energy systems as a primary energy source. But all is not lost because 
the biological systems also have operational turn over periods, or periods from 
commencing growth to death and decay, of well under a year, and in the case of some 
algae maybe as little as a few hours. The possibility of raising the turnover time for 
artificial systems while reducing their energy pay back period thus provides the key to 
their use as economic energy generators.  
There is a more informative measure of performance than energy payback period. 
Richards and Watt (2007) offer the concept of Energy Yield Ratio (EYR), which 
measures the ratio between the energy needed to produce a PV system and the 
energy it would produce during its working life. This is argued to be a better way of 
presenting the advantages of PV systems instead of the energy payback period, which 
is not related to the array lifetime and hence to its net energy production. If, for 
example, a system were to produce just enough energy to have made it in the first 
place, then totally fail shortly afterwards, it would not be considered of much 
commercial value. Applying the concept of EYR to the biological analogy we find that 
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the ratio is probably in excess of 100 (maybe far in excess) for most photosynthetic 
organisms. The increase in EYR in artificial systems is equivalent to reducing the 
disproportion between the total system mass and the mass of the photoactive material. 
It is shown in the next section that the mass of the active material in a DSC amounts to 
about 5 mg cm-2 or 54 g m-2. An array of 1 m2 area, comprising glass of overall 
thickness 12 mm (2 sheets of 6mm as per the Australian Standard for wall mounted 
windows), at a relative density of 2.6, will weigh a little less than 32 kg, and with 
surrounding supports will weigh about 35 kg. The array is therefore about 99.85% 
support material, which not unpredictably totally dominates its cost. Even so, it appears 
to be expected to be ‘economically viable’. This leads us to examine the energy 
embodied in solar arrays integrated into buildings (BIPV) and to consider their working 
life, total energy output and therefore their energy yield ratio for the entire structure. 
A.3  Lifecycle analysis of DSC Arrays 
Some work has been carried out on the lifecycle analysis of DSC cells alone. (Bossert 
et al., 2000; Wild-Scholten & Veltkamp, 2007  Building on this original work, this paper 
investigates the likely results of a lifecycle analysis of an entire DSC array. Such an 
analysis turns out to be fairly straightforward because of the very low embodied energy 
in the cell material itself, compared with that of the structural glass in which the cell is 
embedded. For reasons that will be seen later, the embodied energy of the cell 
materials and that of the substrate will be treated separately.  
 
A3.1  Production of active materials. 
Cells are typically 20 micron thick, and contain roughly in proportion by volume: 
30% titanium dioxide, 
10% organic dye, 
60% electrolyte comprising: 
organic molten salt or similar solvent, 
iodine, 
lithium iodide, 
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cyclic organics plus other trace additives. 
 
Converting these to masses and referring to a 1 cm2 cell we get, to a very close order 
of magnitude the figures shown in Table A-1 below. 
 
Table A-1   Masses of typical active components of a 1 cm
2
 dye sensitized solar cell. 
 
Material Mass 
Titanium dioxide 2.46 mg 
Organic dye 200 μg 
Organic molten salt or similar solvent 770 μg 
Iodine 1.5 mg 
Lithium iodide 350 μg 
Organics plus other trace additives 100 μg 
Total 5.38 mg 
 
 
In order to carry out an embodied energy calculation, it is necessary to assign values 
for such energy against all the above. Values for embodied energy of most of these 
substances are not formally stated in the literature and need to be estimated from 
known values for other, similar materials, with contingencies. For the organic dye, a 
figure of 5 times the energy of formation of an equivalent hydrocarbon was used. For 
the other organics a figure of 2.5 times the energy of formation of an equivalent 
hydrocarbon was used. As will presently be seen, however, none of these values has 
much bearing on the embodied energy of an array – it is almost all in the glass. 
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Table A-2   Embodied energy estimates for components of DSC 
 
Material Mass cm-2 Emb. Energy 
kJ gm-1 
Total 
J cm-2 
Titanium dioxide 2.46 mg 10 25 
Organic dye 200 μg 200 40 
Organic molten salt or similar solvent 770 μg 100 77 
Iodine 1.5 mg 20 30 
Lithium iodide 350 μg 100 35 
Benzimidazole plus other additives 100 μg 100 10 
Total for all material 5.38 mg 530 217 
 
 
Evaluating the above for a 1 cm2 cell, we get a final embodied energy of about 220 J 
cm-2, which is equivalent to 2.2 MJ m-2. 
A3.2  Production of glass and conductive oxide layer. 
In a conventional DSC, two pieces of glass, each covered with a suitable layer of 
conducting oxide, are used to sandwich the active material of the cell. To calculate the 
embodied energy of the structure, per unit active area, we note that the glass has a 
density of about 2.6 kg/L and a specific heat of about 0.82 kJ kg-1 K-1. In order to fully 
fuse the glass during manufacture it has to be raised to about 1800 K (dependent on 
the type of glass), which therefore consumes 3.41 MJ L-1. For a 1 cm2 cell, made from 2 
layers of 3 mm glass, the total volume of glass fused is 0.6 mL, and this therefore 
requires 2.05 kJ, with no allowance for losses. Assuming that the heating process is 
about 70% efficient, the embodied energy of the glass evaluates to 2.95 kJ cm-2. The 
production of the conductive oxide layer on the glass surface takes place at the time of 
initial melt, so should not consume additional energy for deposition. However, some 
allowance should be made for the preparation of the fluorine doped oxide material from 
precursors. The glass has to be further treated to form it into electrodes by sintering 
titania on to one piece and platinum onto the other, and an allowance of 50% of the 
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energy of formation can be allowed here. Summing all these together gives about 2.95 
+ 50% + 10% for the oxide = 4.9 kJ cm-2. 
A.4  Embodied Energy of Complete Cells and Arrays 
A convenient method of handling DSC in pilot production levels has been to place 
typically 6 cells onto a single ‘tile’ of 100 x 200 mm or 200 cm2..  
Such tiles develop about 4.5 mW cm-2 in full sun, and the energy payback period 
assuming a 15% utilisation factor is therefore 4.9 kJ / 4.5 mW / 15% in seconds, or 
about 84 days, a little short of 3 months. This is not a bad result for the core component 
of an emergent technology, but it is possible to go further.  
With an expected lifetime of 15 years, the energy yield ratio EYR of the core 
component of a DSC is therefore about 50. Yet it must be recognised that the resulting 
cell or small assembly of cells is of no use for final installation in a building or other real 
structure. It would not meet any sensible mechanical or environmental specification, 
and has to be further encapsulated in order to become a saleable commodity. One way 
of doing this adopted by a Licensee of the technology (DyeSol Ltd, Queanbeyan) is to 
sandwich the tiles between two layers of toughened glass, with an encapsulant to 
increase sealing properties and to achieve the appropriate levels of mechanical 
strength. This method of encapsulation also increases the diffusion length of the 
pathway from outside the array to the tile seals. This delays the ingress of moisture and 
oxygen which together combine to limit the lifetime of the system. Both the toughened 
glass and the encapsulant themselves contain embodied energy and this must now be 
evaluated and included in the overall estimation. 
Evaluated in Joules per cm2 of active cell area, and based on an array of 1 m2 in size, 
we get an embodied energy figure of about 5.7 kJ cm-2 for the two outer pieces of 
toughened glass. There is also about a litre of encapsulant in the module, and this has 
been assumed to have an embodied energy close to its energy of formation, that is, 
about 40 MJ/L. Referred to the active area, that is about 4.5 kJ cm-2. 
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The addition of these energies gives the figure for the encapsulated tile: 
 Tile Embodied Energy = 4.9 + 5.7 + 4.5 =  15.1 kJ cm-2   (A-10) 
 Energy payback period = 15.1 kJ / 4.5 mW / 15% = 260 days (A-11) 
  Energy Yield Ratio (EYR) = 15 * 365 / 260 = 21   (A-12) 
Note that there will be embodied energy associated with the support structures for the 
array. These are assumed to be small if the array is truly building-integrated, that is, 
constructed as part of the wall or roof which has to be built anyway. There will also be 
the embodied energy of the inverter. 
Of the entire embodied energy associated with the PV system, the contribution by the 
cell active materials is about 1%, or 2.6 days. This makes the ‘intrinsic’ EYR of DSC 
approximately 2100. It is possible to compare this with the ‘intrinsic’ EYR of, say, 
amorphous silicon. The figure for energy of formation of the silicon surface according to 
Alsema (1998) is about 32 MJ m-2, or 3.2 kJ cm-2. Such surfaces tend to long term 
efficiencies around 6%, so they would generate 6 mW cm-2 in full sun, and assuming a 
15% capacity factor to maintain equivalence with a comparable DSC, we get an energy 
payback period of 3.2 kJ / 6 mJ / 15% in seconds, or about 41 days. With an a:Si cell 
lifetime of 25 years, the ‘intrinsic’ EYR is around 220, compared with about 2100 for 
DSC. This must imply that there is more to be gained energetically by making DSC 
than a:Si cells, whatever the initial system costs appear to be. These estimates ignore 
the effect of the cost of the supporting structures, and when these are considered, the 
difference between the technologies is much reduced. Including a glass substrate of 
energy 4.9 kJ cm-2 in the calculation increases the embodied energy of DSC to 5.12 kJ 
cm-2 . For a:Si we need to allow only for glass treated with conductive oxide, which 
requires an energy allowance of 10% over the 2.95 kJ cm-2. To this 3.25 kJ cm-2 is 
added the 3.2 kJ cm-2 for the photoactive material giveing a final figure of 6.45 kJ cm-2 . 
The EYR for each technology now becomes roughly equal since the lifetime of a:Si is 
definitely longer than DSC. 
A.5  Use of EYR in BIPV 
We may extend this even further by examining the use to which PV is conventionally 
put. Primarily, energy is used to operate workplaces and to transport things around. For 
the purpose of BIPV we can neglect the transportation component, as this can be 
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supported by other types of renewable energy. The operation of workplaces can be 
extended to include their construction. Reddy has shown it is possible to derive figures 
for the total energy needed to erect a building using various constructional technologies 
(2003). We can therefore take the concept of EYR, apply it to the entire BIPV system 
together with the building, and determine what proportion of the building embodied 
energy the BIPV system would produce over its useful life. It can be argued that for a 
really sustainable construction technique, the building EYR should at least tend towards 
unity. Let us assume that a high level of integration of the cells can be achieved, and 
that energy intensive steel and aluminium frames are not required for array support.  
Performing this calculation for such an equipped small reinforced concrete building of 
floor area 200 m2 which has its roof entirely covered by DSC we get the following,  
 
Embodied energy of building (Reddy’s Table 7) = 421 GJ/100 m2 
     = 842 GJ for 200 m2, or 233 MWh. 
Embodied Energy of Solar cells = 15 kJ cm-2 = 30 GJ / 200 m2 
So total embodied energy  = 870 GJ, or 242 MWh 
Energy output from DSC (@ 5% efficiency average and 15% x 24 hr utilisation factor) 
   = 200 m2 * 5% * 3.6 kWh/day = 36 kWh/day. 
   
Breakeven is obtained in about 18 years, in other words the building will have 
generated enough energy to have made it and its solar array in that time. Reddy also 
lists other types of building construction used in developing countries more often than 
reinforced concrete, which is the most energy intensive method examined. Using a soil-
cement block filler slab for roof and floor with tiled floor finish, the embodied energy 
drops to 161 GJ/100 m2, or 106 MWh, including solar PV, for 200 m2 (Reddy p135, 
Table 7). The breakeven time now reduces to 8 years. It is therefore suggested that the 
use of such measures for the viability of BIPV should replace the more conventional 
modes of assessment. 
A last comment might be made on the use of polymer cells in “next-decade” solar 
systems.  The proponents of such cells argue that they will be very inexpensive 
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because they are very light and contain minimal support and non-active material. 
However, this raises the questions of structural strength, durability and reliability of the 
cells. Biological photoactive structures can operate with short lifetimes, as long as their 
EYRs exceed unity, because the cell components exist in an aqueous environment and 
can be dynamically recycled as part of the function of the organism. This option does 
not exist for polymer cells and therefore they will have to achieve lifetimes at least in 
the order of many years regardless of EYR. The engineering issues faced by the 
fabricators of inorganic cells have demonstrated that sealing these against water and 
oxygen ingress is no simple matter. The issue of durability will prove to be a major 
factor in the design of polymer cell arrays of any genre.  
A.6  Conclusions 
Much of the cost of contemporary solar systems stems from not only the active material 
used to trap solar photons but in the ancillary and support structures, which frequently 
tend to dominate the cost of the system. Silicon PV has the problem that only a few 
microns of silicon are required for the active junction, although the wafer has to be 
perhaps 200 microns thick for ease of handling. The need to have such effectively 
costly but non-functional material in the cell has led to the search for film thin 
implementations of PV. Alternative approaches using dyes and quantum dots to trap 
photons are now being heavily researched around the world. One of these 
implementations was first described by Grätzel in 1988, and is now known as the dye 
sensitized cell or DSC. DSCs show considerable potential when used in Building 
Integrated PV to achieve excellent marginal costs and thus low cost of generation.  
A common method used to date for evaluating the effectiveness of PV is the energy 
payback period. The drawbacks inherent in this term have led to the concept of Energy 
Yield Ratio (EYR) which provides a better indication of the value of PV. The EYR 
depends critically on how much of the cell is taken into account in the calculation. When 
integrating PV into a building, for example, it may also be difficult to identify what is 
clearly only building and what is clearly only PV. This can unfairly penalize PV and 
undermine the business case for its inclusion, since many PV arrays have been 
retrofitted to buildings at much greater cost than would have been incurred had they 
been integrated. Furthermore, the savings achieved had proper integration been 
carried out, and the breakeven date for energy production, are not readily calculated. 
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Through the adoption of the concept of intrinsic EYR, relating only to the cell active 
material, we can disentangle these three inter-related facets of BIPV. Firstly, we can 
focus on the actual cost and energy yield ratio of the active material and demonstrate 
that this is considerable; this will help to support the business case for incorporating 
BIPV. Secondly, we can better evaluate the cost of integrating the PV into the structure. 
Thirdly we can obtain a more attractive value for the EYR of the entire building and find 
the breakeven time – which will hopefully be well under the design lifetime of the 
building. 
Finally it can be seen that the much higher Energy Yield Ratio of thin film cells, and 
especially DSC with its good high temperature performance, offers the architect a 
chance to design a building which over its working life generates much more energy 
than was used in its construction. It also suggests that in order to obtain the maximum 
energy return on energy invested, it is best to choose DSC. It is also shown that the 
cost of the photoactive material is only a fraction of the cost of an installed array. Hence 
research should now focus on minimising the embodied energy of the supporting 
structures of the cells as well as their photoactive material. 
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 APPENDIX B: THE EFFECTS OF TIME-VARIABLE SHADING ON PV MODULE 
OUTPUT. 
 
In chapters 8 and 9, the effect of shading on a solar module was discussed and means 
proposed to minimise the power losses obtained under those conditions. The 
discussions and investigations were limited to simple shading regimes where some 
cells were in full sun and others in accurately defined shade. Such conditions are not 
found in real life. This chapter examines methods more accurately representing 
shading likely to be obtained in the real world and their effect on solar modules of 
varying means of construction. Due to limitations in the capacity of the simulator, and 
the computing power available it was not possible to repeat these investigations with a 
fully simulated dual-input tracker connected to the array as described in Chap. 9.2.  
B.1  Designing the shade generator 
A computer program was used to generate tables of light values that might be 
expected, from empirical tests, to resemble the effect of exposing a solar array to full 
sun with small shading objects and branch sized shading objects at distances of the 
order of 5 metres. The former were assumed to reduce the direct cell illumination by 
some constant fraction while the latter produced a trapezoidal waveform varying from a 
maximum depending on the time of day to a minimum depending on the local skydome 
irradiance. The rise and fall times of the waveform were 2 minutes to simulate the 
transit of the penumbra across the array. A series of identical curves representing the 
irradiance at a point on the Earth’s surface were generated, displaced in time by a 
variable amount to correspond to the pitch of the cells on the array. The illumination 
levels were also adjusted, to a first approximation, for the passage of the sun across 
the sky over a period of 6 hours. This time period was a compromise between the time 
to run a single simulation (up to an hour in some cases) and the length of real time 
during which the array would be producing useful power. 
Fig. B-1 shows the basic waveform used to simulate large shading objects, such as 
tree trunks, with correction for the passage of the sun across the sky. 
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 Figure B-1   Waveform of insolation on array Φ = Fs(t)  due to shading from regularly spaced 
objects such as tree trunks from 9:30 am to 2:30 pm. 
 
Because the effect of distant leaves is such that small shadows blur into a continuous 
penumbra, it is possible to represent the effect of leaves by modulating the peak sun 
level as indicated in Fig. B-1 in a manner reminiscent of groups of leaves with gaps 
between them. A basic small pseudorandom pattern of irradiance was therefore 
superimposed on the waveform given in Figure B-1 to give the final composite pattern 
shown in Fig. B-2. 
Since a solar array is of finite size, the cells comprising it will not be subject to an 
identical shading regime. This was allowed for by creating 8 versions of the waveform 
in Figure B-2 each delayed in time from the previous one, and applied to different parts 
of the simulated array, see Figure B-3.  
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 Figure B-2   Pseudorandom and composite insolation levels for testing the array. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B-3   Progression of shadows across the array (Showing simplified waveform for clarity). 
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B.2  Simulation of array load 
There are two principle ways in which an array may be connected to a load, i.e. with 
and without an impedance convertor, for instance, a maximum power point tracker. It is 
easily shown that the maximum power transfer from an energy source of internal 
impedance RS to a load if impedance RL occurs when RS = RL. 
Where either or both of the load and source impedances are variable it is advisable to 
include an impedance transformer TZ with a ratio of input impedance to output 
impedance of N2 so that the above condition can be fulfilled over a range of 
impedances by varying N. (See also chapter 6.1).  
  RL = N
2 RG        (B-1) 
Practical electronic transformers have a useful range of N of about 10:1, permitting 
impedance transformation over the range of 100:1 to be made with good (> 95%) 
efficiency. 
At first sight, this seems a rather trivial procedure: as the impedances vary, the 
transformation ratio N is varied according to some suitable algorithm so that the system 
remains close to the point of maximum power transfer. The algorithm used to choose N 
is not so straightforward, however, especially for DSC arrays with very large internal 
capacitances. In effect a DSC is a form of supercapacitor, and its output impedance is 
highly reactive. The algorithm for finding N in the maximum power point tracker for a 
DSC, relies on extracting the DC impedance R0 from the complex output impedance Z 
where 
  Cj
1
  R  Z 0


        (B-2) 
This can be done in two ways; firstly by operating at a very low frequency << 1 / ωRC, 
which has the disadvantage that such a frequency, typically substantially less than 1 
Hz, may compromise the ability to track the power point under rapidly changing RS or 
RL. An alternative approach, described in more detail in section 6-5, uses AC 
impedance spectroscopy to analyse the low frequency component of the Nyquist plot 
(refer Chapter 6 for typical graphs) at frequencies > 1 / ωRSC, with a view to extracting 
RS mathematically and hence determining N.  
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Use is frequently made of an array without a maximum power point tracker when costs 
are paramount and the load takes a comparatively simple form such as a battery. 
Batteries with more than about 5% of charge remaining are fairly constant voltage 
sources and when charged from a solar array at constant current represent constant 
impedances.  
B.3  Simulation of a module used to charge a battery under variable insolation. 
The insolation curve shown in Fig. B-2 was then applied to the simulation of a small 
module connected to a battery of capacity such that it could be charged from 10% to 
100% by the array in one day at full sun. To emulate the effect of the charging process, 
a software battery simulator was designed to generate a realistic State of Charge 
(SOC) vs. Voltage curve for a lead acid or NiMH battery. A comparison of the curves for 
simulated and real lead acid batteries of 12.6V is shown in A-5. The behaviour of the 
simulated battery when SOC < 10% was deliberately made inferior to a real battery to 
allow for worst case conditions. 
 
Figure B-4   State of charge versus terminal voltage for real and simulated battery. 
 
It has been shown that it is likely that cells will experience reverse bias when the array 
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not remain at an unduly low voltage for a long period of time, it was of interest to 
investigate the likely duration of such reversals when the array was connected to 
charge a battery and subjected to the simulated shading regime outlined earlier. 
The simulation was carried out using a series string of 32 cells identical to the 
previously used types. The cells were divided into 8 groups of 4, with each group 
exposed either to the time variable shading regime described above, or to a fixed 
illumination level depending on the situation. 
During initial trials the battery was set to start charging from a completely discharged 
state with zero terminal voltage as a worst case. With the array in full sun, the system 
behaved in the manner shown in Fig. B-5. The higher current at the start of the 
charging cycle reflects the low battery voltage at the time. Substituting the insolation 
waveform of Fig. B-2 and charging from the more realistic figure of 10%, the charging 
curve became as shown in Fig. B-6 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B-5   Charging transient from SOC=0 with Array in 100% sun from 9:30 am to 2:30 pm. 
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Figure B-6   Charging transient from SOC=10% with Array in 100% sun from 9:30 am to 2:30 
pm. 
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Figure B-7   Charging transient from SOC=10% with entire Array exposed to insolation as shown 
in B-3, from 9:30 am to 2:30 pm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B-8   Charging transient from SOC=0 with Array clusters individually exposed to 
irradiance as shown in B-2  from 9:30 am to 2:30 pm. 
When the entire array is exposed to a pseudorandom level of insolation such as that 
depicted in B-2, the charge and current curves became as shown in B-7, and the final 
battery charge was 68.5%. This type of shading could occur for a solar array located 
beneath trees. With the shadows allowed to progress across the array as shown in B-3, 
the charge and current curves became as shown in B-8, and the final battery charge 
increased to 74.1%. 
The simulation was able to show the cell voltage of a randomly selected cell to 
investigate the reverse bias condition. One of the cell voltages was plotted as the 
battery charged under the insolation regime of Figure B-3, and the result shown in 
Figure B-9.  One of the most noteworthy features of the graph is the strong tendency 
for the cell voltage to rapidly transit the region 0V to 0.5V. This is a result of the 
operating current fluctuating slightly above and below ISC. 
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Figure B-9   Terminal voltage on a cell over the first 2 hours as the battery is charged under the 
insolation regime of Figure B-3. 
 
 
 
 
 
 
 
 
 
Figure B-10   Scatterplot of charge into battery versus sun minutes insolation incident upon 
array, showing largely linear relationship. 
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Running the simulation for a number of different lighting levels, simulating different 
levels of shading, shows that despite the substantial pseudorandom variation in 
instantaneous light level on the array, and despite the frequent voltage reversals 
experienced by shaded cells in the array, there is a strongly linear relationship between 
charge and insolation. This must offer a considerable degree of confidence that the 
vagaries of individual shading scenarios can be largely neglected providing only a 
reasonable average insolation level can be measured (or computed) at an array 
location.  
B.4  Summary 
Numerous simulations of time variable shading of a simulated solar array using DSC 
were made, including an allowance for pseudorandom fluctuations and differing 
shading on differing parts of the array. The arrays largely behaved as expected, and 
when connected to a simulated battery, charged it at an average rate close to that 
which would have obtained with a constant illumination approximately equal to that of 
the average insolation reaching the array. Investigation of the instantaneous voltage 
level at the terminals of a single test cell in the array showed, as expected, occasional 
reversals, but never extreme reverse voltages likely to cause damage.  
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 APPENDIX C. A CONCISE THEORY OF ELECTRICAL  IMPEDANCE 
SPECTROSCOPY (AFTER  BISQUERT  ET AL., 1998) 
Electrochemical systems do not behave in the formal manner of discrete electronic 
circuits which invariably use only specific components such as resistors, capacitors and 
inductors. They contain elements which need to be represented by a combination of 
complex transfer functions such as constant phase elements, and Warburg and 
Gerischer impedances (Bisquert et al., 1998.)  
In order to understand more fully the behaviour of such circuits an emulation program 
(MicroCap) was used to analyse the performance of simple networks containing a finite 
Warburg impedance and a resistor. The theory is based on Bisquert (1998, 1999). 
The classical infinite diffusion, or Warburg, impedance network can be expressed as  
  Z =  (j)n          (C-1) 
Where Z is the impedance,  is the Warburg coefficient, j = (-1)0.5 ,  is the angular 
frequency in rad sec-1 and n is a constant, typically 0.5 for a classical Warburg 
impedance. 
A Nyquist plot of the complex impedance of such an element shows a straight line of 
slope k given by 
  k = tan (n  / 2)      (C-2) 
This is commonly known as an infinite Warburg impedance, because there are no 
boundary conditions set. Infinite Warburg impedances however can only have physical 
representation in a system where the diffusion path length, is substantially less than the 
layer thickness associated with the circuit. In most electrochemical systems to be 
modeled at low frequencies, the Warburg admittance (used because it directly relates 
to the current flow on applied potential) has to be modified to include a tanh term: 
  Z =  (j)0.5   tanh((j)0.5 )     (C-3) 
The behaviour of this circuit is different from a Warburg impedance at low frequencies, 
and becomes totally inductive, because as   0, tanh (j)  j, so 
 
  Z =   (j)0.5   (j)0.5  =   (j)       (C-4) 
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In a real system, it is common to include a charge transfer resistance in parallel with the 
finite Warburg. Emulation of this shows that Nyquist plots demonstrating typical 
resistance - capacitive behaviour is observed, as would be expected from (C-4). 
Inspection of empirical plots of the complex impedance spectrum of experimental 
systems often reveals that the behaviour of the system is not well represented by the 
exponent 0.5. This is exemplified by graphs showing a depressed semicircle rather 
than a semicircle centred on the Real axis, as obtained from pure R1-C-R2 connections 
typically used to represent such systems: 
 
 
 
 
 
Figure C-1   Typical conventional equivalent circuit of an electrolyte / electrode interface.  
In Figure C-1, R1 is the bulk resistivity of the electrolyte, C is the double layer 
capacitance and R2 is a shunting resistance. 
Graphs demonstrating a depressed semicircle may be obtained by adjusting the values 
of the exponent n. Reducing the value of n has the effect of depressing the centre of 
the semicircle, and such a phenomen2on is frequently observed in EIS plots of real 
electrochemical systems.  
Physical justification for reducing n is harder to find. Such systems show what is 
generally termed as anomalous diffusion, in that the quantities and concentrations of 
diffusants do not follow the usual Fick’s law expression 
  
2
2
x
c
D
t
c





       (C-5) 
with D being a constant, known as the diffusion coefficient. Bisquert and Conte (2001) 
propose a generalization of the two primary equations leading to this law, the continuity 
equation and the constituent equation. 
R1 
R2 
C 
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The former is generalized using fractional calculus to 
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       (C-6) 
whereupon the diffusion equation becomes 
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       (C-7) 
The index  takes a value 0 <  < 1, and the condition  < 1 denotes the diffusing 
particles have a limited lifetime, being lost by some alternative mechanism. Nyquist 
plots of the resulting circuit behaviour, where the anomalous diffusion element is 
denoted by CPEdl, show a depressed semicircle, sometimes observed in DSCs. 
 
 
 
 
 
Figure C-2   Equivalent Circuit using anomalous diffusion element CPEdl 
 
Alternatively the constitutive equation can be rewritten as  
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      (C-8) 
where the diffusing objects follow a random walk but with a random range of speeds, so 
that the overall diffusion process is slowed. 
In Bisquert’s last anomalous diffusion example, the constitutive equation is written as 
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      (C-9) 
 whence the modified Fick’s diffusion equation 
Rs 
Rict 
CPEdl 
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may be obtained.  
Applying these basic equations to practical examples using the conditions that the 
boundary either reflects or absorbs the diffusing particle, Bisquert shows that one of a 
class of Nyquist plots is obtained depending on the circumstances. The impedance is 
now given by Z where 
  Z =  RW
  (d / s) 
/2      (C-11) 
which yields a straight line but not at 45 to the real axis in the semi-infinite case. 
Where the semi infinite condition does not apply, i.e. where 
  L <  (d / D)
 0.5       (C-12) 
the equation contains a hyperbolic term depending on whether the boundary reflects or 
absorbs the diffusing particles. 
Where the particles are totally absorbed, Z is given by 
 Z =  RW
  (d / s) 
/2 coth (d / s) 
/2     (C-13) 
and where they are totally reflected, Z is given by 
 
 Z =  RW
  (d / s) 
/2 tanh (d / s) 
/2     (C-14) 
The resulting Nyquist plots are shown in Figure C3: 
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Figure C-3   Nyquist Plots of system with (a) absorbing boundary and (b) reflecting boundary. 
 
The condition where the particles enter and leave the barrier at rates identical to 
entering and leaving a further element of the solution might then be expected to 
produce a curve midway between 3(a) and 3(b), or a largely straight line curve. This 
would be equivalent to an infinite Warburg impedance, or at least to one where the time 
constants fell at lower frequencies and where the curve had yet to appear in the 
frequency range under consideration.  
The resulting inventory of possible elements offer a rich source of possibilities to 
emulate and model DSC.  
Such a strategy may be allowed if n is considered to be a function of the dimensionality 
d of a fractal electrode (Bisquert 1998).  
  n = (d – 1) / 2       (C-15) 
Typically electrodes have d ~ 2 hence n = 0.5, but it is possible to construct electrodes 
where d may adopt different values; for d = 1.5, for example, n ~ 0.25. 
Bisquert (1998) thus suggests that an equivalent circuit resembling that in Figure C-4 is 
more appropriate: 
 
R
e
a
c
ti
v
e
 
Resistive Resistive 
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Figure C-4   Modified Randles circuit including CPE type capacitance (CPEdl ) and a finite 
Warburg diffusion impedance Zw. 
 
The derived transfer function of this arrangement as given by (Bisquert, 1998, eq. 8) is 
   (j)n (0 / j)
0.5 + A coth (j/0)
0.5    
ZW – CPE () = RW         (C-16) 
   A (j / 0)
0.5 + (j)n coth (j/0)
0.5   
 
where A is a constant related to the CPE, RW is a constant related to the diffusion 
impedance and 0 is the diffusion frequency given by 
  0 = D / L
2        (C-17) 
with L the diffusion layer thickness and D the diffusion constant for the charge carrying 
species. 
More interesting still would be the behaviour of systems where d > 2 and n > 0.5 
(Figure C-5).  
Assuming for the sake of argument R2 is large, the trajectory of the impedance for n > 
0.5 has a negative slope, so at some point it intersects the Imaginary axis. This means 
the real component of the impedance becomes negative. For lower more practical 
values of R2, the system displays a semicircle displaced negatively along the Real axis, 
Rs 
Rict 
CPEdl 
Zw 
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and can cross the Imaginary axis for a range of frequencies. If this condition of d > 2 
were realizable in practice we would have an electrochemical system which would store 
and generate alternating current, in effect an AC battery, or we may conjecture that 
using photochemical effects it may prove possible to construct a solar cell which 
generated AC directly. The theory of electrochemical systems where n > 0.5 may be a 
useful future area of research. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure C-5   Effects of differing exponents in finite Warburg-like electrochemical systems.  
In figure C-5, simulations indicated that increasing n in I = s (jω)n tanh ((jω)n )  raises 
the semicircle and displaces it negatively.  Crossing the imaginary axis denotes 
appearance of a negative real impedance, i.e. the circuit becomes a power generator. 
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