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Dynamic Neural Correlates of Motor Error Monitoring and
Adaptation during Trial-to-Trial Learning
Huiling Tan, Ned Jenkinson, and Peter Brown
Nuffield Department of Clinical Neurosciences, John Radcliffe Hospital, University of Oxford, OX3 9DU, United Kingdom
A basic EEG feature upon voluntary movements in healthy human subjects is a  (13–30 Hz) band desynchronization followed by a
postmovement event-related synchronization (ERS) over contralateral sensorimotor cortex. The functional implications of these
changes remainunclear.Wehypothesized that, becauseERS followsmovement, itmay reflect thedegreeof error in thatmovement, and
the salience of that error to the task at hand. As such, the signal might underpin trial-to-trial modifications of the internal model that
informs future movements. To test this hypothesis, EEG was recorded in healthy subjects while they moved a joystick-controlled cursor
to visual targets on a computer screen, with different rotational perturbations applied between the joystick and cursor. We observed
consistently lowerERS in trialswith large error, evenwhenother possiblemotor confounds, such as reaction time,movementduration,
and path length, were controlled, regardless of whether the perturbation was random or constant. There was a negative trial-to-trial
correlation between the size of the absolute initial angular error and the amplitude of the  ERS, and this negative correlation was
enhanced when other contextual information about the behavioral salience of the angular error, namely, the bias and variance of errors
in previous trials, was additionally considered. These same features also had an impact on the behavioral performance. The findings
suggest that the  ERS reflects neural processes that evaluate motor error and do so in the context of the prior history of errors.
Key words: error history; motor error; postmovement  event-related synchronization; event-related desynchronization
Introduction
An adaptive internal model that predicts the consequences of
voluntary movement is thought to be a central feature in motor
control, permitting compensation for instabilities due to feed-
back delays and uncertainty (Wolpert and Miall, 1996). Differ-
ences between the predicted consequences of the movement and
the actual sensory feedback related to the action then drive revi-
sion of the internal model and improve behavioral performance
through motor adaptation (Noto and Robinson, 2001; Tseng et
al., 2007; Shadmehr et al., 2010). Visuomotor-rotation tasks are
often used to investigate motor adaptation; in these, the relevant
sensory feedback is assumed to be the angular error between the
target and the response. However, it may not just be the error in
the last response that determines recalibration of the internal
model. Visuomotor learning has been proposed to involve Bayes-
ian inference and integrate information from multiple sources
with different time courses, such as diverse sensory inputs and
top-down prediction (Korenberg and Ghahramani, 2002; Ko¨rd-
ing and Wolpert, 2004). A potentially important source of addi-
tional information in guiding recalibration of the top-down
prediction might be the history of previous errors, as this will
dictate how much store should be set by the current error (Bad-
deley et al., 2003; Semrau et al., 2012). To date, however, there has
been relatively little evidence of trial-to-trial variations in neural
activity that might instantiate this Bayesian model of how motor
adaptation is achieved.
EEGhas the temporal resolution to followneural responses from
trial to trial, and one fundamental feature of the human EEG that
might plausibly relate to the evaluation of motor error and its con-
sequences is the postmovement event-related synchronization
(ERS) that occurs over sensorimotor cortex contralateral to move-
ment (Alegre et al., 2008). Accordingly, here we investigate changes
in oscillatory activities in the EEG associated with error monitoring
and adaptation during a joystick task where two types of visual per-
turbations, random or constant, were introduced. The results show
that the amplitude of the  ERS is attenuated after movement with
large angular error, even when other possible motor confounds are
controlled. The trial-to-trial correlation between postmovement
ERS and preceding error is consistently negative and is enhanced
when the error in the current trial is weighted by the bias and vari-
ance of the errors in previous trials. In short, we propose that the 
ERS signals neural activity that implements Bayesian inference to
update internal models duringmotor adaptation.
Materials andMethods
Subjects. Twelve right-handed healthy subjects gave their written in-
formed consent to participate in the experiment (7 men, mean age 24
years, age range 18–35 years). They all had normal or corrected-to-
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normal vision and no medical history that might interfere with the task.
The studywas approved by the local ethics committee of theUniversity of
Oxford.
Experimental setup. Subjects were seated in front of a computer mon-
itor and held a finger-joystick with their dominant right hand, which was
rested on a padded arm support. The position of the joystick was dis-
played on the computer monitor as a cursor in the form of a red circle
that was 6 mm (0.6 visual degrees) in diameter. The target was a green
circle (6mmdiameter) displayed on the screen. Each trial startedwith the
target (in green) and the cursor (in red) in the center of the monitor.
Then the target moved from the screen center to another position ran-
domly selected from eight positions equally spaced around an invisible
circlewith a radius of 7.5 cm (6.1 visual degrees; Fig. 1A). The green target
remained at its new position for 750 ms before returning to the center
position, where the target stayed stationary for a further 1.75–2.25 s
(uniformly distributed) before the next trial began, making the total
intertrial interval between 2.5 and 3 s. Subjects were instructed to move
the joystick when the green target jumped so as to shift the red cursor
from the central start position to match the position of the target in a
rapid, discrete, and straight movement. The position of both red cursor
and green target circles was continuously presented throughout the ex-
periment. Perturbation was implemented by introducing an angular ro-
tation between the red cursor and the actualmovement of the joystick, so
that the visual feedback of the joystick position was deviated from its
actual position (Fig. 1B). Each subject completed three sessions of the
task, with the sessions differing in terms of the type of perturbation
rotation
(Fig. 1C).
No rotation session (NoROT).After familiarizationwith the apparatus,
each subject performed a short session of 50 trials where there was no
rotation between the actual movement of the joystick and its visual feed-
back, the red cursor.
Random rotation session (Rdm ROT). After the no rotation session,
each subject completed a session of 150 trials with a rotation between the
red cursor and the joystick movement in 60%
of randomly selected trials at the time of target
jump (Rdm ROT session). Rotations were
equally distributed between 40, 24, and 12 de-
grees and could be either in the clockwise or
anticlockwise direction, so that each rotation
angle was presented in 30 trials with 15 trials in
either direction, and the average bias of the
perturbation was zero.
Constant rotation session (Cnst ROT). Each
subject also completed a session of 150 trials,
when the perturbation was set to a constant 40
degree clockwise rotation between the red cur-
sor and the joystick movement across all trials.
Data recording.The taskwas presented using
open-source software (PsychoPy version 1.74).
The timing of jump for the green target and the
positions of the cursor and target were sampled
through PsychoPy at 100 Hz and sent to a dig-
ital to analog converter (U3, LabJack) to syn-
chronize the cursor and target position with
the simultaneous EEG recordings.
Scalp EEG was recorded from 12 channels
over F3, Fz, F4, FC3, FCz, FC4, C3, Cz, C4,
CP3, CPz, and CP4 according to the interna-
tional 10–20 EEG system (see Fig. 3A). EEG
was amplified, filtered between DC and 370
Hz, and sampled at the rate of 2048 Hz using a
Porti 32 channel system (TMSi). EEG was ref-
erenced to the average signal across all elec-
trodes. The position of the joystick and the
timing of the target jump were also recorded
through the Porti amplifier.
Behavioral analysis. Analyses of both behav-
ioral and EEG data were performed in MAT-
LAB (version 2012b, MathWorks). The
position of the cursor was differentiated to calculate velocity, which was
subsequently low-pass filtered through a Gaussian kernel with a window
duration of 50ms. The angular error was computed as the angle between
the line connecting the start position and the cursor at the time of max-
imum velocity and the line connecting the start position and the target
(Fig. 1D). Movement initiation was defined as the time when the joystick
velocity crossed the threshold of three times the SD of the signal (and its
noise) at “rest,” and sustained this speed for at least 100 ms. Movement
termination was the last time the hand velocity fell below the threshold
for that trial (Fig. 1E). Thus, our measure of movement duration in-
cluded all corrective movements, but our measurement of error was
focused on the initial angular error of the cursor relative to the target
before any corrective movements. Path length was the total distance the
cursor traveled between movement initiation and termination, normal-
ized against the optimal path length (the length of a direct line between
the initial position and the target position). Reaction time (interval be-
tween target jump and movement initiation), movement duration (in-
terval between movement initiation and movement termination), path
length, and initial angular error were calculated for each individual trial
and then averaged within subjects for each experimental condition.
Models of trial-by-trial visuomotor adaptation. A state-space model of
trial-by-trial adaptation has been used in several studies to model the
process of visuomotor adaptation (Thoroughman and Shadmehr, 2000;
Donchin et al., 2003) as follows:
xˆk  1  xˆk  K  ek (1)
where xˆk is the current internal estimate of the rotation, e(k) is the
prediction error, andK is the adaptation rate that is normallymathemat-
ically determined by optimization. Further modifications of the above
formulation include introducing a “saving” term (Fine and Thorough-
man, 2007):
xˆk  1    xˆk  K  ek (2)
A B C
D E F
Figure 1. Experimental setup and measurements. A, Experimental paradigm. B, Perturbation was implemented as a rotation
between the actual joystick position (in black) and its visual feedback (in red). C, Sessionswith different types of perturbation: zero
(NoRot), randomly changing across trials (RdmRot), or constant across trials (CnstRot).D, Calculation of initial angular error. Green
circle represents the position of the target. Red line indicates the joystick cursor trajectory. Red star represents the position of the
cursor at thepoint ofmaximal velocity.E, Calculation of reaction time (RT) andmovement duration (MT)where time0 is the timing
of target position jump. Blue line indicates the velocity trajectory in one trial. Filled circle, star, and open circle represent the timing
ofmovement initiation,maximal velocity, and termination, respectively.F, The calculationof event-relatedpower change: the ERS
and ERD. Vertical lines indicate the timing of the target jump, response initiation, and movement termination, respectively.
Horizontal blue double arrow indicates the minimal normalized EEG power (trough) between cue and movement termination.
Horizontal red double arrow indicates the peak normalized EEG power after movement termination. ERD and ERS are the average
within a 200 ms window around the trough and peak, respectively.
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Visuomotor adaptation has also been suggested to involve Bayesian in-
ference (Korenberg and Ghahramani, 2002; Ko¨rding and Wolpert,
2004). Thus, the posterior distribution of visuomotormapping takes into
account both the prior knowledge of the perturbation and new evidence,
or updated visual feedback. Assuming that the uncertainties associated
with prior knowledge and evidence are Gaussian, the optimal least-
squares and maximum-likelihood solution under iterative updating is
the Kalman filter, where update of the new estimate (xˆk  1) is driven
by the mismatch between the sensory feedback and predicted state
(xsensek  1  xˆk). Weighting is determined by the variance asso-
ciated with the latest feedback (sense
2 k) and the previous estimate
(estimate
2 k) as follows:
xˆk  1  xˆk  K   xsensek  1  xˆk (3)
where K
estimate
2 k
sense
2 k 1 estimate
2 k
Assuming that the internal estimate of the rotation is transformed into
the control command for perfect compensation, themismatch between the
target and the actual movement (observedmovement error e(k)) is the pre-
diction error corrupted by movement noise and feedback noise. Thus, ac-
cording to the Bayesian update provided byKalman filtering, the optimal
adaptation rate is the relative confidence of the latest measurements and
the previous estimate.High confidence in the previous estimate and large
uncertainty associated with feedback leads to a slower update of the
internalmodel; low confidence in the previous estimate and small uncer-
tainty associated with feedback lead to greater weighting of feedback and
a faster update of the internal model. Humans have been shown to take
the statistics of sensory noise into account when planning motor acts
(Baddeley et al., 2003; Yamamoto and Ando, 2012). Uncertainties asso-
ciated with movement execution and visuomotor mapping have also
been shown to affect how much the error in a preceding trial alters the
performance in the next trial (Burge et al., 2008; Saijo and Gomi, 2012).
In the classical Kalman filter,sense
2 andestimate
2 are known a priori, and
sense
2 is usually assumed to be constant. However, when subjects began
each test session, they did not have a priori knowledge about the statistical
properties of the perturbation. We therefore assume that subjects esti-
mate the current noise condition based on the previous error history
from similar tasks and adjust the weight given to current error feedback
based on this estimation of noise. The changing learning rate (and other
phenomena, such as savings, spontaneous recovery, and interference) in
motor adaptation has been accounted for in previous studies by a simple
two-state model (Smith et al., 2006), which simulated the process of
adaptation as the sumof two adaptive processeswith different adaptation
rates, with the ratio of the two processes changing with time.
Here we argue that the adaptation rate is changing dynamically with
the estimate of the uncertainties associated with the feedback and the
forward model as predicted by the Bayesian rule, and that the variance
(2) and the squared bias ( 2) of the error history are inversely related to
the confidence in the feedback and the previous estimate from the for-
wardmodel, respectively. Thus, the ratio between the squared bias to the
variance in the previous error history indicates the confidence in the new
measurements relative to the previous estimate. A large bias in the pre-
vious error history indicates consistency of the error and strongly biased
perturbation, and therefore will lead to increased sensitivity to errors and
a faster adaptation rate (Fine and Thoroughman, 2007). A large variation
in the feedback history, on the other hand, will reduce the confidence in
new feedback and should reduce the adaptation rate (Fine and Thor-
oughman, 2007). Therefore, we assume that the adaptation rate is as
follows:
K  c 
 2
2
and xˆk 1 xˆk c 
 2
2
 ek (4)
where the variance (2) and the squared bias ( 2) are updated over each
trial based on previous error history. The number of previous trials taken
into account and the constant c are to be determined mathematically by
optimization.
The model proposed here (Eq. 4) was compared with other models
used in previous literature, the model with extra saving factor, and
models in which errors were weighted by bias or variance only to
determine whether both terms were required. To do so, the optimal
least-squares estimates of the free variables in each model were deter-
mined using the nonlinear optimization function in MATLAB (fmin-
con), and the models were compared based on the Akaike
information criterion (AIC). First, the sum of the squared error (SSE)
was calculated for each model. The AIC of each model was then calcu-
lated as follows: AIC n * Ln(SSE/n) 2 * (k 1), where n sample
size, k  number of parameters, and SSE  sum of squared error. To
compare different models, we computed, for eachmodel, the differences
in AIC with respect to the AIC of the best candidate model as follows:
iAIC  AICi  min AIC. The Akaike weight for a model
wiAIC 
exp 12iAIC

k1
K exp 12kAIC
was then calculated and used to
evaluate the probability that the ith model was the best model in the AIC
sense given the data and the set of candidate models (Burnham and
Anderson, 2002). The relative likelihood of two different models of in-
terest was also evaluated using the relative Akaike weight
wiAIC
wjAIC
. This
procedure was applied to data from each subject separately. The Akaike
weights (mean SEM across subjects) of all the models to be compared
and the average relative Akaike weight (mean  SEM across subjects)
between models of interest are presented in Table 1.
The AIC analysis identified the single-state model with a saving factor
and an adaptation rate (model 2) to have the highest probability of being
Table 1. Results of AIC analysis for competingmodels
Model
No. of estimated
parameters AICi iAIC wiAIC
wiAIC
w2AIC
1 xˆk  1  xˆk  K  ek 1 727.23 9.02 9.54 3.29 0.054 0.026 0.0056 0.0022
2 xˆk  1    xˆk  K  ek 2 715.00 8.32 0.98 0.65 0.377 0.070 —
3 xˆk  1  xˆ1k  1  xˆ2k  1 4 716.08 9.15 3.94 0.67 0.153 0.063 0.763 0.421
xˆ1k  1  1  xˆk  K1  ek
xˆ2k  1  2  xˆk  K2  ek
1 	 2, K1 
 K2
4 xˆk  1  xˆk  c 
 2
2
 ek 2 715.57 8.75 2.59 0.72 0.177 0.035 0.903 0.341
5 xˆk  1    xˆk  c 
 2
2
 ek 3 715.24 8.96 2.95 0.99 0.161 0.017 0.676 0.294
6 xˆk  1  xˆk  c 
1
2
 ek 2 749.21 10.24 29.57 7.19 0.059 0.044
0.0004 0.0004
7 xˆk  1  xˆk  c   2  ek 2 729.22 9.02 11.52 3.29 0.020 0.009 0.0021 0.0008
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the best model, and this was closely followed by themodel with weighted
errors (model 4) and then the two-state model (model 3). Compared
with model 2, the model with weighted errors (model 4) was 0.903 
0.341 times as probable to minimize the information loss, indicating no
significant difference between these models in terms of AIC, and both
models were significantly better than the single-state space model with-
out the saving factor (model 1). However, including the extra parameter
of saving factor in the model with weighted error (model 5) did not
further improve the model. Besides, weighting the errors by variance or
bias only (model 6 and 7) led to a significant possibility of loss of infor-
mation, suggesting that the weighting of the error required both the bias
and variance term to avoid information loss.
The model performance was also assessed by the variance accounted
for (VAF), i.e., the ratio between the root-mean-square of the residual
error and the variance of the data:
VAF  100  100 * residual
2 /data
2 (5)
EEG analysis. Raw EEG data were first offline bandpass filtered be-
tween 0.1–100 Hz, with a 50 Hz notch filter, and down sampled to 200
Hz. The response-locked EEG time series from each single trial were
decomposed into their time-frequency representations at 1 Hz intervals
in the 2–90 Hz range, through a continuous wavelet transformation us-
ing the Morlet wavelet as the mother wavelet. An estimate of frequency-
band-specific power at each time point was defined as the squared
magnitude of the resulting complex signal after convolving the raw time
series with the mother wavelet.
As the time course of the power vector was observed to be log-normal
distributed, the raw power data were log transformed before normaliza-
tion. Event-related EEGpower changewas subsequently calculated as the
percentage change relative to the overall average by normalizing the
power at each frequency and each time point relative to the average
power of that frequency across the whole experimental session, and then
subtracting 100 from the normalized value, so that a value higher than
zero indicated power higher than the overall average power of that fre-
quency and vice versa. To control for any slow drift in power with time
within each experimental session, a simple linear regression of normal-
ized power with time was calculated for each frequency and subtracted
from the normalized power. Event-related power changes were investi-
gated within four frequency bands (, 4–8 Hz; , 9–12 Hz; , 13–30 Hz;
and , 31–85 Hz). Perimovement event-related desynchronization
(ERD) (Yuan et al., 2010) was defined as the average normalized power
over a 200 ms window centered around the trough of the power
change between cue onset and movement termination. Postmove-
ment ERS was defined as the average normalized power over a 200 ms
window centered on the peak of the power change after movement
termination (Fig. 1F ). Both ERD and ERS were calculated for each
individual trial for the frequency bands of interest before averaging
for further analysis. All time frequency computations were performed
with custom-written MATLAB routines. Two-way repeated-measures
ANOVAs with factors frontal–parietal location (4 levels: F, FC, C, and
CP) and medial–lateral location (3 levels: z, 3 and 4) were applied to the
average postmovement ERS in each frequency band when there was no
rotational perturbation. Those channels showing significantly higher
ERS in a given frequency band were used to investigate the activities over
that band.
Statistical analyses. For the two experimental sessions with rotational
perturbations, all the trials were sorted by either execution order in time
or by the size of the absolute initial angular error in descending order.
Then execution order and angular error trial sequences were each
grouped into 5 bins of 30 trials each. All behavioral kinematics and EEG
measurements were calculated for each individual trial and then aver-
aged within bins before averaging across subjects.
To determine the effect of angular errors independent of movement
execution (including movement duration and path length), trials with
different angular errors but similar movement durations and path
lengths were selected for comparison.Within each experimental session,
bins of trials with large errors and small errors were created by grouping
the 30% of the trials with the largest and smallest absolute initial angular
errors, respectively. Then, trials with movement durations longer
than the median movement duration of the whole session were ex-
cluded from both bins to control for differences in movement dura-
tion and path length. This gave rise to 26  4 trials per subject with
large error and 31 2 trials per subject with small error but matched
movement duration and path length when the perturbation was con-
stant; and 25  2 and 27  3 trials per subject with large and small
errors, respectively, in the random perturbation session. EEG power
changes over these trials were first averaged within subjects and com-
pared between conditions.
The effects of execution order, error size, and perturbation type (ran-
dom or constant) on a set of behavioral and EEG measurements were
assessed through multivariate mixed effects linear modeling using the
“nlme” package in R (version 3.1–113) (Pinheiro et al., 2013). In the
modeling, the perturbation type and the execution order were treated as
categorical independent variables, and the error size was treated as a
continuous independent variable. The normality assumption of the
modeling was assessed by visually inspecting the distribution of the con-
tinuous independent variable, and by inspecting the Q-Q plot of the
residuals of the modeling. This led us to take the square root of the
absolute error, and the transformationmade the error size and themodel
residuals normally distributed. The modeling started with including all
independent variables of interest and their two-way interactions as pre-
dictive terms. Then the model was gradually simplified by removing
terms with an insignificant effect. To double check the validity of remov-
ing or adding each predictive term, the fits of the simpler and more
complex models were compared, only the terms that made a significant
difference to the fitting of the model were retained. For variables with a
significant effect, the estimated regression coefficient (mean SEM) and
the p value are reported. Additional one-way repeated ANOVAs and
two-tailed t tests were used to examine the size of effects, with multiple
comparisons corrected for using Bonferroni correction in post hoc anal-
ysis. Partial correlation was also used to investigate the relationship be-
tween initial angular error and postmovement activities of separate
frequency bands while controlling the effect of any ERS in other fre-
quency bands, and other behavioral covariates. Data are mean  SEM,
unless otherwise specified.
Results
Behavioral results
Subjectsmade progressively less initial angular error as trial num-
ber increased when the rotational perturbation was constant, but
not when the rotational perturbation was random (Fig. 2A). The
mixed effect linear modeling of initial angular error with factors
of execution order (five bins of 30 trials each in order of execu-
tion) and perturbation type (random or constant) confirmed an
effect of execution order (1.977 0.351, p 0.0001) and
an interaction between execution order and perturbation type
(4.839 0.494, p 0.0001). When the perturbation was
40°, the absolute angular error reduced from 28.7° 4.1° in the
first 30 trials to 9.1° 2.2° in the last 30 trials (t(11) 12.635, p
0.001), confirming successful adaptation.
Reaction time was stable across the entire experiment, as con-
firmed by a lack of main effect of execution order (p 0.792) or
perturbation type (p 0.179). Reaction time did not changewith
initial angular error (p 0.405) either.
Movement duration and path length were so defined that they
included correctivemovements, and thus they were greater when
movement initial angular error was high, independent of the type
of perturbation (Fig. 2B,C). This was confirmed by an effect of
error size on movement duration (  0.0397  0.0116, p 
0.001) and path length ( 0.0295 0.0077, p 0.0002), and a
lack of main effect of perturbation type (p 0.1316 for move-
ment duration and p 0.7152 for path length, respectively) or
of interaction between perturbation type and error size (p 
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0.2672 for movement duration and p 0.1801 for path length,
respectively).
Postmovement synchronization in  and bands is maximal
over sensorimotor cortex contralateral to the moving hand
Power spectra (Fig. 3B) averaged across trials without rotational
perturbation showed event-related activity in four frequency
bands. There was increased activity in  band (4–8 Hz) starting
before movement termination, more prominent in channels lo-
cated over frontal cortex. An ERD between 9 Hz and 30 Hz (in-
volving both the  and  bands) was observed after the target
jump and during movement across all channels. The ERD was
followed by a clear rebound or ERS after movement termination.
The ERS was maximal over C3, where it peaked at 622  42 ms
and 547  44 ms after movement termination in the  and 
bands, respectively. Inspection of power spectra from individual
subjects identified a clear separation between the  (9–12 Hz)
and  (13–30 Hz) ERS in 10 out of the 12 subjects (Fig. 3C),
although the two effects became more confluent after averaging
across subjects (Fig. 3B).
The postmovement ERS peak was calculated for each individ-
ual trial, individual channel, and frequency band, before averag-
ing across trials in each subject. Two-way repeated-measures
ANOVAswith factors frontal–parietal location (4 levels: F, FC, C,
and CP; see notation in Fig. 3A) and medial–lateral location (3
levels: z, 3, and 4) were followed by post hoc paired t tests. These
identified channels located over the frontal cortex (F3, Fz, and
F4) as having the highest ERS in the  band, and channels located
over sensorimotor cortical areas contralateral to the performing
hand (C3 and CP3) as having the highest  and  ERS. There was
no effect of location on the  ERS. Thus, in subsequent analyses,
 (4–8Hz) activity was averaged over F3, Fz, and F4, and (9–12
Hz),  (13–30 Hz), and  (31–85 Hz) activities averaged over C3
and CP3.
Postmovement ERS is modulated by initial angular error
independent frommovement duration and path length, or
the type of perturbation
The postmovement ERS in both the  and  bands were observ-
able in individual trials as shown in data from typical subjects,
and both  and  postmovement ERS increased with increasing
execution order and diminishing error size when perturbations
were constant (Fig. 3D).
To investigate the effect of initial angular errors on the post-
movement ERS independent of movement execution (including
movement duration and path length), trials with different initial
errors but similar movement durations and path lengths were
selected for comparison. This gave rise to 26 4 trials per subject
for large error trials (average angular error 32.1° 2.4° across
subjects) and 31 2 trials per subject for small error trials (aver-
age angular error 3.67° 0.61° across subjects) with matched
average reaction time (t(11)  0.862, p  0.407), movement du-
ration (t(11) 0.093, p 0.928), and path length (t(11) 1.778,
p 0.103) when the rotational perturbationwas constant. Figure
4A confirms similar desynchronization around movement but
suppressed postmovement rebound in both  and  frequency
bands in trials with large initial angular errors compared with
matched trials with small angular errors. When the rotational
perturbation was random, the postmovement ERS in the  band
was also significantly suppressed by large errors, but not that in
the  band (Fig. 4B).
In addition, the independent effect of movement complexity
on postmovement ERS was investigated by comparing trials with
longer movement duration and path length against trials with
shorter movement duration and path length, but with matched
angular error. In the session with constant perturbation, for the
trials that are different in terms of movement duration and com-
plexity (average movement duration 553 41 ms vs 428 27
ms, t(11) 2.631, p 0.023; average path length 1.323 0.018
vs 1.130 0.010, t(11) 6.735, p 0.001), but similar in terms of
angular errors (33.85 °  1.85 ° vs 32.19 °  2.20 °, p  0.174),
there was no significant difference in the  band ERS (Fig. 5A).
Likewise, in the sessionwith randomperturbations, for trials that
were different in terms of movement duration (627  79 ms vs
537 69 ms; t(11) 3.231, p 0.008) and path length (1.325
0.041 vs 1.126  0.024; t(11)  5.004, p  0.001), but similar in
terms of angular errors (28.55 ° 1.53 ° vs 30.06 ° 1.48 °, p
0.102), there was no significant difference in the  band ERS
(Fig. 5B).
We also observed increased  power after movement, with the
 increase being most prominent over the frontal cortex (F3, Fz,
and F4, shown in Fig. 3B). However, we did not observe any
consistent effect of either error or execution order on the ampli-
tude of the  increase (Figs. 4 and 5). Besides, considering the
frontal bias of eye movement-related scalp EEG artifacts and the
fact that eyemovement artifactsmanifest as task-related increases
in low-frequency power, we elected not to comment further
about the nature of the  activity but focused on the activities in
the  and  frequency bands.
When all the trials were grouped into bins according to exe-
cution order (all the 150 trials in one session for each subject were
grouped into 5 bins with 30 trials in each bin), the mixed effect
linear modeling identified a significant effect of execution order
bin ( 11.980 1.806, p 0.0001) in predicting the amplitude
of the  ERS. There was no significant effect of perturbation type
(p 0.9485) or interaction between perturbation type and exe-
cution order (p  0.5878). Error size did not have additional
prediction power (  5.453  3.935, p  0.1494) when the
A B
C
Figure 2. Behavioral results.A, Average absolute angular error sorted into bins according to
ascending (left to right) execution order. Angular error reduced with time when the perturba-
tion was constant, but not when the perturbation was random. B, Movement duration sorted
into bins according to decreasing error size (left to right). Movement duration (MT) reduced
with diminishing error. C, Path length sorted into bins according to decreasing error size (left to
right). This suggests that there were more corrective movements when there was large initial
error. Circles and bars represent mean SEM. NoROT, No rotational perturbation; Rdm ROT,
random rotational perturbation; Cnst ROT, constant rotational perturbation.
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effect of execution order was taken into account. This therefore
suggested a sequence effect on the ERS, independent of the type
of perturbation (Fig. 6A). A paired t test confirmed that theERS
increased from 42.4 9.1% in the first bin of 30 trials to 80.7
7.5% in the last bin of 30 trials (t(11)2.762, p 0.018).
There were contrasting effects for the postmovement  ERS.
When all trials were grouped into bins according to execution
order (Fig. 6B), the mixed effect linear modeling identified exe-
cution order ( 4.935 2.319, p 0.0401) and error size (
4.830  1.081, p  0.0001) as significant predictors of  ERS
amplitude, and disclosed an interaction between execution order
and perturbation type ( 2.570 1.316, p 0.0453). A one-
way repeated-measures ANOVA demonstrated that execution
order had an effect on the  ERS only when the perturbation was
constant (F(4,44)  8.244, p  0.001), and not when the pertur-
bation was random (F(4,44) 1.507, p 0.217). In contrast, the
effect of error size was independent of the perturbation type: a
paired t test confirmed that the average  ERS in the bin with
A
C
D
B
Figure 3. EEG data. A, Recorded EEG electrode placements in dark gray from the international 10–20 system. B, Group average normalized power spectra during trials with no rotational
perturbation. Perimovement ERD and postmovement ERSwere observed across different channels, butmore prominently in C3 and CP3 contralateral tomovement. C, Example power spectra from
an individual subject showing clear separation between and reactivity in C3. D, Examples of trial-by-trial variation in C3 EEG from one typical subject in constant perturbation session showed
 and ERS increasedwith increasing trial execution order. However, this was confounded by reducing error across execution order. Vertical lines indicate the timing of cue (target jump), average
response initiation, and movement termination.
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largest initial angular errors was lower than in the bin with the
smallest initial error (59.5 5.6% compared with 89.1 7.1%,
t(11)  3.162, p  0.009). A further paired t test showed no
significant difference in the  ERS change between the bin with
largest error and the bin with smallest error between the two
perturbation types (22.91 5.47% for random perturbation and
34.33  7.70% for constant perturbation, t(11)  1.439, p 
0.089).
 ERS is not only modulated by error but also the salience
of error
When the perturbation was changing randomly across trials, the
trial-to-trial correlation (n  150) between preceding angular
error and postmovement  ERS was0.167 0.030, which was
weak but consistently negative across subjects (t(11)  5.260,
p 0.001, one sample t test). The partial correlation controlling
for the effects of postmovement activities in the remaining three
frequency bands was little different (r  0.160  0.035 across
subjects; t(11)  0.492, p  0.633), suggesting that the relation-
ship with the  ERS was frequency selective. The partial correla-
tion controlling for both the effects of movement duration and
path length (r0.157 0.032 across subjects with one sample
t test: t(11)3.30, p 0.007) was similar to the bivariate cor-
relation coefficient between error andERS (paired sample t test:
t(11) 1.664, p 0.124), suggesting that the relationship with the
 ERS was independent from movement duration and path
length. Conversely, there was no significant correlation between
 ERS andmovement duration or path length, when the effect of
error size was partialized: r0.055 0.030 with one sample t
test: t(11)1.81, p 0.097 betweenmovement duration and 
ERS; and r  0.054  0.028 with one sample t test: t(11) 
1.932, p 0.080 between path length and  ERS.
Withconstantperturbation, the trial-to-trialnegativecorrelation
between preceding angular error and the  ERS was stronger com-
pared with when the perturbation was random (r  0.247 
0.032 across subjects, with one sample t test: t(11)  4.039, p 
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Figure 4. Contrast in EEG reactivity in trials with small and large error. A, Constant pertur-
bation. Groupmean postmovement synchronization in and bandswas suppressed in trials
with large initial errors. B, Random perturbation. Only group mean postmovement synchroni-
zation in the bandwas significantly suppressed by error. Reaction time,movement duration,
and path length were controlled for between large and small error trials. Thick lines indicate
mean normalized power. Surrounding thin dashed lines indicate SE. Vertical lines indicate the
average timingof cueonset,movementonset, andmovement termination, respectively. Purple
dots represent significant differences between large and small error trials.
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Figure 5. Lack of contrast in EEG reactivity in trials with short and longmovement duration.
A, Constant perturbation. For trials with matched initial angular errors, the postmovement
activities were not modulated by movement duration or total path length. Thick lines indicate
mean normalized power. Surrounding thin dashed lines indicate SE. Vertical lines indicate the
timingof cue onset, averagemovement onset, andmovement termination for shortmovement
and long movement, respectively. Differences were not significant. B, Same for random
perturbation.
A
B
Figure 6. Postmovement ERS and variation with behavior. A, Group mean  ERS consis-
tently increased over bins of increasing execution order, independent of perturbation type;
group mean  ERS was suppressed by large errors, but only when the perturbation was con-
stant. B, Group mean  ERS increased with execution order only when the perturbation was
constant, and it was suppressed by large errors independent of perturbation type. *Significant
difference ( p 0.05, Bonferroni correction formultiple comparisons). **Significant difference
( p0.01, Bonferroni correction formultiple comparisons). Circles andbars representmean
SEM.
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0.002), and this was similar to the partial correlation coefficients
(r0.236 0.041 across subjects; paired sample t test: t(11)
0.436, p 0.672) when the effects of postmovement activities
in the other three frequency bands were controlled, suggesting a
frequency selective effect of the  ERS. The partial correlation
controlling for the effects of movement duration and path length
was also similar (r  0.213  0.043 across subjects; paired
sample t test: t(11)  1.181, p  0.262 compared with bivariate
correlation coefficients), suggesting that this relationship be-
tween error size and the  ERS was independent frommovement
duration and path length. Conversely, there was no significant
correlation between  ERS and movement duration or path
length, when the effect of error size was partialized: r0.065
0.046 with one sample t test: t(11)  1.50, p  0.162 between
movement duration and  ERS; and r  0.058  0.045 with
one sample t test: t(11)  1.80, p  0.099 between path length
and  ERS.
But did the angular error on the last trial sufficiently describe
the ERS? Or was the impact of error upon the ERS influenced
by the statistics of angular error in other preceding trials? Previ-
ous results showed that the  ERS also changed with time. When
the perturbation was randomly presented, the attenuation of
postmovement ERS in trials with large perturbation recovered
with subsequent presentation (Fig. 7A). Two-way ANOVA with
factors of perturbation angle (0° or 40°) andpresentation order (5
bins) identified a significant effect of perturbation angle (F(1,11)
7.495, p 0.019) and interaction between presentation order and
perturbation angle (F(4,44) 5.884, p 0.001). Post hoc analysis
showed a significant effect of perturbation order on postmove-
ment  ERS when the perturbation was 40° (F(4,44) 5.672, p
0.001), with significantly lower  ERS in the first presentation
than in the last presentation bin (t(11)2.995, p 0.012). This
was despite an absence of any error difference in the response to
40° perturbations between these bins (t(11)  0.582, p  0.572).
These results suggest that  ERS is not only modulated by error
but also the salience of the error, which changeswith presentation
order as the randomness of perturbations becomes apparent.
When the perturbation was constant, the ratio of the squared
bias to the variance of errors indicates the salience of the error
used for updating the internal model in the visuomotor adapta-
tion (for details, see Materials and Methods). We plotted the
partial correlation between the  ERS and the error in the pre-
ceding trial weighted by the ratio of the squared bias to the
variance of errors over different numbers of preceding trials.
One-way ANOVA confirmed a significant effect of the previous
error window length on the correlation coefficients (F(2.259,27.112)
14.129, p 0.001). The optimal history of trials was graphically
determined to involve the last 20 trials when the perturbationwas
constant (Fig. 7B). Partial correlations between theERS and the
error in the preceding trial weighted by the ratio of the squared
bias to the variance of errors in the previous 20 trials during
constant perturbations were 0.296  0.0368, when the effects
of postmovement activities in all other three frequency bands
were controlled. This trial-to-trial correlation was again consis-
tently negative across subjects (t(11)  7.696, p  0.001, one
sample t test), and was significantly more negative than the par-
tial correlation between the  ERS and the unweighted error in
the preceding trial (t(11)  3.951, p  0.002). Thus, the error in
the last trial weighted by the ratio of the squared bias to the
variance of errors predicted 10.4  2.3% of the variance in the
following  ERS compared with only 6.6 2.1% (t(11) 4.127,
p  0.002) of the variance when only the unweighted error was
considered.
Next, we tested whether behavior on the next trial was simi-
larly influenced by a weighted function of angular error on the
last trial. Through the AIC analysis, we showed that the state-
space model (Eq. 4) with error weighted by the ratio of the
squared bias to the variance of previous error history could better
describe trial-to-trial variation in the internal estimation of the
rotation than error alone, when the perturbation was constant.
Therefore, learning was better modeled as dynamic, changing
according to the updated estimation of uncertainties associated
with the visual feedback. One-way ANOVA confirmed a signifi-
cant effect of the previous error window length on themodel fitting
(F(1.439,15.825)  8.680, p  0.005). The optimal history of trials
was graphically determined, and model fits were best when the
statistical properties of the last 20 trials were considered, deteri-
orating again when the window was increased still further (Fig.
7C). With this optimal history, the variance of the error history
accounted for by the model (VAF  36.0  2.7%) was signifi-
cantly larger than the model when unweighted errors were con-
sidered (32.7 2.9%; t(11)4.444, p 0.001).
With both the  ERS and behavior being similarly better pre-
dicted by aweighted function of angular error on the last trial that
took into account the statistical features of the last 20 trials, the
question arises whether the  ERS could help mediate the influ-
ence of angular error and its history on behavior in the next trial.
When the angular error was weighted by the ratio of the squared
bias to the variance of the error in the previous 20 trials, the
correlation between the weighted error and the trial to trial vari-
ation in the internal estimation of the rotation modeled using
Equation 4 (see Materials and Methods) was 0.724  0.024.
However, this correlation coefficient was significantly reduced
(r 0.585 0.029, t(11) 3.865, p 0.003) when the  ERS was
used as a predictor and a partial correlation estimated. The pro-
portion of the variance in the internal model explained by error
and its history was reduced by 33.7 5.5% (from 52.8 3.4% to
35.0  3.4%, t(11)  4.089, p  0.002), consistent with the
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Figure 7. Dependence of both behavior and ERS on error in last trial and trial history.A, In
random perturbation sessions, attenuation of ERS after trials with large perturbation recov-
ered with repetitive presentation, despite the absence of any difference in the error in the
response between successive bins. B, Correlation between  ERS and error weighted by the
squared bias and variance of previous trials in constant perturbation sessions. C, VAF of amodel
describing performance on the next trial through error on the last trial weighted by the squared
bias and variance of previous error history in constant perturbation sessions. Both correlations
and VAF were more enhanced when the previous 20 trials were taken into account than when
only unweighted error was considered. Circles and bars represent mean SEM. *Significant
difference with Bonferroni correction for multiple comparisons.
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hypothesis that the  ERS mediated part of the correlation be-
tween the weighted error and the change in the internalmodel on
the next trial.
Discussion
Behavioral studies suggest that, during trial-to-trial motor adap-
tation in tasks involving brisk or ballistic movements, changes in
the internal forward model are determined not only by predic-
tion error but also by the relevance and uncertainty associated
with the visual feedback (Ko¨rding and Wolpert, 2004; Fine and
Thoroughman, 2007;Wei andKo¨rding, 2009). Consistently large
prediction errors in the setting of relatively small trial-to-trial
variance supposedly lead to more rapid updating of the internal
model (Semrau et al., 2012; Patton et al., 2013). Relatively lack-
ing, however, is evidence of trial-to-trial variations in neural ac-
tivity that might instantiate this Bayesian model of how motor
adaptation is achieved. Here we show that the sensorimotor 
ERS that follows brisk goal-directed movements is dynamic and
negatively correlates with preceding error and correlates even
better when such error is weighted by the statistical properties of
the past error history, specifically by the ratio of squared bias
to the variance of previous error history within a certain window.
The implication is that the postmovement  ERS may reflect
neural processes that effect a Bayesian computation during mo-
tor adaptation, weighting the prediction error by the statistical
properties of the past error history. Crucially, this weighting of
error also explained more variance in the change in behavioral
performance over time than error alone. It is therefore our thesis
that the postmovement  ERS is the product of neural processes
that help fashion behavioral performance according to Bayesian
inferences.
The correlation between trial error weighted by the statistical
properties of its history and the postmovement  ERS was rela-
tively weak, albeit consistent and significant. It should also be
acknowledged that there is a covariation of duration and of path
length with error size in the movements. However, the variation
of the movement duration and path length was small relative to
the difference in the error size we observed, and the relationship
between theERS and error sizewasmaintainedwhen the effects
of these covariates were controlled in the analyses. Yet the EEG is
a complex signal, which can be affected by multiple cortical pro-
cesses and confounded by scalp electromyographic activity. As
such, the correlations demonstrated here may place only a lower
limit on the relevance of the  ERS to motor adaptation. Impor-
tantly, too, the correlations reported here were frequency specific
and held true when the effects of postmovement activities in the
, , and  bands were controlled. Indeed, the other prominent
postmovement reactivity, the ERS, correlated with time on task
rather than error. These two factors were disambiguated in the
session with random rotational perturbation, when the  ERS,
and not theERS, still correlatedwith trial sequence. The depen-
dence of the  ERS on time on task, and the observation that 
power is higher even before target jump comparing large error
trials and small error trials in constant perturbation session (Figs.
3C and 4A), renders  an unlikely candidate for postmovement
error analysis but raises the possibility that the variation in 
reactivitymight be the result of a systematic variation in attention
or arousal as task duration increased (Macdonald et al., 2011).
Crucially, the modulation of both the  and  band ERS by time
and error was independent from other parameters related to
movement execution, such as reaction time,movement duration,
or path length. This observation is particularly important in the
case of the  band, as several reports suggest that the perimove-
ment  ERDmay be influenced by the precise pattern that move-
ment takes (Spinks et al., 2008; Yuan et al., 2010; Tan et al., 2013).
This in turn opens up the theoretical possibility that some of the
subsequent  ERS may be a passive rebound that is secondarily
affected by these movement parameters. Our data suggest that,
regardless of such a putative contribution to the  ERS, there is a
component of the  ERS that relates to trial error.
Early theories of the functional role of the  ERS proposed
that it was related to the return to an idling state of the motor
cortex (Salmelin et al., 1995; Pfurtscheller et al., 1996). These
views were supported by the finding of reduced motor cortical
excitability during the  ERS (Chen et al., 1998, 1999). An alter-
native hypothesis, however, has related the  rebound to the
sensory afferance due tomovement, given that a similar phenom-
enon follows passive movements (Cassim et al., 2001; Alegre et
al., 2002). More recently, it was reported that the cortical  ERS
was severely attenuated when the preceding movement was pre-
maturely terminated (Alegre et al., 2008). This observation
prompted the speculation that the postmovement  ERS was
somehow involved in the comparison between the predicted out-
come of the intended movement and the results of the actually
executed movement. Our data demonstrate that the postmove-
ment  ERS is suppressed in trials with large initial angular error.
However, the relationship is more complicated than this, as the
strongest correlations between behavioral performance or  ERS
amplitude proved to be with the error in a given trial weighted by
the associated consistency of the error history, asmeasured by the
bias, and the associated uncertainty of the error history, as mea-
sured by the variance. In the current paradigm, our state-space
model explained more variance in both the  ERS and motor
performance when the errors over the last 20 trials were used to
estimate bias and variance. However, it is possible, perhaps even
likely, that this integration window itself varies according to trial
order number, task context, and the statistical properties of the
error history. Trial order number may become relevant at the
onset of the task, when the integration window may be abbrevi-
ated and/or the error history in past related scenarios contributes
to the weighting of error. Evidence also suggests that the integra-
tion window can be much shorter in the response to random
perturbations (Scheidt et al., 2001). In contrast, prior experience
of a perturbation made consistently in the opposite direction
modulates the rate at which adaptive changes occur to a new
perturbation, with the interference reaching an asymptote after
15–40 trials (Sing and Smith, 2010).
The postmovement  ERS may therefore reflect neural pro-
cesses linked to the evaluation of the results of a completedmove-
ment with respect to its predicted outcome, given an internal
model of the intended movement (Shadmehr et al., 2010), but in
the context of the consistency and uncertainty of prior angular
errors. Whether the relevant neural processes underpin this eval-
uation of error and its history, or the effect of this evaluation
drives the behavioral response, remains to be clarified. The dis-
tinction is subtle as, in either case, the correlations between trial
error weighted by its history and the  ERS and subsequent be-
havioral performance still provide evidence that neural processes
exist that could mediate Bayesian inference in motor adaptation
(Ko¨rding andWolpert, 2004; Fine and Thoroughman, 2007;Wei
and Ko¨rding, 2009). However, there is evidence that allows us to
consider the distinction still further. Given that the cerebellum is
thought to play a preeminent role in the updating of internal
models (Maschke et al., 2004; Smith and Shadmehr, 2005),
whereas the primarymotor cortex plays amore important role in
retention in motor adaptation (Hadipour-Niktarash et al., 2007;
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Galea et al., 2011), a reasonable supposition is that the postmove-
ment  ERS is related to the activity of cortical inputs from the
cerebellar receiving nuclei of the thalamus. Consistent with this,
studies in patients with thalamic lesions suggest that the motor
thalamus facilitates cortical  oscillations (Van Der Werf et al.,
2006), and those with direct recordings from thalamus demon-
strate-band coherence between sensorimotor cortex andmotor
thalamus that is attenuated in subjects with suspected cerebellar
pathology (Marsden et al., 2000).
This cerebellar input to the sensorimotor cortex may help
explain the motor cortex’s role in the adaptive response tomotor
errors (Paz and Vaadia, 2004; Diedrichsen et al., 2005). But why
should related motor cortical activity be focused in the  fre-
quency band? One current theory seeking to explain the function
of  activity is that it promotes the status quo (Gilbertson et al.,
2005; Engel and Fries, 2010), or, in the present context, acts to
preserve the set of motor commands that achieved the last re-
sponse.Motor areas of the basal gangliamight also be involved in
this function, given the -band coherence between activities in
these nuclei and sensorimotor cortex increases after movement
(Litvak et al., 2012) and the recent observation that  power in
ventral striatum increases after goal-reaching on correct trials
and with learning in rodents (Howe et al., 2011).The heightened
 synchronization after responses with minimal angular error
might then reinforce the motor commands or forward model
that requires little updating. Conversely, the attenuation of the 
ERS after responses with large angular errors would facilitate a
change in the set of motor commands that achieved the last re-
sponse, especially when past errors have shown little variability.
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