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INTRODUCTION
Air pollution is one of the major issues affecting human health, plants, animals, agricultural crops, and ecosystem. Air quality is the state of air around us and ambient air quality is the quality of outdoor air in our surrounding environment. Certain concentrations of substances like Particulate matter (PM 10 and PM 2.5 ), Gases (Nitrogen oxides, Sulphur oxides and Carbon monoxide), Radioactive materials etc. can cause adverse effects on human beings, animals and environment. This atmospheric state can be defined as air pollution (Rao, 2006) . Air pollution can also cause severe damages to buildings, sculptures and vegetation (Sarasamma and Narayanan, 2014).Regardless ofthe air pollution problems, the result of these processes increases the demand for energy and India experienced a substantial increase in fossil fuel consumption owing to the rapid growth in industrialization (Sinha and Ratogi, 2016) .Due to the increased vehicular emissions, industrial emissions and combustion emissions, the quality of air in the urban areas are deteriorating at a greater rate than in the rural areas. Since the number of vehicles are increasing day by day, the emissions from them are increasing rapidly and it is the main contributor of air pollution (Mitra and Sharma, 2002).As a result, the exposed inhabitants have a negative health effects due to the deteriorated air quality. Allergies, asthma, cancers, even death to humans and animals, and damage to plants are the main problems due to this deterioration in air quality (Lee et al., 2014; Daniel, 2014) .
Due to the increased problems due to air pollution, the developed countries as well as the developing countries have increased the public awareness of air quality. Increasing and higher concentrations of air pollution can be life intimidating and thereby air pollution became one of the major issue in the world (Kurt and Oktay, 2010). Thus the authorities in these countries are regularly monitoring and forecasting the particulars about the different air pollutants in terms of air quality index. Forecasting or prediction of concentrations one or more air pollutant species in the atmosphere can be done by using air quality models.
Future air quality can be analyzed in terms of air pollutants and air quality index by using time series models. Air quality model is a significant tool in monitoring and controlling air pollutants like Carbon monoxide (CO), Particulate matter (PM 10 andPM 2.5 ), Sulphur dioxide (SO 2 ), Nitrogen dioxide (NO 2 ), Ozone (O 3 ) etc. The general way in describing air quality status is by expressing it in Air Quality Index (AQI) or Air Pollution Index (API) values (Kumar and Goyal, 2011). A simple generalized method which combines the AQI, scales and terms has been used for several years in order to assess the impact of deteriorated air quality on human health (Nur et al., 2016) .
Air quality indices (AQIs) was suggested by US Environmental Protection Agency (USEPA) and it has been used in many cities to emphasize the severity of air pollution and adverse health risks due to this deterioration of air quality (Environmental Protection Agency, 2003) . The variations in air quality can be straightforwardly recognized with the reference values in the air quality index system. This approach used in air quality management helps to form better air quality and for making future planning (Nagendra et al., 2007) . Therefore, short-term forecasting of air quality index is mostly based on the time series analysis techniques (Argiriou, 2007) . Lots of research has been conducted related to the air quality mostlyconcentrating on the main air pollutants like PM 10 , PM 2.5 , CO, NO 2 , SO 2 Forecasting of air quality helps to inform the public about the air quality to take necessary safety measures, to alert the authorities, industries to take necessary action and measures for reducing the emission rates. This will help further to reduce and avoid the exposure to air pollutants. Gaussian dispersion models are widely used for predicting air quality in many air pollution studies. Although the Gaussian dispersion models have some physical base, the thorough information about the various air quality parameters and source of pollutants were unknown (Chelani et al., 2002) . Due to the accuracy of existing time series forecasting techniques, time series models are important in many decision making processes. Air quality forecasting is very consistent and effective in controlling the measures and can be proposed as a preventive action for regulations that are to be required (Sansuddin et al., 2011). According to many time series forecasting researches claimed that the predictive performance in combined models have been improved. Combined models are used when a single model fails to recognize the true data generating process or when a single model may not be adequate to recognize the characteristics of the time series data. In order to achieve more accurate results, hybrid models can be adopted. The purpose of these hybrid models is to reduce the risk of using an unsuitable model by combining several models together. Hybrid model of artificial neural network can be obtained using autoregressive integrated moving average (ARIMA) models and this hybrid model can produce more accurate results than the artificial neural network (Khashei and Bijari, 2010).
For public to easily be aware about how bad or good air quality for their health and to aid in data interpretation for decision making processes associated with air quality management and pollution mitigation measures, AQI is an important aspect.In this study, time series analysis has been used to analyze and forecast the varying trends of ambient air quality in terms of AQI in Thiruvananthapuram District, Kerala, India based on the database monitored at different air quality monitoring stations during the period of 2012-2015.
II.
MATERIALS AND METHOD 
Air Quality Index
Air quality index (AQI) provides information on the levels and likely health risks of air pollution presented in an easy, understandable format (Nagendra et al., 2007). One of the most basic air quality indices to come out in literature was proposed by Marvin, H. Green, in 1966.AQI formulated by Green (known as Green Index), was based on two parameters, viz. Sulphur dioxide and Coefficient of haze (Green, 1966) . Green index had limited applications because it was calculated as the arithmetic mean of two sub-indices.During the design of air quality index system, the following aspects are considered: (i) number of pollutants, (ii) mathematical functional relationship between the pollutant concentration and corresponding index, (iii) health criteria and (iv) description categories like good, moderate, poor etc. (Sharma et al., 2003a) . Due to the specific design of AQI, a minimum of three pollutants is sufficient to calculate the AQI. Two steps are primarily involved in the formulation of AQI and they are: formation of sub-indices for each pollutants and aggregation of sub-indices to get an overall air quality index. Air quality index values of pollutants will be calculated and from those index values, the maximum sub-index or individual pollutant AQI value is reported as the AQI. The two reasons for the selection of maximum value are: (i) eclipsing (situation in which air pollution is underestimated by AQI) and ambiguity (situation in which air pollution is overestimated by AQI) can be eliminated, (ii) health based index cannot be combined or weighted due to the lack of information about the health effects of combination of pollutants (synergistic effect). There are numerous AQIs used all around the world and the single thing common in air quality indices developed after 1990 is that all are based on maximum sub-index values. Descriptor categories for AQI adopted in India as Good (0-100), Moderate (101-200), Poor (201-300), Very Poor (301-400) and Severe (401-500) (Sharma et al., 2003a; Nagendra et al., 2007), are summarized in Table 2 . As per Central Pollution Control Board (CPCB) of the Indian Ministry of Environment and Forests, the revised descriptor categories for AQI as Good (0-50), Satisfactory (51-100), Moderate (101-200), Poor (201-300), Very Poor (301-400) and Severe (greater than 400) (CPCB National Air Quality Index Report, 2014), are summarized in Table 3 .
( Table 2 and (Box and Jenkins, 1970) . ARIMA models are a class of complex linear models that is capable of representing stationary as well as non-stationary time series. These models do not involve independent variable in their structure and make use of the data in the time series to develop forecasts. For stationary time series data, AR and MA models are appropriate, while for non-stationary time series data, I models are required (Cryer, 1986) . For determining the best model for time series data by Box-Jenkins methodology, tentative identification, parameter estimation and diagnostic checking procedures must be considered (Hanke and Wichern, 2008 ). An ARIMA model forecasts a value in a response time series as a linear combination of its own previous values, previous errors and current values. It uses an interactive approach of detecting a suitable model from a wide ranging class of models and the selected model is then checked against the historical data to see if it precisely describing the time series. ARIMA models can be extended to include seasonal components of a time series data, 
Methodology
The purpose of this study is to analyze the air quality index using the time series approach and the approach used is based on Box-Jenkins method which is referred as Autoregressive Integrated Moving Average (ARIMA) model. Because of the effective results in forecasting field, a lot of researchers use this model in many areas of research (Khashei and Bijari, 2010). Air quality index is calculated based on the AQI formula (USEPA, 1999) given below: 
where, 'p' is the order of autoregressive part '  ' is a constant '
' are the autoregressive model parameters Similarly, the moving average model of q th order i.e. MA(q) can be written as in Equation 2.5.
where, 'q' is the order of moving average part '  ' is a constant ' 
The input data series for ARIMA needs to be stationary and by stationary means constant mean, variance, autocorrelation through time. To make the data stationary, the non-stationary data should be differenced. In the case of practical purpose, the difference would be one or two usually (d ≤ 2). Differencing non-stationary series one or more times to attain stationary and doing so produces an integrated (I) model(Peter and Richard, 2002; Robert and David, 2010). Therefore the data series 'Y t ' after differencing is said to follow an integrated autoregressive moving average model and is represented as ARIMA (p,d,q). where 'p' is the order of autoregressive part 'q' is the order of moving average part 'd' refers to how many times the data needs to be differenced to produce a stationary series 
where, 'p' is the order of autoregressive part 'q' is the order of moving average part 'd' is the order of difference 'P' is the order of seasonal autoregressive part 'Q' is the order of seasonal moving average part 'D' is the order of seasonal difference 'B' is the back shift operator 'S' is the length of seasonal period
In this study, air quality data of Sulphur dioxide (SO 2 
Performance Measures
Primary criterion in selecting the order of ARIMA model is by using Akaike Information Criteria (AIC) (Allan and Chih, 1998; Peter and Richard, 2002; Burnham and Anderson, 2004) . AIC is a measure of the relative quality of various statistical models and AIC c is Akaike Information Criteria with a correction for finite sample sizes. Among the numerous values of AIC c , the smallest value of AIC c , are selected as the finest model to be used in forecasting purpose (James, 2012). Model accuracy and performance was identified using the Akaike Information Criteria (AIC c ) with a correction, Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE). Equations for calculating MAE, MAPE and RMSE are as follows.
where, 'L' is the log-likelihood 'k' is the number of estimated parameters in the model (i.e., number of variables + intercept) 'n' is the sample size 
III. RESULTS AND DISCUSSION
AQI is determined by selecting the maximum operator scheme, i.e. out of all the considered pollutants, the maximum sub-index value becomes the overall index or air quality index. The air quality data from the Kerala State Pollution Control Board shows that the responsible pollutant for AQI in all these stations is respirable suspended particulate matter (RSPM) due to its abundance in the atmosphere. From the AQI calculation, the air quality reported at these four stationsfrom 2012-2015 comes under the satisfactory (51 -100) category. An average AQI of 60 was observed in the year 2012 and this was the highest average during the four years. The AQI for four stations shows that from 2012 to 2014, the AQI values were decreasing. But in the year 2015 the average AQI values were showing an increasing trend. Air quality data from the four stations in Thiruvananthapuram District shows that the air quality is starting to deteriorating at a consistent rate. Pollutant concentrations of SO 2 , NO 2 , and Suspended particulate matter were well below the limits specified by the Central Pollution Control Board (CPCB). As a result, respirable suspended particulate matter is mainly responsible for the AQI values in all cases i.e. out of the pollutant's individual AQI values, the index values of RSPM was high.
The time series plots of air quality index of the four stations are shown in Figure 2to Table 4to Table 7 and from those values the best fit ARIMA model was selected and the accuracy was checked using the measures like MAE, MAPE and RMSE. AICc, MAE, MAPE and RMSE values were summarized in Table 8 and   Table 9 . Certain cases R Studio fails to detect the right ARIMA model automatically and in such cases the ARIMA model was determined manually using R Studio.
( Table 4 to Table 9 ) Also by using Ljung-Box test and by inspecting the p-value of co-efficient, the best model was developed. Since the correlogram showed that none of the sample autocorrelation for lags 1-35 exceeds the significance bounds and the p-value for the Ljung-Box test is approximately 0.9 for all the cases, we can conclude that there is exceptionally small evidence for non-zero autocorrelation in the forecast errors at lag 1-35. After the best fit ARIMA model determination, the model was used to predict the air quality index during the year 2012-2015. The actual and predict values for the year 2012-2015 for the stations are shown in Figure 6 to Figure 9 and also summarized in Table 10 to Table 13 . Error i.e. difference between the actual and predicted values in most cases varies from -3 to +3 and higher error was observed during August 2012 (Error = -7) and August 2013 (Error = 9).
( Figure 6 to Figure 9 ) (Table 10 toTable 
IV. CONCLUSION
In this study, the time series analysis and forecasting was used to analyze the air quality index in Thiruvananthapuram District, Kerala, India. Generally, the air quality index recorded at all stations between the years 2012-2015 were within satisfactory (51-100) AQI range. Mean of the air quality index recorded in all stations were satisfactory and the major pollutant in the area is respirable suspended particulate matter. Effect and concentrations of Sulphur dioxide and Nitrogen dioxide recorded at all the stations were well below the limits.
Based on the forecasting results, we can say that the ARIMA method is capable of monitoring and forecasting the air quality condition. analysis of air quality data. In summary, this method provided satisfactory results and has been proven more effective in forecasting and analyzing air quality index. Even though the time series models are very useful in prediction of future air quality, these models cannot replicate the spatial scenario, information about the sources of pollutants and dispersion parameters, it would be better to incorporate the statistical models to the air dispersion models for the forecasting of air quality.
On the other hand, the deterministic air quality models that include spatial scenario may not work perfectly when it comes to future air quality prediction with respect to the statistical models. It is expected that the combination of both models i.e. combined models may improve the forecasting or prediction ability and the spatio-temporal scenario of these air quality models, thereby helping the policy makers for regulating air pollution problems. In order to achieve more accurate results, hybrid models can be adopted and these models can also reduce the risk of using an unsuitable model by combining several models together. Artificial Neural Network (ANN) are computer algorithms designed to simulate the human brain in terms of pattern recognition and they are well suited for forecasting because it can handle the complex pollutant formation processes with ease. The hybrid model of ANN can be obtained using ARIMA models and this hybrid model can produce more accurate results than the artificial neural network.
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