Image retrieval is used in searching for images from images database. In this paper, content -based image retrieval (CBIR) using four feature extraction techniques has been achieved. The four techniques are colored histogram features technique, properties features technique, gray level cooccurrence matrix (GLCM) statistical features technique and hybrid technique. The features are extracted from the data base images and query (test) images in order to find the similarity measure. The similarity-based matching is very important in CBIR, so, three types of similarity measure are used, normalized Mahalanobis distance, Euclidean distance and Manhattan distance. A comparison between them has been implemented. From the results, it is concluded that, for the database images used in this work, the CBIR using hybrid technique is better for image retrieval because it has a higher match performance (100%) for each type of similarity measure so; it is the best one for image retrieval.
INTRODUCTION
CBIR allows extracting the correct images according to objective visual contents of the image [1] . The aim of the CBIR systems is to provide means to find images in large repositories using its contents as low level descriptors. These descriptors do not exactly match the high level semantics of the image; therefore, assessing similarity between two images using only their features is not a trivial task [2] .
One of the methods to index each image is a simple color histogram. It is very effective, computationally efficient and because of its low complexity, it is popular in indexing applications [1] .
For face classification, two methods used to extract features using (GLCM). The first one extracts the statistical Haralick features from the GLCM in nearest neighbor and neural networks classifiers, and the second one is directly uses GLCM, which is superior to the first method [3] .
Based on stationary wavelet transform combining with directional filter banks, Qingwei Gao, introduced a depeckling method for Synthetic aperture radar (SAR) images. The threshold method is substituted by Bayesian maximum a posteriori (MAP) estimation, in order to achieve more satisfying results. Stationary wavelet transform, contour-let transform and stationary wavelet combining with directional filter banks for de-speckling SAR images are used and compared [4] .
The basic property of point-to-hyper plane Mahalanobis distance is exploited to recalculate bounds on query-cluster distances [5] . Chaur-Chin Chen introduced Euclidean distance and chord distance, to test a set of six Brodatz's textures [6] . The oldest dissimilarity measures used to compare images is Manhattan norm or sum of absolute intensity differences [7] .
Retrieval of a query image from a database of images is considered as an important task in the image processing and computer vision [8] .
FEATURE EXTRACTION:
The basic idea of CBIR is that a set of features is used, that allows to find images that are similar to the used query image. For different properties of images, different features may account [9] . The goal of the feature extraction is to find an informative variables based on image data, so, it can be seen as a kind of data reduction [10] .
Color Histogram (H):
Color histogram is a statistical measure of an image. Every image has a signature associated with it and it based on its pixel values and it can be color, texture, shape, etc.
A color space is a model for representing color in terms of intensity values and it is a one-to four-dimensional space.
The probability mass function of the image intensities is called an image histogram. The color histogram is defined by,
(1)
where A, B and C represent the three color channels (R, G, B) and n is the number of pixels in the image. Computationally, the color histogram is firstly performed by discretizing the colors of the image and then counting the number of pixels of each color in the image. The color histogram can be used as a set of vectors. In gray-scale image, one dimensional vector gives the value of the gray-level and the other gives the count of pixels at the gray-level, so, it has two dimensional vectors, while in color image, the color histograms are 4-D vectors [11] .
Properties Features:
Some features are dependent on the properties of the image, such as mean, median and standard deviation, where: Mean: Average or treats the columns of the image as vectors, then returning a row vector of mean values.
Mean = (2)
Median: Treats the columns of the image as vectors, then returning a row vector of median values.
Standard deviation ( ):
Standard deviation of the pixels of each column of the image matrix then returning a row vector containing standard deviation [12] , which can be defined as: and n is the number of pixels in the image [8] .
Gray Level Co-occurrence Matrix (GLCM):
Some feature extraction is done by creating a gray-level co-occurrence matrix (GLCM) from each image, then extracting statistical features from each GLCM, such as, energy and contrast. Energy: it is the sum of squared elements in the GLCM:
where (i, j) is correspond to the number of occurrences of the gray level's pair, when i and j are the gray levels [13] . Contrast: it is indicates the variance of the gray level [14] .
Wavelet transform:
In this work two types of wavelet transform are used, discrete wavelet transform and stationary wavelet transform:
Discrete Wavelet Transform (DWT):
By using DWT, an image can be decomposed into a different spatial resolution image. In case of a 2D image, if N level decomposition is performed, then the result is 3N+1 different frequency bands as shown in Fig. (1) [15] . In a multilevel wavelet filter bank, iterating the lowpass and highpass filter, then a down-sampling procedure only on the previous stage's low-pass branch output [16] . 
Stationary Wavelet Transform (SWT):
The Discrete Wavelet Transform is not a time-invariant transform [15] . Nason and Silverman are proposed a stationary wavelet transform (SWT), which is shift invariant and redundant, it is also called un-decimated wavelet transform. To image stationary wavelet transform, the 2-D image x(n, n) ,(where n×n is the size of the image) is transformed into four subbands which can be labeled as LL, LH, HL and HH as shown in Fig.  (2) . The LL subband comes from low pass filtering and it is most like the original image. The remaining subbands LH, HL and HH are called detailed components. The LH contains horizontal details, HL contains the vertical details;, while HH contains the diagonal details only [4] . 
SIMILARITY MEASURE:
A measurement of how close a vector to another vector is called similarity measurement [6] .The query image features are used to retrieve the similar images from the image database. Instead of directly comparing two images, similarity of the query image features is measured with the features of each image in the database. Computing the distance between the feature vectors is the measure of similarity between two images. The retrieval systems return the first images, whose distance from the query image is minimum [8] .
The distance measurements such as, Mahalanobis distance; Euclidean distance, Manhattan distance and Histogram intersection distance (HID) are indicated in this work. Mahalanobis distance: it is the distance between a query and database images feature vectors. Let q be the feature vector for the query image and y is the feature vector for the database image to be compared, so, the Mahalanobis distance between q and y is calculated as:
where is the inverted covariance matrix [9] .
Euclidean distance: is a distance measured between two feature vectors q and y:
Manhattan distance: is a distance measured between two feature vectors q and y [8] : 
THE PROPOSED TECHNIQUE ALGORITHM:
The proposed technique is a CBIR using four feature extraction techniques, (309) image as a database and (39) image as query image, the proposed algorithm is as follows: 
TESTING AND EVALUATION OF THE RESULTS:
There The first three tables, 1, 2 and 3 showing the results measured for the proposed system when applied on the database and query images in case of that the database included some images that are the copy of the test images. While, tables 4, 5 and 6 show the results in case that the database not included any copy of the test image, but included some images nearly similar to that in the test images. Table1 shows the similarity measure for the histogram and properties features. Histogram, mean and standard deviation have maximum average value so, they are good for image retrieval and the images are 100% retrieved for Mahalanobis, Euclidean, Manhattan and Histogram intersection distance. Table2 shows the similarity measure for the GLCM, Number "1" refers to "Retrieved" and number "0" refers to "Not retrieved". In Mahalanobis distance, test 1, 4 and 6 are not retrieved, while in Euclidean, Manhattan distance all test images are retrieved so, they are good for image retrieval, where, R: Recognized and NR: Not Recognized. Table 3 shows the similarity measure for the hybrid features. All test images are retrieved so, it is good for image retrieval. Table 4 shows the similarity measure for the histogram and properties features. In Euclidean, Manhattan and Histogram intersection distance using histogram features, it can be seen that the rate of matching is 55% or more, while the mean, median and standard deviation have zero matching value so, they are not suitable for image retrieval using Euclidean and Manhattan distance. Table 5a and table 5b shows the similarity measure for the GLCM, for all types of distance, some of test images are retrieved and some of them are not retrieved so; they are not suitable for image retrieval. Table 6 shows the similarity measure for the hybrid features, for all types of distance, all test images are retrieved so, it is the best technique for image retrieval. 
CONCLUSIONS:
As a conclusion, CBIR using the proposed technique Hybrid technique has a higher match performance (i.e., 100%) in all types of similarity measure and in each two cases, the database included some images that are the copy of the test images or not included, so it is the best technique. When using the case of that the database included images the same as that in the test images (only in this case), histogram, mean and standard deviation have maximum rate of matching 100%, so, they are good for image retrieval for Mahalanobis, Euclidean, Manhattan and Histogram intersection distance. 
