
























Soient A, B deux C∗ alge`bres. Les articles [1] et [3] contiennent une
caracte´risation abstraite des A − B bimodules V ayant une structure
d’espace d’ope´rateurs telle qu’il existe un espace de Hilbert H, deux
repre´sentations fide`les π : A→ B(H), ρ : B → B(H) et une application
comple`tement isome´trique J : V → B(H) ve´rifiant
J(avb) = π(a)J(v)ρ(b), ∀a ∈ A, b ∈ B, v ∈ V.
De tels bimodules interviennent dans la the´orie cohomologique des
alge`bres d’ope´rateurs. Ils sont souvent appele´s A − B bimodules d’o-
pe´rateurs. Ici nous les appellerons plutoˆt A − B bimodules L∞ ma-
triciellement norme´s.
Etant donne´ un A−B bimodule norme´ V , il est naturel de chercher
des crite`res assurant l’existence d’une structure de A−B bimodule L∞
matriciellemnt norme´ sur V compatible avec la norme donne´e sur V ,
c’est a` dire telle que ‖ · ‖1 = ‖ · ‖. Il est clair que la condition suivante,
appele´e condition (R), est ne´ce´ssaire:
‖a1v1b1 + a2v2b2‖ ≤ ‖a1a∗1 + a2a∗2‖1/2‖b∗1b1 + b∗2b2‖1/2max{‖v1‖, ‖v2‖},
pour tous a1, a2 ∈ A, b1, b2 ∈ B et v1, v2 ∈ V .
Nous de´montrons la re´ciproque. Plus pre´cise´ment, nous de´montrons
qu’un A−B bimodule norme´ satisfait a` la condition (R) si et seulement
si il existe un espace de Hilbert H, deux repre´sentations fide`les π, ρ de
A et B dans H et une application isome´trique de A − B bimodule
j : V → B(H) tels que
j(avb) = π(a)j(v)ρ(b), ∀a ∈ A, b ∈ B, v ∈ V.
Nous dirons que de tels bimodules sont repre´sentables ((R) comme
Ruan ou Repre´sentable). Le cas A = B = Mn a e´te´ traite´ par F.
Lehner dans [8]. Le cas commutatif A = B = C0(X), ou` les actions a`
droite et a` gauche coˆıncident est duˆ a` K.H. Hofmann [7].
Notre travail est organise´ comme suit.
On commence par de´montrer quelques re´sultats techniques utiles
pour la suite. L’ingre´dient principal est le lemme fondamental 2.3, qui




Pour une repre´sentation (π,H) d’une C∗-alge`bre C nous introduisons
la notion suivante de cyclicite´ locale.
De´finition . Soit C est une C∗-alge`bre. Une repre´sentation (π,H) de
C est appele´e localement cyclique si il existe E ⊂ H un sous-ensemble
dense dans H tel que pour tout h1, h2, . . . , hn ∈ E il existe h ∈ E tel
que hi ∈ π(C)h.
Cette proprie´te´ a e´te´ remarque´e dans [10], ou` on conside`re A,B ⊂
B(H) deux C∗ alge`bres et V ⊂ B(H) un A−B bimodule. Si A →֒ B(H)
et B →֒ B(H) sont localement cycliques, Smith de´montre que tout
morphisme de A − B bimodules R : V → B(H) est comple`tement
borne´, avec
‖R‖ = ‖R‖cb.
On en de´duit (a` l’aide du the´ore`me de prolongement de Wittstock) que
R se prolonge en un morphisme de A − B bimodule R˜ de B(H) dans
lui-meˆme, avec ‖R˜‖ = ‖R‖ (voir aussi [11]).
Dans la section 2 nous de´montrons, sans utiliser le re´sultat de Witt-
stock, le the´ore`me de prolongement suivant.
The´ore`me . Soient (π,K) et (ρ,H) deux repre´sentations localement
cycliques de A et B respectivement. Soient W un A − B bimodule
ve´rifiant la proprie´te´ (R) et V ⊂ W un sous A− B bimodule. Soit
R : V → B(K,H)
un morphisme contractif de A − B bimodules. Alors il existe un mor-
phisme contractif de A− B bimodules
R˜ : W → B(K,H)
qui prolonge R.
De plus, le the´ore`me de Wittstock est une conse´quence imme´diate
de ce re´sultat, graˆce a` une proprie´te´ remarquable de l’alge`bre K des
ope´rateurs compacts en dimension infinie, a` savoir que toutes les repre´sentations
de K sont localement cycliques.
Dans la section 3 nous e´tudions les repre´sentations des A−B bimod-
ules norme´s, et nous caracte´risons les A−B bimodules repre´sentables
comme e´tant exactement ceux qui posse`dent la proprie´te´ (R). Si HA′′
et HB′′ de´signent les espaces des repre´sentations standards des alge`bres
de von Neumann enveloppantes de A′′ et B′′ de A et B respectivement,
le A−B bimodule B(HB′′ ,HA′′) joue un roˆle important dans notre tra-
vail ainsi que EndA,B(V,B(HB′′ ,HA′′), espace norme´ des morphismes
de A− B bimodules de V dans B(HB′′ ,HA′′). Celui-ci ge´ne´ralise dans
notre cadre le dual d’un espace norme´ ordinaire. On l’appelle le dual
standard du A− B bimodule V .
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Etant donne´ un A−B bimodule repre´sentable, nous montrons dans
la section 4 qu’il existe une plus petite structure L∞ matricielle com-
patible, et nous donnons plusieurs caracte´risations. Plus pre´cise´ment,
on a
The´ore`me . Soit (V, (‖·‖n)n) un A−B bimodule L∞ matriciellement
norme´. Les affirmations suivantes sont equivalentes:
(a) La structure matricielle de V est minimale.
(b) Il existe Ω un compact et un morphisme de A − B bimodules
comple`tement isome´trique V → C(Ω,B(HB′′ ,HA′′)).
(c) Tout morphisme isome´trique j : V → C(Ω,B(HB′′ ,HA′′)) est
comple`tement isome´trique.











k‖ ≤ 1, ‖
n∑
l=1
b∗l bl‖ ≤ 1}.
(e) Pour tout A−B bimodule L∞ matriciellement norme´, tout mor-
phisme contractif de A− B bimodules W → V est comple`tement
contractif.
Comme conse´quence directe nous donnons une autre de´monstration
du the´ore`me de repre´sentation de [3].
Finalement, dans la section 5 nous repre´nnons les meˆmes questions,
en ajoutant des hypothe`ses de dualite´. Nous de´finissons les A − B
bimodules repre´sentables duaux (en enle´vant la proprie´te´ (R) ce sont
ceux introduits dans [6]). Nous caracte´risons ces objets, avec ou sans
hypothe`ses de normalite´ pour les actions de A et B.
Ces re´sultats seront utiles pour l’e´tude des produits tensoriels relatifs
des bimodules repre´sentables, actuellement en cours.
2. De´finitions et re´sultats de base
Soit V un espace norme´ e´quipe´ d’une structure de A−B bimodule,
ou` A et B sont deux C∗-alge`bres. On suppose que V est essentiel, c’est
a` dire que
AV = V B = V.
De´finition 2.1. Si pout tout a ∈ A, b ∈ B, v ∈ V on a
‖avb‖ ≤ ‖a‖ · ‖v‖ · ‖b‖,
on dit que V est un A− B bimodule norme´.
De´finition 2.2. Si pour tout a1, a2 ∈ A, b1, b2 ∈ B et ‖v1‖, ‖v2‖ ≤ 1
on a
(R) ‖a1v1b1 + a2v2b2‖ ≤ ‖a1a∗1 + a2a∗2‖1/2 · ‖b∗1b1 + b∗2b2‖1/2,
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on dit que V ve´rifie la proprie´te´ (R).
Si pour tout a1, a2 ∈ A+, b1, b2 ∈ B+ et ‖v1‖, ‖v2‖ ≤ 1 on a
(R′) ‖a1v1b1 + a2v2b2‖ ≤ ‖a21 + a22‖1/2 · ‖b21 + b22‖1/2,
on dit que V ve´rifie la proprie´te´ (R′).
Evidemment la proprie´te´ (R) implique que V est un A−B bimodule
norme´.
Il est facile de voir que si V est un A−B bimodule norme´ alors pour






vbβ, ∀v ∈ V.
Proposition 2.1. Soit V un A − B bimodule norme´. Alors les pro-
prie´te´s (R) et (R′) sont e´quivalentes.
De´monstration. Evidemment (R) implique (R′). Supposons que
V satisfait a` la condition (R). Soient a1, a2 ∈ A, b1, b2 ∈ B et v1, v2 ∈ V
tels que ‖vi‖ ≤ 1, i = 1, 2. On va utiliser un re´sultat de [2] ou [9]. Si
C est une C∗- alge`bre et c ∈ C, pour tout 0 < ε < 1 il existe un
unique cε ∈ C tel que c = cε|c|1−ε et |cε| = |c|ε. Avec cette observation
applique´e a` a∗1, a
∗
2, b1 et b2, pour tout ε > 0 on a
a1v1b1 + a2v2b2 = |a∗1|(1−ε)w1|b1|(1−ε) + |a∗2|(1−ε)w2|b2|(1−ε),




i avec ‖a′i‖ = ‖a∗i ‖ε et ‖b′i‖ = ‖bi‖ε, i = 1, 2. Soient
Aε = ‖|a∗1|(2−2ε) + |a∗2|(2−2ε)‖
Bε = ‖|b1|(2−2ε) + |b2|(2−2ε)‖
mε = max{‖w1‖, ‖w2‖}.
Par hypothe`se on a
‖a1v1b1 + a2v2b2‖ ≤ A1/2ε B1/2ε mε.
Maintenant il suffit de remarquer que
lim
ε→0
Aε = ‖a1a∗1 + a2a∗2‖
lim
ε→0




d’ou` le re´sultat de l’e´nonce´.
Supposons que V est un A−B bimodule ve´rifiant la proprie´te´ (R) et
que A n’a pas d’unite´. Alors il existe une action naturelle sur V de A˜
(la C∗-alge`bre de´duite de A par adjonction d’une unite´), prolongeant
l’action de A, de´finie par
(a⊕ λ)v = av + λv, ∀a⊕ λ ∈ A˜, v ∈ V.
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On voit facilement que V devient un A˜ − B bimodule qui ve´rifie la
proprie´te´ (R). La meˆme chose est valable pour l’action a` droite de B.
Donc, en ge´neral, on pourra supposer que A et B posse`dent des unite´s.
On aura besoin du re´sultat technique suivant, qui apparaˆıt comme
conse´quence directe de [2] ou [9]
Lemme 2.2. Soit C une C∗-alge`bre. Soit x1, x2, . . . , xn ∈ C et 0 <
ε < 1. Posons x = (
∑
x∗kxk)
1/2. Alors il existe c1, c2, . . . , cn ∈ C tels
que xk = ckx
1−ε pour k = 1, 2, . . . , n et∑
c∗kck = x
2ε.
Dans la suite nous supposons que tous les bimodules conside´re´s
seront suppose´s qu’ils satisfont la proprie´te´ (R).
Un re´sultat cle´ est le suivant:
Lemme 2.3 (fondamental). Soit F ∈ V ∗. Alors ‖F‖ ≤ 1 si et seule-
ment si il existent φ ∈ S(A), ψ ∈ S(B) deux e´tats de A et respective-
ment de B tels que
|F (avb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖v‖,
pour tous a ∈ A, b ∈ B et v ∈ V .
Des variantes se trouvent dans [4, theorem C] et [8].
De´monstration. La condition est e´videmment suffisante.
Supposons que ‖F‖ = 1. Soit C = A ⊕ B. Pour c = a ⊕ b ∈ C+ =




Evidemment 0 ≤ G(c) ≤ ‖a1/2‖ · ‖b1/2‖ ≤ max{‖a‖, ‖b‖} = ‖c‖. On va
prouver que G est concave sur C+. Soit ci = ai⊕bi ∈ C+, i = 1, 2. Soit
v1, v2 ∈ V1. Quitte a remplacer v1 et v2 par λ1v1 et λ2v2 avec |λi| = 1,
on peut supposer que F (aivibi) ≥ 0, i = 1, 2.
Soit a = a1+a2, b = b1+ b2. Fixons ε > 0. Par le lemme 2.2 il existe



















(1−ε)/2, f ∗1 f1 + f
∗











2 ) = F (a
(1−ε)/2wb(1−ε)/2),
ou`
w = e1v1f1 + e2v2f2.
Mais alors ‖w‖ ≤ ‖e1e∗1+ e2e∗2‖1/2 · ‖f ∗1 f1+f ∗2 f2‖1/2 = ‖a‖ε/2‖b‖ε/2. En









2 ) ≤ G(c1 + c2), ∀‖v1‖, ‖v2‖ ≤ 1,
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et donc
G(c1) +G(c2) ≤ G(c1 + c2).
Si ci ∈ C+, i = 1, 2, alors
‖c1‖ −G(c2) ≥ ‖c2‖ − ‖c1 − c2‖ −G(c2) ≥ −‖c1 − c2‖.
Soit H : Csa → R de´finie par
H(h) = inf{‖c1‖ −G(c2) : h = c1 − c2 avec c1, c2 ∈ C+}.
Alors H est une forme sous-line´aire sur Csa et par le the´ore`me de
Hahn–Banach il existe une forme R-line´aire ρ de´finie sur Csa telle que
ρ(h) ≤ H(h), ∀h ∈ Csa. En particulier, si c ∈ C+ on aura ρ(c) ≤ ‖c‖
et −ρ(c) = ρ(−c) ≤ −G(c) pour tout c ∈ C+. Donc
G(c) ≤ ρ(c) ≤ ‖c‖, ∀c ∈ C+.
Alors l’extension complexe de ρ a` C est un e´tat de C, car si A et B
sont unife`res on a
1 = G(1) ≤ ρ(1) ≤ ‖1‖ = 1,




Maintenant on pose s = ρ(1 ⊕ 0), t = ρ(0 ⊕ 1). On remarque que
s+ t = 1. En outre, s, t > 0, parce que F 6= 0. Soit φ(a) = s−1ρ(a⊕0),
ψ(b) = t−1ρ(0⊕ b). Alors φ ∈ S(A), ψ ∈ S(B) et
|F (avb)| ≤ ρ(a2 ⊕ b2) = sφ(a2) + tψ(b2) ∀a ∈ A+, b ∈ B+, ‖v‖ ≤ 1,
et par le meˆme raisonnement qu’a` la Proposition 2.1 on trouve que
pour tout a ∈ A, b ∈ B et ‖v‖ ≤ 1 on a
|F (avb)| ≤ sφ(aa∗) + tψ(b∗b).
Par un argument standard on trouve que
|F (avb)| ≤ 2
√
stφ(aa∗)1/2ψ(b∗b)1/2‖v‖ ∀a ∈ A, b ∈ B, v ∈ V.
Mais st ≤ 1/4, donc le lemme est demontre´. En fait, comme on a
suppose´ ‖F‖ = 1 on a automatiquement st = 1/4, donc s = t =
1/2.
Lemme 2.4. Soit W un A−B bimodule ve´rifiant la condition (R) et
V ⊂ W stable par les actions de A et B. Soit φ ∈ S(A) et ψ ∈ S(B)
deux e´tats de A et B respectivement, et F ∈ V ∗ une fonctionnelle
line´aire ve´rifiant, pour tout a ∈ A, b ∈ B et v ∈ V ,
|F (avb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖v‖.
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Alors il existe F˜ ∈ W ∗ une extension de F telle que pour tout a ∈ A,
b ∈ B et w ∈ W on a
|F (awb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖w‖.
De´monstration. On peut supposer A et B unife`res. Conside´rons










‖w′‖, w = aw′b, a ∈ A+, b ∈ B+},




‖w′‖, w = aw′b, a ∈ I(A+), b ∈ I(B+)},
ou` on I(A+) et I(B+) repre´sentent les e´le´ments positifs et inversibles
de A et B respectivement. Avec les meˆmes arguments que dans la
de´monstration de la lemme 2.3 on ve´rifie que N est une semi-norme
sur W , et en utilisant la dernie`re forme de N , on obtient que
|F (v)| ≤ N(v), ∀v ∈ V.
Par le the´ore`me de Hahn–Banach il existe une forme line´aire F˜ ∈ W ∗
qui prolonge F telle que
|F˜ (w)| ≤ N(w) ∀w ∈ W.
La forme F˜ ve´rifie toutes les conditions requises.
Si (π,H) et (ρ,K) sont deux repre´sentations de A et B respective-
ment, B(K,H) sera toujours muni de sa structure de A–B bimodule
canonique, par les actions naturelles
a.T.b = π(a)Tρ(b).
Evidemment B(K,H) posse`de le proprie´te´ (R).
De´finition 2.3. Soit C est une C∗-alge`bre. Une repre´sentation (π,H)
de C est appele´e localement cyclique si il existe E ⊂ H un sous-
ensemble dense dans H tel que pour tout h1, h2, . . . , hn ∈ E il existe
h ∈ E avec hi ∈ π(C)h, i = 1, . . . , n. On dira que E est un sousensem-
ble localement cyclique de H.
Les repre´sentations localement cycliques jouent un roˆle crucial dans
ce travail. Dans [10] il est demontre´ que, pour une alge`bre de von
Neumann M agissant sur l’espace de Hilbert H , l’inclusion de M dans
B(H) est localement cyclique si tout e´tat normal de M ′ est un e´tat
vectoriel. En particulier, si M est une alge`bre de von Neumann, sa
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repre´sentation standard est localement cyclique. Pour une C∗ alge`bre
A, sa repre´sentation sur l’espace de Hilbert standard de son alge`bre de
von Neumann enveloppante A′′ est aussi localement cyclique.
The´ore`me 2.5. Soient (π,K) et (ρ,H) deux repre´sentations locale-
ment cycliques de A et B respectivement. Soient W un A−B bimodule
ve´rifiant la proprie´te´ (R) et V ⊂ W un sous A− B bimodule. Soit
R : V → B(K,H)
un morphisme contractif de A − B bimodules. Alors il existe un mor-
phisme contractif de A− B bimodules
R˜ : W → B(K,H)
qui prolonge R.
De´monstration. Soit F ⊂ K et E ⊂ H des sous ensembles denses
dans K et H respectivement, satisfaisant aux conditions de localement
cyclicite´. On de´finit sur F × E une relation d’ordre par
(η, ξ) ≺ (η′, ξ′)⇔ η ∈ ρ(B)η′, ξ ∈ π(A)ξ′.
Pour (η, ξ) donne´, on conside`re la forme sur V
Fη,ξ(v) = (R(v)η|ξ).
Par le lemme 2.4 il existe une forme line´aire F˜ ∈ W ∗ qui prolonge Fη,ξ
telle que
|F˜ (awb)| ≤ ‖π(a)∗ξ‖ · ‖ρ(b)η‖ · ‖w‖, ∀a ∈ A, b ∈ B,w ∈ W.
Donc pour chaque w ∈ W on peut de´finir un ope´rateur
Rη,ξ(w) ∈ B(ρ(B)η, π(A)ξ)
par
(Rη,ξ(w)ρ(b)η|π(a)ξ) = F˜η,ξ(a∗wb).
Mais la relation d’ordre introduite auparavant est filtrante croissante,
car les deux repre´sentations sont par hypothe`se localement cycliques.
Soit U un ultrafiltre la contenant. Alors, pour w ∈ W fixe´, on de´finit
la forme sesquiline´aire
Φw(η0, ξ0) = lim
U
(Rη,ξ(w)η0|ξ0)
sur K× H. On montre assez facilement que Φw de´finit un ope´rateur
R˜(w) ∈ B(K,H)
et que w 7→ R˜(w) ve´rifie les conditions requises.
Le the´ore`me de prolongement ci-dessus n’est pas valable pour un
morphisme de A − B bimodules arbitraire R : V → B(K,H), meˆme
sous les hypothe`se les plus simples A = B = C.
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Il semble que l’hypothe`se de cyclicite´ locale de π et ρ soit essentielle.
Cependant, le the´ore`me de Wittstock nous dit que, si V est un es-
pace d’ope´rateurs, si T : V → B(H) est une application comple`tement
borne´e et si V ⊂ W comple`tement isome´triquement, alors il existe
un prolongement T˜ : W → B(H) avec ‖T˜‖cb = ‖T‖cb. Ceci est val-
able sans aucune hypothe`se sur l’espace de Hilbert H . La raison pour
cela est que, si on note K l’alge`bre des ope´rateurs compacts sur l2,
alors toutes les repre´sentations nonde´ge´ne´re´es de K sont localement
cycliques. En outre, si C est une C∗ alge`bre quelconque et (π,H) est
une repre´sentation nonde´ge´ne´re´e de C, alors (id ⊗ π, l2 ⊗ H) est une
repre´sentation localement cyclique de K ⊗ C.
Dans la suite, pour uneW ∗-alge`breM on va noter par HM l’espace de
Hilbert de la repre´sentation standard de M (cf.[5]). Le fait important
est que tout e´tat normal d’une alge`bre de von Neumann sous forme
standard est un e´tat vectoriel.
Si C est une C∗ alge`bre, alors C sera identifie´e avec l’image dans
C ′′ de l’inclusion canonique (ou` C ′′ est son alge`bre de von Neumann
enveloppante).
Proposition 2.6. Soit F ∈ V ∗1 . Alors il existe η ∈ HB′′ et ξ ∈ HA′′
de norme 1, R : V → B(HB′′ ,HA′′) un morphisme contractif de A–B
bimodules tels que
F (·) = (R(.)η|ξ).
De´monstration. Par le lemme 2.3 il existe des e´tats ϕ et ψ de A
et B respectivement, satisfaisant a`
|F (avb)| ≤ ϕ(aa∗)1/2‖v‖ψ(b∗b)1/2, ∀v ∈ V, a ∈ A, b ∈ B.
Les extensions ϕ∗∗ et ψ∗∗ sur A′′ et B′′ respectivement sont des e´tats
normaux, qu’on note aussi ϕ et ψ. Par [5, Theorem 2.17] ce sont
des e´tats vectoriels, c’est a` dire qu’il existe des vecteurs (de norme 1)
ξ ∈ HA′′, η ∈ HB′′ tels que ϕ = ωξ, ψ = ωη. On de´finit sur Bη × Aξ la
forme sesquiline´aire
(bη, aξ) 7→ F (a∗vb),
qui est bien de´finie, car
|F (a∗vb)| ≤ ‖v‖ϕ(a∗a)1/2ψ(b∗b)1/2 = ‖v‖ · ‖bη‖ · ‖aξ‖.
Pour chaque v ∈ V il existe donc un unique ope´rateur
R(v) ∈ B(Bη,Aξ)
de norme infe´rieure ou e´gale a` ‖v‖ tel que
(R(v)bη|aξ) = F (a∗vb), ∀(a, b) ∈ A× B.
Comme Bη ⊂ HB′′ et Aξ ⊂ HA′′ on peut regarder R(v) comme mor-
phisme de HB′′ a` HA′′, note´ toujours par R(v). On voit facilement que
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R est un morphisme de A–B bimodules, car




R(avb) = aR(v)b ∀a ∈ A, b ∈ B, v ∈ V.
3. Representations de A− B bimodules
Soit V un A− B bimodule norme´.
De´finition 3.1. Soit (π,H), (ρ,K) deux repre´sentations fide`les de A et
B respectivement et Ω un espace compact. Soit J : V → C(Ω,B(K,H))
un morphisme de A − B bimodules. Un tel triplet (J, π, ρ) est appele´
une repre´sentation du A− B bimodule V .
Pour simplifier les notations, lorsqu’il n’y a pas de risque de con-
fusion on va identifier A et B avec leurs images dans B(H) et B(K)
respectivement.
De´finition 3.2. Soient (π,H), (ρ,K) des repre´sentations de A et B
respectivement. On appelle dual associe´ a` (π, ρ) l’espace
EndA,B(V,B(K,H)),
note´ V †(pi,ρ). L’espace
EndA,B(V,B(HB′′ ,HA′′))
est appele´ le dual standard de V , note´ V †.
Si A = B = C alors le dual standard co¨ıncide avec le dual usuel.
Si A = B est une C∗ alge`bre, alors V = A posse`de une structure
de A − A bimodule (par multiplications). En fait A est toujours un
M(A) −M(A) bimodule ve´rifiant la proprie´te´ (R). Si (π,H) est une
repre´sentation de A, alors V †(pi,pi) s’identifie avec π(A)
′.
Si V est un A − B bimodule norme´, V †(pi,ρ) posse`de une structure
naturelle de π(A)′ − ρ(B)′ bimodule , et il ve´rifie la proprie´te´ (R) rel-
ativement a` π(A)′ et ρ(B)′. Les actions de π(A)′ et ρ(B)′ sont de´finies
par
(a′.T.b′)(v) = a′T (v)b′, ∀v ∈ V, a′ ∈ π(A)′, b′ ∈ π(B)′.
Pour un A−B bimodule norme´ V on va noter
ΩV = EndA,B(V,B(HB′′,HA′′))1(1)
l’ensemble des morphismes de A − B bimodules contractifs de V a`
valeurs dans B(HB′′ ,HA′′). Autrement dit, ΩV est la boule unite´ du
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dual standard de V . Il est facile de voir que ΩV est compact pour la
topologie de la convergence simple de V dans B(HB′′ ,HA′′), muni de la
topologie ∗-faible.
On remarque que
JV : V → C(ΩV ,B(HB′′ ,HA′′))
de´finie par JV (v)(R) = R(v) est une representation de A−B bimodules,
appelle´e repre´sentation standard de V .
The´ore`me 3.1. Soit V un A−B-bimodule posse´dant la proprie´te´ (R).
Soit v ∈ V . Alors
‖v‖ = sup{‖R(v)‖ : R ∈ ΩV }.
De´monstration. Soit F ∈ V ∗1 telle que F (v) = 1. Alors par la
proposition 2.6 le re´sultat est imme´diat.
Corollaire 3.2. Si V est un A − B bimodule posse´dant la proprie´te´
(R), la repre´sentation standard JV : V → C(ΩV ,B(HB′′ ,HA′′)) est une
isome´trie
On peut maintenant e´noncer le re´sultat suivant.
The´ore`me 3.3. Soit V un A−B bimodule norme´. Alors les conditions
suivantes sont e´quivalentes:
(1) V est un A− B bimodule posse´dant la proprie´te´ (R) (ou (R′)).
(2) La repre´sentation standard est une isome´trie.
(3) Il existe une repre´sentation isome´trique de V .
(4) Il existe un espace de Hilbert H, deux repre´sentations fide`les π :
A → B(H), ρ : B → B(H) et un morphisme isome´trique J : V →
B(H) tel que
J(avb) = π(a)J(v)ρ(b) , ∀a ∈ A, v ∈ V, b ∈ B.
De´monstration. L’implication (1)⇒ (2) re´sulte du the´ore`me 3.1.
Les implications (4)⇒ (1) et (2)⇒ (3) sont imme´diates.
Pour montrer que (3) implique (4), conside´rons J0 un morphisme
isome´trique de V dans C(Ω,B(K,H)). On prends simplement H0 =






J ve´rifie les conditions requises et est a` valeurs dans C(Ω,B(H)), qui
est une C∗-alge`bre.
De´finition 3.3. Un A−B bimodule qui posse`de ces proprie´te´s e´quivalentes
sera dit A−B bimodule repre´sentable.
On finit cette section par une caracte´risation des inclusions de A−B
bimodules repre´sentables.
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Par analogie avec le cas classique des espaces de Banach, pour tout
morphisme de A − B bimodules T : V → W on peut de´finir le mor-
phisme dual T † : W † → V † par
T †(S)(v) = S(T (v)), ∀S ∈ W †, v ∈ V.
On obtient:
Corollaire 3.4. Soit J : V → W un morphisme de A − B bimodules
repre´sentables. Alors les affirmations suivantes sont e`quivalentes:
(i) J est une isome´trie.
(ii) J†(ΩW ) = ΩV (en particulier J
† est surjective).
De´monstration. Pour de´montrer que (i) implique (ii), soit R ∈
ΩW . Alors
J†(R)(v) = R(J(v)), ∀v ∈ V,
donc
‖J†(R)(v)‖ ≤ ‖J(v)‖ = ‖v‖, ∀v ∈ V.
On a donc J†(ΩW ) ⊂ ΩV .
Il reste a` remarquer que, si on identifie V a` son image J(V ), pour
tout R ∈ ΩV , par le theore`me 2.5 il existe R˜ ∈ W † le prolongeant, avec
‖R˜‖ = ‖R‖. Autrement dit,
R˜(J(v)) = R(v), ∀v ∈ V,
d’ou` J†(R˜) = R, donc J†(ΩW ) = ΩV .










donc J est une isome´trie.
4. Bimodules L∞ matriciellement norme´s
De´finition 4.1. Soit V un A − B bimodule. On dit que V est L∞
matriciellement norme´ s’il est e´quipe´ d’une structure d’espace d’ope´ra-
teurs ve´rifiant les axiomes de Ruan:







pour tout n,m ≥ 1, a˜ ∈Mn(A), v˜ ∈Mn(V ), w˜ ∈Mm(V ), b˜ ∈Mn(B).
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Remarque 4.1. Soit V un A−B bimodule et pour tout n entier soit
‖ · ‖n une norme sur Mn(V ). Alors (V, (‖ · ‖n)n) est un A−B bimodule
L∞ matriciellement norme´ si et seulement si
1. Pour tout entiers n < m l’inclusion naturelle
Mn(V ) ⊂Mm(V )
est une isome´trie.
2. Pour tout n entier, Mn(V ) est un Mn(A) − Mn(B) bimodule
repre´sentable.
Proposition 4.2. Soit R : V → B(K,H) un morphisme contractif de
A−B bimodules, tel que les repre´sentations de A sur H, respectivement
de B sur K, sont localement cycliques.











k‖ ≤ 1, ‖
n∑
l=1
b∗l bl‖ ≤ 1}.
De´monstration. Pour calculer la norme de Rn(v˜) il suffit de
conside´rer des vecteurs de la forme
η˜ = ⊕bkη, ξ˜ = ⊕akξ,
avec ‖η˜‖ ≤ 1, ‖ξ˜‖ ≤ 1 et η, ξ appartenant a` des sousensembles lo-











1/2. Par le lemme 2.3, pour tout 0 < ε < 1 il existe
c1, c2, . . . , cn ∈ A, d1, d2, . . . , dn ∈ B tels que ak = cka1−ε, bk = dkb1−ε




















c∗kvkldl‖ · ‖b1−εη‖ · ‖a1−εξ‖.
Pour obtenir le re´sultat il suffit de passer a` la limite pour ε→ 0.
De´finition 4.2. Soit V un A − B bimodule norme´. On dit qu’une
structure (V, (‖ · ‖n)n) de A − B bimodule L∞ matriciellement norme´
est compatible si ‖ · ‖1 = ‖ · ‖.
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Il est clair que V est un A−B bimodule repre´sentable si et seulement
si on peut munir V d’une structure de bimodule L∞ matriciellement
norme´ compatible. Nous allons voir que parmi toutes les structures
de A − B bimodules L∞ matriciellement norme´s compatibles avec V
il existe une structure minimale et une structure maximale (qu’on va
caracte´riser).
The´ore`me 4.3. Soit V un A−B bimodule repre´sentable. Pour chaque











k‖ ≤ 1, ‖
n∑
l=1
b∗l bl‖ ≤ 1}.
(2)
Alors Nn est une norme pour tout n, N1(·) = ‖ · ‖ et (V, (Nn)n) est un
A–B bimodule L∞ matriciellement norme´. De plus, si (V, (N ′n)n) est
un A–B bimodule L∞ matriciellement norme´ avec N ′1(·) = ‖ · ‖, alors
Nn ≤ N ′n, pour tout n ≥ 1.
De´monstration. On ve´rifie facilement par calcul direct que Nn
est une norme et que N1(v) = ‖v‖ pour tout v ∈ V . Pour n ≥ 1
soit v˜ ∈ Mn(V ), α˜ ∈ Mn(A) et β˜ ∈ Mn(B). Soit a1, a2, . . . , an ∈ A






b∗kbk‖ ≤ 1. On note
a =
[
a1 · · · an







 ∈Mn1(B). On aura
‖a.(α˜v˜β˜).b‖ ≤ ‖aα˜‖ ·Nn(v˜) · ‖β˜b‖
≤ ‖α˜‖ ·Nn(v˜) · ‖β˜‖,
d’ou`
Nn(α˜v˜β˜) ≤ ‖α˜‖ ·Nn(v˜) · ‖β˜‖.(3)
Soient p, q ≥ 1, v˜ ∈Mp(V ) et w˜ ∈ Mq(V ). On note comme d’habitude





∈Mp+q(V ). D’abord on voit facilement que
max{Np(v˜), Nq(w˜)} ≤ Np+q(v˜ ⊕ w˜).(4)







































= a1.v˜.b1+ a2.w˜.b2. On doit de´montrer
que
‖a1.v˜.b1 + a2.w˜.b2‖ ≤ max{Np(v˜), Nq(w˜)}(5)
D’apre`s le the´ore`me 3.1, pour tout ε > 0 il existe R : V → B(HB′′,HA′′),
un morphisme contractif de A–B bimodules, avec ‖R(u)‖ > ‖u‖ − ε.
Alors
‖u‖ − ε < ‖R(a1.v˜.b1 + a2w˜.b2)‖












La minimalite´ de (V, (‖ · ‖n)n) est imme´diate. Soit (V, (N ′n)n) un
A−B bimodule L∞ matriciellement norme´ compatible avec V . Soient

























Les propositions 4.2 et 4.3 ont comme conse´quence imme´diate











k‖ ≤ 1, ‖
n∑
l=1




La structure minimale de A−B bimodule matriciellement norme´ est
caracte´rise´e par le re´sultat suivant:
The´ore`me 4.5. Soit (V, (‖ · ‖n)n) un A−B bimodule L∞ matricielle-
ment norme´. Les affirmations suivantes sont equivalentes:
(a) La structure matricielle de V est minimale.
(b) Il existe Ω un compact et un morphisme de A − B bimodules
comple`tement isome´trique V → C(Ω,B(HB′′ ,HA′′)).
(c) Tout morphisme isome´trique j : V → C(Ω,B(HB′′ ,HA′′)) est
comple`tement isome´trique.
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k‖ ≤ 1, ‖
n∑
l=1
b∗l bl‖ ≤ 1}.
(e) Pour tout A−B bimodule L∞ matriciellement norme´, tout mor-
phisme contractif de A− B bimodules W → V est comple`tement
contractif.
De´monstration. L’e´quivalence (a)⇔ (d) a e´te´ de´montre´e dans la
proposition 4.3.
(a)⇒ (c). Pour chaque entier n ≤ 1 de´finissons
N ′n(v˜) = ‖jn(v˜)‖, ∀v˜ ∈Mn(V ).
Alors (V, (N ′n)n est un espace L
∞ matriciellement norme´ compatible
avec V . Pour ω ∈ Ω, si on pose Rω(v) = j(v)(ω), alors Rω ∈ ΩV . On a





donc on a, pour tout entier n, l’e´galite´ N ′n = Nn, c’est a` dire j est
comple`tement isome´trique.
(c) ⇒ (b). Cette implication est imme´diate, car la repre´sentation
standard est une isome´trie, donc par hypothe`se elle doit eˆtre comple`tement
isome´trique.
(b) ⇒ (a). Si j est un morphisme comple`tement isome´trique de V
dans l’espace C(Ω,B(HB′′ ,HA′′)), alors pour tout v˜ ∈Mn(V )
‖v˜‖n = ‖jn(v˜)‖ = sup
ω∈Ω
‖[j(vij)(ω)]‖.




(a)⇒ (e). Soit W un A−B bimodule L∞ matriciellement norme´ et










et on finit en utilisant la proposition 4.2 applique´e a` W .
(e) ⇒ (a). Soit (V, (N ′n)n) un espace matriciellement norme´ com-
patible avec V . Alors l’identite´ IdV : V → V est un morphisme con-
tractif, et par hypothe`se il doit eˆtre comple`tement contractif. Donc
(V, (‖ · ‖n)n) est la structure minimale de A − B bimodule L∞ ma-
triciellement norme´.
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Remarque 4.6. Soit (V, (‖ · ‖n)n) un A−B bimodule L∞ matricielle-
ment norme´. Soit k un entier. Alors (Mk(V ), (‖ · ‖kn)n∈N) est un
Mk(A)−Mk(B) bimodule L∞ matriciellement norme´.
Comme conse´quence importante des re´sultats pre´ce´dents, on peut
retrouver le the´ore`me de repre´sentation de A − B bimodules L∞ ma-
triciellement norme´s.
The´ore`me 4.7 ([1, 3]). Soit V un A−B bimodule e´quipe´ d’une struc-
ture d’espace d’ope´rateurs. Alors V ve´rifie les axiomes de Ruan (R1),
(R2) si et seulement si il existe un espace de Hilbert H, deux repre´sentations
π : A → B(H), ρ : B → B(H) et un morphisme de A − B bimodules
comple`tement isome´trique J : V → B(H) tels que
J(avb) = π(a)J(v)ρ(b), ∀a ∈ A, v ∈ V, b ∈ B.
De plus, si A = B on peut choisir π = ρ.
De´monstration. Pour chaque entier n soit Xn = ΩMn(V ). Evi-
demment
Xn = EndMn(A),Mn(B)(Mn(V ),B(Cn
2 ⊗ HB′′,Cn2 ⊗ HA′′))1,
car Cn
2
est l’espace de la forme standard de Mn.
Conside´rons l’application





















∈Mn(V ), ∀v ∈ V.
Evidemment jn est un morphisme de A − B bimodules. Soit R ∈ Xn.
Alors pour tout m entier et [vij ] ∈ Mm(V ), par le the´ore`me 4.5 et la
remarque 4.6 on a
‖[R(vij ⊕ 0)]‖ ≤ ‖[vij ⊕ 0]‖mn = ‖[vij]‖m,
donc jn est un morphisme comple`tement contractif. D’autre part, jn
est n-isome´trique, car pour tout R ∈ Xn et [vij ] ∈Mn(V ) on a
‖[R(vij ⊕ 0)]‖ = ‖R([vij])‖.




Alors j est une isome´trie comple`te de V a` valeurs dans un espace
B(K,H). Soit πn(a) = 1n2 ⊗ a et ρn(b) = 1n2 ⊗ b. Evidemment
j(avb) = π(a)j(v)ρ(b), ∀a ∈ A, b ∈ B, v ∈ V,
ou`
π = ⊕n ⊕Xn πn
ρ = ⊕n ⊕Xn ρn.
Si A = B il ne reste rien a` de´montre´r, car dans ce cas notre construction
est telle que π = ρ. Si A 6= B, en conside´rant l’espace K ⊕ H , soit






et les repre´sentations 0 ⊕ π respectivement ρ ⊕ 0. Alors J est un
morphisme de A − B bimodules comple`tement isome´trique, ve´rifiant
les conditions de l’e´nonce´.
5. Bimodules normaux
De´finition 5.1. Un A−B bimodule repre´sentable dual est un A−B
bimodule repre´sentable tel que V est le dual d’un espace de Banach V∗
et pour tout a ∈ A, b ∈ B les applications v 7→ av et v 7→ vb sont
σ(V, V∗) continues.
Un A − B bimodule repre´sentable dual V est dit normal a` gauche
(resp. a` droite) si A (resp. B) est une W ∗-alge`bre et pour tout F ∈ V∗,
l’application a 7→ F (av) (resp. b 7→ F (vb)) appartient a` A∗ (resp. B∗).
Si V est normal a` gauche et a` droite on dira qu’il est normal.
Dans ce cas le lemme 2.3 peut eˆtre renforce´.
Lemme 5.1. Soit V un A − B bimodule normal a` gauche (resp. a`
droite). Soit F ∈ V ∗ avec ‖F‖ ≤ 1 une fonctionnelle σ(V, V∗) continue.
Alors il existe φ ∈ S(A), ψ ∈ S(B) deux e´tats de A et B respectivement
tels que
|F (avb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖v‖,
pour tout a ∈ A, b ∈ B et v ∈ V , et tels que φ (resp. ψ) est normal.
De´monstration.
Supposons que V est normal a` gauche et F ∈ V∗ est de norme 1. Par
le lemme 2.3 il existe deux e´tats φ, ψ de A et B respectivement tels
que
|F (avb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖v‖.
BIMODULES REPRE´SENTABLES 19
Par compacite´ de V1 (la boule unite´ de V ), il existe v0 ∈ V1 de norme
1 tel que F (v0) = ‖F‖ = 1. Soit τ(a) = F (av0). Alors τ ∈ A∗ et en
plus ‖τ‖ = 1 = τ(1), donc τ est un e´tat normal de A. On a aussi
τ(a) ≤ φ(a)1/2, ∀a ∈ A+.
Pour prouver la normalite´ de φ on utilise un crite`re connu (voir par
exemple [12, Corollary III.3.11]). Conside´rons une famille (pα)α∈I de
projecteurs deux a` deux orthogonaux dans A ve´rifiant
∑
α pα = 1. Si










donc la normalite´ de τ implique∑
α∈I
φ(pα) ≥ 1,
et donc φ est un e´tat normal.
Proposition 5.2. Soit V un A − B bimodule repre´sentable dual et
F ∈ V∗ avec ‖F‖ ≤ 1. Alors il existe η ∈ HB′′, ξ ∈ HA′′ deux vecteurs
de norme 1 et R : V → B(HB′′,HA′′) un morphisme contractif de A−B
bimodules continu pour les topologies ∗-faibles tel que
F (·) = (R(·)η|ξ).
Si, en outre, V est normal a` gauche (respectivement a` droite), il existe
η ∈ HB′′ (resp. η ∈ HB), ξ ∈ HA (resp. ξ ∈ HA′′) de norme 1 et
R : V → B(HB′′ ,HA) (resp. R : V → B(HB,HA′′)) un morphisme
contractif de A–B bimodules continu pour les topologies ∗-faibles tels
que
F (·) = (R(·)η|ξ).
De´monstration. La de´monstration est analogue a` celle de la
proposition 2.6.
Supposons que V est un A−B bimodule repre´sentable dual normal
a` gauche. En tenant compte du lemme 5.1, il existe un e´tat normal φ
de A et un e´tat ψ de B tels que
|F (avb)| ≤ φ(aa∗)1/2ψ(b∗b)1/2‖v‖,
et en conside´rant les repre´sentations standard de A et de B′′ respec-
tivement , φ est un e´tat vectoriel sur HA et ψ
∗∗ est un e´tat vectoriel sur
HB′′ . Soit φ = ωξ et ψ = ωη. Donc il existe pour chaque v un ope´rateur
R(v) ∈ B(B′′η, Aξ) tel que
F (avb) = (R(v)bη, a∗ξ), ∀a ∈ A, b ∈ B.
Evidemment B′′η = Bη. Il est e´vident que R est un morphisme con-
tractif de A − B bimodules. Il reste a` demontrer que R est continu
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pour les topologies ∗-faibles, c’est a` dire que si vα → 0 dans la topologie
σ(V, V∗) alors R(vα) → 0 dans la topologie σ(B(Bη,Aξ),B(Bη,Aξ)∗).
Ceci est e´quivalent a` de´montrer que
R′(B(Bη,Aξ)∗) ⊂ V∗,
ou` R′ est la transpose´e de R. Mais B(B′′η, Aξ)∗ = C1(Aξ,Bη) (les
ope´rateurs a` trace de Aξ a` valeurs dans Bη), la dualite´ e´tant donne´e
par la trace. Comme les ope´rateurs de rang 1 de la forme bη ⊗ aξ
forment un ensemble total dans C1(Aξ,Bη), il suffit de de´montrer que
pour tout a ∈ A et b ∈ B, la forme line´aire R′(bη ⊗ aξ) est σ(V, V∗)
continue. Or, pour tout v ∈ V on a
〈v, R′(bη ⊗ aξ)〉 = 〈bη ⊗ aξ, R(v)〉
= Tr(R(v)(bη ⊗ aξ)) = (R(v)bη|aξ)
= F (a∗vb),
et par hypothe`se les applications F et v 7→ a∗vb sont σ(V, V∗) continues.
Pour achever la de´monstration il suffit de remplacer R par l’application
UR(·)V ∗, ou` U et V sont les deux inclusions Bη ⊂ HB′′ respectivement
Aξ ⊂ HA.
Pour simplifier, e´tant donne´ V et W deux A− B bimodules duaux,
on va noter avec EndwA,B(V,W )1 l’ensemble des morphismes contractifs
de V a` valeurs dans W , continus pour les topologies ∗-faibles.
The´ore`me 5.3. Soit V un A−B bimodule repre´sentable dual. Alors
‖v‖ = sup{‖R(v)‖ : R ∈ EndwA,B(V,B(HB′′,HA′′))1.
Si V est normal a` droite, alors
‖v‖ = sup{‖R(v)‖ : R ∈ EndwA,B(V,B(HB,HA′′))1.
Si V est normal a` gauche, alors
‖v‖ = sup{‖R(v)‖ : R ∈ EndwA,B(V,B(HB′′ ,HA))1.
Si V est normal, alors
‖v‖ = sup{‖R(v)‖ : R ∈ EndwA,B(V,B(HB,HA))1.
De´monstration. La de´monstration est une application directe de
la proposition pre´ce´dente.
Soit v ∈ V . Supposons que V est normal a` gauche, par exem-
ple. Alors il existe une suite (Fn)n ⊂ V∗ avec ‖Fn‖ ≤ 1 telle que
limn Fn(v) = ‖v‖. Par la proposition 5.2 il existe
Rn ∈ EndwA,B(V,B(HB′′ ,HA))1
et des vecteurs ηn ∈ HB′′, ξn ∈ HA de norme 1 tels que
Fn(v) = (Rn(v)ηn|ξn),
donc limn ‖Rn(v)‖ = ‖v‖.
BIMODULES REPRE´SENTABLES 21
Avec, en plus, des hypothe`ses de normalite´, le the´ore`me 3.3 devient
The´ore`me 5.4. Soit V un A − B bimodule dual. Alors il existe un
espace de Hilbert H, deux repre´sentations π : A → B(H), ρ : B →
B(H) et un morphisme isome´trique de A−B bimodules J : V → B(H)
continu pour les topologies ∗-faibles, telles que
J(avb) = π(a)J(v)ρ(b), ∀a ∈ A, b ∈ B, v ∈ V.
Si V est normal a` gauche (a` droite), alors on peut supposer que π
(respectivement ρ) est une repre´sentation normale
De´monstration. Supposons par exemple que V est normal a`
gauche. Soit M l’ensemble des morphismes (de A− B bimodules) de
V a` valeurs dans B(HB′′ ,HA), contractifs et continus pour les topologies
∗-faibles. Avec les notations pre´ce´dentes,
M = EndwA,B(V,B(HB′′ ,HA))1.
Soit m = card(M) et soit K = l2(m) On de´finit
J : V → B(K ⊗ HB′′ , K ⊗ HA),
par
J(v) = ⊕R∈MR(v).
J est une isome´trie par le the´ore`me 5.3. Soient π et ρ les repre´sentations
de A et B dans HA respectivement HB′′ . Alors
J(avb) = (1⊗ π)(a)J(v)(1⊗ ρ)(b), ∀a ∈ A, b ∈ B, v ∈ V.
Le morphisme J est e´videmment continu pour les topologies ∗-faibles,
e´tant une somme directe. Aussi, 1⊗ π est une repre´sentation normale
de A, car π est normale. Le re´sultat s’obtient en utilisant le meˆme
argument que dans la de´monstration du the´ore`me 3.3.
Enfin, comme conse´quence directe, on donne une le´ge`re ge´ne´ralization
d’un autre the´ore`me de repre´sentation de [3].
De´finition 5.2. Soit V un A−B bimodule L∞ matriciellement norme´.
On dit que V est un A− B bimodule dual L∞ matriciellement norme´
si il existe (V∗, (‖ · ‖)n) un espace L1 matriciellement norme´ tel que
Mn(V∗)
∗ = Mn(V ), pour tout entier n ≤ 1.
On rappelle qu’un espace vectoriel V muni d’une syste`me de normes
matricielles (‖·‖n) est dit L1 matriciellement norme´ s’il ve´rifie l’axiome




]∥∥∥∥ = ‖v˜‖n + ‖w˜‖m,
pour tous les entiers n, m et pour tout v˜ ∈Mn(V ), w˜ ∈Mm(V ).
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Pour un espace d’ope´rateurs donne´ V , il est possible que V posse`de
un pre´dual V∗ tel que la boule unite´ de M2(V ) n’est pas ferme´e pour










ou` f ∈ V∗.
Remarque 5.5. Si V est un A−B bimodule dual L∞ matriciellement
norme´ alors pour tout entier n, le Mn(A) −Mn(B) bimodule Mn(V )
est dual. Si V est normal a` gauche, alors Mn(V ) est normal a` gauche.
La meˆme remarque est valable pour le cas normal a` droite.
The´ore`me 5.6. Soit V un A − B bimodule dual L∞ matriciellement
norme´. Alors il existe un espace de Hilbert H, deux repre´sentations
π : A → B(H), ρ : B → B(H) et un morphisme de A − B bimodules
comple`tement isome´trique et continu pour les topologies ∗-faibles J :
V → B(H) tels que
J(avb) = π(a)J(v)ρ(b), ∀a ∈ A, v ∈ V, b ∈ B.
De plus, si A = B on peut choisir π = ρ. Si V est normal a` gauche (a`
droite), on peut choisir π (resp. ρ) une repre´sentation normale.
De´monstration. La de´monstration est analogue a` celle du the´o-
re`me 4.7. Par exemple, si V est normal a` gauche, pour chaque entier
n soit
Xn = EndwMn(A),Mn(B)(Mn(V ),B(Cn
2 ⊗ HA,Cn2 ⊗ HB′′)).
Evidemment Cn
2
est l’espace de la forme standard de Mn. Conside´rons
l’application

















Soit πn(a) = 1n2 ⊗ a et ρn(b) = 1n2 ⊗ b. Alors jn est un morphisme de





n(b), ∀a ∈ A, b ∈ B, v ∈ V,
ou` π′n et ρ
′
n sont des sommes directes des repre´sentations πn respec-
tivement ρn. En particulier, π
′
n est une repre´sentation normale. Soit
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R ∈ Xn. Alors pour tout m entier et [vij ] ∈ Mm(V ), toujours en
utilisant le the´ore`me 4.5 et la remarque 4.6 on a
‖[R(vij ⊕ 0)]‖ ≤ ‖[vij ⊕ 0]‖mn = ‖[vij]‖m,
donc jn est un morphisme comple`tement contractif. D’autre part, jn est
n-isome´trique, par le the´ore`me 5.3, car il est facile de voir que Mn(V )
est un Mn(A)−Mn(B) bimodule dual. Aussi, jn est continu pour les
topologies ∗-faibles, car c’est une somme directe de telles applications.
Soit
j = ⊕njn.
Alors j est une isome´trie comple`te de V a` valeurs dans un espace
B(K,H). Evidemment
j(avb) = π(a)j(v)ρ(b), ∀a ∈ A, b ∈ B, v ∈ V,
ou`
π = ⊕nπ′n, ρ = ⊕nρ′n.
Evidemment π est une repre´sentation normale de A. Si A = B il ne
reste rien a` de´montrer, car dans ce cas notre construction est telle que







et les repre´sentations 0 ⊕ π respectivement ρ ⊕ 0. Alors J est un
morphisme de A − B bimodules comple`tement isome´trique, ve´rifiant
les conditions de l’e´nonce´.
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