The notion of developing statistical methods in machine learning which are robust to adversarial perturbations in the underlying data has been the subject of increasing interest in recent years.
Introduction
The development of predictive methods that perform well in the face of uncertainty is at the core of modern machine learning and statistical practice. Indeed, the notion of regularization-loosely speaking, a means of controlling the ability of a statistical model to generalize to new settings by trading off with the model's complexity-is at the very heart of such work [23] . Corresponding regularized statistical methods, such as the Lasso for linear regression [43] and nuclear-norm-based approaches to matrix completion [37, 9] , are now ubiquitous and have seen widespread success in practice.
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In parallel to the development of such regularization methods, it has been shown in the field of robust optimization that under certain conditions these regularized problems result from the need to immunize the statistical problem against adversarial perturbations in the data [18, 45, 2, 11] . Such a robustification offers a different perspective on regularization methods by identifying which adversarial perturbations the model is protected against. Conversely, this can help to inform statistical modeling decisions by identifying potential choices of regularizers. Further, this connection between regularization and robustification offers the potential to use sophisticated data-driven methods in robust optimization [5, 44] to design regularizers in a principled fashion.
With the continuing growth of the adversarial viewpoint in machine learning (e.g. the advent of new deep learning methodologies such as generative adversarial networks [20, 21, 41] ), it is becoming increasingly important to better understand the connection between robustification and regularization. Our goal in this paper is to shed new light on this relationship by focusing in particular on linear and matrix regression problems. Specifically, our contributions include:
1. In the context of linear regression we demonstrate that in general such a robustification procedure is not equivalent to regularization (via penalization). We characterize precisely under which conditions on the model of uncertainty used and on the loss function penalties one has that robustification is equivalent to regularization.
2. We break new ground by considering problems in the matrix setting, such as matrix completion and Principal Component Analysis (PCA). We show that the nuclear norm, a popular penalty function used throughout this setting, arises directly through robustification. As with the case of vector regression, we characterize under which conditions on the model of uncertainty there is equivalence of robustification and regularization in the matrix setting.
The structure of the paper is as follows. In Section 2, we review background on norms and consider robustification and regularization in the context of linear regression, focusing both on their equivalence and non-equivalence. In Section 3, we turn our attention to regression with underlying matrix variables, considering in depth both matrix completion and PCA. In Section 4, we include some concluding remarks.
A robust perspective of linear regression

Norms and their duals
In this section, we introduce the necessary background on norms which we will use to address the equivalence of robustification and regularization in the context of linear regression. Given a vector space V ⊆ R n we say that · : V → R is a norm if for all v, w ∈ V and α ∈ R 1. If v = 0, then v = 0, 2. αv = |α| v (absolute homogeneity), and 3. v + w ≤ v + w (triangle inequality).
If · satisfies conditions 2 and 3, but not 1, we call it a seminorm. For a norm · on R n we define its dual, denoted · * , to be
where x ′ denotes the transpose of x (and therefore x ′ β is the usual inner product). For example, the ℓ p norms β p := ( i |β i | p ) 1/p for p ∈ [1, ∞) and β ∞ := max i |β i | satisfy a well-known duality relation: ℓ p * is dual to ℓ p , where p * ∈ [1, ∞] with 1/p + 1/p * = 1. We call p * the conjugate of p. More generally for matrix norms 1 · on R m×n the dual is defined analogously:
where ∆ ∈ R m×n and ·, · denotes the trace inner product: A, ∆ = Tr(A ′ ∆), where A ′ denotes the transpose of A. We note that the dual of the dual norm is the original norm [7] .
Three widely used choices for matrix norms (see [25] ) are Frobenius, spectral, and induced norms. The definitions for these norms are given below for ∆ ∈ R m×n and summarized in Table 1 for convenient reference.
1. The p-Frobenius norm, denoted · Fp , is the entrywise ℓ p norm on the entries of ∆:
Analogous to before, F p * is dual to F p , where 1/p + 1/p * = 1.
2. The p-spectral (Schatten) norm, denoted · σp , is the ℓ p norm on the singular values of the matrix ∆:
where µ(∆) denotes the vector containing the singular values of ∆. Again, σ p * is dual to σ p .
3. Finally we consider the class of induced norms. If g : R m → R and h : R n → R are norms, then we define the induced norm · (h,g) as
An important special case occurs when g = ℓ p and h = ℓ q . When such norms are used, (q, p)
is used as shorthand to denote (ℓ q , ℓ p ). Induced norms are sometimes referred to as operator norms. We reserve the term operator norm for the induced norm (ℓ 2 , ℓ 2 ) = (2, 2) = σ ∞ , which measures the largest singular value.
induced by norms g, h 
Uncertain regression
We now turn our attention to uncertain linear regression problems and regularization. The starting point for our discussion is the standard problem
where y ∈ R m and X ∈ R m×n are data and g is some convex function, typically a norm. For example, g = ℓ 2 is least squares, while g = ℓ 1 is known as least absolute deviation (LAD). In favor of models which mitigate the effects of overfitting these are often replaced by the regularization
where h : R n → R is some penalty function, typically taken to be convex. This approach often aims to address overfitting by penalizing the complexity of the model, measured as h(β). (For a more formal treatment using Hilbert space theory, see [6, 1] .) For example, taking g = ℓ 2 2 and h = ℓ 2 2 , we recover the so-called regularized least squares (RLS), also known as ridge regression [23] . The choice of g = ℓ 2 2 and h = ℓ 1 leads to Lasso, or least absolute shrinkage and selection operator, introduced in [43] . Lasso is often employed in scenarios where the solution β is desired to be sparse, i.e., β has very few nonzero entries. Broadly speaking, regularization can take much more general forms; for our purposes, we restrict our attention to regularization that appears in the penalized form above.
In contrast to this approach, one may alternatively wish to re-examine the nominal regression problem min β g(y − Xβ) and instead attempt to solve this taking into account adversarial noise in the data matrix X. As in [18, 31, 32, 2, 45] , this approach may take the form
where the set U ⊆ R m×n characterizes the user's belief about uncertainty on the data matrix X.
This set U is known in the language of robust optimization [2, 4] as an uncertainty set and the inner maximization problem max ∆∈U g(y − (X + ∆)β) takes into account the worst-case error (measured via g) over U . We call such a procedure robustification because it attempts to immunize or robustify the regression problem from structural uncertainty in the data. Such an adversarial or "worst-case" procedure is one of the key tenets of the area of robust optimization [2, 4] .
As noted in the introduction, the adversarial perspective offers several attractive features. Let us first focus on settings when robustification coincides with a regularization problem. In such a case, the robustification identifies the adversarial perturbations the model is protected against, which can in turn provide additional insight into the behavior of different regularizers. Further, technical machinery developed for the construction of data-driven uncertainty sets in robust optimization [5, 44] enables the potential for a principled framework for the design of regularization schemes, in turn addressing a complex modeling decision encountered in practice.
Moreover, the adversarial approach is of interest in its own right, even if robustification does not correspond directly to a regularization problem. This is evidenced in part by the burgeoning success of generative adversarial networks and other methodologies in deep learning [20, 21, 41] .
Further, the worst-case approach often leads to a more straightforward analysis of properties of estimators [45] as well as algorithms for finding estimators [3] .
Let us now return to the robustification problem. A natural choice of an uncertainty set which gives rise to interpretability is the set U = {∆ ∈ R m×n : ∆ ≤ λ}, where · is some matrix norm and λ > 0. One can then write max ∆∈U g(y − (X + ∆)β) as
or the worst case error taken over all X sufficiently close to the data matrix X. In what follows, if · is a norm or seminorm, then we let U · denote the ball of radius λ in · :
For example, U Fp , U σp , and U (h,g) denote uncertainty sets under the norms F p , σ p , and (h, g), respectively. We assume λ > 0 fixed for the remainder of the paper.
We briefly mention addressing uncertainty in y. Suppose that we have a set V ⊆ R m which captures some belief about the uncertainty in y. If again we have an uncertainty set U ⊆ R m×n , we may attempt to solve a problem of the form
We can instead work with a new loss functionḡ defined as
If g is convex, then so isḡ. In this way, we can work with the problem in the form
where there is only uncertainty in X. Throughout the remainder of this paper we will only consider such uncertainty.
Relation to robust statistics
There has been extensive work in the robust statistics community on statistical methods which perform well in noisy, real-world environments. As noted in [2] , the connection between robust optimization and robust statistics is not clear. We do not put forth any connection here, but briefly describe the development of robust statistics to appropriately contextualize our work. Instead of modeling noise via a distributional perspective, as is often the case in robust statistics, in this
paper we choose to model it in a deterministic way using uncertainty sets. For a comprehensive description of the theoretical developments in robust statistics in the last half century, see the texts [27, 38] and the surveys [35, 28] .
A central aspect of work in robust statistics is the development and use of a more general set of loss functions. (This is in contrast to the robust optimization approach, which generally results in the same nominal loss function with a new penalty; see Section 2.3 below.) For example, while least squares (the ℓ 2 loss) is known to perform well under Gaussian noise, it does not perform well under other types of noise, such as contaminated Gaussian noise. (Indeed, the Gaussian distribution was defined so that least squares is the optimal method under Gaussian noise [38] .) In contrast, a method like LAD regression (the ℓ 1 loss) generally performs better than least squares with errors in y, but not necessarily errors in the data matrix X.
A more general class of such methods is M -estimators as proposed in [26] and since studied extensively [27, 39] . However, M -estimators lack desirable finite sample breakdown properties; in short, M -estimators perform very poorly in recovering the loadings β * under gross errors in the data (X, y). To address some of these shortcomings, GM -estimators were introduced [33, 24, 22] . Since these, many other estimators have been proposed. One such method is least quantile of squares regression [38] which has highly desirable robustness properties. There has been significant interest in new robust statistical methods in recent years with the increasing availability of large quantities of high-dimensional data, which often make reliable outlier detection difficult. For commentary on modern approaches to robust statistics, see [28, 8, 16] and references therein.
Relation to error-in-variable models
Another class of statistical models which are particularly relevant for the work contained herein are error-in-variable models [12] . One approach to such a problem takes the form
where P is a penalty function which takes into account the complexity of possible perturbations ∆ to the data matrix X. A canonical example of such a method is total least squares [19, 34] , which can be written for fixed τ > 0 as
An equivalent way of writing such problems is, instead of penalized form, as constrained optimization problems. In particular, the constrained version generically takes the form
where η > 0 is fixed. Under the representation in (2), the comparison with the robust optimization approach in (1) becomes immediate. While the classical error-in-variables approach takes an optimistic view on uncertainty in the data matrix X, and finds loadings β on the new "corrected" data matrix X+ ∆, the minimax approach of (1) considers protections against adversarial perturbations in the data which maximally increase the loss.
One of the advantages of the adversarial approach to error-in-variables is that it enables a direct analysis of certain statistical properties, such as asymptotic consistency of estimators (c.f. [45, 11] ).
In contrast, analyzing the consistency of estimators attained by a model such as total least squares is a complex issue [30] .
Equivalence of robustification and regularization
A natural question is when do the procedures of regularization and robustification coincide.
This problem was first studied in [18] in the context of uncertain least squares problems and has been extended to more general settings in [45, 11] and most comprehensively in [2] . In this subsection, we present settings in which robustification is equivalent to regularization. When such an equivalence holds, tools from robust optimization can be used to analyze properties of the regularization problem (c.f. [45, 11] ).
We begin with a general result on robustification under induced seminorm uncertainty sets.
Theorem 1.
If g : R m → R is a seminorm which is not identically zero and h : R n → R is a norm, then for any z ∈ R m and β ∈ R n max
where
) . We next show that there exists some ∆ ∈ U so that g(z
by the definition of the dual norm h * . For now suppose that g(z) = 0. Define the rank one matrix
We next show that ∆ ∈ U . Observe that for any x ∈ R n that
where the final inequality follows by definition of the dual norm. Hence ∆ ∈ U , as desired.
We now consider the case when g(z) = 0. Let u ∈ R m so that g(u) = 1 (because g is not identically zero there exists some u so that g(u) > 0, and so by homogeneity of g we can take u so that g(u) = 1). Let v be as before. Now define ∆ = λuv ′ . We observe that
Now, by the reverse triangle inequality,
and therefore g(z + ∆β) = λh(β) = g(z) + λh(β). The proof that ∆ ∈ U is identical to the case when g(z) = 0. This completes the proof.
This result implies as a corollary known results on the connection between robustification and regularization as found in [45, 2, 11] and references therein.
In particular, for p = q = 2 we recover regularized least squares as a robustification; likewise, for p = 2 and q = 1 we recover the Lasso. 
where p * is the conjugate of p. Similarly,
Observe that regularized least squares arises again under all uncertainty sets defined by the spectral norms σ q when the loss function is g = ℓ 2 . Now we continue with a remark on how Lasso arises through regularization. See [45] for comprehensive work on the robustness and sparsity implications of Lasso as interpreted through such a robustification considered in this paper.
Remark 1.
As per Corollary 1 it is known that Lasso arises as uncertain ℓ 2 regression with uncertainty set U := U (1,2) [45] . As with Theorem 1, one might argue that the ℓ 1 penalizer arises as an artifact of the model of uncertainty. We remark that one can derive the set U as an induced uncertainty set defined using the "true" non-convex penalty ℓ 0 , where β 0 := |{i : β i = 0}|. To be precise, for any p ∈ [1, ∞] and for Γ = {β ∈ R n : β p ≤ 1} we claim that
This is summarized, with an additional representation U ′′ as used in [45] , in the following proposition.
Proof. We first show that U = U ′ . Because β 1 ≤ β 0 for all β ∈ R n with β p ≤ 1, we have that U ⊆ U ′ . Now suppose that ∆ ∈ U ′ . Then for any β ∈ R n , we have that
is the standard orthonormal basis for R n . Hence, ∆ ∈ U and therefore U ′ ⊆ U . Combining with the previous direction gives U = U ′ .
We now prove that U = U ′′ . That U ′′ ⊆ U is essentially obvious; U ⊆ U ′′ follows by considering
. This completes the proof.
This proposition implies that ℓ 1 arises from the robustification setting without directly appealing to standard convexity arguments for why ℓ 1 should be used to replace ℓ 0 (which use the fact that ℓ 1 is the so-called convex envelope of ℓ 0 on [−1, 1] n , see e.g. [7] ).
In light of the above discussion, it is not difficult to show that other Lasso-like methods can also be expressed as an adversarial robustification, supporting the flexibility and versatility of such an approach. One such example is the elastic net [46, 14, 36] , a hybridized version of ridge regression and the Lasso. An equivalent representation of the elastic net is as follows:
As per Theorem 2, this can be written exactly as
Under this interpretation, we see that λ and µ directly control the tradeoff between two different types of perturbations: "feature-wise" perturbations ∆ (controlled via λ and the F ∞ norm) and "global" perturbations ∆ ′ (controlled via µ and the F 2 norm).
We conclude this subsection with another example of when robustification is equivalent to regularization for the case of LAD (ℓ 1 ) and maximum absolute deviation (ℓ ∞ ) regression under row-wise uncertainty. For completeness, we note that the uncertainty set U = {∆ : δ i q ≤ λ ∀i} considered in Theorem 3 is actually an induced uncertainty set, namely, U = U (q * ,∞) .
Non-equivalence of robustification and regularization
In contrast to previous work studying robustification for regression, which primarily addresses tractability of solving the new uncertain problem [2] or the implications for Lasso [45] , we instead focus our attention on characterization of the equivalence between robustification and regularization.
We begin with a regularization upper bound on robustification problems.
Proposition 2. Let U ⊆ R m×n be any non-empty, compact set and g : R m → R a seminorm.
Then there exists some seminorm h : R n → R so that for any z ∈ R m , β ∈ R n ,
with equality when z = 0.
Proof. Let h : R n → R be defined as
To show that h is a seminorm we must show it satisfies absolute homogeneity and the triangle inequality. For any β ∈ R n and α ∈ R,
so absolute homogeneity is satisfied. Similarly, if β, γ ∈ R n ,
and hence the triangle inequality is satisfied. Therefore, h is a seminorm which satisfies the desired properties, completing the proof.
When equality is attained for all pairs (z, β) ∈ R m × R n , we are in the regime of the previous subsection, and we say that robustification under U is equivalent to regularization under h. We now discuss a variety of explicit settings in which regularization only provides upper and lower bounds to the true robustified problem. where U Fq = {∆ ∈ R m×n : ∆ Fq ≤ λ}. In the case when p = q we saw earlier (Theorem 2) that one exactly recovers ℓ p regression with an ℓ p * penalty:
Let us now consider the case when p = q. We claim that regularization (with h) is no longer equivalent to robustification (with U Fq ) unless p ∈ {1, ∞}. Applying Proposition 2, one has for any z ∈ R m that max
where h = max ∆∈U Fq ∆β p is a norm (when p = q, this is precisely the ℓ p * norm, multiplied by λ). Here we can compute h. To do this we first define a discrepancy function as follows:
This discrepancy function is computable and well-known (see e.g. [25] ):
It The proof applies basic tools from real analysis and is contained in Appendix A.
Theorem 4. (a) For any z ∈ R m and β ∈ R n ,
(b) When p ∈ {1, ∞}, there is equality in (3) for all (z, β).
(c) When p ∈ (1, ∞) and p = q, for any β = 0 the set of z ∈ R m for which the inequality (3) holds at equality is a finite union of one-dimensional subspaces (so long as m ≥ 2). Hence, for any β = 0 the inequality in (3) is strict for almost all z.
(d) For p ∈ (1, ∞), one has for all z ∈ R m and β ∈ R n that
(e) For p ∈ (1, ∞), the lower bound in (4) is best possible in the sense that the gap can be arbitrarily small, i.e., for any β ∈ R n ,
Theorem 4 characterizes precisely when robustification under U Fq is equivalent to regularization for the case of ℓ p regression. In particular, when p = q and p ∈ (1, ∞), the two are not equivalent, and one only has that
Further, we have shown that these upper and lower bounds are the best possible (Theorem 4, parts (c) and (e)). While ℓ p regression with uncertainty set U Fq for p = q and p ∈ (1, ∞) still has both upper and lower bounds which correspond to regularization (with different regularization
, we emphasize that in this case there is no longer the direct connection between the parameter garnering the magnitude of uncertainty (λ) and the parameter for regularization (λ).
Example 1. As a concrete example, consider the implications of Theorem 4 when p = 2 and q = ∞. We have that
In this case, robustification is not equivalent to regularization. In particular, in the regime where there are many data points (i.e. m is large), the gap appearing between the different problems can be quite large.
Let us remark that in general, lower bounds on max ∆∈U g(z + ∆β) will depend on the structure of U and may not exist (except for the trivial lower bound of g(z)) in some scenarios. However, it is easy to show that if U is compact and zero is in the interior of U , then there exists some λ ∈ (0, 1] so that
Before proceeding with other choices of uncertainty sets, it is important to make a further distinction about the general non-equivalence of robustification and regularization as presented in Theorem 4. In particular, it is simple to construct examples (see Appendix B) which imply the following strong existential result:
Theorem 5. In a setting when robustification and regularization are not equivalent, it is possible for the two problems to have no common optimal solution. In particular,
is not necessarily a solution of
for any λ > 0, and vice versa.
In other words, the regularization path (as λ ∈ (0, ∞) varies) and the robustification path (as the radius λ ∈ (0, ∞) of U varies) do not necessarily have any point in common. As a result, when robustification and regularization do not coincide, they can induce structurally distinct solutions.
We now proceed to analyze another setting in which robustification is not equivalent to regularization. The setting, in line with Theorem 2, is ℓ p regression under spectral uncertainty sets U σq .
As per Theorem 2, one has that A natural question is what happens when the loss function ℓ 2 , a modeling choice, is replaced by ℓ p , where p ∈ [1, ∞]. We claim that for p / ∈ {1, 2, ∞}, robustification under U σq is no longer equivalent to regularization. In light of Theorem 4 this is not difficult to prove. We find that the choice of q ∈ [1, ∞], as before, is inconsequential. We summarize this in the following proposition:
Proposition 3. For any z ∈ R m and β ∈ R n ,
In particular, if p ∈ {1, 2, ∞}, there is equality in (5) for all (z, β). If p / ∈ {1, 2, ∞}, then for any β = 0 the inequality in (5) is strict for almost all z (when m ≥ 2). Further, for p / ∈ {1, 2, ∞} one has the lower bound
whose gap is arbitrarily small for all β.
Proof. This result is Theorem 4 in disguise. This follows by noting that
and directly applying the preceding results.
We now consider a third setting for ℓ p regression, this time subject to uncertainty U (q,r) ; this is a generalized version of the problems considered in Theorems 1 and 3. From Theorem 1 we know
Similarly, as per Theorem 3, when r = ∞ and p ∈ {1, ∞},
Given these results, it is natural to inquire what happens for more general choices of induced uncertainty set U (q,r) . As before with Theorem 4, we have a complete characterization of the equivalence of robustification and regularization for ℓ p regression with uncertainty set U (q,r) :
Proposition 4. For any z ∈ R m and β ∈ R n ,
In particular, if p ∈ {1, r, ∞}, there is equality in (5) for all (z, β). If p ∈ (1, ∞) and p = r, then for any β = 0 the inequality in (6) is strict for almost all z (when m ≥ 2). Further, for p ∈ (1, ∞) with p = r one has the lower bound
Proof. The proof follows the argument given in the proof of Theorem 4. Here we simply note that now one uses the fact that max
We summarize all of the results on linear regression in Table 2 .
Loss function Uncertainty set U h(β) Equivalence if and only if seminorm g Table 2 : Summary of equivalencies for robustification with uncertainty set U and regularization with penalty h, where h is as given in Proposition 2. Here by equivalence we mean that for all z ∈ R m and β ∈ R n , max∆∈U g(z + β) = g(z) + h(β), where g is the loss function, i.e., the upper bound h is also a lower bound. Here δm is as in Theorem 4. Throughout p, q ∈ [1, ∞] and m ≥ 2. Here δi denotes the ith row of ∆.
On the equivalence of robustification and regularization in matrix estimation problems
A substantial body of problems at the core of modern developments in statistical estimation involves underlying matrix variables. Two prominent examples which we consider here are matrix completion and Principal Component Analysis (PCA). In both cases we show that a common choice of the regularization problem corresponds exactly to a robustification of the nominal problem subject to uncertainty. In doing so we expand the existing knowledge of robustification for vector regression to a novel and substantial domain. We begin by reviewing these two problem classes before introducing a simple model of uncertainty analogous to the vector model of uncertainty.
Problem classes
In matrix completion problems one is given data Y ij ∈ R for (i, j) ∈ E ⊆ {1, . . . , m}×{1, . . . , n}.
One problem of interest is rank-constrained matrix completion
where · P(F 2 ) denotes the projected 2−Frobenius seminorm, namely,
.
Matrix completion problems appear in a wide variety of areas. One well-known application is in the Netflix challenge [42] , where one wishes to predict user movie preferences based on a very limited subset of given user ratings. Here rank-constrained models are important in order to obtain parsimonious descriptions of user preferences in terms of a limited number of significant latent factors. The rank-constrained problem (7) is typically converted to a regularized form with rank replaced by the nuclear norm σ 1 (the sum of singular values) to obtain the convex problem
In what follows we show that this regularized problem can be written as an uncertain version of a nominal problem min X Y − X P(F 2 ) .
Similarly to matrix completion, PCA typically takes the form
where · is either the usual Frobenius norm F 2 = σ 2 or the operator norm σ ∞ , and Y ∈ R m×n .
PCA arises naturally by assuming that Y is observed as some low-rank matrix X plus noise: (8) is well-known to be a truncated singular value decomposition which retains the k largest singular values [15] . PCA is popular for a variety of applications where dimension reduction is desired.
A variant of PCA known as robust PCA [10] operates under the assumption that some entries of Y may be grossly corrupted. Robust PCA assumes that Y = X + E, where X is low rank and E is sparse (few nonzero entries). Under this model robust PCA takes the form
Here again we can interpret X σ 1 as a surrogate penalty for rank. In the spirit of results from compressed sensing on exact ℓ 1 recovery, it is shown in [10] that (9) can exactly recover the true X 0 and E 0 assuming that the rank of X 0 is small, E 0 is sufficiently sparse, and the eigenvectors of X 0 are well-behaved (see technical conditions contained therein). Below we derive explicit expressions for PCA subject to certain types of uncertainty; in doing so we show that robust PCA does not correspond to an adversarially robust version of min X Y − X σ∞ or min X Y − X F 2 for any model of additive linear uncertainty.
Finally let us note that the results we consider here on robust PCA are distinct from considerations in the robust statistics community on robust approaches to PCA. For results and commentary on such methods, see [13, 29, 40, 28] .
Models of uncertainty
For these two problem classes we now detail a model of uncertainty. Our underlying problem is of the form min X Y − X , where Y is given data (possibly with some unknown entries). As with the vector case, we do not concern ourselves with uncertainty in the observed Y because modeling uncertainty in Y simply leads to a different choice of loss function. To be precise, if V ⊆ R m×n and g is convex loss function thenḡ
is a new convex loss functionḡ of Y − X.
As in the vector case we assume a linear model of uncertainty in the measurement of X:
where ∆ (ij) ∈ R m×n ; alternatively, in inner product notation, Y ij = X ij + ∆ (ij) , X + ǫ ij . This linear model is in direct analogy with the model for vector regression taken earlier; now β is replaced by X, and again we consider linear perturbations of the unknown regression variable.
This linear model of uncertainty captures a variety of possible forms of uncertainty and accounts for possible interactions among different entries of the matrix X. Note that in matrix notation, the nominal problem becomes, subject to linear uncertainty in X,
where here U is some collection of linear maps and ∆ ∈ U is defined as [
where again ∆ (ij) ∈ R m×n (all linear maps can be written in such a form). Note here the direct analogy to the vector case, with the notation ∆(X) chosen for simplicity. (For clarity, note that ∆ is not itself a matrix, although one could interpret it as a matrix in ∆ mn×mn , albeit at a notational cost; we avoid this here.)
We now outline some particular choices for uncertainty sets. As with the vector case, one natural set is an induced uncertainty set. Precisely, if g, h : R m×n → R are functions, then we define an induced uncertainty set
As before, when g and h are both norms, U (h,g) is precisely a ball of radius λ in the induced norm
There are also many other possible choices of uncertainty sets. These include the spectral uncertainty sets
where we interpret ∆ σp as the σ p norm of ∆ in any, and hence all, of its matrix representations.
Other uncertainty sets are those such as U = {∆ : ∆ (ij) ∈ U (ij) }, where U (ij) ⊆ R m×n are themselves uncertainty sets. These last two models we will not examine in depth here because they are often subsumed by the vector results (note that these two uncertainty sets do not truly involve the matrix structure of X, and can therefore be "vectorized", reducing directly to vector results).
Basic results on equivalence
We now continue with some underlying theorems for our models of uncertainty. As a first step, we provide a proposition on the spectral uncertainty sets. As noted above, this result is exactly Theorem 2, and therefore we will not consider such uncertainty sets for the remainder of the paper.
For what follows, we restrict our attention to induced uncertainty sets. We begin with an analogous result to Theorem 1. The proof is similar and therefore kept concise. Throughout we always assume without loss of generality that if Y ij is not known then Y ij = 0 (i.e., we set it to some arbitrary value).
Theorem 6. If g : R m×n → R is a seminorm which is not indentically zero and h : R m×n → R is a norm, then
This theorem leads to an immediate corollary:
Corollary 2. For any norm · : R m×n → R and any p ∈ [1, ∞]
In the two subsections which follow we study the implications of Theorem 6 for matrix completion and PCA.
Robust matrix completion
We now proceed to apply Theorem 6 for the case of matrix completion. Note that the projected Frobenius "norm" P(F 2 ) is a seminorm. Therefore, we arrive at the following corollary:
In particular, for p = 1 one exactly recovers so-called nuclear norm penalized matrix completion:
It is not difficult to show by modifying the proof of Theorem 6 that even though U (σp,F 2 ) U (σp,P(F 2 )) , the following holds:
In particular, for p = 1 one exactly recovers nuclear norm penalized matrix completion.
Let us briefly comment on the appearance of the nuclear norm in Corollary 3 and Proposition 6. In light of Remark 1, it is not surprising that such a penalty can be derived by working directly with the rank function (nuclear norm is the convex envelope of the rank function on the ball {X : X σ∞ ≤ 1}, which is why the nuclear norm is typically used to replace rank [17, 37] ). We detail this argument as before. For any p ∈ [1, ∞] and Γ = {X ∈ R m×n : X σp ≤ 1}, one can show that
Therefore, similar to the vector case with an underlying ℓ 0 penalty which becomes a Lasso ℓ 1 penalty, rank leads to the nuclear norm from the robustification setting without directly invoking convexity.
Robust PCA
We now turn our attention to the implications of Theorem 6 for PCA. We begin by noting robust analogues of min X Y − X under the F 2 and σ ∞ norms. This is distinct from the considerations in [11] on robustness of PCA with respect to training and testing sets. 
We continue by considering robust PCA as presented in [10] . Suppose that U is some collection of linear maps ∆ : R m×n → R m×n and · is some norm so that for any Y, X ∈ R m×n
It is easy to see that this implies · = · F 1 . These observations, combined with Theorem 6, imply the following:
Proposition 7. The problem (9) can be written as an uncertain version of min X Y − X subject to additive, linear uncertainty in X if and only if · is the 1-Frobenius norm F 1 . In particular, (9) does not arise as uncertain versions of PCA (using F 2 or σ ∞ ) under such a model of uncertainty.
This result is not entirely surprising. This is because robust PCA attempts to solve, based on its model of Y = X + E where X is low-rank and E is sparse, a problem of the form
where A F 0 is the number of nonzero entries of A. In the usual way, F 0 and rank are replaced with surrogates F 1 and σ 1 , respectively. Hence, (9) appears as a convex, regularized form of the problem min
Again, as with matrix completion, it is possible to show that (9) and uncertain forms of PCA with a nuclear norm penalty (as appearing in Corollary 4) can be derived using the true choice of penalizer, rank, instead of imposing an a priori assumption of a nuclear norm penalty. We summarize this, without proof, as follows:
where Γ = {X ∈ R m×n : X σp ≤ 1} and
Non-equivalence of robustification and regularization
As with vector regression it is not always the case that robustification is equivalent to regularization in matrix estimation problems. For completeness we provide analogues here of the linear regression results. We begin by stating results which follow over with essentially identical proofs from the vector case; proofs are not included here. Then we characterize precisely when another plausible model of uncertainty leads to equivalence.
We begin with the analogue of Proposition 2.
Proposition 9. Let U ⊆ {linear maps ∆ : R m×n → R m×n } be any non-empty, compact set and g : R m×n → R a seminorm. Then there exists some seminorm h : R m×n → R so that for any
with equality when Z = 0.
As before with Theorem 4 and Propositions 3 and 4, one can now compute h for a variety of problems.
Proposition 10. For any Z, X ∈ R m×n ,
where ∆ Fq is interpreted as the F q norm on the matrix representation of ∆ in the standard basis.
In particular, if p = q and p ∈ (1, ∞), then for any X = 0 the upper bound in (12) is strict for almost all Z (so long as mn ≥ 2). Further, when p = q and p ∈ (1, ∞), the gap in the lower bound in (11) is arbitrarily small for all X.
Proposition 11. For any Z, X ∈ R m×n ,
In particular, if p / ∈ {1, 2, ∞}, then for all X = 0 the upper bound in (14) is strict for almost all Z (so long as mn ≥ 2). Further, if p / ∈ {1, 2, ∞}, the gap in the lower bound in (13) is arbitrarily small for all X.
We now turn our attention to non-equivalencies which may arise under different models of uncertainty instead of the general matrix model of linear uncertainty which we have included here, where
with ∆ (ij) ∈ R m×n . Another plausible model of uncertainty is one for which the jth column of ∆(X) only depends on X j , the jth column of X (or, for example, with columns replaced by rows).
We now examine such a model. In this setup, we now have n matrices ∆ (j) ∈ R m×m and we define the linear map ∆ so that the jth column of
which is simply matrix vector multiplication. Therefore,
For an example of where such a model of uncertainty may arise, we consider matrix completion in the context of the Netflix problem. If one treats X j as user j's true ratings, then such a model addresses uncertainty within a given user's ratings, while not allowing uncertainty to have crossuser effects. This model of uncertainty does not rely on true matrix structure and therefore reduces to earlier results on non-equivalence in vector regression. As an example of such a reduction, we state the following proposition characterizing equivalence. Again, this is a direct modification of Theorem 4 and the proof we do not include here. 
Further, under such a model of uncertainty, robustification is equivalent to regularization with h if and only if p ∈ {1, ∞} or p = q j for all j = 1, . . . , n.
While the case of matrix regression offers a large variety of possible models of uncertainty, we see again as with vector regression that this variety inevitably leads to scenarios in which robustification is no longer directly equivalent to regularization. We summarize the conclusions of this section in Table 3 .
Loss function Uncertainty set h(X)
Equivalence if and only if seminorm g U (h,g) (h norm) λh(X) always F p U σq λδ mn (p, 2) X F 2 p ∈ {1, 2, ∞} F p U Fq λδ mn (p, q) X F q * p ∈ {1, q, ∞}
(p = q j ∀j) or with ∆ (j) ∈ U Fq j p ∈ {1, ∞} Table 3 : Summary of equivalencies for robustification with uncertainty set U and regularization with penalty h, where h is as given in Proposition 9. Here by equivalence we mean that for all Z, X ∈ R m×n , max∆∈U g(Z+X) = g(Z)+h(X), where g is the loss function, i.e., the upper bound h is also a lower bound. Here δmn is as in Theorem 4. Throughout p, q ∈ [1, ∞] and mn ≥ 2.
Conclusion
In this work we have considered the robustification of a variety of problems from classical and modern statistical regression as subject to data uncertainty. We have taken care to emphasize that there is a fine line between this process of robustification and the usual process of regularization, and that the two are not always directly equivalent. While deepening this understanding we have also extended this connection to new domains, such as in matrix completion and PCA. In doing so, we have shown that the usual regularization approaches to modern statistical regression do not always coincide with an adversarial approach motivated by robust optimization. which z + ∆β p = z p + ∆β p . For any z = 0 this observation, combined with Minkowski's inequality, implies that
Appendix B
This appendix includes an example of choice of loss function and uncertainty set under which (a) regularization is not equivalent to robustification in general and (b) there exist problem instances for which the regularization path and robustification path have no intersection. The example we give is in the vector setting for simplicity, although the generalization to matrices is obvious.
In particular, let m = m and n = 1, and consider U = U (1, 2) By using a calculus argument, it is possible to show that as ρ ∈ (0, ∞) varies, the set of all solutions β * is the open interval (0, 3/5). In other words, the solution to the regularization problem is never a solution to the robustification, and vice versa. This completes the counterexample.
