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Was symbolisieren die bestimmten Artikel des Deutschen?* 
0.  Fragestellung 
Eine  wesentliche  morpho-syntaktische  Eigenschaft  pronominaler  Formen  ist  ihre 
Kongruenz mit dem Nomen. In den Grammatiken werden die pronominalen Paradigmen 
deshalb anhand der Kategorien des Nomens konstruiert. So wird traditionellerweise im 
Deutschen  fur  all  die  verschiedenen  pronominalen  Elemente  wie  bestimmterlunbe- 
stimmter  Artikel,  Negationsartikel,  Possessiv-  und  Demonstrativpronomen,  starkel 
schwache Adjektive ein und dieselbe Struktur des Paradigmensystems zugrundegelegt. 
Die 3 Genusklassen konstituieren je ein Paradigma im Singular sowie ein gemeinsames 
Pluralparadigma. Jedes dieser 4 Paradigmen hat 4 Kasuspositionen, Nom., Gen., Dat., 
Akk. Dies ergibt ein  Paradigmensystenl  mit  16 Paradigmenpositionen.  Jede Position 
beschreibt eine der moglichen syntaktischen Umgebungen von nominalen Einheiten auf 
der AuBerungsoberfliiche.  Nicht  nur  im Deutschen  existiert  nun  aber keineswegs  fur 
jede  dieser Positionen auch eine eigenstandige pronominale Form. Die Diskrepanz ist 
bekanntlich  beachtlich.  Das  Paradigmensystem  des  bestimmten  Artikels  -  das  hier 
exemplarisch diskutiert werden  sol1 - weist mit 6 Fotmen noch  den  grol3ten Formen- 
reichtum auf. Das Demonstrativpronomen dies und der Negationsartikel kein z.B. haben 
5 distinkte Formen, die schwachen Adjektive schlieBlich nur 2. 
Die Frage, die sich unmittelbar aufdriingt, ist, welche (grammatische) Ratio steckt 
hinter diesem hohen Ma8 an Formidentitaten. Inwieweit haben wir es hier mit motivier- 
ten  Synkretismen, d.h. auf  inhaltlich begriindeten  Neutralisationen  beruhenden  Form- 
identitaten, undloder zuf'alligen Homonymien zu tun? Im Hinblick auf die pronominalen 
Paradigmen des Deutschen sind dieser Frage meines Wissens bisher Bierwisch (1967), 
Blevins (1995) und Wiese (1997) nachgegangen. Auch in Plank (1991) wird die Behand- 
lung von Synkretismen in der Morphologie von verschiedenen Autoren fiir ve~schiedene 
Sprachen angesprochen. Ich  will jedoch  nur  auf  die zuerst  genannten  Arbeiten  kurz 
eingehen. Mit explizitem Verweis  auf  Jakobson  und  Hjelmslev  unternimmt  Bierwisch 
(1967) im Rahmen eines generativen Grammatikn~odells  die Ubertragung der Theorie 
der distinktiven Merkmale und ihrer Neutralisation  sowie der Markiertheitstheorie aus 
der  Phonologie  auf  die  Beschreibung  von  flexionsmorphologischen  Distinktionen. 
Dcr Beitrag heruht auf den nach zweijahrigcr Puhlikationsdauer in Bittncr (2001) el-schiencnen crslen 
Uherlcgungen  ru dicscin Thema und dcren Weitercntwicklung, die mit verschiedcnen Schwerpunkten 
aul'dc~n  Workshop ,Genus als grammatische Kategorie' am  11.112.6.1999 in Bamberg, dem 9. Inter- 
national Morphology Meeting vom 25.- 27.2.00 in Wien sowie dcr ,Conference on Gender and Inflec- 
tional Class'  am 27.5.00 in Tromso vorgstelll wurden. Ich danke allen Diskussionspartncrn  fiir ihre An- 
rcgungcn, hcsondcrs Andreas Bittncr, Wolfgang Ullrich Drcssler, Livio Gaeta, Bernhard Hurch, Klaus- 
Michael Kopcke, Elisaheth Leiss, Trond Trosterud, Barhara Unterheck, Doris Weher und Bernd Wiese. 
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Annahme einer hierarchischen und paradigmatischen Organisation des Lexikons sowie 
unterspezifizierter Paradigmen. Die sich  aus der  (unumganglichen) Mitlieferung  von 
Interpretationsinformation  auf der syntaktischen Ebene ergebende Unterspezifizierbar- 
keit von Information auf der morphologischen Ebene ist schliefilich ein Grundgedanke bei 
Wiese (1997), der auBerdem auf die Beteiligung der phonologischen Struktur der Affixe 
an  der (ikonischen) Kodierung  der Merkmalsinhalte hinweist. Trotz  der  unterschied- 
lichen  Zielstellungen  und  Argumentationswege  ist  allen  drei  Arbeiten  der  Versuch 
gemeiusam, die Formidentitiiten auf Neutralisationen syntaktisches Merkmale zuruckzu- 
fuhren. Es wurde also -  etwas verkurzt dargestellt -  danach gefragt, oh sich Synkretismen 
dadurch begriinden, daB etwa Nom. und Akk. als unmarkierte Kasus auf der morpholo- 
gischen Ebene undifferenziert bleiben und sich von  den uhrigen Kasus durch Negativ- 
s~ezifikation  wie [-oblique/-governed]  oder Nichtrelevanz  besti~nmter  Kasusmerkmale 
wie [+oblique] unterscheiden. Wahrend Bierwisch dahei mit positiv und negativ spezifi- 
zierten Merkmalen arbeitet, sind bei Blevins uud Wiese nur positiv  spezifizierte Merk- 
male relevant. Immer werden jedoch  spezifische Kasusmerkmale (Bierwisch: *oblique, 
*governed;  Blevins:  oblique, nonoblique, dative,  accusative; Wiese: oblique, object) 
und spezifische Genusmerkmale (Bierwisch: *ax.,  *emin.;  Blevins: nonfemin., masc.; 
Wiese: standard, special) unterschieden, bei Bierwisch auch uoch spezifische Numerus- 
merkmale (kPlur.). Die Zielstellung, die Paradigmen  anhand  einer optimalen  Anzahl 
von  Merkmalen, d.h.  moglichst  okonomisch und  elegant  zu  beschreiben,  fuhrte  zur 
Ansetzung von je zwei Merkmalen fiir die Genus- und Kasusdifferenzierung sowie einem 
Merkmal  zur Differenzierung der beiden  Numeri  bei  Bierwisch. Da es sich bei diesen 
Merkmalen jedoch um syntaktische Merkmale handelt, Merkmale also, die die auI3emngs- 
stmktur betreffen,  und  nicht um  Merkmale, die den  Informationsgehalt, den  semioti- 
schen Inhalt der grammatischen  Formen beschreibeu, ist m.E. die Frage, welche Ratio 
hinter den Formidentitiiten in synkretistischen Paradigmen liegt, noch nicht beantwortet. 
Gemeinsame syntaktische Merkmale bzw.  gleiches  syntaktisches Verhalten  von 
sprachlichen Einheiten stellen zwar wichtige Indizien fur die Erklarung von Synkretis- 
men dar, siud aber genau wie diese selbst eher als Folge einer Informationsidentitiit zu 
betrachten, denn als ihre Ursache. Die hier angesprochene Problematik  der gewiihlten 
distinktiven Merkmale wird im Genusbereich besonders deutlich: Die zur Differenzie- 
rung  der 3 Genera herangezogenen Kriterien  sind  im Prinzip  willkiirlich bestimmbar. 
Ob man nun [+masel und [+fein] oder [+fern] und [+ntr] oder wie Wiese [standard] und 
[spezial] als differenzierende Merkmale wiihlt, bleibt letztlich gleich, solange nicht klar 
ist, welche auf die Interpretation der Aussage bezogenen Informationen sich hinter diesen 
Merkmalen verstecken. Auch Annahmen uber Markiertheitsverhaltnisse, mit denen die 
Wahl  der  Merkmale  motiviert  wird,  mussen  unabhiingig  begrundet  und  bewieseu,  - -  - 
m.a.W. auf  auBersprachliche  Merkmale  zuruckgefuhrt  werden.  Das  gleiche  gilt  im 
Grunde fur die Systematisierung der Kasusdifferenzierungen. Was sagen uns Merkmale 
wie [+object] oder [+oblique] uber den Beitrag, den eine Kasusform zur Interpretation 
der AuBerung liefert; insbesondere dann, wenn es mehrere Formen fur einen Kasus gibt? 
Interessant ist, da13  der Unterschied  zwischen  strukturellen Merkmalen (Verhalten 
in  Lautverbindungen)  und  distinktiven  Merkmalen  (Artikulationsart  und  -ort)  in  der 
Phonologie von Beginn  an berucksichtigt  wurde. Itn  Unterschied  zum  Phonemsystem, Was symholisier~n  die hesrinzmten Artikel des Deutschen?  3 
das auf artikulatorischen  Gegebenheiten  beruht,  beruht  die Morphologie auf  semioti- 
schen Gegebenheiten, d.h. auf der Kodierung von Information mittels Zeichen. Distink- 
tive Merkmale auf morphologischer Ebene mussen  somit den semiotischen Gehalt des 
sprachlichen  Zeichens  wiedergeben.  Sie konnen  folglich  nur  semantische Merkmale 
sein. Um welche Art von semantischen Merkmalen es sich dabei handeln durfte, ist vor 
allem von Peirce und in dessen Rezeption von Jakobson (1957) deutlich gemacht worden. 
Jakobson  (1965)  hat  zudem  auf  den  langen  historischen  Vorlauf  der  Peirce'schen 
Uberlegungen  zu  ,deixis' und  ,interpreter' verwiesen. In  die Linguistik nach Jakobson 
sind die Aspekte dieser zeichentheoretischen Uberlegungen zwar eingegangen und zur 
Beschreibung grammatischer Strukturen insbesondere zur Beschreibung von Kategorien 
und  Klassen  (etwa  als  deiktisch, telisch, -+holistisch, kdefinit) relevant  geblieben, 
sehr aus dem Blickfeld geraten ist aber fur langere Zeit, daB mit diesen Merkmalen bzw. 
den Kategorien, die sie tragen, grammatische Techniken verbunden sind. D.h., daB jede 
Grammatik  mit  ihren  Kategorien  ein  System  bereitstellt,  diese  Merkmale  auf  jeder 
Eber~e,  fiir  jeden  Aspekt  einer  sprachlichen  AuRerung  variieren  zu  konnen.  Wie 
verschieden die grammatischen Systeme zum Ausdruck gleicher Merkmalskonstellatio- 
nen  konstruiert  sein  konnen, haben  inzwischen  u.a. die Arbeiten  des Kolner Univer- 
salienprojektes (s. u.a. Seilerkehmann 1982; Seiler/Stachowiak  1982; Seiler 1986) oder 
auch Gil (1991) oder Leiss (2000) deutlich gemacht. Es kann  auf diesem Hintergrund 
durchaus  als begrundet  angesehen  werden,  ein  begrenztes  Sample  an  semantischen 
Merkmalen anzunehmen, die in jeweils sprachspezifischer Kombination und Verortung 
der Grammatik aller Sprachen zugrundeliegen. 
I 
Die Frage, wie sich die Formidentitlten in den pronominalen Paradigmen erklaren, 
sei  hiermit  also  nochmals  gestellt. Ziel  der  vorliegenden  Untersuchung  ist  es,  eine 
Annxherung an die Merkmale zu erreichen, die die Sy~nbolisierungslcistung  der verschie- 
denen  Formen  des  bestimmten  Artikels  charakterisieren.  Als  methodische  Maximal- 
annahme lege ich meiner Analyse das Prinzip ,one function -  one form' zugrunde; im 
h~chfunktional~n  Bereich der grammatischen Formen sollten Homonymien unerwiinscht 
sein. Die entsprechende Maximalthese der Untersuchung  ist:  Jede der 6 Formen  des 
bestimmten  Artikels  besitzt  genau  eine  Funktion.  Sie besteht  in  der  Symbolisiemng 
eines bestimmten Komplexes von Interpretationshinweisen. Dieser kann durch semanti- 
sche Merkmale beschrieben werden. 
1.  Formale Analyse des Paradigmensystems 
Ganz im Sinne des Prinzips ,one function-one  form' und der Annahme, daB Formales 
(Hinweise auf) Funktionales birgt, sol1 eine formale Analyse  des Paradigmensystems 
Ausgangspunkt der Betrachtungen sein. Eine nur geringe Abweichung von der traditio- 
nellen  Anordnung der Paradigmen  ergibt eine Darstellung, in  der  ein uberraschendes 
Ma6 an Symmetrie in  der Verteilung der 6 Arlikelfonnen gegeben ist: 
~~  -  -~  -  '  Fiir eine inspirierende Einl'iihrung in  diese hier nur kurz angedeutete AuffBssung von Grammatik vgl. 
Leiss (1992: 1-1  1). 4 
Ahh. 1: ,,traditi~~nelles"  Parndigtnensystern 
Die 4 die-Formen  liegen an den 4 Eckpunkten, die 4 der-Formen sowie die 2 dus- und 
die 2 den-Formen liegen an den auReren Kanten der Darstellung und die 2 des- und die 
2 dem-Formen  bilden  das Zentrum. Macht man diese symmetrische Verteilung  durch 
Einrahmungen graphisch  deutlich, ergeben  sicb 3 voneinander  abgegrenzte Bereiche: 
der Bereich der die-Formen, der Bereich der der-, dus- und den-Formen und der Bereich 
der des- und dem-Formen 
Ahh. 2: ,,symmetrischcs" Paradigmensystem 
Die gefundene Konstellation IaRt sich mengentheoretisch interpretieren: Wir haben vor 
uns die Menge aller bestimmten Artikel. Innerhalb dieser Menge gibt es zwei Teilmen- 
gen, wobei die kleinste  Teilmenge wiederum  Teilmenge der ersten  Teilmenge ist. In 
Merkmalen ausgedriickt heifit das: Es giht mindestens ein Merkmal, das alle bestimm- 
ten  Artikel  besitzen. Es gibt desweiteren  mindestens  ein Merkmal, das die der-, des- 
und den-Formen von den die-Formen unterscheidet und es gibt mindestens ein weiteres 
Merkmal, das nur die des- und dem-Formen  besitzen. Merkmale, die alle bestirnmten 
Artikel besitzen konnen wir als Basismerkmale (BM) und Merkmale, die die Teilmen- 
gen konstituieren, als spezifische Merkmale (Specl + Spec2) bezeichnen. Rein formal 
betrachtet,  weisen  also  die  die-Formen  nur  Basismerkmale  auf,  die  der-, dus-  und 
den-Formen Basismerkmale und spezifizierende Merkmale der ersten Slufe und die des- 
und  dem-Formen  cnthalten  die  Basismerkmale,  die  spezifizierenden  Merkmale  der 
ersten Stufe und die spezifizierenden Merkmale der zweiten Stufe, vgl.: 
die  BM 
der, den, das  BM + Specl 
des, dem  BM + Specl + Spec2 
Die gleiche Darstellung, die wir gerade mengentheoretisch interpretiert haben, 1aRt sich 
(in vorsichtiger Anlehnung an Jakobsons Merkmalswiirfel zum russischen Kasussystem, 
Jakobson  1958) auch geometrisch interpretieren. Klappl Inan die BuReren RBnderIFelder 
der Darstellung  in  Abb. 2 nach hinten  um  (man mu8 dabei die Eckfelder nach  innen 
einklappen), erhalt man letztlich einen Wiirfel (dazu mufi man sich die Eckfelder wieder umschreiben.  Im  Sinne unserer  mengentheoretischen  Interpretation  des  Paradigmen- 
systems kann  [+bekannt] als Basismerkmal aller bestimmten Artikel betrachtet werden. 
Es ist zugleich das einzige im Moment erfaBbare Merkmal, das durch die Artikelform 
die  symbolisiert  wird.  Auch  Bierwisch  nimmt  mit  [+det]  (+determiniert) ein  allen 
Demonstrativpronomen gemeinsames Merkmal an. Bei Blevins und Wiese fehlt dagegen 
ein solches Merkmal. Die jeweils unmarkierteste Form bleibt in beiden Untersuchungen 
merkmallos (bei Blevins: die und  keine; bei  Wiese die und  seirze). Welche Funktion, 
welchen Symbolisierungsgehalt diese Formen haben, die ja grammatische Formen sind 
und daher keine lexikalische Semantik aufweisen, bleibt hier offen. 
Die  Untersuchung,  welche  Kategorien  durch  die  symbolisiert  werden,  IaBt  sich 
umkehren  in  eine Untersuchung, welche der schon  betrachteten  Kategorien uberhaupt 
eindeutig durch eine bestimmte  Artikelform  symbolisiert  wird. Es zeigt sich, daR  es 
keine Artikelform gibt, die eindeutig Nom. oder Akk. symbolisiert, sowie keine Artikel- 
form, durch die eindeutig Plural symbolisiert wird. Alle Formen des Pluralparadigmas 
erscheinen auch in  den Singularparadigmen. Wir nehmen dies zum AnlaB, die Kategori- 
enangaben  Singular, Plural, Femin., Nom. und Akk. aus unserer Darstellung des Para- 
digmensystems zu streichen. Was bleibt? Erhalten bleiben die Angaben Mask., Neutr., 
Gen. und Dat. -  jedoch  keine Numerusangabe! Die Kategorie Numerus ist  durch die 
bestimmten  Artikel offenbar  nicht reprasentiert. Sind die bestimmten  Artikel  numeru- 
sindifferent?  Auch  Blevins  und  Wiese  haben  darauf  verwiesen,  daR  eine  Numerus- 
angabe im unterspezifizierten  Paradigma nicht notwendig ist, mit der Begriindung, daB 
das  Auftreten  eines Genusmerkmals Singular  impliziert,  wlhrend das  Nichtauftreten 
eines Genusmerkmals Plural  irnpliziert. Dazu  muR  man  aber wissen  bzw. anderweitig 
im Merkmalssystem verankern, daB diese Implikationen gelten. D.h., der Existenz einer 
Numemsdistinktion muB so letztlich doch Rechnung getragen werden. Vie1 interessanter 
ist  in  diesem  Zusammenhang  das  Greenbergsche  Universal  (Greenberg  1980),  das 
besagt, daB  das  Vorhandensein  von  Genus  immer  das  Vorhandensein  von  Numerus 
voraussetzt. Genus scheint demnach eine Extension von Numerus zu sein. Die Behand- 
lung dieser Frage sol1 jedoch  auf Abschn. 3 verschoben werden. Machen wir uns zuvor 
die verbleibende Kategorienkonstellation des Paradigmensystems graphisch deutlich: 
Ahh. 3: kategorial "rcduzicrles"  Paradigmensystem 
............................................................... 
i  Mask.  Neutr.  ; 
..................... ,  die  1  der  das  1  die  , 
Gen.  der  des  des  der  ....................................................................  :  ..................................................... 
iDat.  der  dem  dem  den  ..................... 
die  den  das  die 
Interpretiert man das Verbleiben von Mask. und Neutr. sowie Gen. und Dat. merkmal- 
stheoretisch, so ergibt sich, daB mit diesen Kategorien eine spezifische(re) Infor~nation 
verbunden  sein  IIIUB,  als  mit den  nicht  mehr aufscheinenden  Kategorien.  DaB  gerade 
Gen. und Dat. als spezifischere Kasus gegenuber Nom. und Akk. erscheinen, verwundert 
nicht.  Sie gelten  traditionell  als  die markierteren  oder  inhaltlich komplexeren  Kasus. 
~berraschend  ist, da13 im Genusbereich Mask. und Neutr. als die spezifischeren Genera 
erscheinen.  Im  allgemeinen  wird  doch  das  Mask.  als  das  unmarkierte  Genus  des Was symholisieren die besrin~mten  Artikel rles Deutscl~et~:J  7 
Deutschen  betrachtet und wenn  nicht das Mask., dann ware (so z.B. Bierwisch  1967) 
das Neutr. als unmarkiert anzusehen -  aber nicht das Femin. Hier sieht es jedoch so aus, 
als wurden  sich Femin. und  Plural  im  Genusbereich  wie Nom.  und  Akk. im  Kasus- 
bereich  verhalten. Diese Parallelitat wird aber nicht nur durch die erfolgte Kategorien- 
tilgung suggeriert, sondern auch formal durch die jeweiligen  Artikelformen! Nom. und 
Akk. unterscheiden  sich  lediglich  im  Mask.,  wo der  11s.  den  auftritt, und Femin. und 
Plural  unterscheiden  sich  lediglich  im  Dat.,  wo  wiederum  der vs.  den  auftritt. Die 
Genusklassifikation erweist sich einmal mehr als ein Ratsel. 
Abb. 3 enthalt einen weiteren interessanten Aspekt. Es wird nicht nur augenschein- 
lich, daB das Paradigmensystem letztlich eine Kreuzklassifikation von Genus und Kasus 
darstellt, vielmehr ergibt sich, daB  sich beide Klassifikationen  gerade  im  Bereich der 
traditionell  als markiert(er) angesehenen des- und dem-Formen kreuzen. Die Markiert- 
heit dieser Formen konnte also aus der Summierung von Genus- und Kasusmerkmalen 
resultieren.  Die Analogie zu  unserer mengentheoretischen  Interpretation  der Formen- 
verteilung im Paradigmensyste~ii  (s. Abb. 2 und darunter) ist aufiallig. 
In  der weiteren  Analyse der Markierungs- und Markiertheitsverhiiltnisse  im Para- 
digmensystem wenden wir uns zunlchst den Fragen zu, die mit der Genusklassifikation 
verbunden sind, und begeben uns dazu zunichst wieder ganz in die Hand der grammati- 
schen Formen. 
3.  Die Genusfragen 
Aus den in Abschn. 2 festgestellten formalen Parallelititen ergeben sich bei Ansetzung 
der Maximalthese iolgende Fragen: 
1.  Warum  ist  das Paradigma der Femin. fast formgleich  mit  dem  Pluralparadigma? 
Welche gemeinsamen Eigenschaften haben Femin. und Plural'? 
2.  Warum  besitzen  Mask.  und  Neutr.  identische Formen  in  Gen. und  Dat.? Welche 
gemeinsamen Eigenschaften haben Mask. und Neutr.? 
Die  Fragen  zeigen,  dal3  wir  uns  mit  den  Hintergriinden  der Genusklassifikation  der 
Nomina  beschaitigen  mussen.  Untersuchungen  zur  Motiviertheit  des Genus  bei  den 
deutschen  Nomina (vgl. u.a. Kopcke  1982, KopckefZubin  1996, Corbett  1991) haben 
vornehmlich den Bereich der Simplizia als Herausforderung betrachtet. Der Bereich der 
Derivativa gilt als nicht vergleichsweise interessant. Hier liegt eine weitgehend eindeu- 
tige Korrelation des Genus mit dem Ableitungssuffix vor. Alles erscheint klar geregelt. 
Fiir die Frage, welcher Inhaltlwelche Information durch die Genusklassifikation kodiert 
wird bzw. mit ihr assoziiert ist, zeigen sich aber gerade hier aufschluBreiche Konstella- 
tionen: Alle Suffixe, die Femin. ableiten, bilden (mil Ausnahrne des Movierungssuffixes 
-in) Abstrakta. Alle Suffixe, die Mask. ableiten, bilden im wesentlichen Nomina agentis 
und Nomina instrumenti, d.h. Konkreta. Es gibt nur wenige Suffixe, die ausschlieBlich 
Neutr. bilden; lediglich das Diminutivsuiiix -chen  und die Kollektivkonstruktionen  mit 
Priifix ge-  und Wortausgang /el. Der weitaus iiberwiegende Teil der derivierten Neutr. wird  durch  Konversion  erzeugt  (Vogel  1996).  Diese  Bildungen  sind  reine 
Substantivierungen, sie behalten den kontinuativen Charakter der Ableitungsbasen bei. 
Ahh. 4  Korrclation von Genus und Wortbildung 
Es  besteht  also cine klare Zuordnung  von  Femin. -  Abstraktum, Mask. -  Konkretum 
und Neutr. -  Kollektivum/Kontinuativum.  Im  Bereich  der Derivation  gibt  es offenbar 
eine semantische Basis fiir die Genuszuordnung. AuRerdem scheint das Genus hier in 
gewissem MaBe als paradigmatische Kategorie wirksam zu sein. Man kann von ein und 
derselben Basis Ableitungen in alle drei Genusklassen herstellen, vgl.: 
&  a  -  rot 




























der Kranke/ein Kranker  ~ler  Fischer  der Roteleiti Koter  der Schnelle/ein Schneller 
clus Krankr  clns Fischen  ~1u.s  Rot  clas Schnelle 
Kontinuativa 
Diese paradigmatische Eigenschaft hat das Genus im Bereich der nichtderivierten Nomen 
offenbar verloren, es ist dort eine erstarrte Kategorie. 
Leiss  (1997)  macht  darauf  aufmerksam, daB  im  Ahd.  moglicherweise  noch  die 
urspriingliche paradigmatische Kraft des Genus aufspurhar ist. Fur einen GroBteil der 
Nomen,  die in  den  ahd. Worterbiichern  mit  wechselndem  Genus belegt  sind,  liegen 
zugleich  verschiedene  Bedeutungsangaben  vor.  Leiss'  erste  Systematisierung  dieser 














-ei:  - 
Qullerei 
Brauerei 
-ik:  - 
Thcatrnlik 
Mimik 
-ion:  - 
Diskussion 
Periektion 












-  -kt: 
Telefonist 
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Grobian Was  s)'n~bolisierr,n  die bestimmfen Artikel des Deutschen.>  9 
singulativer  Bedeutung und  neutr.  Genus mit kontinuativer  Bedeutung korreliert.  Mit 
einigen kleinen Verschiebungen entspricht dieser ahd. Befund den heutigen Verhaltnis- 
sen  in  der Wortbildung  der Nomina.  Es sieht  so aus,  als  hatte  die Wortbildung  die 
Funktion des Genus ubernommen  ohne ganz die Bindung zum  Genus zu  verlieren - 
bzw. als wiire Genus grammatikalisierte Wortbildung. 
DaB es sich bei den konstatierten Korrelationen der Genera mit den angefuhrten Merk- 
malen nicht um eine sprachinterne Spekulation handelt, wird deutlich, wenn man einen 
Blick in die Genusliteratur des 19. Jahrhunderts wirft. Vergleichbare Korellationen sind 
bereits haufig und vor allem auch cross-linguistisch festgestellt worden, vgl. Weber (1999). 
Die Frage nach der Gemeinsamkeit von Femin. und Plural kann auf diesem Hinter- 
grund umformuliert werden in die Frage: 
la. Was verbindet Abstrakta und Kollektiva mit Plural? 
Dies ist bereits an verschiedenen Stellen dargelegt worden und auch Leiss' Artikel zum 
Genus im Ahd. enthllt einen entsprechenden Hinweis: Kollektiva werden als nondistri- 
butive  Plurale charakterisiert.  Kollektivbildungen  fassen mehrere Entitaten  derselben 
Art  zu  einem  Ganzen  zusammen. Abstrakta  sind  ahnlich, sie fassen  Entitaten  unter- 
schiedlicher Art zu einem Ganzen zusammen. Beiden Wortklassen  ist gemeinsam, daO 
sie eine Zusammenfassung von Einzelelementen beinhalten  und  darin  wiederum  liegt 
ihre Gemeinsamkeit mit dem Plural. Nun sind im Nhd. nur die AbstraktaFemin. und als 
solche  weitgehend  formgleich  mit  dem  Plural.  Die  Neutralisation  der  distinktiven 
Merkmale mu6 also so angelegt sein, daR  sich kein Zusammenfall  mit den Kollektiva 
ergibt. Kollektiva unterscheiden sich von  Abstrakta und Plural darin, daB bei ihnen das 
Ganze,  die  Objekthaftigkeit  des  Bezeichneten  hervorgehoben  wird.  Sie  bilden  ein 
begrenztes  Ganzes.  Abstrakta  und  Plural  dagegen  bezeichnen  Dinge,  deren  auRere 
Grenzen  nicht  relevant  sind.  Abstrakta  und  Plural  treffen  sich  in  ihrer  Eigenschaft 
unbegrenzte Ganze zu sein. 
Die ahd. Mask. werden als Singulativa charakterisiert. Im Nhd. sind mask. Deriva- 
tiva Bezeichnungen fiir Individuativa und Konkreta. Sowohl Singulative als auch Indi- 
viduativa und Konkreta reprasentieren begrenzte unteilbare Ganze. 
Bleiben die Neutr.! Furs Ahd. sind sie als Mass Nouns und Kontinuativa charakteri- 
siert worden. Im Nhd. sind neutr. Derivativa, wie schon festgestellt, vorrangig Kontinu- 
ativa und Kollektiva. Die gemeinsame Eigenschaft dieser beiden Wortklassen  ist, daO 
sie Dinge bezeichnen,  die sich  aus Entitaten derselben  Art konstituieren. Dies konnte 
die  Basis  sein, auf  der  sie  sich  in  der  Entwicklung  vom  Ahd.  rum  Nhd.  einander 
angenahert haben. Gegenwartig ist zu beobachten, dab auch Ableitungen mit Prafix ge- 
und  Wortausgang  auf  /el  Kontinuativcharakter  annehmen,  vgl.  Gerede,  Gelache, 
Gefahre. Kontinuativa sind unabgeschlossene Ganze, so wie Abstrakta und Plural. Ihre 
Spezifik ist  dabei, daB  bei  ihnen  nicht  nur  das Ganze, sondern  auch die Teile unab- 
geschlossen  sind. Jede Ausgrenzung aus einer kontinuativen  Struktur ist  wieder eine 
kontinuative Struktur, mit exakt denselben Eigenschaften wie die AusgangsgroRe. Das 
gilt nicht fijr Abstrakta, die quasi emergente Ableitungen sind, und nicht fur Plural. Eine 
ihrer Einzelentitaten  ergibt nicht wieder einen Plural oder ein Abstraktum. Zusammen- 
fassend konnen wir also die These aufstellen, daB mit den einzelnen Genusklassen heute 
noch resthaft folgende inhaltlichen Aspekte verknupft sind: 10  Ungmur Rittner 
Femin./Plural  - via Abstrakta  - unbegrenzte Ganze  nit begrenzten Teilen 
Mask.  -  via Konkreta  - begrenzte Ganze (keine Teile) 
Neutr.  - via Kontinuativa  - unbegrenzte Ganze mit unbegrenzten Teilen 
Fur die weitere Analyse der Artikelformen ist nun ein wichtiger Unterschied zwischen 
dem Ahd. und dem Nhd. zu beachten. Im Ahd. bzw. in  noch fmheren Sprachperioden 
resultierten die distinktiven Merkrnale der Genusklassen, ihr kategorialcs Potential (ver- 
mutlich)  aus  den  Teil-Ganzes-Klassifikationen.  Im  Nhd.  dagegen  ist  Genus - wie 
bereits festgestellt -  eine grammatikalisierte  Reliktkategorie. Fur jedes  Nomen  ist ein 
bestimmtes Genus festgeschrieben. Die originare Funktion des Genus, die Symbolisie-  . 
rung der spezifischen Teil-Ganzes-Struktur  des Referenzobjekts, wurde von  der Wort- 
bildung iibernommen, die nur noch sekundir mit den Genusklassen verbunden ist. Die 
Genusmarkierung  selbst  wurde  vom  Wortende  des  Nomens  auf  die  pronominalen 
Elemente,  primar  die  Artikel,  verlagert.  Sie  ist jetzt  kombiniert   nit  den  originaren 
Eigenschaften  dieser Elemente.  Eine wesentliche Eigenschaft  der  Artikel, sowohl  des 
unbestimmten  als auch  des  bestimmten  Artikels  ist,  daB  sie die Referenz  auf  einen 
begrenzten,  als  Ganzes  wahrnehmbaren  Gegenstand  symbolisieren.  In  den  heutigen 
Genusklassen ist  also die Symbolisierung einer  bestimmten  Teil-Ganzes-Struktur  der 
Referenzsemantik der jeweiligen  pronominalen  Formen, im  Fall  der Artikel  also der 
Referenz  auf  begrenzte  Ganze,  untergeordnet.  Die  Uberlagerung  von  Informationen 
verschiedener  Bereiche  in  den  pronominalen  Einheiten - hinzu  kommen  ~nindestens 
noch  Kasusinformationen -  hat einerseits zur Folge, daB die jeweiligen  Informations- 
anteile fur den Linguisten schwer zu erschlieBen sind, andererseits ist sie wohl zugleich 
die Basis fur umfangreiche Neutralisationen,  die den drohenden TnformationsuberfluB 
auf das notwendige MaB begrenzen sollen. 
Aus den obigen Uberlegungen ergibt sich folgende These: Die weitgehende Form- 
gleichheit  von  Femin. und  Plural  steht  im  Zusammenhang mit  gemeinsamen  Eigen- 
schaften  in  der Teil-Ganzes-Struktur  der in  beide Klassen  eingeordneten  Nomen.  Es 
handelt sich jeweils um unbegrenzte Ganze, die sich aus begrenzten Teilen konstituieren. 
Im Hinblick  auf die nur bei  Femin. und Plural  auftretende Artikelform  die ist jedoch 
festzuhalten, daB es nicht zu den unmittelbaren Eigenschaften von die gehort diese Teil- 
Ganzes-Struktur zu symbolisieren. Dies ergibt sich aus dem Auftreten anderer Artikel- 
formen  in den Paradigmen der Femin. und  des Plurals. Die Symbolisierung der Teil- 
Ganzes-Struktur ,unbegrenztes Ganzes mit begrenzten Teilen' kann maximal als sekun- 
dare Eigenschaft der Artikelform die betrachtet werden. Es sei noch einmal betont: Die 
jeweiligen  Teil-Ganzes-Verhiiltnisse  bzw.  Perspektivierungen  werden  nicht durch  das 
grammatische  Potential  der  bestimrnten  Artikel  erzeugt,  sondern  entweder  durch 
Wortbildungselemente  odes durch  die  Pluralmarkierung.  Der  bestimmte  Artikel  die 
symbolisiert prirnar lediglich das Merkmal [+bekannt]. 
Wir kommen nun zur Diskussion der zweiten Genusfrage: Warum besitzen  Mask. 
und Neutr.  identische Formen  in  Gen. und Dat.? Welche gemeinsamen Eigenschaften 
haben Mask. und Neutr.? 
Wie die obige Diskussion der uber die Wortbildung an die Genusklassen assoziier- 
ten Teil-Ganzes-Eigenschaften gezeigt hat, lassen sich fur Mask. und Neutr. keine ver- 
gleichbaren Gemeinsamkeiten  feststellen. Mask. korreliert mit der Struktur ,begrenztes 
(unteilbares) Ganzes', Neutr. dagegen mit der Struktur ,unbegrenztes Ganzes mit unbe- Wus syinhoiisirrer~  dic hestbnmt~n  Artikrl des Deufschen?  11 
grenzten Teilen'. Ein Blick auf das gemeinsame Paradigmensystem von unbestimmtem 
Artikel, Possessiv- und Negationsartikel, in dem auch der Nom. beider Genera identisch 
ist,  d.h.,  die  einzige  Distinktion  im  Akk.  besteht,  verstarkt  jedoch  die  Erwartung 
gemeinsamer Eigenschaften. Aber machen wir uns zuniichst einen weiteren Unterschied 
bewuBt.  Wirkliche  Kontinuativa  konnen  nicht  bzw.  nur  unter  spezifischen  Kontext- 
bedingungen  mit  dem  unbestimmten  Artikel  verbunden  werden:  *pin  Wusser,  "ein 
Sand, "ein  Rot, *pin Laufen. Waren alle Neutr. Kontinuativa wiirde diese Genusklasse 
im Bereich des unbestimmten Artikels nicht existieren. Sie erscheint nurlerst im Bereich 
[+bestimmt]  bzw.  genauer  [+bekannt].  Das Merkmal  [+bekannt] enthilt inharent das 
Merkmal  [+begrenzt]. Bekannt  im  Sinne textstrukturierender  Bekanntheit  sind  stets 
konkrete begrenzte Entitaten bzw. GesamtheiteflotaliVdten. Wenn also ein kontinuativer 
Ausdruck  mjt  einem bestimmten  Artikel oder auch einem Possessiv- oder Negations- 
artikel verbunden wird, wird die Referenz auf einen begrenzten Teil oder den gesamten 
U~nfang  der jeweiligeri  Entitiit symbolisiert. M.a.W. die Existenz der Klasse der Neutr. 
beruht -  via  Kontinuativa - auf der Begrenzung eines ,unbegrenzten Ganzen'. Mask. 
sind - via  Konkreta - von  sich  aus  ,begrenzte Ganze'.  Uber  die  Konstatierung  des 
~nt~rschiedlichen  Verhaltens beim unbestimmten  Artikel - konkret  der Nichtexistenz 
einer (produktiven) Klasse der Neutr. in  diesem ~ereich'  - kommen wir  letztlich  zu 
einer  These  uber  Gemeinsamkeiten  von  Mask.  und  Neutr.:  Mask.  und  Neutr. 
reprasentieren  ,begrenzte Ganze', d.h. sie haben &as  gemeinsame Merkmal [+begrenzt]. 
Gleichzeitig  liefern  die  unterschiedlichen  Teil-Ganzes-Strukturen  auch  die Basis  fur 
eine These uber ein distinktives Merkmal beider Genera: Wiihrend Mask. nichtteilbare 
Ganze sind, sind Neutr. teilbare Ganze. Das Merkmal [+teilbar] begrundet die formale 
Distinktion in Nom. und Akk., scheint aber in Dat. und Gen. neutralisiert zu sein. 
Wir mussen an dieser Stelle auf Femin. und Plural zuruckkommen. Auch fiir diese 
Klassen  gilt, daB die Verbindung mit dem bestimmten  Artikel  die Referenz  auf  eine 
bekannte  und  damit  begrenzte  Entitiit  symbolisiert.  Doch  die durch  den  Artikel  die 
hergestellte Begrenztheit stellt bei Abstraktum und Plural die Priisenz der Teile, also die 
auf Vielheit beruhende Konstellation  nicht  in den Hintergrund. Mask. und Neutr bzw. 
die der-ldus-Paradigmen konnten somit die eindeutig singuliiren Klassen sein, wahrend 
die  beiden  die-Paradigmen,  also  Femin.  und  Plural,  numerusunspezifisch  sind.  In 
Jakobsons Terminologie hieBe das, daB sich die Form die als einzige Form, die nicht im 
Paradigma der Mask. und der Neutr. erscheint, zum Merkmal  [+begrenzt] (im Unter- 
schied zu  [+bekannt])  unspezifisch  oder neulral  verhiilt.  Sie sagt uber die An-  oder 
Abwesenheit dieses Merkmals nichts aus; was unsere obige Aussage wiederholt. 
Die in  Abschn. 2 aufgeworfene Frage  nach  dem Zusammenhang von  Genus und 
Numerus ist indirekt schon beantwortet. Beide Kategorien dienen der Perspektivierung 
der Gestalteigenschaften des nominalen Referenten. Die Differenzierung des Singulars 
in  die verschiedenen  Genusklassen  stellt zusBtzliche  Perspektivierungsmijglichkeiten 
zur Verfugung.  Aus  dem festgestellten  Zusammenhang  von  Genus und  Wortbildung 
Es ist lrier wiedcr wichtig zwischen dcr herausgearhcitclen  Korlalation vun Neulr. mit Kollektivn  und 
der g~.ammaliknlisicrtcn  Klasse der Ncutr. zu unterscheiden. Wcnn man annchmcn kann, daB dart, wo 
diesc Grammatikalisierung nicl~l  vorliegl, das ncutr. Gcnus produktiv die mil dem Tcrminus ,Kollekti- 
vum'  bczeichnete  Tcil-Canzes-Slruktur  crzeugt,  giht  cs  keinc  Klnsse  der  Ncutr.  im  Bercich  dcs 
unbestirnmten Artikels. laBt  sich  vermuten,  daB  Sprachen ohne Genus diese  zusatzlichen  Perspektiviemngs- 
moglichkeiten durch die Wortbildung erhalten. 
4.  Genusbasiertes Zwischenergebnis 
Welche  Merkmalszuschreibungen  sind  nach  der  Erorterung  der  Genusfragen  nun 
moglich und wie sieht das Paradigmensystem aus? Es ist relativ klar oder schon klarer, 
welche Symbolisierungsleistung die Formen die und  das besitzen.  AuBerdem wissen 
wir noch etwas uber die Form der im Bereich der Genusklassifikation. 
Ahb. 5: ,,Merkmalssynthese" von bestimmtem Artikel und Genus 
Genitiv 
Dativ 
Folgende vorlaufige Merkmalszuschreibungen  zu  den  Artikeln  konnen  vorgenommen 
werden: 
die  [+bekannt] 
derIMask.  [+bekannt]  [+begrenzt] 
das  [+bekannt]  [+begrenzt]  [+teilbar] 
Offen  bleiben  drei  der-Formen, die den-Formen  und die des- und dem-Formen.  Die 
Darstellung macht deutlich, daB wir uns der Kasusklassifikation zuwenden mussen. Alle 
noch nicht ergrundeten Formen liegen, bis auf eine der beiden den-Formen, im Bereich 
der  spezifischen  oder  markierten  Kasus.  Wiederum  sollen  der  Maximalthese 
,one function -  one form' folgend die aus den Formidentitaten resultierenden Kasusfra- 
gen gestellt werden. Was s~~mbolisieren  die bestinlmten Artikel des Deurschett? 
5.  Die Kasusfragen 
Analog zu den Genusfragen stellen sich im Kasusbereich die folgenden Fragen: 
I.  Was haben Nom. und Akk. gemeinsam? Warum gibt es im Mask. einen (den einzi- 
gen) Unterschied zwischen Nom. und Akk.? 
2.  Was unterscheidet Nom. und Akk. von Dat. und Gen.'? 
3.  Was haben Dat. und Gen. gemeinsam und worin unterscheiden sie sich? 
Die erste Frage ist relativ schnell beantwortet. Nom. und Akk. sind die morphologisch 
unspezifizierten  Kasus.  Wahrend  der  Nom.  generell  als  der  unrnarkierte  Kasus  zu 
betrachten  ist, d.h., er kodiert keine spezifische Information  (vgl. auch Jakobson  1936 
zum Russ.), steht der Akk. dem Nom. in der Funktion gegenuber, das vom Verbereignis 
direkt betroffene  Argument zu enthalten. Dieser Unterschied  wird  aber im  deutschen 
Basissatz zum einen durch die Wortstellung und zum anderen durch die konzeptuellen 
Wahrscheinlichkeiten realisiert. Erst wenn diese Prasuppositionen  verletzt wird, mussen 
weitere Symbolisierungsmittel wie 2.B. der Kontrastakzent eingesetzt werden. Aus den 
genannten  Grunden  kann  der  Akk.  im  Deutschen  wie  in  vielen  anderen  Sprachen 
morphologisch unrnarkiert bleiben. Fiir das Auftreten  von  den im Akk. der Mask. gibt 
es  ebenfalls  eine  allgemein  akzeptierte  Erkllrung.  Sie  baut  genau  auf  dem  eben 
Gesagten auf. Mask. sind die typischen Agenskandidaten. Warum &as  so ist, ist durch 
die aufgezeigte Korrelation  von  Mask. lnit Ableitungen  fur  [+human]-Bezeichnungen 
(also  bevorzugte  Agenskandidaten)  unterstrichen  worden.  Erscheint  ein  typischer 
Agenskandidat, d.h. ein Mask., als Patiens bzw. vom Verbereignis Betroffener, so wird 
gegen eine Psiisupposition  verstoRen. Genau in  diesen Fillen tritt Grammatik ein, d.h., 
eine bestimmte grammatische FormIStruktur, in diesem Fall den, zeigt das Abweichen 
von der Erwartung an. 
Die zweite Frage kann  man  zunachst ganz allgemein beantworten. Gen. und Dat. 
markieren spezifischere Verhiltnisse des jeweiligen  Arguments zum verbereignis3 Lit 
man sich zur Beantwortung der Frage, was die in diesen Kasus auftretenden bestimmten 
Artikel  symbolisieren, von  den  Formen  leiten,  so ist zuniichst  festzustellen, daB  alle 
Formen, die im Gen. und im Dat. erscheinen auch im Mask. und im Neutr. erscheinen. 
Wenn die Formidentitiiten Inhaltsidentitaten  reppisentieren  sollte dies etwas bedeuten. 
Eine besondere  Schwierigkeit  stellt  die Form  den  dar.  Auch  in  den  von  Bierwisch, 
Blevins und Wiese vorgestellten Analysen konnten die beiden den-Formen nicht vereinigt 
werden.  Wie  schon  festgestellt,  verhindern  genau  die  hrz-Formen  die  Zusammen- 
fassung der Paradigmen von  Nom./Akk.  sowie Femin./Plural. Wiihrend  das Auftreten 
von den im Akk. der Mask. plausibel erklarbar ist, erschlieBt sich das Auftreten von den 
im Dat.Plural nicht ohne weiteres. Hinsichtlich  der Architektur des Paradigmensystems 
haben wir die gleiche Situation zwischen Gen.Fem./PI. und Dat.Fem.lP1. wie zwischen 
Mask.Nom./Akk. und  Neutr.Nom./Akk. (vgl. Abb. 3), wobei  im  ersten  Fall  alle vier 
Fonnen zusa~nmenfallen  konnten, trite nicht die den-Form auf. Die entsprechende Frage 
sol1 also analog formuliert werden: Warum wird der Plural im Dat. spezifisch markiert? 
Fur einc detaillierte  Unlersuchung und  inhaltliche Begrundung dcr ,,Rangordnung" zwischen Gen:, 
Dat:  und Akk.-Objekten vgl. Prirnus (1999). Eine Spielerei mit der Symmetrie des Paradigmensystems  gibt hier eine Idee und 
erhellt gleichzeitig die Frage nach den - fur die bestimmten Artikel relevanten! - Inhal- 
ten der Kasusklassifikation. Dreht man das waagerechte "Kreuzteil" des Paradigmensy- 
stems so, dal3 es auf das senkrechte zu liegen kommt, fallen die Artikelformen des Dat. 
auf die des Mask. und die des Gen. auf die des Neutr. 
Abb. 6: fol.rnalc ,,Unifizierung" von Dnt. und Mask. sowic ron Gcn, und Ncutr. 
.....  .....  ... 
Dat.1  Gcn.1 
(Mask.)  (Neutr.)  - 
den  !  das 
Bei Mask./Dat. fallen dabei  nicht  nus die den-Formen, sondern  auch die rler-Formen 
aufeinander. Haben die Kategorien Dat./Mask. gemeinsame Eigenschaften? Ein erstes 
Indiz dafur ist die Tatsache, daB Dativobjekte typischerweise Bezeichnungen fur Lebe- 
wesen, Individuen  also, enthalten. Entitaten, die das Merkinal  [+animate] hesitzen, be- 
sitzen prototypischerweise auch die mekmale [+individuativ]/[+singulativ].  Im Deutschen 
wie  auch  in  anderen  Sprachen  ist  der  Dat.  der  Kasus,  der  fur  den  ausgedruckten 
Sachverhalt mehr oder weniger marginale zusiitzliche Informationen bereitstellt. Dati- 
vische Satzglieder konkretisieren  den  Sachverhalt. Der Dat. wird  auch  als Ruhekasus 
beschrieben, dessen  'Semantik direkt mit der Resultativitiit  und Stativitiit der Perfekt- 
Verben  interagiert'  (Drossard  1986). Der Hinweis auf  perfektive Eigenschaften  macht 
eine Gemeinsamkeit von Dat./Mask. noch greifbarer. Beide Kategorien korrelieren mit 
Begrenztheit.  Aus  diesem  Zusammenhang  erschliel3t  sich  eine  Motivation  fiir  das 
Auftreten von den im Plural. Tragt der Dat. prototypisch das Merkmal [+begrenzt] muB 
die Abweichung von dieser PrZsupposition im Plural markiert werden. Die Form den in 
Dativkontexten konnte demnach das Nichtgegebensein von [+begrenzt] symbolisieren. 
Bei  Neutr./Gen. fallen mit der Drehung die dc~s-Formen  des Neutr.  und  die der- 
Formen  des Gen. aufeinander. Hier  scheint sich  aus  dem  Spiel  mit  den  Achsen  des 
Paradigmas  kein  Hinweis  auf  Gemeinsamkeit  der  beiden  Kategorien  zu  ergeben. 
Folgende Uberlegungen sind aber moglich: Das Neutr. hatten wir als Klasse der Konti- 
nuativa charakterisiert, bei  denen durch die Verbindung mit dem Artikel  die Ausgren- 
zung eines bestimmten  Teils vorgenommen wird. Erst durch  diese Ausgrenzung wird 
die Klasse der Neutr. konstituiert und neben die Mask. gestellt. Die Ausgrenzung eines 
bestimmten  Teils aus einer (homogenen) Masse kann  als partitive  Struktur betrachtet 
werden. Partitivitat wiederum ist die Eigenschaft, die cross-linguistisch typischerweise 
durch den Gen. symbolisiert wird. Auch im Deutschen, wo der Gen. nur noch als adver- 
bialer  Gen. produktiv ist, wird  in  den entsprechenden  Konstruktionen  (die Farhe des 
Buclzes, die Gedr~nkrn  des Kindes)  stets ein bestimmter Teilaspekt des Referenten der 
NP in  den Focus genommen. Der Gen. grenzt den Teil  eines Gegenstandes  aus (oder Wris symholisiererr die hestbnmten Artikcl des Deutscl~en?  15 
ein), der  fiir  den  Sachverhalt relevant  ist  (Jakobson  1936). Die  Gemeinsamkeit  der 
beiden  Kategorien  kommt  in der formalen Ahnlichkeit der eindeutig neutr. Form das 
und der eindeutig genitiv. Form cles zum Ausdruck. Im Paradigmensystem  der Demon- 
strativpronomen  ist  der  Unterschied  der beiden  Formen  vollstindig aufgehoben. Ein 
weiteres Indiz fiir die hier angenommenen Gemeinsamkeiten beider Kategorien. 
Wir  konnen  also  als  vorlaufiges  Fazit  festhalten:  Der  Unterschied  zwischen 
Nom./Akk. und Dat./Gen. besteht darin, daB die beiden letzteren Kasus (typischerweise) 
anzeigen, daR  eine begrenzte Entitdt  am Verbereignis beteiligt  ist  bzw. im Focus der 
Referenz der NP steht, wahrend die beiden  ersten  Kasus uber dieses Merkmal  nichts 
aussagen. Auch  aus diesem Grund konnen diese Kasus merkmallos bleiben. Tritt der 
bestimmte Artikel  im Nom. und Akk. auf, so symbolisiert er mit Ausnahme des den im 
Akk. der Mask. die aktuellen Gestaltejgenschaften des Referenten, nicht aber in welcher 
Form der Referent in Relation zum Verbereignis steht. Diese Funktion der beiden Kasus 
wird  im  Deutschen  nicht  morphologisch  sondern  syntaktisch  (oder auch  prosodisch) 
realisiert.  Die Gemeinsamkeit  zwischen  Gen.  und  Dat.  wurde  bereits  benannt.  Der 
interne Unterschied  zwischen  Gen. und Dat. schlieBlich liegt darin, daB  im  Gen. das 
Merkmal der Begrenztheit durch das Merkmal der Partitivitat spezifiziert wird. 
Versuchen  wir an dieser Stelle wieder eine Ubertragung der festgestellten  Merk- 
malskonstellationen auf die Darstellung des Paradigmensystems. 
6.  Genus-Kasusbasiertes Zwischenergebnis 
Die Hinweise aus den Uberlegungen zu den Kasusfragen konnen  analog zu  Abb. 5 in 
die Darstellung des Paradigmensystems aufgenommen werden: 
Ahh. 7: ,.MerkmalssyntheseM  von hestimmtem Artikel, Genus und Kasus 
hest. Artikel=  (Ganzcs mi1  hegr. Ganzes  hegr. Ganzcs  (Ganzes mit 
I+hekannt]  hcgr. Teilen)  mit unhegr.  hegr. Tcilcn) 
([+hegrenzt])  Teilen 
Die  Schattierungen  sollen  an  die eingangs  prbentierten  Uberlegungen  zu  einer  3- 
Ebenen-  und zu einer merkmalstheoretischen  Interpretation der formalen Struktur des 
Paradigmensystems erinnern. Eine inharente, aber nicht beriihrte Frage war, wie sich die 16  Dogmar Bitrner 
verschiedenen  Formen auf Ebene 2 (der, das, den) und auf Ebene 3 (des, dern), fur die 
neben  dem  Basismerkmal  ein  bzw.  zwei  spezifische(re)  Merkmale  angenommen 
wurden,  durch  konkrete Merkmale differenzieren  lassen. Wir haberl  gesehen, daB die 
den-Form  spezifische (unerwartete) Aspekte innerhalb des der-Bereichs symbolisiert, 
der  das  allen  Formen  der  Ebene  2  gemeinsame  Merkmal  [+begrenzt]  besitzt.  Das 
gleiche gilt fur die das-Form, sie symbolisiert spezifischere (partitive) Aspekte inner- 
halb des der-Bereichs. Eine iihnliche interne Gliederung weist der dem/des-Bereich  auf. 
Die Form cles symbolisiert spezifischere (partitive) Aspekte neben  dem  gemeinsamen 
Merkmal [+begrenzt]. 
Es  zeigt  sich  eine  erstaunliche  Parallelitiit  in  den  Merkmalsverhiiltnissen  der 
Ebenen  2 und 3. Die eingangs auf der rein formalen  Interpretation  der hier gewiihlten 
Darstellung des Paradigmensystems beruhende Feststellung,  daB der denddes-Bereich 
der  Bereich des  Paradigmensystems  ist, in  dem  sich  Genus-  und  Kasusklassifikation 
unmittelbar  kreuzen, bekommt  damit eine  inhaltliche  Bedeutung.  Die  traditionell  als 
komplexere  Formen  bzw.  Formen  mit  komplexerem  Kodierungsgehalt  betrachteten 
Formen dem und des scheinen tatsiichlich zu beinhalten, daB die jeweiligen  Merkmale 
in diesen Fallen sowohl im Genus- als auch im Kasusbereich relevant sind, d.h. symbo- 
lisiert sein sollen. Die Form dern enthdlt demnach die Symbolisierung von  [+begrenzt] 
hinsichtlich Genus und [+begrenzt] hinsichtlich Kasus, und die Form dus die Symboli- 
sierung  von  [+begrenzt]/[+partititv]  hinsichtlich  Genus  und  [+begrenzt]/[+partitiv] 
hinsichtlich Kasus. 
Auch wenn der gegenwiirtige Stand der Untersuchungen mit Sicherheit noch nicht 
alle  Fragen  beantwortet  und  ganz  sicher auch  noch  nicht  die endgiiltige  Merkmals- 
struktur der bestimmen Artikel gefunden ist, kann die Methode, sich in der Analyse der 
Inhalte von  den Formen  leiten  zu  lassen, wohl  als fruchtbar eingeschiitzt  werden.  Im 
folgenden seien die gegenwiirtigen Ergebnisse zusammengefal3t. 
7.  Zusammenfassung und Ausblick 
Die Diskussion der aufgrund formaler Identitaten gestellten  Genus- und  Kasusfragen 
IiiBt die Annahme folgender Symbolisierungsleistungen durch die Artikelformen zu: 
die  [+bekann t] 
der  [+bekannt]  [+begrenzt] 
den  [+bekannt]  [+begrenzt]  [+nichtpfisup.] 
das  [+bekannt]  [+begrenzt]  [+partitiv] 
dem  [+bekannt]  [+begrenzt]  [+begrenzt] 
des  [cbekannt]  [+begrenzt]  [+partititv]  [+partititv] 
Da es sich hier urn  eine vorliiufige Auflistung handelt, deren Baaierung erst noch 
deutlicher  abgekliirt  werden  muB,  sollen  keine  voreiligen  SchluBfolgerungen  iiber 
Markiertheitsverhaltniase  in  Genus und Kasus gezogen werden. Es sei nur angemerkt, 
daR  hier -  entgegen  der traditionellen  Annahme Mask. sei das unmarkierte Genus - Wus .symholi.sieren die h~stimmren  Artikel des Derrtschen?  17 
gerade  Femin.  als  das  unmarkierte  Genus  erscheint.  Gegen  dieses  Ergebnis  wurde 
haufig das Argument angefuhrt, daR  im Mask. das formal differenzierteste Paradigma 
vorliegt, was fur seine Unmarkiertheit  sprache; typischerweise sind die unmarkierten 
Bereiche  starker differenziert als die markierten.  Dem  sei entgegnet, da8 es daneben 
auch  den  Bereich  der Belebtheitsbezeichnungen  gibt,  in  dem cross-linguistisch  eine 
Tendenz zu stiirkerer Differenzierung festzustellen  ist. Das Mask. konnte also auch aus 
diesem  Grund  das  stiirker  differenzierte  Paradigma  besitzen.  Genau  hierin  liegt  ja 
letztlich  die Ursache fur die stirkere Differenzierung im Akk. und moglicherweise fur 
die Entstehung einer neuen (mask.) Genusklasse, vgl. Eisenberg (2000). Interessant ist, 
daB gerade die Artikelformen, die quasi typisch mask., d.h. [+begrenzt], sind (der,  dern, 
den), genau die Artikelformen sind, die auch im Dat. vorkommen, der ebenfalls typischer- 
weise Belebtheitsbezeichnungen enthalt. Niemand  wird aber schluBfolgern  wollen, daR 
der Dat. der unmarkierte Kasus ist. SchlieRlich sei noch auf Afrikaans verwiesen, &as 
als  einzigen  bestimmten  Artikel  den  Artikel  die  (und  eben  nicht  der) behalten  hat. 
Solange uber die grammatische Funktion von  Genus kein  gesichertes Wissen besteht, 
fehlt letztlich eine geeignete Basis fiir Markiertheitsannahmen bei den Genera. 
Aufgrund der Vorliiufigkeit der Untersuchungsergebnisse sol1 hier  keine Darstel- 
lung eines nnterspezifizierten Paradigmas versucht werden. Ganz explizit sol1 aber noch 
einmal  betont werden, da8 der bisherigen  Analyse zufolge im  Genusbereich die glei- 
chen Merkmale relevant zu sein scheinen wie im Kasusbereich. Folgende Darstellung, 
die fur. a I  l e  proniminalen Paradigmen gilt, kann dies noch einmal verdeutlichen: 
Ahh. 8: Gemeinsamkeiten von Kasus und Genus in der Pronominalmorphologic 
Aus diesen  Gemeinsamkeiten auf den beiden  kategorialen Ebenen laBt sich die These 
ableiten,  da8 die Genusdifferenzierung  (einschlieRlich  Numerus)  auf  der Wortebene 
dasselbe leistet, was die Kasusdifferenzierung auf der Satzebene leistet. Dies erinnert an 
Jakobsons These, da8 sich  die  Invarianten  der sprachlichen  Strukturbildung  auf  den 
verschiedenen Ebenen des Sprachsystems wiederholen. In  van  Schooneveld (1977: 6) 
findet  sich  folgende  Darstellung  dieser  Idee  gekoppelt  mit  dem  Verweis  auf  die 
dahinterliegenden Peirce'schen  Merkmalskonzepte, die hier nur eingangs erwahnt, aber 
noch nicht explizit behandelt worden sind: 
7  Gen. 
Thus. hy consistently  applying  Jakohson's  methodology  of  discounting synlayrnatic conditioning 
and extracting  semsntic invariants within  various catcgorical  molds  in  a given  language, such as 




Ncutr.  J intralinguistic invariants. Thesc invariants arc grouped  on various levels of dcixis, such as percep- 
tional and transmissional deixis. The result is a paradigmatic structure of great simplicity, yet made 
complex by its repetitiveness. 
Die Analyse hat m.E. gezeigt, daB das Axiom ,one function -  one form' ein unbedingt 
ernst zu nehmendes Prinzip der grammatischen Strukturbildung darstellt. Weitere Unter- 
suchungen  sollten  zu  elnem  unterspezifizierten  Paradigma  fiihren  konnen,  das keine 
Synkretismen  enthiilt  und  die  Distinktionen  der  Artikelformen  mittels  semantischer 
Merkmale erfaBt. Sowohl die Kasus- als auch die Genusbezeichnungen, die das Satz- 
glied auf der syntaktischen Oberflache beschreiben, sind in einem auf die Informations-  - 
leistung der Formen orientierten morphologischen Paradigma ubertlussig. In der kombi- 
nierten Erfassung der syntaktischen MerkmaleIKontexte und der inneren Systematik der 
morphologischen  Struktur dagegen kann die traditionelle Paradigmenschreibweise, die 
alle Hinweise auf die tieferen Geheimnisse enthalt, als geradezu genial gelten. 
Literatur 
Bicrwisch, Manfred (1967): Syntactic Features in Morphology: General Problems of So-Callcd Pronomi- 
nal Inflection in German. In; To Honour Rnmun Jakobson. E.s.srr).s on the 0rrri.sio~i  of11i.s Sevrxtieth 
Hirthrluy 1  1 October 1966. Vol. I. The HaguclParis: Mouton. 239 - 270 
Bittner, Dagmar (2001): The Definite AI-ticlcs in German - What are the Features Creating an  Under- 
specified  Paradigm?  In: Rauch,  Irmengard;  Carr,  Gerald  F.  (eds): New  lnsights  ir~  Grrfnunic 
Linguistics 11. Berkeley Insights in Liguistics and Semiotics 38. Ncw York: L'lng.  1-19 
Blcvins, Jamcs, P. (1995): Syncretism and Paradigmatic Opposition. Lingifivtic.~  and  Pllilosophy Volume 
18 (6 issues).  1  13 - 152 
Corbett, Grcvillc (1991): Gender. Cambridge: Cambridge University Prcss 
Drossard, Werner (1986): Kasusmarkierung und die Zcntralitii~  von  Partizipanten. Arl~eiren  des Kolrzer 
Universolien-Pn~ji~kfs  (~kup)  63. 1 -28 
Eisenherg, Peter (2000): Des vierte Genus? Uher die natiirliche Kategorisation dcr deutschen Substantive. 
In:  Bitlner,  Andreas; Bittncr, Dagmar; Kiipckc, Klaus-Michael (Hrgg.): A~rgeme.s,sene  Struktaren. 
S)~,sfenzor-gunisation  in  Phonologie, Morphologie rrndSynrrix. Hildesheim: Olms. 91-105 
Gil, David (199 1): Univer.sa1 QuantGers: A Typological Study. Konstanz: EurotypMiorking paper 12 
Greenherg, Joseph H. (1980): Language Universals:  with Sp~ciul  Kejkt-~.ru,rce  to  F(,ut(rre Hiertrrchies. The 
Hague: Mouton 
Jakohson, Roman (193611971): Beitrag mr allgcmeinen Kasuslehre. Gcsamtbcdcutungen der russischen 
Kasus. In:  Selected Writings II.  The Hague: Mouton. 23-7  1 
Jakobson, Roman  (195111971): Shilkrs, Verbal Categories and the Russian Vcrh. In: Select~d  Writings 
11. The Hague: Mouton. 130-147 
Jakobson, Roman  (195811984): MorfologiEeskije  nabljudenija nad  slavjanskirn  skloneniem. In: Wtlugh, 
Linda; Halle, Morris (eds): Kussiarl andSlavic Gmrnnlar: Serdies 1931-1981. Bcrlin: Mouton. 105-134 
Jakohson, Roman (19651197 1): Quest for the Essence of Language. In: Selei.ted Writings I/.  The Hague: 
Mouton. 345-359 
Kopckc,  Klaus-Michael  (1982): Untcr-.suchungen zunz  Ger~n.ssyste,n  der rleutschen  G~genwnrtsspmche. 
Tuhingcn: Narr (=Linguitische Arbeitcn 122) 
Kiipckc  Klaus-Michael;  Zuhin,  David  (1996): Prinzipicn  [ur  die Genusruwcisung  im  Deutschen.  In: 
Lang, Ewald; Zifonun, Giscla (Hrgg.): Uetrtsch typologisch. Jahrhf~ch  (IPS  I~rsritfits  fiir deirtsche 
Sprathe 1995. Berlin: de Gruylcr. 471-491 
Leiss, Elisabeth (1992): Die Verhiilkirtegorien des Deutsch~~~.  Ein Reirrug zur Tlleorip dcr spr-achlicllen 
K~itegorisiernng.  Berlin; New York: de Gruylcr Was vyn~holisieren  die hesrimn~ren  Artikel des Deurschen?  19 
Leiss,  Elisahcth  (1997): Genus  im  Althochdeutschen.  In:  Glaser,  Elvira;  Schlaclcr  Michael  (Hrgg.): 
Gronunatim lunuu Artirmnl. Fesrschriftfir RolfBergnuznn  zunl60. Gehurtstu~.  Hcidclhcrg: Winter. 33-47 
Lriss, Elisabcth  (2000): Artikel  und Aspekt.  Die grun~nlati.schen  Mrrsrer  von  Drfinirheir.  Bcrlin; New 
York: de Gruyter 
Peirce, Charles, S. (2000): Semiorische Schrgren. Hrsg. u. ubcrs. van Christian Kloesel und Helmut Pape. 
FrankfurtNain: Suhrka~np 
Plank, Frans (cd.)  (1991): Parr~rligms.  The Eco~zorl~y  of Ir!flertion. Bcrlin; New Yi~rk:  Mouton de Gruyter. 
Primus,  Beatrice  (1999):  Crises  and  Thenlafic  Roks.  Er,yririve,  Acc.rcsotive  rind  Acrive.  Tiihingen: 
Niclneyer (=Linguistische Arbeiten 393) 
Seiler, Hansjakob (1986): Al~prehension:  Languuge, Object and Onler. Teil 111:  The Univer.sn1 Dinlension 
~fApprehen.sion.  Tiihingen: Narr (=Language Unvivcrsal series ; I/III) 
Sciler, Hansjakob; Lehmann, Christian (1982):  Apprehmsion: 11u.s  spmchliche Erfussen vor~  Cegensriinrlen. 
Teil I: Bereich unrl Orrlnung der Phiinomene. Tuhingcn: Narr (=Language Unvivcrsal Series; 111) 
Seiler, Hansjakob; Stachowiak, Franz Josef (1982): Apprehension: Das spmchliche Efussen von Cegen- 
standen.  Teil  11:  Die  Techniken  und  ihr  Zusan~menhung in  Einzels/~rncherr.  Tuhingen:  Narr 
(=Language Unviversal series ; 1/11) 
Van Schooneveld, C. H. (1977): By Way of Introduction: Roman Jakobson's Tenels and their Potential. 
In: Armstrong, Daniel; van Schooneveld, C. H. (cds.): Komar~  Jakohson. Echoes ofhis Scholarrhip. 
Lisse: Peter de Riddcr Press. 1-1 I 
Vogcl, Petra M. (1996): Worturten und Wortwechsel. Zu  Konversion und verwarrdten Erscheinungen im 
Lleutsrhen urld underen Sprrrchen. Berlin; New York: dc Gruyter 
Wcber, Doris (1999): On the Function of Gender. h: Unterbcck, Barhara; Rissanen, Malli (cds): Gender 
in Grrrnzmrir and Co~r~ition.  Bd. I:  Approaches ro Gender. Bcrlin: Mout(1n dc Gruytcr. 495-510 
Wicsc,  Bcrnd  (1996): Iconicily  and  Syncretism.  On  Pronominal  Inllection  in  Modern  German.  In: 
Sackmann, Robin (ed.): Theoreticril Lingiristics arid Grri~?i~~~urical  Descril~rion.  Pul~ers  in honorrr of 
Hrrns-Heinrich Lieh. Amsterdam; Philadelphia: Benjamins. 123-344 
Dagmar Bittncr 
University of Potsdam 
Dcpartmenl of Linguistics 
Patholinguistics 
PO Box 60 15 53 
D- 14415 Potsdam 
Germany Dugmar Bittner & Klaus-Michuel Kupcke 
On the Acquisition of the German plural markings 
0.  Objectives 
Natural  morphology (Dressler et al. 1987; Mayerthaler  1981; Wurzel 1984) and cogni- 
tive morphology, here represented by the schema concept (Bybee 1985, 1988; Kopcke 
1993), make the assumption that competing morphological forn~s  are subjected by the 
speaker to a qualitative evaluation with respect to their symbolizing capacity. Speakers 
assess which of  the available symbolizations "best"  represent the grammatical content 
to be encoded. The evaluation of the forms follows different criteria. The criteria estab- 
lished by  natural  morphology are associated on the one hand with the semiotic quality 
of the morphological symbolization (principle of "uniformity and transparency," princi- 
ple of  "constructional  iconicism,"  Mayerthaler  1981) and  on the other hand  with  the 
structural and typological uniformity of the affixes used in  the inflectional system, that 
is, the systemic appropriateness of  the means of  symbolization (Wurzel 1984). Cogni- 
tive morphology stresses the signalling capacity of the symbolization, as determined by 
the perceptual  criteria salience, typeltoken frequency, cue validity, and iconicity. This 
essentially  is in  agreement with the assumptions of  natural  morphology. The primary 
difference between the two approaches is that natural morphology takes the perspective 
of production,  and thus of the speaker,  tracing the effects  of  the principles  assumed 
upon  the organization  of  the grammar and the course of  language change. Cognitive 
morphology, in  contrast, takes the perspective of perception, that is, the perspective of 
the hearer, investigating the decodability of the given formal schemata. 
In the following, we will discuss the acquisition of plural forms in German from the 
unified perspective of the two, in  our opinion compatible, approaches, on the basis of a 
longitudinal data sample of eight children.' There are at least six recordings of each child, 
all of whom are girls. Together, the data cover the acquisition period from  1 ;  1 1  to 2; 10. 
One may thus anticipate that the data sample under investigation reflects the transition 
from purely  lexical memorization  to the acquisition  of  regularities or patterns.  In  the 
naturalness-theoretic, constructivist approach to language acquisition of Dressler 1995 and 
Dressler and Karpf  1995, this corresponds to the transition  from the premorphological 
to the protomorphological acquisition phase. The premorphological phase is defined as 
the phase where morphological operations occur-hoth  cxlragrarnmntical (or "enprcssive")  ones and 
precursors of  later grammatical rules. The precursors consist or rote-learned lbrms whose selection 
is hased on principles of naturalness and constructivism. In the prc-morpholngical phase, no system 
I  The data used were gathered in 1990 as part of the DPG projcct "Lexlern"  under the direction of Harilld 
Clahscn. Wc thank Harald Clahsen and his assistants fkr giving us the opportunily to analyze these data. 
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of  grammatical  morphology  has  yet  become  dissociated  from  a  general  cognitive  system  that 
handles, inter alia, words or whatever form (including morpl~ol(~gical  fol-ms), i.e, prc- and at least 
early proto~norphology  are part of the lexicon. 
The protomorphological phase is defined as 
the period  whcn  the system of morphological grammar and of its subsystems slarl to dcvelop with- 
out having rcached  the status of  nodules and submodulcs. In this phase children slarl to construct 
creat~vely  morphological patterns or rules, many of thcm ovcrgcncralised, i.e. with unrestricted pro- 
ductivity.  (Drcssler 1997: 10f.)~ 
We will begin with a brief description of  plural formation in the target grammar. Then 
we will show which processes mark the transition  between  the two phases in  German 
and how these can be explained from a naturalness-theoretic and cognitive perspective. 
1,  Plural formation in German 
For the formation of  noun plurals German has  seven native affixes or affix combina- 
tions: -(e)n,  -e, -er, -s, and umlaut, plus the combinations of  -e and -ev with umlaut. In 
addition, a subset of nouns-masculina  (msc.) and neuters (ntr.) those ending in /en/, 
/el/, or /er/-receive  no marking in the plural. In the target system, the assignment of the 
plural  markers  is  largely  bound  to  certain  lexical,  phonological,  and  (sometimes) 
semantic characteristics of the nouns (cf. D. Bittner  1991, 1993; Kopcke  1993; Wurzel 
1994).'  The current data analysis shows that  the children have not  yet  classified the 
nouns  according to these criteria in  the  acquisition  phase  under  investigation.  With 
respect to plural  formation, they  appear to still  view the nouns for the most part  as a 
mere undifferentiated class of words. Of  interest for the acquisition in this phase is the 
quantitative relation  of  the plural forms in the target system. The most common plural 
marker with respect to type frequency are -(e)n and -e. Over 95% of all feminines (fem.) 
and the class of so-called weak msc., a very large class due to word f~rmation,~  form the 
plural with -(e)n  (Schlange-n,  Burg-en, Tourist-en).  More than 60% of  all msc. and ntr. 
(Tug-e,  Hfif-e,  Bvot-e) form their plural with -e or -e + umlaut, and additionally about 40 
fem. have -e + umlaut (Wiind-e, KriiJt-e). Because of  the higher  number of  msc. than 
fem. in the noun lexicon of German the type frequency of  -(en)  and -e is similar. These 
two plural markings are at once the most productive. Among msc. and ntr. ending in an 
unreduced vowel, -s is productive (Uhu-s,  Kino-s), and among fem. -s  competes in  this 
According to Dressler (1995) and Dressler and  Karpf (IY95), the lhird  phase of morphology z~cquisi- 
tion  is  the phasc in  which  the  ~l~odulcs  of the traget  gra~n~natical  systcln  and  the  suhclassificdtions 
within the modules arc fully developed. In  other words, the child accluircs thc specific crilcria fr~r  the 
assignment of the individual symbolizations and the lcxical storing of singular forms. Cf. also thc thrce 
acquisition phases of morphological structures as described in Slohin (1973) and Byhcc (1991). 
3  For the usc of a different analyses of German plural  inflection in  explaining languagc acquisition, cf. 
Clahsen et al. (1990, 1992). The analyses used by  the authors of [his paper has also heen used in  somc 
other studies, cf. for instance Gawlitzck-Maiwald (1994) and Ewers (1998). 
I  Beside the approx. 100 nativc weak msc. (Bar, Mensch, Lutve), nurrleruus nonnntiw mol-pl~cmcs  allow 
formation of agcnt nouns that inflect weakly, c.g., Snidpnt, Soldur, Dokror, Poet. On  the Acquisirion nfthe German phiral  marking.^  23 
context with -(e)n (Pirma-s vs. Firm-en, Kobra-s vs. Div-en). Because of so few nouns 
end in  an unreduced  vowel,  -s has a rather  low type frequency.  An even  lower type 
frequeny is that of  -er and -er+ umlaut (Brett-er,  Dach-er). This marker is simultane- 
ously unproductive.Symbolization  of the plural by umlaut alone (Ofen - ofen) has the 
lowest type frequency of  all. Even  the total  lack  of  plural  marking on the noun  (das 
Segel- die Segel, cler Kqfir - die Kqffer) is more common. 
Natural and cognitive morphology have demonstrated that for the assessment of the 
symbolization properties of  the individual plural  forms a series of further criteria are 
involved. Nevertheless, we will first present the data. Then we will discuss the criteria 
we believe relevant to the interpretation of the data. 
2.  Morphological analysis of the data 
In our data sample, all children use nominal plural forms from the outset. Compare the 
youngest children in their first re~0rdin.g:~ 




,fisse guck ma1 (=fixhe guckt rnal!) 
fisse kon~m  ma1 (=fische kornmt mal!) 
fotos guckefz? 
gar tzich suhe (=schuhej 
nudd (unmittclbar vorcrwahnt 
'nudeln';unvollstandigc Imitation?) 




Hannah 2;0.  I0  Katrin 2;  1.26/2;2.1 
vijge, voge (=vijgel)  m~ine  rrumpfe  (=strumpfe) 
vdfe (=viigel)  hol triin~pfe  (=striimpfc) 
a11 hlntter  f~iisse 
arcgen  fna  hiicher angucken 
rzuse (=vcrschlussc)  sul~e  (=schuhe) an 
vijge  (lie nr  r~iime 
t~ijfen  (=noten)  dufizn~ihiirchen 




In  the first recordings,  some of  the children (Sabrina, Hannah, Marlies) are still in  the 
phase in which they almost exclusively form one-member noun phrases consisting of a 
noun unaccompanied by any other material. Since number agreement on the verb has not 
yet been acquired in this phase, the plurality of the nominal referent can be lingu~stically 
symbolized only by a pronominal unit (mehr, alle; D. Bittner  1999) or a nominal plural 
form. The data give us reason  to assume that the acquisition of  nominal plural  forms 
constitutes the starting point for linguistic symbolization of the plurality of referents. 
Among the approximately 600 nouns (tokens) that were used in  plural contexts in 
the corpus as a whole, there are 67 nontarget-language forms. This corresponds to an 
error rate of  1 1 %. The 600 tokens represent 122 types. As an approximation of the input 
ratios, which are not included here, table  1  shows the target-language plural  formation 
displayed by these types and tokens. 
The exact birthdare is known for only three of thc children, for the others only thc ycar and month (11 
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Table  I. Type and tokcn analysis by target-language plu~al  ibrmatjon 
Both as a token and as a type, the suffix -e occurs with the greatest frequency: the suffix 
-s is the least frequent. The diagram in  (2) also illustrates the respective frequencies of 
the suffixes among the types and the tokens: 
Interestingly, -er has the second-highest token frequency but the second-lowest type fre- 
quency.  The  positions  of  -(e)n are  relatively  balanced,  since  it  exhibits  medium 
frequency in both cases. 
Let us now look at the plural forms produced by the children. Table 2 (next page) 
lists all nontarget-language forms, arranged according to the plural marker of the target 
language. 
It is clear that among the nontarget-language plural forms two types predominate. 
First, 31.3% of  the  nouns  in  plural  contexts (22 of  67) are formed without  a plural 
suffix; see the columns -0  and -"0  under "target-language marker forms."  Aside from 
three forms with umlaut (Katrin die zuhn; striimpf; nzeine striimpfl, the singular forms of 
the noun  are employed here. Second, 26.8% (18 of 67) are overgeneralizations  of the 
plural suffix -(e)n,  sometimes in combination with umlaut; see the columns -en and -"en 
under "target-language  marker forms."  The preference for -(e)n as a plural  marker is 
further underscored  by  the double forms. In  four of  the five cases in  which  a second 
suffix  is  added to an  -er plural, the  second suffix  is  -n; see the  column  -ern under 
"double forms."  Of note is also the plural formation with umlaut and a reduction of the 
singular form by elision of final 111  used by several of the children (voge,  ,fuJnage);  see 
the column  labelled  "umlaut  + reduced  word  end"  under  "individual  forms."  These 
forms represent  15% of the nontarget-language plural forms. The resulting plural form 
pattern with umlaut and final /a/ is also found in  the four instances of tniihre (Annelie 
2;7, Marlies 2;8) and in die kangerune (Katrin 2;5). 
Thus, in the age range under study, three strategies can be isolated: 
(I)  omission of plural marking on the noun 
(2)  formation of the plural by suffixing -(e)n 
(3)  acceptance of the pattern "umlaut + final /a/"  as a plural 
Strategy  I  is to be expected when the children are uncertain about the plural form to be 
used  or  when  the  lexically stored plural  form cannot be  activated quickly  (or  confi- 
dently) enough in the production process and no patterns or regularities for plural for- On the Acquisition of  the Gernzrrn plural nzarkings 
Table 2. Nontarget-language use of nouns in plural contexts 
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mation have been established yet. Strategy 2 shows that the suffixation of -(e)n has been 
established as a pattern  or regularity of  plural  formation-or  is in the process of  being 
established. Strategies 2 and 3 show that hypotheses concerning "good"  plural forms or 
"plural schemata" (Kopcke 1993, 1998) have been made. 
In contrast to the target situation established in table  I, the suffixation of -e does not 
play a dominant role. Input frequency is evidently not the crucial factor for the acquisi- 
tion process. 
3.  Theoretical interpretation of  the morphological data 
Strategv I: During the transition from the premorphological  to the protomorphological 
phase, avoidance of  a plural form and use instead of the singular form is the expected 
reaction  when the child is uncertain as to which plural form  is  required. For the vast 
majority  of  nominals, the singular form is the more salient, more permanently  stored 
form of the noun. It comes out clearly that the search for a plural  form is especially 
neglected in those cases where the noun is associated with a quantifier. Nearly 50% of 
the @-forms cooccur with a quantifier; cf. Hannah (2; 1) viele uhr, Antje (2;5) drri hase, 
Verena (2;4) drei knmel, Katrin (2;5) viele kuh. Quantifiers do not appear this frequently 
with any of the other plural forms (the two nontarget-language forms with an  -s plural, 
both of which are associated with quantifiers, are not sufficient to disprove this claim). 
In addition to the use of a quantifier, it is evident that a form in  /a/ that already has an 
umlaut in the singular can also be a reason for not suffixing in the plural (cf. strategy 3). 
We find three instances of mBhre in Annelie's data at 2;7, plus rn8hr-e in Marlies'  utterances 
at 2;8; Annelie (again at 2;7) furthermore produces nzBhresuppe (instead of nzohren.suppe). 
Strategv 2: Among the seven or eight possibilities accessible from the input, the first to 
be filtered out as a plural formation pattern is plainly -(e)ii suffixation. This is consistent 
with  the fact mentioned at the outset that -(e)n  is the most frequent plural  marker in 
German,  which  children  thus  presumably  encounter  most  frequently  in  the  input. 
Cognitive morphology includes type  and token  frequency among the criteria for the 
signalling strength of  a marker  (Kopcke  1993:82). Also  language acquisition  studies 
partly make reference to the ascertainable proportions of  words in the input. In  natural- 
ness-theoretic  investigations it  is  postulated  that  frequency  is  an  epiphenomenon  of 
other criteria (Mayerthaler 1981; A. Bittner  1996). One might then ask on the basis of 
what properties the suffixation of  might be favored both in the target language and 
in first language acquisition. Naturalness-theoretical considerations lead us to derive the 
following: The principle of  constructional  iconicism, which  Kopcke  1993 adds to the 
criteria of cognitive morphology  alongside the similar criterion of  salience, holds that 
-(e)n and  -er should be preferred  over -e, -s, and umlaut.  Umlaut is only minimally 
iconic as a modifying marker;  -s  is less iconic than  -(e)n, -er, and -e, since it does not 
constitute a syllable. And -e (or /a/), because it  is of  little formal  (and phonetic)  sub- 
stance, is in its turn less iconic than -(ejn and -er, with their final consonants. Still, con- 
vincing arguments for why of the two syllabic consonant-final suffixes it is -(e)n  which 
is preferred are hard to construct on the basis of the above-mentioned naturalness criteria. On rlze Aryuisirion of  the Gernlan plural markings  27 
In the German system of nominal inflection (if one can even limit consideration to 
this subsystem at all), the suffix -(e)n is neither transparent nor uniform. As a matter of 
fact, it  is  less transparent  than  -er. Nothing  but  the obviously  higher productivity  of 
-(eJn would lead one to postulate that this suffix has a greater system adequacy and thus 
better symbolization properties than -er. However, we can say the same thing about the 
productivity of a marker as about its frequency: it should he an epiphenomenon of other 
factors.  In  addition,  in  the  target  system  -(e)iz  is  productive  only  in  certain  areas, 
namely, fem. and animate nlsc. ending in /a/ or in  a stressed, nonnative suffix not with 
final /r/, 111,  or In/ (Hase, Chaote, Galerist). Elsewhere -e is the productive marker (D. 
Bittner  1991, 1993). With nonfem., a singular form ending in a consonant typically has 
a plural form ending in a vowel, e.g., Heft -  Heft-e,  Wolf -  Wiilf-e,  Kame1 -  Kumel-e. 
With fem., a singular form in a vowel typically takes a plural form in a consonant, e.g., 
Zunge -  Zange-n, Tarme -  Tanne-n, Biene -  Biene-n. 
Even if the children have not yet acquired "area-specific"  aspects of these relations, 
one can nevertheless assume that in the development of plural formation regularities they 
assess what a typical singular form and a typical  plural  form are. In  our opinion, this 
aspect goes beyond the simple determination of uniformity and transparency of markers. 
It is captured in  cognitive morphology by the term cue validity: speakers evaluate the cue 
validity or "signal  validity"  (Kopcke 1993: 82f.) of the possible markers or formatives 
appearing in marker positions. Kopcke (1988, 1993) argues that the frequency with which 
the phonetic material  for plural symbolizations shows up in  singular nouns influences 
the validity of the affix in question as a plural sign. Due to the high incidence of singular 
forms in /a/  in the basic vocabulary of German (J~mge,  Schkei/i, Birne), the ending -e 
has low cue validity as a plural marker. The same obtains for the cue validity of -er, since 
there are many singular forms in -er (Koffer, Gewitter, Kirlfer), in the end almost infi- 
nitely many, because -er is a productive derivational suffix for agentive and instrumental 
nouns (Tuucher, Bohrer, Mixer). That -er forms are easily  interpreted as singulars  is 
shown by the five cases in which an extra plural marker is added to an -er plural form, cf. 
Inga (2;6) viele bildern, hilders; Antje (2;8) die kindern; Annelie (2;9) nzeine hildern, 
and Marlies (2;8) die hliittern, as well  as the use of hlutter  in singular contexts, e.g., 
Marlies (2;s) ich hol cluch ein hlatter, mein hliitter is,fi.rtig. The highest cue validity clearly 
is that  of  -(eJn. To be sure, there are also a number of  singular forms in -en  (Kissen, 
Wagen,  G~~rten),  but  -(e)n  is  not  used  in  derivation  like -er and  also -e (der/die/&s 
Blaue,  der/die/das  Cure,  der/die  das Mutige).  An  equally  high  cue validity  can  be 
inferred for -s; however, in  the target system suffixing  -s often leads to a violation of 
system adequacy. To be system adequate, German plural forms are at least bisyllabic; in 
other words, they typically have a greater number of  syllables than the corresponding 
singular forms. So the system adequacy parameters demand higher iconicity for plural 
markers  than  -s contains.%igher  iconicity  or  salience7 in  their  turn  are  important 
criteria for the perceptibility and assessment of markers in language acquisition. 
(1  In  the target language -s appear primarily on nouns in  which the syllabic-k~rming, vowel-initial  plural 
sullixes arc disfavored lor phonological reasons, e.g., Kirlo -  *Kin(>-e/Kirro-s,  Pizza - *Pizza-edPizzo-s/ 
Pizz-en. Sometimes -s competes with -n, as in the sg.ipl. Sticfel-  *S/iefel-en \'s. Siiefel-s/Stiefel-n. 
7  "Salience  ist die Beslimmung des AusmaBes, mil dem cinc morphologische Markierung vom  Hijrer 
identifizicrhar isl, also ihrc akustische Prominenz"  [tr. Salience is  the detcrlnination of the extent to 
which  a  morphological  marking  is  identiliable,  in  other  words  its  ac~~ustic  prominence]  (Kupcke 28  1)rigtnar Birtrier & Klaus-Michael Kijpcke 
Consequently, the deciding criteria for the preferred perception  and interpretation 
of  -(e)n  suffixation as a plural  formation pattern  are the comparatively high degree of 
iconicity, cue validity, and system adequacy of this pattern. 
Strategy 3: We believe that the plural vijge employed by several children and the simi- 
larly formed fipniige produced by Katrin, as well as the forms kiingurune and the occur- 
rences of mti'hre in plural contexts, imply that the children view final /a/ as a good plural 
pattern, despite its low cue validity and iconicity, when it  is associated with umlaut of 
the stem vowel. At first glance, this appears to be contradicted by the cases in which the 
children leave out either the umlaut or the -e suffix for target-language plurals in umlaut 
plus -e (turine, viele balle, frosche,  die hahne;  die zihrz, strumpf; meine  strumpj). In 
contrast, however, the "error"  data from later plural  acquisition phases of Pauline (K.- 
M. Kopcke's daughter, 2;  1 1  to 3;7) display a clear tendency toward overgeneralization 
of umlaut in  -e plurals, e.g., die punkte, die husse, die b8te, die schufe  (Kopcke 1998). 
The omission of umlaut or -e in  the Clahsen data may be observed up to about 2;5 (an 
exception  is Marlies at 2;s).  A nontarget-language combination  of  umlaut  with  other 
plural suffixes occurs in  only two cases (Hannah 2;  1  naren; Katrin 2;5 pl8tten). In  our 
opinion, one can conclude from these observations that the association of  umlaut and -e 
is interpreted as a good plural pattern  relatively early; compare Hannah 2;l  vSge  [4x]; 
Katrin 2;3  fujhuge). However, the ability to assign  two plural  markers-the  suffixing 
marker -e and the modifying marker umlaut-simultaneously  and thus to carry out a 
complex  generating  operation,  as  Pauline  does,  is  obviously  acquired  only  later, 
possibly only after the pure suffixing techniques, so that corresponding overgeneraliza- 
tions appear later as well. 
In the spirit of Dressler and Karpf's reflections on the development of the modular- 
ity of grammar in language acquisition, strategies  I  and 2 can be interpreted as the basic 
strategies  in  the  transition  from  the  premorphological  to  protomorphological  phase. 
Whereas strategy  I  marks the end of pure rote learning and the lexical storing of plural 
forms (premorphological phase without morphological  module), strategy 2 shows that 
an analysis of the input has taken  place,  a first  hypothesis  has  been  formed, and the 
abilities needed to apply this as a plural formation pattern have been developed. That is, 
(proto)morphological  patterns  and  operations have established,  and this  is tied  to the 
constituting of  a morphological  module.  Strategy  3  is  likewise  an  expression  of  the 
constituting of  independent  morphological  patterns.  It  also reflects  the  fact  that  an 
analysis has taken place and a hypothesis formed. Nonetheless, the translation  of  this 
hypothesis  into  a  target-language  morphological  pattern  cannot  be  observed  in  the 
Clahsen data, which  extend to 2;lI. Dressler  1997 indicates that  in language acquisi- 
tion, the establishment of nontarget-language morphological  patterns ("blind  alleys")  is 
to be reckoned with. The plural formation by /I/ reduction and umlaut of the word stem 
(viige,  fuJlnage)  may represent such a case. 
Now we turn to a discussion of what can be said about the course of the acquisition 
process and the strategies established on the basis of the data set as a whole for the indi- 
vidual children of the Clahsen corpus. 
1993:82). All suffixes located word-finally, and thus in perceptually prominent position, can hc said lo 
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4.  The plural formation of each child over time 
Tables 3 and 4 present a comparative analysis of the number of plural forms attested for 
each child, the number  of  nontarget-language  forms, and the  frequency of  the most 
common "error" types. 
Table 3. Amount of  nontargct plural  Tablc 4.  Percentage of -0  and -(e)n lonlis 
forms in all plural contexts  among the nontargct plurals 
The percentage  of  nontarget-language  forms  among  the  plural  forms  used  (table  3) 
varies from 1.8% (Sabrina) to  17.2% (Antje). There can be no doubt that Sabrina, who 
employs  only  one  nontarget  form  and  is  simultaneously  the  youngest  child  in  this 
corpus, is still in Phase I of the acquisition of nominal plural formation. She knows just 
about  all the plural  forms she uses  (22 types  in  all) purely  lexically. With  the older 
children, for whom there are a comparable number of plural contexts to Sabrina's in the 
data (Annelie, 58; Marlies, 52; Verena, 58), it is a different story. They have nontarget- 
language forms at about the 14% level. Annelie tends to avoid the plural form, that is, to 
use the singular form instead of  the plural form. Marlies appears not to have settled on 
any single strategy as yet. Beside the four utterances of mehr vijge, she suffixes -e once 
(manse), -er + additional  -n  once  (die hli'tteriz), and  uses  the  singular  form  once 
(nzohre).  Verena, in  contrast, seems to  have filtered out -(e)n  as the most significant 
plural  marker  and  who has established  a corresponding plural  formation pattern. The 
same is true for Inga, who likewise has about 14% nontarget-language plurals. 
The children named exhibit different tendencies or strategies, despite similar, high 
proportions of  nontarget-language forms. Table 4 shows that this can be interpreted as 
an ordered acquisition sequence. Whereas Sabrina is still clearly in  the premorphologi- 
cal phase, the application of strategy 1 by Annelie and Antje, like the great variation and 30  Dagn~ar  Bitfner & Klaus-Michael Kijpcke 
lack of  strategy in  Marlies and Hannah-interpretable  as a search for a regularity or a 
serviceable pattern-plainly  indicate the end of the premorphological phase. Katrin and 
Verena, who favor -(eJn  suffixation (strategy 2)  but still do apply strategy 1 (the singu- 
lar  form  in  lieu  of  the  plural  form), are just  making  the  transition  to  the  proto- 
morphological phase. Verena is more advanced than Katrin. She does not produce any 
other nontarget-language  forms, whereas Katrin  still applies seven other forms, hence 
displaying some uncertainties. Finally, lnga does not use any (more) singular forms in 
plural contexts, and nearly all her nontarget forms follow strategy 2 (are generalizations 
of -(e)n).  Consequently, Inga is the most advanced in the protornorphological phase.8 
Thus,  thC data  under  investigation  lead  to  the  following  theory  regarding  the 
sequence of acquisition in nominal plural formation up to age 3;O: 
use of  lexicnll?,  stored  avoidance qf'plur~zl  ov~rgeneralizution  of  >  > 
plum1  forms  marking on the noun  the -(e)n  plrrml 
This result must be qualified by the statement that for none of the children is it possible 
to demonstrate a clear transition from one of  these acquisition phases to the next.  As 
table 2 shows, especially for Katrin and Verena, the use of singular forms for the plural 
and the overgeneralization  of  -(e)n is found across the entire recording period. A data 
extract from a corpus of  older children (2;5 and 3;ll) made available to us  by  Katrin 
Lindner  shows,  however,  that  the  tendency  to  overgeneralize  -(e)n becomes  more 
pronounced and finally comes to dominate. Of  the 57 nontarget-language forms of the 
Lindner corpus, only 5 represent substitution of the singular form for the plural  form. 
This is opposed to 17 occurrences of overgeneralized -(e)n  Vischen, drei pj'erden, ,joton) 
and 18 instances of adding -12 to a singular or plural form in /el/ or /er/ (gurtc<ltz,  kindern, 
riidern, monstern).  The same observation obtains for the Lindner data as for the Clahsen 
data: no other plural marker is overgeneralized with comparable frequency. 
5.  Conclusion 
Analysis of the nontarget-language plural forms has brought to light that the transition 
from the storage of lexical forms as (relatively) independent lexical units to the deriva- 
tion of plural forms from singular forms is first indicated by an increase in the failure to 
mark plural  on the nouns (strategy 1). The next overgeneralization to be observed, that 
of  the  -(e)n plural  (strategy  2), is  an expression  of  the  fact  that  children  attempt  to 
establish a "rational"  method of plural  formation The storing and  activating of every 
plural  form individually as a lexical  unit becomes too costly once utterances  and the 
lexicon  itself  have  reached  a  certain  level  of  complexity.  The  children  strive  for 
systematization  of linguistic devices via "grammaticalization."  As Dressler  and Karpf 
B  It has to be remarked that the same three children (Sabrina, Marlics, Hannah) who at fhc beginning of 
recording still  largely form singlc-mcmher NPs (containing just  the noun) have neither strategy  I  nor 
strategy 2 clearly developed. This suggests that the transition to the protoniorphological phase has as a 
prerequisite the acquisition of a more complex NP-grammar, or is at least linked to this. On the Acquisition of'flae German plurul markings  3 1 
have proposed, this  is  linked to  dissociation  processes  (and  modularity  if  you  will), 
since grammatical regularities are always area-specific. 
As could  be  shown  above, the  derivation  of  regularities  from  the  input  is  not 
frequency-dependent, Although -e exhibits by far the highest frequency values, it does 
not become established as a means of plural formation. Only in combination with umlaut 
is  it  accepted  as  a plural  pattern  (strategy  3). The  suffix  -er, which  has  the  second 
highest token frequency, is not analyzed by the children as a plural marker at all. On the 
contrary: aometimes an extra plural marker is added onto -er plural forms. The establish- 
ment of the first plural formation regularities proceeds on the basis of an analysis of the 
formal  structure of  nouns  in  the  singular  and  the plural,  whereby  the children  seek 
among the given forms a symbolization contrast of perceptively sufficient significance. 
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~ber  Indefinita und ihre Plazierung im Mittelfeld 
Indefinita  und  ihre  verschiedenen  Interpretationsmoglichkeiten  sind  seit  langerem 
Gegenstand intensiver linguistischer Diskussion. Die folgenden Bemerkungen diskutieren 
einige in der Literatur haufig vertretene Thesen zum Zusammenhang der Positionierung 
einer indefiniten NP im deutschen Mittelfeld und ihrer Interpretation. Es wird argumen- 
tiert, daB diese Thesen den empirischen Gegebenheiten nicht gerecht werden. Dies gilt 
damit auch fiir einige Thesen zur Umstellung im Mittelfeld (Scrambling). 
1.  Die Positionierung 'stark' interpretierter Indefinita 
AuBerst einfluBreich  waren die Thesen  von  Diesing  (1992) zum Zusammenhang von 
Position  und Interpretation  einer  indefiniten NP. Diesing  (1992) betrachtet  Beispiele 
wie die folgenden: 
(I)  a,  weil ja doch Kinder auf der StraRe spielen 
b.  weil Kinder ja doch auf der StraRe spielen 
Diesing faBt Modalpartikel als Indikatoren fur die VP-Grenze auf. Um die Interpretatious- 
unterschiede  von Beispielen  wie in  (1)  zu erfassen, formuliert Diesing ihre beruhmte 
Abbildungshypothese fur die Beziehung zwischen Syntax und semantischer Reprasen- 
tation: 
'Mapping'-Hypothese 
(2)  a.  Material  in  der VP wird  in  der semantischen Reprasentation  auf  den  nuklearen  Skopus 
abgebildet ('existential closure'). 
b.  Material  auRerhalb der VP wird  in der semantischen  Reprasentation  auf  den  Restriktor 
einer Quantifikntionsstrukur abgebildet. 
Im  Prinzip operiert nach  Diesing die Abbildung (2) auf LF, d.h.  auf  einer  abstrakten 
Reprasentationsebene, die nicht der Oberflache entsprechen muB.  Aufgrund von Daten 
wie in (1) nimmt Diesing (1992) aher an, dai3 im deutschen Mittelfeld die Oberflachen- 
verhaltnisse  bereits der LF entsprechen, d.h.  (2) operiert im Deutschen beziiglich  des 
Mittelfeldes direkt auf der Oberflachenstruktur. In  (la) befindet  sich nach Diesing die 
indefinite  NP  innerhalb  der  VP.  Daher  wird  sie  nach  Bedingung  (2a)  existentiell 
interpretiert. In (Ib) befindet sich der 'nackte'  Plural auBerhalb der VP. Er wird deshalb 
in  den Restriktor einer Quantifikationsstruktur abgebildet. Diesing nimmt an, daB eine 
solche von einem (nicht overt realisierten) Generizitatsoperator herriihren kann. Dieser 
Fall liegt vor in (lb). Deshalb erhalt die indefinite NP in (lb) eine generische Deutung. 
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angenommenen Quantifikationsstruktur. Eine solche kann auch durch Frequenzadverbien 
entstehen. Diesing positioniert diese wiederum an der VP-Grenze. Auch partitive Lesarten 
oder spezifische Lesarten einer indefiniten NP werden von Diesing durch eine Quantifi- 
kationsstruktur  reprasentiert.  Haufig fal3t  man  alle Lesarten  von  indefiniten  NPs, die 
nicht  nur  'blol3'  existentiell sind, unter  dem Terminus  'starke'  Lesarten  zusammen. 
Diesing nimmt an, dal3 alle 'starken'  Lesarten einer Quantifikationsstruktur entsprechen. 
Ob diese Annahme sinnvoll ist, ist fur unsere weiteren  ~berle~ungen  allerdings nicht 
wichtig. In (3) finden sich Beispiele anderer 'starker' Lesarten neben der generischen: 
(3)  a,  weil gestern Besucher oft protestierten 
b.  da zwei Linguisten ja doch etwas dagegen hatten 
c.  weil ein Artikel von Otto ja doch bald erscheinen wird 
(3a) hat eine Lesart, die mit gestern protestierten viele Besucher paraphrasiert  werden 
kann. In  (3b) wird die indefinite NP partitiv verstanden: Fiir zwei Linguisten aus einer 
gegebenen Menge gilt die Behauptung. In (3c) schIieRlich wird die indefinite NP spezi- 
fisch verstanden: Der Sprecher bezieht sich auf ein von ihm identifizierbares Objekt. 
Wegen  der  Annahme,  dalj  im  Deutschen  LF  auf  der  Oberflachenstruktur  des 
Mittelfeldes realisiert wird, kann (2) wie folgt paraphrasiert werden: 
(4)  a.  'Schwach'  interpretierte  Indefinita  im  dcutschen  Mittelfeld  miissen  innerhalb  der  VP 
positioniert werden. 
b.  'Stark'  interpretierte  Indefinita  im  deutschen  Mittelfeld  mussen  auBerhalb  der  VP 
positioniert werden. 
Diesing geht somit davon aus, daB beide Satze in (I)  jeweils eindeutig sind. Eine solche 
Annahme  liegt  auch  der Analyse von  Lenerz  (1999)  zugrunde.  Die Grundthese von 
Lenerz ist, dal3  die  semantische Interpretation  einer NP  von  der  Hintergrund-Fokus- 
Struktur  des  Satzes  abhangt.  Lenerz  formuliert  die  folgenden  Bedingungen  fur  die 
Interpretation von Indefinita, wobei nach Lenerz der F-Teil des Mittelfeldes von der VP, 
der B-Teil vom Rest des Mittelfeldes koustituiert wird (F: Fokus, B: ~intergrund)': 
(5)  Indefinita im F-Teil eines Satzes werden existentiell, Indefinita im B-Tcil werden als gegeben 
(= 'stark') interpretiert. 
Nun ist aber meines Erachtens die empirische Generalisierung,  von der beide Ansatze 
ausgehen, nicht richtig. Zwar ist ein Satz wie (lb) tatsachlich eindeutig und hat, wie von 
Diesings Abbildungshypothese (2b) und Lenerz' Interpretationsanleitung erfaBt, nur die 
generische Lesart. Aber eiu Satz der Struktur (la) hat nicht nur eine Lesart. Neben der 
von Diesing und Lenerz erfal3ten existentiellen Lesart weist dieser Satz auch die generi- 
sche Lesart  auf  (so  auch  z.B.  Haider & Rosengren  (1998), Frey & Pittner  (1998)). 
Problematisch ist somit die Annahme (4b). Die folgenden Beispiele zeigen, daB diese 
Annahme  nicht  nur  durch  ein  Subjekt  wie  in  (Ib), sondern  auch  durch  Objekte 
widerlegt wird: 
p~  '  Lenerz  sieht  ebenfalls  in  Modalpartikeln  und  Frequenzadverbien  Indikatoren  lur  die  VP-Grenae. 
Desweiteren  ist fur ihn  stets die Zielposition von  Scrambling auBerhalb der VP. Ich komme auf die 
Frage, durch was die VP-Grenze markiert wird, zuruck. Uher lndefinita und ihre Plrrzier~rng  im Mittelfeld 
(6)  a.  weil Otto ja doch FuBballubertragungcn anschaut 
b  weil hier wer Heimspiele des VfB auf der Haupttribuhne verfolgt 
c,  weil heutzutage Satelliten Fernsehprogramrne iiberrnitteln 
Die Objekte dieser Satze konnen generisch interpretiert werden. Das Objekt in (6a) steht 
nach einer Modalpartikel und somit nach der Annahme Diesings innerhalb der VP. Nun 
konnte man versucht sein, die Generalisierung (4b) dadurch zu retten, daR  man  annimmt, 
daB Modalpartikel eben doch nicht die VP-Grenze markieren. DaB dieser Ausweg nicht 
moglich ist, zeigen (6b, c). Indefinite w-Pronomen wie das Subjekt in (6b) sind ortsfest 
(s. z.B. Haider (1993)). Daraus folgt, dal3  sich  das Objekt in  (6b) ebenfalls in  seiner 
Grundposition befindet. Auch die Argumente von (6c) befinden  sich innerhalb der VP. 
(6c) hat eine Interpretation, bei  der das Objekt generisch und  das Subjekt existentiell 
interpretiert werden. Damit befindet sich das Subjekt nach (4a) innerhalb der VP, ergo 
auch das Objekt. 
Auch andere 'starke'  Lesarten sind bei Indefinita in der VP moglich: 
(7)  a.  Hans ~nochte  heute wem einen Artikel zeigen (und zwar seinen ersten in Phonologie) 
h.  In diesern Sack sind zwei rote und fiinf weiRe Kugeln. Wenn wer cine rote Kugel zieht, hat 
er gewonnen / ??Wenn eine rote Kugel wer zieht, hat er gewonnen (nach einem Beispiel 
von Haider & Rosengren (1998)) 
In (7a) kann das indefinite Objekt spezifisch interpretiert werden. Das indefinite Objekt 
in  (7b) wird  partitiv  verstanden. Trotzdem  darf es im vorliegenden Beispiel  gar  nicht 
bewegt werden. Es gibt somit Fiille, in denen (4b) nicht nur nicht befolgt werden muB, 
sondern sogar nicht befolgt werden darf.' 
Die Beispiele (lb), (6) und  (7) zeigen  somit, daB  (4b) keine korrekte  empirische 
Generalisierung darstellt. Vielmehr gilt das Folgende: 
(8)  Eine indefinite NP kann auch in ihrer Grundposition 'stark'  interpretiert werden 
Die simple Beobachtung in (8) hat durchaus wichtige Konsequenzen. Dies gilt etwa fiir 
einige Thesen beziiglich Scrambling. 
2.  Einige Behauptungen iiber Scrambling 
Diesing (1 997) sieht in Scrambling eine Instanz von semantisch 'getriebener' Bewegung: 
(9)  Trigger fur Scrambling nach Diesing (1997): Definite und  'stark' interpretierte indefinite NPs 
mussen der 'existential closure' entgehen. 
Es ist  unmittelbar klar, dal3 unser  Befund  in  (8) mit  Diesings Deutung  in  (9)  nicht 
kompatibel ist. Dies gilt auch fiir die Sichtweise von Delfitto & Corver (1997): 
Auch Arten denotierende Indefinita kcnnen in der VP auftreten: 
(i)  a.  weil wann Dinosaurier weit verbreitet waren 
b.  weil wer Pockenviren ausrotten sollte (10) Trigger fur Scrambling nach Delfitto & Corver (1997): Eine NP mit dem Merkmal [+familiar] 
mu8 gescramhelt werden. 
Nach Delfitto & Corver (1997) tragen 'stark'  interpretierte Indefinita das in  der syntak- 
tischen  Struktur zu priifende Merkmal  [+familiar]. Auch  (10) ist  offensichtlich  nicht 
vertraglich mit (8). Entgegen den Annahmen von Diesing und Delfitto & Corver ist die 
'starke'  Interpretation einer NP keine hinreichende Bedingung fur Mittelfeldumstellung. 
1st  die referentielle  oder  'starke'  Interpretation  eine  notwendige  Bedingung  fur 
Scrambling? Dies wird zumindest haufig behauptet. Bei  Diesing  (1997), Choi (1999) 
oder Lenerz (1999) findet sich die folgende Annahme: 
(11) Eine 'schwache'  NP kann nicht gescramhelt werden 
Bei  Lenerz (1999) z.B. ist Scrambling stets Bewegung in den B-Teil des Satzes, d.h. 
eine gescrambelte NP kann nicht 'schwach' interpretiert werden. 
Die Annahme (1 1) wird mit Beispielen wie den folgenden motiviert: 
(1 2) a.  *weil er cin Buch wohl gelesen hat (Choi  (1999)) 
b.  *Wir sollten ein Taxi jetat nehmen 
Die Umstellung einer  'schwach'  zu interpretierenden NP vor eine Modalpartikel  oder 
vor ein Temporaladverbial ist nicht moglich. Aber heiBt dies, daB generell Umstellung 
unmoglich  ist? Dies scheint nicht der Fall zu  sein, denn  die folgenden Beispiele sind 
unproblematisch: 
(13) a.  Hans mochte heute (irgend)ein Lied (irgend)einer Frau vorsingen 
b.  Otto will heute Urlauhsphotos Kollegen zeigen 
Die beiden Satze haben Lesarten, bei denen das Akkusativ-Objekt schwach interpretiert 
wird. Die Beispiele (13) zeigen somit, daB die Behauptung in  (1 1) nicht richtig ist. Die 
'starke'  Lesart ist auch keine notwendige Bedingung fiir Scrambling. 
3.  Die Domane der 'schwachen' Lesart 
Die Ungrammatikalitat der Beispiele in (12) und die Grammatikalitat der Beispiele in (13) 
zeigen, daR  nicht die Bewegung einer indefiniten NP per se sondern nur die Bewegung 
vor bestimmte Elemente die Moglichkeit  einer  schwachen  Lesart zerstort.  Es ist  die 
Frage zu beantworten, wie die Domane zu charakterisieren ist, innerhalb der eine indefinite 
NP 'schwach'  interpretiert werden kann. Diese Domane stellt dann auch den Bereich dar, 
innerhalb dessen eine 'schwache'  indefinite NP umstellbar ist. Diese Domane kann wie 
folgt bestimmt werden (so auch Haider & Rosengren (1998), Frey & Pittner (1998)): 
(14) Die Domane der 'schwachen' Lesart fur eine indefinite NP: 
Eine indefinite NP im Mittelfeld des deutschen Satzes kann  nur dann  'schwach'  interpretiert 
werden, wenn sie auf der Obertlachenstruktur in der Pridikat-Argument-Domine  (PAD) posi- 
tioniert ist. Die PAD ist die kleinste Projektion, die die Grundpositionen  der Verbargumente 
enthalt. Uber Indefinita und ihre Plazirrung im Mineveld  37 
PAD scheint auf den ersten Blick identisch zu sein mit der Domlne, die Diesing oder 
Lenerz fur 'schwache'  Lesarten ansetzen. Es gibt aber wichtige Unterschiede: 
-  innerhalb  van  PAD  haben  auch  bestimmte  Adverbiale  ihre  Gmndposition  (z.B. 
Lokaladverbiale, Frequenzadverbiale  oder Adverbiale der Art und Weise, aber z.B. 
nicht Temporaladverbiale) (Frey & Pittner (1998)), 
-  Scrambling innerhalb von PAD ist maglich, 
-  nach (8) treten in PAD auch 'starke'  Indefinita auf. 
Die folgenden Beispiele illustrieren diese Eigenschaften: 
(IS) a.  weil [ein Nachbar Pres~emitteilungen~  einer Kollegin tl vorliest] (Akk-Obj.  schwach mijgl.) 
h.  weil Pressemitteilungen, [ein Nachhar ciner Kollcgin tl vorliest] (Akk-Ohj.  nur generisch) 
c.  da zwei Gedichtel [ein Kollege einer Nachbarin tl vortragen will1 (Akk-Obj.  spez./partitiv) 
d.  weil in einigen Jahren [Orkane im Mittelmecr entstehen] (Subj. exi.stentiel1 nd. generisch) 
e.  weil Orkanel in einigen Jahren [tl im Mittelmeer entstehen] (Subj. nur generisch) 
Die Klammern markieren die PAD. Der Kontrast zwischen (15a) und (b) zeigt, daB erst 
die Bewegung vor das ranghochste Argument die 'schwache'  Lesart unmoglich macht. 
Denselben  Punkt  illustriert  (15c)  mit  einer  numeral-indefiniten  NP.  Frey  & Pittner 
(1998) argumentieren mit van den hier angestellten Uberlegungen unabhangigen Daten, 
dal3 die Grundposition eiues Temporaladverbials oberhalb der Grundposition  des rang- 
hochsten Arguments ist. Daraus folgt, daB das Subjekt in  (15e) die PAD verlassen haben 
muB.  Mit (14) ergibt sich, da8 das Subjekt in  (15e) nur generisch interpretiert werden 
kann. Das Subjekt in  (15d) hingegen befindet sich in  seiner Grundposition. Daher sind 
beide Interpretationsmoglichkeiten gegeben. 
Aufspaltung einer NP ist nach allgemeiner Annahme nur bei  'schwachen'  Lesarten 
moglich. Aufgespaltene NPs zeigen nun auch, da8 zum einen die PAD den Bereich fur 
die  'schwache'  Lesart  darstellt  und  daB  zum  anderen  innerhalb  dieses  Bereiches 
Scrambling von 'schwachen'  Indefinita moglich ist': 
(16) a.  ~ausaufgahen'  hat [ein Logikdozent den Studenten vielel aufgegeben] 
b.  Hausaufgahenl hat [ein Logikdozent [vielel]  >den  Studenten tz aufgegeben] 
c.  *Hausaufgabenl hat [vielel]  [ein Logikdozentden Studenten t2 aufgegebenl 
Betrachten  wir nun  die Effekte  von  Bewegungen  von  Indefinita  vor  unterschiedliche 
Adverbiale: 
(17) a.  Otto, hat heute [t, Kindern zwcimallimmer ihren Ball zuriickgeworfen] 
h.  Hansl hat gcstern [t, Fische2 hier t,  gefangen] 
c.  *Hansl hat Fischez gestern [t, hier t2 gefangen] 
d.  weil [die Firma Einfamilienhauser hintcr dem Tcich bauen will] 
e.  *wcil die Firma, Einfamilienhau~er~  im nachsten Jahr [11 t,  baucn will] 
Frequenzadverbiale und Lokaladverbiale haben nach Frey & Pittner (1998) ihre Grund- 
position innerhalb van PAD. Temporaladverbiale stehen stets auRerhalb van PAD. Die 
'nackten'  Plurale in  (17a, b, d)  gehen  somit Adverbialen  mit Gmndposition  in  PAD 
Da die Analyse der Aufspaltung fiir die vorlicgenden  Uberlegungen  niclit rclevant ist, werden  in  (16) 
die Teile der aufgespaltenen NP einfach durch Koindizierung aufeinander bczogen. voran. Sie stehen daher selbst innerhalb von PAD, und dies ergibt die Moglichkeit der 
'schwachen'  Lesart. In  (17c) und  (e) hingegen  gehen  die Indefinita einem Temporal- 
adverbial voran. Da dieses notwendigerweise auBerhalb von  PAD steht, gilt dies auch 
fur die Indefinita. Die 'schwache' Lesart ist nicht mehr moglich. Da in den vorliegenden 
Fallen die 'starke', i.e. bei  'nackten'  Pluralen die generische, Lesart keinen Sinn ergibt, 
entsteht Ungrammatikalitat. 
Zum AbschluB dieses Abschnittes muB darauf hingewiesen werden, daO die bishe- 
rigen Beobachtungen fur Indefinita unter nicht-kontrastiver Betonung gelten. Indefinita 
unter Kontrastbetonung zeigen ein anderes Verhalten: 
(18)  a,  weil PulLOver Maria verschenkt hat (aber keine HEMden) 
b.  Hans hat FIsche gestern gefangen (keine KRABben) 
In (1 8) werden die kontrastiv fokussierten Indefinita existentiell interpretiert, obwohl sie 
auBerhalb der PAD positioniert sind. Diese Eigenschaft ist jedoch zu erwarten, denn es 
ist bekannt, daB kontrastiv fokussierte Phrasen, die Teil einer bewegten Phrase sind, zur 
Rekonstruktion der Phrase in ihre Grundposition fiihren. Dies erkennt man etwa an den 
folgenden Beispielen mit kontrastivem Fokus: 
(19)  a.  weil ALlc Filmelalle FILme rnindestens einer gesehen hat  (3V) 
b.  weil G~~N/*griin  Otto die Wand streichen mochte 
c.  Maria hat SEINen, Platz jedem Professor, gezeigt (aber nicht IHRen) 
(19a) hat  nur die Lesart  mit  weitem  Skopus des Existenzquantors,  d.h.  die Skopus- 
interpretation  des Satzes ist dergestalt, als stunde die bewegte Phrase in ihrer Grund- 
position. Nach (l9b) kann ein kontrastiv fokussiertes Resultativpradikat bewegt werden. 
Unter  Normalbetonung  ist  ein  derartiges  Pradikat  im  Mittelfeld  nicht  umstellbar. 
SchlieBlich kann in  (19c) das Pronomen, das in der bewegten NP auftritt, als gebunden 
interpretiert werden, wiederum ein Hinweis auf Rekonstruktion der bewegten Phrase in 
ihre Grundposition. 
Die existentielle Interpretation der Indefinita in (1 8) stellt somit keine Widerlegung 
von (14) dar, sondern ist ein weiterer Beleg dafur, dalj kontrastiv fokussierte Phrasen in 
ihrer Grundposition interpretiert werden. 
4.  Indefinita als 'Kopradikate' 
Wenden wir uns nun einem Teilbereich innerhalb der Domane der  'schwachen'  Inter- 
pretation mit einer besonderen Eigenschaft zu. Dieser Bereich befindet  sich zwischen 
dem Verb und der Grundposition der Adverbiale der Art und Weise. 
In Frey & Pittner (1998) wird argumentiert, daB Adverbiale der Art und Weise ihre 
Grundposition  minimal  oberhalb des Verbs haben. Damit wird die Ungrammatikalitat 
von Beispielen der folgenden Art begrundet: Uher Indefinifa und ihre Pluzierung im Mitfelfeld 
(20)  a.  *Hans hat unaufmerksam diesen Artikel gelesen 
b.  *Otto hat sorgfaltig jedes Hemd gebugelt 
Nun  gibt es aber Konstituenten,  die durchaus zwischen einem Adverbial  der Art nnd 
Weise und dem Verb auftreten konnen: 
(21) a.  Karl hat die Schale behutsam sauber gewischt 
b.  Otto hat den Brief schnell unter den Schrank gelegt 
c.  Anton hat heute sorgfaltig zwei Hemden gebiigelt 
In  (21a) ist dies z.B.  ein  Resultativpradikat,  in  (21b) ein  direktionales Prlpositional- 
objekt und in  (21c) ein  indefinites Objekt. Die Generalisierung  uber  die Position  der 
Adverbiale der Art und Weise wird jedoch durch diese Beispiele nicht widerlegt. Denn 
die in  (21) zwischen dem Adverbial und dem Verb intervenierenden Elemente konnen 
als Kopradikate des  Verbs  aufgefaBt werden.  Das  Resultativpradikat  in  (21a)  theta- 
markieFt gemeinsam mit dem Verb das Objekt. Die semantisch gehaltvolle Praposition 
eines direktionalen Prapositionalobiekts  wie in  (21b) ist ebenfalls an der thematischen 
Lizenzierung des Objekts beteiligt. Betrachten wir nun die indefinite NP in (21c). In der 
Kamp-Heim-Semantik  sind Indefinita  nicht-quantifikationelle  Ausdrucke.  Die quanti- 
fikationelle Interpretation kommt erst durch externe Quellen zustande. Van Geenhoven 
(1998) schlagt vor, daB Indefinita mit Argumentstatus nicht  nur als offene Ausdrucke 
des Typs t sondern auch als Pradikate in die Struktur eintreten konnen. Letzeres ist dann 
moglich, wenn das Verb den Diskursreferenten bereitstellt, uber den die indefinite NP 
prildiziert. Diese  Operation  fuhrt zu  einer  'schwachen'  Interpretation.  Wenn  wir  van 
Geenhovens Vorschlag fur eine indefinite NP wie in  (19c) ubernehmen, so kann diese 
ebenfalls  als  ein  Kopradikat  des  Verbs  aufgefaBt  werden.  Wir  konnen  weiterhin 
annehmen, daB das Verb und die Phrasen, die als Kopradikate auftreten, in der syntakti- 
schen Struktur einen 'verbalen Cluster' bilden. In einer VP-Schalenstruktur ist dies eine 
VP, die nur pradikative  Elemente enthalt. Adverbiale  der Art  und Weise werden  vor 
dem 'verbalen Cluster' positioniert. 
Wenn diese Uberlegungen in die richtige Richtung zielen, ist zu erwarten, daB eine 
indefinite NP,  die nach  einem Adverbial  der  Art  und  Weise  auftritt,  keine  'starke' 
Interpretation haben kann. Diese Erwartung bestatigt sich: 
(22)  a.  weil heutzutage Satelliten zuverliissig Fernsehprogramme ubertragen 
b,  weil heutzutage Satelliten Fernsehprogramme zuverllssig ubertragen 
c.  Otto hat merst zehn Hemden geweschen. Danach hater sorgfaltig zwei Hemden gebugclt 
d.  Otto hat zuerst zehn Hemden gewaschen. Danach hater zwei Hemden sorgfiltig gebiigelt 
c.  *Otto hat vorher sorgfaltig ein Hemd, das er ja so gerne anzieht, gebugelt 
f.  Otto hat vorher ein Hemd, das erja so gerne anzieht, sorgfiltig gcbugelt 
In (22a) kann das Objekt nicht generisch interpretiert werden. Man  beachte den Unter- 
schied zu (22b), wo diese Option besteht. In  (22a) steht das Objekt nach, in (22b) vor 
dem Adverbial der Art und Weise. In (22c) besteht die starke Tendenz, die zwei Hemden, 
die im  zweiten  Satz angesprochen  werden,  als  nicht  zugehorig  zur Menge  der zehn 
Hemden, die ersten Satz eingefuhrt werden, zu interpretieren. Es ist also nicht moglich, 
die indefinite NP des zweiten Satzes partitiv zu interpretieren. Dies ist anders in (22d). Dort tritt die fragliche NP vor dem Adverbial der Art und Weise auf und wird bevorzugt 
partitiv  interpretiert. In  (22e, f) schlieRlich tritt eine indefinite NP mit  einem nicht- 
restriktiven Relativsatz auf. Nicht-restriktive Relativsatze treten mit spezifisch interpre- 
tierten indefiniten NPs auf. Deshalb ist (22e) ungrammatisch. Die indefinite NP steht nach 
einem Adverbial der Art und Weise und kann daher nur unspezifisch interpretiert werden. 
Diese  ~berle~ungen  werden  bestatigt  durch  intensionale  und  habituelle 
Konstruktionen: 
(23)  a.  weil Hans ausdauernd ein Fahrrad sucht 
h.  weil Hans in einem Park ein Fahrrad ausdauernd sucht 
c,  weil Otto von morgens his abends hingebungsvoll Briefe schreibt 
d.  *weil Otto vou morgens bis abends Briefe hingehungsvoll  schreibt 
Bei einem intensionalen Verb fuhrt die Positionierung einer indefiniten NP nach einem 
Adverbial der Art und Weise wie in (23a) ausschlieBlich zur intensionalen Lesart. Man 
beachte  den  Unterschied  zu  (23b).  Eine  habituelle  Interpretation  verlangt,  daR  die 
indefinite NP nach einem Adverbial der Art und Weise positioniert wird. Dies erkennt 
man an dem Unterschied zwischen (23c, d). 
Wir  haben  somit  innerhalb  von  PAD einen  Bereich  dingfest  gemacht,  in  dem 
Indefinita  notwendigerweise  'schwach'  interpretiert  ~erden.~  Nur  aufierhalb  dieses 
Teilbereichs besteht fur Indefinita in PAD die Moglichkeiten fur die 'schwache' und fur 
die 'starke'  Interpretation. 
5.  'Starke' Indefinita und Topikstatus 
Eine weitere These iiber Indefinita betrifft den Zusammenhang von  'starker' Lesart und 
Topikstatus: 
(24)  'Starke'  Indefinita sind Topiks (van Fintel (19941, Jager (1996) Erteschik-Shir (1997)). 
Nun  gibt es bekanntlich viele unterschiedliche Topikkonzepte, so daR  eine Bewertung 
der Aussage (24) nur bei einer detaillierten Diskussion dieser Konzepte moglich ware. 
Diese sol1 hier  nicht erfolgen. Die folgenden ~berlegungen  stellen  daher auch  keine 
Widerlegung der These in (24) dar. Sie weisen aber darauf hin, daB bei einer Konzep- 
tion von  Topiks als 'aboutness'-Topiks  im  Sinne von Frey (2000) ein Zusammenhang 
wie in (24) nicht gegeben ist. 
Van Gcenhoven (1998) nimmt an, daR  alle 'schwach'  interpretiertcu  'nackten'  Plurale Priidikate sind, 
fur die das Verh dic Diskursreferenten einfiihrt. Pradikative Indefinita werden nach  van Geenhoven in 
das Verh inkorporiert. Dieser Vorschlag geht zu  weit.  Zum  einen muBte man  wegen  der Adjazenr- 
erfordcrnis  fur  lnkorporation  fur  Beispiele  wie  (6c)  annehmcn,  daB  auch  generisch  interpretierte 
Indefinita  inkorporiert  werden  konnten,  eine Konsequenz,  dic  den  ganzen  Ansatz  gcfiihrdet.  Zum 
anderen bleiht unverstandlich, warum das Ohjekt in einem Satz wie (2221) nur 'schwach', aber in (22 b) 
'stark'  und  'schwach'  interpretiert werden  kann. Desweiteren folgt aus van  Geenbovens Ansatz, daR 
ein 'schwach' interpretierter 'nackter'  Plural stets engen Skopus beziiglich anderer Operatoren im Satz 
hahen miiflte. In Ahschitt 6 wird gezeigt, daR dem nicht so ist. Ul~er  Indefinitu und ihre Pluzierung im Mitfelfeld  4 1 
In Frey (2000) wird argumentiert, daR es im deutschen Mittelfeld eine ausgezeichnete 
Position fiir Satztopiks gibt. Diese befindet sich direkt oberhalb der Grundposition der 
satzadverbiales. Eine  Reihe  empirischer  Phanomene  werden  angegeben,  urn  diese 
Behauptung zu belegen. Zwei davon sind die folgenden: 
(25) Da wir gerade von Hans sprechen. 
a.  Nachstes Jahr wird den Hans erfreulicherweise eine vornehme Dame heiraten 
b.  #Nlchstes Jahr wird erfreulicherweise den Hans eine vornehme Dame heiraten 
(26) a.  Seinl Vater wird dem Ottol wahrscheinlich das Auto ausleihen 
h.  *%in, Vater wird wahrscheinlich dem Ottol das Auto ausleihen 
In  (25)  wird  ein  'aboutness'-Kontext  gesetzt.  Wie  (25a, b)  zeigen,  muB  im  nach- 
folgenden  Satz die NP, iiber  deren Referent der Satz handelt, vor dem Satzadverbial 
positioniert werden. In (26) treten kataphorische Pronomen auf. Nach Kuno (1972) und 
Reinhart (1995) konnen sich solche Pronomen nur auf ein Topik beziehen. Unter dieser 
Annahme bestatigen  die Satze in  (26) die These einer ausgezeichneten  Topikposition 
vor den Satzadverbialen. 
Betrachten wir nun Indefinita. Man stellt fest, daB eine indefinite NP eine 'starke' 
Lesart haben kann, wenn sie unterhalb eines Satzadverbials steht: 
(27) weil erfreulicherweise Vater an Weihnachten mit der Eisenhahn spielen 
Der 'nackte'  Plural in  (27) kann sogar nur 'stark',  d.h. generisch, interpretiert werden. 
Genau dies ist mit (14) zu  erwarten, da sich  die indefinite NP vor einem  Temporal- 
adverbial und damit au8erhalb von PAD befindet. Nach der These in  Frey (2000) kann 
nun diese 'stark'  interpretierte indefinite NP kein Topik sein, denn sie ist unterhalb des 
Satzadverbials positioniert. Die (25) und (26) entsprechenden Konstruktionen illustrieren, 
d&  die generisch interpretierte NP nach dem Satzadverbial keinen Topikstatus hat: 
(28) Da wir gerade van Vatern sprechen. 
a.  Ich hahe gehort, daB Vater erfreulicherweise an Weihnachten ]nit der Eisenhahn spielen 
h.  #Ich habe gehbrt, daB erfreulicherwcise Vater an Weihnachten rnit der Eisenbahn spielen 
(29) a.  Ihrel Angehorige werden fleinigcn Linguisten, erfreulicherweise helfen 
h.  *Ihrc, Angehorige werden erfreulicherweisc fleimigen Linguisten, helfen 
Damit ergibt sich: 
(30) Die  'starkc'  Lesart  einer  indefiniten  NP  ist  keine  hinreichcnde  Bedingung  fur  deren 
Topikstatus 
Freilich  gilt,  da8 die  'starke'  Lesart  eine notwendige  Bedingung  fiir  ein  indefinites 
Topik ist: 
(3  1) a.  da [Tol,ik  Pressemitteilungen] erfreulichcrweise ein Nachbar einer Kollegin vorliest 
b.  weil [Top,k  zwei Lieder] erstaunlicherweise ein Kollege einer Dame vorsingen mochte 
Als Sataadverhiale gelten jene Adverbiale, die eine Sprecher-ahhingige Bewertung einer Proposition 
ausdrucken. Nach  Frey  &  Pittner  (1998)  ist  die  Grundposition  der  Satzadverbiale  hoher  als  die 
Grundposition dcr anderen Adverbialtypen. Dies ist aus semantisch/pragmatischen Griinden unmittelbar einleuchtend, da 'aboutness' 
Identifizierbarkeit  durch den  Sprecher voraussetzt. Aber es folgt naturlich  auch direkt 
aus  (14),  denn  die  Bewegung  einer  indefiniten  NP  vor  ein  Satzadverbial  fuhrt 
notwendigerweise dazu, daR die NP die PAD verlaRt. 
6.  Eine 'Kartographie'  fiir Indefinita 
Die Beobachtungen der vorigen Abschnitte fuhren zu folgenden Interpretationsdomanen 
fur Indefinita im Mittelfeld eines deutschen Satzes: 
(32)  'Kartographie' 
a.  Topikbereich (oherhalh dcr Grundposition der Satzadverhiale): Indefinita werden  nur  'stark' 
interpretiert, und sie sind Topiks. 
b.  Erweiterte  Prudikat-Argument-Domiine  (zwischen  (a) und  (c)): Indefinita werden  nur  'stark' 
interpretiert. 
c.  Pradikat-Argument-Domane(PAD)  (kleinste  Ketegorie,  die  die  Grundpositionen  der 
Argumente enthalt): Indefinita werden 'stark' oder 'schwach'  interprcticrt. 
d.  Bereich der 'Kopradikate' (unterhalb der Advcrbialen der Art und Weise): Indcfinita werden 
nur 'schwach'  interpretiert. 
Wenn man  von  der speziellen Domane  (32d) absieht, in  der Indefinita  als  Priidikate 
auftreten,  ist  die  'starke'  Interpretation  in  allen  Bereichen  moglich,  wahrend  die 
'schwache'  Interpretation nur im Bereich (32c) auftreten kann. Die 'schwache' Interpre- 
tation bedarf demnach einer speziellen Lizenzierung. 
Ein Verb spezifiziert nicht nur die Anzahl seiner Argumente und deren Thetarollen, 
sondem  ein  Verb  charakterisiert  auch  eine  sog.  'eventuality'.  Unter  'eventualities' 
subsumiert man Ereignisse und Zustande (und, theorieabhangig, u.U. weitere Entitaten). 
Es wird angenommen, daR  im Argument-Raster eines Verbs auch eine Argumentstelle 
fur eine 'eventuality'  (e-Argumentstelle) vorhanden ist. Die e-Argumentstelle muB wie 
die anderen  Argumentstellen  des Verbs  gesattigt  werden.  Die  Instanziierung  der e- 
Argumentstelle  erfolgt nach  der Belegung der  anderen  Argumentstellen.  Von  vielen 
Syntaktikern  wird  eine  Aspekt-Phrase  direkt  oberhalb  von  VP  angenommen,  d.h. 
oberhalb jener Projektion, die die Gmndpositionen der Argumente enthilt und deshalb 
der PAD entspricht.  Man  kann  nun  bei  der semantischen  Interpretation  der syntakti- 
schen Struktur die Belegung der e-Argumentstelle mit der Deutung der Aspekt-Phrase 
verknupfen. 
Die 'schwache'  Interpretation von Indefinita scheint an die existentielle Abbindung 
eines Ereignisses geknupft zu sein. Diese Vermutung wird durch Pradikate nahegelegt, 
die sich einer 'schwachen' Interpretation von Indefinita widersetzen: 
(33) a.  weil Linguistinnen klug sind 
b.  1 consider firemen available 
c.  John believes students of this class to be intelligent 
d.  Max halt Studenten dieses Kurses fiir intelligent her  Indefinita und ihre Plazierung in  Mittelfeld  43 
Die 'nackten' Plurale in (33) erlauben nur die generische Lesart. Man beachte, daB dies 
fur (33b) gilt, obwohl der 'nackte' Plural Argument eines sog. 'stage-level'-Pradikats ist. 
In allen Satzen in (33) findet aber keine existentielle Abbindung eines Ereignisses statt. 
Chris Wilder (P.M.) hat  nun  auf  ein wichtiges Phanomen hingewiesen.  Interessanter- 
weise wird die Moglichkeit der existentiellen Interpretation des 'nackten' Plurals in derar- 
tigen Konstruktionen ermoglicht, wenn uber ein Ereignis existentiell quantifiziert wird: 
(34) a.  John has believed students of this class to be intelligent 
b.  Max hat Studenten dieses Kurses fur intelligent gehalten 
c.  John has believed that students of this class are intelligent 
d.  Max hat geglauht, daR Studenten dieses Kurses intelligent sind 
In (34a) und (b) hat der 'nackte'  Plural eine 'schwache'  Lesart. In diesen Satzen wird im 
Matrixsatz  die  Existenz  eines  'Glaubens-Ereignisses'  behauptet.  Das  Subjekt  des 
Komplementpradikats  gehort  zur  Lizenzierungsdomlne  des  Matrixpradikats.  Nach 
Chomsky  (1995)  wird  ein  Akkusativ-Subjekt  nach  Spec  von  vP  des  Matrixsatzes 
bewegt. In (34c, d) hingegen fuhrt die existentielle Abbindung des Ereignisses, das vom 
Matrixpradikat eingefuhrt wird, nicht zur Moglichkeit der existentiellen Interpretation 
des  Subjekts  des  finiten  Komplementsatzes.  Dieses  Subjekt  gelangt  nicht  in  die 
Lizenzierungsdomane des Matrixpradikats. 
Wir konnen somit die Giiltigkeit von (32c) wie folgt plausibilisieren: 
(35) Die  'schwachc'  Interpretation einer  indefiniten NP  ist im deutschen  Mittelfeld  genau dann 
moglich, wenn sie sich in  der lokalen Domane einer Aspekt-Kategorie (Asp) befindet, die bei 
der semantischen Interpretation zur Einfuhrung von existentiell quantifizierten Ereignissen fuhrt. 
Die lokale Domiine von Asp ist die minimal von Asp k-kommandierte vP bzw. VP (=PAD). 
Man  beachte,  daB  in  (35)  nicht  davon  gesprochen  wird,  daB  an  der  VP-Grenze 
'existential closure'  stattfindet. Zum einen war es ein wichtiger Punkt unserer Beobach- 
tungen, daR innerhalb der VP (im Sinne von  PAD) durchaus 'starke'  Lesarten moglich 
sind. Zum anderen sind die Skopusverhaltnisse einer indefiniten NP bezuglich anderer 
NPs jene, die ihrer Oberflachenposition im Satz entspricht: 
(36) a.  Sie hat heute fast jedem Kollegen Zimmer ihrer Villa gezeigt - (V3) 
b.  Sic hat heute Kollegen fast jedes Zimmer ~hrer  Villa gezeigt  -  (3V) 
In  (36a) liegt enger Skopus des existentiell interpretierten  'nackten'  Plurals bezuglich 
dem Allquantor vor, in  (36b) weiter. Diese Skopusunterschiede sind nicht zu erwarten, 
wenn bei der semantischen Interpretation der Baumstruktur die existentielle Quantifika- 
tion der indefiniten NP wie bei Diesing (1992, 1997) genau an  der VP-Grenze erfolgt. 
Beide Satze in (36) sollten in Diesings System dieselbe Skopusbeziehungen  zwischen 
der Allquantifikation und der Existenzquantifikation  aufweisen. Die Lesarten von (36) 
zeigen  jedoch,  daB fur einen  'nackten'  Plural  die gleichen  SkopusgesetzmaBigkeiten 
gelten wie fur Phrasen, die ihren quantifikationellen Status selber 'mitbringen'. Literatur 
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'Berliner' Ballen und %tsdamer'  Biirgermeister - 
Substantive oder Adjektive? 
Wortformen wie Berliner und  Potsdarner treten  in  pranominaler  attributiver Funktion 
auf: eine Position,  in  der sowohl Adjektive als auch Substantive stehen konnen. Sub- 
stantive kommen  in  der Position  vor als  sachsische Genitive (Leos Auto), als voran- 
gestellte Genitivattribute  (des Vuters Pflicht) oder als Bestandteile  einer engen Appo- 
sition  (Bundeskunzler Schroder). Adjektive  stehen  an  dieser  Stelle als  adjektivische 
Attribute (rotes  Auto). Gegen jede dieser Interpretationen von Berliner sprechen jeweils 
formale Argumente, die im wesentlichen darauf hinauslaufen, dal3 Berliner in Berliner 
Ballen niemals flektiert wird -  weder wie ein Substantiv noch wie ein Adjektiv. 
Welcher Wortart sind Wortformen  wie Berliner  in Berliner Ballen also zuzuord- 
nen?  Zur  Beantwortung  dieser  Frage  folgen  zunachst  einige  (kommentierte)  Litera- 
turstellen,  anschlieBend  werde  ich  die  Bezeichnung  'Stadtadjektive'  einfiihren,  ich 
nehme also zum Zwecke der Benennung eine Entscheidung vorweg. Darauf folgt die 
Untersuchung:  das  Verhalten  der  Stadtadjektive  in  Bezug  auf  Flexion,  Derivation, 
Komposition und Syntax. 
I 
1. Das Problem in der Literatur 
Sowohl die Interpretation als Adjektiv als auch als Substantiv werden in der Literatur 
vertreten.  Zur  Illustration  werden  drei  Zitate  angefiihrt, die  aus  drei  verschiedenen 
Blnden der Duden-Reihe stammen. 
Im  Rechtschreib-Duden  kommen  die Falle  in  den  Regeln  der GroB- und Klein- 
schreibung vor. Obwohl es in dem Paragraphen um Adjektive geht, werden die entspre- 
chenden Formen nur "Worter"  genannt. 
Die von  gcographischen Namen abgeleiteten Wbrter auf er  schreibt man ilntner groB: das Ulmer 
Munstcr, cine Kolner Firma, eine Schweirer Industric, dcr Hollhnder Khse.  (Duden I, 1996: 40) 
Gegensiitzliche  Positionen  beziehen  der  Grammatik-Duden  und  der  Zweifelsfalle- 
Duden. Unter  dem Abschnitt  "unflektierte  attributive Adjektive"  wird  in  dem Gram- 
matik-Duden auch der hier behandelte Fall genannt: 
'  Dieser Aufsatz ist als Vorfassung gedacht; das letzte Wort ist  hier  noch  nicht  gesagt  und  auch die 
Ltisung ist als vorlaufig zu hetrachten. Einc solche Vorfassung entspricht dem intcndierten Charakter 
der Working Papers. Speziell in diesem Fall ist sic aber -  im Sinne des Vorworts -cine  Vorfassung fur 
Ewald Lang, denn ich hofte sehr auf seine Kommentare. 
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Ursprunglich  ein Substantiv (eigentlich ein Genitiv Plural dcs betreffenden  Einwohnernamens als 
vorangestclltes Genitivattribut) ist auch die von cinem Orts- oder Llindernamen ahgeleitete Form auf 
-er,  die heute als attributives tlexionsloses Adjektiv aufgefasst wird.  (Dudcn 4, 1998: 260) 
Der Zweifelsf'alle-Duden hingegen versucht, die Formen als Substantive zu etablieren. 
Ableitungen  von  Ortsnamen  auf er  wie  Munch(e)ner Oktoberfest  (zu  Miinchen),  Berliner  (zu 
Berlin), Frankfurter (zu Frankfurt), Wiener (zu Wien) werden immcr groflgeschrieben, d.h, auch in 
Fiigungcn wie Munch(e)ner  Oktoberfest, Berliner Zeitung, Frankfurter Wurstchen, Wiener Walrer. 
Es  handelt  sich  hier  um  Substantive  in  der  Funktion  eines  vorangestellten  Gcnitivattributs: 
Miinch(e)ner  Oktoberfest - Oktoberfest  der  Munch(c)ner  (=Genitiv  Plural  der  suhstantivischen 
Einwohnerbezeichnung).  Diese  Bildungen  unterscheiden  sich  damit  grundsiilzlich  von  scheinbar 
gleich gebauten Wortern wie deutscher und iisterrcichischer in Fugungen wie deutschcr Michel und 
osterreichischer  Bcitrag,  die  Formen  der  Adjektive  deutsch  bzw.  osterreichisch  darstellen  und 
deshalb  klcinzuschreiben  sind. Also:  cine deutsche (zu  deutsch), eine osterreichische  (zu  ostcr- 
reichisch) und eine Schweizer (zu Schweizj Botschaftsangestellte.  (Duden 9, 1997: 229) 
Abgesehen  von  der  'ratgebenden'  Funktion  der Duden-Bande,  wo eben  iiber  GroR- 
schreibnng  und  auch  Zusammenschreihung  (bei  StraBennamen)  entschieden  werden 
muB,  taucht  das Problem  in  der  Literatur  ansonsten  eher  am  Rande  auf.  Sugarewa 
(1974) behandelt zwar ausfuhrlich die Ableitungen auf -er  und -isch  und stellt auch die 
Unterschiede  der  beiden  Typen  sorgyaltig  dar, diskutiert  aber  letztendlich  nicht  die 
Moglichkeit, er-Ableitungen in der angegebenen Position als Substantive zu interpretie- 
ren. Bei ihr sind es also Adjektive. 
Die Adjektive vom Typ itulienisch, Berliner, Schillersch bilden eine Suhgruppe auf der semantisch- 
grammatischen Ehenc der Wortart Adjektiv.  (Sugarewa 1974: 200) 
Die Einordnung als Adjektiv  folgt bei  ihr aus der Stellung bzw. der Funktion, dabei 
behandelt sie das Suffix -er  sogar als Adjektivsuffix. 
Bemerkenswert ist,  dal3  das Suffix -er,  mit  dessen  Hilfe Adjektive  von  geographischen  Namen 
gebildet wcrden, nicht imstande ist, von sich aus die Wortartzugehorigkeit dcs Wortsyntagmas zu 
kennzeichnen.  Die Einordnung  in  die Wortklasse  des  Substantivs oder des Adjektivs  wird  unter 
Berucksichtigung  der  Relationen  im  Satz-Syntagma  odcr  Wortgruppcn-Syntagma  moglich:  Die 
Leizpziger sind stolz auf  ihrc Geschichte. Die Leipziger  Messe  ist von  groRer  Bcdeutung  fiir die 
Entwicklung der Stadt.  (Sugarcwa 1974: 2049 
Sie erlLtert in diesem Zusammenhang Besonderheiten  dieses  Suffixes  im  Vergleich 
mit -isch. 
Der Adjektivierung srehen die Derivationsmorpherne -er und -isch zur Verfiigung. Sie verhalten sich 
morphologisch und  syntaktisch verschieden. Die -er-Bildungen sind nur auf attributiven Gebrauch 
beschrankt. Sic sind unverlinderlich. Dadurch nahern sie sich der kleinen Gruppe von nichtflektier- 
haren Adjektivcn wie orange, lilu, prima, extru  (Sugarewa 1974: 253) 
Fleischer (1982: 256) nennt  die Formen  zunachst  Substantive, zeigt  aber, daB  nichts 
"gegen  die Behandlung der Formen als Adjektive"  spricht. Zwingend wird die Einord- 
nung fur Fleischer dadurch, daB manche der Bildungen  nur attributiv vorkommen, die 
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Diese Substantive konnen auch  in attrihutiv  adjektivischer Funktion  aultreten, vgl.  die Leipziger 
Messe, die Berliner Einwnhnerschaft, der Rostocker Hafen. Weder die GroRschreihung (infolgc der 
Homonyrnie mil den suhstantivischen Bewohnerhezeichnungen) noch die Unflektierbarkeit (sie gilt 
auch fur Adjektive wic barfup, rosa u.a.) sprechen gegen die Bchandlung der Formen  als Adjektive. 
Sie wird schliefllich  auch deshalb gefordert, wcil cs von Eigennamen abgeleitete -er-Derivate gibt, 
die als Substantive gar nicht gebrluchlich sind, vgl. z.B. Teutohur~er  Wald (aber nicht: *der, die 
Teufohurger), Biihmer  Wuld  (suhstantivische  Bewohnerbezeichnung:  der  Riihme),  Jasmunder 
Bodden  (Riigcn), [...I  Umgckehrt  werden  nichr alle  suhstantivischcn Bewohnerbezeichnungen als 
Adjektive verwendet: Neben der Gruppe ein Schweizer Geschuftsfreund (rnit Adjektiv) steht nicht 
ein Cherusker Do$[...],  auch die Englander Sprache ist nicht mijglich. 
Die Adjeklive auf -er sind vielfach an die Stcllc dterer Bildungcn auf  -isrh getreten (Flcischer 1982: 256) 
Auch  andere  Wortbildungen  behandeln  -er  wie  Sugarewa  als  Adjektivsuffix  (z.B. 
Motsch  1999: 216f., Simmler  1998: 561, Altmann/Kemmerling 2000); Motsch disku- 
tiert dies ausfuhrlicher, s. unten. 
2.  Adjektiv oder Substantiv? 
Um die zu untersuchenden Formen benennen zu konnen, nehme ich eine Entscheidung 
bezuglich  der Wortart vorweg, die durch  die Andeutung der Argumente naheliegt: es 
finden sich Argumente fur und gegen die Interpretation als Adjektiv und solche gegen 
die Interpretation als Substantiv, aber letztendlich spricht kein Argument fur die Inter- 
pretation als Substantiv. Danach ist eine Benennung 'Adjektiv'  nahegelegt, wenn auch 
keineswegs  endgultig  gerechtfertigt.  Im  folgenden  werden  Fomien  wie  Berliner  in 
Konstruktionen  wie Berliner Ballen STADTADIEKTIVE  genannt. 'Stadt'  aus folgendem 
Grund: Ableitungen von Stadten und von Landern unterscheiden sich offenbar. Fur die 
Bildung  von  Einwohnerbezeichnungen von  Landern  stehen  zwei  Suffixe und  beide 
jeweils  noch  mit einem Interfix  (Stammallomorphie)  zur Verfiigung, also vier  unter- 
schiedliche  'Endungen':  -er,  -an-er,  -e,  -es-e  (zu  weiteren  Erlluterungen  und  zur 
Verteilung s. Fuhrhop 1998: 141ff.). Die entsprechenden Adjektive werden jeweils mit 
-isch  gebildet:  Ind-er - ind-isch, Schwed-e - schwed-isch,  Chin-es-e - chin-es-isch, 
Amerik-an-er -  amerik-an-isch. 
Die  Ableitung  von  Stadtenamen  geschieht  meistens  durch  das  Suffix  -er ohne 
Stammallomorphie:  Berliner,  Kolner,  Pntsdamer,  ~oskauer~,  Nc~w Yorker,  Pariser, 
Wuppertaler usw. Stammallomorphie findet sich nur in  wenigen Ausnahmen: Hallen- 
ser, Hannoveraner, Jenenser.  Die er-Ableitungen  bezeichnen  zunlchst die Bewohner; 
diese Bewohnerbezeichnungen sind eindeutig Substantive. Entsprechende Adjektive auf 
-isch finden  sich  kaum;  herlinisch, kolsch,  wienerisch. Sie werden  nicht  einheitlich 
gebildet (herlinisch mit  dem  gesamten  Stadtenamen, kolsch durch  Abspaltung eines 
Segments des Stadtenamens, wienerisch durch Einfugen  von  -er) und sie bezeichnen 
bevorzugt  die Sprachvariante der  ~ewohner'.  So erkllrt  sich  auch  die  gleichzeitige 
'  Moskowiter gilt nach Duden (1996) als veraltel. 
huch  chinesisch usw, kann fiir die Sprache stehen, aber chen nicht ausschlie0lich, chinesische Mauer 
usw. Existenz von Stadtadjektiven auf -er von diesen Stadtenamen: Berliner Bullen, Kolner 
Karneval, Wiener Wiirstchen. 
Ableitungen von Stadte- und Landerbezeichnungen unterscheiden sich also wesent- 
lich in zweierlei Hinsicht: 
1) Bewohnerbezeichnungen von Stadtenamen werden mit -er gebildet ohne Stamm- 
allomorphie,  fur  die  Bewohnerbezeichnungen  von  LBndern  stehen  hingegen  vier 
Endungsvarianten zur Verfugung. 
2) Adjektive von Liinderbezeichnungen werden rnit Hilfe von -isch gebildet, diese 
Bildungen  verhalten sich ganz wie Adjektive. Von Stadtebezeichnungen konnen keine 
Adjektive auf -isch gebildet werden, die eine allgemeine Zugehorigkeit ausdrucken. 
2.1 Flexion des adjektivischen Attributes und der engen Apposition 
a)  der Berliner Platz, des Berliner Platzcs, die Berliner Plltze, den Berliner Pliitzcn 
b)  der heitere lunge, des heiteren Jungen, die heitercn Jungen, den heiteren Jungen 
c)  der  Bundeskanzler  Schroder, des Bundeskanzler(s)  Schrbder, die  ehemaligcn  Bundeskanzler 
Brandt und Schmidt, den ehemaligen Bundeskanzlern Brandt und Schmidt. 
d)  der  Potsdamer  Tohias,  des  Potsdamcr(s)  Tohias,  die  Potsdamer  Tobias  und  Robert,  den 
Potsdamern Tobias und Rohcrt 
In  a)  ist  die  Flexion  (bzw.  die  Nichtflexion)  von  Berliner  in  attributiver  Stellung 
gezeigt,  der fur uns  interessante  Fall.  Zur  Gegenuberstellung  zeigt  b)  die  'normale' 
attributive Adjektivflexion mit einem Adjektiv, das wie die Stadtadjektive auf -er endet. 
Dieses Beispiel zeigt, daB es keine segmentalphonologischen Grunde fur die Nichtflek- 
tierbarkeit von Stadtadjektiven gibt. 
In  c) und d) handelt es sich um enge Appositionen, das heil3t um Nominalgruppen 
rnit zwei Substantiven, die beide  Kern der Nominalgruppe  sein konnen.  In  der engen 
Apposition  werden  die Substantive  'normal'  flektiert.  Aufgefuhrt  sind  die Falle  aus 
mindestens zwei hier wesentlichen Grunden. Erstens: Sollte es sich bei den Stadtadjek- 
tiven  doch um  Substantive handeln,  so ware  die enge Apposition  eine naheliegende 
Interpretation. Der zweite Grund ist eine Formgleichheit: zu den Stadtadjektiven gibt es 
hiiufig die gleichlautende Bewohnerbezeichnung,  die eindeutig ein  Substantiv ist (die 
Berliner gehen heute wuhlen). Und mit diesen Substantiven gibt es eben auch eine von 
der  Wortstellung her gleiche Wortgruppe.  Dennoch  sind die FBlle  deutlich  zu  unter- 
schieden. Die Konstruktion rnit dem Substantiv verhalt sich stets vollig systemkonform, 
das heiBt wie andere Substantive auch. Die Stadtadjektive hingegen verhalten sich weder 
wie Substantive noch wie Adjektive, sondern bilden zunachst einmal eine Sonderklasse. 
2.2  Untlektierte attributive Adjektive 
Die Stadtadjektive in 2.1 a) flektieren also weder wie Substantive noch wie Adjektive. 
Diese  Tatsache  ist  der  eigentliche  Ursprung  des  gesamten  Problems.  Im  heutigen 
Deutschen  finden  sich  noch  zwei  weitere  Typen  von  FBllen,  in  denen  attributiv 
unflektierte Adjektive stehen konnen. ,BerlinerG  Ballen und ,Potsdamera Biirgermeister -  Suhstunfive oderAdjektive?  49 
Der erste Typ sind einzelne Wendungen, in denen ein Adjektiv unflektiert aussieht 
wie in wie kein schiiner Land zu dieser Zeit; Abendrot, gut Wetter droht; trocken  rot^. 
Derartige FBlle sind historisch durch eine Veranderung im Flexionssystem zu erklaren, 
denn die im heutigen Deutschen unflektierte Kurzform (gut)  des Adjektivs entsprach im 
alteren Deutschen der Nominativ-Singular-Form  in allen drei Genera (Paul  1917: 163). 
Fur das heutige Deutsche sehen  die Adjektive in  diesen Fallen  unflektiert aus, dieser 
Typ ist aber nicht produktiv. 
Der zweite Typ sind einzelne Adjektive, die nicht flektiert werden, bzw. nicht un- 
bedingt flektiert werden mussen: rosa, lila, orange, turkis, aubergine, pink - klusse, spitze, 
extra, scheiJ3, mist. Ein tiirkis Kleid ist deutlich eher zu akzeptieren als *ein blau Kleid. 
Fiir die Adjektive, die auf einen betonbaren Vokal enden, also extra, lila, rosa wird 
hiufig eine phonologische Begriindung fiir die Nichtflektierbarkeit angenommen: In der 
regularen Flexion wurde eine Hiatus entstehen, der offenbar vermieden wird wie in *ein 
rosaes Auto.  Wird  es  dennoch  flektiert,  wie  es  durchaus  vorkommt,  wird  ein  -n- 
eingeschoben: ein rosanes Auto. 
Fur  klasse  und  spitze  nennt  Eisenberg  (mundliche  Mitteilung)  eine  andere 
Erklarung, ebenfalls phonologisch-morphologischer Art: Seit dem Mittelhochdeutschen 
haben die Adjektive auf Schwa systematisch ihr Schwa in der Kurzform abgestoBen, bis 
auf eine kleine Restklasse. Diese Restklasse  ist  wohlbestimmt, sie enthalt nur solche 
Adjektive, die vor dem Schwa einen stimmhaften Obstruenten haben (Paul  1917: 165), 
also droge,  leise, mude, iide, trage,  trube,  weise.  Sie behalten  ihr  Schwa gewisser- 
maRen,  um  die  Auslautverhartung  zu  vermeiden  (Eisenberg,  mundliche  Mitteilung). 
Kommt nun ein auf Schwa auslautendes Adjektiv ins System (hier durch Konversion), 
das als vorletzten Laut keinen stimmhaften Obstruenten aufweist, dann ist das Deutsche 
offenbar nicht fahig, dieses in die normale Adjektivflexion aufzunehmen (so Eisenherg, 
miindliche  Mitteilung).  Fiir  diese  Interpretation  spricht  auch,  daB  spater  entlehnte 
Adjektive auf Schwa auslauten konnen, wenn vorher ein stimmhafter Obstruent steht, so 
marode5, prude.  Sie werden  problemlos  in  das Flexionssystem  integriert.  klasse  und 
spitze konnen zwar attributiv vorkommen, bleiben  aber unflektiert. Andere Adjektive, 
die auf Schwa auslauten ohne einen vorangehenden stimmhaften Obstruenten, konnen 
hingegen  nicht  attributiv verwendet  werden  wie kirre und pleite:  *eine pleite  Firma, 
*ein pleites  Unternehrnen. Die einzige Ausnahme, die sich im rucklaufigen Worterbuch 
findet (Theissen et al. 1992) is1 irre; es kommt attributiv vor und wird flektiert: ein irres 
Gefuhl. Viele Worterbucher nennen hier aber auch ein Variante ohne Schwa: irr, damit 
widerspricht auch dieser Fall nicht der ausgefuhrten These.  - 
Einige Falle von Nichtflektierbarkeit konnen also phonologisch-moiphologisch  erklirt 
werden; von  den  oben genannten Adjektiven werden  aubergine, orange, pink,  turkis; 
scheg und  mist davon  nicht erfaBt. Sie teilen folgende Gemeinsamkeit: sie sind alle 
durch Konversion aus Substantiven entstanden (auRer pink). Dies gilt auch fur die bereits 
phonologisch erklarten mit der Ausnahme von extra. extra ist ein konvertiertes Adverb. 
~ie~ichtflektierbarkeit  der Stadtadjektive kann wie gesagt nicht segmentalphono- 
logisch begrundet  werden. Aber auch sie werden  durch Konversion von Substantiven 
F"r  dieses Beispiel danke ich Wolfgang Ullrich Wurzel. 
nmrodr is1 im  18. Jahrhunderl aus dem Franzosischen enllehnt worden (Pieifer), und cs hat noch nicht 
einmal in der Schrift ein -e im Franzosischen. 50  Nunna Fuhrhop 
gebildet. Dazu ist zunachst festzuhalten, daR die oben genannte Gruppe von Adjektiven, 
die durch Konversion aus Substantiven entstanden sind, sehr klein ist und sie durch die 
Aufnahme der Stadtadjektive um einiges vervielfacht wurde. Zwei Fragen stellen sich: 
Wie  haufig  kommt  eine  Konversion  von  Adjektiv  zu  Substantiv  vor?  Sind  diese 
zunachst immer in ihrer Flexion beschrankt oder handelt es sich doch um Ausnahmen? 
Grundsiitzlich gibt es praferierte Konversionsrichtungen, die typologisch und  auch 
fur das Deutsche gelten. Eschenlohr (1999: 46ff.) faBt  zusammen, daB  Konversionen 
vom  Substantiv zum  Verb,  vom  Verb  zum Substantiv  und  vom  Adjektiv  zum  Verb 
haufig und produktiv sind. Den Wortartenwechsel von Infinitiven und Partizipien disku- 
tiert sie; hier ware eine Erweiterung wiederum vom Verb zum Substantiv anzunehmen 
und  eine vom  Verb zum Adjektiv.  Auch  wenn  FuhrhopITeuber  (2000) einen  Unter- 
schied zwischen den beiden Partizipien herausstellt, so zeigt doch die Auflistung, daB 
Konversionen vom  Substantiv zum Adjektiv ganzlich unublich  sind. Auch Wilmanns 
(1930:  509f.)  begrundet  das  auffallende  Verhalten  der  Stadtadjektive  mit  der 
ungewohnlichen Konversionsrichtung ,,und selten haben es die so entstehenden Worter 
zu einer vollen Entfaltung adjectivischer Formen gebracht". 
Die  Konversion  von  Substantiven  zu  Adjektiven  ist  auch  typologisch  stark 
eingeschrankt, es handelt sich dabei stets um EinzelRlle. 
Zusammenfassend ILRt  sich also festhalten, daR  sowohl phonologische Begriindun- 
gen als auch die ungewohnliche Konversionsrichtung Grunde fur die Nichtflektierbar- 
keit von Adjektiven in attributiver Stellung sein konnen. 
Die zunachst augenf'ilige Gemeinsamkeit  von  Adjektiven  des Typs klasse, rosu 
und  der Stadtadjektive war  die Unflektierbarkeit. Als weitere Gemeinsamkeit kommt 
nun die Entstehung hinzu. Der EntstehensprozeB ist eine wesentliche Ursache fur die 
Unflektierbarkeit.  Daher spricht  die Existenz von  anderen  unflektierbaren  Adjektiven 
fur die Interpretation der Stadtadjektive als Adjektive. Der Unflektierbarkeit wird somit 
als Argument gegen die 'Adjektivitat' die wesentliche Argumentationskraft genommen. 
2.3  Form der Adjektivsuffixe 
In  Fuhrhop  (1998: 89) habe  ich  gezeigt,  warum  ein  Adjektivsuffix  moglichst  keine 
Schwasilbe sein  sollte. Dies  hat  insbesondere  mil  der  Form  der Komparations-  und 
Flexionssuffixe  zu  tun; regular  konnen  dabei  zwei  Schwasilben  aufeinander  folgen: 
grijp-er - grby-er-es. Ware das Derivationssuffix  auch eine Schwasilbe, so kame es 
regular zu drei aufeinanderfolgenden Schwasilben und damit zu vierhebigen FuBen, die 
fur  das  Deutsche  eher  untypisch  sind  (Eisenberg  1991). Einige  Adjektive,  die  auf 
Schwasilben enden, hat &as  Deutsche, wie rnunter, keitcr, edcl u.a. Bei diesen kann die 
erste  Schwasilbe synkopiert werden:  muntreres; ware  dies das Derivationssuffix, so 
wurde das Derivationssuffix  unsilbisch werden, was offenbar verhindert wird. Die hier 
diskutierten  Falle widersprechen  diesem Praferenzgesetz  keineswegs, denn  erstens ist 
das  -er  kein  Adjektivsuffix,  sondern  es  handelt  sich  um  konvertierte  komplexe 
Substantive, -er ist  ein  Substantivsuffix. Damit  widerspreche  ich  explizit  Sugarewa 
(1974), die -er als Adjektivsuffix behandelt (s. 1.). AuBerdem flektieren die wortformen 
ja gerade nicht. Ein Zusammenhang zwischen dem Nichtflektieren und der Form der ,Berlinera  Ballen rrnd  ,Patsdarner' Biirgermeister -  Substantive oderAdjektive?  5 1 
diskutierten Falle ist zwar moglich, aber nicht offensichtlich, denn heifer, munter usw. 
flektieren  ja  auch.  Ein  Zusammenhang  zwischen  der  Form  der  Suffixe  und  dem 
Nichtflektieren wire einfach herzustellen, aber er ist letztendlich nicht zu beweisen, da 
es keine vergleichbaren Falle gibt. 
Nun  habe ich behauptet,  daB  Adjektivsuffixe keine Schwasilben sind, also keine 
grundsitzlich unbetonbaren Silben. Aber auch -isch bekommt kaum einen Nebenakzent; 
fur  die  prosodische  Struktur der  entstehenden  Wortfonnen  sind  -er und  -isch  also 
gewissermaen gleich schlecht. In diesem Sinne argumentiert Becker (1824), daB -er in 
gewissen  Sinne  dem  -isch  vorgezogen  wird,  da  die  Adjektive  auf  -er  nun  ma1 
unflektierbar sind: 
Die Namen der Linder und Oerter sind namlich meistens mil Berg, Burg, Doe  Studt, Guu, Lund, 
Feld, Heim, Huus u.s.f.  zusammengesetzt wie Nurnberg, Marburg  u.s.f. Die von ihnen gebildeten 
Adjektive auf isch haben, weil auf die erste volltonige Sylbe einc zweite halbtonige und noch eine 
dritte unbetonte Sylbe folgt, fiir sich schon keinen guten Rhythmus. Nimmt das Adjektiv nun noch 
eine unbetonte  Biegungsendung  an, so cntsteht  ein VerstoB  gegen  den  Rhylhmus, welchen  die 
Sprache nicht wohl ertragt, und der, wenn der Ortsname gar dreisylhig ist, ganz unleidlich wird. 
(Becker 1824: 31 8) 
Hier ist nun ein weiterer tendenzieller Unterschied zwischen Ableitungen von  Stadten 
und Liindern festzuhalten, der mit Becker die unterschiedliche Adjektivbildung erhellt: 
Liindernamen haben sehr haufig eine Endung, die abgespalten wird (insbesondere -ien); 
daher entstehen 'bessere' prosodische Strukturen: Inder -  indisch. AuBerdem ziehen die 
beiden Interfixe -an- und -es- (amerikdn, chinis) den Akzent auf sich. Die Stammform- 
bildung der Landerbezeichnungen ermoglicht also hiufig erst ein Adjektiv auf -isch. 
2.4  Argumente aus der Derivation 
Dan es sich bei Berliner in Berliner Ballen nicht um die Personenbezeichnung handeln 
kann, ist unter anderem daran zu erkennen, daB es nicht movierbar ist. Es ist auch nicht 
movierbar  in  FPllen,  in  denen  es von  der  Bedeutung  her  sinnvoll  ware:  *Bedinerin 
Biirgerin. Enge Appositionen, in denen Berliner eindeutig ein Substantiv ist, movieren 
wie in Bundeskanzlerin Merkel oder die Potsdamerin Stefunie.  Die Nichtmovierbarkeit 
spricht gegen die Interpretation der Stadtadjektive als Substantive. 
Von den meisten Landerbezeichnungen wird ein entsprechendes Adjektiv mit -isch 
gebildet, von Stadtebezeichnungen  nicht. Einige der Landerbezeichnungen bilden hin- 
gegen ahnlich wie Stadte ihre Einwohnerbezeichnungen auf -er; diese konnen aber nicht 
pranominal  attributiv  (ohne Artikel)  verwendet  werden:  Potsdamer  Biirgermeister - 
*Inder Prasident. Insofern fullt Potsdarner zumindest eine Liicke; es gibt kein  anderes 
konkurrierendes Adjektiv. Auch  dies spricht fur die Interpretation  von  Potsdarner als 
Adjektiv. 
Die er-Ableitungen sind im Gegensatz zu  den isch-Ableitungen weder komparier- 
bar (*die herlinerer Bevolkerung) noch mit un- prafigierbar ("die  unherliner Bevti'lke- 
rung)  (Sugarewa  1974: 204). Auch  fiir die isch-Adjektive  von  Landerbezeichnungen 
scheinen  die Beispiele konstmiert (seirz  u~tarrzerikurzisc/zes  Ver-halten, sein  inzwischen 
deutlich amerikanischeres Verhalten oder er ist ,jetzt schon umerikanischer als ich es je 52  Nunnu Fuhrhup 
geworden bin). Stadtadjektive unterliegen als Adjektive formalen Beschrankungen,  sie 
sind gewissermaflen weniger adjektivisch als sie sein konnten. 
Sugarewa (1974) fuhrt als Argument noch an, daB er-Adjektive nicht substantivier- 
bar  seien, also schBn -  der/das/die  Schone.  Dies ist  nun  an  dieser  Stelle nicht  uber- 
raschend, da -  sollten Berliner und Potsdarner Adjektive sein -  es sich um konvertierte 
Adjektive aus Substantiven handelt. DaB diese wiederum zu Substantiven konvertieren, 
ist nicht zu erwarten. 
2.5  Komposita 
Einige Punkte der vorangehenden Analyse konnten dazu fiihren, Berliner Burgermeister 
usw. als Kompositum  zu  analysieren. Zunachst  stehen  hierfur  die Regeln  zur  Recht- 
schreibung, wie  sie im Duden  zur Getrennt- und  Zusammenschreibung von  StraBen- 
namen  aufgefiihrt  werden  (s.2.5.2).  BekanntermaBen  werden  StraRennamen  wie 
Berliner Strube getrennt  geschrieben; der Regelapparat  im  Duden  braucht  dazu  eine 
spezielle Regel, die aus dem sonstigen Regelapparat  heraus nicht verstanden  werden 
kann, sie mu8 auswendig gelernt werden. 
In  der neueren  Literatur finden sich bezuglich der Interpretation als Kompositum 
gegensatzliche Standpunkte, die aber moglicherweise  regional  bedingte  Unterschiede 
zeigen (insbesondere in Bezug auf den Akzent). 
In  der  Sudwestecke  des  deutschen  Sprachraums,  der  Schwciz,  werden  Vcrhindungen  lnit 
Ableitungen von geographischen Eigcnnamen auf -er [...I  haufig nicht als Juxtapositioncn, sondern 
als Komposita aufgefaljt; in geschriebener Sprache 5uBert sich dies in der Zusammenschreibung. In 
StraBennamen 0.a. ist diese Schreibung in vielen Stadten sogar amtlich: 
die Schweizeralpen, die Schweizergrenze 
die SchaffhauserstraRe, der Altstetterplatz, die Wipkingerbrucke (alle  in Zurich)  (Gallinann 1990: 3 12) 
Motsch  (1999:  216, ahnlich  auch  Henzen  1957:  164) weist  auf  die  unterschiedliche 
Akzentstruktur hin: 
konnten die Konstruktionen nur als Nt-N-Komposita analysiert  werden. Von  normalen  Koinposita 
unterscheiden sich die Konstruktionen jedoch  dadurch, dass dcr Hauptakzent nicht auf dem ersten 
Nomen, sondern auf dem rwciten liegt. Dies wiederum ist die typische Intonation von Konstruktio- 
nen aus attributivcm Adjektiv und Bemgsnomen in Nominalphrascn. 
Wegen des Akzentverhaltens und der vijllig freien (und durchsichtigen) Kombinatorik 
meine auch  ich, daB  es sich  nicht um  Komposita  handelt.  Moglicherweise  tendieren 
StraBennamen  als  festere Einheiten  in  diese  Richtung,  Konstruktionen  wie  Berliner 
Burgermeister -  und urn die geht es hier wesentlich -  nicht. 
Historisch sind die Stadtadjektive wie gesagt aus vorangestellten Geuitivattributen 
entstanden. So sind auch die sogenannten Genitivkomposita eutstanden, aus denen dann 
die Fugenelemente hervorgegangen sind (s. z.B. Demske 1996, Fuhrhop 1998 u.a.): des 
Gottes  Diener - der Gottesdiener.  Aus  analogen  Konstruktionen  sind  zwei  unter- 
schiedliche synchrone Konstruktionen  entstanden. Es folgen nun  einige ~berlegungen 
zur Interpretation dieses Tatbestandes. ,BerlinerG  Ballen und ,Potsdarner' Biirgermeister -  Substantive oderAdjektive? 
2.5.1 Berliner als Kompositumserstglied? 
Fur Adjektive als Erstglieder gibt es eine formale Beschrankung: Suffigierte Adjektive 
sind als Erstglieder nicht zugelassen (*Kiinstlichhonig, "Farhiggruphik, Reis 1983: 1 14, 
Wunderlich 1986). Diese Beschrankung ist bei Adjektiven mit einem Adjektivsuffix zu 
beobachten.  -er ist aber kein Adjektivsuffix, sondern es ist ein Substantivsuffix. Denn 
auch wenn die Stadtadjektive tatsachlich Adjektive sein sollten, so sind sie doch durch 
Konversion aus Substantiven entstanden und nicht direkt durch Suffigierung. Ob solche 
FLlle aufgrund der gleichen Begriindung von der Komposition ausgeschlossen sind, wie 
suffigierte Adjektive, ist letztendlich schwer zu priifen, denn es ist ein singularer Fall. 
Es konnte sein, aber es kijnnte auch nicht sein. 
Aber es ist eben in dieser Beziehung noch eine weitere interessante Beobachtung zu 
machen. Denn auch als eindeutige Substantive, das heiBt als Bewohnerbezeichnungen, sind 
sie von der Komposition ausgeschlossen: *Berlinerclique. Bewohnerbezeichnungen, die 
mit Hilfe anderer Suffixe gebildet sind, konnen Kompositionserstglieder  sein, wie Chinesen- 
clique, Polenmarkt, Franzosenbillichkeit (eine Anekdote von Kleist). Der in 2. erwiihnte 
Unterschied zwischen den Adjektiven von Stadtenamen und Landerbezeichnungen schlagt 
hier  unter  Umstanden  bis  in  diese  Beschrankung hinein,  so  scheint  ?~talienerclique 
zumindest besser als *Berlinerclique. Auch ?~erlinerinnenclique  scheint akzeptabler. 
Offenbar hat die Nichtkomponierbarkeit  der Substantive Berliner usw. nichts mit 
der Form des Suffixes zu tun, denn Lehrerrimmer, Backermeister, Anglerzubehiir  sind 
voll  akzeptierte  Komposita.  Die Beschrankung muB  etwas damit  zu  tun  haben, daB 
Adjektive und Substantive formgleich sind. 
In  folgender These konnte eine Begriindung stecken  (sofern sie denn richtig ist): 
Komposita unterscheiden  sich auch formal von  Phrasen, eine unterschiedliche Akzent- 
struktur reicht im allgemeinen nicht aus. 
a) Adjektivische  Erstglieder sind unflektiert in  Komposita, auch bei flektierbaren 
Adjektiven: Griinkern -  griiner Kern. 
b) Verben erscheinen als Kompositionserstglied in der Form des Verbstammes: Bac~orm. 
c) Vorangestellte Substantive sind entweder sachsische Genitive von  Eigennamen 
(Leos  Auto) oder Genitivattribute mit Artikel (des  Munnes liebstes Spielzeug). 
Beim vorangestellten Genitivattribut kann es systematisch zu Formgleichheiten kommen, 
wenn namlich der Genitiv-Plural ohne spezielle Endung gebildet wird, was genau der 
Fall ist, wenn der Plural ohne Endung gebildet wird und das passiert unter anderem bei 
Maskulina auf -er. Hier ist die Stelle, in der es zu Formgleichheiten kommen kann, eben 
cler Berliner Biirgermeister als Burgermeister der Berliner oder als der Burgermeister 
von  Berlin.  In  der  hier  besprochenen  Konstruktion  wird  der  Artikel  immer  vom 
Kernsubstantiv  bestimmt. Ein Kompositum  hatte  also stets die gleiche Form  wie die 
Phrase,  sofern  das  Zweitglied  maskulin  ist  und  im  Singular  steht  (moglicherweise 
wurden sie sich in der Akzentstruktur unterscheiden). 
Komposita  wie  Haustiir,  Backform,  Griinkern  konnen  also  nur  Komposita  und 
keine Phrasen  sein. Da Berliner  auch gleichzeitig ein  Adjektiv sein  kann,  als  solches 
nicht flektiert wird und als Attribut stets einem Substantiv vorangehen kann, ist auch die 
Komposition mit dem (eindeutigen) Substantiv verhindert, wegen  der Formgleichheit. 
Die Homonymie hat also auch Auswirkungen auf das Verhalten des Substantivs. 2.5.2 StraRennamen 
Fur StraRennamen findet sich folgende Regel im Duden: 
StraBennamen werden zusammengeschriehen, wenn sic aus einem ungebeuglcn Adjektiv und einem 
Grundwort zusammengesetzt sind  (Dudcn 1, 1996: 43) 
Waren  unsere Untersuchungsobjekte  unflektierte  (ungebeugte)  Adjektive,  wovon  wir 
ausgehen, dann wurde dies also zur Zusammenschreibung fuhren. 
Darunter findet sich die Sonderregel, daB StraRennamen auf -er getrennt geschrie- 
ben werden. Dies wird zurecht als Sonderregel dargestellt, denn begriindet werden kann 
es innerhalb der Regeln nicht, wenn es auch suggeriert wird. Denn ist das Erstglied ein 
Substantiv (worauf verwiesen wird), dann wiirde dies zur Zusammenschreibung fuhren. 
Die Regel im Duden ware einfach zu verandern, statt "ungebeugte Adjektive" sollte 
es "ungebeugte, aber beugbare Adjektive" heiRen. Die hier untersuchten Formen sind eben 
nicht nur unflektiert sondern unflektierbar und das ist ein wesentlicher Unterschied. 
2.6  Syntaktische Stellung der Stadtadjektive 
2.6.1 Stadtadjektive im attributiven Gebrauch 
Im Gegensatz zu  den  isch-Adjektiven  sind die er-Ableitungen weder priidikativ  noch 
adverbial zu verwenden: er kocht amerikanisch - *er kocht Berliner. 
Er ist amerikanisch, er bleibt amerikanisch - Er ist Berliner, er hleibt Berliner sind 
grammatisch, aber nur in der Interpretation als Substantiv, dann ist es zum Beispiel auch 
movierbar, sie  ist Berlinerin, sie  bleibt Berlinerin  und  es ist  artikelfiihig  ich bin  ein 
Berliner.  Auch dies ist kein Gegenargument zu einer Interpretation als Adjektiv, denn 
es gibt viele Adjektive, die nur attributiv verwendet werden konnen:  die semantische 
Theorie,  ?die  Theorie ist  semantisch,  ?er spricht  semuntisch  (Eisenberg, miindliche 
Mitteilung). 
2.6.2 Stellung der Stadtadjektive 
Sie konnen mit anderen Adjektiven kombiniert werden. Die Stadtadjektive stehen dabei 
unmarkierterweise  direkt  vor  dem  Kernsubstantiv  der  Nominalphrase:  die  grogen 
Berliner Zeitungen -  ?die Berliner groJ3en Zeitungen. Die Ids-Grammatik (Zifonun et 
al. 1997: 2070f.) gibt eine relative Ordnung pranorninaler attributivischer Adjektive an6: 
"Herkunftsadjektive  stehen in unmarkierter Stellung nach allen anderen".  Die Regulari- 
tit gilt  also  nicht  nur  fiir  die  Stadtadjektive, sondern  gleichermaflen  fur  Herkunfts- 
adjektive auf -isch. Bei anderen Herkunftsadjektiven ist dies jedoch  nur die unmarkierte 
Stellung, ein VerstoB dagegen fuhrt keineswegs zu ungrammatischen  Konstruktionen. 
Bei  einer  'Kontrastbetonung'  ist  die  umgekehrte  Reihenfolge  moglich:  die  neue 
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italienische Mode  -  die italienische neue Mode. Laut Gallmann  (1990:  189) "konnen 
Ableitungen  auf  -er  von  geographischen  Eigennamen  nicht  vom  folgenden  Nomen 
getrennt werden". Als Beispiel gibt er lediglich 
ein milder schweizerischcr Kase 
ein schweizcrischer milder Kiisc 
ein milder Schweizer Kiise 
*ein Schweizer milder Kase 
Nun  bezeichnet Schweizer Kuse eben nicht nur einen Kase aus der Schweiz, sondern 
hlufig  eine  ganz  besondere  Sorte  von  Kbe. Insofern  nenne  ich  hier  ein  anderes 
Beispiel,  das  moglicherweise  doch  ein  anderes  attributives  Adjektiv  zwischen 
Stadtadjektiv und  Substantiv zulaflt:  '~ie  Berliner gro/3en Zeitungen  versuchen  den 
Berliner kleinen Zeitungen Leser ubzuwerben. Eventuell ist das Stadtadjektiv noch ein 
wenig unbeweglicher als vergleichbare isch-Adjektive; ein grundsatzlicher Unterschied 
ist an dieser Stelle nicht eindeutig festzustellen. 
Untereinander  sind  die  Stadtadjektive  aneinanderreihbar.  In  den  folgenden 
Beispielen  handelt  es  sich  stets  um  StraBennamen  (das  zweite  Stadtadjektiv  in 
Verbindung mit dem Kemsubstantiv). 
Der  Berliner  Potsdamer  Plalz  ist  nahe  dem  Berliner  Pariser  Platz  und  weit  entfernt  von  der 
Potsdamer Berliner StraBc. 
Hier handelt es sich um die nahere Bestimmung von benannten Platzen. Dies fuhrt dazu, 
daB  die Reihenfolge der er-Ableitungen  wesentlich  fiir die Bedeutung ist.  Das  liegt 
wohl eher an der Bedeutung und ist kein wirklich grammatisches Phiinomen: ein Platz 
liegt entweder in Potsdam oder Berlin  und  wenn  ein Potsdamer Platz  in  Berlin  liegt, 
dann nur deswegen, weil jemand ihn so genannt hat. 
2.6.3 Genitivattribut 
Entstanden  ist  die Konstruktion  aus einem vorangestellten  Genitivattribut,  das  heute 
durchaus noch grammatisch ist, wenn auch kaum  noch gebrauchlich  (oder wie Steche 
1925: 315 es ausdruckt, "die heute nur noch in der Edelsprache iiblich ist"). DaB es sich 
bei unseren Konstruktionen  nicht um ein Genitivattribut handelt (im Gegensatz zu  der 
Angabe im Zweifelsfalle-Duden), ist formal insbesondere am Artikel zu erkennen. Wir 
haben  hier nicht die Konstruktion der Pntsdumer Biir~ermeisterin  betrachtet, sondern 
die Potsdarner Biirgermeisterin.  Der Artikel ist dabei regiert  vom Kernsubstantiv und 
nicht Teil eines vorangestellten Genitivattributs. 3.  Vorlaufiger SchluB 
Die  Argumentation  zeigt,  daB  an  dieser  Stelle  wohl  mehr  Argumente  fiir  die 
Interpretation als Adjektiv sprechen, ohne daB es letztendlich entschieden werden kann. 
Die  Argumente,  die  dagegen  sprechen,  sind  die  Nichtflektierbarkeit, die Nicht- 
komparierbarkeit und  die Unmoglichkeit der Priifigierung mit  un-. Die Nichtflektier- 
barkeit teilen  sie mit einer Reihe von  Adjektiven, die ebenfalls durch Konversion aus 
Substantiven  entstanden  sind.  Die  Nichtkomparierbarkeit  und  Unmoglichkeit  der 
Prafigiemng mit un- teilen  sie zum Beispiel  mit dem  'adjektivischen  Infinitiv',  dem 
Partizip  1 (Fuhrhopl Teuber 2000). 
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Internals from Elaboration 
1.  Discourse relations 
Elaboration or Narration, as so-called discourse relations (or rhetorical relations), are 
modelled  in Segmented Discourse Structure Theory (SDRT) as relations between dis- 
course constituents (or constituents for short). These are either propositions that come 
into being by  interpretation of sentences occurring in a text; the propositions then have 
the status of  DRSes. Or, constituents are compounds of  such DRSes, constructed from 
DRSes (or compounds of them) by discourse relations. Elaboration and Narration in that 
sense, rather than referring to text types, provide links between constituents that allow 
them to combine in ways that, for a recipient, a resulting text is coherent and has (some) 
elaborative or narrative properties. 
Interestingly, in SDRT the fact that two constituents a and P are related by Elabo- 
ration  is characterized partly in terms of  other discourse relations. Notably there is an 
interaction with Narration and the Discourse Topic relation. For two constituents a and 
0,  the claim is that Narration(a,P) is true, if and only if  there is a third (implicit) con- 
stituent y that  is elaborated  by  both  a and  P. As  being  elaborated  by  a  constituent 
involves dominating that constituent, which in turn is a sufficient reason for making up 
that constituents discourse topic, y acts as their common discourse topic. The composite 
claim can be articulated by means of the two SDRT axioms in  (I) (in (I.b), 6 4  a says 
that 6 dominates a): 
(I)  a.  Narration(a,P) iff  3y [Elaboration(y,a) & Elaboralion (y,Pj] 
b.  Elaburation(6,n) -1  6 U  n 
2.  Two examples for Elaboration 
To appreciate the effect of the axioms one may look at a case where Elaboration obtains 
between explicit constituents, such as the text in (2). 
(2)  (K)  Es regncte. 
It  rained 
'It was raining.' 
(E)  Es fielen ungewohnlich dicke Tropfen. 
I1  fell  unusually  thick  drops 
'Unusually thick drops were falling down.' 
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Here, the interpretation  of  (K) (= K) is elaborated  by  the  interpretation of  (E) (= E); 
according to (1  .b), K  E obtains, which implies that (K) expresses (E)'s discourse topic. 
However, the effect of (1.a) is that (the discourse topic) y dominates both a and P, and 
therefore is 'higher' than either of them in the hierarchy established by d. Cf. the tree in (3): 
Texts that, for a given sentence (E), make explicit (E)'s discourse topic are used in Grabski 
(2000) to discuss the interaction of the discourse topic with sentence internally defined 
properties of (E), i.e. its sentence topic, if it occurs'; (2.E) happens to have no sentence 
topic. A case of Elaboration where an (E) contains a sentence topic is (4.EI); the sentence 
topic is the NP enclosed in '[.IT7. In this text (K) is elaborated by both (El) and (E2). 
(4)  (K)  Nach dem 6. Schuljahr  suchen die Freunde von Meryem verschiedene Schulen auf. 
After  the  6. schoolyear attend  the friends  of  M.  differcnt  schools PART 
'After the 6Ih school year, Meyrem's friends will attend different schools.' 
(El) So  wird [Hamdi]~  gliicklicherweise auf  das nahe  Gymnasium gehen 
Thus will  H.  fortunately  PREP the nearby Gymnasium go 
'Thus, Hamadi will fortunately go to the nearhy grammar school.' 
(E2) Dagegen geht e ark an]^ vermutlich  auf  die Realschulc. 
However goes  A.  presumably PREP the secondary school 
'Arkan however will presumably attend the secondary school.' 
Elaboration is explicated in  Grabski (2000) by means of  an inferred object called a dimen- 
sion. A dimension is a situation theoretic (l+n-ary) type that picks up an object u from the 
interpretation of (K), the Elaborations 'frame', and distinguishes n further objects that are 
conceived of as having  contrasting properties. Although the properties are introduced by 
the elaborating sentences (E-sentences) and make up new information in the text, they add 
information to the frame, that remains constant, and therefore no Continuation or Narra- 
tion takes place; the text 'sticks to the discourse topic', so to speak.  In  (4), the frame is 
the referent of the NP die Freunde von Meryem, and there are 2 further objects (Hamdi 
and Arkan) that get contrasting properties by  (the comment part of) the E-sentences. 
3.  Dimensions 
Dimensions in the intended sense can be schematically notated as in (5.a), i.e. as objects 
in Extended Kump Notation (EKN, see BarwiseICooper 1993). These objects resemble 
notation used in DRT and in fact can be semantically related to it (see Cooper (1993)). 
(5.a) is a type that is obtained by  abstracting out of the proposition represented in (5.b). 
'  Occurence of  sentence topics in German is here restricted  to the syntactic position that has been  con- 
sidered in Frey (2000), i.e. in front of a sentence adverbial in the ,middle field' of a German sentence. hternalr  from Elaboration 
(5)  a. 
[frame] + u, 
Lposition] + q, 
PROPERTY,(xi) 
(5.b) says that the object u is classified by PROPERTY,(xi) etc. (5.a) abstracts from this 
proposition by specifying two things: 1. a set of parameters  (u, xi, ...  ) that are to be the 
arguments of the type and 2. a set of role indices (positioni etc.). The latter act as 'labels' 
in the sense of Cooper (1992) and Glasbey (1994), i.e. as 'pieces of situated content' that 
restrict  application  of  the  argument  role.  The  pieces  of  content  may  very  well  be 
anchored conceptually. To give an example, Cooper (1992) uses  labels  to model  the 
cognitive distinction that is involved in the 'morning star paradox'. Although in (6.a and 
b) the same proposition  is the result of  applying a type to an assignment that has the 
object v(enus)  as a concrete argument for the two occurring argument roles, only the 
assignment in (6.a) presents a (well-discussed) cognitive achievement: 
[Hesperus] > X, [Phosphorus]  > Y 
identical 
[Hesperus] + X, [Hesperus]  + Y 
identical 
[Hcsperusl  >  1  [Phosphorus]  P  v 
LHesperus]  + v, 
[Hesperus]  + v 
What  is  respected  here  is  the  truism  that  Hesperus  and  Phosphorus  are cognitively 
related to two rather distinct situations; therefore their identification across these situa- 
tions is the achievement  it  is. Cooper (1991) and Glasbey (1994) use role  indices as 
labels also with respect to 'situated linguistic information', such as grammatical relations. 
Thus 'subject' or 'indirect object' are tl~ated  as ways in which respective referents are 'given'. 
In  our case, the 'frame' and 'position' roles of  dimensions can be seen as labels in 
this sense, 1.e. as information that is part of  some assignment. Why should that be so? 
To appreciate this idea, one should start from the task of processing the second sentence 
of  a text like (2): (2)  (K)  Es regnete. 
It  rained 
'It was raining.' 
(E)  Es fielen ungewohnlich dicke Tropfen. 
11  fell  unusually  thick  drops 
'Unusually thick drops were falling down.' 
Processing  (2.E)  involves,  according  to  SDRT,  specifying  a  discourse  relation  that 
would attach (2.E)'s interpretation to the preceding text. In the simplest, default case this 
relation would be ~arration.'  Is there a motivation to expect more? Intuitively this is the 
case, as (E) mentions that thick  drops are falling down, which  can be  understood  as 
elaborating the content expressed in (K). But this intuition is world knowledge based. 
Nothing in the semantic structures of (K) or (E) in isolation can be used to infer this. On 
the other hand, with a different preceding sentence, (E) may be interpreted as conveying 
a different discourse relation (Specification). 
(7)  (a)  Gegen Nachmittag wares dann so weit. 
PREP  afternoon  was it  then so far 
'In the afternoon things had developed so far.' 
(E)  Es fielen ungewohnlich dicke Tropfen. 
It  fell  unusually  thick  drops 
'Unusually  thick drops were falling down.' 
The specific interaction of (E) with a preceding sentence, as well as the lack of a trigger 
for that interaction in (E)  itself, gives these inferences of  a discourse relation the status 
of bridging (cf. Ashernascarides (1998)), i.e. the inference of implicit additional infor- 
mation  that  is necessary for updating.  Dimensions  can  be  seen  as being  part  of  this 
implicit  information.  For example, whereas in  (2), (E) has  a preceding  sentence  that 
yields a frame in the intended sense, (E) in (7) has not. 
Another observation concerns an  interaction between  E-sentences. (8) below  is as 
(4),  but with a modified second E-sentence (8.E2), that exhibits a different contrast than 
(4.E2). Whereas in (4), a contrast was established between school types, in (8) a contrast 
is established between close and distant schools. 
(8)  (K)  Nach dem 6. Schuljahr  suchen die Freunde von Mcryem verschicdene Schulen auf. 
After  the  6. schoolyear attend  the fricnds  of  M.  different  schools PART 
'After the 6"'  school year, Meyrem's friends will attend different schools.' 
(El) So  wird [Hamdi]~  glucklichcrweise auf  das nahe  Gymnasium gehen 
Thus will  H.  fortunately  PREP the nearby Gymnasium go 
'Thus, Hamadi will fortunately go to the nearby grammar school.' 
(E2) Dagegen geht   ark an]^ vermutlich  auf  eine Schule in  einem anderen Bezirk. 
However gocs A.  presumably PREP  a  school PREP another  district 
'Arkan, however, will presumably attend a school in another district.' 
To account for this difference, two distinct dimensions would have to be constructed. In 
both cases, their difference emerges only with the processing of  the second E-sentence. 
For the default role of Narration, cf. e.g. Lascarides et al. (1996) 5  3.2 Internals from Elaboration  63 
Construction of dimensions will be sketched further below. When doing this constmct- 
ion for a possible E-sentence (E), we can conceive of the descriptive information that is 
given in specific K- and E-sentences around, as situated information that partly determi- 
nes the label under which (E) is contrastive within the dimension at hand. Thus it is the 
fact that in (2.K) the intended situation is described as being rainy that allows to inter- 
prete descriptive information articulated in (2.E) as expressing 'a way in which it rained' 
in that  situation. Analogously, descriptive information works when  (4.E2) and (8.E2) 
are processed. That is, if  the possibility  of  Elaboration  is present,  construction  of  a 
dimension will start with a proposition that states that the (putative) frame is classified 
by the content of the (putative) E-sentence. The result is a proposition as schematically 
given in  (5.b). What then has to be done is to 'abstract out' of  this proposition, thereby 
constructing labels that impose contrastive roles'  on the objects classified by the dimen- 
sion. The latter is established as a type, as it is schematically given in (52). 
The construction proposed in the following section makes use of another, interfer- 
ing idea, that concerns the relation  between  what is said in  the K- and E-sentences. In 
Barwise (1989) the effect of projecting a given n-ary relation on  a relation  with n-l 
arguments is discussed. The result is a loss of information with respect to the dimension 
of  variation that otherwise is 'kept open' by  the cancelled argument role. An example 
used by Barwise is the relation between (9.a and b). 
(9)  a.  It's 4 o'clock. 
h.  It's 4 o'clock here 
Whereas (9.b) refers to a time zone, (93) does not. Reference to time zones is necessary 
only in  certain situations. If  there is no communication over times zones, they are not 
discriminated. The idea is that in a K-sentence that is to be elaborated, there is a similar 
absence of distinctions introduced first by the E-sentences. Or, an E-sentence expresses 
the  same  proposition  as  its  K-sentence,  but  enriches  the  internal  classifying  type 
involved by  an additional argument role, a role that was not there before. (The dimen- 
sion then acts as a restriction on that additional argument.) 
That the labels are the place  where to settle the contrastive information  is supported by Elaboration 
texts where contrastiveness is not ensured by sentence comments, as in 
(i)  (K)  Die Gestirne haben alle die gleiche Gcstalt. 
The stars  hnvc  all  the same  shape 
'The stars have all the same shape.' 
(El) Der Mond is1 rund. 
Thc moon is  round 
'The moon is round.' 
(E2) Die Erde  ist ebenfalls rund. 
The earth is  as well  round 
'Thc earth is round as well.' 
(E3) Auch die Sonne is1 rund. 
Also  the sun  is  round 
'Also (he sun is round.' Michael Grabski 
4.  Dimension constructions 
(2) illustrates  that  Elaboration  may  obtain  without  sentence  topics  occurring  in  the 
actual E-sentence. As worked out in Grabski (2000), analysis of  Elaboration in  a case 
like (2) can start with seeing them  as having roles in two 'Austinian' propositions (cf. 
Kim  (1998)). Call the respective  situations  sk  and s,,  the propositions  K and  E. That 
Elaboration obtains between K and & is based on the possibility to construct a complex 
enriched classification for a token that is present in  K and E. Relations between classifi- 
cations have been studied extensively in Channel Theory. Using the notion of a channel 
theoretic constraint (cf. Cavedon (1995), CavedonIGlasbey (1996)), we may say that sk 
and s,  are of  a type  ELABORATES,  if  they  also are of  some complex type  Q that 
encodes the structural preconditions for Elaboration. 
In channel theoretic terms, we then have a constraint 
(1  0)  9  +  ELABORATES 
that classifies two connections (tokens that have the shape of pairs of objects) 's,  H  s,' 
and Isk H ~k'.~  In  that case, s,  and sk  have to be of the types that form the antecedent 
and the succedent of the constraint. They act as 'signals': given their being of type Q,  and 
given the constraint, it can be inferred that they are of type ELABORATES. 
Initial  steps in the construction of I$  for an  analysis of  (2) are K and  E themselves, 
represented in (1 1.a, b). (Interpretation of tenses etc. is suppressed.) 
REGNET  -1 
A suitable dimension is a type 6 such that 
- the internal type T  of E, predicated of an additional argument XI, is an internal type z' 
in 6, 
- the proposition  p, that the (frame object) u is classified as the expanded type T',  is 
stated, 
- 6 is constructed by abstracting out of p with appropriate argument roles, that bind u 
and xi. 'Appropriate'  means that role indices  are chosen appropriately; that is, u is 
bound  by  [frame],  and  xi  is bound  by  a  role  index  that  1. secures  descriptive 
contrastiveness with  other  possible arguments  and  2.  (loosely:)  is  restricted  by  a 
descriptive relation between the internal types of  K and E. 
These clauses result, in the case of  (2), in a dimension as 6 in (12), that, in its turn can 
be applied to a frame sk  and a manner entity m, to get the status of a proposition: 
4  This account seems more correct than the constraint given in Grabski (2000), section 7.2, Internalsfrom Elaboration 
[frame] *  sk, 
[manner] > m 
The construction of @ now uses the idea of 'reversed projection', taking into account the 
setting of  the processing  of  the E-sentence. In  this  setting, the interpreter has to start 
from the actual constituent and its ingredients, in this case E  and the one token obtain- 
able, s,.  If  s,  can be classified just  as sk  is classified in  K, with a certain modification, 
then  accepting ELABORATES is warranted. The modification  is that the internal type 
that does s,'s  classification has an additional argument role, that in  turn is restricted by 
the background dimension. 
A representation for this (i.e. the type Q) is in (13). Included in the restriction box (the 
box to the right of the double bar), the proposition in (12) behaves like a presupposition on 
the assertion made within (13) (contained in the box to the left of the double bar; cf. Barwise1 
Cooper  1993). That proposition  concerns  the properties  of  s,  in  the  presence  of  the 
preceding K.  The internal type REGNET has been enriched with an additional argument 
role, the components of which are restricted by  the dimension and the assigment to it, in 
that the role indices in the dimension's abstraction fix u's role as that of a 'frame' and XI'S 
role as  that of 'manner'. The manner m's property is fixed descriptively by 6's internal type5. 
@  not only plays  a role  in  the constraint in  (10).  It  is  also the succedent type in 
another constraint  'E +  I$', that  has to be used  before (10) is used. Actually, different 
versions of  @  have to  be  provided,  to  account for varieties of  processing   situation^.^ 
Thus, a slightly different situation arises when a second E-sentence, e.g. (E2) in  (4), is 
processed; then a second position on some dimension is inferred. 
[token] F s,,  [LokenZ] > st 
4 
[frame] *  u, 
REGNET+([position,] > x,) 
manner] > m 
UNGEW.D.TR([positionI l + XI 
Finally, the E-sentences  in  (4) contain  sentence topics.  Their role  in  an  Elaboration 
context such as (4) is interpreted in  Grabski  (2000) as providing the arguments of the 
dimension. The referent a of some sentence topic establishes an additional connection 
'a H  a' that is classified by an appropriate version of  'E -t I$'. The interaction between 
sentence and discourse topics would then turn out to consist in a fixing of the latter by 
the former, a fixing that is mediated by some dimension. 
The treatment of 'manner' here is only a provisional solution. 
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"Natural Relations": A Note on XI-structure* 
1.  Introduction 
With the rise of minimalism, many concepts related to the geometrical relations of phrase 
structure held fast to  in earlier approaches have been  reconsidered. This article deals 
with distinguishing (relational and technical) properties of  specifiers and adjuncts in a 
Bare Phrase Structure framework (X'-Theory). I extend specific aspects of  X-structure 
relevant to the discussion of specifiers vs. adjuncts. I argue that unique specifiers can be 
derived from the system and that adjunction, possibly multiple, results from Direct Merge 
only. The final product is a series of relationships in line with recent thoughts and mini- 
malist premises, but formally more similar to earlier conceptions of the X'-schema. 
I address conceptual, empirical and theoretical arguments against multiple specifi- 
ers and related issues next, that is beyond the predictions immediately following from 
the tripartitional  view of  clause structure proposed  in  Grohmann  (2000). After laying 
out my motivations to critically consider the issue, I present a set of data that casts seri- 
ous doubt over the justifications  offered to replace Agr with  v  as the accusative case- 
marker. Having conceptual and empirical back-up, I then tackle the theoretical validity 
of specifiers, and ways to distinguish unique specifiers from (multiple) adjuncts. I intro- 
duce a version of  Bare Phrase Structure that does so, yet  keeps the spirit of defining 
structural identification over relational rather than categorial properties. 
2.  Basic Background 
I will start by presenting a brief overview of the issues relevant to the following discus- 
sion. We will  first see how  adjuncts and specifiers are traditionally understood, what 
1 am very pleased to express part of my thanks and gratitudc to Ewald, a dear friend and colleague. Thc 
present contribution  is  a  slightly  modified  version  of  the  first part  of  my  dissertation's  chapter 3 
(Grohmann 2000). 1 believe-or  at least, hope-that  it is self-contained and coherent, even without thc 
background of the theoretical framework sketched in the original work, which I can only alludc to here. 
In  thc program I developed in my dissertation, thc relations rclevant  to X'-structure presented  in thc 
present paper play a supporting role, but in the bigger picture thc concept of  Prolific Domains from my 
dissertation and the view of X'-structural relations defended here are independent or each other. Thus, 
the following can and should be read as a series of remarks regarding the structural relations expressed 
hy X'-Theory from a minimalist point of view. Moreover, as parts of it could hc rclevant to some of 
Ewald's  work on adjunction-whether  he agrees with  the views put  forth here or not-I  am glad to 
chip in something relevant in content also. Thanks to the editors of this Festschrift to elicit a contribu- 
tion from me, and for thcir efforts to sweeten Ewald's departure from the ZAS-director post. 
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properties  are usually ascribed to them, and whetherlhow they can  or even should be 
distinguished, my main concern in this paper. Then I will introduce the necessary termi- 
nology and properties of X'-structure which will subsequently be modified. 
2.1  Adjuncts vs. Specifiers 
In  Bare Phrase Structure Theory-where  apparently only minimal and maximal projec- 
tions (roughly, a non-projecting  element and a fully projected phrase) count for inter- 
pretation,  and intermediate levels of projection (whether we call  this recursive projec- 
tion X' or not fully projected  XP) can  be formally  ignored-we  face the problem of 
integrating  one major property  of  the  original X'-Theory, namely  the  distinction  be- 
tween specifiers and adjuncts. Intuitively, these entities are different: adjuncts are purely 
"optional"  (not necessarily in  the technical sense), while specifiers are obligatory, much 
like complements, a fact that should ideally be cashed out in  terms of Checking Theory. 
In  this paper,  I express why one might  want  to  maintain  a  stmctural  difference 
between specifier and adjunct, which basically boils down to the different types of licens- 
ing for each: specifiers check matching features  with  a head, while  adjuncts check  a 
feature on themselves. I also present theoretical and empirical arguments against multiple 
specifiers  in  general  and  in favour of  (possibly, multiple) adjunction  as the result of 
base-generation only. The empirical evidence from accusative Case-marking in  Dutch 
boils down to the presence of a position which has purely grammatical function; in other 
words, whether this position is assumed to be an outer SpecvP or a unique SpecAgrOP 
does not really matter-what  matters  is that the original motivation to  dispense with 
AgrP is lost: if AgrP only has grammatical function, while vP has other intrinsic proper- 
ties (interpretable @-features),  then something should be amiss if  we encounter evidence 
suggesting that  there  are instances  when  vP  would  play  no role  other  than  marking 
accusative case. Finally, I suggest a technical implementation in terms of "most natural" 
(meaning basic) relations which, moreover, come free with the operation Merge: sister- 
hood and immediate containment. I lay out how (the composition of) these two relations 
can be used to force feature checking to take place only between a head and a comple- 
ment, an adjoined head or a specifier; moreover, it further enforces unique specifiers. 
In  a  nutshell, I modify  relational  definitions  of  X'-structure, as  desired  in  Bare 
Phrase Structure Theory (cf. Muysken  1982, Freidin 1992, Chomsky 1994, 1995a). This 
modification-independently  needed, if  we take Chomsky's (1998) suggestions of basic 
relations that Merge yields for "free"  and the composition of these seriously-has  at least 
two relevant consequences: (i) multiple specifiers are undesirable, do not buy us much 
empirically, and can be banned from the grammar, and (ii) specifiers and adjuncts are 
distinct relational objects, an assumption that can also be built into a definition of X'- 
structure, has a high empirical pay off, yet loses strict asymmetry (pace Kayne 1994). 
The proposal of this paper is very strong and makes a number of immediate predic- 
tions. In particular, beyond the obvious (that specifiers, but not adjuncts, are unique and 
that adjunction to XP must be base-generated), it predicts that adjuncts always c-com- 
mand specifiers. In other words, a left-branch specifier and its head cannot be separated 
by a left-adjoined adverb. (Chapter 4 of Grohmann 2000 deals with the phenomenon of ,,Natural Relations". A Note on X'-Structure  69 
left  dislocation  structures which receive not  only  a straightforward  analysis, but  also 
support this prediction empirically.) 
2.2  X'-Structure Considerations 
I start off with first considerations why specifiers and adjuncts could be handled differ- 
ently. I introduce the basic terminology  and concepts used  in  the remainder.  To start 
with the former, I employ "adjunct"  in the sense of  a phrasal modifier, usually taken to 
adjoin to X' (adverbs, in the proto-typical case). The X' is recursive, and for reasons that 
become clear soon, I refer to this level  as XP, reserving X' for the node immediately 
dominating the head and its complement. None of the claims about specifiers vs. adjuncts 
pertain to head movement, conceived of standardly, and here as well, as adjunction. 
The original formulation of the EPP in Chomsky (1981,  1982) said that sentences 
must have subjects, or in formal terms: SpecTP (to use current labels) must be filled.' It 
says  nothing  about  the  necessity  of  each  sentence  having  temporal  modification 
expressed by a (possibly null) adjunct of time adjoined to TP. Likewise, with the rise of 
the Predicate-Internal Subject Hypothesis (e.g. Fukui 1986, Kuroda 1988, Koopman and 
Sportiche 1991), it became obligatory that a transitive verb have its specifier filled with 
the external argument; yet it did not postulate obligatory manner specification, to name 
one  typical  VP-adjunct.  And  neither  does  an  interrogative  C-head,  which  in  many 
languages needs to have a Wh-specifier,  also demand an  adjunct of  sorts, expressing 
interrogativity. 
(Basic) XI-Theory (Jackendoff 1977, Stowell  198  1, Chomsky 1986) had an elegant 
way of dealing with  specifiers and adjuncts: a specifier is sister to X' and daughter of 
XP, while an  adjunct is sister to and daughter of x'.' The recursive X'-level thus did 
quite a lot of work, empirically borne out: 
A 
Spec  A 
(Adj) A 
X'  (Adj) 
A 
X  Camp 
'  A concept which Cho~nsky  (1999) returns to (cf. Lasnik, to appear). That is, after years of trying to 
motivate  the  EPP  by  feature  checking,  analogously  to,  say,  Casc  checking,  the  current  direction 
suggests a formal implementation of the original idea, that basically forces certain specifier positions to 
bc filled. Whether this  is the right approach, or whether other alternatives exist shall not concern us 
here. On the latter, see, for example, the analysis in terms of predicate raising of Moro (1989, 1997), 
picked  up  by  Zwart  (1992),  den  Dikken  (1995),  or  a  more  conservative  derivational  approach 
investigatcd by Epstcin and Seely (1999), Castillo, Drury and Crohmann (1997, 1999). Boeckx (2000), 
Grohmann, Drury and Castillo (2000). 
Chomsky  (1999: 2) expresses similar  relations  as  primitives:  the  relations  Sister  and  Immediately 
Contain come fbr free. Later on, he also admits that "ltlhe conceptual and empirical arguments for X' 
invisibility arc slight" (p. 32). I will return to the significance of both in section 4. 70  Kleanthes K  Grohmunn 
These  relations  are  illustrated  in  (I).  (Adjuncts  are  parenthesized  to  indicate  their 
optionality; directionality of projection is not a concern here.) Naturally, this dichotomy 
did a lot of empirical work, such as define the type of constituent that could be substi- 
tuted by one (N') or so (V'), account for why adjuncts on the same side of  a head may be 
reordered, but not with respect to complements, and help with other constituency tests.' 
With the rise of  functional projections,  especially in  the nominal domain  (Abney 
1987), the role of X' became less clear. However, the empirical facts could plausibly be 
reformulated  in  terms of  a  not  fully projected  XP-level,  replacing  X'. The structural 
modifications we have to make are obvious (e.g. former SpecNP becomes DO);  I suggest 
(2) as the relevant X'-theoretic object. I do not want to exclude right-adjunction, but will 
not discuss it further. I will thus defend the following structure: 
X  Comp 
If intermediate levels now do not count anymore (whether X' or XP is taken to be recur- 
sive), the distinction  between  adjuncts and  specifiers falling out from (2) is lost and 
might suggest one of several consequences: maybe specifiers and adjuncts are the same 
object and there is no distinction, or maybe bothleither can have multiple occurrence in 
a given phrase, or maybe, if both are the same, their occurrence is unique, and so on. 
Many  maybe's,  and  each  one  has  been  considered:  Kayne  (1994)  argues  for 
collapsing the two notions, understanding each left branch as a unique occurrence of an 
adjoined element, pushed further by Cinque (1999) from a cross-linguistic perspective 
and a vast inventory of  functional projections (basically, one per left branch); the driv- 
ing  force  determining  phrase  structure is  the  Linear  Correspondence Axiom  (LCA) 
which requires the collapse of the two notions. Lasnik and Saito (1992) argue against 
adjunction  (expressing all  relations in terms of  ~ubstitution).~  Chomsky (1994, 1995a) 
As will  become clear, I am very  sympathetic to the theory of adjunction  recently proposed by Ernst 
(1998, to appear) in terms of Weight Theory-even  though space does not permit a more detailed pres- 
entation-and  as such leavc the option  oF right-adjunction open, if  not endorsed. Under  this theory, 
adjuncts are not licensed by checking a formal feature but by certain "LF  propertics (rcgulated by a 
set of rules for thc composition of events, propositions, times and predicates) and "PF" properties (for 
directionality of adjunction and the weight of adjuncts). In a nutshell, Ernst's theory takes the impact of 
Full Interpretation seriously in that he considers the alternatjvc to feature checking: if a property of the 
grammar can only satisfy Full Interpretation by feature chccking, the elemcnts in question must enter a 
checking relationship. But if some other property does not need to check formal fealurcs In  fulfill Full 
Interpretation, no checking is required. Adjuncts arguably express properties that do not require formal 
chccking, yet their  licensing is driven by the same principles  that  we employ fc)r all  other licensing 
configurations. 
Actually, they do not  express their proposal quite in  these terms. So as to not  put words into  their 
mouths, Lasnik and Saito (1992: 87, ex. (81b)) state the condition that "[aldjunction  creatcs a separate 
maximal projection". ,,Nur~rrul  Relutions": A Nore on X'-Structure  7 1 
"proposes"  multiple  specifiers (drawing from ideas by  Koizumi  1994, Ura  1994; see 
also Ura 1996, Mulders  1996, Richards  1997, 1999 and many others), whose order is 
determined by certain conditions and adjuncts and specifiers may co-occur in  a given 
phrase (but see fn. 16 below).'  Within Bare Phrase Structure, Ernst (to appear) proposes 
a system that distinguishes specifiers from adjuncts not by force, but in that the latter do 
not need to check features to satisfy Full Interpretation. As such, the two are different, 
but no appeal to uniqueness is made, nor needed. 
To be honest, I am puzzled by the stipulation-and  arguably it is nothing more, as 
we will  see shortly-that  intermediate projection  levels should be not interpretable at 
LF and hence do not count for the computation. If it really is a stipulation, then replac- 
ing  the  stipulation  that  multiple  specifiers  are  allowed  (and  intermediate  XP-levels 
invisible to the computation) with another stipulation that bans multiple specifiers from 
the system should fare equally well. We will see which stipulation does the better work. 
In the worst case scenario then I assume that multiple specifiers are not part of CHL  by 
fiat. But I believe we do not have to go that route. (See also Grohmann 2000: ch. 6.) 
3.  On the Interpretability of Agr 
First I will present an empirical argument casting doubt on a hardliner's  view that the 
accusative case checking position must  always have other  intrinsic properties,  then  I 
will address technical issues. In the framework of Chomsky (1995a), multiple specifiers 
(henceforth, multi-Specs)  were employed  in  three  empirical  domains  of  the  clause: 
multi-Specs of  vP, of  TP, and of  CP. The first relate the external  argument (agent 0- 
role) and the object (accusative case) to the same head, v-these  days adopted in most 
minimalist scenarios-,  while the latter has been applied to multiple fronted Wh-phrases 
(as in Bulgarian or Romanian; see especially Richards  1997, BoSkoviC  1999, Pesetsky 
2000); multi-SpecTP has been argued to be  invoked at least in "Multiple  Subject Con- 
stmctions,"  which  are found in  Japanese,  Korean  or Hebrew  (Ura  1996, Doron  and 
Heycock  1999), but  have  also been proposed  for Icelandic in  the form of  Transitive 
Expletive Constructions (see Chomsky 1995a, drawing from Bobaljik and Jonas 1996). 
I will  not  address the possibility  of  multi-SpecTP in  this paper; mainly, because 
there are reasons to believe that one of the two "subjects"  in these constructions is much 
more adjunct-like, if  not even  a topic proper. I will  not discuss multi-SpecCP at this 
point  either;  see  chapter  5  of  Grohmann  (2000)  for  a  discussion  of  multiple  Wh- 
fronting. In the following presentation I concentrate on multi-Specs of vP, going over an 
empirical counter-argument from Dutch-one  that reopens the discussion of the place 
of Agr in CHL-,  originally due to Zwart (2000).~.' 
See also Nunes  and  Thompson  (1998)  for  a  technical  expos6 on  specifiers and  adjunction  in  the 
iecl assic"  . .  Bare Phrase Structure of the Minimalist Program (drawing on Chomsky 1994, 1995a). 
6  All data in this section are from Dutch and taken straight from Zwart (forthcoming), as is most of the 
argumentation and mode of presentation, often near-verbatim. 
7  The following is not so much a justification  of Agr-or  an "explanation"  why we might want to have it 
and why it appears whcre it appears-,  as it is a critique of the one and only argument against Agr: a Kleunthes K.  Grohmunn 
3.1.  Setting the Stage 
Dutch is a West Germanic language with  SVO order in  subject-initial matrix  clauses 
(and obligatory Verb Second) and SOV in embedded ones. I follow the spirit of Zwart's 
(1993) analysis: all projections are head-initial and all nominal arguments move out OF 
their 0-position in overt syntax to check @-features  and get Case-marked. The ensuing 
debate concerns accusative case. If  V is responsible for checking it from some higher 
functional projection, how far does V have to raise? There are (at least) two options: V 
raises to v,  which it does anyway, and assigns Case to an outer specifier of vP. Alterna- 
tively, the  V-v  complex  raises  to  a  higher functional  projection,  call  it  AgrOP, and 
assigns Case to Spec of AgrOP. 
Chomsky's  (1995a)  main  objection  to Agr  is  conceptual:  it  does  not  carry  any 
intrinsic semantic properties. All Agr comes equipped with are $-features, which are - 
Interpretable, hence irrelevant for the interpretive component. The sole purpose of Agr 
is to allow V to assign Case. It thus has a purely grammatical function, as opposed to 
any other lexical or functional head. By dropping the assumption of a unique checking 
relation per projection, it seems more economical to evoke an  additional specifier of an 
independently  needed  head  to  check  accusative.  This  head  is  v  whose  "intrinsic" 
property  is  thematic. Movement of  the object  to  an  outer  Spec of  vP  involves  one 
projection  less  and  does  not  run  into  trouble  with  the  interpretation  of  Agr.  Zwart 
presents  data that  challenge the  central presupposition  of  this  line of  reasoning.  He 
argues  that  some constructions  involve  a  head  that  is  responsible  for  nothing  but 
accusative marking-just  like Agr. 
Consider a simple transitive sentence in Dutch. The object in (3) appears to the left 
of the sentential adverb. Depending on whether we adopt multiple functional projections 
(AgrP)  or  multiple  specifiers  (of  vP),  we  face the  following  two  options  (where  I 
assume the Copy Theory of  movement and indicate all relevant copies in  the relevant 
derivations in boldface, here and in the following):R 
(3)  a.  ... dat [TP  ik [Ag,oP  Jan [,.P  gisteren [,P  tk [VP  zag  Jifft]]]]] 
b.  ... dat [T, ik [,P  Jan [,P gisteren [,,pik [vp zag  JWtlllll 
that  I  Jan  yesterday  saw 
'...that I saw Jan yesterday.' 
-  p~ 
purely  grammatical  element  [hat  has  no  intrinsic,  semantic  (+Interpretable)  propel-tics.  1  follow 
common assumptions in taking V  to bc  a 0-assignor (internal  argument) and the element that marks 
Case (accusative)  whcn combined with  a functional head  (namely, Agr rather than  v); v assigns the 
external 0-role. (For cxpository rcasons, I sometimes switch between "Agr"  and "AgrO",  wherever it is 
not critical to finer distinguish agreement.) 
X  Note that this type of adverb is unlikely  to appear as low as vP. As we will  see presently, a temporal 
adverb such as gisteren  'yesterday'  comes in  handy, though, to tease apart differcnt interpretations, 
forcing the one wc will be inlerested in. For the purpose of illustration, namely to argue against multi- 
SpecvP,  it  does not  hurt  to adjoin givteren  'yesterday'  to  vP.  Manner  adverbs (such  as duidelijk 
'clearly',  snel 'quickly'), which are more likely  to bc vNP-related, would  do here, too, but lead  to 
unwanted  ambiguities. Pending a more articulate theory of  adverbial positions and insertion into the 
derivation-  in this or any other framework-might  help settle the current argument also, hut I leave 
this issue for the future and concentratc on minimal assumptions. ,,Natural  Relations":  A Note on X'-Structure  73 
Bearing  the  availability  of  these two structures in  mind,  let us  see what  happens  in 
Exceptional Case-Marking (ECM) contexts, i.e. contexts which typically involve accu- 
sative case-marking of the embedded subject by the matrix predicate. 
Perception  verbs  like see  can  take  infinitival  complements. Such configurations 
employ ECM, even in Dutch. It is clearly the matrix verb that assigns accusative case to 
the subject of the embedded clause. In (4), Jan can be replaced by hem 'him', but not by 
hij 'he'. Consider the following, where the embedded verb is italicized: 
(4)  . .  . dat ik Jan gistercn  zag winnen. 
that I  Jan yesterday saw win 
'...that yesterday I saw Jan win.' 
The adverb indicates that the embedded subject raises into the matrix clause, somehow 
checking case with  the matrix  verb zag, while thematically  relating to  the embedded 
verb winnen. We can thus assign (4) the following structures, parallel to (3): 
(5)  a.  ... dat [TP  ik [A~,UP  Jan [,P gisteren  lvP  zag [vp~  winnenlllllll 
h.  ... dat iTP ik rrp  Jan [,P  gisteren [,,~ik  [v, rag rvPJBR  [VP  winnen]]]llll 
Recall that  under  a Spec-Head  licensing configuration for Case checking, the matrix 
accusative case position  js  most  likely the one where it is checked  (unlike the INFL 
position of the embedded clause under some contortion of the government definition in 
earlier frameworks). We assume that the ECMed subject targets the matrix SpecAgrOP 
or SpecvP, respectively.'  So far either Case checking theory can handle the data. It gets 
more complicated if  we add an additional argument to the embedded verb. This object 
also raises into the matrix clause, beyond the adverb (marked in boldface and italics): 
(6)  .  .  . dat  ik Jan de  race gisteren  zag winnen. 
that I  Jan  the race  yesterday saw win 
'...that yesterday I saw Jan win the race.' 
Again, both hypotheses might deal with such cases, by simply adding (another) AgrOP 
or an additional vP-Spec in the matrix clause. Take (7) to be the options for (6): 
(7)  a.  ... dat [T~  ik [A~~OP  Jan [~~,~pderace  [,,F  gistcren  [VP  zag [,.,~RR  [VP  winnen&]llJ]]]] 
b.  ... dat [TP  ik [,,P  Jan [,P  de race [,,P  gistercn [,.P  ik [VP zag Lrp  3m  ["P  winnen d~ee]]]]]]]] 
Examples like (4) or (6)  show that movement into the matrix clause is allowed in ECM 
instances, and the fact that  perception  verbs like see  are transitive  suggests that they 
indeed have a vP, possibly licensing accusative case (under the multi-Spec approach). If 
we want to hold on to (some form of) Burzio's ~eneralization'O-and  to my knowledge, 
nobody in the "multi-Spec camp" has ever denied it-,  we now expect that such move- 
ment  is only  allowed  in  the ECM-environment  of  transitive  verbs; intransitive  verbs 
"ee  Homstein (1995), BoSkovic (1986), Lasnik (1999) Ibr relevant discussion ol'a minimalist approach 
to ECM. 
'O  Burzio (1986) observed  that  (i) a verb  which  does not  take  an  external  argument does not  assign 
accusative case and (ii) a verb that does not assign accusative case docs not take an external argument. (unaccusatives) do not have vP (Chomsky 1995b: 315f.). Again, this is not an unusual 
assumption which I (or rather, Zwart) adopt; and to my knowledge, multi-Spec support- 
ers have not yet proposed to allow for a vP with these verbs also. 
If we could now find environments that involve $-checking (and Case assignment) 
of  an embedded DP in a matrix clause whose verb does not project vP, the multi-Spec 
approach would face a serious problem: it would look as if  the matrix Case position is 
purely functional and does not involve intrinsic interpretive properties. Moreover, if this 
movement were the only strategy available, the problem would grow even bigger. 
3.2  Raising into an Uninterpretable Specifier? 
Let us consider movement into the matrix environment of a raising verb. 
(8)  ..  . dat Jan de  race gisteren  scheen  te zullcn winnen. 
that Jan the racc  yesterday seemed to will  win 
'...that yesterday Jan seemed to be going to win the racc.' 
Two remarks are in  order. First, the addition of  an  auxiliary ensures that the adverb is 
construed with the matrix clause, the event of seeming, rather than the embedded clause. 
The adverb refers to a past event, while this auxiliary indicates a future event. This is 
indicated in  the translation; it  thus transpires that  in  English, too, the adverb must be 
construed with the matrix clause. Second, the Dutch equivalent of seem is also a raising 
verb, which can be shown with the same diagnostics as for English (it does not have an 
external  argument,  it  cannot  assign  Case to an  internal  argument etc.).  As  such, it 
presumably lacks vP and should not be able to license Case. 
Alas, it does: the object can be replaced with a pronoun, and this pronoun is marked 
accusative."  It thus looks like the head that licenses case for the embedded object must 
bear a purely grammatical function-something  AgrO used to do, but not  v, which  is 
independently motivated as a @-role  assignor. However, v is not otherwise motivated in 
(8). If SpecvP is involved, something else must be said. (9) indicates the dilemma '?': 
(9) ... dat [Tp Jan [.  de race I,,  glsteren [vp  scheen [Tp 3m  tc rullen [,,p Jftft [VP winnen tle-fitc.e]]]]]]l 
Traditional  raising  predicates  are  not  the  only  contexts  in  which  we  find sentential 
complements of a "deficient"  predicate of sorts, where by "deficient"  I have a predicate 
in mind that does not necessarily make available a full-blown vNP-structure. 
'I Actually, pronominalized de race 'the race'  is ncuter and does not show a Case distinction. However, if 
we  replace  the embedded predicate  with  something  that takcs  a masculine  (de man  'the  man')  or 
femininc (de vrouw 'the woman') argument, wc get the distinction between hen1  'him'  or haur 'her' vs. 
*hij 'he' or *zij 'she' Moreover, this cannot be the "default Case" in Dutch or some other quirk, as we 
then would expect nominalive, as left dislocation constructions show (see Grohmann 2000: ch. 4). ,,Natural Relations": A Note on  X'-Structure 
3.3.  Passivization 
We know that a passivized  verb loses its property  of  assigning accusative case to its 
internal argument, the object; moreover, the external argument is at best optional and, if 
it shows up, it comes as a by-phrase. In other words, we could conjecture that passivized 
structures  lack  a  vP.  Zwart  does,  so let  us  see  what  it  could  do for us.  The Dutch 
passives work in the relevant respects just like their English counterparts. Consider (10): 
(1 0) .  .  . dat Jan het boek niet werd geacht  te hebhen gelezen. 
that Jan  the book not  was  considered.PART to have  read.PAR~ 
'...that Jan was not considered to have read the hook.' 
First, the object of the matrix passivized verb is in  the overt subject position, marked 
nominative; second, the embedded object has raised into the matrix clause where it gets 
accusative. The diagnostics are familiar: replacing the object by  a pronoun  shows this 
clearly (cf. fn.  1 I), it could not have moved  to a position  below  (such as somewhere 
inside the embedded clause), and sentential negation  indicates the matrix position, just 
as the adverb in the cases above, as the translation suggests. 
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Not leaving out the disclaimer in fn. 12 completely, one could argue that this accu- 
sative position is purely grammatical, just as one might expect from Agr. Unless passive 
verbs  really  have  a  functional  v  for thematic,  or any  other  "intrinsic,  interpretive" 
reasons, it is not clear how this position would be different from Agr. 
3.4  Transitive Expletive Constructions 
A third case to consider in this respect are Transitive Expletive Constructions in  which 
the  expletive  is  a  grammatical  place  holder  in  subject  position,  not  thematically 
selected; the matrix verb in  (1 1) is a raising verb which neither takes an external argu- 
ment nor projects a vP, yet the matrix expletive, the lexical subject ('associate')  selected 
by the embedded transitive verb, and its object all sit obligatorily in the matrix clause: 
(I I) .  .. dat  cr  iernand  het huis  gisteren  scheen  te zullen k(~p,pen 
that there someone the house yesterday sccmed to will  buy 
'...that someone seemed yesterday to be going to buy the house.' 
Arguably, matters  are  more  complicated.  Absence  of  vP  in  passives  would  follow  from Burzio's 
Generalization  if  passive  verbs do not  0-mark their  subjects (Chomsky  1981): they do not bear  an 
external 0-role and do not assign accusative. But it docs not  need  lo. Baker, Johnson and Roberts's 
proposal (1989). for example, could be taken to mean that passivc verbs actually do have vP to which 
the  by-phrase  is  adjoined;  v  absorbs the  0-rolc of the verb  (ct also Roberts  1986). Presence  of vP 
would distinguish passive from middle verbs (but see Zwart 1986, 1998; see also Abraham  1995 for 
discussion  of  middles  in  German, Dutch  and  English).  I  cannot  pursue  the  issue  further  (but  see 
Tsimpli 1990 for treating Greek middles like passives, for example). Note, though, that if passive verbs 
have vP, and SpecvP is  not  filled, one could envision a dcrivation proposed by  Radford  (1997)  in 
which  the  complement of  V  moves  to  SpecTP via  SpecvP. This would  violate  the Condition  on 
Domain  Exclusivity-a  way  to  capture  "anti-locality"  eKects  of  movement-,  so I  dismiss  this 
alternative without further ado (see the framework sketched in Grohmann 2000 for details).  Relevant 
for the present point is that it could be  argued, and  in  fact  has been, that passive structures lack the 
additional structure with the same intrinsic, intcrpretive properties regular transitive verhs have. The argument is clear: the embedded subject receives nominative  in the matrix clause 
and the embedded object  accusative,  where the adverb is the standard  diagnostic  for 
position. The matrix verb does not have a vP where accusative could be checked, so the 
only possible analysis is that the object has moved to a separate functional projection 
responsible for accusative case checking (such as AgrOP). 
3.5  Some Concepts and Consequences 
The above discussion has shown that some verbs can assign accusative to the object of a 
complement clause, even if the Case-marking verb lacks a thematic vP. What makes the 
predicates above (i.e. perception and raising verbs) interesting is that they are restruc- 
turing  verbs.13  Without  ascribing  to  a  particular  analysis  of  restructuring  (see 
Wurmbrand  1998 for detailed discussion and references), it seems as if one property is 
Case-marking of an embedded verb in the matrix clause, and in the matrix clause only. 
Zwart (forthcoming) formalizes this generalization roughly as follows: if  a verb has 
an external  argument, or if  it  is  a restructuring  verb and the verb in  its complement 
domain  has  an  external argument, it  can  license  accusative  case to  an  object  in  its 
functional domain. He takes it as a given that a verb without an external  @-role  also 
lacks vP-it  might be an elegant technical implementation, but it is not the only one. 
One could suppose that in  these cases v is actually present (such as on the raising 
verb  above), but  this  v  does not play  any  role  other than  marking accusative  on  the 
embedded object. This, in turn, could be empirically supported with Zwart's generaliza- 
tion. We could then propose that accusative case is always marked in  SpecvP and if  v 
does not bear a 8-function, the restructuring default kicks in. 
This would be an unfortunate move, however. Chomsky (1995a) wants to get rid of 
Agr for one main reason: Agr only bears @-features,  these are -Interpretable  and will be 
deleted after checking, hence Agr should be invisible at LF. Rather than  dealing with 
invisible entities at the interpretive interface, accusative could be checked by an element 
with  intrinsic  interpretable features, such  as v.  If, however,  some structures have a v 
which lacks such thematic properties, it would have the same purely grammatical func- 
tion as Agr, be by definition invisible at LF, and face the same conceptual problem. 
Zwart provides three arguments against assuming vP  in  the contexts above. The 
first one is similar to the point just made. At least with raising verbs, v is not semanti- 
cally motivated, so merging unmotivated  v with VP would be  an instance of  a global 
operation, a 'look ahead' mechanism, to license some relation further along the road. 
The second argument concerns the specific circumstances. Consider (12): 
(1 2)  .  .  . dat  Jan nict scheen  te stervenlworden gearresteerdldansen 
that Jan not  seemed to diehe  arrestedldancc 
'...that Jan did not seem to dielbe arrcstedldance.' 
13  Apart from raising  and  ECM-verbs, Dutch has two  Inore restructuring  verb classcs, causatives and 
some control verbs. These arc irrelevant for the present discussion, howcver, as both assign an external 
8-role (and are. thus on a par with ECM-verbs). .,Naturul Relutinns": A Note on X'-Structure  77 
According  to  Zwart's  generalization,  the  matrix  accusative  position  should only  be 
active in the context of a transitive embedded verb. If  the embedded verb is intransitive, 
it  should be inactive. (12) shows that the generalization is not ad hoc but  empirically 
grounded: the subject of an unaccusative, passive or unergative verb raises to the matrix 
subject position (and receives nominative)-it  does not raise to the object position to get 
accusative.  If  the latter were to be identified as  the outer Spec of  vP, something else 
needs to be said why it cannot be an appropriate licensing position in these contexts. 
Lastly, the entire restructuring complex  is subject to Burzio's  Generalization.  In 
(13a), the embedded object moves into the matrix object (accusative) position; in (13b), 
it moves into the matrix subject (nominative) position: 
(1  3) a.  .  . . dat  Jan de race niet schecn  te winnen 
that Jan the race not  seemed to win 
'...that Jan didn't seem to win the race.' 
b.  .  .. dat  de race (door Jan) niet scheen  te worden gcwonnen 
that the race  (hy  Jan) not  seemed to be  wonPART 
'...that the race didn't seem to be won (by Jan).' 
The difference between the two sentences is that the embedded verb of (l3b) is passiv- 
ired, hence does not assign an external 0-role, and by Burzio's Generalization, no accu- 
sative should be assigned. This suggests further that it is transitivity of the embedded 
predicate that is relevant in  restructuring contexts, which could then be captured, if the 
potential for licensing accusative comes from the embedded v, with v being responsible 
for projecting Agr (which in restructuring contexts takes place in the matrix clause). 
In sum, we now have an empirical reason to doubt the conceptual condemnation of 
Agr: it does not really seem to be the case that the (accusative) Case-assignor always 
has intrinsic +Interpretable features. The constructions above indicate that were v  able 
to mark accusative on its specifier, it would do so without any interpretable properties in 
some circumstances. These circumstances involve restructuring contexts. Thus, there is 
no conceptual  reason  anymore to dismiss Agr as a possible functional head that only 
plays a grammatical role. This does not imply that Agr is a better choice as accusative- 
marker than v, but it levels the difference. Furthermore, there might be empirical pay-off 
of an Agr-based Case-marking (and $-checking) framework. 
The argument Chomsky raises against Agr is even more puzzling in the context that 
Chametzky (2000: 149) notes: "In  the tradition  as represented by Speas [(1990)]  and 
Abney  [(1987)],  the  semantic  interpretability  of  [flunctional  [clategories  is  always 
understood to  be  dependent  on  some [llexical  [clategory or other:  it  is  'parasitic'  or 
r  ,314  'second-order  . 
l4  Anna Roussou  (p.~.)  points  out  that  there  is  a  straightforward  line  of reasi~ning  to  consider  Agr 
endowed with +Interpretable featurcs. In particular,  if  our proposal  regarding argument movement in 
terms  of  $-feature  (rather than  Casc)  checking  is  on  the  right  track  (Grohmann  2000: ch.  2  and 
references cited; scc also Roberts and Roussou  1999), we  would expect Agr to play an active role in 
the realization of $-properties. We could push this a littlc hit further and think of Agr as the PF-liccnser 
for arguments: in case its specifier is a DP, that spells out as the full nominal; in  other instances, it 
might spell out as a clitic. In Grohmann (2000), I hriclly consider such a view of  clitics at the cnd of 
chapter 4 (see also fn. 20 of chapter 2). 78  Kleunthes K. Grohmann 
Next  we will  see another proclaimed  instance of  "invisibility  for interpretation," 
namely  of  intermediate projection  levels. The arguments  for that  have  recently  been 
dropped; maybe Agr can be resurrected from fallen grace on the same grounds. 
4.  Phrase Structure and Natural Relations: Specifiers vs. Adjuncts 
Alongside the claim that phrases may not have more than one specifier, I also want to 
push the idea that adjunction, though theoretically unlimited in number, is restricted to 
base-generation; that is to say, movement qua Copy plus Merge cannot adjoin a phrase 
YP to some projection XP, it can only be merged to X' and form SpecXP. 
4.1.  X'-Structure and "Invisibility" 
Recall the structural relations I suggest, extended from (2):" 
YP is the complement of X (x''""")  and ZP its unique specifier; Y (YO)  has adjoined to 
X, and AP and BP are adjoined to (or are, in the sense used throughout, adjuncts of) XP. 
Structural relations must be defined as to allow Y, YP and ZP to enter into a checking 
relation with X, and only these. Likewise, we need to derive that AP and BP can only be 
base-generated in the positions indicated, that is, all adjuncts must be the result of Direct 
Merge only; if  they could be derived, we would expect them  to enter into a checking 
relation  with the head (movement being driven by Greed); see chapter 4 of Grohmann 
(2000) for empirical  support. This expectation just  does not  seem to fit with  current 
assumptions. Moreover, we cannot uphold this expectation if the sketch of X'-relations I 
present here is on the right track. These are the desiderata. Let us go and derive them. 
In  the original formulation  of  Bare Phrase Structure (Chomsky  1994, 1995a), the 
relevant  projection  (intermediate, not  fully  projected  X' or, as  used  here,  XP)  was 
different from the element originally merged to (x')  and the final projected phrase (XP 
" By convention, I label the first projection of  a head  X X  and any  subsequent,  recursive  levels  of 
projection XP. While it might be confusing in light of the better known "X-har recursion," I believe it 
is a more appropriate notation in the current context. I hope it does not confuse the rcader too much. ,,Natural Relations": A Nore on X'-Structure  79 
or XmaX)  only in being neither minimal  nor maximal. As  such  it was stipulated to be 
invisible to  interpretation,  as  only  XInin  (the  terminal  element)  and  Xma"the  fully 
projected  phrase)  are  interpretable  objects-apparently  following  from  bare  output 
conditions; see Chomsky (199%:  242f.).  Building  on  Muysken  (1982), minimal  and 
maximal projections are identified by relational properties of categories only (i.e. Spec, 
Comp and Adj, depending on the relation between  these elements and the Head or its 
projections; see also Freidin  1992). These relations, and only these, basically  yield (2) 
or (14)-without,  though, giving the X' any interpretive status. This allowed the original 
minimalist framework (and its extensions in Chomsky 1998, 1999) to rule in multi-specs.'6 
It distinguished between adjunction (of heads or adjuncts) and substitution (specifiers) 
in that the former creates a two-segment category, whereas the latter forms a new category. 
Consider  first  the  proclaimed  "invisibility"  of  intermediate,  not  fully  projected 
elements, here taken  to  be  a unique  X'  and all XPs dominated by  the highest, fully 
projected XP. If  we could remove the stipulation that these elements are invisible, we 
could easily enforce unique specifiers by stipulating, in turn, that a specifier must merge 
with X', and that there is only one X' per projection. I will try to do more than stipulate, 
but if all else fails, this position might not be the most unreasonable one to hold. 
There are two arguments for X' invisibility, one conceptual and one empirical. The 
conceptual  argument is that X' is not interpreted at LF.  In support, Chomsky (1995b: 
382, note 24) cites the works of Fukui (1986), Speas (1986), Oishi (1990), and Freidin 
(1992). He also tries to justify the oddness of  an element being "present but invisible" 
(op.  cit.) from a derivational  perspective  (acknowledging  Sam Epstein) by  virtue  of 
these nodes being "fossils"  (Chomsky's quotation marks). By this he means that they 
were visible at some point, namely prior to the operation that turned them invisible. The 
empirical argument is a partial recreation of the LCA of Kayne (1994), without the need 
to adopt other ingredients of Kayne's program (which are basically incompatible with 
Checking Theory). 
In  a recent paper, Chomsky (1999: 32) notes that "[tlhe conceptual and empirical 
arguments for X'  [here, XP] invisibility are slight". The lack of LF-interpretation of X', 
or  our  XP-level,  he  continues,  "is  questionable  and  in  fact  rejected  in  standard 
approaches." Regarding a minimalist implementation of the LCA, he remarks that "that 
result, if desired, could just as well be achieved by defining 'asymmetric c-command' to 
exclude (X', YP)," adding "a stipulation, but not more so than X' invisibility." 
We could then simply stipulate that the first projection of a head is X', subsequent 
projections are XP, and only X' accepts a specifier. But let us try to derive these results, 
or at least motivate them with coherent assumptions and conditions, much in line with 
the minimalist spirit of Bare Phrase Structure. 
4.2  X'-Structure and Natural Relations 
It is my understanding  that standard Bare Phrase Structure (Chomsky 1994, following 
Muysken  1982), and  virtually  all its applications, assume X' to  be  invisible for inter- 
16  This conclusion might be wrong, at least the way I put it. As Chomsky (1999: 39, note 66) puts it, "[ilt 
is sometimes supposed that [multi-Spec] is a stipulation, but that is to mistake history for logic." 80  Kleanthes K.  Grohmann 
pretation,  hence  not  relevant  for expressing  structural  relations-despite  Chomsky's 
(1 999) nonchalant remarks. The reason I am pounding on  the latter is the following. If 
phrase structure should be expressed in terms of "relational properties of categories, not 
properties  inherent to  them"  (Chomsky  1995b: 242), recourse to invisibility of  some 
objects in the phrase marker need not be an issue at all-especially  not, if labels do not 
exist in  the first place (Collins  1999). We can  define these objects, and as such the 
structure  of  a  projection,  with  natural  relations.  As  it  happens,  Chomsky  suggests 
something very similar himself, and I am going to explore these relations. 
As one of the conditions of  "good design"  of language1' Chomsky (1998: 27) lists 
"[rlelations that enter into CHL  either (i) are imposed by legibility conditions, or (ii) fall 
out in some natural way from the computational process." Regarding (ii), he suggests that 
Merge yields two relations for free, Sister and Immediately Contain (p. 3 1, also Chomsky 
1999).18  Let us assume, maybe not innocently, that this is so. If these two relations come 
for free, they are arguably the most natural  relations to express phrase structure (under 
the guidance of Muysken's suggestion). Chomsky suggests that by merging the objects 
a and p, forming the new object K(a, P), we can understand Sister to hold of (a, P) and 
Immediately Contain of (K, a),  (K, P) and (K, K), if Immediately Contain is reflexive. 
If  Sister and  Immediately  Contain are the  most  natural  relations-most  natural 
because they  are the only direct relational  result of  merging two objects and as such 
come for free (as I interpret Chomsky)-,  it might be natural to assume that they play an 
elementary role in defining certain relations. One such relation is structural, among the 
objects of a given phrase. Another relation to be addressed is operational, say, to estab- 
lish relevant checking configurations. Suppose this is indeed so, and suppose that one 
way of extending these most natural relations is by applying "the elementary operation 
of composition of relations," as Chomsky (1998: 31) does. Such an application, "in  all 
possible ways"  (op. cit.), yields the new relations (15i) and (15ii). There is also a third 
relation-however  not the one Chomsky suggests. I call this relation Extended sister:I9 
(15) i.  Contain: transitive closure ol'(immediate-contain) 
ii.  Identify: (sistcr(sister)) 
iii. Extended Sister: (sister(immediate1y-contain)) 
If  we take Sister and Immediate Contain to be primitives, and the first application of 
composition to be the next "most natural" relations-regardless  of why this is or should 
be so (see Uriagereka 1999)-,  we should try and explore how far we can push these 
five relations to define the most local configurations in CHL.  The area I want to concen- 
trate on is an appropriate checking configuration in these terms. 
" One aspect of such conditions is the above mentioned guiding principle, l'ormulatcd  as "less machinery 
is bcttcr then more" hy Chomsky (1998: 27, fn. 61). 
IR Note that this is already a non-trivial  premise, which I  am nevertheless willing to accept. One might 
pursue another route, replacing sisterhood (and related dominance) relations with a primitivc notion of 
c-command. See e.g. Frank, Hagstrom and Vijay-Shankar (1999), Frank (forthcoming) fur exposition. 
l9  That (ISiii) should be the third relation was also pointed out by  Uriagereka (1999).  Chomsky's original 
"third  relation"  was c-command, hence more or less trivially derived: (sister(contain)). This is not the 
case, however, as Contain itsclf  is  not a primitive hut a derived relation.  As Uriagereka points out, 
Chomsky's third relation does not have the strictly local character Extended Sister has. The next sub- 
section deals with the ~ossiblc  relevance ol'this state of affairs to our discussion. ,,Natural Relations": A Note on  X'-Structure 
4.3  X'-Structure and Checking Configurations 
Features are arguably checked in  very local relationships, and all evidence so far sug- 
gests that we want to include Head-Comp, Head-Head and Spec-Head configurations to 
be admissible, but  no  other  (Chomsky  199%).  Chomsky  (1993) defines a  checking 
domain  which  derives the  desired  results.20 However,  it  also  allows  more  than  one 
specifier to be within the checking domain of a relevant head as well as adjuncts (which 
would simply not check a feature by  stipulation). In  the framework I propose neither 
one is desired, not even acceptable. So let us consider a way of  replacing Chomsky's 
checking  domain  with  an  alternative  way  of  capturing  the  checking  configurations 
endorsed here in purely relational terms (analogous to the checking domain). 
Given the natural relations discussed above, we could define feature checking with 
a Checking Condition along the following lines: 
(16) Checking Condition 
A head H endowed with feature F can enter into a checking relation with an 
object 0 in the phrase marker with matching F under a Natural Relation. 
(17) Natural Relat~on 
Let a Natural Relation hc 
i,  any of the primitive relations providcd hy Mergc and 
ii,  any relation resulting from the first-order composition of primitive relations. 
We are thus dealing with five Natural ~elations:~'  Sister, Immediately Contain, Contain, 
Identity, and Extended Sister. Returning to (14),  here in yet another modified form to be 
as explicit as possible, we can now ensure that the three desired configurations, and only 
those (for better or worse), are permissible checking configurations: 
20  The checking domain is defined as an "'elsewhcre'  set" (Chomsky 1993: 12): it is the minimal residue 
(1l a domain of a head. The "domain"  is evaluated over "the  set of nodcs contained in  [the least full- 
category maximal projection] dominating the [head]"  (p. I I), and the "minimal  residue"  is a "minimal 
subset"  of the domain  minus the "complement domain."  In  essence,  (his allows a head  to enter  a 
checking relation with anything adjoined to it, with its complement, with its specifier(s)-formally  not 
different from adjuncts-,  and also with the highest XP adjoined to specifiers (or adjuncts). We will 
modify these relations somewhat. 
*'  Capitalization of natural relations identifies this as a technical term in the sense outlined abovc-and 
subject to the usual disclaimer: if these are primitives, why so, why only these, why only the first-order 
composition  of relations  and  so on.  For  the  sake of  discussion,  let  us  assume  that  the  first-order 
application of composition is the most basic one. 82  Kleanthes K. Grohmann 
According  to (16) X,  Y  and  Z are heads  which  bear  features that  require  checking, 
under  the  familiar  umbrella  of  Full  Interpretation,  Greed  and  Economy,  i.e. if  no 
features are checked, movement should not occur. YP is in  CompXP and hence must 
enter a checking relation with X, if Merge is costly. WP is in  SpecXP and must also 
enter into a checking relation with X, for either one of the above reasons. (ZP is irrele- 
vant for our discussion.) If  AP is a specifier, it too must check on X; if  it is an adjunct 
(as assumed here), it need  not, for reasons  we get  back  to  momentarily. Let  us  run 
through the desired and undesired checking relations and the predictions of applying the 
Checking Condition. 
The most straightforward is presumably Head-Comp, as the Natural Relation Sister 
is an immediate fall-out from the application Merge. Given that X and YP above should 
enter into a checking relation, if we take (at least one understanding of) "selection"  to be 
expressed this way, and that X is Sister to YP, this is the first desired result: Head-Comp 
checking is licensed by Sister. 
Once X and YP are licensed, we can move (the complex head) Y to X, an instance 
of  head-to-head  adjunction. There  are  two  possibilities:  Yo'"""  and  X'  enter  into  a 
checking relation (Sister) or YOm"  and xon'""  do (Immediate Contain). Assume the latter, 
for reasons I address shortly. So Head-Head checking is licensed by Immediate Contain. 
Merging WP with X', the label of the object (x~'"'",  YP), should ideally result  in 
licit  Spec-Head  licensing.  It  does: WP is  Sister to  X'  which,  in  turn,  Immediately 
contains ~(Jrn"",  and ~0"" IS  '  the Extended Sister of WP, one of the three results of the 
composition of  our two primitive relations. Spec-Head checking is now legitimized by 
Extended Sister. 
If  we then merge AP and XP-which  is the label of  (WP, X'), or more precisely, 
XP is the ordered set ((X, (WP, (X, (X, YP)))], regardless of the label of the intermedi- 
ate level of projection-,  we should be able to find a Natural Relation between AP and 
X if the two are to enter into a checking relation. Alas, we do not find such a relation. 
The  composition  (sister(AP))  returns  XP,  (immediate-contain(AP))  gives  nothing 
relevant (AP's internal structure), (contain(AP)) is equally uninteresting, (identity(AP) 
yields AP, and (extended-sister(AP)) churns out X', not a head. We thus take AP to be 
unable to check a feature-at  least not with the head of the projection. 
In other words, licensing of AP is of a different nature than licensing of WP. If WP 
is indeed a  specifier, we  recreate  the  Spec-Head  configuration  and  exclude multiple 
specifiers trivially: no element merged to any position  above (WP, X') can enter into a 
Natural Relation with X and hence cannot check off a feature with X. It follows that AP 
is an adjunct, and that adjuncts do not enter checking configurations with heads. 
The one non-obvious step above concerns Head-Head configurations. I suggested 
that Immediate Contain is the relevant configuration. Let us see how and why. 
First, consider Y and X above. If  the relationship were Sister, rather than Immediate 
Contain, we  would  expect that  Z and Y  are also  licensed  by  Sister. Looking  at the 
0  ..  .  Oman  .  structure above, however, we see that Z  la in  Sister relation with Y", whereas Y  1s 
Sister to Xu. We could imagine that Yo and yam" have identical features, perhaps even 
duplicate, or that in [z"-Yo]-Yo"'"" the feature checked between Z"  and Y" is activated on 
yOmax  by some other mechanism, thus removing the need to multiply features. Neither 
option is impossible, and 1 opt for the latter, calling the mechanism "mediation." ,,Natural  Re1ation.s":  A Note on X'-Structure  83 
The conceptual advantage of  Immediate Contain as the relevant relation is that  it 
concerns the part of the two-segment head that projects, which could thus be conceived 
of as being more "active"  in the derivational process. This then allows a higher segment 
of a complex head to enter into a checking relation  with anything outside that head. A 
simple head  may check  a feature with  its Spec as described  above. But  what  if  WP 
Ornnx  ,  needs to be in a checking configuration with  YO'?  In this case, X  dcts as the interme- 
diary, by  virtue of  Containing Yo. As  we  do not  want  to  stack Natural  Relations, I 
suggest that the relevant property of Yo can be mediated to xoImX  and as such be marked 
on WP. 
The obvious case in hand is, of course, Case-marking. Suppose X = Agr, Y = v, and 
Z = V, with WP = DP. X checks $-features  on WP (Extended Sister). Apart from head- 
internal  licensing,  Z  can  mark  Case  on  WP  via  the  intermediary  X  (Contain). 
Convoluted this may sound, it buys us another earlier assumption: Case-marking is not 
formal feature checking per se, but rather a reflex of a local configuration. 
This subtle difference can now be expressed more formally. 
(19) Feature Mediation 
In a structure [% [,",  a,-a,  ]-a,,  I, where a  is a head and a,  Contains all a, 
a,,  a, .  . . a,,.,  , a,  mediate a feature F to a,,  and a,  hecomes intermediary 
to mark F as a reflex of a licensed checking configuration. 
Feature mediation  could thus  be  viewed  as  an  escape hatch  for the  one-feature-per- 
projection  checking  restriction.  This  makes  potentially  a  number  of  predictions,  in 
particular that this strategy should not be  on a par with feature-checking, i.e. it should 
not be thought of as an alternative checking operation  (Occam's Razor). Case-marking 
conceived as a reflex of a feature is one such instance."  (I present more potential cases 
in chapter 5 of Grohmann 2000.) 
We can summarize the relevant relations and arising checking configurations: 
(20) Checkinfi Configurations 
i.  Head-Comp:  Sister 
ii.  Head-Head:  Immediate Contain 
iii.  Spec-Head:  Extended Sister 
iv.  F-mediation:  Contain 
v.  XP-adjunction: ldentiry 
We went through all relations except for (20v). As suggested, licensing of adjuncts if 
different  from specifiers, and one way  to express this difference is to deny them  an 
appropriate checking configuration.  On the other hand,  as not every adjunct can just 
adjoin anywhere without restrictions, we want  some control operation. This could be 
checking on itself. By Identity, then, an adjunct checks a feature on itself.23 
22  AS can he tested trivially, Feature mediation can only ever have an effect on a complex head and its 
specifier, i.e, specifiers are the only elements that can he marked qua reflex. 
23  Norbert  Hornstein (p.c.) reports Jairo Nunes to have suggested that an adjunct checks a feature on 
itself. I  cannot  delve into  any  deeper discussion. The point  is  whether  we  want  adjunction  to  he 
licensed in terms of checking or not (cf. Ernst, to appear), Identity, as a Natural  Relation, might  he 
expected to do something, and this could be one option. Again, this is not a necessary conclusion to 
draw, hut a possible consequence. 84  Klcunfhes K. Grohmann 
As for the undesired configurations, we  can  ignore the fact that X' Immediately 
Contains X or that XP Contains X, as both  are projections  of X and checking is not 
needed. Likewise, we can  glance over the fact that XP Immediately Contains WP, as 
neither is a head and as such does not need check features either. A5 far as I can see, we 
can ignore all other hypothetical relations also, on the same grounds. 
It might be the case that  this modification  of  the original discussion of  Chomsky 
(1994, viz. 1995b: 241-249) does not amount to much more than fancy words express- 
ing that "a  specifier is the object merged with X' which immediately dominates X, an 
adjunct is an object merged with an intermediate projection of X which does not imme- 
diately dominate X."  If  X' (or XP) is not invisible, this might be the most straightfor- 
ward  way  to  implement  our  desiderata.  I  hope  to  have  given  my  stipulations  and 
assumptions, replacing some standard relational notions, a little bit of validity, enough 
to keep us going. 
4.4  X'-Structure and Licensing Conditions 
The core property of distinction between  specifiers and adjuncts in  traditional terms is 
that the latter are purely optional: nothing hinges on insertion of an adjunct-if  it is not 
part of  the LA, it does not show up, yet the derivation will converge, all  other things 
being equal. But if the object fails to raise to check $-features and receive Case, or if the 
Wh-element in  English does not undergo movement to check off  [Wh], the derivation 
crashes. On the other hand, not all adjuncts are licensed equally well  in all positions. 
This has cast some doubt on the above reasoning (see Cinque 1999 for a radical imple- 
mentation  of  obligatory  adverbial  positions,  or  Alexiadou  1997, Laenzlinger  1998). 
However,  if  adjuncts and  specifiers  are  formally  different,  such  as  along  the  lines 
sketched above, we could imagine that the licensing conditions of both are different, too. 
If  we take obligatoriness to be reflected in  the syntax, we might want to tie it to 
feature checking. All displacement takes place to check features in the appropriate licens- 
ing configuration, and by definition, a head is involved. As we have seen above, adjuncts 
are not in a relation to heads that would permit exchange of feature values. But it is not 
unreasonable  to assume that  they need  to  be  licensed somehow, and  in  that case we 
would still want to express this syntactically. I thus take either suggestion from above as a 
viable option, either in terms of Identity, where adjuncts check a feature on themselves. 
A number of licensing conditions have been evoked over the years, and even if we 
assume that the licensing is not in  a Spec-Head agreement (pace Kayne  1994, Cinque 
1999), we still have a wide range of proposals to consider, and I will  leave the discus- 
sion at that. See, for example, Jackendoff (1972), Ernst (1984) and relevant references 
cited for early proposals,  and Laenzlinger  (1998), Svenonius (2000) for more recent 
versions. Ernst (to appear) appeals to Full Interpretation as relieving adjuncts from the 
necessity of entering any checking relation. If  this goes through, Identity can simply be 
considered the saturation relation for Full Interpretation, no formal checking is required. ,,Natural Relations": A Note on X'-Structure 
5.  Final Remarks 
In  sum,  we  have  seen  empirical  evidence against  multiple  specifiers,  and  we have 
considered a technical implementation  to rule them out on  principled  grounds.  If  not 
successful (that is, if they cannot be derived one way or another), I can at least make the 
following stipulations, which are roughly equivalent to additional  assumptions standard 
Bare Phrase Structure must make: 
(21)  Specifiers and adjuncts are  formally different objects in the phrase marker 
i.  adjunction to XP must be the result of base-generation (Direct Merge) 
ii.  specifiers are hasc-generated or result from Move (Copy plus Merge) 
iii. specifiers enter a checking relation with a head and must bc unique 
iv. adjunction cannot check features with a head and need not he uniquc 
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The Status of Extrasyllabic Consonants in English and ~erman* 
1.  Introduction 
Since the advent of nonlinear phonology many linguists have either assumed or argued 
explicitly that  many  languages  have words in  which  one or more  segment does not 
belong  structurally  to  the  syllable.  Three  commonly  employed  adjectives  used  to 
describe  such consonants are 'extrasyllabic',  'extrametrical'  or  'stray'.  Other authors 
refer to such segments as belonging to the 'appendix'. 
Examples of  German  and English  words that  are commonly assumed to contain 
stray consonants in three separate contexts have been presented in (I). The extrasyllabic 
consonants in these words have been underlined. 
(1)  a.  Word-final following a three member rhyme: 
Freund  'friend'  find 
b.  Word-final following an obstruent: 
Gips  'plaster'  lapze 
c.  Word-initial preceding an ohstruent: 
Stich  'sting'  stay  - 
Stray  consonants  have  been  argued  to  exist  in  both  German  and  English  in  other 
contexts as well. For example, some authors hold that the rhyme in both languages is 
-  - 
maximally bipositional at a certain representational level, in which case the final conso- 
nant in a word like keep is extrasyllabic (Borowsky 1990). 
Various  non-linear  representations  have been  proposed  to  express the  'extrasyl- 
labicity' of segments like the ones in  (1). The ones I am concerned with in  the present 
article  analyze the underlined  consonants  in  (I) structurally  as being  outside  of  the 
syllable, as in (2). For transparency I ignore here both subsyllabic constituency as well 
as higher level prosodic constituents to which the stray consonants are sometimes as- 
sumed to attach. For reasons to be made clear below I refer to syllables like the ones in 
(2),  in which the stray consonant is situated outside of the syllable, as abstract syllables. 
*  Thanks are due to thank Antony Green, David Holsinger, Marzena Rocholi and Renate Raffelsiefen for 
comments on earlier versions of this paper. 
This present study was written in part at the ZAS during the final year of Ewald Lang's directorship. I 
would like to take this opportunity to thank him for the considerable time he devoted to our discussions 
on phonological and non-phonological topics. 
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ISSN 1435-9588 The vast  majority  of  phonologists  working  within  nonlinear  frameworks  who  have 
examined German have concluded that the underlined consonants like the ones in (la), 
(lb) andlor (Ic) have representations in which the 'stray'  segment does not belong to the 
syllable, as in  (2), e.g. Wiese (1988, 1991), Giegerich (1989, 1992a), Hall (1992a, b), 
Yu (1992a, b), Wiese (1996), Grijzenhout (1998). Studies in  which the underlined con- 
sonants in English words like the ones in (I) have been argued to have representations 
like the ones in (2) are also quite common in  the literature. Seven such treatments are 
Kiparsky (l981), Selkirk (1982), Borowsky (l990), Clements (l990), Goldsmith (1990: 
148ff.), Giegerich (1992b), and most recently Hammond (1999). 
The type of extrasyllabicity in the examples in (1) differs markedly from the type of 
extrasyllabicity discussed by other authors. For example, in many treatments of English 
a syllabic sonorant is analyzed as stray at an early stage in the derivation, e.g. the /m/ in 
rhythm. Thus, according to many (rule-based) approaches the first three segments 1.1181 
are syllabified and the /m/ is extrasyllabic, after which a rule of sonorant syllabification 
applies. What makes the extrasyllabic /m/ in  rhythm different than the extrasyllabic Is/ 
in  lapse  is  that  the lml in  the  former  word  cannot  possibly  be  associated  with  the 
preceding  syllable because English has a strict ban  on  syllables ending in  obstruent+ 
sonorant and therefore makes the Id  syllabic so that it can be pronounced. For clarity I 
refer to the extrasyllabicity in  (2) as licenced exfrmsyllahicity (after Goldsmith  1990: 
108) and the kind of  extrasyllabicity  in  the English word  rhythm as contingent extra- 
syllabicity. The topic of this article is therefore restricted to liccnced extrasyllabicity in 
German and English. 
As I point out in  $2 below the representations in  (2) with licensed extrasyllabicity 
only make sense if  they hold for an abstract stage in  a derivation and not for surface 
representations.  Since excellent phonological  evidence can  be  adduced  from German 
and English that the stray consonants in  (2) are actually associated with the syllable in 
the  surface  representation,  proponents  of  the  structures  in  (2)  must  posit  a  rule, 
commonly referred to in the literature as  'stray segment adjunction', that  associates a 
stray consonant with a syllable. The result is what I refer to below as surface syllables, 
like the ones in (2): 
Thus,  licensed  extrasyllabicity  can  be  thought  of  as  involving  consonants  that  are 
dangling in  limbo, typically  at a word  edge, but  that  the  'dangling'  property is  only 
temporary, since it is lost when they are ultimately linked up with syllables, as in (3). 
In the present article I evaluate the status of licensed extrasyllabicity in two closely 
related  West  Germanic  languages,  namely  German  and  English.  The reason  I have 
chosen  these particular languages  is that  the  data and  analyses  in  both  German  and 
English are strikingly similar.' In fact, it would be fair to say there is a tradition in the 
I  The German and English data to be discussed below have clear parallels in yet another West Germanic 
language, namely Dutch. Linguists who have argued that Dutch words likc the ones in (I)  contain cer- 
tain consonants that are represented  structurally as in  (2) include Booij (1983: 258-260), Trommelen 
(1984: 87-90), van der Hulst (1984: 98-100) and Booij (1995: 26ff.). See my comments on Dutch in  $4. The Status of  Extrasyllahic Consonants in German and English  91 
generative  literature on  these two languages  of  treating the underlined consonants in 
words like the ones in (I) structurally as in  (2). It is the purpose of the present article to 
put an end to this tradition. My goal in  the present  article is twofold: (i) to show that 
there is no licensed extrasyllabicity in German and English and indeed that there is no 
derivational stage like the ones in (2) in which licensed extrasyllabicity in either of these 
languages exists; and (ii) to convince the reader that the evidence commonly believed to 
support representations like the ones in (2)  can be accounted for in anon ud hoc manner 
by  referring to the surface representation alone, as in (3). A  formal  treatment of  this 
evidence in terms of well-formedness conditions that hold for a concrete level of repre- 
sentation will subsequently be proposed. 
This article is organized as follows. In  $2 I discuss the  status of  licensed extra- 
syllabicity  in  the  three  contexts  in  (I) in  German  and  English.  I  ultimately  reject 
analyzing the consonants such as the underlined ones in (1) as stray and propose a novel 
treatment  in  which I account for the facts of  both  languages by  considering  only the 
surface as opposed to an  abstract stage in the derivation. In  $3 I summarize and refute 
arguments  for  licensed  extrasyllabicity  in  two  additional  contexts  in  German  and 
English.  $4 is  a  brief  discussion  of  the  status  of  licensed  extrasyllabicity  in  other 
languages. In 65 I provide a brief analysis of how some data usually assumed to require 
contingent extrasyllabicity might be accounted for by referring to the surface represen- 
tation alone. Concluding remarks are made in $6. 
2.  Licensed extrasyllabicity in German and English in three contexts 
2.1  Introduction 
This section is devoted to a systematic presentation  of  the German and English data in 
which consonants in the three contexts in (I) have been argued to be stray, as in (2). The 
reasons many linguists consider these segments to be unassociated with the syllable will 
be discussed (and ultimately rejected) in  82.3. 
Examples of German and English words that are said to contain a stray consonant 
in word-final position have been provided in (4). Henceforth I employ the abbreviation 
'S'  for 'stray consonant with a representation as in (2) due to licenced extrasyllabicity'. 
The words have been divided into two separate categories which define the context in 
which S occurs. In  (4a) S is word-final following a three member rhyme, i.e. after (i) a 
short vowel + two consonants, (ii) a long vowel + a single consonant, or (iii) a diphthong 
+ single consonant, and in (4b) it is word-final following an obstruent. Throughout this 
article I present German examples in the left column and English examples in the right. 
(4)  a.  Word-fi  nal following a three member rhyme: 
Mond  'moon'  fiend 
Freund  'friend'  find 
Fcind  'enemy'  sound 
Haup1  'chief'  counf 
Mark!  'market'  pounse 
feuchl  'moist'  launch Krebs  'cancer'  lounge 
film-!  'film (3p. sg.)'  film-ed 
fcil-&  'bargain (imp. sg.)'  pond-3 
Wurf-s  'litter (gcn. sg.)'  elv-es 
b.  Word-final following an ohstruent: 
Gips  'plaster'  lapse 
Wachs  'wax'  six ([s~ks]) 
Ah1  'ahhott'   PI 
A kl  'act'  aq 
oft  'oftcn'  lifl 
Lasi  'burden'  liq 
hlibd  'pretty'  adz 
Jag-d  'hunt (noun)'  hdgg-ed 
lob3  'praise (3p. sg)'  jabh-ed 
Monat-s  'month (gen. sg.)'  save-s 
Dach-s  'roof (gen. sg.)'  book-s 
In the first seven German and English pairs in (4a) S belongs to the root and in the final 
three pairs it is a suffix. The S in (4b) can similarly belong to either the root, as in the 
first  six pairs, or it can  be a suffix, as in  the final four. Note that  the three German 
examples in (4a) Huupt, Murkt and feucht  as well as the two English words ponds and 
elves could also be listed under (4b) because the final consonant is a coronal obstruent. 
An important generalization often cited in  the literature concerns the type of conso- 
nant that can be an S. Generally speaking an S in both German and English is restricted 
to the class of  coronal  obstruents, but  a more precise statement distinguishes both the 
two languages and the two environments. Thus, in (4a) and (4b) German S = [t s J], i.e.  -- 
[-sonorant,  CORONAL]. In  environment (4a) English S = [t d s z tJ  d31, i.e. [-sonorant, 
CORONAL], but in environment (4b) S = [t d s z], i.e. [-sonorant,  CORONAL, +anterior]. 
These facts are summarized in (5): 
(5) language  environment  features for S 
German  (4a)  [-sonorant,  CORONAL] 
English  (4a)  [-sonorant,  CORONAL] 
German  (4h)  [-sonorant,  CORONAL] 
Engllsh  (4h)  [-sonorant,  CORONAL, +anterior] 
There are, however, some gaps. For example, no German word exists in which S = [TI. 
There are apparently no English words in which S = [a J 31. 
In  all of the words in (4) only a single consonant can be an S. An  examination of 
the following examples reveals that up to three S's can occur in environments (4a) and 
(4b) in both German and English. In such words S typically involves some combination 
of [s] and [t], which either occur as an inflectional suffix or as a part of the root.* 
(6)  a.  Word-final following a three member rhyme: 
Herbs!  'autumn'  six-th ([s~kfi]) 
hilf-g  'month (2p. sg. ind.)'  find-3 
Herbg-5  'autumn (gen. sg.)'  poun-e-d 
feild-g  'bargain (2p. sg.)' 
Thc genitive singular of Herbst  'autumn' as Herbsts is highly  marked. The preferred  pronunciation is 
with [as], i.e. Herhstes (see Vennemann 1982: 299, W~ese  1988: 101, footnote 21). The Status of  Extrasjllahic Consonants in German and English 
h.  Word-final following an obstruent: 
Axt ([?aka])  'axe'  text ([tl'~kg]) 
sag-st  'say (2p. sg. ind)'  relax-ed ([ii:I;ekstl) 
tcxt-s ([t"~ka]) 
Note that some of the S's in the examples above could be listed under both  (6a) and 
(6b). For example, the  [s] and  [t] in  hilf'st are  word-final following a three member 
rhyme and word-final following an obstruent. 
The words  in  (7) illustrate that  word-initial position  preceding  an  obstruent is a 
third  context for an  S. The sound(s) in  phonetic  transcriptions  in the  second column 
correspond to the German S. 
(7)  Word-initial preceding an obstruent: 
a.  Spechl  [S]   parro row' 
stehen  [S]  'stand' 
Skclett  -  [s]  'skeleton' 
b.  Spruch  IS1  'saying'  ping 
StrauR  -  10  'ostrich'  atrange 
Sklave  -  [s]  'slave'  ~clerosis 
c.  Psychologie  [ps]  'psychology' 
Psalm  -  [ps]  'Psalm' 
Xylophon  [ks]  'xylophone' 
The German  words  and  the  English  glosses in  (7a) begin  with  two  consonants; the 
German  and English  examples  in  (7b)  begin  with  three consonants. In  all  of  these 
words, German S = [s j] and English S = [s]. Greek loan words in German like the one 
in (7c) illustrate that S need not be restricted to a coronal fricative. Proponents of repre- 
sentation (2b) for words like the ones in  (7a) and (7b) often either ignore the additional 
nonnative words in (7c), treat the consonant cluster as the mirror-image of  an  affricate 
(e.g. Wiese 1988: 93), or analyze fricatives as being more sonorous than stops, in which 
case there is no S in (7c). 
To summarize up to this  point,  many  linguists have  argued  that  an  S occurs in 
German and English in the three contexts in (8): 
(8)  Tlime environments for stray consonants: 
a.  word-finally after a three member rhyme 
h.  word-finally after an obstruent 
c.  word-initially before an ohsuuent 
Some linguists have claimed that only a subset of  the environments in (8) allow an S. 
These environments and the studies in  which they are proposed are dealt with in  52.3. 
Some S's exist in German and English  in  environments  other than  the ones in  (8) as 
well. I discuss (and refute) these treatments in 53. 
Linguists who have argued explicitly that the underlined consonant in German words 
like the ones in  (4a) is an S include Wiese (1988: 99-102, 1991:  114ff.), Yu  (1992b: 
174), Wiese (1 996: 47-49; 55-56) and Grijzenhout (1 998: 3  1-32). Those who have argued 
that underlined  consonant  in  environment (4b)  is  an  S include Wiese (1988: 99.102; 
1991: 116-1  17, 120), Hall (1992a: 122-126, 1992b: 122-126), Yu  (1992a: 29,46, 1992b), Giegerich  (1992a:  158-1591, Wiese  (1996:  265) and Grijzenhout (1998:  31-32). The 
extrasyllabicity of  the underlined consonant  in  German  words like the ones in  (7) is 
endorsed by Wiese (1988: 95-99), Hall  (1992a: 75ff.), Yu  (1992a: 29, 40, 46, 1992b: 
174), FBry  (1995: 73ff.)  and Grijzenhout  (1998: 29-30).'  Some studies on  English in 
which the underlined consonant in words like the ones in (4a) is treated representationally 
as in (2) include Kiparsky (1981: 253-255), Giegerich (1992b: 144ff.), and Kenstowicz 
(1994: 259-261). That an S occurs in environment (4b) is argued to be true by Kiparsky 
(1981: 253-255), Clements (1990: 288ff.), Durand (1990: 21 1-212), Giegerich (1992b: 
147-l50), Kenstowicz (1994: 260-261), and Hammond (1999: 98-100). Clements (1990: 
288ff.) and Kenstowicz (1994: 258) argue that an S occurs in environment (xc).~. 
The S in  words  like the ones in  (4), (6)  and  (7) are assumed to  have the three 
properties in (9): 
(9)  a.  German and English S occurs at a word edge only. 
b.  Word-final German and English  S are restricted  to  [-sonorant,  CORONAL] or [-sonorant, 
CORONAL, +anterior] sounds (see (5)). 
c.  Word-initial English S is restricted to [s]. Word-initial German S = [s J]; in certain (Grcek) 
loan words German S = [p  k]. 
Word-initial  German  [s] occurs only in  loan words, regardless of  whether or not [s] is 
an S,  e.g. Smaragd 'emerald',  Snob 'snob',  Skellett 'skeleton', City. 
I conclude this section with brief  comments concerning property  (9a). All  of  the 
examples discussed up to this point involve grammatical words. However, an S can also 
occur word-internally as the first part of a compound, as in (IOa), or as the stem in  a 
word that contains affixes, as in (lob): 
(10)  a.  Herbg-ferien  'autumn break'  sound wave 
Obs-garten  'fruit garden'  text-book ([tl'ck~]) 
b.  herbs-lich  'autumnal'  friend-ly 
bc-sprechen  'discuss'  un-speakable 
Following Booij  (1995:  28-29)  I hold  that  the generalizations  in  (9) govern  not  the 
grammatical word, but instead the phonological (or prosodic) word (henceforth pword). 
Citing Sievers (1901: 6534), Vennemann (1982: 296-299) analyzes the [st] in words like Obsr 'fruit' as 
a 'Nebensilbe'.  Although a number of the authors listed above cite Vennemann (1982) as a study in 
which  S's are cndorsed, it is actually  not clear from the text whether  or not Vennemann  believes in 
nonlinear representations like the ones in (2). 
"ec  also Fujimura & Lovins  (1978:  Ill) and  Fujimura  (1979), who  rcfer  to  'phonctic  affixes'  of 
English  that  are  separate  from  the  'syllable  core',  e.g.  the  word  sixth  in  their  approach  has  three 
phonetic affixes, namely [s], [8] and [s]. Since these linguists do not provide nonlinear representations 
one cannot conclude that these phonetic affixes are represented structurally as in (2). Thc first linguists 
to  my  knowledge  who  argued  explicitly that  certain  consonants  do not  bclong  structurally  to  the 
syllable was Kiparsky (1981). 
' Vennemann (1991) assumcs without argument that there are no stray consonants in German. 
Authors  who  implicitly reject  stray  consonants  for English  include Fudgc  (1969:  265ff.),  Spencer 
(1996: 98-100) and  Roca & Johnson  (1998:  286ff.). All  of  these  linguists  analyze  the  underlined 
consonants in the English exa~nplcs  above as being structurally inside of the syllable (but outside of the 
rhyme). A similar approach to the representation for 'appendix'  consonants was proposed  in a moraic 
framework for several  nun-Indo-Europcan  languages  by  Shercr (1994). According  to  Sherer these 
segments are associated structurally with the syllahle but are not dominated by a mora. The Status of Extrasyllabic Consonants in Gernlan and English  95 
The precise definition of the pword for German and English is an area of controversy, 
but  most researchers  agree that  the following contexts constitute independent pwords 
for both languages: (i) each part of  a compound, (ii) a stem in  prefix+stem, and (iii) a 
stem  in  stem+consonant-initial  suffix  (see  Yu  1992a, Wiese  1996, Hall  1999b and 
Raffelsiefen 2000 for German and Raffelsiefen 1999 for English). 
The generalization  established in  the  preceding  paragraph  has  some systematic 
exceptions, however. Some writers have noted that an S can occur word-internally when 
not  in  pword-initial  or  -final  position.  Some  representative  examples  have  been 
presented in (1 I), in which S = [s]. In (I la) S is preceded  by a sequence of short vowel 
+ obstruent and in (1 lb) by a two-member rhyme ending in a sonorant segment. In both 
(I la) and (1 lb) the [s] is followed by a voiceless stop. Since the voiceless stop follow- 
ing the S  in  (11) is unaspirated  the  [s] is  syllable-initial and not  syllable-final,  e.g. 
[seb.straekt],  *[zbs.th.rzkt]. The environment for aspiration in  German  and English  is 
discussed in $2.2. 
(1 1) a,  extra  'extra' 
abstrakt  'abstract' 
abstrus  'abstruse' 
Expansion  'expansion' 
Expedition  'expedition' 
Obstruent  'obstruent' 
extrem  'extreme' 
b.  konhtant  'conslant' 
Ostern  'Eazter' 
Conhtraint  'Constraint' 
There  are two generalizations that  can  be  drawn  from  the  examples in  (11): (i)  the 
phonetic value of S is considerably restricted than in (4), (7) and (lo), since S can only 
be [s] in  (1 1); and (ii) S in (1 1) is situated to the right of a two member rhyme ending in 
a [+sonorant] segment or a sequence of  short vowel+obstruent. Significantly, no words 
exist in which [s] is located to the right of a three member rhyme. In $3.1 I present an 
analysis that accounts for generalizations (i) and (ii). 
2.2  Licenced extrasyllabicity implies a derivation 
In this section I show that all of the studies cited in the previous section in which an S is 
assumed in the contexts in (8) are similar: They require a derivation in which S exists 
only at an abstract stage and then becomes associated with the syllable at a later point. 
While  many  of  the  authors  cited  above  have  stated  this  conclusion  explicitly  (see 
below),  others implicitly  believe  otherwise. The present  section  is  therefore  directed 
towards the latter set of linguists. 
I begin this section with a brief review of the analysis of S's in nonlinear represen- 
tations. Three structures are presented in  (12)-(14). The representation in (12) is identi- 
cal to the one presented earlier in (2): Here S is simply dangling outside of the syllable 
and is not associated with a constituent at all. Two alternative representations have been 
presented  in  (13) and  (14). In  (13) the S is linked  to  a constituent  'appendix'  (=A), 
which  itself  is  situated  outside  of  the syllable. In  (14) S is  linked to a higher level 
prosodic constituent, such as the pword (=a).  All of the structures in (12)-(14) have in 
common that S is located outside of the syllable. Linguists who assume the representation in (12) for German include Wiese (1991), Hall 
(1992a, b), and Wiese (1996). The structures in (13) are endorsed by Yu (1992b: 174ff.) 
and the ones in (14) by Wiese (1988: 96,  In  the literature on English phonology 
(12) is assumed by Borowsky (1990), Giegerich (1992b) and Hammond (1999).' 
As I show below, all proponents of (12)-(14) must require that (i) these representa- 
tions only hold for an  abstract stage in the derivation and that (ii) at a later stage S is 
associated with the syllable node. Thus, the representations in (12)-(14) must be trans- 
formed into the concrete surface representations in (15): 
The reason the representations in (15) must be correct for the surface is that the S under- 
goes syllable-based rules. This implies that the relevant consonant must belong structur- 
ally to the syllable. In  the following paragraphs I present examples of  such syllable- 
based rules for German and English. 
The representations in (12a), (13a) or (l4a) for German cannot hold for the surface 
because the S in environments (8a) and (8b) that are underlyingly voiced undergo Final 
Devoicing (henceforth FD): 
(1 6) Final Devoicing: 
[-son] i  [-voice]  1 I. 
Since  FD  only  applies  to  syllable-final  obstruents  the  implication  is  that  stray 
consonants that undergo FD cannot be stray at this point in the derivation.' 
6  Grijzenhout (1998: 29) apparently adopts structure (13), in  which S is linked to an appendix which 
itself  is  situated  outside of  the syllable, but  later  on  in  hcr  treatment  of  German she analyzes the 
appendix as a suhsyllabic conslituent (p. 32). S'c  also Hallc & Vergnaud  (1980: 95-96). who assume 
that a German S in the examples in (4a) is dominated hy an appendix which is not situatcd outside of 
the syllabic. FBry (1995: 64-65) believes that the German syllable is recursive and that the [st] in words 
like Herbst 'autumn' is linked to the higher of two syllable nodes.  ' Representation  (14) is  assumed  in  much current  work  for other languages, c.g. Rubach  (1997) and 
Rocholi (2000: 130.135)  for Polish and Green (2000) for Attic Greek and Munster Irish. 
R  Considerable discussion in the literature has been devoted to the environment of German FD (see, for 
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A similar argument can be adduced that the word-final  S in English words in  (4a) 
cannot have a representation in  which the S is unattached to the syllable, as in  (12a), 
(13a) or (14a). A number of authors have observed that syllable-final (unreleased) /p t k/ 
in  many  varieties  of  English  are pronounced  with  a glottal  closure  (e.g. Kahn  1976: 
84ff., Giegerich  1992b: 220-221, Kenstowicz  1994: 69). Some examples of a syllable- 
final [t7] have been provided in (17a) and apurely linear rule in (17b). 
(17) a.  sit  [sn'] 
cats  [kl';et's] 
hint  [hint'] 
art  [art'] 
atlas  [iet'.las] 
chutney  [q~t'.nil 
b.  Glortulizution: 
[-con(,  -voice] +  I+constr glottis] 1  [+son] -  (C)] . 
The final two examples in (17a) illustrate that Glottalization applies syllable-finally, as 
opposed to word-finally. 
Important for the present discussion are data like the ones in (la), in which a word- 
final S in environment (8a) is glottalized: 
(1  8) count, fain!,  pin!,  don't 
Since the underlined consonant in the examples in (18) undergoes (17b) the implication 
is that at some point in the derivation the S loses its status of being an  S and is associ- 
ated with the syllable. 
Let us now consider environment (8c). The reason not all of  the word-initial strident 
fricatives in the words in (7a, b) can be situated outside of the syllable on the surface is 
that voiceless stops are aspirated in both German and English in syllable-initial position. 
Since Aspiration does not apply to a voiceless stop following an S (e.g. to the /t/  in stay), 
the implication is that the S cannot have the representation (12b), (13b) or (l4b) at the point 
in the derivation where Aspiration applies. Aspiration has been stated formally in (19): 
(19) Aspiration: 
[-son, -cant] +  [+spread glottis] I .[- 
Authors  who have  shown that  Aspiration  in English  is  syllable-initial  include  Kahn 
(1976: 73-74) and Giegerich (1992b: 219-220).'  For Gesman no one to my knowledge has 
assumed  alternative to (16) is that all  obstruents are devoiced within  a subsyllabic constituent (c.g. 
coda, rhymc). 
One could presumably argue that FD holds at the end of a pword. Given this environment one could 
argue that the correct surface representation for a final S is the structure in (14a). The reason I reject (14a) 
as a surface representation  is that this reanalysis of FD in tcrms of the pword cannot account for the full 
range of  German data. A crucial argument against this tl-catment is that FD applies word-internally to 
many loan words, e.g. Ba[k]rlrrd,  Eltlgar, Rulklby, etc. (see Hall 2000a: 209). Since these rnonomorphcmic 
words consist of a single pword one cannot reanalyze FD as a rule applying in pword-final  position. 
4  Many authors assume that English aspiration only occurs heforc stressed syllables, i.e. the fool (e.g. 
Kiparsky 1979: 437ff., Nespor & Vogel  19x6: 90.91,  Iverson & Salrnons 1995: 374ff) The Kahnian ap- explicitly argued that /p t k/ are aspirated in syllable-initial position; however, the results 
of various phonetic experiments reveal that /p t k/ are aspirated both word-initially, e.g. 
Telefon  [the.le.fo:n],  and intervocalically, e.g. Miete [mi:.tI1a] 'rent'. For example, Haag 
(1979) and Keating (1984) both demonstrate that (utterance) initial /p t !d  have average 
VOT values between 60 and 70 ms., and Haag (1979) reports that intervocalic /p t k/ 
have VOT values between 50 and 63 ms. See also Jessen (1998), who obtained similar 
results in his experiments on German /p t k/. In contrast, all authors agree that /p t k/ are 
never aspirated when they occur after a word-initial  [s S],  e.g. Stunzm @am] 'stem'. I 
conclude that the correct context for German aspiration is syllable-initial position.1° 
In order to transform the abstract lexical representations in (12)-(14) into the concrete 
postlexical ones in (15) mles of stray segment adjunction like the ones in (20) are required: 
(20) Rules of stray segment adjunction: 
Authors who posit such rules -  and who therefore believe correctly that the representa- 
tions in (12)-(14) depict abstract syllables -  include Wiese (1991: 123-124), Hall (1992a: 
75, 123ff., 1992b: 221), Giegerich (1992b:  159), Yu  (1992a: 29,  1992b:  175), Wiese 
(1996: 56) for German and Kiparsky (1981: 254), Borowsky (1990: 179-180), Clements 
(1990: 289), Kenstowicz (1994: 258, 260) and Giegerich (1999: 275) for ~nglish." 
The derivation in (21) illustrates how an S arises and disappears at various points. 
The first step in  (21) is the assignment of  syllables to segments along the lines of  the 
algorithms proposed by various authors (e.g. Kahn  1976 for English; Giegerich  1992b, 
Hall  1992a, b and Wiese 1996 for German). The reason syllabification does not incor- 
porate  the  S  into  the  syllable  of  either of  these two  words  will  be  explained in  the 
following section. 
proach I am assuming includes rules of ambisyllabification malung rcfcrence to stress; thus the /p/ in upart 
is aspirated because it is in  ahsolute syllable-initial position, whereas the /p/  in  lzuppy  is not aspirated 
because it is ambisyllabic. Rule (19) therefore only applies to a non-ambisyllahic syllable-initial /p t W. 
Assuming for the sake of  argument that  the  foot-based  teatlnent  for English  is  con-ect, one  could 
presumably  analyze thc s in  words like stop nonlinearly in such a  way thal it is  linked to thc foot. 
While this rcpresentation might he truc for the surface, the mirror-image represcntation for somc of the 
words discussed ahove (e.g, the tin count) cannot be correct for reasons mentioned above. 
'O  Kohler (1977: 160) notes that German /p t W  can be aspirated in  final position as well, e.g. Rad [~a:t"l 
'wheel'. I assume that German requires a second contexl in the Aspiration rule in  (19) to account for 
these additional facts. 
I1 Recall from (5) thal English S is restricted  to anterior coronals in  context (Xb). What this implies is 
that (20a) only holds for environment (8a) and that a specific adjunction  rulc would  be necessary to 
account for the S in (8b). The Sratus of  Exrrasylluhic Consonants in German und English 
(21)  Mund 'moon'  Srich 'sting'  Tisch 'tahle' 
1mo:ndl  lJt~pl  1t1Jl 
4. Aspiration  ....- 
[mo:ntJ 
All of the authors cited above who have argued that certain segments are stray require de- 
rivations like the one in (21). This is stated explicitly in Giegerich (1989: 12, 18ff., 44- 
46), Wiese (1991: 122-124), Hall (1992a: 75, 123ff., 1992b: 221), Yu (1992b: 175),  Wiese 
(1996: 56) for German and Kiparsky (I  98 1: 253-255), Borowsky (I  990: 179ff.), Clements 
(1990: 289), Kenstowicz (1994: 258-260) and Giegerich (1999: 275ff.) for ~ng1ish.I~ 
The generalization  expressed in  the previous paragraph  is  made explicit in  (22). 
The statement in (22) is language specific, since stray segments in other languages can 
presumably exist on the surface (see $4  below for discussion). 
(22)  Licensed extrasyllabicity implies a derivation 
Since licensed extrasyllabicity implies a derivation the question is whether or not the 
generalizations that have been adduced in favor of  stray consonants can be restated in a 
non ad hoc way so that they refer to the surface representation. This is the goal of  the 
following section. 
2.3  An evaluation of the arguments for licensed extrasyllabicity 
In  this  section  I present  and refute arguments that  have  been  invoked  in  support of 
analyzing the underlined consonants in German and English words like the ones in (4), 
(6) and (7) as an S.  These arguments are discussed in $2.3.1 and $2.3.2. In both of these 
subsections I demonstrate that the data can be explained by  referring to surface syllable 
structure, as in (3), without recourse to stray consonants or a derivation. 
FBry  (1995) operates  within  an  optimality theoretic  framework, in  which  the  candidates evaluated 
represent the surface and not an  abstract stage in  the derivation. However, her  treatment of  German 
implicitly requires a derivation because her abstract representations  with  S's needs to he transformed 
into concrete surface representations in which these consonants belong to the syllable. 
Lamontagne (1993) proposes that  nonmoraic consonants (e.g. the /dl, /k/, 111  and In1 in the English 
word  endocrin  (p. 32))  are  an  S. It  is  unclear  how  this  author  accounts  for  the  aspiration  and 
glottaliration facts of English without assuming stray segment adjunction rules. 2.3.1 Maximal syllable structure 
2.3.1.1 German 
Based  on  an earlier study by Moulton (1956), Wiese (1988) argues that  the German 
syllable has the maximum form in  (23a), i.e. a single V slot preceded and followed by 
two C positions respectively. The template in  (23a) is  also accepted in  Wiese's  later 
publications (e.g. Wiese 1991, 1996). 
(23) a.  CJ  b. 
A 
ccvcc  A 
ccvcC  ccvcc  A  CcvCC  A 
IIIII  IIIII  IIVI 
The 'maximal'  syllablc (Wiese 1996)  k  R  a  I]  k  t~aum  gn  o:  m 
Sample representations  of the three German words krank  'sick', Traum 'dream',  and 
Gnom 'gnome' consisting of the maximum syllable in  Wiese's model in (23a) have been 
presented in (23b). Note that Wiese's treatment requires long vowels to be analyzed struc- 
turally as VC and not as VV as is commonly assumed (e.g. Clements & Keyser 1983). 
Mouton (1956) and Wiese (1988, 1996) observe correctly that a three member rhyme 
(= the VCC part of  (23a)) can only he exceeded by coronal obstruents (see (4a)). The 
latter author concludes that since there is no slot for such consonants in template (23a), 
that they are situated outside of the syllable. He makes a similar generalization concern- 
ing the onset (= the first two C positions in (23a)): Two-member onsets can be preceded 
by [s I] (see (7b)), which must be located outside of the syllable because they do not fit 
into template (23a). Two representative examples are provided in in (24) (=(2)): '' 
The phonotactic generalizations that motivate the template in (23a) are not a compelling 
reason for treating consonants like /dl and /I/ in (24) as an S. In order to capture the fact 
that  the  structure in  (23a) can only  be preceded  and  or followed  by  certain  coronal 
obstruents, I propose that this additional segmental information be incorporated into the 
template itself. Thus, I reject the template in (23a) for abstract syllables and adopt the 
one in (25) for the maximal surface syllable of German:" 
I  I  In contrast to Wicse (1988), Wiese (1991: 124ff.) holds that the initial lticative in  words like the ones 
in (24h) is not an S but that this fricative and the following stop form a complex segment which is the 
mirror image of an affricate. 
14  The template in  (25) has been  formalized in  terms of  CV positions to facilitate a comparison  with 
Wiese's equivalent in (23a). The phonotactic facts discussed in this section could presumably stated in 
some other formal way as well (e.g. X-positions, onsets, rhymcs, moras). The Status of Extra.syllahic Consonants in German and English 
(25) states that a two-member onset (i.e. two pre-V consonants) can only be preceded by 
a coronal fricativeIs and that a three member rhyme (i.e. two postvocalic C positions) 
can only be followed maximally by three coronal obstruents. 
My treatment correctly predicts that the sounds commonly assumed to be stray are 
situated in  pword-initial  or pword-final  position  (see property  (9a)). That the  initial 
coronal fricative and the final coronals in (25) are situated at pword edges is a conse- 
quence of the prosodic hierarchy (Nespor & Vogel  1986): All syllable-edge consonants 
in  German  and English must  also be  pword-final  because  the  pword  dominates the 
syllable. In  63.1  I make additional comments concerning the relationship between the 
maximal syllable in (25) and the pword. 
In a procedural model the S's in words like the ones in (24) need to be linked up to 
the syllable at a later stage in the derivation anyway; hence, even Wiese's analysis of 
the abstract syllable in  (23a) requires (25) as a template for German surface syllables. 
Indeed, one can speculate that the reason  Wiese does not mention (25) in his publica- 
tions is that he (implicitly) feels that there is no need to refer to the surface syllable. 
Note that the structure in (25) is not more complicated than the one in  (23a). The 
reason  is that the additional featural information in  (25) must be captured in  Wiese's 
model in some other way, e.g. through rules of stray segment adjunction like the ones in 
(20). Since the present treatment eschews these rules the additional  segmental informa- 
tion is incorporated into the template itself.16 
2.3.1.2 English 
Similar arguments have been adduced from English phonology that the rhyme part of 
the syllable contains a maximum of three skeletal slots, as in (26a). Sample representa- 
tions of words that exceed that structure are presented in (26b): 
IS Based on very  similar data from Dutch, Booij (1995: 26) argues that the Dutch onsct is maximally 
three skeletal positions, the first of which is 1st. 
l6  wiese (1988: 98-99) claims that therc is orthographic evidence lor treating thc underlined consonants 
in word-initial position in (24b) as an S.  According to him the sound [J] is written as <s>  if it is an S, 
otherwise, 1st  is written as <sch>, e.g. Spatz [JpaG] 'sparrow', stehen  [Ste:an] 'stand'  vs. Schnee [Jne:] 
'snow', .schmal  [Sma:l]  'narrow', schreihen  [S~aiban]  'write'.  However the spclling rule could just as 
easily make reference to a following ohstruent: The sound [I]  is written as <s>  if it is followed by an 
obstrucnt, otherwise [J]  is writtcn as <sch>. (26)  a.  The maximal rhyme of English:  b.  R  0  R  0  R 
Rhyme  h Ih 
XXX XXXX  I h 
X  X  X  X 
A 
XXX  ~lm  f  i  I 
Linguists who assume the maximal rhyme structure in  (26a) in various representational 
frameworks include Kiparsky (1981), Giegerich (1992a: 144ff.) and Kenstowicz (1994).17 
The preceding authors assume that a three member rhyme of English can only be 
exceeded by  coronal  obstruents  (see  (421))  and  conclude that  the final  consonant  in 
examples (4a) is therefore situated outside of  the rhyme at the point in  the derivation 
where (26a) holds. The mirror image generalization concerning the [s]  in  the English 
examples in (7b) is generally assumed as well. A typical  representation (see Giegerich 
1992a: 148) for this abstract stage is provided in (27): 
One important point  not  mentioned in  the literature is that a three member rhyme of 
English -  in contrast to German -can  be exceeded by consonants other than coronal 
obstruents. Some representative examples are listed in (28): 
(28) born, cork, morgue, form, warf, warp, absorb 
All of the examples in (28) have in common that the rhyme contains a sequence of [o:] 
+  [.I].  By  contrast,  no  other  three  member  rhyme  of  English  can  be  exceeded  by 
segments other than coronal ob~truents.'~ 
The alternative to the maximal rhyme in (26a) which I adopt is the template in (29), 
in which the rhyme consists maximally of five positions, the final two of  which are re- 
stricted  to  coronal  obstruents.  The onset contains  maximally  three slots, the first  of 
which is [s].I9 
"  Some linguists have proposed  that the English coda can contain at most two segments, in which case 
the only words in  (4a) which contain an  S are the final thrce, i.e. film-ed, pond-s, elv-es (see Selkirk 
1982: 350ff.. Durand  1990: 21 1-212, Hammond 1999: 94). Thus, according to the latler approach only 
a subset of the underlined consonants in (4a) is an S. 
Pronunciation of the words in (28) with lo:] is typical  for speakers of  American English (see Hammond 
1999: 62) 
l9 An  alternative to the Is] in  syllable-initial  position  is  to  have  only  two X  slots for thc onset and  to 
analyze [sp st sk] as single segments (see Fudge 1969: 268ff., Sclkirk  1982: 348-349 and Lamontagnc 
1993: 243ff.l. The Status of Extra.syllabic  Consonunb in German and English 
A 
Onset  Rhymc 
Ah 
XXXXXXXX 
I  I  I 
The reader is referred to Giegerich (1992a: 150), who proposes that the English surface 
syllable has a structure along the lines of  (29). My treatment differs from Giegerich's 
because he also has an abstract syllable template like the one in (26a) for the rhyme. 
In order to account for the words in (28), any treatment of English requires in addi- 
tion to (29) a special template that refers specifically to rhymes of the form [ox] which 
allows for (certain) consonants to follow which are not necessarily coronal obstruents. 
2.3.2 Sonority 
The argument that the underlined consonant in words like the ones in (4b), (6)  and (7) is 
an  S  is  based  on  the  assumption  that  German  and English  conform  strictly  to  the 
SONORITY  SEQUENCING  GENERALIZATION  (henceforth  SSG)  in  (30a)  (from  Selkirk 
1984). Similar versions are posited  by Sievers (1901), Jespersen  (1904), Vennemann 
(1972), Hooper (1976) and Clements (1990). A commonly assumed sonority hierarchy 
is presented in (30b): 
(30) a.  SONORITY  SEQUENCING  GENERALIZATION  (SSG):  In  any  syllahle  thcre  is  a  segment 
const~tuting  a sonority peak which is preceded  andlor followed by a sequence of segments 
with progressively decreasing sonority values. 
h.  SONORITY  HIERARCHY:  Vowel > R  > I >Nasal > Obstruent 
See, for example, Hall (1992a, b), and Wiese (1996), who assume (30b) for German and 
Hammond (1999: 86), who posits the same hierarchy (word-finally) for English. 
As in  many other languages the SSG plays  a pivotal  role  in the phonotactics  of 
German and English. For example, in syllable-final position many German and English 
words end in  two consonants that show a sonority fall and thus conform to the SSG. 
Representative examples of  word-final two member consonant clusters that satisfy the 
SSG have been provided in (3  la). In contrast, the reverse ordering of the consonants in 
(31a) cannot occur in syllable-final position, e.g. *[pm gk kl sl ml]],. 
(31) a.  Possible sequences of two word-final consonants: 
nasal+obsuuent:  plu~  'awkward'  pu= 
kra&  'sick'  si& 
liquid+ohstruent:  Kak  'lime'  hik 
KUQ  'course'  couxe 
liquid + nasal:  Him  'brain'  baa 
Hah  'stalk'  lib 
lateral + rhotic:  Ked  'fellow'  Cad b.  Possible sequences of two word-initial consonants: 
ohstruent+nasal:  hie  'knee'  snow 
obstruent+liquid:  ass  'glass'  dass 
goB  'big'  gow 
The mirror image generalization holds for onset position, as illustrated in (3  1 b). 
However, the words  in  (4b), (6) and (7) above all violate the SSG because  they 
contain words with two obstruents in  initial or final position. Representative examples 
have been presented in (32). The words in (32a) end in two obstruents and the ones in 
(32b) begin with two obstruents: 
(32)  SSG violations: 
a.  off  'oltcn'  raft 
Gip?:  'plaster'  la@e 
Lag  'burden'  lit 
b.  sat  'skat (garnc)'  -  skin 
Stich  'sting'  -  -  stay 
The underlined sequences in (32) all violate the SSG given surface syllabifications like 
[.last.] and [.ska:t.],  in which no stray consonants exist. If  the SSG as stated in (30a) is 
an exceptionless generalization governing the structure of German and English syllables 
-  so the argument goes -  then  the  edgemost underlined  consonant  in  (32)  cannot 
belong structurally to the syllable. 
A clear majority of current phonologists draw three conclusions from the data in (32): 
(33)  a.  the SSG governs the rules of German and English syllabification exceptionlcssly 
h.  the final consonant in words like the oncs in  (32a) and the first consonant in the words in 
(32b) is an S 
c.  the rules of stray segment adjunction in (20) do not obey the SSG. 
These asumptions imply a derivation: The SSG holds without exception  at an earlier 
stage (for example, at the lexical level in  Lexical Phonology) and then  'turns off' at a 
later stage, e.g. at the postlexical level. 
In  the remainder of  this section I argue that there is no stage in  the derivation in 
which the underlined consonants in (32) are an S. Thus, in my treatment the only repre- 
sentation that counts is the surface syllable structure, as illustrated in (34) (=(3)): 
My analysis  rests  on  the following assumption:  All  of  the  generalizations  regarding 
German  and  English  sound  structure  that  have  been  adduced  in  support  of  stray 
consonants  can  be recast  in  a  non  ud hoc  way  by  referring  simply  to  the  surface 
representation  and not to abstract stages in  a derivation. One example illustrating my 
assumption was discussed  in the preceding section, i.e. the templates in  (25) and (29), 
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I account for the sonority data by relaxing the SSG in  (30a) in  such  a way  that 
sequences of obstruents can occur in either syllable margin. Once the reformalization of 
the SSG is accomplished syllable structure could either be assigned by means of a rule- 
based algorithm (e.g. Kahn  1976) or by evaluating various candidates in  an optimality 
theoretic approach (Prince & Smolensky 1993). Since my analysis is surface-oriented, I 
have chosen to cast it within  the  latter framework, which, in  its original incarnation, 
relies on the assumption that all candidates evaluated are surface representations and not 
representations at an abstract stage in a derivation. 
Any OT analysis requires some kind of constraint that refers to the sonority values 
of adjacent consonants. One might assume that this constraint has a form along the lines 
of the SSG in (30a) (see FCry  1995: 44 for German), in which case one would analyze it 
as a violable constraint, since surface representations like the one in  (34) do not satisfy 
it. However, the key to my analysis is that I reject  the SSG in  (30a) and adopt in  its 
place the constraint SON in  (33, which  was proposed  by  Raffelsiefen  (1995:  12) to 
account for the distribution of German schwa. SON  has a similar function to the SSG, 
but  differs from  it because  it refers specifically to  clusters of  consonants at syllable 
edges that contain at least one sonorant consonant. 
(35) SON:  A sonorant in the syllable onset may only be followed hy clcments of higher sonority; a 
sonorant in the syllable coda may only be preceded hy segments of higher sonority. 
A similar revision of the SSG in such a way that obstruent clusters are allowed in initial 
and final position is proposed by Rochon (1999: 125ff.) for Polish. The reason I adopt 
SON  in  (35) is that Rochon's  constraint  also allows  sequences  of nasals,  liquids  and 
glides, all of which are unattested in German and English. 
The constraint  SON allows  syllable-final  sequences  like the  ones in  (36a)  while 
ruling  out  those  in  (36b). The mirror-image generalization  holds  for syllable-initial 
position  as  well  (see (36c, d).  Significantly,  a  sequence  of  two obstruents  in  either 
syllable edge satisfies SON  vacuously, as shown in (36e). 
(36) a.  liquid+nasal],  satisfies SON  c.  .[ohstruent+liquid  satisfies SON 
rhotic+lateral],  satisfics SON  .[ohstruent+nasal  satisfies SON 
liquid+obstruent] .  satisfies SON  d.  .[liquid+obstruent  violates SON 
nasal+obstruent] .  satisfies SON  .[nasal+obstrucnt  violates SON 
b.  nasal+liquid].  violates SON  e.  ohstrucnt+ohstruent],  satisfies SON 
lateral+rhotic] . violates SON  .[obstruent+obstruent  satisfies SON 
obstruent+liquid] .  violates SON 
obstruent+nasal] .  violates SON 
SON  is undominated in the grammar of German and English because it is not violated by 
any surface syllables. 
Three additional constraints have been posited in (37): 
(37) a.  PARSE-SEG:  All segments are parsed into syllahlcs. 
b.  NOCOMPCODA:  The coda contains at most one segment. 
c.  DEP-V: A vowel in the output corresponds to a vowel in the input PARSE-SEG  is the constraint that guarantees maximal parsing of segments into syllables. 
In  other  words,  representations  like the ones in  (2) entail  a violation  of  PARSE-SEG 
because  the stray segment is unparsed,  whereas  representations  like the  one in  (34) 
satisfy it. Since neither German nor English has extrasyllabic consonants PARSE-SEG  is 
~ndominated.~"  The  markedness  constraint  NOCOMPCODA  in  (37b),  which  derives 
motivation from typologically diverse languages (see Jakobson  1962, Malmberg  1963, 
Pulgram 1970 and Vennemann 1988), says that sequences of two or more consonants in 
the  coda are  disallowed. In  contrast to  SON and  PARSE-SEG,  NOCOMPCODA  is  low 
ranked  in  German  and English  because there are many  words in  both  languages with 
sequences of two or more consonants in syllable-final position. DEP-V is the constraint 
that prevents the epenthesis of a vowel. Since German permits the epenthesis of  vowels 
(i.e. schwa), as  in examples like the ones in  (38), DEP-V is  lower ranked  than  other 
constraints.''  In  the  rule  based  treatments  referred  to  in  note  21  the  final  sonorant 
consonant in these and similar words is as contingent extrasyllabicity (recall $1); that is, 
syllabification applies only to the first three segments in a stem like /hy:gl/ and the 111  is 
stray, after which a rule of schwa epenthesis applies. The pronunciation with a syllabic 
sonorant is also possible, e.g. [.hy:.gj.] for Hiigel. 
(38)  Hiigel  /hy:gl/  [.hy:.gal.]  'hill' 
Bcutel  Ib3utll  [.b3~.tal.l 'bag' 
Laden  1la:dnl  L.la:.dan.]  'store' 
Equivalent English examples  (e.g. rhythm,  table)  are  usually  analyzed  with  syllabic 
sonorant consonants as opposed to a sequence of schwa+consonant, i.e. [tl'erb/] and not 
[thelbal], see Borowsky (1990). 
The ranking for German and English among the four constraints posited above is 
presented in (39): 
(39)  Son, Parse-Seg o Dcp-V  o  NoCompCoda 
NOCOMPCODA  is  subordinated to DEP-V because  complex codas that  do not  violate 
SON,  i.e. a combination of obstruents, are tolerated. This is illustrated in the the tableau 
in  (40) for Gips 'plaster', which is a representative example of a word in which the final 
consonant is  assumed to be  an  S. Note that my  analysis chooses the first candidate, 
namely [.grps.] without an extrasyllabic consonant, as optimal: 
*'  Hammond (1999: 99ff.J argues explicitly that PARSESEG  (= his constraint PAKSE)  is violable in En~lish 
to allow for stray consonants on the surface, c.g, the r in upt. 
For rule  based  treatments  of  German  schwa epenthesis  see  Wiese  (1988), Gicgerich  (1989), Hall 
(1992a, b) and  Noske (1993). For an  alternative OT analysis ol' German  data like the ones  in  (38) 
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The winning candidate in (40) satisfies SON, PARSE-SEG,  and DEP-V. The NOCOMPCODA 
violation is irrelevant, since this constraint is low ranked. The second candidate in (40), 
which has a stray [s], loses out because of the PARSE-SEG  violation and the third one, in 
which a schwa has been epenthesized, because it does not fulfill DEP-V. 
Tableau (41) is an evaluation of the lexical item Laden 'store', which is representa- 
tive example of  a word  in  which schwa epenthesis occurs. This tableau  is significant 
because  it shows how it is possible to eliminate contingent extrasyllabicity by syllabi- 
fying at a single level of representation. 
The first candidate loses out due to the SON violation, the second because PARSE-SEG  is 
not fulfilled. The winner [.la:.dan.], while violating DEP-V, wins out because DEP-V is 
lower ranked than SON  and PARSE-SEG.'' 
In the preceding paragraphs I have presented a surface analysis of the German and 
English data in (4b) in such a way that no S is required. I conclude this section by con- 
sidering and rejecting a second argument that the underlined consonant in  the German 
examples in  (4b) is an  S. In  order to account for the  lack  of  syllable-final  [mk m~] 
clusters in German, Grijzenhout (1998: 32-33) argues that in German (and in Dutch) the 
place feature [LABIAL]  can only appear in the right-most position in a rhyme. Given this 
condition, [mk m~]  cannot occur because both  segments are in  the rhyme and yet the 
labial consonant [m] is not the right-most  member. If  a labial consonant only occurs as 
the right-most member of  a rhyme then the implication is that the first consonant in  a 
rhyme can only be a labial if  it is the only consonant in the ryhme, e.g. the [p] in Lob 
'praise',  or  if  it follows another  labial consonant, e.g. the  [m]  in  plump  'awkward'. 
Apparent counterexamples to Grijzenhout's  claim are words ending in  labial+coronal 
sequences, like oft  'often', Aht 'abbot',  and Amt 'office'. However, she deals with these 
words by  analyzing the final consonant as an  S, thereby  upholding her generalization 
concerning the distribution of labial consonants in a rhyme. 
There is an alternative (non ad hoc) way of  filtering out syllable-final [mk m~]  in 
which no S is required. Syllable-final [mk m~]  can be ruled out with a negative syllable- 
stmcture condition barring the syllable-final sequence [PERIPHERAL]  [PERIPHERAL],  where 
[PERIPHFRAL]  is defined as the node in feature geometry that dominates [LABIAL] and [DORSAL] 
(see Rice  1994). Note  that  my  analysis correctly  rules  out all  other combinations of 
ayllable-final  labials and dorsals, i.e. [pk kp fk  kf  fp f~ ~f p~ Cp].2' Thus, it is not clear 
what advantage Grijzenhout's treatment has over the alternative in which no S is required. 
"  Note that my  analysis requires an additional constraint that rulcs out schwa epenthesis in word-final 
position, e.g. [.la:.dna.]. See Rafl'clsiefen (1995) for a lengthy analysis of such examples. 
23  The pfin  examples like Kopf  'head' is not filtered out because I analyze it as an affricate and not as a 
sequence of two scgments. Final sequences of hornoreanic nasal+stop, c.g. Lmp  qk],  do not violate the 
negative syllahle  structure condition just described because  they  consisl of  a single  instantiation  of 
[PLACE] and [PERIPHERAL]. 3.  Licensed extrasyllabicity in two additional contexts 
In  the preceding section I provided an  analysis of  German and English  in  which data 
previously thought to require abstract syllables as in (2) were reanalyzed in such a way 
that only the surface syllable structure is required. 
In addition to the three environments in (8), some authors claim that licensed extra- 
syllabicity exists in other contexts in German and English as well. The reason I treat 
these additional contexts in  a separate section is that their use is restricted to a small 
number of authors and does not seem to be as widely accepted as the environments in (8). 
3.1  The final consonant of a three member rhyme 
Borowsky (1990) invokes licensed extrasyllabicity to account for the distribution of what 
I refer to below  as 'three member' English rhymes. An examination of her data reveals 
that rhymes consisting of three skeletal positions or more surface either (i) word-finally, 
(ii) word-internally at the end of  each part of  compounds or (iii) before a suffix of  the 
form CV(C).~~  Following Borowsky's analysis of  English, Yu  (1992a: SOff.,  1992b: 
181-184) makes similar observations for German. In  the following examples the rele- 
vant word-internal rhyme has been underlined. As indicated in the final pair in  (42a) and 
(42b) Borowsky's generalization governs rhymes consisting of at least three members. 
(42)  a.  Rhyme consisting of three or more skeletal positions hefore a compound boundary: 
W&-statt  'workshop'  arm-chair 
Zd-geist  'Zeitgeist'  sound-wave 
B&-weiren  'buckwheat'  h&-assimilation 
m-gartcn  'fruit garden'  t&-book 
h.  Rhyme consisting of three or more skeletal positions before a CV(C) suffix: 
fiinf-zig  'Fifty'  event-ful 
I&-10s  'lifeless'  b&-less 
Ein-heit  -  'unit'  spa-ment 
ha-lich  'autumnal'  ex&-ly 
Word-internal  rhymes like these in contexts other than the ones in (42) are highly re- 
stricted in their distribution. For example, in English the underlined sequences like the ones 
in (42) can only occur word-internally in monomorphemes if the final consonant of the 
rhyme shares the same place of  articulation with the following consonant, as in (43a). 
The other context in which word-internal rhymes consisting of  at least three members occur 
in monomorphemes is in proper names, as in the German and English examples (43b). 
24  Borowsky  docs not  say explicitly  that three member rhymes can occur  in  environment  (iii), but  an 
cxamination  ol  her examples indicatcs that (iii)  is  a correct generalization. According  to Borowsky 
thrcc memher rhymes can only occur in environments (i), (ii) and heforc level 2 suffixcs but not hefore 
suffixes of level  1. The reason  she does not consider environment (iii) above is that she employs the 
three mcmher rhyme restriction  to account for vowel shortening in examples like kept (cf. keep). In 
contrast to Borowsky (1990). my goal in the present section is to account for the surface distribution of 
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h.  Word-internal thrcc-member rhyme in proper names: 
Elmhurbt  -  Sbmund 
Thason  Kl~henz 
Grhby  Bmhard 
Thus,  the  question  is  why  there  are  no monomorphemes  (other  than  the  systematic 
examples  in  (43)),  in  which  a  three  member  rhyme  occurs  word-internally,  e.g. 
*ardba, *age&Ld~.~~ 
Operating in the Lexical Phonology framework, Borowsky (1990) accounts for the 
limited  distribution  of  three  member  rhymes  derivationally  with  a  constraint  that 
operates only at level  I, whereby rhymes can contain maximally two skeletal slots. A 
nearly  identical  proposal  for  German  is  contained  in  Yu  (1992a:  50ff.).'~ Since 
constraints at level  1 also account for the structure of monomorphemic words, a ban  on 
three member rhymes at this level correctly rules out nonoccurring words like *ar&ba, 
*age&Lda.  However,  the  cost  of  Borowsky's  and  Yu's  analysis  is  that  the  final 
consonant in  all of  the underlined sequences in (42) must be treated as an  S at level  1 
until it is linked up with the syllable at level 2. 
A constraint operating at level  1 that turns off at level 2 is clearly not compatible 
with the present analysis. In order to account for the English and German data in  (42), 
i.e. the restricted distribution of rhymes consisting minimally of three skeletal positions, 
I posit the following positive condition (from Hall 2000b), which holds for the surface 
representation:" 
(44) A rhyme consisting of three or more skeletal positions only occurs at the end of a pword. 
The generalization in  (44) is a restriction on the (maximal) rhyme part of the templates 
presented earlier (i.e. (25) for German and (29) for English). Recall from the discussion 
involving the data in (10) that many writers consider the pword for German and English 
to be  (i) each part  of  a compound and  (ii) the stem  in  stem+consonant-initial  suffix. 
Since all of the underlined sequences in (42) satisfy (44), there is no need to assume an 
S. Nonoccurring examples like *ar&ba,  *ag&da  cannot exist in my analysis because 
a single morpheme cannot consist of more than one pword (see Hall  1999a). 
In  (1  1) I presented words with  a pword-internal  [s], which according to the tradi- 
tional  view  I reject  would  be  treated structurally  as an  S, e.g.  the  [s] in  extra. (44) 
accounts for the generalization established earlier, according to which a pword-internal 
25  Note that the examples in (I I) above are not exceptions to the generalization established here hecause 
the word-internal [s] is syllable-initial, e.g. abstract [ieb.strrekt]. 
A more detailed analysis of the ideas presented in this section can bc found in Hall (2000). 
"  See also Kager & Zonneveld (1986), who argue that the Dutch rhymc is ~naximally  hipositional. 
'' The part of the rhyme that occurs in  pword-final  position does not constitutc a constituent, given a 
traditional  model  with  skeletal positions  and  the  subsyllahic constituents onset, nucleus, coda and 
rhyme. One could speculate that the part of the  'rhyme'  that occurs in pword-final  position is a third 
mora, in which case (44) would describe the distribution of trimoraic syllables. I leave this possibility 
opcn for furthcr study. [s] never surfaces after a three member rhyme. The reason  for this gap is that a three 
member  rhyme  like  [e:k] in  a  hypothetical  word  like  [e:k.srra]  would  be in  pword- 
internal position, contrary to the prediction made by (44). (44) also accounts for the fact 
that the S in  all of  the examples in  (1  1) is [s] (and never  a coronal stop like [t]). The 
reason the S must be [s] and not [t] is that the [t] could not he parsed into either of the 
adjacent syllables. To illustrate, onsider the [t] in a hypothetical monomorphemic word 
like aptfrak. The parsing [aept.fiaek] cannot be correct because the first syllable violates 
(44) and the syllabification [aep.tfizk] is not legal because [tfl does not occur in English. 
Consider now the words in (43). Examples like the ones in (43b) are unproblematic 
for my treatment because proper names behave as two pwords in other respects.28 My 
analysis allows for words like the ones in (43.3) if  (44) refers to segments that dominate 
a [PLACE]  node that is not multiply linked (see Borowsky  1990, who makes a similar 
proposal).  Since  the  consonant  following  the  underlined  sequences  in  (43a)  is 
homorganic with the ryhme-final segment, the two sounds share the same [PLACE]  node 
and therefore escape (44) by formal means (see Hayes 1986 and Schein & Steriade 1986 
for two possible treatments). 
3.2  A word-final consonant 
A large body of work on Metrical Phonology in German and English (and in other lan- 
guages) has argued that the rules of stress asignment can only work properly if  the final 
consonant in  a word is 'extrametrical'  (see Hayes  1980: 150ff., 1982, Giegerich  1999: 
24 Iff. for English; Giegerich  1985, 1989: 18 and Yu  1992a for German). In this section 
I consider and reject analyzing extrametrical consonants structurally in terms of licensed 
extrasyllabicity, as in  (2). The environment for licensed  extrasyllabicity  presented  in 
this section bears directly on other issues in  the phonology of German and English, for 
which many  derivational  analyses have been  proposed  (i.e. syllabification  and stress 
assignment). It is not the purpose of the present section to make concrete proposals for 
these other areas of phonology; instead, I make several different suggestions for how the 
facts can be accounted for without assuming that the final consonant is not linked to a 
syllable. Future research will determine which of the options I discuss below is correct. 
Examples English verbs are provided in (45) (from Giegerich  1999: 243). In  (45a) 
the rir~al  syllable is stressed and in (45b) the penult. Extrametrical consonants have been 
underlined: 
These examples show that in  verbs the final syllable is  stressed if  it  is  heavy (=(45a)) 
and the penult if the final syllable is light (=(45b)). 
'"ne  property shared by proper namcs and compounds in German is that thcy allow a sequencc ol' [tk], 
e.g. Brat-kartoffeln  'fried  potatoes',  Edgar, whcreas this  sequencc is ruled  out morphcme-internally. 
Examples of phonological generalizations in English that do  not hold for proper names arc discussed in 
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Giegerich  (1985:  52.3,  1989:  7ff)  makes  the  same  generalization  concerning 
German  word stress. As illustrated in (46) below, the final syllable is stressed if  it is 
heavy (=(46a)) and the penult if the final syllable is light (=(46b). 
(46) a.  ElemCnl  b.  Agenda 
Mngazig  Ardma 
Biir6  Logarithrnu.; 
An important component of the analysis described in the preceding paragraph is syllable 
weight. Basing his analysis on the earlier treatment by Hayes (1980: 150ff.), Giegerich 
assumes that a 'heavy' syllable has a branching rhyme (Giegerich 1989: 7, 1999: 243). 
Since the final rhyme in both maintain and edit is branching for Giegerich, he reasons 
that stress can only be predicted in these and similar words if  the final consonant is not 
associated with the syllable, as in (2). Thus, Giegerich argues that the extrametricality in 
(45) and (46) translates into an abstract syllable structure like the one in (47a) in which 
the final consonant is not linked to the syllable. This type of licensed extraprosodicity is 
accomplished by a general rule stating that a final consonant in a word is stray. Since it 
is an exceptionless rule it applies not only to the final consonant in  disyllabic words as 
in (47a), but also in monosyllabic words, as in (47b). 
In  the remainder of this  section I consider and reject the arguments for analyzing the 
final consonant as stray, as in (47). I demonstrate that the facts of English and German 
can be accomodated by referring to the surface syllable structure alone. 
Giegerich (1989, 1999) argues that the representations like the ones in (47, in  which 
the final consonant is not linked to the syllable, are advantageous for two reasons: 
The first argument for representations like the ones in (47a) is that the stress facts in 
(46) can be accounted for; that is, one can capture the generalization that a word-final 
VC syllable (but not a word-internal VC syllable) counts as light. Since syllable weight 
is  calculated  according  to  subsyllabic  structure  (i.e.  rhymes  and  X  slots),  then  in 
Giegerich's view the final consonant in words like edit should not be associated with 
the syllable at the point in the derivation when the stress rules apply. 
Giegerich's  second argument for abstract representations  like the ones in  (47a) is 
simultaneously an argument for the abstract representations of monosyllabic words as in 
(47b): These structures can account for the generalization that  a final consonant in  a 
stem is in the onset when a (vowel-initial) suffix is appended without a resyllabification 
rule, i.e. a rule that  alters preexisting  syllable structure. Thus, Giegerich  envisions a 
derivation as in (48a) for a word like keeping, as opposed to the one in (48b): A 
2. final C cxlram,  k  i:  p 
3. suffixation  ki:p~  q  3. syllah.  ki:  AA  p  19 
Were the  stem-final  consonant in  keep-ing  [khi:.prq] in  syllable-final position  at  the 
point in the derivation when the rules of syllabification apply (see step 1 in (48b)), then 
these rules must be endowed with the power to change prcxisting syllable structure (see 
step 3 in  (4%)).  In  Giegerich's view derived words like keep-ing are syllabified cycli- 
cally but the rule of final consonant extrametricality applies on the first cycle, i.e. prior 
to the addition of a suffix, and therefore produces the structure in (47) for the root as the 
output of the first cycle (see step 2 in (48a)). After the suffixes are added, syllabification 
is applied once again, and since the /p/ is not linked with the syllable node, syllabifica- 
tion on the second cycle is structure building (see step 4 in (48a)). 
Final  extrametricality, as in  (47), is not necessary to account for the German  and 
English facts outlined above. I begin by  considering two alternative explanations for the 
stress data (see (i)-(ii) below) and then syllabification. 
(i) Many authors see the use of extrametricality as described in (45) and (46) simply 
as a device that  'designates  a particular constituent  as invisible  for purposes  of  rule 
application'  (Hayes  1995: 57) and therefore  express extrametricality  in  phonological 
representations with some kind of diacritic, e.g. edi<t>. Hayes (1995: 106) states quite 
clearly that final consonant extrametricality does not imply that the final consonant has 
an abstract syllable structure in which the final consonant is not linked with the syllable 
node, as in (47). Thus, one could account for the 'invisibility'  of the final consonant in 
(46) to stress  assigment  in  a rule  based  framework with  a rule  designating  the final 
consonant in a word as extrametrical in the Hayesian sense. 
(ii) ?'he final consonant in (45) and (46) could be situated outside of the rhyme but 
be linked directly to the syllable (see note 5 for linguists who have made this suggestion 
for English). Such representations allow one to treat the final syllable in (45a) and (46a) 
as  heavy  (because  the  rhyme  is  branching)  and  those  in  (45b)  and  (46b)  as  light 
(because the rhyme is nonbranching). 
Consider now the syllabification facts discussed above. In order to account for the 
fact that VCV syllabifies as V.CV in German and English I assume the two constraints 
in (49): 
(49)  a.  ONSET:  All syllables have an onset 
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Given  the  ranking  ONSET  u  ALIGN-R then  the  correct  syllabification  obtains,  as 
illustrated in the following tableau for keep-ing. The right stem boundary is marked in 
(50) with '/'. 
/ k  1:  p I  lJ/  11  ONSET 
Indeed, if  the syllabification VCV is universally V.CV then one might want to pursue 
the idea that the ranking in (50) is universal. 
4.  Licensed extrasyllabicity in other languages 
In $2 I argued that consonants like the ones in (I), which are assumed by many linguists 
to have the abstract representation in  (2),  are not in fact stray and that the only correct 
syllable parsing is one involving the surface syllable, as in  (3). Thus, 'licensed  extra- 
syllabicity'  exists  neither  in  German  nor  in  English.  That  my  analysis  is  language 
specific can be shown by considering briefly an  example of a language with licensed 
extrasyllabicity in surface representations. 
Languages in which licensed extrasyllabicity has been argued to exist in the surface 
representation  include  Klamath  (Clements  & Keyser  1983:  121ff.), Polish  (Rubach 
1997, Rochoh 2000), and Attic Greek and Munster Irish (Green 2000). I examine now 
evidence from Dutch, that  suggest that certain clitics are stray on the surface. To my 
knowledge no one has made this suggestion for the data I discuss below. 
The Dutch  examples in  (51a)  (from Booij  1997: 271) consist of  a  sequence of 
proclitic+host.  The left  column  lists  the  sequences  of  consonants  that  occur  in  the 
phonetic representation. 
(5 1) a.  tf-  '1  valt  'it falls' 
kh-  'k ben  'I am' 
ks-  'k  zal  'I will' 
ty-  '1 gaat  'it goes' 
Since the sequences like [tf kb ks ty] are barred from occurring syllable-initially within 
lexical words, any analysis of  Dutch requires a (surface true) statement like the one in 
(5 1  b). In order to account for the fact that Dutch allows the examples in (5  1 a) when the 
leftmost  consonant  is  a  proclitic,  I  asssume  that  the  underlined  consonant  in  (51a) 
cannot be linked to the syllable node in  the surface representation. Hence, a representa- 
tion like the one in (2b) for the data in (51a) is correct.'" 
29  AA~  'official'  representation for the stray consonants in (51a) is one in  which the underlined segment is 5. Remarks on contingent extrasyllabicity and derivations 
In this section I make some brief comments on the status of  contingent extrasyllabicity 
and how such data should be analyzed if there are no abstract syllables. 
As noted in  $1 many rule-based treatments of German and English analyze the final 
sonorant consonant in words like rhythm as stray at an early stage in  the derivation, i.e. 
only h16l  is syllabified, at which point the stray /m/  is made syllabic (or in slow speech 
a  schwa  is  inserted)  and  then  the  result  is  resyllabified.  A  derivation  like  the  one 
described is presupposed in much rule-based  work in German and English (see Wiese 
1988, Hall  1992a, b, Wiese 1996 for German, Borowsky 1990 for English). 
An  examination of  the  tableau  in  (41) for the  German  word  Laden  reveals  that 
contingent  extrasyllabicity  is  not  necessary given  the  surface-based  approach I have 
adopted. A far greater challenge to the present model are data like the ones in (52). The 
German  examples  in  (52a) consist  of  a verb  stem  ending in  [a~]  plus  the deverbal 
nominalizing  suffix  -ung.  In  the  final  column  I  have  listed  the  infinitive  of  the 
corresponding verbs. The English examples in (52b) consist of  a verb stem ending in a 
syllabic [I] plus the deverbal, nominalizing suffix -ing: 
(52) a.  Wander-ung  'hike'  (cf. wander-n) 
AuRer-ung  'remark'  (cf. aufler-n) 
Erinner-ung  'memory'  (cf. erinner-n) 
Eroher-ung  'conquest'  (cf. erober-n) 
h.  hinder-ing 
meander-ing 
At first glance the derived nouns in the first column seem to require a derivation: First 
the  stem  is  syllabified,  then  a  schwa  is  epenthesized, at  which  point  the  suffix  is 
appended and then syllabification applies again (see Wiese  1988 and Borowsky  1990, 
who envision a derivation along these lines for German and English respectively). 
An option that is more in line with the present proposal is that the schwa in the 
stem in the derived nouns in the first column of (52) is present not because of a cyclic 
derivation, but instead because these stems have been analogized with the corresonding 
verbs.  Thus, the reason  there  is  a  schwa in  Wanderung is  that  there  is  a  schwa in 
wandern. Although much current work has been done on analogy (i.e.  'output-output' 
correspondence  in  Optimality Theory, see Benua  1997) I do not  pursue  the  analogy 
solution here and simply leave German and English data like the ones in (52) open for 
further study. Only further research will be able to determine if  the entire range of  facts 
in these languages can be accounted for without reference to abstract syllables.3" 
linked to a higher constituent in the prosodic hierarchy, i.e. foot, pword ctc. Booij (1997: 271) has a 
different explanation for the data in (5121).  He assumes a distinction between a lexical and a postlexical 
level  and  that  the  constraint  in  (51b) operates  only  lexically. Note  that  my  analysis  requires  no 
derivational residue (i.e. a distinction between a lexical and a postlexical level). 
Booij (1995; 29) posits an  'appendix'  for the syllable template of Dutch, which is situated outside ol 
the right edge of the syllable. He apparently does not believe in  a rule of stray segment adjunction like 
the onc in (2021).  It remains to be seen if the data he discusses as an argumenl ibr this structure can be 
reanalyzed along the lincs of the present proposal for German and English. 
I would like to draw the reader's attention to the fact that the analogy explanation lor the German data The Status of Extrasyllabic Consonants in German and English 
6.  Conclusion 
In  the preceding paragraphs I have shown that none of the consonants that have been 
claimed to be stray in German are represented structurally as in (2) and that there is no 
derivational stage in  which abstract syllable structures like these exist. I conclude that 
all of the evidence that has been thought to support the structures in (2) can be redone in 
such a way that reference is only made to the surface syllable structure. 
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Natiirlicher grammatischer Wandel im System aspektueller 
Oppositionen des Russischen* 
Zusammenfassung 
Im Fruhaltrussischen koexistierten die drei miteinander konkurrierenden aspektuellen Oppositionen, 
namlich die alten indoeuropaischen Aspekte (der imperfektive, der perfektive und der perfektische), 
die  alte  slavische  Opposition  Nicht-IterativitaVlterativitat  und  die  neuen  slavischen  Aspckte 
(= Opposition  Imperfektivitatmerfektivitat). Im Laufe der  Sprachentwicklung  wurden  die ersten 
zwei Oppositionen durch die dritte Opposition verdrangt. Der Verlauf und die Mechanismen dieser 
Entwicklung werden dargestellt und auf der Grundlage des Konzcpts des natiirlichcn grammatischen 
Wandels erkliirt. Es werden Markiertheitsprinzipien betrachtet, die den naturlichen grammatischcn 
Wandel  determinieren.  Diese  Prinzipien  werden  als  generelle  Faktoren  typologischen  Wandels 
angesehen,  mit  deren  Hilfe  die grammatischen  Vcranderungen  im  Sprachsystem  erklart  wcrden 
konnen.  Die  Auspragung  der  neuen  slavischen  Aspektc  und  die  immer  starker  werdende 
Einbeziehung der Aspekte in das gesamte Verhalsystem haben entscheidcnd zur Herausbildung des 
neuen redurierten aspektsensitiven Tempussystems beigetragen. 
1.  Einfiihrung: Theoretische Grundlagen 
Die historische Entwicklung der aspektuellen Oppositionen wird auf  der theoretischen 
Grundlage des Konzepts der Markierheit  (= Naturlichkeit = Praferenz)  und des Kon- 
zepts des natiirlichen grammatischen Wandels in der Naturlichen Grammatik behandelt. 
Das Konzept der Markiertheit (vgl. 2.B. Wurzel 1998: 62-65; Mayerthaler 1981: 9- 
11) baut auf dem Begriff der linguistischen Komplexitat auf, die die Sprachkapazitat 
des Sprachtragers belastet: Starker markierte grammatische Erscheinungen belasten die 
Sprachkapazitat mehr als ihre schwacher markierten Gegenstiicke. Die Markiertheit wird 
folglich unter  Rekurs  auf  biologisch-neurologische Gegebenheiten  des  Sprachtragers  - 
bestimmt. Sie ist ein Teil der menschlichen Sprachfiigkeit und gehijrt zur sprachlichen 
Ausstattung des Menschen. Die universellen Prinzipien der Markiertheit (= Natiirlich- 
keitsprinzipien  (Wurzel  1984)  =  preference  laws  (Vennemann  1988))  bestimmen, 
welche sprachlichen Struktureigenschaften, die durch die strikten (= absoluten) Prinzi- 
*  Die vorliegende Untersuchung ist im Rahmen des von der Deutschen Forschungsgcmeinschaft  geforder- 
ten Projekts ,,Markiertheitsrelationen in Tempus-Systemen slavischer Sprachen" entstanden. Den Lcitern 
des Projekts Prof. Dr. Werner Winter und Prof. Dr. Wolfgang Ullrich Wurzel danke ich ganz herzlich fur 
die langjahrige groRzugige und tatkrlftige fachliche und menschliche Unterstutzung meiner Arbeit. Der 
Ahschnitt 5 dieses Beitrags wurde im Zentrum fur Allgemeine Sprachwissenschaft am 22. Februar 2001 
als Vortrag unter dem Titcl ,,Die Entwicklung der -y~n-l-i~,a-Bildungen  im Russischen: Evidenzen fur den 
natiirlichen grammatischen Wandel" vorgestellt. Bei allcn an dcr Aussprache beteiliglen Kollegen mochte 
ich mich an dieser Stelle fir die interessante und  anregende Diskussion herzlich bedanken. Fur die sorg- 
faltige Durchsicht  des Manuskripts  und  rahlreiche kritische  Be~nerkungen  danke ich  ganz  herzlich 
Frau Dr. Gerda Klimonow. Verbliebene Fehler und Mangel gehen selhstverstandlich zu meinen Lasten. 
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pien  der  universellen  Grammatik  vorgegeben  sind,  unmarkiert  bzw.  naturlich  bzw. 
praferent  und  welche  markiert  bzw.  nicht-naturlich  bzw.  nicht-priiferent  sind. Diese 
Prinzipien  legen  die  Markiertheitsrelationen  zwischen  grammatischen  Einheiten 
gleicher Klasse in bezug auf bestimmte Parameter fest: Eine grammatische Erscheinung 
Gj ist  hinsichtlich  des  Markiertheitsparameters  Mi  umso  schwacher  markiert,  in je 
stirkerem Grade sie die Eigenschaft Ek  hat (Wurzel 1994: 38). Auf diese Weise wird die 
systematische Asymmetric in  der Verwendung von grammatischen Mitteln  erklart, die 
in der Struktur aller Sprachen und in der Sprachentwicklung zu beobachten  ist. Diese 
Prinzipien  bilden  eine spezifische Klasse von  Universalien,  die man  als Bewertungs- 
universalien  bezeichnen  kann. Die Gesamtheit der Markiertheitsprinzipien  konstituiert 
die Markiertheitstheorie. 
Jede Ebene des Sprachsystems verfugt uber ihre eigenen Markiertheitsverhaltnisse. 
Dementsprechend werden  phonologische,  morphologische,  syntaktische  und  semanti- 
sche Markiertheit grammatischer Einheiten unterschieden. Die phonologische Markiert- 
heit beruht auf der artikulatoriscben undloder perzeptiven Komplexitat. Die morpholo- 
gische und die syntaktische Markiertheit basiert auf der semiotischen Komplexitdt, d.h. 
auf der Komplexitat der Zeichenverhaltnisse.  Die semantische Markiertheit grammati- 
scher Einheiten ist in deren kognitiver Komplexitat begriindet. 
Fur das Verstlndnis der Markiertheit ist entscheidend, dass diese nicht mit Merkmal- 
haftigkeit gleichgesetzt werden kann. Die Merkmalhaftigkeit bezieht sich auf das Vor- 
handensein bzw. Nicht-Vorhandensein bestimmter Merkmale in sprachlichen Einheiten. 
Die Merkmalhaftigkeit einerseits und die Markiertheit andererseits sind nicht notwendiger- 
weise identisch. Die altrussischen Verben bildeten norrnalerweise die 3. P.Sg. und PI. mit 
dem Flexiv -ti. prositi ,er bittet'  und pros]ati ,sie bitten'. Diese Formen waren folglich 
merkmalhaft.  Es existierten  aber auch  einige merkmallose  Formen  mit  Zero-Endung 
vom Typ prosi ,er bittet' und prosja  ,sie bitten'. Die merkmalhafte Endung -ti in der 3. 
P.Sg.  und PI. vom Typ prositi ,er bittet'  und prosjati ,sie bitten'  ist  aber unmarkiert, 
weil  sie systemangemessen, d.h. typisch,  norrnativ oder natiirlich ist. Die merkmallose 
Zero-Endung vom Typ prosi  ,er bittet'  und prosja  ,sie bitten' ist dagegen markiert, weil 
sie nicht systemangemessen, d.h. speziell, nicht normativ oder nicht naturlich ist. 
Die Markiertheitstheorie ist ein unentbehrlicher Bestandteil des Konzepts des naturli- 
chen grammatischen Wandels, d.h. der Theorie des Sprachwandels, die den grammatisch 
initiierten Wandel erklaren will. Die Geschichte der russischen Aspekte und die Einwir- 
kung der Aspekte auf die Tempusentwicklung werden unter dem Blickwinkel der Theorie 
des  naturlichen  grammatischen  Wandels  betrachtet  (vgl.  Wurzel  1994, Vennemann 
1988). Die grammatischen  Veranderungen im Sprachsystem verlaufen  nach generellen 
Entwicklungstendenzen, die durch die Wirkung der Markierheitsprinzipien determiniert 
sind. Die grundlegende Annahme des Markiertheitskonzepts zum Sprachwandel ist als 
Prinzip des naturlichen grammatischen Wandels formuliert. Diesem Prinzip zufolge ver- 
Iauft grammatisch  initiierter Wandel in  Richtung der Ersetzung  von hinsichtlich eines 
bestimmten Markiertheitsparameters  starker markierten grammatischen Einheiten durch 
hinsichtlich dieses Parameters schwacher markierte grammatische Einheiten. Die einzel- 
nen Markiertheitsprinzipien  bestimmen, was markiert ist und damit gemal3 dem Prinzip 
des naturlichen grammatischen Wandels als Kandidat fur den Abbau auftritt. Das Wesen 
jedes naturlichen grammatischen Wandels ist es, die Markiertheit grammatischer Erschei- Nuturlicher grummritischer Wundel im System aspektueller Oppositionen dcs Russischen  121 
nungen im Sprachsystem abzubauen. Die den Markiertheitsabbau steuernden Prinzipien 
legen  die  Prioritaten  zwischen  miteinander  konkurrierenden  Veranderungstendenzen 
fest.  Das  Prinzip  des  geordneten  oder  stufenweisen  Markiertheitsabbaus  regelt  die 
Reihenfolgen  der Wandelerscheinungen:  Starker markierte Erscheinungen  werden  vor 
ihren schwacher markierten Pendants vom Wandel erfasst. Das Prinzip der Regelung des 
Markiertheitsabbaus durch die Hierarchie der Markiertheitsprinzipien  legt die Prioritaten 
in  der Anwendung mehrerer Prinzipien  aufgrund ihrer Stellung in  der Hierarchie der 
Markiertheitsprizipien fest: Ein in der Hierarchie hoher eingeordnetes Prinzip (z.B. das 
Prinzip der Systemangemessenheit) wirkt starker als ein in der Hierarchie niedriger ein- 
geordnetes Prinzip (z.B. das Prinzip des konstruktionellen Ikonismus). Die grammati- 
schen  Universalien  und  die einzelsprachlichen  Systeme bedingen  die Veranderungs- 
moglichkeiten naturlicher Sprachen und schranken sie zugleich auf verschiedene Weise 
ein. Diese Faktoren sind relevant fur die Erklarung von grammatisch initiiertem Wandel. 
Die  Interaktion  der  einzelnen,  den  grammatischen  Sprachwandel  determinierenden 
Prinzipien  ist  noch  nicht  hinreichend erforscht. Die Theorie des  naturlichen  Sprach- 
wandels gibt cine Erkliirung fiir die generellen Tendenzen der Entwicklung des Sprach- 
systems und  liefert  damit  linguistisch  begriindete  Prognosen  uber  die Richtung  der 
potenziellen sprachlichen Veranderungen. 
Der  Umbau  des  Tempussystems  und  andere  tiefgreifende  Veranderungen  im 
russischen Verbalsystem  wurden  durch die Auspragung der neuen  slavischen Aspekte 
ausgelost. Die Aspekte sind im Laufe der Sprachentwicklung zur eigentlichen Grund- 
lage des gesamten russischen Verbalsystems geworden. Der ~bergang  von der Entwick- 
lung des Aspektsystems  zur Entwicklung  des Tempussystems ist flieBend. Die Erset- 
zung der alten indoeuropaischen Aspekte durch die neuen slavischen Aspekte im prate- 
ritalen Bereich  betrifft eher die Veranderungen  sowohl im Aspektsystem  als auch  im 
Tempussysstem. Ich betrachte deshalb die Entwicklung der Aspekte und die Entwick- 
lung der Tempora in den einschlagigen Abschnitten 4 und 5 parallel. 
2.  Koexistenz und Interaktion der drei aspektuellen Oppositionen im 
Friihaltrussischen 
Ich gehe von der Annahme aus, dass im Friihaltrussischen drei miteinander konkurrierende 
aspektuelle Oppositionen, namlich die alten indoeuropaischen Aspekte (der imperfektive, 
der perfektive und der perfektische), die alte  slavische  Opposition  Nicht-Iterativitatl 
Iterativitat und die neuen slavischen Aspekte (= Opposition Imperfektivitiitl Perfektivitat) 
koexistierten. Das Altrussische war folglich sehr reich an aspektuellen Differenzierungen. 
Die alten indoeuropaischen Aspekte waren auf den prateritalen Bereich beschrankt 
und fanden ihren formalen Ausdruck in den Verbalendungen, die gleichzeitig Tempus- 
und Aspektmarker waren, vgl. die Gegenuberstellung zwischen dern Imperfekt bzw. dern 
imperfektiven Aspekt vom Typ vedjachzi ,ich fuhrte', dern Aorist bzw. dern perfektiven 
Aspekt vom Typ vedochzi ,ich habe gefuhrt' und dern Perfekt bzw. dern perfektischen 
Aspekt vom Typjesmivelzi ,ich habe gefiihrt'. Als Ausdruck der semantischen Basis der 122  Wludimir D. Klimonow 
alten indoeuropaischen Aspekte dienten im Altmssischen die Oppositionen  [+STATISCHI 
beim Perfekt vs. [-STATISCHI  beim Imperfekt und beim Aorist, sowie [+DURATN]  des 
Imperfekts vs. [-DURA~V] des Aorists. Die beiden synthetischen Formen der Vergangen- 
heit  (das  Imperfekt und  der  Aorist)  waren  im Altrussischen  auf  den  Infinitivstamm 
festgelegt und hatten ein gemeinsames Suffix -s-I-ch-I-i- als Marker der Vergangenheit. 
Diese  beiden  Tempora  hatten  gesonderte  Personalendungen  und  unterschiedliche 
Themavokale. Das Imperfekt  trat  als  markiertes  Glied  der Opposition  lmperfekt  vs. 
Aorist  auf. Es hatte ein  Formans  -a-, das  in  den  Formen  des Aorists  fehlte, und es 
druckte die Bedeutung der Durativitat  der  Handlung,  d.h.  den  unbegrenzten  Verlauf 
einer einzigen Handlung oder einer Reihe von Handlungen aus. 
Die neue slavische Kategorie des imperfektiven Aspekts (ipf. A.) und des perfekti- 
ven  Aspekts (pf. A.) hatte eine ganz andere formale Basis, namlich die Stammaffigie- 
rung, vgl. die Gegeniiberstellung der Aspektstamme mit und ohne Imperfektivierungs- 
suffixe vorn Typ szibirajeti (ipf. A.) ,er sammelt' -  sirbereti (pf. A,) ,er wird sammeln' 
und zwischen prafixlosen und prafigierten Aspektstammen vorn Typ neseti (ipf. A,) ,er 
tragt' -  poneseti (pf. A,) ,er wird tragen'. Die Semantik der neuen slavischen Aspekte 
unterscheidet  sich  auch  von  der Bedeutung der  alten  indoeuropaischen  Aspekte.  Die 
Perfektiva (Pf.), die die Ganzheitlichkeit oder Totalitat des Prozesses signalisieren (d.h. 
die Anfangsgrenze und die Endgrenze einschlieBen), werden  als markiertes, d.h. kom- 
plexeres Glied der aspektuellen Opposition angesehen, wahrend die Imperfektiva (Ipf.), 
die die Nicht-Ganzheitlichkeit  oder Nicht-Totalitat des Prozesses bezeichnen  (d.h. die 
Anfangsgrenze und die Endgrenze ausschlieBen) als unmarkiertes, d.h. weniger komple- 
xes Glied dieser Opposition betrachtet werden. Im Altmssischen kreuzten sich die alten 
und die neuen  Aspektoppositionen:  Es existierten das imperfektive und das perfektive 
Imperfekt sowie der perfektive und der imperfektive Aorist. Es bestand allerdings eine 
Affinitat  zwischen  den  beiden  Typen  aspektueller  Systeme:  der  Aorist  (vom  Typ 
postaviSa  ,sic haben gestellt') wurde hauptsachlich von perfektiven Stammen (vom Typ 
postaviti  ,stellen') und das Imperfekt (vom Typ postavljachu(tQ  ,sic stellten') hingegen 
von imperfektiven Stammen (vom Typ postavljati  ,stellen') gebildet. Die Bildung und 
der  Gebrauch  des  imperfektiven  Aorists  und  des  perfektiven  Imperfekts  waren  mit 
einigen Restriktionen verbunden (vgl. Abschn. 4.2). 
Neben den alten indoeuropaischen und den neuen slavischen Aspekte existierte im 
Altmssischen die alte slavische Opposition Nicht-Iterativitat/Iterativitat. Die iterativen 
Verben wurden im Altrussischen von imperfektiven Simplizia mit Hilfe der Suffixe -a-, 
-ja-, -vu- und den Erweiterungen von -va-: -ava-, -ova-, -eva- gebildet: pirlzti  ,kriechenG 
-  pirlzati  ,umherkriechenC,  sZti ,sbn' -  sgjat ,zu saen pflegen', biti ,schlagen' -  bivati 
,zu schlagen pflegen', dglati ,tun, machen' -  dglovati ,zu tun pflegen'. Die Gegeniiber- 
stellung Determiniertheithdeterminiertheit bei  den Bewegungsverben  vorn Typ letgti 
,fliegenC - lZtati ,umherfliegen2 wird  als  Sonderfall der  Opposition Nicht-Iterativitau 
Iterativitat betrachtet. Als Marker der Iterativitat traten auch die Vokalalternationen  im 
Stamm auf, vgl. z.B. die Gegenuberstellung von kurzen bzw. reduzierten und langen bzw. 
nicht reduzierten  Vokalen  (IZsti ,kletternC  -  laziti  ,umherkletterne,  lobzizati ,kiissenS - 
lobyzati  ,mehrmals kussen')  und  die  Alternation  des primaren  und  des  sekundaren 
Vokalismus des Stammes (nesti ,tragen' -  nositi  ,zu tragen pflegen',  vesti ,fuhrenC  - 
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der Iterativitat wird manchmal von einigen Alternationen begleitet, vgl. prositi ,bittene - 
praiati  ,bettelng. Die  indeterminierten  Verben  vorn  Typ  nnsiti  ,zu tragen  pflegen', 
choriiti  ,zu gehen pflegen', ,jZzditi ,zu fahren  pflegen',  die kein  iteratives  Suffix  -rr- 
haben, aber iterative Bedeutung aufweisen, bilden im Altrussischen die sog. sekundaren 
Iterativa mit dem produktiven Suffix -a-:  nafati,  chaidati,  j@ziati. 
Von  den  perfektiven  verba  simplicia  vorn Typ pasti  (<*padti) ,fallen2 und  von 
ihren prafigierten Derivaten vorn Typ upusti ,fallenz  werden mit den gleichen formalen 
Mitteln die abgeleiteten Imperfektiva vorn Typ pudati  bzw. upadati gebildet. Diese Im- 
perfektiva weisen die Neutralisierung  der  Opposition Nicht-IterativitatlIterativitat  auf. 
Die imperfektive Bedeutung schlieBt die iterative Bedeutung als Sonderfall ein. Daraus 
folgt, dass die Opposition Nicht-IterativitatlIterativitat und die Opposition Imperfektivi- 
tatlperfektivitat  verschiedene  Domanen  haben  und  einander  erganzen.  Sie  sind 
miteinander durch eine komplementare Distribution verbunden. 
3.  Entwicklung der Opposition PerfektivitatlImperfektivitat 
3.1  Aspektuelle Indifferenz bei aterminativen und terminativen Verben im Eriihalt- 
russischen 
Die neuen  slavischen  Aspekte  als jungere  Schicht der  aspektuellen  Differenzierung 
weisen  im  Friihaltrussischen  bestimmte  Besonderheiten  auf,  die fur das ijbergangs- 
stadium vorn aspektlosen Verbalsystem  des Fruhgemeinslavischen  zum grammatikali- 
sierten Aspektsystem des modernen Russischen charakteristisch sind (vgl. Bermel 1995: 
345). Die Herausbildung der neuen slavischen Aspekte begann in der gemeinslavischen 
Epoche und war zu Beginn der historiscben Uberlieferung bereits relativ fortgeschritten. 
In  den altesten  altrussischen  Denkmalern  hatten  die meisten  Verben  eine bestimmte 
aspektuelle Bedeutung des pf. oder des ipf. Aspekts. Jedoch blieben zahlreiche Verben 
im Altrussischen noch aspektindifferent und konnten sowohl perfektiv als auch imper- 
fektiv gebraucht werden. 
Die  aterminativen  verba  simplicia  vorn  Typ idti  ,gehene, Zchati  ,fahrenC,  nesti 
,tragenC,  vidgtti  ,sehene,  slyiati  ,horen6,  suditi  ,richten', grgfiti ,sundigens, die in  der 
russischen  Sprache der Gegenwart imperfektiv  sind, verhalten  sich  im  Altrussischen 
noch  unentschieden  zum  Aspekt,  vgl.  die  imperfektive  (bzw.  prxsentische)  Interpre- 
tation dieser Verben im Beispiel (1) und die perfektive (bzw. futurale) Deutung solcher 
Verben im Beispiel (2). 
(I)  Igori idetzi po BoriEevu (Igorlied aus dem 12. Jh.) 
,Igor fahrt durch Boritschev' 
(2)  Ne Sli otroka,j$du [=prijedu]  samt7 i dve grivny vezn [=privezu]  (Birk.-Inschr. des 13. Jh.) 
,Schicke nicht den Diener, ich werde selbst fahren und werde zwei Grivnas mitnehmcn' 
Die terminativen  verba simplicia vorn Typ dati ,geben6,  pasti  ,fallenc,  kupiti ,kaufeng, 
liiiti ,wegnehmene,  sbti ,sich (hin)setzent, lefi ,sich (hin)Iegene,  die in  der russischen 
Sprache der Gegenwart perfektiv sind, waren im Altrussischen nicht auf den perfektiven 124  Wludimir D.  Klimonow 
Aspekt  (Beispiel (3)) beschrankt,  vgl. die Verwendung des Verbs kupiti  ,kaufenC  im 
imperfektiven Kontext (mit Phasenverb) im Beispiel (4): 
(3)  utenici bo ego oSili beachu vii gradti, da braSino kupjrrti(Ostr.-Ev.  1056-1057) 
,seine Schiiler waren in die Stadt gegangen, um Nahrung zu kaufen' 
(4)  poEachomti kupifi chlebii (Novg. -Chr. 13.-14. Jh.) 
,wir haben angefangen, Brot zu kaufen' (d.h. ,  wir sind Brot kaufen gegangen') 
Die entsprechenden Imperfektiva vorn Typ dajati oder duvati ,geben6  waren zwar schon 
in den altesten Denkmalem des Russischen vorhanden, aber sie wurden selten verwendet. 
Prof. P. S. Kuznecov, ein aufmerksamer Forscher des Altrussischen,  registriert einige 
Beispiele mit imperfektivem Gebrauch des Verbs pasti ,(hin)fallenC  bis zur Halfte des 19. 
Jh. Solche Beispiele wurden sogar bei A. S. PuSkin gefunden (Kuznecov 1953: 245-246). 
Die prafigierten Verben vorn Typ vliteti ,miinden, sich ergiefien', die im modernen 
Russischen  perfektiv  sind  und  deshalb  keine  Prasensbedeutung  aufweisen  konnen, 
waren  im  Altrussischen  aspektindifferent  und konnten  in  Kontexten  auftreten, die als 
imperfektiv bzw. prasentisch gelten: 
(5)  A DneprU vteCefi [= tetetT] v Pontiskoe more (Law.-Chr. 1377) 
,Abcr der Dnepr mundel ins Schwarze Meer' 
Die spatere Akademische Redaktion und die Radzivil-Chronik geben in diesem Beispiel 
eine eindeutig imperfektive prasentische Form tehti  an. Die Form potefe im Beispiel 
(6) aus der Laurentius-Chronik  (1377) wird durch die eindeutig imperfektive prd~enti- 
sche Form tefetiim Beispiel (7) in der Hypatius-Chronik (um 1425) ersetzt. 
(6)  DnEprti bopoteCe(t~  iz Okoviskago lEsa (Laur.-Chr. 1377) 
,Der Dnepr aber entspringt aus dem Okov-Wald' 
(7)  Dneprti bo teiefiiz Vol(o)koviskag(o) lesa (Hypat.-Chr. um  1425) 
,Dcr Dnepr aber entspringt aus dem Vol(o)kov-Wald' 
Die Prafixe solcher Verben treten im  Altmssischen  nicht als Marker der Perfektivitat, 
sondern als Marker der Terminativitat (oder der Grenzbezogenheit) auf (vgl. Karavanov 
1992: 106-107). 
3.2  Die Paradigmen der sekundaren Imperfektivierung im Frtihaltrussischen 
Das Ausgangssystem der aspektuellen Oppositionen bilden im Altrussischen die Modelle 
der sekundaren Imperfektivierung mit den produktiven  Imperfektivierungssuffixen  -a- 
vorn Typ otlipasti (<*otlipadti) -  otlipadati ,ab-/wegfallenC  und ,ja-  vorn Typ obgliti - 
obiljati ,weifiwaschen', vliskrisiti -  vziskrgiati (<*vliskvisjati) ,wiederbeleben6)  sowie 
mit dem nichtproduktiven Imperfektivierungssuffix -va- vorn Typ sliviti -  sCvivati ,zu- 
sammenrollen' und den Erwei terungen von -va-: -ava-, -ova-, -ma- vorn Typ pokazati 
-  pokazavati  ,zeigenC,  privjazati -  privjazovati  ,anbinden', vozdeviati - vozderievati 
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Die Imperfektivierungssuffixe waren  nicht  streng den  einzelnen  Klassen  der Verbal- 
stamme zugeordnet, vgl. z.B. die Kookkurrenz der Imperfektivierungssuffixe  -a- und 
-ja-: raschytiti -  raschytatilraschiiEbti ,veruntreuenC,  -ja- und -va-: podati -  podajatil 
podavati  ,reichenZ.  AuBerdem gab es auch Imperfektivierungsparadigmen rnit neutraler 
aspektueller Bedeutung des (spater perfektiven) Gegengliedes der aspektuellen Opposi- 
tion: kupiti -  kupovati  ,kaufen', napisati -  nupisovati  ,an-Iaufschreiben'. Das Aspekt- 
system war im Altrussischen folglich noch im Entsteheu begriffen. Die altesten Imper- 
fektivierungsparadigmen waren noch  nicht  ausgepragt, und  noch  relativ viele Verben 
waren aspektindifferent. 
3.3  Die Verdrlngung der Imperfektiva mit dern Suffix -a-I-ja- durch die Imperfektiva 
rnit dem Suffix -yva-I-iva- 
Am  Anfang  des  12.  Jh.  entsteht  das  neue  Imperfektivierungssuffix  -yva-I-iva-  als 
Ergebnis der Reanalyse: umy-vu-ti > urn-yva-ti  ,(ab)waschenC.  Der  Gebrauch dieses 
Suffixes war zunachst stark eingeschrankt im Vergleich zu den produktiven Suffixen -a- 
und ja-. Die Zahl  solcher Imperfektiva rnit dern Suffix -yva-I-iva- wuchs schnell an, 
und  ab Mitte des  13. Jh. wurde dieses Suffix bereits produktiv. Die Imperfektiva  rnit 
diesem Suffix traten zuerst zusammen rnit den anderen Imperfektiva auf. Die Zahl der 
Paradigmen  rnit mehreren  miteinander  konkurrierenden  Imperfektiva nimmt  zu,  vgl. 
pristaviti -  pristavljati/pristavlivati  ,dazustellent,  zapasti -  zupasati/zapusyvati  ,Vorrate 
anschaffen',  sLideZati  - slidZlovati/slidZlyvati  ,machen,  tun',  slikupiti - slikupati/ 
slikupljati/slikuplivati' ,verbinden,  vereinigen',  otjuglititi - o<jagGfatilotjagGtavati/ 
otjagzXevati/otjagd6vati  ,erschwerenG.  Diese Imperfektiva  werden  parallel  und  ohne 
Bedeutungsunterschiede gebraucht. In den verschiedenen Novgoroder Urkunden des 14. 
Jh. sind im gleichen Text die Formen pristavljati und pristavlivati registriert worden: 
(8)  a.  Dvora ti ne ratvarjati, a pristavovt ne pri.stavljati (Novg.Urk. 1325-1326) 
b.  ...  a dvora ti ne ratvorjati, a pristavova ti ne pristavlivati  (Novg.Urk. 1307) 
,...  und der Hof ist nicht au verschlieRen,  und es sind auch keine Wachcn aufzustellen' 
Besonders produktiv  wurden  die -yva-I-iva-Bildungen  in  der mittelrussischen  Periode 
(15.- 17. Jh.). Die Imperfektivierungssuffixe wurden nach dern Grad der Produktivitat in 
folgender Weise neu  gruppiert: (a) produktives monofunktionales Suffix -yva-I-iva- vom 
Typ perepisati -perepisyvati  ,abschreibenZ;  (b) weniger produktive Suffixe -a- und -ja: 
vyrubiti -  vyrubati ,abschlagenC,  podaviti -  poduvljati  ,unterdriickeng;  (c) nichtproduk- 
tives Suffix -va- und die Ableitungen von ihm: -ava-, -eva-, -ova- vom Typ otkryti - 
otkryvati ,offnenG.  Viele Verben bilden im Mittelrussischen die parallelen  Imperfektiva 
rnit dem Suffix -a-I+-  vom Typ ispruvljati und rnit dern Suffix -yvu-I-iva- vom Typ 
ispravlivati ,verbessern'.  Im Laufe der Sprachentwicklung  verdrangen die sekundaren 
Imperfektiva  rnit  dern  Suffix  -yva-I-iva- die  alten  Bildungen  mit  den  produktiven 
Suffixen -a- und ja-, vgl. ukladyvati anstatt ukladati ,einpackenC,  utaivati anstatt utujuti 
,verbergen'. Die Reichweite der sekundaren Imperfektiva  mit  dern  Suffix -yvu-I-iva- 
iibersteigt im Mittelrussischen bei weitem deren Gebrauch im modernen Russischen, vgl. 126  Wludimir D. Klimonow 
(9)  i tern dei dostalnym ljudem ta Anna i syn ee Ivan ug~aiivajut  (jetzt = ugroiajut) (Lesungen 1916) 
,und den verbliebenen Leuten drohen angehlich diese Anna und ihr Sohn Ivan' 
Erst  in  der neurussischen  Zeit  (ah  18. Jh.) werden  die Imperfektiva  mit  dem Suffix 
-pa-I-iva- vom Typ ispravlivati ,verbessern6,  ugraiivati ,drohenG  zugunsten der Imper- 
fektiva  mit  dem  Suffix  -a-1-ja-  vom  Typ  ispravljuti,  ugraiati  allmiihlich  beseitigt. 
Dieser Prozess ist mit der Auspragung der Aspekte und der Unifizierung  der Aspekt- 
paradigmen verbunden. Die binLen Aspektparadigmen mit nur einem einzigen Imper- 
fektivum  setzen  sich  gegeniiber  den  Aspektparadigmen  mit  mehreren  Imperfektiva 
durch. Erhalten geblieben sind im modernen Russischen nur wenige doppelte Imperfek- 
tiva, manchmal mit stilistischer Differenzierung, vgl. vyskrebat'/vyskrebyvut' ,abkratzenZ, 
zagotovljat'/zagotavlivat'  ,vorbereitenC,  odarjat' (hoher Stil)lodarivut' ,beschenken6. 
4.  Kookkurrenz und Konkurrenz der alten indoeuropiiischen und der neuen 
slavischen Aspekte. Schwund der alten indoeuropaischen Aspekte 
4.1  Verlust des altrussischen Perfekts 
Eine wesentliche Neuerung in der Entwicklung der aspektuell-temporalen  Formen  im 
prateritalen Bereich des altrussischen Tempussystems war die Ersetzung der alten syn- 
thetischen Tempora, d.h. des Imperfekts und des Aorists, durch das neue 1-Prateritum 
und  dementsprechend der alten indoeuropaischen Aspekte durch die neuen  slavischen 
Aspekte. Der Schwund des Hilfsverbs byti ,seinc  im Prbens und die damit verbundene 
Verschiebung  der  Bedeutung  des  1-Perfekts  in  Richtung  Prateritum  bildeten  im 
Altrussischen  den  Ausgangspunkt fiir die Verdrangung  der synthetischen  prateritalen 
Paradigmen des Aorists und des Imperfekts durch das analytische Paradigma des neuen 
1-Prateritums.  Das altrussische  Perfekt  wurde periphrastisch  gebildet:  Es  setzte  sich 
zusammen  aus  dem Partizipium praeteriti  activi  auf  -1-  und  den  flektierten  Prasens- 
formen  des Hilfsverb  byti  ,seine. Das  altrussische  Verb  hatte  zuerst  im  Standard- 
gebrauch keine Personalpronomina: Die Kategorie der Person wurde durch die verbalen 
Endungen ausgedriickt. Die Personalpronomina  wurden  nur  appositiv  oder kontrastiv 
verwendet. Die Formen des Hilfsverbs byti ,sein' wurden durch die Personalpronomina 
zuerst in  der 3. Person, spiiter auch in der  1. und in der 2. Person ersetzt. Die Entwick- 
lung im Altrussischen in diesem Bereich kann man als Drei-Phasen-Prozess darstellen: 
(1) dali  jesi wortlich  ,gegeben hast', (2) ty dalzi jesi ,du hast gegeben', (3) ty dali ,du 
gabst'  (IsaCenko 1976 [1939]: 16). Die haufigere Verwendung der Personalpronomina 
steht im Zusammenhang mit der Herauskristallisierung des 1-Partizips als einziger Form 
der Vergangenheit: Der Verlust des Hilfsverbs byti ,seine  im PrLsens machte es notwen- 
dig, die Kategorie der Person durch Personalpronomina zu manifestieren. Parallel mit 
dem Schwund des Auxiliars byti ,seine  im Prasens findet eine Verschiebung der Bedeu- 
tung der l-Konstruktion  bei terminativen (= grenzbezogenen) Verben  vom Typ umerli 
(festi) von der urspriinglich perfektischen, d.h. der statalen Bedeutung (,er  ist gestorben' = 
,er ist tot') (s. Beispiel (10)a) auf die aktionale Bedeutung einer vergangenen Handlung, 
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(I 0) a.  Kon' umerlzi Oesti) a ja  ti^ (Russk. Pr, aus dem 11. Jh.) 
,Das Pferd ist tot, ich aber lebe' 
b.  Vladyka rizkij umirlzi (Smolensk.Urk. 1229) 
,Der Erzbischof van Riga starb' 
Die Verwendung der einst rein perfektischen 1-Periphrase bei verba terminativa in prate- 
ritaler Funktion bildete die Voraussetzung fur die Ausdehnung der 1-Konstruktion auf 
verba aterminativa. Die 1-Periphrase kann  nur bei  grenzbezogenen Verben  ein echtes 
Perfekt sein. Bei nichtgrenzbezogenen Verben bezeichnet die I-Konstruktion eine Hand- 
lung in  der Vergangenheit. Die Bedeutungen des Aorists vom Typ nesochzi ,ich habe 
getragen' und der 1-Periphrase vom Typ neslzi jesmi ,ich habe getragen' bei nichttermi- 
nativen  Verben  waren  identisch:  Beide Formen  bezeichneten  einen  rein  prateritalen 
Prozess  (vgl.  Sadnik  1966:  22).  Das  1-Prateriturn tritt  damit  in  Konkurrenz  zu  den 
synthetischen  priteritalen  Formen  des  Aorists  und  des  Imperfekts,  die  ebenfalls 
prateritale Funktion hatten. 
4.2  Verschiebungen in der Aspektzuweisung bei synthetischen prateritalen Tempora 
AuBer  der Entwicklung des 1-Prateritums selbst hat  die Auspragung der neuen  slavi- 
schen Aspekte wesentlich zum bevorzugten Gebrauch des 1-Prateriturns beigetragen. Im 
Fruhaltrussischen existierten im prateritalen Bereich die alten indoeuropaischen und die 
neuen  slavischen  Aspekte  nebeneinander,  vgl.  das  imperfektive  Imperfekt  vom  Typ 
idjuchzi ,ich ging', das perfektive Imperfekt vom Typ otidjachzi ,ich ging (ofter) fort', 
der perfektive Aorist vom Typ otidochzi  ,ich bin  weggegangen'  und  der imperfektive 
Aorist vom Typ idochzi ,ich bin gegangen'. Mit der Auspragung der neuen  slavischen 
Aspekte im Laufe der Sprachentwicklung wurden die Formen des imperfektiven Aorists 
und die des perfektiven Irnperfekts beseitigt. 
In  den  historisch  altesten  Imperfektivierungsparadigmen  vom  Typ postaviti - 
postavljuti ,stellen' war im Friihaltrussischen  (genauso wie im Altslavischen, vgl. K@lln 
1958: 310) der imperfektive  Aorist  nicht  belegt: postavifa (= pf. Aorist)  ,sie haben 
gestellt'  vs.  postavjachu(tg  (=  pf.  Imperfekt)  ,sie  haben  (ofter)  gestellt'  und 
postavljachu(tij (= ipf. Imperfekt) ,sie stellten'. Der imperfektive Aorist wurde nur von 
bestimmten  aspektindifferenten verba simplicia des Typs idti ,gehene (idochzi ,ich bin 
gegangen')  (vgl. RtiiCka 1957: 97-100) gebildet. Das perfektive Imperfekt (vom Typ 
postavjuchu(tg  ,sie haben  (ofter) gestellt')  trat hauptsachlich im sogenannten iterativ- 
perfektiven  Kontext  (in der Terminologie  von  Ju. S. Maslov  (1984 [1954]:  119) auf, 
d.h.  bei  der  Bezeichnung  der  Wiederholung  abgeschlossener  Handlungen  in  der 
Vergangenheit, vgl. &as folgende Beispiel aus der Laurentius-Chronik: 
(I I) aSEe kto nn~rjufe  tvorjachu tryzno nadii nimd. i po semi tvorjachu kladu veliku  i  virzIoiuchutii 
na  kladu mertveca, soii2achu. i posemi sobravSe kosti. vloiachu  sudinu malu  i postavjachu 
na stolpe na putecha ... (Laur.-Chr.  1377) 
,wenn einer starb, veranstalteten  sie fiir  ihn  ein  Gedcnkfeicr, danach  errichteten  sie  eincn 
groaen (Holz)StoR, lcgten den Leichnam darauf und verbrannlcn ihn; sphter sammelten sie die 
Knochen, legten sie in ein kleines GefaB und stelltcn es auf eine Stelle am Wege  ...' 128  Wladimir D.  Klirnonow 
In den  spateren Redaktionen  dieses Textes (Akademische Redaktion  des  15. Jh. und 
Radzivil-Chronik Ende des  15. Jh.) werden einige Formen des perfektiven Imperfekts 
(umrjaie, soiiiachu, vloiachu) bereits durch die Formen des imperfektiven Imperfekts 
(arairaie, soiigachu,  vlagachu)  substituiert.  Im  Laufe  der  Entwicklung  wurde  das 
perfektive  Imperfekt  vorn  Typ postavjachu(tq  ,sie haben  (ofter)  gestellt'  durch  das 
impcrfektive Imperfekt vorn Typ postavljuchu(t<i .sie stellten' vollstandig ersetzt. Der 
Aorist  wird  fortan  nur  von  perfektiven  Stammen  und  das  Imperfekt  nur  von 
imperfektiven Stammen gebildet. Die Opposition AoristIImperfekt  vorn Typ postaviia 
,sie haben gestellt' -  postavljachu(tD ,sie stellten' und die Opposition prafigiertes Verb 
im  1-Prateritumldessen  imperfektive  Ableitung  vorn  Typ postavili  (sut')  ,sie haben 
gestellt' -  postavljali (sut') ,sie stellten' hatten die gleichen  aspektuellen Stamme und 
wurden deshalb vorn Standpunkt der aspektuellen Bedeutung gleichgestellt. Der Aorist 
bekommt folglich die Bedeutung des pf. A. und das Imperfekt die Bedeutung des ipf. A. 
Mit  der Etablierung der  Perfektivierungsparadigmen  vorn  Typ pisati - napisuti 
,schreibenC  bekommen  die prafigierten  Formen  des  I-Prateritums  vorn  Typ napisali 
(sut') ,sie haben  geschrieben' und des Aorists vom Typ napisaia ,sie haben  geschrie- 
hen' die Bedeutung des pf. A,, und die nicht prafigierten Formen des 1-Priiteritums vorn 
Typ pisali (sut') ,sie schrieben' und des Imperfekts vorn Typ pisachu(tl;) ,sie schrieben' 
erhalten  die Bedeutung des  ipf.  A.  Die  Opposition  ImperfektIAorist vom Typ pisa- 
chu(t8 ,sie schrieben' -  napisaia ,sie haben geschrieben'  und die Opposition Simplex 
im  I-Prateritumldessen  prafigierte  Ableitung  vorn  Typ pisali  (sut')  ,sie schriebenc- 
napisali (sut') ,sie haben geschrieben' hatten wie bei den Imperfektivierungsparadigmen 
die gleichen aspektuellen Stamme. Damit war rein formal  die eins-zu-eins-Beziehung 
zwischen  den  alten  indoeuropaischen  und  den  neuen  slavischen  Aspekten,  die 
semantisch  sehr ahnlich  waren,  hergestellt. Die aspektuelle  Information  wird  in  den 
Formen des l-Prateritums nur einmal, mit Hilfe von  Markern  des pf.  und  des ipf. A,, 
ausgedriickt, wahrend  in  den  synthetischen prateritalen  Formen  (des Aorists und  des 
Imperfekts) die gleiche Information doppelt, mit Hilfe von Markern  der alten und der 
neuen Aspekte, manifestiert wird. 
4.3  Die Konkurrenz zwischen dem 1-Prateriturn und den synthetischen prateritalen 
Paradigmen 
Die Konkurrenz zwischen den tempus- und aspektgleichen Paradigmen der synthetischen 
Formen und des 1-Prateriturns entscheidet sich schlieBlich zugunsten des 1-Prateritums. 
Die Stamme des Aorists und des Imperfekts mit einer Vielzahl ihrer Varianten waren 
wesentlich komplexer als die Stamme des 1-Prateritums. Die Stamme des 1-Prateritums 
bestanden aus dem Infinitivstamm und dem Prateritalmarker -I-, vgl. z.B. nes-1-(i) (sut? 
,sie trugen'. Die Stamme des Aorists und des Imperfekts waren aus dem Infinitivstamm, 
den Themavokalen -e-I-o-I-a-lja-1-0- und den Prateritalmarkem -ch-I-s-I-i-1-0- zusammen- 
gesetzt, vgl. z.B. die 3. Pers. PI. des Imperfekts nes-ja-ch-u-(tq ,sie trugen'. Das 1-Prateri- 
tum driickte die neuen Aspekte aus, warend der Aorist und das Imperfekt gleichzeitig die 
neuen und die alten Aspekte manifestierten, vgl. z.B. die 3. Pers. PI. des Prateritumspo- 
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Die aspektuell-temporalen  Formen des Aorists und des Imperfekts  wurden  durch 
perfektive  und  imperfektive l-Forrnen  (vorn  Typ pones16  (jesmi)  und  neslzi  (jesmi)) 
ersetzt. Es wird  angenommen, dass das 1-Perfekt vorn direkten Diskurs via narrative 
Nebensatze  in  Richtung narrative Hauptsatze expandiert  (vgl. Taube 1980:  121). Die 
Substitution  des Aorists durch die  1-Form nahm  ihren  Anfang  in  der  2.  Person  des 
Singulars. Diese kommunikativ  wichtige Form der lebendigen  dialogischen Rede war 
funktional  pradestiniert  fur  den  Gebrauch  des  gegenwartsbezogenen  Perfekts.  Der 
Aorist  und das Imperfekt waren  dagegen  Erziihltempora. Das  1-Prateritum vorn  Typ 
neslzl jesi ,du hast getragen' wurde verwendet, um die Form der 2. Pers.Sg. des Aorists 
vorn Typ nese ,du hast getragen' von der mit ihr identischen Form der 3. Pers.Sg. des 
Aorists vorn Typ nese  ,er hat  getragen'  formal zu unterscheiden.  Diese Entwicklung 
Iasst sich anhand der sprachhistorischen Daten der altrussischen Schriftdenkmaler nach- 
vollziehen. In der Laurentius-Chronik (14. Jh.) betragt z.B. das Verhaltnis der Verwen- 
dung des Perfekts zum Gebrauch des Aorists in der 2. Pers.Sg. durchschnittlich 75% zu 
25%, wahrend fur alle anderen Formen ein Verhaltnis entsprechend 5% zu 95% zu ver- 
zeichnen ist (Skonski 1926: 31-32). Spater breitet sich die 1-Form auf das gesamte Verbal- 
paradigma aus und verdrangt die Forrnen des Aorists als Tempus narrativum ganzlich. 
Die  Entwicklung  verlief  geman  dem  Prinzip  des  naturlichen  grammatischen 
Wandels  in  Richtung des Abbaus  von  Markiertheit,  d.h.  der  Verdrangung  der  alten 
indoeuropaischen  Aspekte  (des perfektiven  und  des  imperfektiven)  durch  die  neuen 
slavischen Aspekte (= Opposition PerfektivitWImperfektivitat).  Die aspektuell-tempo- 
ralen Paradigmen des Aorists und des Imperfekts wurden durch perfektive und imper- 
fektive 1-Formen ersetzt.  Die komplexen  Endungen  des  Aorists  und  des Imperfekts 
wurden eliminiert und durch die Indikatoren des Genus und des Numerus im 1-Prateri- 
tum ersetzt. Dadurch wurde eine betrachtliche Optimierung des Tempussystems im prl- 
teritalen Bereich erreicht. Man kann in diesem Zusammenhang in einem gewissen Sinne 
von einer Uberwindung der Ternpora durch die Aspektc sprechen (Braun 1947: 107). 
Die Umbildung des altrussischen Tempussystems im prateritalen Bereich bestand 
darin, dass ein Synkretismus der Tempus- und Aspekt-Marker bei den Verbalendungen 
des Aorists und des Imperfekts durch die formale Trennung der aspektuellen und tem- 
poralen  Funktionen beim  1-Prateritum ersetzt wurde:  Die temporale Funktion  druckte 
das Suffix -1-  rnit den nachfolgenden Endungen aus, und die aspektuelle Funktion wurde 
durch die Affixe des Stammes ubernommen. Darin kann man die Wirkung des Prinzips 
der  UniformitatDistinktivitat  sehen,  welches  besagt,  &ass  identische  grammatische 
Bedeutungen  durch  identische Formen,  unterschiedliche  grammatische  Bedeutungen 
durch  unterschiedliche Formen  wiedergegeben  werden.  Das  war  ein  entscheidender 
Schritt zur Verselbstiindigung, d.h. zur Grammatikalisierung der Kategorie des Aspekts. 
Das neue 1-Prateritum hat sich damit als einziges temporales Paradigma der Vergangen- 
heit des Russischen  konstituiert. Es ubernimmt als universelles Vergangenheitstempus 
die Bedeutungen  der  verlorengegangenen  Tempora:  Die  Form  des  imperfektiven  1- 
Prateritums driickt die Bedeutung des alten Imperfekts aus, und die Form des perfektiven 
I-Prltertums  vereinigt  die Bedeutungen  des Aorists,  des Perfekts und  des Plusquam- 
perfekts.  Mit  dem  Verlust  des  Aorists  und  des  Imperfekts  wird  die alte  aspektuelle 
Opposition nach dem Merkmal [+DuRA~v]/[-DURATIV]  als neue Aspektopposition nach 
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,nehmene,  pasti ,fallenc  wird die durative Bedeutung als imperfektive (birati), die nicht- 
durative Bedeutung als perfektive (pasti)  umgedeutet. Bei prafigierten Verben werden 
die Durativa vom  Typ izbiti  ,priigelne (vgl. biti  ,schlagen, priigeln')  und die Nicht- 
Durativa vom Typ ubiti ,erschlagen, toten' formal und semantisch nicht unterschieden: 
Beide Verbtypen  sind perfektiv  geworden.  Die  aspektuelle  Unterscheidung  zwischefi 
der statalen Bedeutung des Perfekts ([~STATISCH])  und  der aktionalen Bedeutung des 
Aorists ([-STATISCHI) wird beseitigt: Das 1-Priiteritum iibernimmt beide Bedeutungen. 
5.  Umstmkturierung der alten Imperfektiviemngsparadigmen und 
Verlust der Opposition Nicht-IterativitatjIterativitat 
5.1  Ausdehnung der Domane der Iterativitat im Mittel- und Neurussischen 
Die alten Iterativierungssuffixe -a-, -ja-, die vom Altslavischen vererbt wurden, werden 
im  Laufe  der  Sprachentwicklung  unproduktiv.  Die  Haufigkeit  der  alten  iterativen 
Bildungen mit diesen Suffixen lasst mit der Zeit immer mehr nach. Sie werden jedoch 
mit der Entstehung und der Verbreitung des Suffixes  -yva-I-iva- wiederbelebt. In  den 
altesten russischen Denkmalern (2.B. in der Laurentius-Chronik) gibt es keine Simplizia 
mit  dem  Suffix  -pa-I-iva-  (vgl.  Kuznecov  1959:  189).  Auch  zum  Ende  der 
altrussischen  Epoche  (13.-14. Jh.) tritt  dieses  Suffix  nur  bei  priifigierten  Verben  ails 
Mittel  der sekundaren Imperfektiviemng  auf  (vgl. Avanesov/Ivanov  1982: 271).  Erst 
zum Anfang der mittelrussischen Periode (im 15. Jh.) dehnt sich dieses Suffix dann auf 
die verba simplicia aus. Es entstehen iterative Bildungen vom Typ dzlyvati ,mehrmals 
machen' (analog zu siidilyvati ,machene),  die ab dem 16. Jh, sehr produktiv wurden. 
Zu den verba simplicia mit iterativer Bedeutung gehoren auch die Verben des Typs 
zastavlivati ,zu zwingen pflegen', in denen das Prafix (in diesem Fall za-) von der Wurztl 
(stav-) vom synchronen Standpunkt nicht mehr zu trennen ist. Die Imperfektiva des Typs 
zastavljati ,zwingeng  und die Iterativa des Typs zastavlivati ,zu zwingen pflegen' stehen 
in der Opposition Nicht-IterativitWIterativitat  zueinander genauso wie die unpr8igierten 
Verben des Typs fitat; ,lesenC  -  Cityvati ,zu lesen pflegen'. Die Opposition Nicht-Itera- 
tivitWIterativitat bilden  die folgenden  Simplizia mit den nur etymologisch trennbaren 
Prafixen: dopolnjat' ,erganzen' -  dopolnivut' ,zu erganzen pflegen ', ostav(jat' ,lassen' - 
ostavlivat' ,zu lassen pflegen', pribavljat' ,zugeben , -  pribavlivat' ,zuzugeben pflegen', 
uhavljat' ,verringeme -  ubavlivat' ,zu verringern pflegen', spuskat' ,loslassen' -  spuskivat' 
zu ,loszulassen pflegen'.  Die prafigierten Verben des Typs pristavljati und pristavlivati 
,dazustellen'  weisen  im Unterschied  zu  den formal  ahnlichen Bildungen  mit den  nur 
etymologisch trennbaren  Prafixen des Typs zustavljati ,zwingenZ  und  zastavlivati ,au 
zwingen pflegen'  keine Opposition Nicht-Iterativitat/IterativiFdt auf. Das sind korrelative 
Imperfektiva mit der gleichen Bedeutung. Traditionell  wird  diese Unterscheidung hei 
der Analyse  der  -yva-/-iva-Bildungen  nicht  beachtet,  so dass  die  Iterativa und  die 
Imperfektiva  nicht  getrennt  voneinander  behandelt  werden  (vgl.  z.B.  GorSkovaI 
Chaburgaev 1997: 354-358, Tschernych  1977: 235-237, Nikiforov 1952: 1 13-129). 
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tiva (sowohl von den prafixlosen  vorn Typ davyvat' (< davat') ,zu geben  pflegen'  als 
auch von den prafigierten vorn Typ prodavyvat' (< prodavat'  ,zu verkaufen pflegen') 
gebildet. Die alten  sekundaren Iterativa mit dem  inzwischen unproduktiv  gewordenen 
Suffix -a-lja- vorn Typ naiati ,zu tragen pflegen',  chaidati ,zu gehen pflegen', jiziati 
,zu fahren pflegen'  wurden durch die neuen Iterativa mit dem produktiven Suffix -yva-l 
-iva-  vorn  Typ nodivati, chaiivati, jiziivati  ersetzt. Die  alte  Opposition  der  Nicht- 
IterativitatIIterativitat vorn Typ siti ,saenC  -  s+ati  ,zu saen pflegen' wird durch die neue 
Opposition vorn Typ sijati ,saen' -  sgivati  ,zu saen pflegen' ersetzt. Die urspriinglich 
iterative Bildung vom Typ sZjati  wird  im Zusammenhang mit dem Verlust der alten 
nichtiterativen Form vorn Typ sgti als sekundares Nicht-Iterativum in die neue Opposi- 
tion aufgenommen. 
5.2  Entstehung der neuen temporalen Formen im Russischen: iteratives Z-Prateritum 
und iteratives Prasens 
Das  1-Prateritum  iterativer  Verben  mit  dem  Suffix  -yva-I-iva- war  gut  geeignet  zur 
Wiedergabe der Bedeutung des alten Imperfekts, in dessen Semantik die Bedeutung der 
Wiederholbarkeit der Handlung enthalten war. Die Verbreitung des 1-Prateriturns iterati- 
ver Verben wurde offensichtlich durch den Untergang des alten Imperfekts gefordert. 
Solche Praterita weisen usuelle oder habituelle Bedeutung auf, d.h. sie bezeichnen 
eine Handlung, die in der Vergangenheit gewohnlich wiederholt wird. 
(12)  A GriSko  ... u lvana KoromySeva iil, s kluEami k gorodobym varotam rhnilval (Lcsungen 1916) 
,Und Grijko wohnte hei Ivan KoromySev, ging des ofteren mit den Schlusseln zu den Stadttoren' 
(13)  A ko~nu  Sto prodavyval vse v ljubov' a ne v oman (Domostroj 1908) 
,Und wenn er jemandem etwas verkaufte, tat er es aus Liehe und nicht in betriigerischer Absicht' 
(14) My lavlivali i erzej (I. A. Krylov) 
,Wir haben auch des ofteren Kaulbarsche gefangen' 
(15) Ne to na serebre -  na zolote edal (A. S. Griboedov) 
,Von Silher gar nicht zu reden, -  von goldenen Tellern pflegle er zu essen' 
(16)  ,,Strogost', strogost' i -  strogost"', govarival on obyknovenno (N. V. Gogol') 
,,,Strenge, Slrenge und nochmals Strenge", pflegte er gewohnlich zu sagen' 
Die  Prateritalformen  mit  dem  Suffix  -yva-I-iva-  dienten  auch  zum  Ausdruck  einer 
Handlung  in  ferner  Vergangenheit  (russ.  davnoproiediee  vremja  Jangstvergangene 
Zeit"). Die Kennzeichnung von etwas weit Zuriickliegendem hatte mit der Bedeutung 
des Plusquamperfekts, das ein  ausschlieBlich relatives Tempus war, nicht unmittelbat 
etwas zu tun. Die Form mit der Bedeutung der langstvergangenen Zeit war im Unter- 
schied zum Plusquamperfekt ein  absolutes Tempus. Die besondere temporale Bedeu- 
tung der langstvergangenen Zeit tritt schon in der mittelrussischen Periode (16.-17. Jh.) 
zutage. Dieses Tempus war hesonders in  der Literatursprache  des 18. Jh. und  der  1. 
Halfte des 19. Jh. weit verbreitet. Da? langstvergangene Tempus wird in  der ,,Rossijskaja 
grammatika"  von  M. V. Lomonossow (1755) und in  der  akademischen  ,,Rossijskaja 
grammatika"  (1802) als Grundform der prateritalen  Tempora betrachtet. Diese Form 
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Die Form mit der Bedeutung der langstvergangenen Zeit bezeichnet gewohnheits. 
maig ausgeubte  oder  oft  wiederholte  Handlungen, die vor  langer  Zeit  in  unregel- 
maBigen Zeitabschnitten stattfanden. 
(17) Lug ka.?ival istori Kuzma Baedatoj (Lesungen 191  6) 
,Die Wiese ptlegte van jeher Kuzma Barfidatoj zu mahen' 
(18)  Eitat' Karamzina ne budu: ja ego Cityvul i oreide  (N. V. StankeviE) 
,ich werde Karamzin nicht lesen: ich habe ihn ja fruher vie1 gelesen' 
In den Beispielen (17) und (18) wird die Bedeutung der Vorvergangenheit durch die Ad- 
verbialien istori ,von jeher'  undpreide ,friiherg  verstarkt. In den Beispielen (19) und (20) 
tritt die Bedeutung der iangstvergangenen Zeit ohne kontextbedingte Verstarkung auf. 
(19) -A vot kamin; Zdes' barin siiival odin ...(  A. S.  PuSkin) 
,- Und da ist der Kamin; hier sai3 der Gutsherr einst allein ...' 
(20) -  Vy rnali Jakova Ivanovii-a? -  prodolial ;a 
-  Znuvalu-s -  progovorila ona  ... (I. S. Turgenev) 
, -  Kannten Sie Jakov IvanoviZ ? -  fuhr ich fort 
-la, er war mir damals bekannt, -  sagte sie  ...' 
Die Bedeutung  einer  weit  zuriickliegenden,  wiederholt  ausgefuhrten  Handlung  kann 
durch die Partikel byvulo noch verstarkt werden: 
(21) Byvr~lo,pisyvala  krov'ju ona v al'bomy neinych dev ..(A. S. PuSkin) 
,Sie  pflegte einst mit Blut in die Poesiealhcn zartcr Jungfrauen (Vcrse) zu schrciben 
Die  Partikel  byvalo  kann  auch  in  Verbindung  mit  dem  Prateritum  gewohnlich&r 
Imperfektiva (Beispiel  (22)), mit  dem imperfektiven Prasens (Beispiel  (23)) und mit 
dem perfektiven Prasens (Beispiel (24)) eine langst vergangene Handlung bezeichnen. 
(22) Byvalo, vsja gubernija ~"rzialas'u  nego, pljasala i ve.relilas' na slavu (I. S.  Turgenev) 
,Das ganze Gouvernement pflegte bei ihm zusammenzukommen, zu tanaen  und sich kostlioh 
zu amusieren' 
(23) Byvalo ona dviietsja celyj den', kak choroSo ustroennaja maSina (I.  A. GonEarov) 
,Sie  bewegte sich gewohnlich den ganzen Tag wie eine gut konstruierte Maschine' 
(24) Pridet, hyvulo, i govorit: kakaja vaSa iizn', izvoztiki ? (A. M. Gor'ki;) 
,Er kam oft au uns und sagte: ,,Wie geht es euch, Kutscher ?'" 
Die Verbindung der Partikel byvalo mit PrXsensformen imperfektiver und perfektiver Ver- 
ben wird als praesens historicurn interpretiert. Dieaer Gebrauch verleiht der Handlung den 
Anstrich besonderer Lebendigkeit, ohne dabei ihren Vergangenheitscharakter zu andem. 
Das Prateritum mit  dem Suffix -vva-l-ivu-  bezeichnet  manchmal  eine nicht  aqs- 
gesprochen iterative Handlung in ferner Vergangenheit, vgl. die Beispiele (25) und (26) 
entsprechend mit und ohne Adverbialien, die auf eine langstvergangene Zeit hinweised: 
(25) A nanered seeo sluiival u Zacharba ...  a posle Zacharija sluiil u Mikity (Novg. Kn. 16.-17. Jh.] 
,Und vorher hatte er bei Zacharij gedient, danach diente er bei Mikita' 
(26) Gosudar' chaCival na pominkach pomirit'sja (Sad 1950) 
,Der Furst war damals fest entschlossen, sich auf der Gedenkfeier zu versohnen' Im Kontext mit einer anderen Vergangenheitshandlung  weist das Prateritum  mit dem 
Suffix  -yvu-I-iva- die Bedeutung  des Plusquamperfekts  auf,  d.h. es  bezeichnet  eine 
vorvergangene Handlung, vgl. die usuelle Handlung im Beispiel (27) und die einmalige 
Handlung im Beispiel (28). 
(27) Se ~...navolok...  po ruEei. gde EvSa roi'.siivalC~  (Dvin. Urk. 15. Jh.) 
,Da hat  er  ein  Grundstuck,  das am Bach  lag,  gekauft,  wo  Jevscho  fruher  Roggen  zu  slen 
pflegte' 
(28) A mesmja  tu zemlju ..., Eto kuplival brat te  moj Boris ...  u Sichana (RIB 32: 1915) 
,Und wir hahen das Land wieder verkauft, was mein Bruder Boris hei Schichan gekauft hatte' 
Das negierte Prateriturn rnit dem Suffix -yiia-l-iva- druckt in  der Regel eine kategori- 
sche, d.h. stark betonte Verneinung einer Vergangenheitshandlung aus: 
(29) Da isstari byla dan' carej ruskich na Jur'evskoj derii;ave,  i toe dani neplativali mnogo let 
(RIB 15: 1894) 
,Und es gab seit langem  einen Trihut der russischen Zaren  an  die Jur'cv-Macht,  und  man 
zahlte diesen Trihut viele Jahre nicht' 
(30) On rybatil tridcat' let i td goda i ne slychival, Etoh vba  govorila (A. S. PuSkin) 
,Er war dreiunddreiflig Jahre lang Fischer und hatte noch nie einen Fisch sprechen hiiren' 
Kontextelemente vom Typ nikogda ne ,niemals, voohdte ne  ,uberhaupt nicht', ni razu ne 
,  kein einziges Mal' unterstreichen die modale Bedeutung der kategorischen Verneinung: 
(3  1) Tvoi posly nabich poslov nlkoli  doiidyvalrs' (RIB 16: 1897) 
,Delne Abgesandten hahen niemals auf unsere (Ahgesandten) gewartet' 
(32)  ReSitel'no, ja -a  podobnoj fenSEiny ~vidyval  (M. Ju. Lcrmontov) 
,Ich habe entschieden noch niemals solch eine Frau zu Gesicht bekommen 
Die Beispiele (33) und (34) driicken die Verneinung einer Einzelhandlung aus: 
(33) I on dej emu chotel tot tovar otdati da I po sja mcst ne otdavyval (RIB 15: 1894) 
,Und er  wollte  ihm  angeblich  diese  Ware  ahgeben,  aher  his  jetzt  hat  cr  sie  noch  nicht 
ahgegehen' 
(34) I kreposti emu na sohja nikakie ne davyval i na pridanoj ne ieniva[sja (RIB  17: 1898) 
,Under lcistete ihm keinerlei Eid, under heiratete nicht wegen Mitgift' 
In Fragesatzen mit der Partikel li druckt das Prateriturn mit dem Suffix -yva-I-ivu- einen 
prufungsbedurftigen  Punkt aus, namlich ob eine Handlung irgendwann und wenigstens 
einmal stattgefunden hatte: 
(35) A velel emu  ...  ohyskati ..., chto k nej  ... prieziival ly i ce bivul ly  i muCival ly...  i ce grablival Iy ... 
(RIB 2: 1875) 
,Und er hat  ihm hefohlen ...  aufzuklaren  ..., oh jemand  bei  ihr ... angereist  war  und  oh er sie 
geschlagen und gequalt ... und ausgeraubt hatte ... 
(36) OtveEai: pokradEi esi ot knjaini begival li, i toe tathu imyval li ? (A1 1841) 
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Die  Bildungen  mit  dern  Suffix  -yva-l-iva- im  Prasens  driickten  im  Russischen  die 
markierte Bedeutung des nichtaktuellen  (= usuellen)  Prasens  aus, wahrend  die ihnetl 
gegenuber  stehenden  Verbalformen  ohne  Suffix  -vva-l-iva-  in  bezug  auf  diesels 
Merkmal  unmarkiert waren. Die Formen vom Typ kuplivajuti sie pflegen  zu kaufen', 
davyvajuti ,sie pflegen zu geben'  mit der Bedeutung des nichtaktuellen Prasens waren 
besonders in der Geschaftssprache des 16. und  17. Jh. verbreitet, vgl. 
(37) Drug0 druga zastavlivajuti bitisja (KRS 1647) 
,Sie zwingen einander gewohnlich, sich m  schlagenlmiteinander zu kampfcn' 
(35) 1  oni svoju ruchljad' i zapasy ostaidi~,r~utzi  (SU 1649) 
,Und sie lassen nach und nach ihr Hausgerat und die Vorrate zuriick' 
5.3  Natiirlicher grammatischer Wandel im a~pektu~llen  Bereich: Beseitigung der 
Imperfektiva und der Iterativa mit dern Suffix -yva-/-iva- im Neurussischen 
Die  Auspragung  der  Aspekte  setzt  die  Tendenz  zur  Umgestaltung  der  Aspekt- 
paradigmen gems dern semiotischen Prinzip der eindeutigen Zuordnung zwischen Forb 
und Bedeutung in Gang. In Ubereinstimmung mil diesem Prinzip findet ein Prozess der 
Neustmkturierung der Aspektparadigmen statt. Die Etablierung der Prafixe als Marker 
der Perfektivitat und die Beseitigung der aspektuellen Indifferenz losen die Verschmel- 
zung der bis jetzt  separaten Imperfektivierungsparadigmen  fur die aterminativen verba 
simplicia vom Typ mistiti  (ipf. u. pf. A,) -  mis'tati (ipf. A,) und  fur ihre prafigiertein 
Ableitungen vom Typ otiirnistiti (pf. u. ipf.A.) -  otzimis'tati (ipf. A.) ,(sich) rachen' au6. 
Das Prafix otzi- beim prafigierten Verb otcmistiti (pf. u. ipf. A,) ist desemantisiert, d.h. 
es  hat  seine  konkrete  Bedeutung  (wie  die  der  Abtrennung  im  Beispiel  otzipasti - 
otzipadati ,ah-/wegfallenC)  verloren. Die Bedeutug des Verbs othistiti (pf. u.  ipf. A.) 
unterscheidet  sich damit nicht von der Bedeutung der Simplizia mistiti (ipf. u. pf. A,) 
und mEtati (ipf. A,). (Anders ist die Lage beim  prafigierten  Verb  otcpasti  ,ah-/weg- 
fallen', dessen Bedeutung sich von der Bedeutung des Simplex pasti unterscheidet.) Das 
Simplizium mistiti ist das einfachste von allen vier Verben mit der gleichen lexikalischen 
Bedeutung. Alle anderen Verben  sind direkte oder indirekte Ableitungen  von  diesem 
Verb. Mit der Grammatikalisiemng des Prafixes otC- bekommt das Verb otcmistiti per- 
fektive Bedeutung. Die aspektuelle Korrelation seitens des perfektiven Verbs odmistfti 
wird  nach  dern  semiotischen  Prinzip der eindeutigen  Zuordnung  zwischen  Form  udd 
Bedeutung naturlicherweise zum unmarkierten Simplizium mistiti (ipf. u. pf. A.) hergb- 
stellt. Das Simplizium mistiti erhalt im Kontrast zur perfektiven Bedeutung des Gegen- 
gliedes der aspektuellen  Opposition imperfektive Bedeutung. Alle anderen markiertbn 
Verben  werden  nach  dern Prinzip des stufenweisen  (oder geordneten)  Markiertheits- 
abhaus (vgl. Vennemann  1988: 2-3) beseitigt. Starker markierte Erscheinungen werden 
vor ihren schwacher markierten Pendants vom Wandel erfasst. Zuerst geht das stirloer 
markierte prafigierte Verb otCmiScati verloren, danach verschwindet das Verb miitdti, 
das gegeniiber dern Verb mistiti markiert war. Es entsteht auf diese Weise das neue biniire  - - 
Perfektivierungsparadigma vom Typ mistiti (ipf. A,) -  otzimistiti (pf. A.) ,(sich) Pdcher)'. 
Die aspektuellen Paradigmen der terminativen verba simplicia vom Typ kupiti (pf.u. 
ipf. A,) -  kupovati (ipf. A,) und ihrer prafigierten Ableitungen vom Typ pokupiti (pf.u. 136  Wludimir D. Klimonow 
ipf. A,) -  pokupati  (ipf. A.) unterliegen auch einer Fusion. Das terminative Simplizium 
kupiti wird als Perfektivum  umgedeutet.  Als  imperfektive Entspechung  zu  kupiti tritt 
pokupati auf. Das urspriingliche Imperfektivum kupovati zu kupiti mit dem alten unproduk- 
tiven  Suffix  -ova-  und  die prafigierte  aspektindifferente  Ableitung  pokupiti  werden 
beseitigt.  In  einigen  Fallen  wird  das urspriinglich  terminative  Simplizium durch die 
prlfigierte Ableitung ersetzt. In den alten Imperfektivierungsparadigmen vom Typ pasti 
(< *padti) (pf. u. ipf. A,) -  padati (ipf. A,) und upasti (pf. u. ipf. A,) -  upadati (ipf. A,) 
,fallen' verschwinden das aspektindifferente Verb pasti und das Imperfektivum upadati. 
Die  ubriggebliebenen  Glieder  dieser  Paradigmen  bilden  das  neue  Perfektivierungs- 
paradigma vom Typ parlati (ipf. A.) -  upasti (pf. A.) ,falleng.  Das Prafix u- in upasti mit 
der  ursprunglichen  Bedeutung  der  Bewegung  nach  unten  hat  die  genau  gleiche 
Bedeutung,  die im Stamm pad-  involviert  ist.  Das  Verb  upasti rnit  dem  Prafix  als 
Marker der Perfektivitat wird gegeniiber dem Simplizium pasti in diesem Fall bevorzugt. 
Das prafigierte Imperfektivum upadati ist komplexer als das prafixlose Imperfektivum 
padari und wird aus diesem Grund abgebaut. Analog dazu entsteht aus der Kontamina- 
tion der alten Imperfektivierungsparadigmen  strdliti (pf. u. ipf. A,) -  strgljati (ipf. A,) 
und vystrgliti (pf. u.  ipf.  A.) - vystrgljati (ipf.  A,) ,schieBen6 durch  die Tilgung des 
aspektindifferenten Verbs striliti und des Imperfektivums vystr2ljati das neue Perfekti- 
vierungsparadigma strgljati (ipf. A,) -  vystre'liti (pf. A,)  ,schie13en8. 
Die verba simplicia vom Typ biti ,schlagenC,  die im Altrussischen eine Gegenuber- 
stellung Nicht-IterativitatIIterativitat  (biti (Nicht-Iter.)  ,schlagen2 - bivati  (Iter.)  ,zu 
schlagen pflegen')  aufweisen, verhalten sich nach dem Muster der aterminativen verba 
simplicia mit den Aspektparadigmen des Typs mistiti (ipf u. pf. A,) -  miitati (ipf. A.) 
und ihren prafigierten Ableitungen des Typs otzimistiti (pf. u. ipf. A,) -  utzlmiiCati (ipf. 
A,), (sich) rachen'.  Das Prafix po-  in  der Aspektopposition  pobiti  (pf. u.  ipf.  A,) - 
pobivati  (ipf. A,) ,schlagenG  wird grammatikalisiert. Das imperfektive Verb biti und das 
perfektive Verb pobiti werden dadurch bedeutungsgleich und treten als Aspektpartner in 
dem neuen Perfektivierungsparadigma biti (ipf. A,) -  pobiti  (pf. A,) ,schlagene  auf. Die 
anderen ubriggebliebenen Glieder (pobivati und  bivati) werden  in  dieser Reihenfolge 
heseitigt. 
Die Paradigmen  mit  mehreren  ursprunglichen  Imperfektiva  bzw. Iterativa  unter- 
liegen der Reduktion wie die urspriinglich binaren Paradigmen, vgl. napisati (ipf. u. pf. 
A,) -  napisovati/napisyvuti (ipf. A.)  ,an-/aufschreibenZ und pisuti/pisovati  (Nicht-Iter.) 
,schreibene -  pisyvati  (Iter.)  ,zu schreiben pflegen'.  Das  Prafix na-  in rzapisati hatte 
urspriinglich  konkrete raumliche Bedeutung (= ,an-Iaufschreiben'), Das Prafix nu- wird 
im Laufe der Sprachentwicklung desemantisiert (d.h. es verliert die konkrete fdumliche 
Bedeutung) und gramrnatikalisiert. Ein imperfektives Simplex pisati und ein prafigiertes 
perfektives Verb vom Typ napisati sind mit der Grammatikalisiemng (und der Desemanti- 
sierung) des Prafixes bedeutungsgleich geworden. Die Beseitigung der markierten Glieder 
dieser  Opposition  geschieht  entsprechend dem  Prinzip des  geordneten  (oder  stufen- 
weisen) Markiertheitsabbaus. Zuerst geht das Imperfektivum napisovati mit polyfunk- 
tionalem, d.h. relativ starker markiertem Suffix -over- verloren. Danach verschwindet die 
Form napisyvati mit monofunktionalem, d.h. relativ schwacher markiertem Suffix -yva- 
und  schliel3lich wird  die Form napisati (Prisens napisqju ,ich schreibe')  mit weniger 
markiertem Suffix -a- heseitigt.  Der  Verlust prafigierter  imperfektiver Glieder dieser Natiirlicher gramtnatischer Wandel im S)~stem  aspektueller Oppositionen des Russischen  137 
Opposition geschieht in der mssischen Literatursprache nicht fruher als im 17. Jh. (vgl. 
Avanesov/Ivanov  1982: 276). Spater (zum Ende des  19. Jh. (vgl.  Vinogradov  1971: 
431-433))  verschwinden  die  schwacher  markierten  prifixlosen  Formen pisovati unu 
pisyvati in  dieser Reihenfolge. Die letzte Form existiert noch in den nichtkodifizierten 
Strata des Russischen @.a. in der Umgangsprache). Es entsteht auf diese Weise das neuie 
binare Perfektivierungsparadigma vom Typ pisati (ipf. A,) -  napisati (pf. A,) ,schreibenG. 
Die Paradigmen dieses Typs sind im Unterschied zu den kontraikonischen Impeq- 
fektiviemngsparadigmen  ikonisch  aufgebaut:  Das semantisch  markierte  Perfektivunj, 
&as  das  semantische Merkmal  der Ganzheitlichkeit  oder  der  Totalitat  der  Handlunlg 
aufweist,  wird  auch  formal  (dutch  ein  Prafix) als  markiertes  Glied  der  Oppositiopl 
ausgewiesen. Die Grenze zwischen Iterativa und Nicht-Iterativa war im Alt- und Mittel- 
russischen noch flieljend. Die Form des Typs pisovati war z.B.  nichtiterativ, wahreqd 
die Form dilovati iterativ war. Das Perfektiviemngsparadigma vom Typ dilati (ipf. A,) 
- stidglati (pf. A,) ,tun, machen'  entsteht als Ergebnis der  Verschmelzung des altdn 
Imperfektivierungsparadigmas szidilafi (pf. u. ipf. A.) -  slidi/ovatz/sLidt~vati  (ipf. A#.) 
,tun. machen'  und des Paradigmas der Nicht-IterativitatIIterativitat  dglati (Nicht-Iter.) 
,tun, rnachen' -  dglovati/dZlyvati (Iter.) ,zu tun pflegen'. 
Die anderen iterativen Bildungen werden im Laufe der Sprachentwicklung als nich'p- 
iterative Imperfektiva uminterpretiert. Dadurch entstehen die neuen Imperfektivierung$- 
paradigmen mit sekundaren Perfektiva. Die ursprunglich nichtiterative Form vom Tqip 
siti in der Opposition  siti (Nicht-Iter.) ,saen' -  sqati (Iter.) ,zu saen pflegen' und die 
aspektindifferente Ableitung von ihr vom Typ zase'ti in der Korrelation zasiti (pf. u. ipf. 
A,) -  zas+ati  (ipf. A.) ,sSen' verschwinden relativ schnell schon im Fruhaltrussischep. 
Die ubriggebliebene iterative Form des Typs sejati verliert ihre ursprungliche iterative 
Bedeutung  und  wird  als  Imperfektivum  aufgefasst.  Die  ursprunglich  imperfektive 
Ableitung  zase;iati  wird  im  Zusammenhang  mit  dem  Schwund  des  urspriinglich&n 
aspektindifferenten  Verbs zase'ti  als  Perfektivum  im  Perfektivierungsparadigma  s~iti 
(ipf.  A,) - zasGati (pf.  A.)  ,saen'  reinterpretiert.  Als  sekundares  Imperfektivum  $u 
zasej'ati tritt zasei/ati im neuen Imperfektivierungsparadigma zusGati (pf. A,) -  zas<viti 
(ipf.  A,)  ,saen'  auf.  Aus  der  Verschmelzung  des  urspriinglichen  1mperfektivi'~- 
rungsparadigmas proFkfi (pf. u. ipf. A,)  -proetati  (ipf. A.) ,1esenG  und des ~aradigmbs 
der  Nicht-IterativitatIIterativitiit  &ti  (Nicht-Iter.)  ,lesen'  - Gtati  (Iter.)  ,zu  les$n 
pflegen'  entsteht  analog  dazu  das  neue  Perfektivierungsparadigma  ci'tati  (ipf.  A,) - 
proFitati  (pf. A,) ,Iesene. Mit  dem  sekundaren  Perfektivum protitati wird  das nepe 
Imperfektivierungsparadigma prodtati (pf. A,) -  protityvati (ipf. A,) ,Iesenz gebildbt. 
Das alte Verb proFkti mit perfektiver Bedeutung verschwindet nicht, sondern wird !in 
die nichtkodifizierten Strata verdrangt. 
Die iterativen -yva-I-iva-Bildungen treten  als produktive Klasse in  nordrussischbn 
Dialekten auf. Diese Mundarten weisen Iterativa von den abgeleiteten Imperfektiva d/es 
Typs davyvat' ,zu geben pflegen' (< &vat'  ,gebeng)  und des Typs pereiivyvat' ,urn&- 
nahen pflegen' (< perecivat' ,umnaheni) auf. Aus der Verdoppelung des Suffixes -yq- 
I-iva-  ergibt sich das neue komplexe Suffix der Iterativitat -yvliva-1-ivliva-  vom  Tkp 
rasskazyvlivat'  ,zu  erzahlen  pflegen'  und  spraiivlivat'  ,zu  fragen  pflegen'  (vkl. 
Avanesov/Ivanov  1982: 177-1  78, Obnorskij 1953: 37-38). 5.4 Der Abbau von Marklertheit im temporalen Bereich: Schwund der markierten 
Formen mlt dem Suffix -yva-I-iva- 
Das Prateritum rnit -yva-I-iva- war gegenuber dem Prateritum ohne dieses Suffix formal 
und semantisch markiert. Die formale Komplexitat des Prgteritums mit -yva-I-iva- wurde 
durch das Vorhandensein dieses Suffixes gegeben. Semantisch wurde diese Form mittels 
dcr Bezeichnung der Iterativitat als aspektuelle Hauptfunktion  und  des Ausdrucks der 
langstvergangenen Zeit als temporale Hauptfunktion gekennzeichnet. Aus der Konkur- 
renz zwischen  dern markierten Prateritum mit dern Suffix -yva-I-iva- und dern unmar- 
kierten Prateritum ohne dieses Suffix geht das unmarkierte Prateritum ohne das Suffix 
-yva-l-iva-  als Sieger hervor.  Die  naturliche  spachliche Entwicklung  verlauft  gemaB 
dern Prinzip des naturlichen grammatischen Wandels in  Richtung auf  die Beseitigung 
markierter Einheiten des Sprachsystems. Das markierte Prateritum mit dern Suffix -yva-l 
-iva- verschwindet genauso wie das Imperfekt, der Aorist und das Plusquamperfekt, die 
gegenuber dem einfachen  Prateritum  markiert  waren.  Ab Mitte des  19. Jh.  wird  der 
Gebrauch dieser Form allmahlich reduziert. Zum Ende des 19. Jh. geht dieses Tempus in 
der Literatursprache vollig verloren. Im modemen Russischen wird dieses Tempus nur als 
stilistisches Mittel der Archaisiemng des Textes in der schongeistigen Literatur verwendet. 
Die-yvu-I-iva-Bildungen  irn Prasens mit der Bedeutung des nichtaktuellen Prasens, 
die gegenuber den Prasensformen ohne dieses Suffix markiert waren, verschwinden aus 
dem Sprachgebrauch noch friiher, namlich schon zur Mitte des 18. Jh. Damit ging auch 
die Opposition des nichtaktuellen und des aktuellen Prasens verloren. Solche Entwick- 
lung  war  durch  die  Wirkung  des  Prinzips  des  natiirlichen  grammatischen  Wandels 
vorprogrammiert. 
Beziiglich  der  Strukturierung  der  Aspektualitat  im  Friihaltrussischen  wird  die 
Hypothese  von  der  Koexistenz  der  drei  Typen  aspektueller  Oppositionen  (die  alten 
indoeuropaischen  Aspekte,  die  alte  slavische  Opposition  Nicht-IterativitatIIterativitat 
und die neuen slavischen Aspekte) aufgestellt. Die Entwicklung dieser drei Oppositio- 
nen  verlauft  gems  dern  Prinzip  der  typologischen  Einheitlichkeit  und  Systematik 
morphologischer Systeme (Wurzel 1984: 174-175) in  Richtung der Generalisierung der 
systemdefinierenden  (= systemangemessenen)  Struktureigenschaften,  d.h. in Richtung 
der Beibehaltung der neuen slavischen Aspekte (= Opposition ImperfektivitiitlPerfekti- 
vitat) und der Beseitigung der entsprechenden konkurrierenden  Struktureigenschaften, 
d.h.  der alten  indoeuropiiischen  Aspekte (des imperfektiven, des perfektiven  und des 
perfektischen) und der alten slavischen Opposition Nicht-Iterativitat/Iterativitat. 
Die alten  indoeuropaischen  Aspekte wurden  durch  die neuen  slavischen  Aspekte 
ersetzt. Eine wesentliche Voraussetzung fiir die Umstrukturierung des vom Altslavischen 
vererbten  aspektuell-temporalen  Systems  war  die  Umkehrung  der  Markiertheits- 
relationen zwischen  dem Paradigma des neuen  1-Prateritums und den Paradigmen des Naturlicher grammatischer Wundel im System aspektueller Oppositionen dcs R~~ssischen  138 
Imperfekts und des Aorists hinsichtlich der in diesen Paradigmen enthaltenen aspektuefl- 
len Merkmale. Im Verlauf der historischen Entwicklung verliert die analytische 1-Forrp 
ihre  ursprungliche  Funktion  des  alten  perfektischen  Aspekts  und  ubernimmt  dib 
Bedeutung eines einfachen Prateritums. Die Verschiebung der Semantik der 1-Form veil 
der perfektischen zur prateritalen Bedeutung wird durch die Synthetisierung der 1-Forni, 
d.h. durch  den  Verlust des Auxiliars  byti  ,sein8 begleitet. Das neue  1-Prateritum tritt 
damit in  Konkurrenz  zu  den  alten  synthetischen Paradigmen  des Imperfekts  und dds 
Aorists,  die ebenfalls prateritale  Funktion hatten. Das  alte 1-Perfekt war markiert  (ib 
bezug auf seine spezifische Bedeutung) gegenuber dem Imperfekt und dem Aorist. D~S 
neue 1-Prateriturn, das nur die neuen  slavischen Aspekte aufweist, wird  als unmarkiett 
in bezug auf das Imperfekt und den Aorist aufgefasst, die weiterhin als Trsger der altep 
und der neuen Aspekte funktionieren. In der Konkurrenz zwischen dem Paradigma de(s 
unmarkierten  1-Prateritums und den markierten Paradigmen des Imperfekts sowie dds 
Aorists  gewinnt  nach  dem  Prinzip  des  naturlichen  grammatischen  Wandels  dds 
unmarkierte 1-Prateritum. Auf  diese Weise werden die alten indoeuropaischen  Aspek+ 
bexitigt. Im Laufe der Sprachentwicklung verdrangt das unmarkierte 1-Prateritum aucb 
die anderen markierten prilteritalen Paradigmen (des Plusquamperfekts I, des Plusquanl- 
perfekts I1 und des neuen russischen iterativen Prxteritums). 
Der naturliche grammatische Wandel, der durch die Auspragung der neuen slavischeb 
Aspekte (d.h. durch die Beseitigung der aspektuellen Indifferenz und vor allem durch 
die Etablierung der Priifixe als Marker der Perfektivitat) ausgelost wird, zielt auf dep 
Abbau der markierten Fragmente des Aspektsystems, anders ausgedruckt auf die Opt/- 
mierung des Aspektsystems, d.h. der Gestaltung der Aspektparadigmen in morphologiscb 
sparsamer Art und Weise. Als Endergebnis der Verschmelzung der alten kontraikonj- 
schen Imperfektivierungsparadigmen entstehen die neuen  ikonischen Perfektivierungg- 
paradigmen, die  nach  dem  naturlichen  Prinzip  der  eindeutigen  Zuordnung zwischejn 
Form und Bedeutung aufgebaut sind. In  ~bereinstimmung  mit diesem Prinzip werddn 
die aspektuellen Korrelationen mit mehrgliedrigen Imperfektiva in binare Korrelationdn 
umgewandelt, und  die ubeffliissigen  Imperfektiva  werden  abgebaut.  Die Anzahl  dir 
Aspektparadigmen wird  im Endergebnis  der  Umstrukturierung der Aspektparadigmdn 
deutlich verringert. Das gesamte Aspektsystem wird dadurch straffer und ubersichtliche&. 
Im Prozess der Restrukturierung der Aspektparadigmen  verschwinden  die sekundardn 
Imperfektiva vom Typ pobivati  ,schlagen' und mit ihnen auch die Iterativa vom Tqip 
bivati ,zu schlagen pflegen'  als inkompatibel mit der binaren Organisation der Aspekb- 
I 
paradigmen  (nach dem  Prinzip der Uniformitat  und  der  semantischen  Transpareng). 
Damit geht auch die Opposition Nicht-Iterativitatllterativitat verloren. Die Oppositidn 
Nicht-Iterativitat/Iterativitat  wird folglich durch die Opposition Imperfektivitdt/ Perfet- 
tivitiit vollig verdrangt. Das geschieht in  der zweiten  Halfte des  19. Jh. Die iterativdn 
Bildungen werden entweder beseitigt (vgl. iivati ,zu leben pflegen', praiati  ,zu bitt6n 
pflegen',  rabotyvati ,zu arbeiten pflegen', ZdatiJadati  ,zu essen pflegen')  oder werd$n 
als  normale  Imperfektiva reanalysiert  (vgl.  badati  ,mit  den  Hornern  stoBen',  sijdti 
,slen', Btati ,lesen8).  AuBer den Bewegungsverben sind nur sehr wenige Iterativa (vow 
Typ byvat'  ,zu sein pflegen')  in  der Literatursprache  erhalten  geblieben.  Einige  vOn 
ihnen wurden inzwischen in nichtkodifizierte Strata verdrangt, vgl. z.B. solche Verb4n 
wiepisyvat' ,zu schreiben pflegen', Eityvat' ,zu lesen pflegen'. Die  Geschichte  der  temporalen  Formen  mit  dem  Suffix  -yva-I-iva-  ist  auf  das 
Engste mit der Entwicklung der Aspekte verbunden. Der ubergang vom alten komple- 
xen  Tempussystem zum  neuen  reduzierten  Tempussystem  wurde durch das Aufkom- 
men  einer neuen  Form der Vergangenheit,  des sog. iterativen  I-Prateritums, gekenn- 
zeichnet, das in einem gewissen Sinne als Ersatz fur die verlorengegangenen Tempora 
(namlich das Imperfekt und das Plusquamperfekt) diente. Das iterative I-Prateritum hat 
auflerdem die neue Funktion der iangstvergangenen Zeit iibernommen. Die entsprechen- 
den iterativen Bildungen im Prasens druckten eine usuelle Bedeutung aus und wurden 
den Standardformen des Prasens als Sonderfonn des nichtaktuellen Prasens gegeniiber- 
gestellt. Diese beiden temporalen Formen mit dem Suffix -yva-I-iva- verschwinden  als 
markierte Formen im Prozess der Umstrukturierung des Tempussystems, zuerst die Pra- 
sensformen (Mitte des 18. Jh.) und danach die prateritalen Formen (Ende des 19. Jh.). 
Die Analyse der Entwicklung der aspektuellen und der temporalen Funktionen von 
-yva-I-iva-Bildungen  russischer  Verben  liefert  die  sich  gegenseitig  unterstutzenden 
Evidenzen fur den naturlichen grammatischen Wandel in diesen beiden Bereichen. 
Von den drei miteinander konkurrierenden Aspektoppositionen  (die alte slavische 
Opposition Nicht-Iterativitatflterativitat,  die alten indoeuropaischen und die neuen slavi- 
schen Aspekte) bleibt am Ende nur eine einzige Opposition, namich die der Imperfekti- 
vitatlPerfektivitat, erhalten. Das Russische hat damit radikale Veranderungen hinsicht- 
lich  des Abbaus  der  Markiertheit  im Bereich  des  Aspektsystems  erlitten,  und  diese 
Entwicklung hat die Umstrukturierung des Tempussystems entscheidend beeinflusst. 
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Smolensk.Urk. 1229 = Smolenskaja gramota 1229 g. In: Smolenskie grumoy XIII-XIV vv. Moskva, IS 
SU 1649 = Sohornoe uloienie carja Aleheja MichajloviEa. Moskva, 1649 
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Germany Some conceptual and empirical issues in linguistic theory: 
An illustration with pronominal clitics 
I would like to discuss a few general  conceptual issues in linguistic theory, and shc 
how they bear on some empirical facts about pronominal clitics. In particular, I wou 
like to show that the conception of linguistic theory, justified  on independent grounc 
limits  the  class  of  issues  and  possible  explanations  for  grammatical  properties 
specific linguistic expressions. I argue that this is not simply a consequence of a specif 
conception of  grammar, conceived  of  as a  system of  principles  and  rules  governi~ 
language, but has non-trivial empirical ramifications. Pronominal clitics are a good ca 
study, since their grammatical properties bear on a wide range of facts falling under tl 
purview of principles of phonology, morphology, syntax and semantics. 
I will  first briefly discuss the constraints  on  scientific theory  in general, encor 
passing  theory  of  language or any  other empirical  science (section 2). These will  s 
some conceptual conditions on linguistic analysis, e.g. what issues it should considt 
and what explanations are conceptually more plausible than others. I argue that they a 
not the conceptual  bounds that  we must  accept a priori,  but  have empirical  bearin 
Thus, to the extent that we can determine whether the empirical predictions of linguist 
theory are correct, the conceptual conditions to which linguistic theory are subject a 
empirically warranted. I then  consider some specific properties  of  pronominal  clitic 
and argue that given the general constraints on linguistic theory there is no need for ; 
independent  category  of  pronominal  clitics  (section  3). Moreover, I show  how  tl 
constraints on  linguistic  theory  shed  light  on  the  grammatical  principles  underlyir 
some of the well-studied properties of pronominal clitics (section 4). 
The goal of the paper is to show the relation between the conceptual framework f 
linguistic  theory  and  its bearing  on empirical facts. That is, what empirical  facts v 
should expect to see or not to  see, if  linguistic theory is correct. I will  therefore n 
review the extensive literature on pronominal clitics or go into the very many details  8 
their analysis. As we will see, certain aspects of clitics are obscure, and would probab 
remain so for some time to come. The major difficulty is that there are apparently ve 
few other elements sharing the same properties as pronominal  clitics. And  given  tl 
general  conceptual  constraints  on  linguistic  theory,  it  is  often  not  easy  to justif 
I would  like to dedicate this article to Ewald Lang. It certainly is a disproporlionately smell token 
my gratitude to his support over the years. I would likc to thank Luis Lopez-Carretero for his help wi 
Spanish, Livio Gaeta and Gloria Cocchi for their help with Italian, and Alex Grosu for his help wi 
Rumanian. 
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ISSN 1435-9588 crucially  independently, particular  assumptions for the analysis of pronominal  clitics, 
there being too few independent facts that can be brought to bear. Despite this difficulty, 
and given the conceptual bounds on linguistic analysis, we can see the adequacy of  a 
particular account, and the possible alternatives. 
2.  Constraints on linguistic theory 
Like any scientific enterprise, linguistic theory is subject to the conceptual principle of 
parsimony, i.e.  Occam's  Razor,  assuming no  more  than  necessary.  The  empirical 
adequacy of a theory is measured by the range of facts it claims to account for. There is 
therefore a tension between the parsimony principle and empirical adequacy. More assump- 
tions would of course account for more facts, but the parsimony constraint specifically 
limits this option. Thus, we need to make additional assumptions just when all others fail. 
In  linguistic  theory,  expressions  of  natural  language  may  be  taken  as  abstract 
formal objects, and the distribution of the various elements constituting these objects are 
subject to general principles of  grammar. Thus, it may very well turn out, as it often 
does, that superficially very different facts are subject to the same grammatical princi- 
ple. To illustrate this point, consider the examples in (1) and (2): 
(I)  a.  John was told that Mary would be promoted. 
h.  John seemed to be very tired. 
c.  They expected John to be very tired. 
d.  It would be undesirable for there to be a riot. 
(English) 
(2)  a.  *It was told John that Mary would be promoted 
b.  *It seemed John to be very tired. 
c.  *It was expected John to be very tired. 
d.  *It would be undesirable there to be a riot. 
It is not obvious that the examples in  (1) are related to each other or to those in (2) in 
the sense that they are subject to the same principle of  grammar. We need not go into 
the details of what grammatical principle relating the examples in (1) and how it relates 
them to those in (2) (cf. Rouveret and Vergnaud 1980, Chomsky 1981 for an account in 
terms of  Case theory). The point I would like to make here is more general:  a theory 
relying  on  some abstract  principle  of  grammar  to  explain  the  grammaticality  of  the 
examples  in  (1)  and  the  ungrammaticality  of  those  in  (2)  makes  further  empirical 
claims, namely, there cannot be a language or dialect of English admitting the examples 
in (3) as all grammatical: 
(3)  a.  John was told that Mary would be promoted 
b.  John seemed to be very tired. 
c.  It was expected John to be very tired. 
d.  It would be undesirable there to be a riot. 
(Pseudo-English) 
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(4)  a.  *They expected John to be very tired. 
b.  *It would be undesirable for there to be a riot. 
c.  It was told John that Mary would he promoted. 
d.  It seemed John to be very tired. 
These  are but  two  of  the  many  logically  possible  languages  or  dialects which  ar 
excluded in  principle by  linguistic theory. The reason behind it  is fairly simple. If  th 
examples in  (1) are permitted but those in  (2) are ruled out by  the same grammatic I 
principle, then it is not possible, in  principle, for a language with the same principle t 
partially permit or exclude them.  I 
We may never know whether this empirical claim is true, for even if we cannot fin 
a language allowing all the examples in (3) or having the grammatical patterns in (4), 't 
does not mean that the empirical predictions of linguistic theory can never be verifie  . 
We can show that it is false if we can exhibit a language permitting the examples in ( ) 
or one having the grammatical patterns in (4). And this can be done if we look at a wid 
variety  of  languages.  It is therefore clear that  linguistic theory  is more than  a theor 
about abstract formal objects; it is also an empirical science.  I 
It is uncontroversial  that the linguistic system is consisted of  several 
each of which has its own units, structures, and principles regulating their 
For instance, the distribution  of  phrases is clearly different from 
adjectives, verbs or nouns. While there is some degree of mobility for 
where a particular affix occurs is generally fixed. As shown in the German examples i 
(5) and (6), phrases may sometimes switch places, but affixes never can: 
(5)  a.  Die  Frau  wollte den  Mann  kussen. 
the  woman  want  the  man  kiss 
'The woman wanted to kiss the man.' 
b.  Den  Mann  wollte die  Frau  kussen. 
(6)  a.  Die  Frau  woll-te  den  Mann  kuss-en 
the  woman  want  the  man  kiss 
'The woman wanted to kiss the man.' 
h.  *Die  Frau  woll-en  den  Mann  kuss-te. 
c.  *Den  Mann  woll-en  die  Frau  kiiss-te. 
(7)  a.  [ every student I#  is coming to the party. 
b.  '??  [ every#student ] is coming to the party. 
However, the elements belonging to each subsystem (structural units, sets of principles 
governing them, etc) are neither totally distinct nor unrelated to each other. ~longsike 
cases like (5)  and  (6), where  there seems to be  no  relation  between  the mobility 
phrases  and the  fixed  order  of  affixes,  i.e. phrases  may  appear  in  different  plac2s 
regardless of the fixed positions of the affixes, there are other cases where units of 
subsystem co-incides with those of  another. For instance, syntactic constituency often 
co-incides  with phonological  constituency  in  many cases. Thus, jt  is more natural 
have an intonation break (indicated by a #) at the edge of a syntactic constituent than 




at The examples in  (7) therefore show the relation  between  syntax and phonology  sub- 
systems of the grammar.' We may then take this and other similar relations to fall under 
the explanatory adequacy constraint on linguistic theory. That is, to the extent that it 
is possible,  structural  units  and  conditions  governing  them  in  one subsystem  should 
have a bearing on those of  another. This constraint would in effect mark a certain class 
of analyses as implausible, if not impossible in principle. 
In short, we have three general constraints on  linguistic theory: (i) The parsimony 
constraint: Occam's Razor (as few assumptions as possible), (ii) empirical coverage (the 
range of facts that the analysis can account for), (iii) explanatory adequacy (why should 
it be that the assumptions under (i) accounting for the facts under (ii) the way they are? 
More concretly,  are there  other  facts  in  the  grammar  bearing  on  the  analysis  of  a 
particular set of facts such that the properties of the latter set of facts must hold?). In this 
approach, then, properties of one linguistic entity in one subsystem of the grammar may 
have  consequences  for  other  subsystems,  as  we  will  see  in  some  case  studies  of 
pronominal clitics. 
I 
3.  Pronominal clitics as objects of investigation  I 
Standard scientific practice requires  that  the  object of  investigation  be  well-defined. 
This seems to be an indispensible first step, for one has to say what it is that one wants 
to account for. However, various issues arise when we consider the conceptual basis of 
formal definitions. Pronominal clitics are a good case study illustrating this problem. 
In the literature on pronominal clitics since Kayne (1975) and Zwicky (1977), it is 
commonly  assumed that  the  list  in  (8) or  some version  of  it  contains the  defining 
properties of pronominal clitics: 
'  Apparently  there  are  occasional  mismatches  between  syntactic  and  phonological  constituents.  The 
phonological property of the possessive marker  's  and the reduced auxiliary s for is and has in English 
is commonly taken to he a typical case of syntaxlphonology mismatch. Voicing assimilation and vowel 
epenthesis  apply  to  the  s even  though  it  does  not  form  a  morphosyntactic  constituent  with  the 
preceding element, in contrast with the plurals: 
(i)  The Queen of England'[z] hat; the Queen of Egypt'[s] hat; the Quecn of Fran~'[iz]  hat. 
(ii)  John'[r]lKate'[s]/Bruc'[iz] coming to the party; John'[z]lKate'[s]lBruc'[iz]  left the party. 
(iii)  Landla]; Mate[s]; Juic[iz] 
While it is clear that the morphosyntactic relation involving the s  in (i) and (ii) differs from that in (iii), 
it  does  not  seem  compelling  enough  to  completely  ohliterate  the  relation  between  syntax  and 
phonology,  cf.  the  syntaxfphonology relation  in  (7). In  the  view  in  which  linguistic structures  are 
derived  via  a  successive  steps  of  computation  (Chomsky  1995,  1999), it  is  imaginable  that  the 
syntaxlphonology  relation  holds up to some point in the derivation, after which  some phonological 
rules may apply to the syntactic representation. Along these lines, the facts in 0)-(iii) may be accounted 
for by a voicing assimilation and vowel epenthesis rule that linearly applies to the s  and the preceding 
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(8)  a.  Non-occurrence in argument positions. 
b.  Complementary distribution with full DP arguments 
c.  No modification. 
d.  No conjunction. 
e.  No contrastive stress. 
f.  No use in isolation. 
g.  Occurrencc in specific positions. 
Thus, an element like the French expression la in  (9) having all these properties woulg 
accordingly be considered a pronominal clitic (capital letters represent stress) :  I  I 
(9)  a.  *Je  vois  le.  vs  Je  vois  lc  garqon 
1  see  him  I  sec  the  boy 
'I see him.'  'I sce the boy.' 
b.  *Je  le  vois  le  garqon.  vs  Je  le  vois 
I  him  see  the  boy  I  him  see 
'I see the boy.'  'I see him.' 
c.  *Je  ne  vois  que  le.  vs  Je  ne  vois  que  lui. 
I  not  see  only him  I  not  see  only him 
'I only see him'  'I only see him.' 
d.  *Jc  lc  et  la  vois.  vs  Je  vois  le  garqon  et  la  fille. 
I  him  and  her  see  I  see  the  buy  and  the  girl 
'I sec him and her.'  'I see the boy and the girl.' 
e.  *Je  LE  vois 
I  him  see 
'I see HIM.' 
F.  Qui  vois-tu? luil*le. 
who see-you  himhim 
'Who do you see? him.' 
g.  *Lc  tu  vois  vs  Le  vois-tu'?  vs  Je  le  vois 
him  you  see  him  see-you  I  him  see 
'Do you see him?'  'Do you see him'?'  'I see him.' 
The expression lui in (9) would not be a pronominal clitic, since it  lacks some of  t 
properties in (8), e.g. (8c) and (8f) (cf. the examples in (9c) and (99). 
The conceptual  question  that  arises  is  whether  we  should  take  the 
enumerated in the list as defining what a pronominal clitic is. A priori, we 
pronominal clitic as an independent category on a par with other categories like nou 
verbs, determiners, etc, and take the items in  the list in (8) as parts of the definition 
the pronominal  clitic category. But the parsimony contraint requires that we posit 
such category, if we can. Moreover, it would be an arbitrary decision to take the 
(8) as the defining properties of pronominal clitics, for we may ask why we 
these properties,  instead of  some other properties, to be the defining 
pronominal clitics. Notice that to the extent that the properties in  (8) 
explain why they  do. That is, the properties in  (8) need to be explained, whether 
assume an independent category for pronominal clitics. Clearly, then, the 
an  independent  category  for pronominal  clitics  does  not  contribute 
account of why the properties in (8) hold of some elements of the by  the explanatory  adequacy constraint on  theory, they  must  be shown to be  related 
other independent principles  of  grammar. These lines of  thought  would  lead us  to a 
desirable result  that the parsimony  constraint on  theory  is satisfied, since there is no 
independent category for pronominal clitics. 
The absence of a definition of  what a pronominal clitic is may give the impression 
that we cannot provide an account for its grammatical properties, since we do not have a 
formal and precise definition of  what it is that we want to account for. But this is only 
an apparent problem, for what needs to be explained is why the properties in  (8) should 
hold of some particular elements of  the language, not what expression is a pronominal 
clitic or why it is a pronominal clitic. In this light, consider Sufier's (1988) proposal that 
Spanish pronominal clitics are agreement markers on a par with subject agreement. All 
the properties in (8) hold  of  the Spanish la. It is easy to see how some though not all 
properties in (8) follow from treating it as an agreement marker. Take the properties in 
@a), (8c)-(8f) for instance. The fact that a pronominal clitic is not in argument position 
(for DP), may not be modified or conjoined, may not bear contrastive stress or occur in 
isolation reduces to the same fact that subject agreement may not do so. To what degree 
the  proposal  can  be  maintained  is  a  separate  question,z but  clearly  we  need  no 
independent category for pronominal clitics in order to account for why the properties in 
(8) hold of some particular elements of the language. 
For descriptive purposes, it is convenient to have a name like pronominal clitic with 
which we can refer to elements like la in (9). The term would serve these purposes, as a 
convenient descriptive device. But  it  should be  clear from the  parsimony constraint 
perspective that the term pronominal clitic has no independent theoretical standing. 
4.  Some specific properties of pronominal clitics  i  I 
In this section, we will look at some specific facts about pronominal clitics, and see how 
the  general  conceptual constraints  limit the class  of  possible  analyses  for these.  To 
illustrate their empirical ramifications, I will exhibit some logically possible languages 
but excluded by linguistic theory. 
We will first consider some facts about participial  agreement and auxiliary selec- 
tion  in  Italian and French  when  a pronominal clitic occurs (section  4.1). I argue that 
The property in (8g) is a most serious problem for treating pronominal clitics as agreement markers on 
a par with  subject agreement. In contrast with  subject agreement, which occur in one fixed position, 
pronominal clitics may sometimes appear different positions: 
(i)  a.  Te  la  quiet-o  ensefiar. 
you  her  want.lSG  show 
'I want to show her to you.' 
b.  *Te  la  quier  ensefiar-o. 
c.  Quier-o  ensefiar-te-la 
(Spanish) 
If object pronominal clitics are agreement markers just like subject agreement, then there is no reason 
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However, when we consider other facts about agreement, it becomes clear that 
Spec-head relation  does not  always hold of  the agreeing elements. Adnominal 
ment and some instances of secondary predication are cases in point: 
(15) a.  Una  signora  simpatica/*simpatico 
a  woman  sympathetic.FE~lsympathetic.~~sC 
'A sympathetic woman.' 
b.  Un  signore  simpaticol*simpatica. 
a  man  sympathetic.MAsClsympathetic.FEM 
'A sympathetic man.' 
(16) a.  Inquieta/*inquieto,  Maria  ha  telefonato  a  Gianni 
worried.FB~/worried.~~SC  Maria have  telefone  to  Gianni 
'Worried, Marie called Gianni.' 
b.  Inquietol*inquieta,  Gianni  ha  telefonato  a  Maria. 
worried.M~s/worried.FEM Gianni  have  telefone  to  Maria 
'Worried, Gianni called Marie.' 
There  is  no  reason  to believe  that  the  structure  of  the  examples  in  (15)  are 
complex than those in (17) (cf. Kayne 1994 for an  alternative view), where the 
head  relation  fails  to  hold  of  the  agreeing  elements 
signordsignore in (IS), and inquietdinquieto and Muria/Gianni in (16)): 
(17)  a.  [,,  una [,,  I,,  signora] [,,  simpatica 111 
b.  [,,  [,,  inquieta ] [,,  Maria ha telefonato a Gianni I]] 
Neither the predicate nor the phrase with which it agrees are in the Spec position of  t  e 
other. The APs  in  (17)  are most  plausibly  adjuncts to  the NP  and  IF'  respective1  . 
Kayne's account of participial agreement clearly does not carry over to cases like (1 ) 
and (16). In this sense, it is empirically limited, and hence explanatorily unsatisfying. 
The relevant structural difference between (10a) and (10b) is that in  (lob) the f  11 
DP is in object position, i.e. in the VP-projection of the predicate, as in  (1 8b), while t  e 
clitic in (10a) with which the predicate agrees is clearly outside the VP, as in (18a): I  I 
(1 8)  a  Gianni  la  ha  [,,  lavata  1 
Gianni  it.mM have  wash.FEM 
'Gianni washed it.' 
h.  Gianni  ha  [,,  lavato  la  camicia  ] 
Gianni  have  wash.MASC  the  shirt 
'Gianni washed the shirt.' 
The structures in (I 8a) and  (1 7), where there is agreement (with the participle and 
adjective respectively), differ from the structure in  (18b), where there is no 
in that the projection of the agreeing predicate does not contain the phrase with whic 
agrees. It is thus reasonable to bring this difference to bear on the agreement 
Agreement between  a DP and a predicate is possible when the DP is not 
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(28) a.  Maria &/*ha  bell-a/*bell-o. 
Maria  hclhavc pretty.FEM/pretty.MAsc 
'Maria is pretty.' 
b.  Piero  &/*ha  piccol-ol*piccol-a. 
Piere  helhave  small.MAsC/small.FEM 
'Piero is small.' 
(29) a.  Essa  &/*ha  stata  lavata. 
it.FEM  helhave  be  wash.FEM 
'It  has been washed.' 
b.  Esso  &/*ha  stata  lavato. 
it.MASC  helhavc  he  wash.MAsc 
'It has been washed.' 
The examples in (28)-(29) show clearly that when the predicate agrees with the 
then the auxiliary must be the be-type, not the have-type. We will see presently 
bears on the occurrence of the be-auxiliary  when the accusative object clitic pronoun {s 
a reflexive. 
In (27b), the accusative object reflexive clitic pronoun agrees with the 
just  like any  other  accusative  object  pronominal  clitics.  The crucial  fact 
reflexive is bound by the subject, and the two agree (here, in person). The 
of these two facts result in the predicate agreeing with the subject. And we know fro 
(28)-(29), quite independently, that the auxiliary co-occurring with a predicate agreei 
with the subject must be the be-type, not the have-type. In  (27a), the participle 
with the accusative object clitic pronoun  in  number and gender (here, 
be-auxiliary  is  impossible  since  it  would  require  that  the  participle  agree  with  t 
subject in number and gender (here, masculine). Obviously, the participle cannot 
the two (different) agreement morphologies at the same time. 
(i)  a.  (loro)  ci  hanno  telefonato/*telefonati. 
they  IPL have.3PL  telephoneltelephone.PL 
'They called us.' 
6  It  is  conceivable  that  participial  agreement  with  reflexive  clitics  is  independent  from  particip 
agreement with  accusative clitics. Dative clitic pronouns show agreement with  the participle just 
casc they are interpreted as having the same reference as the subject: 
b.  (noi)  ci  siamo  telefonatil*telefonato. 
we  I PL  be. IPL  telephone.Plltelephone. 
'We called ourselvesleach other.' 
al 
in 
In (ia), the participle does not agree with the subject. Thus, the agreement in (ih) must have 
to do with the dative being interpreted as having the same reference as the suhject. Note, 
and second  person  non-suhject  clitic pronouns  are  not  syntactically  reflcxive;  they 
hound by a subject, cf. (ia), in contrast with  the third person clitic pronoun  si, which 
reflexivc, and hence must be hound: 
(ii)  a.  (lorn)  si  sono  telefonatil*telefonato. 
they  self.3  be.3PL  telephone.~~/telephone. 
'They called themselvesleach other.' 
b.  *(mi)  si  siamolahhiami  telefonatiltcleflonato. 
we  self.3  he. I pllhave. l PL  telephone.P~/telephone. 
'We called themselvesleach other.' 
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In sum, it is not the reflexivelnon-reflexive difference itself that explains why the 
auxiliary in  (27b) must be the be-type, not the huve-type. Rather, the difference has 
syntactic correlates that bear on agreement. A predicate agreeing with a reflexive object 
pronoun bound by the subject would end up agreeing with the subject, and the auxiliary 
co-occurring with  a predicate agreeing with  the subject cannot be  the have-type,  but 
must be the he-type. Thus, the occurrence of the be-auxiliary in (27b) is not an isolated 
syntactic fact about reflexive object pronominal clitics, but is related to the predicative 
adjective agreement in (28) and passive in (29). 
Again, if linguistic theory is correct in that auxiliary selection, participial agreement 
with object clitics, predicate adjectives and passive, although superficially different, are 
different facets of  the same phenomenon, then  the empirical  implication  is that  there 
cannot be a language in which auxiliary selection and agreement are not the same in all 
three constructions. For instance, one such  impossible  language  or dialect of  Italian 
would have the grammatical patterns in (30), where the be-type auxiliary co-occurs with 
predicate adjective agreement and in the construction with object pronominal clitics, but 
the have-type auxiliary occurs in passive without agreement with the subject: 
(30) a.  Maria  B  bell-a. 
Maria  hc prctty.FEM 
'Maria is pretty.' 
(Pseudo-Italian) 
b.  La  B  lavata. 
il.FEM  be  pretty.FEM 
'He washed it.' 
c.  Essa  ha  steta  lavato. 
it.WM  have  be  wash.MAsc 
'It has been washed.' 
Nor can there be a language or dialect of Italian with the grammatical patterns in (3  I), 
where the be-type auxiliary appears in  passive without participial  agreement, and the 
have-type auxiliary occurs with an agreeing predicate adjective and with a non-agreeing 
participle: 
(31) a.  Maria  ha/*&  bella. 
Maria  havethe  pretty.FEM 
'Maria is pretty.' 
b.  La  ha  lavatol*lavata. 
it.FEM  have  wash/wash.FEM 
'He washed it. ' 
c.  Essa  &/*ha  stata  lavato 
it.FEM  helhave  be  wash 
'It has been washed.' 
(Pseudo-Italian) 
The examples in (30)-(31) are but two among many logically possible combinations that 
are excluded by linguistic theory  as impossible  grammatical patterns of  language (cf. 
footnote 3, however). 
Two issues ensue: (i) is the empirical implication true? and (ii) if  it  is true, then 
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positively with certainty, for practical reasons. We probably cannot check all 
those that still exist or used to exist but have died out, to see whether the 
true. However, (i) can in principle be falsified if  we can show a language 
nation of agreement properties that is excluded by linguistic theory, e.g. 
grammatical patterns in (30) or (31). It is in the latter case that we can 
bearing  of  linguistic  theory.  The  answer  to  (ii)  is  rather 
perspective of linguistic theory.  To the extent that the 
must be so since the grammatical principles 
ment are the same in the three constructions. 
4.2  Some phonological properties of Italian clitics  I 
Typically lacking stress, pronominal clitics cannot  stand on their own. They must 
integrated in an adjacent prosodic unit, and often exhibit specific phonological pro 
ties that are also observed with other prosodic units like the prosodic word (hencefor 
p-word), a phonological unit bearing stress. 
The question that arises is whether pronominal clitics are prosodic units of  so 
sort on  a par with other independently  established prosodic units  like the p-wo 
whether they are simply integrated in an independent prosodic unit, and hence do 
belong to the prosodic hierarchy consisting of  the syllable, the mora, the foot, 
word, the phonological phrase (p-phrase) and intonational phrase (i-phrase). The issue 
of  particular  interest  if  there  is  some  relation  between  phonological  structure  a 
morphosyntactic structures. Should pronominal clitics turn out to constitute inde 
prosodic units and are placed in the prosodic hierarchy, then morphological and 
tic structures containing pronominal clitics may have to reflect this prosodic unit 
may have to posit some morphological  or syntactic unit of  sorts correspondin 
prosodic units exclusively comprising the clitics. We thus see how phonology 
correlates with morphology and syntax. 
Selkirk (1980) suggests that  a clitic and  its  host  form  a  p-word, whi 
(1984) argues that they are themselves independent prosodic units, which she 
group, distinct from other prosodic units like p-word, p-phrase and i-phrase. 
several phonological  facts of  Italian that appear to be relevant to the issue 
pronominal  clitics form an independent prosodic unit. First, Nespor and V 
show  that  in  Standard Italian, a sequence of  two p-words, which  may  in 
bear stress, has primary stress on the second p-word: 
(32) a.  Mezzo  gi6mo. 
middle  day 
'Mid-day' 
h.  Senza  titto. 
without  roof 
'Without home, homeless' 
But in  a sequence consisting of clitics and their host the stress falls on the host rega d- 
less of the position of the clitics:  t (33) a.  Glie-lo  dirdnno  (Italian) 
him-it  say 
'They will say it to him' 
b.  DicBndo-glie-lo. 
tell-him-it 
'Telling him it' 
Apparently, then, clitics do not behave like p-words. 
Second, the vowel truncation rule oationallv deletes the vowel of the last syllable 
of  a p-word containing a single verb, when it is  followed by another p-word beginning 
with a consonant: 
(34)  a.  Andjrelanddr  via. 
go  way 
'To go away.' 
h.  Vuolo  scriverelscriver  gli  indirizzi. 
want  write  the  address 
'He wants to write the addresses.' 
(Italian) 
But it obligatorily deletes the vowel of the verb if it is followed by a pronominal clitic: 
(35) a.  AndW*anddre  CI 
go  therc 
'To go there.' 
b  Dar!*dSre  g11. 
glve  them 
'To give thcm.' 
(Italian) 
Note the difference between the determiner gli 'the'  in  (34b), and the pronominal clitic 
gli 'them'  in (35b). In (34b), gli is part of  the following p-word that includes the noun 
indirizzi 'address', so there is a p-word boundary separating gli and the preceding verb 
scrivere  'to  write'.  In  (35b),  however,  the  pronominal  clitic  gli  is  in  the  p-word 
containing the verb, with no p-word boundary separating the two: 
(36) a.  [ scrivcre I,,  [ gli indirizzi 1,  => [ scriver 1,  [ gli indirizzi I,, 
b.  [ dar-gli  I,,  => [ dar-gli 1, 
(Italian) 
The fact that the vowel of the verb in  (36a) is optionally deleted, but  that in (36b) is 
obligatorily deleted can be accounted for by assuming that the truncation rule optionally 
applies across a p-word boundary, but obligatorily within a p-word. In other words, the 
vowel deletion n~le  requires that the clitic in (36b) be treated as a non-p-word. 
Third, the rule of Raddoppiamento Sintattico (RS) geminates the initial consonant 
of a p-word, if it is immediately preceded by a stressed syllable belonging to another p- 
word (Nespor and Vogel  1982) (gemination is represented by a : after the geminated 
consonant): 
(37) a.  Sard [p:]artito. 
be  leave 
'He will have left' 
b.  Sli[b!*h:]ito. 
'Immediately' 
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But the RS rule also applies to a sequence consisting of  a verb and a following cliti 
treating the two as if they do not form a prosodic unit: 
(38)  a.  DB[m:]l (< da 'give'+mi 'me') 
'Give me!' 
h.  FB[t:]i (<fa 'do'+ti  'you') 
'Do (it) yourself!' 
If the pronominal clitics in  (38) were part of  the o-word containing the preceding 
then we should expect the RS rule not to apply, just as it does not in (37b). But we kno 
from the facts about stress and the vowel truncation rule above that the clitic itself 
a p-word. The conclusion is then that the clitic in  (38) is a different prosodic unit fro 
p-word. 
Fourth,  the rule  of  intervocalic s-voicing in  Northern  Italian  dialects 
derived lexical items as in (39a)-(39b) and to underived lexical items as well 
but it never applies to an s if the vowel to its left belongs to an independent 
cal unit, as in (39d): 
(39) a.  Pre[zllippcrrre. (<pre+supporre) 
'To presuppose' 
b.  Ca[z]ina. (<case+ina) 
'Little house' 
c.  Alzl~lo. 
'Nursery school' 
d.  Una [s/*z]ala. 
'A hall' 
Suppose the rule of intervocalic s-voicing applies to an s  if  it and the two vowels flanki  g 
its two sides are within one p-word. We can now distinguish (39a)-(39c) on the one h  d 
and (39d) on the other, if in (39d), the determiner unu 'a' is not part of the following  - 
word. The rule apparently treats the clitic as if it is not part of an adjacent p-word: i 
(40)  a.  Affitti-[s/*z]i 
rent-self 
'For rent' 
b.  Ci-[sl*r]blgo 
there-get off 
'I'm getting off there' 
The examples  in  (40)  thus  appear to  suggest,  again, that  the  clitic  is  of  a 
prosodic category from p-word; perhaps they form a clitic group as Nespor suggests. 
If  this is correct, then it may have ramifications for the morphological and 
analyses of clitics; the morphological and syntactic representation involving clitics 
have to be such that part of it corresponds to the prosodic unit clitic group. As 
reaching consequences, we need to closely examine the justification of the 
On  closer look,  it turns  out  that  the  phonological  facts  discussed 
warrant clitic group as an independent prosodic unit. What the stress 
those about vowel truncation in (35) show is that the pronominal clitics 
It  does not  follow  from that,  however,  that  they  form  an called clitic group. These facts are consistent with the pronominal clitics being -f 
an adiacent p-word; that is, the pronominal clitic is included in  the p-word. From this 
perspective, the RS rule and the intervocalic s-voicing rule seem problematic,  cf. the 
examples in (39) and (40). These rules appear to treat the pronominal clitics as if they 
are not part of  an adiacent P-word. Before we try to reconcile this apparent contradic- 
tion, let us consider the question of  whether we need the notion  of  clitic group as an 
independent prosodic unit to account for these various facts. 
The assumption that pronominal clitics form a clitic group does not seem to provide 
much of  an explanation for the facts in (39) and (40), for we may ask why the RS rule 
and the intervocalic s-voicing rule should treat p-words and clitic groups alike, if  the 
clitic group is indeed a prosodic unit different from the p-word. In fact, we may wonder 
whether it is the formulations of the rules for these various phonological facts that lead 
to the assumption  of  the prosodic unit clitic group. So it  is quite conceivable that we 
need not appeal to clitic group with some alternative formulations of the rules. 
Using phonological  facts of  several dialects of  Italian, Peperkamp (1996) argues 
that  there  is  no need  for  an  independent  prosodic  unit  like  clitic  group,  and  that 
pronominal clitics can be  integrated into an adjacent prosodic unit by  adjoining to a p- 
word, incorporating into a phonological phrase or  incorporating into a p-word: 
PPh  PPh 
pK  host  clitic 
Although she does not give an account for these various facts about pronominal clitics 
in Standard Italian, it is conceivable that the examples with pronominal clitics may have 
the PW-adjunction structure.' 
Suppose the pronominal clitic in (33) is adjoined to a p-word, as in  (42), and the 
stress rule operates on a sequence of  two p-words shifting primary stress to the second 
p-word: 
7  The  PW-adjunction  structure  seems  most  plausible  for  the  analysis  in  thc  text,  since  adjunction 
structure is independently assumed for syntax (cf. the discussion of  (44)-(48) below). As far as I can 
tell,  the  PW-incorporation  structure  can  also  account  for  these  facts,  pcrhaps  with  different 
formulations of the various rules. The issue is whether thcre is any syntactic or morphological correlate 
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The  reason  why  pronominal  clitics  do not  affect  stress  in  Standard Italian  is  no 
straightforward. In  (42), the pronominal clitics is adjoined to the verb, a p-word; it 
therefore part of the p-word. Since the two do not constitute a sequence of p-words, the 
are not subject to the stress rule. By contrast, the examples in  (32) are sequences of 
words,  as shown  in  (43), and hence  are subject  to  the  stress  rule,  which  shifts  th 
primary stress to the second p-word: 
mezzo  gi6rno  scnza  titto  I 
Similarly, suppose the examples in (35) have the prosodic structures in  (44), where t 
two occurrences of PW are taken to be two segments of the same prosodic category, t 
same assumption made for syntactic structures (cf. May 1985): 
andar  ci 
b.  PW 
I 2 
dar  gli 
Suppose, contrary to the earlier formulation of  the RS rule, we now state it as a 
applying to the initial consonant of an expression if it is preceded by a stressed 
and the two are separated by (at least) one p-word segment. So formulated, the 
would apply to the structures in (45) as well as to the structure in (46a) for the 
in (37a), but it does not apply to the structure in (46b) for the example in (37b): 
Crucially, the lower occurrence of PW in (44) does constitute a p-word; it is only a 
of the whole p-word adjunction structure. We can formulate the vowel truncation rule 
obligatorily deleting the final vowel of  a verb if  it is not at the edge of  a p-word, 
optionally otherwise. The examples in (34) can now be distinguished from those in (35). 
In  their prosodic structures in (44) for the examples in  (33, the final vowel of 
verb is not at the edge of  a p-word,  for the verb lies entirely within  a larger p-wo.d 
adjunction  structure. The final vowel  of  the verb is therefore obligatorily deleted. 
contrast, in  the prosodic  structure in  (36a) for the example in  (34b), and in  a similar 
structure for the example in (34a), the final vowel of the verb is at the edge of a p-word. 
It is therefore only optionally deleted. 
Turning now to the RS rule, and consider the prosodic  structures in  (45) for 
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In (45) and (46a), there is at least one p-word segment separating a stressed syllable and 
the following consonant, while in (46b), there is no p-word segment separating the two. 
Along the same lines, the intervocalic s-voicing rule, stated as a rule applying to an 
s  if it is not separated by a p-word segment, would fail to apply to the examples in (40), 
whose prosodic structures are given in (47): 
By contrast, in the prosodic structures for the examples in (39) given in  (48), the s  is 
subject to the intervocalic s-voicing rule, since there is no p-word  segment separating 
the s and the following stressed syllable: 
Without the clitic group as an independent prosodic unit, two desirable consequences 
follow directly. First, for the phonology, there is no need to assume the prosodic unit clitic 
group. Second, for the interface with morphology and syntax, there is no need to posit 
some morphological  or syntactic unit corresponding to the clitic  group. We can thus 
preserve  the corresponding units  in  phonology  and morphosyntax;  roughly,  p-words 
correspond to morphosyntactic units like heads and p-phrases and i-phrases correspond to 
syntactic phrases and larger constituents (cf. footnote  1, however). Both consequences 
are desirable from the perspective of the parsimony constraint. 
In  the  alternative account  without  appealing  to  the  notion  of  clitic  group as  an 
independent prosodic unit, the pronominal clitics are part of  a p-word. We should then 
expect the complex consisting of  a verb and a clitic, a p-word, which corresponds to a 
morphosyntax  unit  Xo elsewhere, to  behave as a morphosyntactic  unit  as  well.  This 
seems to be largely correct. The pronominal clitic, at least in Italian, seems to form a 
morphosyntactic  unit with the verb, e.g. the pronominal clitic moves together with the 
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4.3  The clitic-doubling construction 
In Rumanian and some dialects of Spanish, a pronominal clitic may co-occur with a : 
DP  object  in  argument position, giving  rise  to  what  is  known  as the clitic-doubl 
construction in  (49)-(50) (We will later discuss the occurrence of a in Spanish or pe 
Rumanian before the direct object): 
(49) a.  Lo  vimos  a  Juan. 
him  see.lPL  to  Juan 
'We saw Juan.' 
h.  Le  di  un  anillo  a  Maria. 
her  give. lsc a  ring  to  Maria 
'I gave Maria a ring.' 
(50) a.  L'am  vazut  pe  Jon. 
him-have  see  to  Jon 
'1 saw Jon.' 
b.  I-am  &at  cartea  lui  Popescu 
him-have give  book  him  Popescu 
'I gave his book to Popescu.' 
However, the occurrence of a doubling pronominal clitic is excluded if  the full DP is 
some intuitive sense indefinite or non-specific (SuRer 1988:396, Steriade 1980:283): 
(51) a.  No  (*lo)  oyeron  a  ningun  ladrirn. 
not  him  hear.3PL  to  any  thief 
'They didn't hear any thieves.' 
h.  (*la)  huscaban  a  algu~en  que  los  ayudara. 
her  search-for.3~~  to  somebody  who  them  could-help.3SC 
'They were looking for somebody who could help them.' 
(52) a.  (*i)-am  vazut  ciinele  lui  Popescu. 
him-I-have  seen  the dog  him  Popescu 
'I saw Popescu's dog.' 
(Ruman 
b.  (*le) caut  un  bacatar. 
him  I-look-for  a  cook 
'I'm looking for a cook.' 
In French or Italian, the clitic-doubling construction is simply impossible (the exam 
in (52c) is grammatical with a pause after the verb, cf. Lambrecht  1999. We will retl 
to this important fact below): 
(53) a.  Je  vois  la  fille  (Frer 
I  see  the girl 
'I see the girl.' 
h.  Je  la  vois. 
1  her  sec 
'I see her.' 
c.  *Je  la  vois  la  fille. 
I  her  see  the  girl 
'I sce her the girl.' (54) a.  Je  parle  Q  Jean. 
I  talk  to  Jean 
'I talk to Jean.' 
b.  Jc  lui  parle. 
I  him  talk 
'I talk to him.' 
c.  *Je  lui  parle  i  Jean. 
I  him  talk  to  Jean 
'I talk to Jean.' 
Given  the explanatory adequacy  constraint, we  have to  ask whether  the grammatical 
contrast between  the examples in  (49)-(50) and those in  (51)-(52) with respect to the 
presence of  a clitic pronoun is related to any other property that may explain why the 
contrast should hold.  In  the  same vein,  we can  also raise the  same question for the 
variations within  Romance languages, i.e. whether there are other differences between 
Spanish and Rumanian on the one hand, and French and Italian on the other that bear on 
their difference with respect to the clitic-doubling construction. 
Intuitively, pronouns  stand  for full DP arguments.  The ungrammaticality  of  the 
French  example  in  (53c)  is  thus  unsurprising.  Either  the  pronoun  or  the  full  DP 
argument, but not both at the same time, may satisfy the requirement of a transitive verb 
that  there be  an  object. The  same explanation  carries  straightforwardly  over  to  the 
ungrammaticality of the example in (54c). The Spanish and Rumanian sentences in (49) 
and (50) are problematic, however, since the same reasoning should lead us to expect, 
incorrectly, that they are ungrammatical as well, just like the French examples. 
The impossible appearance of  a pronominal  clitic in  (51)  and  (52) is  similarly a 
problem, for there seems to be no reason why the definitelspecific vs indefinitefnon-spe- 
cific distinction should bear on the satisfaction of the subcategorization property of the 
verb. The clitic-doubling construction therefore raises a host of  syntactic and semantic 
issues, not only for the analysis of the construction in languages that (sometimes) allow 
it, but also for the account of the variations in the closely related languages. 
4.3.1  The position of the clitic-doubled DP 
Essentially  following  Sportiche  (1992),  Uriagereka  (1995)  suggests  that  the  clitic 
pronoun generally heads a projection in  the direct object position, and head-moves to its 
surface position, as in (55a). The clitic-doubling construction essentially has the same 
structure, except that the Spec position of  the direct object is occupied by the doubled 
full DP, as in (55b): 
(55) a.  Lo;  vimos [,,  t, [,,  pro 111 
him  see 
'We see him.' 
h.  Lo,  vimos  I,,  a  Juan [ t; [,,  pro Ill 
him  see  to  Juan 
'We see Juan.' 
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There are problematic aspects of the analysis in (55) whose details I cannot go into 
e.g. there seems to be no independent evidence for the doubled full DP appearing in th 
Spec position  of  a DP headed by  the pronominal  clitic, or  for 
taking a complement (cf. Postal's (1969) idea that pronouns are intransitive 
ers). What I like to do here is to discuss the empirical predictions of the 
and to bring various independent facts to bear on the analysis. 
It is clear that if the derivation and representation of the sort in (55)  is possible, the 
we would expect the pronominal  clitic to be  able to double all  types of  full DPs, i 
particular, negative quantifiers. The grammatical contrast in (56) 
tation is not borne out: 
(56)  a.  N-am  vazut  pe nimeni. 
not-have  see  to  no one 
'I didn't see anyone.' 
h.  *Nu  1;-am  vazut  [,,  pe  nimeni [ t, [,,  pro  I]] 
not  him-have  see  to  no one 
'I didn't sce anyone.' 
(57) a.  No  conozco  a  nadie. 
not  know  to  no one 
'I don't know anyone.' 
b.  *No  lo  conozco  a  nadie. 
not  him  know  to  no one 
'I don't know anyone.' 
(58) (*lo)  vimos  a  uno 
him  see  to  one 
'We saw one.' 
Steriade (1980) argues that the example in (56b), and by the same token those in 
and (58) as well (Uriagereka 1995), are independently excluded on semantic 
Specifically, the doubling clitic must be related to a definite/specific DP. As 
full DPs to which the pronominal clitic is related is definitelspecific, these examples 
therefore ruled out semantically. 
There are both  empirical  and conceptual problems with this explanation. 
cally, it seems to predict incorrectly that clitic pronouns may not be bound as 
Negative quantifiers are plausibly indefinite, and hence may not serve as antecedents to 
(59) Ningun  estudiante  quiere que  su  maestro lo  vea  en  el  har. 
No  student  wants  that  his teacher  him  see  in  the  bar 
'No student wants his teacher to see him in the bar.' 
A clitic pronoun may also be discourse-bound by a negative quantifier, 
that it is generally not subject to a definiteness constraint: 
clitic pronouns, if  these are subject to the definiteness restriction. The expectation 
again not borne out: 
(60) a.  Que  cosa  no  Cree  ningun  estudiantc  quc  hard  su  macstro. 
which  thing  no think  no  student  that  will-do  his  teacher 
'Whal does no student think that the teacher will do?' 
is b.  Pedir-le que  suspenda  la  clase 
ask-him that  fail  the  class 
'To ask him to fail the class.' 
c.  Llevar-lo  a  un  bar, 
lake-him  to  a  bar 
'To take him to a bar.' 
Facts of the sorts in (59) and (60) are quite general, independently of the clitic-doubling 
construction and pronominal clitics. French does not have the clitic-doubling constmc- 
tion, but allows a clitic pronoun to be bound by an indefinite DP; in  fact, the binder of 
the pronominal clitic need not even appear in the same sentence: 
(61) Aucun  Ctudiant,  ne  pense  que  le  professor  lui,  donne  un  cadeau.  (French) 
no  student  not  thinks  that  the  professor  him  give  a  present' 
'No student, thinks that the professor is giving him; a present' 
(62) a.  Qu'cst-ce que  aucun  Btudiant,  pense  que  le  proferscur  va  fairc'? 
Wbat-it  that  no  student  thinks that  the  professor  go  do 
'What does no student thinks that the professor is going to do?' 
b.  Lui  demander d'Cchouer  a  un  examen. 
him  ask  to-fail  in  a  exam 
'To ask him to fail an exam.' 
The same facts hold of languages like English that have no clitic pronoun: 
(63) No student, thinks that the professor is giving him, a prcsent. 
(64) a.  What does no boy; fail to forget'? 
b.  His; first dental appointment. 
(English) 
Therefore, there is no good reason to suppose that pronominal clitics are subject to the 
constraint that they be related to a definite DP. In other words, the proposed  semantic 
constraint is descriptively inadequate. 
Conceptually, Steriade and Uriagereka's  accounts do not bring independent facts to 
bear  on  their  explanations, and therefore  are  explanatorily  inadequate.  With  this  in 
mind, let us consider the examples in (65)  and (66), which lack a doubling clitic: 
(65) a.  N-am  vazut  pe  nimeni 
not-have  see  to  no one 
'I didn't see anyone' 
b.  No  conozco  a  nadie. 
not  know. lsG to  no one 
'I don't know anyone.' 
c.  Vimos  a  uno. 
see.lPL  to  one 
'We saw one' 
(66) a.  *Pe  nimeni  n-am  vazut 
to  no one  not-have  see 
'I didn't see anyone' 
(Rumanian) 
(Spanish) 
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h.  *A  nadie  no  conozco. 
to  no one  not  know.lsc; 
'I don't know anyone.' 
c.  *A  uno  vimos. 
to  onc  know.lPL 
'We saw one' 
(Spani 
Clearly the direct object is in argument position in (65), but in non-argument position 
(66). The same facts hold in English as well: 
(67) a.  1 saw nobody yesterday. 
h.  *I saw yesterday nobody. 
c.  John, I saw yesterday. 
d.  *Nobody, I saw yesterday. 
The grammatical contrast between (65) and (66) clearly shows that negative quantifie 
may not appear in non-argument position. We can now relate the ungrammaticality 
the examples in (56b) and (57b) to that of those in (66), if  the clitic-doubled full DP 
the clitic-doubling construction in fact occupies a non-argument position, a conclusi~ 
reached by Aoun (1981) and Hurtado (1984) on some other grounds. 
As  it  turns  out,  facts about  the clitic-doubling  construction  are rather  comple 
Speakers do not seem to have uniform judgments.  While many find (6%)  quite go1 
(Franco 2000), they seem to disagree on (68b): 
(68) a.  Juan  lo  invitaha  a  uno  y  luego  se  olvidaha. 
Juan  him  invite  to  one  and  thcn  self  forget 
'Juan used to invite people and then forget all about it.' 
h.  En  ese  departamento,  lo  admiten  a  cualquiera, 
in  this  department  him  admit.3~~  to  anyone 
'In this department, they admit anyone.' 
If  uno 'one'  in (68a), herc interpreted as generic, is changed to unn 'one',  referring 
some antecedent with (grammatical) feminine gender, the sentence becomes very b; 
(Luis Lopez-Carretero, personal  communication). Nevertheless,  to the extent that t 
clitic-doubling  construction  is good, the clitic-doubled full DP may appear in  a no 
argument position, with or without the clitic pronoun: 
(69) A  uno  Juan  (lo)  invitaha y  luego  se  olvidaba, 
to  one  Juan  him  invite  and  then  sclf  forget 
'Juan used to invite people and then forget all about it.' 
(Spani: 
Given that u uno 'to one' may appear in non-argument position in (69), it would not 
too surprising that it may also do so in (68a). 
Intonation  is often brought up to argue that the clitic-doubled full DP is not in 
non-argument position.  It  is often pointed  out that  in the clitic-doubling  constructi~ 
there is no intonational break before the clitic-doubled full DP, in contrast with the exar 
ples in  (70), the same examples as in  (53c) and (54c) but  with  an  intonational  bre 
before the full DP in non-argument position, indicated orthographically by a comma: (70) a.  Je la  vois,  la  fillc. 
1  her  see  the girl 
'I see her, the girl.' 
h.  Je  lui  parle,  i  Jean 
I  him  talk,  lo  Jean 
'1 talk to him. Jean.' 
(French) 
Hence, so the  argument goes, the clitic-doubled  full  DP cannot  be  in  non-argument 
position. 
The argument is not very compelling, however. Non-subcategorized adverbials like 
those in (71) are clearly in non-argument position, but there need not be an intonational 
break before them: 
(71) a.  Esta  locamente  enamorado 
be.3sG  madly  in  love 
'He is madly in love.' 
(Spanish) 
h.  Estoy  totalmente  agotado. 
be.lsc  totally  exhausted 
'I'm totally exhausted.' 
(72) a.  Mergem  duminici  la  ruine.  (Rumanian) 
will go  sunday  the  ruins 
'We'll go to the ruins on Sunday.' 
h.  Maria  e  cu  totul  dezamigiti. 
Maria be  with  total  disillusion 
'Maria is completely disillusioned.' 
Moreover, as there are many non-argument positions, so it is conceivable that the clitic- 
doubled full DP and those in (70) occupy different non-argument positions. 
4.3.2 The Case property of the clitic-doubled DP 
Returning  now  to  the  question  of  whether  the  apparent  lack  of  the  clitic-doubling 
construction in French and Italian is related to any other differences between them and 
Spanish  and  Rumanian.  As  mentioned  above,  a  noticeable  property  of  the  clitic- 
doubling construction is the presence of an element preceding the clitic-doubled DP. It 
looks like a preposition  that  appears elsewhere (a  in  Spanish  and pe  in  Rumanian). 
Significantly, this preposition-like element may also precede the direct object without 
the clitic pronoun: 
(73)  a.  (Ii)  iau  pe  asta 
him  I-lake  to  this 
'I take this.' 
(Rumanian) 
b.  Caut  pe  alcineva. 
I-look-for  to  somebody else 
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(74) a.  Vi  a  trcs  ingleses  que  llevahan  pantalones a cuadros.  (Spanis  ) 
saw  to  three  Englishmen  that  wear  check trousers 
'I saw three Englishmen wearing check trouscrs.'  t 
h.  Vamos  a  ver  a  10s  monos. 
go  to  sce  the  monkeys. 
'Let's go and see the monkeys.' 
The conditions under which  this preposition-like element  may  appear in  front of  t  e 
direct object are the same, whether it is doubled by  a pronominal clitic (Farkas 197 , 
Steriade  1980 and Butt and Benjamin  1988). These have to do with the direct obje  1  t 
argument being definiteness or specific, and having human refererence. 
At least superficially, we can relate the clitic-doubling construction to this prepos I  - 
tion-like element. The reason why French and Italian  do not  have the clitic-doubli 
construction  where the direct object  is preceded  by  a preposition  is that they  do 
permit a preposition-like element to appear before the direct object in the first place: 
(75) a.  *Je  la  vois  i  la  fille 
I  her  see  to  the  girl 
'I see the girl.' 
h.  *lo  la  vedo  a  la  ragazza. 
I  her  see  to  the  girl 
'I see the girl.' 
(76) a.  *Je  vois  i  la  fille. 
I  see  to  the  girl 
'I see the girl.' 
h.  *lo  vedo  a  la  ragazza. 
I  sec  to  the girl 
'I see the girl.' 
The reason why the preposition-like a in Spanish or pe in Rumanian may occur 
direct object DP in argument position doubled by a clitic pronoun is because it 
so independently without a pronominal clitic. 
Nevertheless,  while  the  facts  concerning the  distribution  of  the 
element a  in  Spanish  or pe  in  Rumanian  are relatively  clear  it  is 
grammatical property underlies it. One might think that it is the 
appears in cases like (77) and (789): 
(77) a.  Salte  a  un  autohus. 
jump  to  a  bus 
'I jumped on a bus.' 
h.  El  gato se  subid  a  un  arbol 
thc  cal  self  run  to  a  tree 
'The cat ran up a tree.' 
(78) a.  A  can%  e  pe mask 
a  jug  be  on the tahlc 
'Ajug is on the table.' 
h.  Universitatea  e  pe  stinga 
the university  be  to  left 
'The university is on the left.' But as we can see in (77) and (78), the preposition a or pe  differs from that prededing a 
direct object full DP in  that it has no restriction  on the DP following it. It need not be 
definitelspecific or have human reference. Despite this difference, one may still want to 
relate it to the preposition  in  some way.  For  instance, we may say that they are both 
Case-assigners. 
Aoun (1979) and Borer (1984) suggest that quite generally the clitic pronoun on the 
verb absorbs Case. On this view, the presence of the preposition-like element a or pe  is 
to Case-mark the DP that  follows  it. In  the examples in  (53), repeated  in  (79), if  a 
pronominal  clitic occurs, and hence absorbs Case for the direct object, the lack of  a 
preposition-like element to Case-mark the DP direct object would lead to a violation of 
the Case Filter (Rouveret and Vergnaud 1980), which excludes overt DPs without Case: 
(79) a.  Je  vois  la  fille 
I  sce  the  girl 
'I see the girl.' 
(French) 
b.  le la  vois. 
I  her  see 
'I see her.' 
c.  *Je  la  vois  la  fille 
I  her  see  the  girl 
'I see her the girl.' 
Suppose the Case-theoretic account for the clitic-doubling construction is correct, what 
kind of facts should we expect to see 01.  not to see in Spanish and Rumanian? 
If the clitic pronoun on the verb absorbs Case, and as a result the verb can no longer 
assign  Case, then we should expect to see that in  the absence of  a clitic pronoun, the 
verb should be able to assign Case to the full DP in  argument position. This is largely 
true, as shown in (80)-(81): 
(80) a.  Iau  asta. 
I-take  this 
'I take this.' 
b.  Caut  altceva. 
I-look-for something else 
'I'm looking for something else.' 
(81) a.  Vi  tres  inglcses  en  la  playa. 
saw  threc  Englishmen  on  the  heach 
'I saw three Englishmen on the beach.' 
b.  Vamos  ver  10s  insectos. 
go  see  the  insccts 
'Let's go and see the insects.' 
(Rumanian) 
(Spanish) 
The problem is the examples in (73) and (74), however. Here, there is no Case-absorb- 
ing clitic pronoun on the verb. We should expect not to see the preposition-like element 
a or pe in front of the direct object DP. These examples thus show that Case-assignment 
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Moreover, if the preposition-like element a or pe  in the clitic-doubling constructi 
is there to Case-mark the DP following it, Case to the DP being absorbed by the cli 
pronoun, then we should expect this element to appear in other instances where Case 
absorbed. The passive construction now becomes relevant. Recall the standard 
tion that passive morphology on the verb absorbs Case; consequently, the 
long assign Case to the direct object in argument position (Aoun 1979, 
The direct object of a passive verb therefore must move to subject 
to avoid a Case Filter violation: 
(82)  a.  Juan,  fue  visto  t,  (por todos). 
Juan  be  seen  by everyonc 
'Juan was seen hy everyone.' 
b.  Turci, au  fost  invin~i  I,  (de Stefan). 
Turks  be  be  defeat  by Stefan 
'The Turks were defeated by Stefan.' 
With respect to Case, then, the passive construction is completely parallel  to the 
doubling construction. 
But there are two facts showing that the two constructions do not have the 
Case property. First, in contrast with the clitic-doubling construction, the 
struction does  not  allow  a  direct  object  to  be  Case-marked  by  the 
element a or pe: 
(83) a.  Todos  lo  vio  a  Juan 
cvcryonc  him  saw  to  Juan 
'Everyonc saw Juan.' 
h.  *Fuc  visto  a  Juan  (por todos). 
was  seen  to  Juan  by everyone 
'Juan was seen (by everyone).' 
(84) a.  Stefan  TI  invise  pe  turci. 
Stefan  thcm  defeated  to  Turks 
'Stefan defeated the Turks.' 
b.  *Au  lbst  pe  turci  (de Stefan) 
bc  dcfcated  to  Turks  by Stefan 
'The Turks were defeated by Stefan.' 
(Spanis 
(Rumania 
Second, while  Case-absorption  by  passive  morphology  results  in  the  direct  obje t 
moving to subject position to get Case, Case-absorption by a pronominal  clitic nev  r 
does. The examples in (85), though grammatical, do not have the interpretation in whic 
the surface subject is understood  to be the direct object of  the verb, an interpretatio 
derivable on a par with passive with the direct object moving to subject position:  I 
1) 
1) 
(85)  a. *Juan,  lo  vio  t, 
Juan  h~m  saw 
'Juan was seen.' (OK 'Juan saw h~m.'  as surface form) 
h. *Jon, Ti-am  vamt  I,. 
Jon  them-have  see 
'Jon was seen.' (OK 'Jon saw them.' as surface form) This is contrary to what we would expect if the clitic pronoun  absorbs Case on  a par 
with passive morphology. The clear difference between passive and the clitic-doubling 
construction thus shows that the Case-theoretic account for passive definitely cannot be 
extended to the clitic-doubling construction; therefore, there is no reason to assume that 
the presence of a preposition-like element a or pe in the clitic-doubling construction has 
anything to do with Case. 
Return now to the French examples in (70), repeated in (86). As already mentioned, 
these examples are grammatical with a pause before the full DP in argument position: 
(86) a.  Je  la  vois, la  fille. 
I  hcr  see  the  girl 
'I see her, the girl.' 
b.  Je  lui  parle,  Jean 
I  him  talk  to  Jean 
'I talk to him, Jean.' 
(French) 
In fact, examples like (86) are also possible with other phrasal categories. Milner (1978) 
gives many examples of  PPs in  the right periphery  doubled by an adverbial en on the 
verb, very much like an accusative or dative pronominal clitic: 
(87) a.  Mon  amie  en  revient  samedi  prochain,  de  Paris.  (French) 
my  friend  from there  come back  Saturday  next,  from  Paris 
'My friend is coming back from Paris next Saturday.' 
b.  Cette  amie  en  apportc  au  patron,  des  livres. 
this  friend  of them  bring  to the  hoss  of the  books 
'This friend is bringing some books to thc hoss.' 
Apparently, the full DP in  the right periphery in  (86) is in  non-argument position, just 
like the right-peripheral  PPs in (87). From this perspective, the position  of  the clitic- 
doubled DP in (86) is thus very much like the Spanish a-phrase or Rumanian pe-phrase 
in  the clitic-doubling construction; they  all occur in  non-argument positions, although 
not necessarily in the same positions (cf. the discussion surrounding (70)-(72)). If  this is 
correct, then we can conclude that the French examples in  (86) do not differ that much 
from the clitic-doubling construction in Spanish and Rumanian. The difference between 
them is rather minimal: there is a pause before the clitic-doubled full DP in argument 
position in French and Italian, but not in Spanish and Rumanian. The conclusion seems 
plausible. French, Italian, Spanish, and (to a lesser extent) Rumanian, are closely related 
languages.  If  we  assimilated  the  French  examples  in  (86)  to  the  clitic-doubling 
construction  in  Spanish  and  Rumanian, then  the  difference  among  them  would  be 
accordingly reduced. 
The conclusion that the preposition-like element a in  Spanish or pe  in  Rumanian 
appearing in front of a direct object is not related to Case does not reveal the grammati- 
cal principle underlying its properties, however. The difficulty here is two-fold. First, 
the distribution  of  this preposition-like element is very  limited; it is the only element 
that may stand in front of a direct object. Second, DPs in other syntactic contexts are not 
subject to the conditions that the preposition-like element imposes on the following DP. 
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5.  Conclusion 
It is clear that once we delimit the confines of the general framework within which \ 
carry out our investigations, certain classes of analyses lying outside the confines wou 
be  excluded as impossible explanations of  the facts. However, the delimitation  is  n 
only  conceptual,  but  also  has  empirical  ramifications.  The  explanatory  adequa, 
constraint requires  that  assumptions  for some particular  facts  be  brought  to bear  I 
other  assumptions  in  the  same  subsystem  of  grammar  as  well  as  those  in  0th 
subsystems. With this intimate connection, facts falling under the principles  of  sor 
subsystem as well as those related to them in other substems must cluster together. 
far-reaching empirical correlate of  this is that there cannot be  a language that has f 
same set of principles but allows a different set of facts. 
In  the  discussion  of  the  various  properties  of  pronominal  clitics,  we  did  n 
formally  define  what  a  pronominal  clitic  is;  evidently  we  do  not  need  a  form 
definition of it in order to account for the properties associated with its distribution. It 
the  properties  themselves that  need  to be  accounted  for, and  a formal  definition 
pronominal  clitics  does  not  help.  I  should  like  to  point  out  that  the  properties 
pronominal clitics discussed above are but a few among their many properties, many 
which are still fairly obscure (cf. footnotes 3 and 6). Their obscurity is not helped by tl 
apparent  lack  of  other  elements  having  properties  remotely  resembling  those 
pronominal clitics. To the extent that certain ideas in the discussion above are on  tl 
right track, they are subject to further examining. It should therefore come as no surpri 
if  they turn  out to be insufficiently general  or simply incorrect, and hence have to  I 
revised or even abandoned when further related facts are brought to light. It is in  th 
sense that linguistic theory is an empirical science; the form of theory is shaped by tl 
form of the facts. This is the normal course of development of any rational inquiry, ar 
in no way do the changes we need to make invalidate the general conceptual approach. 
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On Shared Indefinite Expressions in Coordinative structures* 
Abstract 
The paper shows that shared indefinite expressions  in  coordinative constructions  may  differ  with 
respect to their referential properties. This is due to their being  either in  a focused or in a  non- 
focused shared constituent. Their different information-structural status follows from Rooth's theory 
on focus interpretation. Thus it follows that focused shared constitutents must be beyond the actual 
coordination  and  that  coordinative  constructions  with  unfocused  shared  constituents  can  be 
represented as ellipsis. In  a focused shared constituent indefinite expressions may have a specific 
and  an non specific unique reading as well  as an  non  specific distributive one. For the latter  we 
outline the idea that subjects and objects in the actual coordination form a pair of sets to which a 
distributing operator is attached. The set formation is further supported by plural pronouns referring 
to the respective set and by plural verb agreement in subsequent expressions. 
I.  Introduction 
The paper will focus on the syntax and semantics of indefinites which are contained in 
constituents  shared  by  the  conjuncts  of  a  coordinate  constmction.  Pretheoretically, 
'shared constituents'  are to be understood as constituents that are somehow present in 
all conjuncts. It depends on the respective syntactic theory whether such shared consti- 
tuents are considered to be within the actual coordination or beyond it. In  the ellipsis 
approach, the 'shared  constituent'  consists of  an overt expression and a deleted or not 
phbnologicaily expressed pendant (Wilder 1994, 1995). The overtly expressed constituent 
may either be in the initial conjunct or in the final one. The Across-The-Board-Theory 
(ATB) or the Ride-Node-Raising  Theory  (RNR), on  the other hand, consider shared 
constituents to be extracted out of the actual coordination (Williams (1978)). To give an 
impression of what is meant by ellipsis and extraposition in coordination, examples (I) 
and (2) illustrate ellipsis and examples (3) and (4) ATB and RNR, respectively. 
(I)  [ HANS hat MARIA  -1  und [PAUL  hat ANNA  seinen alten Lehrer vorgestellt] 
Hans  has Maria, Dat. k+&ha&f  and  Paul  has Anna, Dat, his old  teacher introduced. 
'Hans introduced to Maria, and Paul to Anna, his old teacher.' 
(2)  [Einen Gasti [hat SIE jedem MADCHEN  ei]l und [etmfG&+fkat ER ,jedem JUNGEN  ei vorgestellt]] 
a  guest has she to every  girl  and  +ga&  has he  to every boy  introduced 
'It was a guest that she introduced to every girl and he to cvery boy.' 
(3)  [Hans  begriiflt e, und Paul kuBt e,] [seinen ehemaligen LEHRERIi 
Hans  welcomes and  Paul kisses  his  former  teacher. 
'Hans welcomes and Paul kisses his old teacher.' 
This article will he published  as a extended version together with  Klaus von Heusinger  in the Journal 
ufSemantics this year. 
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(4)  [Einen LEHRER], [hat jeder Schiiler  ei  gelobt  und hat  jede Schiilerin e, kritisiert. 
A teacher, Acc  has every schoolboy, Nom.  praised and has every schoolgirl  criticized 
'It was a teacher that every schoolboy praised and every schoolgirl criticized.' 
One  of  the  claims  of  the  paper  will  be  that  the  syntactic  representation  of  such 
constructions as ellipsis or  ATB  or  RNR, respectively,  depends on  the  information 
structural status of the shared constituent. The same holds for the unique or distributive 
reading of indefinites being in shared constituents. 
As is commonly known, indefinites found in  the connex of  a quantifier like every 
may  have either  a  distributive  or a  unique  reading.  Similarly, indefinites  which  are 
involved ar  shared constituents in coordination can be interpreted in  this twofold way. 
But if  we take a look at the following examples, we will observe that these two readings 
are restricted by the focusing or non-focusing of the shared constituents. 
Our observations will be guided by two parameters: the focusing or defocusing of 
the indefinite and its specific or non specific reading. As will be seen in section 3.2 we 
mean by the 'specific reading'  of an indefinite that it denotes an entity that is becomes 
anchored  in  the  discourse context and by  the  'non  specific  reading'  that  the  entity 
remains un-anchored. To begin,  if  the  indefinite is in  focus, it  may have a specific, 
unique reading. This means it denotes only one entity which is contextually anchored.' 
(5)  A: Was  machten Hans und Anna und Paul und Frieda in der Galeric? 
What did  Hans and Anna and Paul and Frieda in the  picture gallery'? 
B: Hans hat  Anna  und Paul hat Frieda  [rein BILD  gezeigt] 
Hans has Anna, Dat. and Paul has Frieda, Dat. a  picture shown 
'Hans showed Anna, and Paul Frieda, a picture.' 
That the referent of the indefinite is a specific one becomes obvious when the referent 
receives additional specification. Thus the referent denoted by ein Bild can be specified 
further by the predication be by Picasso in a subsequent utterance of B such as It was by 
Picasso. This further specification indicates that there is somebody (here the speaker) 
who, being capable of  further specifiying the denotee, may identify it with an  individ- 
ual. The specificity of the referent can be proven in that it can be referred to by a singu- 
lar pronoun. It  seems nearly  trivial  to  state  such  constructions  refer  to two  specific 
pictures. If  B wanted to refer to two specific pictures he should modify the indefinite 
expression by a specificity-indicating adjective such as gewisser or bestimmter (certain) 
and he should add an overtly expressed distributing operator like jeweils  (each)  to mark 
distributivity -  cf. (6). 
(6)  Hans hat  Anna  und Paul hat Frieda  jebveils  [p ein bestimmtcs BlLD  gezeigt] 
Hans has Anna, Dat. and Paul has Frieda, Dat. each  a  certain  picture shown. 
'Hans showed Anna, and Paul Frieda, each a certain picture. ' 
Another way to refer  to two specific pictures is to give up the shared constituent  and 
instead use two specificity indicating indefinite expressions. But then it is necessary to 
insert the focused adverbial auch (too)  to prevent information-structural asymmetry, and 
one may omit the deaccented material in the second conjunct -  cf. (7). 
'  Constituents carrying the 'main'  focus accent are written in capitals, On Shared Indefinite Expressions in Coordinative Structures 
(7)  Hans  hat Anna rF ein bestimmtes BILO  gezeigt] und 
Hans  has Anna  a  certain  picture  shown  and 
Peter kitt Frieda LF  AUCH eiff lteSttffRteS &kl  &] 
Peter has Frieda  too  a  certain  picture shown 
'Ilens showed a certain picture to Anna as did Peter to Frieda 
In addition to the specific reading, the focused shared constituent in (5)B can get an non 
specific one. With this non specific reading it may get a unique as well as a distributive 
interpretation. Having the unique reading, it refers to a single referent, and when inter- 
preted distributively,  it refers to two referents. The two referents as well as the single 
one cannot be referred to by a pronoun like it or them in a subsequent sentence such as 
Anna and Frieda liked itlthem. Instead, the referents can only be referred to by a defi- 
nite expression like the picture or the pictures, respectively. 
But notice that a singular pronoun in a subsequent sentence may be coreferent with 
a distributively interpreted indefinite if it is in the connex with a plural set. 
(8)  Erst  kaufte  Hans Maria  und Paul Anna  bin  AUTO] und dann habcn Marla und 
First bought Hans Maria, Dat. and Paul Anna, Dat. a  car  and  then havc  Maria and 
Anna es angemeldet. 
Anna  it  registered 
'First, Hans bought Maria, and Paul Anna, a car and then Maria and Anna rcg~stered  it.' 
Beyond the specific unique reading  where one car is  bought,  the clause First, Hans 
bought Maria, and Paul Anna, a car. can have a distributive one, where both Maria and 
Anna received a car. What we may assume here is that the set denoted by the conjunc- 
tion Maria and Anna in the conjoined clause somehow inherits the distributivity so that 
it can get the interpretation that Maria and Anna each have registered their respective cars. 
Turning now to indefinites appearing in  totally unfocused shared constituents, we 
may state that the indefinite cannot have a specific reading and that there is no context 
in which it could be interpreted as denoting only one non specific subject. 
(9)  A: Wer  hat  wem  ein Bild  gezeigt? 
Who has who, Dat.  a picture shown? 
'Who showed a picture to whom'!' 
B:  [F HANS] hat [F ANNA]  und  [F PAUL]  hat [F FKIEDA]  ein Bild  gezeigl 
Hans  has  Anna, Dat.  and  Paul  has  Frieda, Dat. a  picture shown. 
'Hans showed Anna, and Paul Frieda, a picture.' 
The only possible interpretation is that Hans showed some picture to Anna and that Paul 
showed some picture to Frieda. Both pictures can be referred to by a definite description 
like die Bilder (the pictures) in a sentence following (9)B such as By the way, Atznu and 
Frieda liked the pictures. This means that the indefinite in an unfocused constituent can 
hardly serve as an antecedent for a pronoun as sie  (they)  like in  Sie huben Annu  und 
Frieda gefallen (Anna and Frieda liked them). And unlike the focused shared indefinite 
in  (8), an unfocused shared indefinite cannot be coreferent with a singular pronoun in 
the scope of  a plural set. 178  Krrrtin Schwabe 
Finally, it is worth pointing out that  an unfocused indefinite which is in  a shared 
constituent containing a focused constituent may have a unique and a distributive non 
specific reading. 
(10) A: Wann hat  Paul Anna  und hat Hans Frieda  ein Bild  gezcigt? 
When has Paul Anna, Dat. and has Hans Frieda, Dat. a  picture shown 
'When did Paul show Anna, and Hans Frieda, a picture?' 
B:  Paul hat Anna  und Hans hat Frieda  [~arn  SONNTAG]  ein Bild  gezeigt 
Paul has Anna, Dat. and Hans has Frieda, Dat. on Sunday  a  picture shown 
'It was on Sunday that Paul showed Anna, and Hans Frieda, a picture' 
The B-construction can be  interpreted either as that  Paul  and  Hans showed one non 
specific picture to Anna and Frieda on Sunday, or that they, on the same day, showed 
two non specific pictures. 
To sum up, we may state that  shared  indefinite expressions found in  a focused 
constituent may have both a specific and an non specific reading. The specific interpre- 
tation  coincides with  the reference  to only  one individual  whereas  the  non  specific 
interpretation is not restricted with respect to the distributive or unique reading. The non 
specific distributive or unique reading is also possible if  the indefinite is non-focused 
and contained in a shared constituent which itself contains a focused constituent. On the 
other hand, indefinites in totally non-focused constituents can only have an non specific, 
distributive reading. Further, only indefinites found in focused shared constituents are 
accessible to pronouns whereas indefinites appearing in  a non-focused shared constitu- 
ent can only be coreferent with definite expressions. 
(1 I)~  [F ... indef. DP ...I  [ .F  ... indef. DP ...I 
[ [p  XI  ... indef. DP  ...I 
specific  1, *2 
non specific  1,2 
These observations raise questions like: First, why is the unique reading of  the indefinite 
restricted  to  its  being  in  a  shared  constituent  which  is either focused  or contains a 
focused constituent? Second, why does the distributive reading coincide with non specific 
indefinites? Third, why do unfocused indefinites not allow a specific interpretation? And 
finally fourth, why do pronouns only have access to focused indefinites with a specific 
reading, whereas non specific indefinites can only be coreferent with definite expressions? 
These questions raise considerations which we will deal with in the following. In 
Section Two, we will present the preliminaries for the explanation that the unique and 
the distributive reading depend on an  information structure theory which demands that 
the conjuncts in coordination must be symmetric with regard to information structure. 
We will further see how information structure is anchored in  syntax. Then, in  section 
Three, we will sketch a theory of  indefinites that is adequate for the referential  behav- 
iour of indefinites in  shared constituents. And finally, because the referential behaviour 
of focused shared indefinites as well as number agreement and restrictions on anaphoric 
expressions in subsequent sentences will lead to the idea of  a certain set formation, we 
will elaborate this idea with its semantic and syntactic consequences. 
The numbers  I  and 2 label the unique and the distributive reading. On  Shared Indefinite Expressions in Coordinative Structures 
2.  Information-Structural Symmetry in Coordination 
In this section we will set the preliminaries for an explanation for the variations in refer- 
ential  behaviour  seen  in  focused  and  unfocused  shared  indefinites  in  coordinative 
structures and for the differing anaphoric expressions in subsequent sentences. As we 
will see in the next section, the unique interpretation of the focused shared indefinite is 
only possible if  the constituent containing the indefinite is somehow beyond the actual 
coordination. This extraposition  is derived by  a principle which is independent of the 
interpretation  of  the  indefinites.  This  principle,  which  results  from  Rooth's  (1992) 
Theory of Focus Interpretation, demands that  all conjuncts be parallel with regard to 
their information ~tructure.~ 
The information  structure of  a sentence is regarded  as the syntactically indicated 
information packaging of a sentence. Focus is realized by that accent which goes to the 
most accentuable syllable of the focus constituent, or in other words, to the focus expo- 
nent. The focus exponent is a syntactic  category associated via focus projection with 
a focus feature. This focus feature is assigned freely to a syntactic constituent and thus 
forms a focus domain. While in the case of narrow focus the focus exponent and the focus 
domain match, where the focus is wide the focus feature projects to the focus exponent. 
To come back to information structural symmetry in  coordination, this means that 
the conjuncts match  with respect to their background information  and the number  of 
their  focused constituents. Each  focused  constituent  in  one conjunct corellates  to  a 
focused alternative in  another conjunct. This parallelism follows from Rooth's  theory, 
according to which each focus feature is interpreted at LF by a focus operator written -. 
As for the examples mentioned here, the interpretation takes place at the level of  the 
CP-node which is minimally dominating the focused constituent. 
(12) [CP[[HANS]F  schreibt [seiner MUTTERlr;einen Brief]? -  p4]  und 
Hans  writes  his  mother  a  letter  and 
.  . 
[,y[  [FRITzIF-  [seinem VATER],]d  -p3] 
Fritz  writes  a  letter  his  father 
'Hans is writing his mother, and Fritz his father, a letter.' 
The focus operator has two arguments: the left one is the overt first conjunct Hans is 
writing a letter to his mother, and the second is non-overt and represented as a proposi- 
tion variable p. This variable corresponds to the other overt conjunct Fritz  is writing his 
father  a letter, which  is coindexed  with this corresponding  proposition  variable.  The 
semantics of  the focus operator introduces two conditions. The first one demands that 
the proposition of the conjunct serving as the instantiation of the proposition variable p 
must belong to the same focus  semantic value as the proposition of the conjunct which 
is the overt argument of  the focus operator. The focus semantic value of  a sentence is 
defined by Rooth as a set of propositions which is, informally speaking, derived from 
the semantic value of the sentence in such a way that the positions of the sentence occu- 
pied by focused constituents are substituted by variables. For both conjuncts in (12) the 
focus semantic value is therefore: 
' As to semantic parallelism in coordinative structures cf. Lang (1984) (13) i.  {write (x) (y) (a letter)  I x, y  E  E) ,  with E as individual domain 
ii.  'x write y a ~etter'~ 
To prevent variables x and y from being instantiated identically in  both conjuncts, the 
focus operator introduces a second  condition. This condition demands that the instan- 
tiation  of  p,  namely  the  proposition  of  the  other  conjunct, differ  from  the  overtly 
expressed proposition. This second condition  is fulfilled by the different meanings of 
the focused constituents. Thus, just  as the first conjunct serves as an alternative to the 
second, the second conjunct serves as an alternative to the first. 
In demanding an alternative via the instantiation of the propositional variable p, the 
focus operator relates the overtly expressed proposition to the context, which  should 
render at least one value for p. The focus operator induces coordination if  there is some 
need to  express one or more alternatives. Further,  in  requiring  identical  non-focused 
parts of the conjuncts in coordination, the focus operator and/or the focus feature create 
semantic redundancy which can be avoided by ellipsis. 
(14)  [F HANS] hat [F ANNA]  und [F PAUL] hat [F FRIEDA] ein Bild  gezeigt. 
Hans  has  Anna, Dat.  and  Paul  has  Frieda, Dat.  a  picture shown. 
'Hans showed Anna, and Paul Frieda, a picture.' 
There are, however, cases which seem to contradict the focus semantic theory applied 
here. What we have in mind are constructions like (5),  (8), (lo),  and (15). 
(15) HANS  hat  ANNA  und FRITZ hat PAULA  Lr  ein BlLD  gczeigt] 
Hans  has Anna, Dat.  and Fritz  has Paula. Dat.  a  picture shown 
'Hans showed Anna, and Fritz Paula, a picture.' 
If these constructions consisted merely of two conjuncts they would be asymmetric with 
regard to their information structure. Thus in (15) the first conjunct Huns hat Anna has 
two focused constituents, namely  Hans  and Anna, and the second conjunct Fritz  hat 
Paula  ein Bild  gezeigt contains three focused constituents,  Fritz, Paula  and  ein Bild 
gezeigt. Because both conjuncts differ with respect to their focus semantic values, such 
configurations should be ruled out. But these constructions  are fully acceptable. It  is 
therefore necessary to find a syntactic representation that fits the focus semantic theory. 
This can be achieved if  we imagine the focused shared constituent ein Bild gezeigt as 
being beyond the actual coordination, see (16). 
The coordination format here follows the ideas of  Grootveld  (1994) and te Velde 
(1996). Without going into detail, symmetric coordinative constructions are represented 
there  in  a third  dimension, which  is  indicated  here  by  dotted  lines.  Like Biiring  & 
Hartmann (1998) and te Velde, we adjoin the coordination Phrase &P to a constituent of 
the first conjunct. Here the coordination Phrase &P is adjoined to CPI, and thus creates 
CPlb. Due to the threatening information structural mismatch, the focused constituent 
ein Bild  gezeigt  is  beyond  the  actual  coordination,  i.e.,  beyond  the  so-called  third 
dimension. 
4  To simplify matters, we use (ii)  as the representation or  the focus semantic value On Shured Indefinite Expressions in Coordinative Structures 
(16) 
und  / ' 
Pcter<b 
L-& 
Let us now turn to the focus interpretation of (16) and there first to the focus interpreta- 
tion of CPlb.  We will notice that  it is well  formed with regard to its focus structure. 
According  to  the  focus  interpretation  theory,  each  conjunct  shares  the  same focus 
semantic value and  each conjunct renders  alternative  values  for the  variables  in  the 
focus semantic value -  cf. (1  7). 
Proceeding to  the focus interpretation of  the whole  construction  as shown  in  (18),  it 
should become clear that the actual coordination phrase CPlb can be seen as the back- 
ground (B) to the extraposed, focused VP. The latter  is marked with a focus feature 
interpreted as a focus operator in CP,,, the upmost node of the construction. 
(18)  CPk -  P, - 
CPlb  vP<t,i 
LLx 
B  & 
ein Bild gezeigt 
As we may remember, the focus operator demands an instantiation for its second argu- 
ment-here  the proposition  variable pg-that  differs from the semantic value of CP,,. 
Because the instantiation of px  is not expressed within the construction, it must be found 
in  the  preceding  or  subsequent  discourse.  Imagine  a  discourse  where  the  following 
sentence could be a suitable alternative to (18): 
(19) Sie  haben ihnen  [cinen FREUND  vorge~tellt]~ 
They have them, Dat. a  friend, Acc.  introduced 
'They introduced a friend to them.' 182  Kerstin Schwabe 
Here the focused VP renders an alternative to the focused VP in (18). As we have seen, 
constructions like (18) on the one hand contain coordinated phrases which are mutual 
alternatives, and, on the other, behave like configurations which do not contain coordi- 
nation because the coordinate phrase serves as the background  to a focused VP. The 
alternative to the whole construction must be found in  the discourse. In contrast to this 
extrapositional  construction  type,  coordinations  where  the  shared  constituent  is 
unfocused, do not require the shared constituent to escape the actual coordination. These 
constructions can be represented syntactically as ellipses. In  the following, we will see 
that we need the extrapositional construction type to explain the referential interpretation 
of shared indefinites as well as the type of anaphoric expressions corresponding to them. 
3.  Indefinites in Extraposition and Ellipsis 
3.1  Preliminaries 
The theory of indefinites used here should serve serveral purposes. First and foremost, it 
should be able to explain the referential behaviour of  indefinites in  shared constituents 
as well as their sensitivity towards focusation. Second, it  should be appropriate for all 
uses of  indefinites including their 'scopal'  properties. Third, it should explain the simi- 
larities and differences between  indefinite and definite descriptions. Fourth, it  should 
account for the capacity of  indefinites  to  change the context. And  fifth, it  should, if 
possible, render only one lexical entry for all uses of indefinites and not repeal syntactic 
restrictions. The theory which seems best suited to serving all these purposes is the one 
elaborated by  Heusinger  (1997), who,  like Winter (1996,  1997) and  to  some extent 
Reinhart (1995b, 1997), considers indefinites to be individual  terms. In  contrast to the 
pure  quantificational approaches,  where  all  indefinites  are represented  as  existential 
generalized quantifiers, this theory may explain all scopal properties of  indefinites and 
does  not  cancel  syntactic  island  constraints  because  it  manages  without  quantifier 
raising.'  Compared to approaches anchored in dynamic semantics, where indefinites are 
treated  as  free  variables  over  individuals  in  the  extension  of  the  N'-predicate, 
Heusinger's  theory allows us to deduce a lexical entry for indefinites. And unlike the 
mixed  approaches,  where  indefinites  are  thought  to  be  both  existential  generalized 
quantifiers and individuals -  cf. Fodor & Sag (1982) and Reinhart (1995b), this theory 
may  provide  a  unified  lexical  semantic representation  for indefinites,  thus  avoiding 
lexical  ambiguity.6 Finally,  with this theory  we may explain  the focus sensitivity  of 
indefinite expressions, i.e., their different referential properties depending on whether or 
not they are focused. 
For  a  discussion  of  indefinites  as  existential  generalized  quantifiers  or  individuals  sec  Reinhart 
(1995b), Winter (1995) and Heusinger (1997). 
6  Discussing Reinhart (1995a), Winter  (1995) shows that there is no need  for her  mixed  approach in 
treating  idefinites as individual terms represented  as a variables over choice  lunctions  that can be 
existentially quantified anywhere, and in attaching a distributive opelator to plural sets. On Shared indefinite  Expressions in Coordinutive Structures  183 
Following Heusinger (1997), we regard both indefinite and definite descriptions as 
indexed epsilon terms '&,x  Px'. They consist of the description P, the referential variable 
x, the epsilon operator & indexed with a context index variable i, which denotes a situa- 
tion. Each situation is characterized by a salience hierarchy, i.e. by  a ranking among 
subjects of the same sort. The epsilon operator is interpreted as a choice function which 
selects a subject from the ~ontext.~  The idea of  interpreting indefinite expressions as 
choice functions, also found in Reinhart (1995b) and Winter (1996), traces back to Hilbert's 
program to eliminate quantificational mechanisms from logic (Hilbert & Bernay (1939)). 
The subject chosen  by  the choice function  must  somehow  be  embedded  in  the 
context. If  we distinguish  between  the  speaker's  context and the common discourse 
context, it must be possible to anchor the subject selected by the choice function at least 
in the speaker's c~ntext.~  As for definite expressions, they express that the subject they 
denote is already anchored in the common discourse context, and anchored there as the 
most salient subject having the description P. This is  represented  in  that the epsilon 
operator has a context index which denotes a certain salience hierarchy. Being anchored 
in the context and linked to a salience hierarchy  as the most salient subject, the subject 
can be identified with an individual. 
Indefinites,  on  the  other  hand,  express  that  the  subject  chosen  by  the  choice 
function is  independent  from a certain  salience hierarchy.  Thus if  the  context index 
variable i is not bound by another operator, it must be existentially quantified. Being 
bound  by  an operator means that the subject is not anchored in  the common discourse 
context. It is this status of  being or not being contextually anchored that distinguishes 
definite and indefinite descriptions linguistically. That context subjects are not anchored 
by indefinite expressions does not mean that they may not get anchored at all. Indeed, 
they must be anchored if  a subject is to serve as a topic in the following discourse. The 
subsequent text may then specify them more and more until they are specific enough to 
be identified with an individual. Another need for the subject's context anchoring arises 
if  it can  be  identified with an  individual given by the situational utterance context. In 
this case the subject cannot escape from being anchored in  this context. This is what 
may be called the deictic use of an indefinite. That the subject denoted by the indefinite is 
anchored in the situative context is formally expressed in that the context index variable is 
substituted by the index denoting the salience hierarchy given by the situational context. 
If a subject is anchored in the context as the most salient subject, it may be referred 
to  by  a pronoun. Following Heusinger (1997:161ff.)  again, pronouns  are considered 
here to be epsilon terms like definite and indefinite expressions, but lacking a descrip- 
tion.  What  further  distinguishes  pronouns  from  indefinite  expressions, is  that  their 
epsilon  operator  has  a  context  index. This  means  that  the  pronoun,  like  a  definite 
expression, picks up the most salient contextually anchored subject. Being referred to 
by  a pronoun, the subject denoted by the indefinite gets anchored as the most salient 
subject in  the context. In this role, the indefinite contributes to the modification  of  a 
'  Following Dekker (I997), we use the term  'subject'  to refer to epistemic representatives of  indivi- 
duals. Whereas individuals exist in the world and are therefore total objects, suhjects are partial objects 
because the entity they represent need not be identified. They may, however, hecome total objects and 
at which point they correspond to real individuals. 
R  Cf. the licensing definition in Dekker (1997) and (1999). 184  Kerstin Schwahe 
given salience hierarchy, i.e. the context index i is extended to i*. If  the pronoun refers 
to this subject, the pronoun's context index is identical with i*. 
In that, on  the one hand, the  indefinite expresses that the  subject chosen  by  the 
choice function is not anchored in the common discourse context and that, on the other, 
the subject may become anchored by some discourse need or even must be anchored 
because  of  a  situatively  given  individual,  we  get  the  impression  that  the  indefinites 
introduce new  context anchored subjects. But what indefinites really  do is enable the 
anchoring of new subjects in the context and the change of  a given salience hierarchy. 
Whether or not these subjects are anchored is dependent on the di~course.~ 
Subjects need not be anchored if they are not relevant for the discourse. Then, they 
may disappear from the discourse. Moreover, subjects may even be blocked from being 
anchored. This happens  when  they are in  the  scope of  a quantifier  which  has  some 
distributing force. Subjects that are not anchored cannot be further specified and iden- 
tified with an individual, and they cannot be referred to by pronouns because pronoun 
coreference requires an anchored subject. 
Saying that an indefinite is underspecified with regard to the ability or inability of 
the subject it denotes to be anchored in  the context, is only sensible if  the subject has 
not been anchored there before. The subject must be new, at least for the recipient of the 
utterance. From this it follows that the indefinite expression must be contained in a con- 
stituent  representing  presentational  or new  information  focus.  Conversely, it  is  only 
when the indefinite is included in  a presentational focus constituent that the subject it 
denotes may be anchored.''  That it need not be anchored has already been seen. 
Thus arises the question  how  to explain  an  indefinite which  is not  in  a focused 
constituent.  Recall  that  the  genuine meaning  of  an  indefinite  is  that  the  subject  it 
denotes is not anchored  in  the context.  Being unfocused,  and  therefore  in  the back- 
ground, the indefinite tells us that the subject denoted by it was not previously anchored 
and it reveals why this is so. As the reasons for not being anchored are still alive, the 
subject denoted by an unfocused indefinite cannot for the time being be anchored. This 
is  what  creates  the  seeming  incapability  of  unfocused  indefinites  to  anchor  new 
discourse  subjects.  Metaphorically  speaking,  unfocused  indefinites  are  second-hand 
indefinites in that they again denote an non specific, not anchored subject." 
Saying that unanchored subjects do not create discourse objects and therefore can 
hardly be referred to by pronouns - cf. (20.i) - does not mean that these subjects are lost 
forever. They can be retrieved by topicalization. This may happen, for instance through 
the use of a definite expression - cf. (20.ii). 
(20) i.  First every chlld read a book and then one child talked about*them. 
ii.  First every ch~ld  read a book and then, one chlld talked ahout the hooks. 
Y  Reinhart (1997:388)  also points out that discourse properties  are  not coded in  the syntax  (or formal 
semantics) of indefinites but that the latter enable certain discourse uses. 
'O  This  correlates  to Ekkardt's  (1996)  'Existential  Focus Hypothcsis'  that  an  indefinite  is interpreted 
existentially iff it is in the presentational focus domain and generically if it is outside this domain. 
I I  Krifka  (1998:l)  introduces  the  term  'non-novel  indefinites'  to  relate  to  indefinites,  which 
"  ...  presuppose their discourse referents". On  Shared indefinite Expressions in Coordinafive  Structures  185 
What happens here is that  the definite expression  the  books  in (ii) denotes a subject 
which  is a set of  books  and  which  must  be  anchored in  the context. Of  course, this 
subject was not anchored by the indefinite expression a book in the foregoing sentence. 
Instead, the set is formed by the non specific subjects corresponding to each patient of 
the reading events. In  that this set can become a topic through the use of  the definite 
expression,  we  may  say  that  the  definite  expression  topicalizes  a  non-contextually 
anchored subject and makes it contextually anchored." 
To repeat, indefinites are non specific per se in that they denote subjects which are 
not  anchored in  the previous context. If  these  subjects  get anchored, which  is  only 
possible if the indefinite is in focus, they are then added as new subjects to the context. 
These new contextually anchored subjects can serve as a topics and may thus be referred 
to by pronouns. Because they can be anchored, and thus referred to, we can say that the 
indefinite has a specific use. If  the subject the indefinite denotes, is not anchored, the use 
of the indefinite is non specific. Unfocused indefinites are always non specific because 
they denote subjects which for some particular reason were not previously anchored. 
3.2  Indefinites in Extraposition 
Having  outlined the  fundamentals, we may now  turn  to  the  interpretation  of  shared 
indefinites. Disregarding the information structure for the time being, we can see that an 
ellipsis  like  (21),  has  the  same  semantic  form  as  the  corresponding  extraposition 
structure as  in  (22) - cf.  (21.ii) and (22.iii).  Without  going  into  detail, the omitted 
constituent in the ellipsis construction is interpreted here as a copy of its antecedent. 
(21)  i.  [Hans? hat Mariar;  etr&%&  und [Paulr hat Annar  ein Bild  gezeigt] 
Hans  has Maria, Dat. a picture shown  and  Paul  has Anna, Dat. a  picture shown 
'Hans showed Maria, and Paul Anna, a picture.' 
ii.  Show (hans)(maria) ci  x Picture(x) & Show (paul)(anna) E, x Picture(x) 
(22) i.  [Hans hat Maria Pi  und Paul hat Anna Pi  1  IF ein Bild gezeigtli 
ii.  hP [ P (h)(m)  & P (p)(a)]  hyhz [ Show(z)(y) cix Picture(x)] = 
iii. Show (hans)(maria) ei  x Picture(x) & Show (paul)(anna) ei  x Picture(x) 
Because the context index variables must be existentially quantified, they can either be 
bound by the same operator as in (23.i) or bound by an own operator -  cf. (23.ii). 
(23)  I.  3i [Show (h)(m) Eix Picture(x) & Show (p)(a) Eix Picture(x)J 
ii.  3i  [Show (h)(m) eix Picture(x)] & 3i [Show (p)(a) e,x Picture(x)] 
Recalling the data from Section One which described the variant types of  referential 
behaviour shown by indefinites in  coordination, we may state that  (23.i) seems to be 
appropriate for the construction with the unique reading of the indefinite and that (23.ii) 
gives us the distributive reading. What is not clear, however, is how we may arrive at 
these two versions from the identical representations (21  .ii) and (22.iii). 
''  Concerning  the  various  access  routes  of  pronouns  and  definite  expressions  to  their  antecedents, 
compare Reinhart's accessibility theory (Reinhart (l995b)). This forces us to include the focus semantic interpretation in the semantic interpre- 
tation of indefinites in structures like (21) and (22). Lets us first turn to the so-called 
extrapositional  structures, as in (22.i), where the indefinite expression is included in a 
focused constituent. Recall that in Section Two we regarded the actual coordination as 
the  background  with  regard  to  the  extraposed  constituent  (the  constituent  standing 
apart). As we may see in example (22.ii), the background does not contain an indefinite 
expression  and therefore  it is not presupposed that the indices of  the epsilon terms in 
(22.iii) are each bound  by  an existential  quantifier. The background  character of the 
actual coordination  thus  prevents  a representation  like (23.ii).  The only possibility  is 
that the existential operator has  the whole coordinative expression  in  its  scope, as in 
(23.i), repeated here as (24): 
(24) 3i [Shorv (h)(m) ~x Picturc(x) & Show @)(a) E;X Picture(x)] 
This is exactly the form we need to interpret the indefinite expression as being capable 
of denoting one subject that can be anchored in the context. This is what we in  Section 
One called the unique denoting of  the indefinite. If  the subject gets anchored  in  the 
context, it becomes specific  and can  be  referred  to  by  a pronoun  as we observed  in 
Section One with regard to (5)B: 
(25) B:  Hans hat Anna  und Paul hat  Frieda  [~ein  Bild  gczeigt] 
Hans has Anna, Dat. and Paul has Frieda, Dat.  a piclure shown 
'Hans showed Anna, and Paul Frieda, a picture.' 
Es war von Picasso. 
It was by Picasso. 
In Section One, focused indefinites were considered to be either specific or non specific. 
Building  on the prerequisites  given  in  paragraph  3.1, we may now  be  more precise. 
Focused  indefinites  are non  specific, per  se, but  allow  an  non  specific  or a specific 
reading depending on the context. The latter case presupposes that the subject denoted 
by the indefinite gets anchored in the context. This, as in (25), can be witnessed by a 
coreferential pronoun. If, on the other hand, the subject denoted by the indefinite is not 
relevant for the further discourse so that  there  is  no need  for it  to  be anchored, the 
indefinite remains non specific. This can be shown by the B's-sentence of example (10) in 
Section One repeated as (26)B if we imagine the sequence (26) as a continuation of (22). 
(26) A:  [F Wann] hat  Hans Maria  und hat Paul Anna  ein Bild  gczeigt'! 
When  has Hans Maria, Dat. and has Paul Anna, Dat. a picture shown 
'When did Hans show Maria, and Paul Anna, a picture'?' 
B:  Hans hat Maria  und Paul hat Anna   am Sonntagl ein Bild  gczeigt. 
Hans has Maria, Dat. and Paul has Anna, Dat, on  Sunday  a picture shown 
'Hans showed Maria, and Paul Anna, a picture on Sunday.' 
Turning to the so-called non specific, distributive reading of focused shared indefinites, 
which was observed in the first Section, the question arises how such a reading can be 
derived from a representation like (24), which was said to be the only possible one for 
extrapositional stmctures. On Shared Indefinite Expressions in Coordinurive Strucrures 
3.3  The Idea of Set Formation in Coordination 
We enter this section with the unsolved question of how to derive the distributive read- 
ing of focused shared indefinites in constmctions like (22) or (24). Being extrapositional 
constructions with the indefinite expression beyond the actual coordination, the context 
indices  given  by  the semantics of  the  indefinite cannot  be  bound  by  two existential 
operators  each having one conjunct in  its scope. Now  it is not only the need for the 
derivation of the distributive reading of focused shared indefinites but also other pieces 
of  evidence that force us to  reconsider the semantic representation  of  extrapositional 
structures like (22). 
What we have in  mind  is first  the  behaviour  of  pronouns  towards contextually 
anchored subjects being denoted by  expressions in  the so-called actual coordination. 
Notice in the following example that the singular possessive pronoun contained in the 
shared  focused  constituent  can  hardly  refer  to  any  contextually  anchored  subject 
denoted by the syntactic subjects in the actual coordination. 
(27) Hansi hat Anna  und  Fritz, hat  Paula  [sein.i~.~/kBl~~  ge~eigt]~. 
Hans  has Anna, Dat. and  Fritz  has Paula, Dat. his  picture shown 
'Hans showed Anna, and Fritz Paula, his picture.' 
What prevents the sloppy reading in  (27) is that the possessive expression is contained 
in  a focus phrase that is beyond the actual coordination. We already know the reasons 
for the position  of  the  shared focus phrase. Recall  that  within  the  framework  of the 
focus interpretation theory, the focus phrase should have a focused pendant in the first 
conjunct. This, however, is not the case. The focus phrase must therefore be beyond the 
actual coordination. Being thus in  extraposition, the possessive pronoun can only refer 
to a contextually anchored subject which  is not denoted by either syntactic subject of 
the actual coordination. 
If, on the other hand, the shared constituent  is not focused, there is no need for 
extraposition and sloppy identity now becomes possible.'" 
(28)    HANS,]^  hat [ANNAIF  und [FRITZ,], hat [PAULAIF  seinjlkBild  gezeigt. 
Hans  has  Anna, Dat. his  picture  shown and  Fritz  has  Paula, Dat. his picture shown 
'Hans showed Anna, and Fritz Paula, his picture.' 
It  is,  however,  possible  to  substitute  a  plural  possessive  pronoun  for  the  singular 
pronoun in (27). 
(29)  [cplc [C~~~[[CPIa  Han* hat Anna PI [apund [CPZPaulj  hat Maria PI] LFihr,+,  BILD  gezeigt] 
Hans  has Anna, Dat. and  Paul has Maria, Dat. their picture shown 
'Hans showed Aooa, and Paul Maria, their picture.' 
From this we may conclude that the agents somehow form  a set to which the plural 
pronoun can refer. This set formation of the agents prevents the singular possessive pro- 
noun in (27) from referring to one of the agents in the coordinative construction. The next 
example also shows that a plural pronoun in the focused shared constituent refers to a 
set which is now formed by the subjects denoted by the syntactic objects Anna and Maria. 
13  For a more detailed analysis of sloppy identity cf. Tancredi (1992) (30) [CPI,  [CPI~[[CPI~  Hans hat Anna, PI [a~und  ICPZP~UI  hat Marla, PI1 
Hans has Anna, Dat.  and  Paul has Marla, Dat. 
[p uberredet,  daB  sieq  mit  ins   KIN^  gehen]] 
persuaded  that they  along  to the movies go 
'Hans has persuaded Anna, and Paul Maria, that they should go along to the movies 
Once again, a sloppy reading is only possible if the shared constituent is not focused 
(31)  [c,l,H~~s  hat ANNA,  uberredet, daR  sie, mit  ins  Kino  gehtl 
Hans  has Anna, Dat. persuaded that she along to the movies, Sg, go 
[aP  und [Cp,  PAUL  hat MARIA,  uberredet, daR  sie, mit  ins  Kino  gehtlll 
and  Paul  has Maria, Dat. persuaded that she along to the movies, Sg. go 
'Hans has persuaded Anna, and Paul Maria, that she should go along to the movies.' 
Here the  focus interpretation  theory  allows for the shared  constituent  to  stay  in  the 
coordinative phrase and to have an elliptical pendant. 
Now let us turn  to another piece of evidence supporting extrapositional construc- 
tions with shared focused constituents and the idea of set formation. If  in  the German 
coordinated subordinate clauses the VP is focused, the finite verb may agree in number 
with the set of agents provided these are in the background coordinate phrase. 
(32) Bist du  sicher, dab Hans den Saft  und Fritz den Wein  GESTOHLEN  haben? 
Are  you sure  that Hans the juice, Acc. and Fritz the wine, Acc. stolen  have, PI.? 
'Arc you sure that Hans STOLE the juice and Fritz the wine'?' 
Ich glaube  eher,  daR  Hans den Saft und Fritz dcn Wein [F~~~~~~  hahen] 
I  believe rather that  Hans the juice and Fritz  the wine  hought  have, PI 
'1 rather believe that Hans BOUGHT the juice and Fritz the wine.' 
This exan~ple  shows that the subjects denoted by the syntactic subjects Hans and Fritz 
form a set with which the verb morphology agrees in number. If, on the other hand, the 
VP is not focused, extraposition is not necessary, so that ellipsis in  the first conjunct is 
allowed.  Set formation  of  the  agents of  the conjuncts  does  not  happen, and in  each 
conjunct the verb agrees in number with the singular syntactic subject. 
(33) Bist du  sicher, daR  HANS  BIER  und FRITZ  WEIN  gekauft hat'! 
Are  you sure  that Hans beer, Acc. and Fritz wine, Acc. hought has, Sg.? 
'Arc you sure that Hans bought beer and Fritz wine?' 
Na,  ich glaube  ehcr,  daR HANS  SAm &mMa+  und FRITZ  MILCH gekauft hat. 
Well,I  believe rather that Hans juice hought has, Sg, and Fritz  milk  bought has, Sg. 
'Well, I rather believe that Hans bought juice and Fritz milk.' 
Pursuing the question of pronoun interpretation and number agreement has led us to the 
idea that both the agents and the patients in constructions like (29), (30) and (32) each 
form  a  set. But  how  should  we  construe this  set  formation? Consider, for instance, 
example (29), repeated as (34): 
(34)  [~p,~[[~pl~  Hans, hat Anna PI [&~und  [CPZPauli  hat Maria PI] [pihr,, BILD  gczeigt] 
Hans  has Anna, Dat. and  Paul has Maria, Dat. their picture shown 
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We have in the actual coordination, CPlb,  two sets, one containing the individuals Hans 
and Paul and the other containing Anna and Maria. This means that there are two possi- 
ble ways of interpreting the actual coordination. The first one relates to a set of the pairs 
<ham, anna> and <pad, maria>. Then this interpretation is converted into a pair of two 
sets. <{ham, paul}, {anna, maria}>. It is important to point out that the derivation of the 
pair of sets is only possible if the coordinative phrase in which it is contained is back- 
ground. With this  information  structural status, it is no longer relevant  which  agent is 
related to which patient. 
Now  there  are at  least  three things  which  have  to  be  shown. First, what  is the 
semantic  mechanism  that  enables the  derivation  of  the  set formation  of  agents  and 
patients  from the  set  of  pairs?  Second, how  is  it  possible  to  keep  the  pair-of-set- 
interpretation transparent vis-h-vis the set-of-pairs-interpretation? It is essential that the 
pair-of-set-interpretation  not be allowed to correspond to the pairs <Hans, Maria> and 
<Paul, Anna>. The pair-of-set-representation  as well its transparency vis-8-vis the set- 
of-pairs-representation  are still under consideration, so that no conclusive statement is 
possible here.14 Assuming set formation of the agents on the one hand and of patients on 
the other, we seem to be on the right track. This becomes obvious when we recall the 
coreferential behaviour of  pronouns and the number agreement of  sentence final verbs 
with respect to the syntactic subjects in the actual coordination, which  in turn must be 
background. We will see below that set formation is useful in attaining the distributive 
reading of an indefinite expression contained in the shared focused constituent. 
The third challenge concerns the syntactic representation  of the so-called extraposi- 
tional construction. As you might remember it was thought to be a construction consisting 
of conjoined clauses each containing a trace of the extraposed focused shared constituent. 
The traces were interpreted as a variable P - cf. (16). With this syntactic representation, the 
conjuncts are conjoined propositions. But what we need are conjoined pairs or a pair of con- 
joined sets. One possible way to represent this in  the generative syntactic framework used 
here would be to take the expression 'shared constituent' literally. This is accounted for by 
a syntactic representation for shared constituents recently elaborated by Wilder (1998) ac- 
cording to which identical constituents may merge under certain syntactic conditions. Adopt- 
ing this idea to constructions like (22), we get the following syntactic representation:" 
Hans  ---. 
VP,, 
ein BILD  gezeigt 
l4  An acccss to  creatc a formalism which can managc this problem  has hcen pointed  oul to me by R. 
Naumann (p.c.). 
"  Notice that the syntactic representation deviates from Wilder's idea in the coordination of CP,,and &P. 
He doesn't  assume a third  dimension and  for  him  the  first conjunct is  in  the Spec-position of  the 
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It seems feasible to show that this representation is in agreement with the focus seman- 
tic theory by observing that conjuncts CP,, and CP2  may serve as alternatives, that they 
share the same focus semantic value, and that the focus feature of the VP is interpreted 
in CPlb.  Thus the focus operator need not find the instantiation of the variable within the 
coordination, but may find it beyond the entire construction - cf. (19). 
Leaving the syntactic representation aside and looking at its semantic interpretation, 
we realize that  the shared predicate can  be  applied to  its  agent and patient  argument 
only if the agents and the patients of the conjuncts each form a set. 
(36) i.  <{ham, paul), {maria, anna}> h<Y,  X>  [ Show (<X,Y>)(c,x  Picix))] = 
ii.  Show (<{ham,  paul},  {maria, anna)>) (E,X  Picture(x)) 
iii. 3i [Show (<{ham, paul},  {maria, anna}>) (&;x  Picture(x))] 
If the context index is bound by the existential operator, as in (36.iii), we get a semantic 
form which  allows both  the specific and the non  specific, unique reading. This form 
corresponds to (24), which we obtained without set formation. Remember here that the 
need for set formation is due to the derivation of the distributive reading of  the indefi- 
nite, the referential behaviour of pronouns, and the plural number agreement in German 
verb final clauses. 
Let us now turn finally to the distributive reading of  indefinites in  focused shared 
constituents. With regard to example (22) this reading  indicates that  one picture was 
shown to Maria while another picture was shown to Anna. This distributive reading could 
also be gained by an overtly expressed distributive operator such asjeweils (each). 
(37)  Hans hat Maria  und Paul hat Anna  jeweils ein Bild  gezeigt 
Hans has Maria, Dat, and Paul has Anna, Dat, each  a piclure shown 
'Hans showed Maria, and Paul Anna, a picture each.' 
(38) Hans und Paul haben (jeweils) Maria  und Anna  (jeweils) ein Bild  gezeigt 
Hans and Paul have  each  Maria, Dat. and Anna, Dat. cach  a picture shown 
'Hans and Paul each showed a picture to both Maria and Anna.' 
In  both cases the distributive operator induces two events with each event being associ- 
ated with one patient of the set of patients and with one agent of the set of agents. As we 
know, this distributive reading can  also be achieved without this overt operator. This 
could be managed by introducing a covert distributing operator attached to the pair of 
sets. The idea of  such covert operators can be traced to Lasersohn  (1995) and Winter 
(1996:21ff., (1997:414ff.)). These authors differ in their views as to what the operator is 
associated with: Lasersohn argues that it is associated with the verb while Winter claims 
that it is associated with an individual plural set. 
(39)  i.  Three boys ate a cake. 
ii.  Sf [ CH V)  A (f (3_bo~s'))~([[  ate a cake]]) ] 
Without tackling Lasersohn's  and Winter's diverging views, we apply the distributive 
operator to the pair of sets in (37). 
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Let us now compare (40) with (36.iii) repeated here as (41), which does not have this 
operator. 
(41) 3i  [ (<{ham, paul), {maria, anna)>) Show (&,x  Picture(x))J 
Recall that this representation mirrors the uniqueness reading of the indefinite expres- 
sion. Within this interpretation, one event is focused in which two sets and one picture 
are involved. By contrast, representation  (40) indicates that there are two events with 
each event being associated with a pair consisting of one agent and one patient. From 
this it follows that two pictures are shown. The functioning of the distributive operator 
attached to the pair of sets is to be seen in connex with the set-of-pair-interpretion of the 
actual coordination so that the pair-of-set-interpretation must be transparent vis-A-vis the 
set-of-pair-interpretation. Thus the application of the distributive operator to the pair of 
sets yields the interpretation that Hans showed a picture to Mary and that Paul showed a 
picture to Anna. 
Focused shared indefinites contained in the scope of a distributive operator, as in 
(40), have an non specific reading because the operator elicits as many context subjects 
as there are pairs distributed  by  it.  These subjects cannot be  anchored  and  therefore 
cannot be referred to by a pronoun in the subsequent discourse. But as we have already 
seen  with regard  to  (20), the non-anchored  subjects may  form  a set which  becomes 
anchored and topicalized when picked up by a definite expression like die Bilder (the 
pictures) -  cf. (42). 
(42) i.  Hans hat Maria  und Paul hat Anna  [F ein BlLO gezeigtl. 
Hans has Maria, Dat. and Paul has Anna, Dat. a picture shown. 
'Hans showed Maria, and Paul Anna, a picture.' 
ii.  Maria und Anna haben die Bilder  sofort  skizziert. 
Maria and Anna  have  the pictures at once sketched 
'Maria and Anna sketched the pictures at once.' 
Notice that if the focused shared constituent contains a singular possessive pronoun and 
if  the  focused  shared  constituent  is  distributed  by  an  overt distributing operator  as 
jeweils/each,  the pronoun may be coreferent with a syntactic subject each. 
(43) Hansi hat  Maria  und Paulj hat Anna  [F jeweils seini,, BILD  gezeigt]. 
Hans  has Maria, Dat. and Paul has Anna, Dat. each  thcir  picture shown. 
'Hans showed Maria, and Paul Anna, his picture each.' 
If,  on  the  other  hand,  the  focused  shared  constituent  contained  a  plural  possessive 
pronoun, the focused shared constituent would also be distributed in that there were two 
picture showing events. But what is not distributed is the set of  Hans and Paul which 
either owns the two pictures or is the content of each picture. 
(44)  Hansi hat  Maria  und Pau!,  ha1 Anna  [p jeweils ihri+j  BILD  gezcigt]. 
Hans  has Maria, Dat. and Paul has Anna, Dat. each  his  picture shown. 
'Hans showed Maria, and Paul Anna, their picturcs each.' 192  Kerstin Schwabe 
Let us finally come back to examples like (S), where the pronoun is not coreferent with 
a context-anchored subject. 
(45) Hans hat  Maria  und Paul hat Anna  [F ein AUTO gekauft] und Maria und Anna 
Hans has Maria, Dat. and Paul has Anna, Dat. a  car  bought  and Maria and Anna 
haben es glcich  ANGEMELDET. 
have  it  at once registered 
'Hans bought Maria, and Paul Anna, a car, and Maria and Anna registered it at once.' 
Here, the indefinite is supposed to have a distributive reading. This kind of constructions 
corresponds to  so-called  paycheque-sentences - cf.  Chierchia (1992) and  Heusinger 
(1997:  168). There, the pronoun is considered to denote a subject that is determined by a 
salient relation. According to Heusinger, the relation is expressed by the epsilon term in 
the antecedent clause and picked up by the pronoun in the subsequent sentence. To get a 
distributive reading in  the second conjunct, a distributing operator must be attached to 
the set denoted by the conjunction Maria and Anna. 
3.4  Indefinites in Ellipsis 
In Section One it was observed that indefinites in unfocused shared constituents display 
a distributive reading only. Section Two then  showed that  such constructions may be 
represented  as  the  coordination  of  two  clauses  with  the  second  one containing the 
overtly expressed 'shared constituent' and the first containing the phonologically empty 
pendant. This phonological emptiness is possible because the deleted constituent and its 
overtly  expressed pendant  belong  to  the  background.  Having  familiarized  ourselves 
with the semantics of indefinites and with what may happen when they are in a focused 
constituent and what cannot happen  when  they  are in  background,  we  are  now  in  a 
position to explain why indefinites in  unfocused shared constituents always presuppose 
a distributive reading. Imagine a conversation between A and B: 
(46) A:  i.  Yesterday, the painting class, which consists of Maria, Anna, Hans, and Paul, was in the 
National Galery. 
ii.  The teacher asked each boy to show a girl a PICTURE. 
Now B is not so much interested in the pictures but in the 'explaining events' and asks A: 
B:  iii. Do you still remcmber WHO showed WHOM a picture? 
A:  iv.  [HANS],  hat [MARIAIF  und   PAUL]^ hat [ANNAIF  ein Bild  gezeigt 
Hans  has  Maria, Dat. and  Paul  has  Anna, Dat.  a picture  shown 
'Hans showed Maria, and Paul Anna, a picture.' 
What is  going on  here  is  that  sentence  (ii)  contains  an  indefinite expression  which 
denotes a subject (a picture) and which appears in a focused constituent. If  B interprets 
(ii) in such a way that the indefinite is in the scope of the distributing operator each, the 
indefinite gets a distributive reading. With  this  reading,  the  subjects denoted  by the 
indefinite are not  anchored  in  the context and therefore  B  cannot use  an  anaphoric On Shared Indefinite Expressions in Coordinufive Structures  193 
pronoun in his question (iii). Instead, he has to use a so-called second-hand indefinite. 
If, on the other hand, B had interpreted the indefinite in  (ii) as not being distributed but 
as referring uniquely, he would have used a pronoun  in his question, as in Do you still 
remember who showed it to whom? This shows that a subject denoted by an indefinite is 
anchored automatically if  it is referred to by a pronoun, but must be picked up by an 
indefinite again if  its non-anchored status is to be expressed. The need to express that 
the subject is not anchored results from the foregoing context (ii), which puts it in  the 
scope of a distributive operator. It is thus presupposed that the unfocused indefinite gets 
a distributive reading. This reading implies that there are two events, each consisting of 
an  agent, a patient and a theme. As to sentence (iv), the distributive  reading can be 
represented as the conjunction of two propositions, each containing an epsilon term, the 
indices of which are existentially quantified by their respective operators. 
(47) 3i  [Show (h)(m) six Picture(x)] & 3i [Show (p)(a) E~X  Picture(x)] 
This semantic representation of (46.i~)  can now be syntactically represented as ellipsis: 
(48)  [   HANS]^ hat [[MARIAIF  und [[PAULIF hat [ANNAIF  ein Bild  gezeigt] 
Hans  has  Maria, Dat. a picture shown  and  Paul  has  Anna, Dat. a picture shown 
'Hans showed Maria, and Paul Anna, a piclure.' 
Despite the fact that unfocused indefinites which are not anchored in the context cannot 
serve as antecedents for pronouns, the subjects they  denote may  be  topicalized  by  a 
definite expression. As  to our ellipsis  construction  (48), it  presupposes  that  the  two 
subjects form a set which can be topicalized by a definite expression like both pictures 
in a sentence such as Maria and Anna liked both pictures. 
Now  let's  compare  (46.iv), where  only  a  distributive  reading  is  possible,  with 
(26=49), in which the indefinite is unfocused and contained in  a shared constituent but 
appears together with a focused constituent. 
(49) A:  [F Wann] hat Paul Anna  und hat Hans Frieda  ein Bild  gczeigt? 
When  has Paul to Anna and  has Hans to Frieda a picture shown 
'When did Paul show Anna, and Hans Frieda, a picture?' 
B:  Paul hat Anna  und Hans hat Frieda  lFam  SONNTAG] ein Bild  gezeigt 
Paul has to Anna and Hans has to Frieda  on Sunday  a piclure  shown 
'Paul showed Anna, and Hans Frieda, a picture on Sunday. ' 
Here the  indefinite  can  get either a unique  or  a distributive  reading. The difference 
between (46.i~)  and (49) is that with the former we have two propositions, each being 
the alternative to the other and each presupposing a non-contextually anchored subject, 
whereas constructions like (49) do not have this presupposition. The construction  (49) 
presupposes either that Paul showed one picture to Anna and Hans showed a different 
picture to Frieda or that Paul showed Anna the same picture that Hans showed Frieda. 
Unlike constructions such as (48), which can be  syntactically represented as ellipses, 
structures like (49) cannot be represented as an ellipsis. The reason, as the reader may 
remember, lies in the focus interpretation theory, which states that the shared constitu- 
ent must be beyond the actual coordination -  cf. section Two - and that an ellipsis repre- 
sentation would not deliver the unique reading of the indefinite expression -  cf. 3.2. 4.  Conclusion 
To summarize  the results  of  this  paper,  we  may  state the  following.  As  with  non- 
coordinate structures, the semantics of  indefinites appearing in  shared constituents  is 
underdetermined with regard to the specific or non specific reading of these indefinites; 
and, not unlike indefinites which are found in the connex with a distributing operator, it 
is not specified whether these indefinites may have a unique or a distributive reading. 
The possible readings are influenced by the information structural status of  the respec- 
tive indefinite. Thus we note that possible readings may be limited by defocusation or 
by the background status of the indefinite. 
The greatest  number of  readings  is obtained where the indefinite  is in  a focused 
shared constituent, as in (22). According to the focus interpretation theory, such focused 
shared constituents must  lie beyond  the actual coordination.  Appearing  in  a focused 
shared constituent which represents presentational focus, the indefinite may have (i) a 
specific unique reading, (ii) an non specific unique reading, and (iii) an  non specific, 
distributive reading. To obtain the third  reading, it has proven  useful  to form pairs of 
sets out of sets of pairs. This set formation also accounts for the possible use of plural 
pronouns which refer to these sets, and for the plural number agreement of a verb with 
the set of subjects in  cases where the verb is in a focused shared constituent. Departing 
from the idea that an indefinite denotes a subject that may or may not be anchored in the 
context and that the context anchoring makes the denoted entity specific, we conclude 
that  the  indefinite  gets  a  specific  reading  if  the  subject it denotes  is  anchored. The 
indefinite is then  accessible for pronouns.  This  is  what  is called  the  specific  unique 
reading. On the other hand, an unanchored subject remains non specific and cannot be 
coreferent with a pronoun. Here we speak of the non specific unique reading. To get a 
distributive reading, a covert distributing operator must be attached to the pair of  sets. 
Because such an operator blocks the context anchoring of the denoted subjects, indefi- 
nites  in  the  operator's  scope are said to have  an  non  specific,  distributive  reading. 
Indefinites in focused shared constituents are not limited with regard to their possible 
readings precisely because they are in focus. In  this case there is nothing presupposed 
that could exclude any of the three readings. 
If  an  indefinite is unfocused in a shared constituent containing a focused constitu- 
ent, as in (26), it is presupposed that the subject it denotes has been denoted previously 
and that the subject has not been anchored. What is not presupposed is whether or not 
the indefinite lies in the scope of  a distributive operator. Thus constructions like (26) 
presuppose either the non  specific unique  reading  or  the  distributive  reading  of  the 
indefinite and exclude the specific unique reading.  They may therefore have the non 
specific unique reading and the non specific, distributive reading. 
If  an indefinite is in an unfocused shared constituent, as in (48), it is presupposed 
that the subject it denotes has not been anchored and that the indefinite has been in the 
scope of  a distributive operator. Unlike constructions such as (22) and (26), construc- 
tions like (48) may be represented syntactically as ellipses as this does not violate the 
information structural symmetry following from the focus interpretation theory. On Shared Indefinite Expressions in Coordinative Structures  195 
In concluding this report, let me again point out the open questions associated with 
the theory outlined thus far. It remains to be demonstrated how the formation of  a pair 
of sets is derived from a set of pairs and how the pair-of-set-interpretation  can be kept 
transparent vis-8-vis  the set-of-pair-interpretation. Further, a more thorough examina- 
tion  of Wilder's (1998) theory  on constructions  with  shared constituents  - cf. (35) - 
would be worthwhile in  order to assess whether it can be also applied to constructions 
where the shared constituent is not focused and which we have represented here as el- 
lipses. This would be beneficial as it would allow for one single syntactic representation 
of structures with  shared constituents instead of  two. Because such a syntactic repre- 
sentation would be more likely to preclude sloppy readings-which  are, by the way, not 
a serious problem  for elliptical constructions, cf. (28), (31), and (33)-the  idea of  set 
formation and distribution may offer a promising avenue for accessing this problem. 
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Morphological Complexity and Conceptualization: The Human Body 
The arbitrariness of the linguistic sign (,,l'arbitraire du signe")  and especially of the word 
is one of the fundamental assumptions in Saussure's Cours de Linguistique Ginirale: 
Le lien unissant le signifiant au signifie est abitraire, ou encore, puisque nous entendons par signe le 
total r6sultant de I'association d'un signifiant B une signifit, nous pouvons dire plus simplement: $ 
signe lineuistique est arbitraire [...I; nous voulons dire qu'il est immotive, c'est-a-dire arbitraire par 
rapport au signifiC, avec lequel il n'a aucune attache naturelle dans la r6alitk.  (Saussure 1915: 100.01)~ 
In the one hundred years since the publication of the Cours, linguistic investigation has 
modified this assumption, showing that some features of linguistic structure in phonolo- 
gy, morphology and syntax are motivated. In  this context, scholars of Natural Theory 
have contributed important results, such as Stampe, Mayerthaler, Wurzel, Dressler, Haiman 
and many others. By contrast, the lexicon is still considered unpredictable and arbitrary: 
The fact that English  ear means what it does and  functions as a noun  does not follow from aqy 
general property of the language [...I This [act  is completely 'exceptional'  in the sense that there Is 
nothing  else about  the language  from which  it could  have  been  predicted.  Such arbitrariness  Is 
typical  of  the  lexicon,  which  is  to  this  extent  the  repository  of  what  is  idiosyncratic  and 
unpredictable about linguistic forms.  (Anderson 1985: 3-4) 
Anderson's  remark on the arbitrariness of the lexicon is true in the sense that a lexical 
unit does not result from any other structural property of a given language. However the 
motivation  for certain  lexical  structures is to be found not in internal, but  in external 
motivations,  more  precisely,  in  cognitive  factors  underlying  which  motivates  the 
linguistic  expression. The supposed  arbitrariness  of  lexical  items may  be  one of  the 
reasons  why  the  relationship  between  lexical  semantics  and  morphology  is  little 
investigated. As Levin and Hovav (1998) note: 
The relation  between  lexical  semantics and morphology has not been  the  subject of  much studp. 
This may hc surprising, since a morpheme is often viewed  as a minimal Saussurian sign relating 
form and meaning: it is a concept with a phonologically composed name. [...I  Since morphology is 
the  study  of  the  structure  and  derivation of  complex  signs, attention  could  be  focused  on  tlhe 
semantic side (the composition of complex concepts) and the structural side (the composition of the 
complex names for the concepts) and the relation between them.  (LevinHovav 1998: 248) 
In this squib, I want to argue that the morphological  structure of  words is, at least to 
some extent, motivated. As an example I have choosen the partonomic (and for the less 
I  Emphasis in the original text. 
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part taxonomic) nomenclature2 of the human body. While important work by Brown et 
alii  (1973), Anderson  (1978) and  Schladt (1997) exists on  this topic, these  analyses 
focus  on  the  conceptualization of  body-parts  and  their  semantics,  but  not  on  their 
morphological representation.' 
In  the  following,  I  want  to  check  two  predictions  about  the  morphological 
complexity of lexical items denoting parts of the human body. The first assumption is 
that the most canonical b~dy-~arts~  are always expressed by mono-lexematic items. The 
second  one  consists  in  the  assumption  that  body-parts  of  the  lowest  levels  in  the 
hierarchy  are  always  morphologically  complex.5 A  set  of  six  body-parts  has  been 
analysed in 27 languages. The set consists of two canonical (HEAD  and EAR)  and of one 
from the lowest level of the hierarchy (TOENAIL).  For this I have adopted a sample from 
Schladt (1997) and a small one compiled by myself.'  In table 1 are listed the results for 
18 languages spoken in Kenya (Cushitic, Nilotic and Bantu): 
table  I 
(concept  I  mono-lexematic  (complex  constructiot~  ( 
1 SPINAL COLUMN  I  8  1  10 
HEAD 
1 TOENAIL  I  0  I  18 
18 
THUMB 
In  table 2 are listed the results of a sample of other nine languages (German, Khalkha- 
Mongolian,  Upper  Sorbian,  Bahasa  Indonesian,  Hungarian,  Turkish,  Vietnamese, 
Finnish and English): 
0 
EAR 







*  Partonomy refers to the relationship ,x  is part of y'  and ,y is part of  I;'  (e.g. Tisch, Tischbein, Tisch- 
beinende). In contrast to taxonomy, in partonomic relations, switching bcween the diffcrent levels of 
the hierarchy is not possible. For example, you can say a toenail is part of  the toe, but not the toenail is 
part of the leg,  Body-part partonomics contain normally five levels (Brown et al. 1973). 
Matisoff (1978) includes phonological aspects. 
'  I adapt  'canonical'  from Schladt (1997: 69-74) who prcfers this  term  to  'prototypical'  speaking of 
hody-parts. 
A  third  assumption, not emprically examined in  this squih, is the prediction  that the majority of the 
terms tor the lower half of the body are morphologically more complex compared to those of the upper 
half. This results from the conceptual hierarchy UP +  DOWN: "oben ist unmarkicrt - unten isl markiert" 
(Schladt 1997: 81  ). 
"he  criteria for a representative sample of languages for the typology  of lexical  semantics need not 
follow  the  same  principlcs  as  for  grammatical  typology,  i.e,  geographical  dislrihution,  genetic 
relationship and grammatical structure (see. KochISteinkriiger in press). 





THUMB  I  5 
0 
EAR 
NIPPLE  4 
9  0 
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The results show that the expressions for HEAD  and EAR  are always mono-lexematic, 
whereas  the expression  for TOENAIL is always morphologically complex. The non- or 
less canonical hody-parts  in the middle sphere  show  a mixed  behaviour.  This result 
exactly  shows  a  correspondence between  conceptual  markedness  and  morphological 
complexity. 
With  some examples  taken  from  the  nomenclature  of  the  human  body,  I  have: 
demonstrated that the morphological complexity of the lexicon is not totally arbitrary. 1 
suggest, this has an external, i.e. non-linguistic, motivation, more precisely from humao 
cognition. Further investigation may go into more detail. 
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Le lien unissant ie signifiant au signifii est abitraire, ou encore, puisque nous entendons par signe le 
total resultant de I'association d'un signifiant B une signifi6, nous pouvons dire plus simplemenl: le 
In the one hundred years since the publication of the Cours, linguistic investigation has 
modified this assumption, showing that some features of linguistic structure in phonolo- 
gy, morphology and syntax are motivated. In this context, scholars of Natural Theory 
have contributed important results, such as Stampe, Mayerthaler, Wurzel, Dressler, Haiman 
and many others. By contrast, the lexicon is still considered unpredictable and arbitrary: 
The fact that English ear means  what it  does and  functions as a  noun  does not  follow from any 
general property of the language [...I  This fact is completely  'exceptional'  in the sense that there is 
nothing  else about the  language from which  it  could have  been  predicted.  Such  arbitrariness  is 
typical  of  the  lexicon,  which  is  to  this  extent  the  repository  of  what  is  idiosyncratic  and 
unpredictable about linguistic forms.  (Anderson 1985: 3-4) 
Anderson's remark on the arbitrariness of the lexicon is true in  the sense that a lexical 
unit does not result from any other structural property of a given language. However the 
motivation  for certain lexical structures is to be  found not in  internal, but in external 
motivations,  more  precisely,  in  cognitive  factors  underlying  which  motivates  the 
linguistic expression. The supposed  arbitrariness of  lexical  items may be  one of  the 
reasons  why  the  relationship  between  lexical  semantics  and  morphology  is  little 
investigated. As Levin and Hovav (1998) note: 
The relation between lexical  semantics and  morphology has  not been  the  subject of much  study. 
This may be surprising, since a morpheme is often  viewed  as a minimal  Saussurian sign relating 
form and meaning: it is a concept with a phonologically  composed name. [...I Since morphology is 
the study  of  the  structure  and  derivation  of  complex  signs, attention  could  he  focused  on  the 
semantic side (the composition of complex concepts) and the structural side (the composition of the 
complex names for the concepts) and the relation between them.  (LevidHovav 1998: 248) 
In this squib, I want to argue that the morphological structure of  words is, at least to 
some extent, motivated. As an example I have choosen the partonomic (and for the less 
I  Emphasis in the original text. 
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part taxonomic) nomenclatureZ  of the human body. While important work by Brown et 
alii  (1973), Anderson  (1978) and Schladt (1997) exists on  this  topic, these  analyses 
focus  on  the  conceptualization of  body-parts  and  their  semantics,  but  not  on  their 
morphological representation.' 
In  the  following,  I  want  to  check  two  predictions  about  the  morphological 
complexity of lexical items denoting parts of the human body. The first assumption is 
that the most canonical b~dy-~arts~  are always expressed by mono-lexematic items. The 
second  one  consists  in  the  assumption  that  body-parts  of  the  lowest  levels  in  the 
hierarchy  are  always  morphologically  complex.s  A  set  of  six  body-parts  has  been 
analysed in 27 languages. The set consists of two canonical (HEAD and EAR) and of one 
from the lowest level of the hierarchy (TOENAIL).  For this I have adopted a sample from 
Schladt (1997) and a small one compiled by myself.'  In table 1 are listed the results for 
18 languages spoken in Kenya (Cushitic, Nilotic and Bantu): 
table I 
concept  I mono-lexematic  I  complex construction 
/  HEAD  1  18  1  0 
In table 2 are listed the results of a sample of other nine languages (German, Khalkha- 
Mongolian,  Upper  Sorbian,  Bahasa  Indonesian,  Hungarian,  Turkish,  Vietnamese, 
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part of the leg. Body-part partonomies contain normally five levels (Brousn et al. 1973).  ' Matisoff (1978) includes phonological aspects. 
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The results show that the expressions for HEAD  and EAR  are always mono-lexematic, 
whereas the expression for TOENAIL is always morphologically complex. The non- or 
less canonical  body-parts  in  the middle sphere  show  a mixed behaviour. This result 
exactly  shows  a  correspondence between  conceptual  markedness  and  morphological 
complexity. 
With  some examples taken  from  the  nomenclature  of  the  human  body,  I  have 
demonstrated that the morphological complexity of the lexicon is not totally arbitrary. I 
suggest, this has an external, i.e. non-linguistic, motivation, more precisely from human 
cognition. Further investigation may go into more detail. 
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1.1  Gegenstandsbereich  i  I 
i 
! 
In  den  Satzen  la-c hat  das  unflektiert  auftretende  Adjektiv  nach  der jedem  nativeb 
Sprecher zunachst naheliegenden Interpretation einen anderen ,BezugZ. 
(1)  a.  Er trinkt seinen Kaffee miirrisch 
b.  Er trinkt semen Kaffee schnell 
c.  Er trinkt seinen Kaffee heiR 
In  la  liest man  ,miirrischC  als eine Eigenschaft des Subjekts, in  lc ,heiBC  als eine d  s 
Objekts; in  lb wird  schnell auf  das Pradikat,  den  ,Vorgang  des Trinkens'  bezoge  . 
Wegen der formalen Gleichheit der Satze sind Uneindeutigkeiten zu erwarten, wie w r 
sie  in  2  finden,  wo  vielleicht  der  Objektbezug  naheliegt,  aber u.E. kein  Kriteriu 
ausschlieBen kann.  1 
angefuhrt  werden  konnte, das einen  Bezug  auf  das Pradikat  oder  sogar das Subje  t  I:  I 
(2)  Der Prasident formulierte seine Antwort frech  (Eisenberg 1999: 221) 
I 
Vor diesem Hintergrund zeigt sich, dass die unterschiedlichen Bezuge der Adjektive  n 
1 tatskhlich nur naheliegend in dem Sinne sind, dass sie unserem Wissen uber die W  It 
jeweils  am wenigsten Widerstand entgegensetzen. So ist beispielsweise die Lesart v  n  / 
la mit  Objektbezug unmittelbar  davon  abhangig, wie sinnvoll man einem Kaffee d)ie 
Eigenschaft zuschreiben kann, murrisch zu sein.  I 
In diesem Sinne sol1 in der folgenden Skizze argumentiert werden, dass eine Riic  - 
fiihrung unterschiedlicher Lesarten auf unterschiedliche syntaktische Verhaltnisse in 1 -c 
unangemessen ist. Vielmehr sol1 aufgezeigt werden, dass es sich um eine ausschlieBli h 
semantische  Frage  handelt,  die  syntaktische  Struktur  in  jeder  Hinsicht  aber 
vorausgesetzt, ist dort jedoch nicht begriindet worden und auf Kritik gestoben.) 
[e 
immerselbe ist. (Dies wurde bereits in Fuhrhop / Teuber 2000a:  11  1  und 2000b:  18 f. 
Unser Gegenstandsbereich fasst somit Falle zusammen, die unter anderen 
punkten differenziert werden. So wLen nach Pittner (1999) die Falle in  I  als 
bezogenes freies Pradikativ' (la), ,objektbezogenes freies Pradikativ'  (Ic, die 
von ,,agens-" bzw. ,,experiencerorientierten Adverbialen" -  Pittner  1999: 
schieden werden) bzw. ,verborientiertes Adverbial' (lb) zu  bezeichnen. 
punkte, nach  denen  die Differenzierung  erfolgt, sind sernantischer 
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syntaktische Analyse nehmen  wir in Anspmch, dass sie auf  alle Adverbialstrukturen 
zutrifft,  rnit  Ausnahme  von  Satzadverbialen  und  (den  diesen  strukturell  gleichen) 
Adverbialsatzen.  Gezeigt wird dies jedoch  nur  an  Fallen  wie oben, an  Adjektiven  in 
modaladverbialer Funktion. Diese Adjektive fassen wir  im  ubrigen  kategorial  als das 
auf, was sie ihrer Form nach sind, namlich unflektierte Adjektive. 
Vollstandig  unberucksichtigt  bleiben  im  folgenden  Kopulas5tze (Er ist murrisch, 
Der Kaffee  bleibt he$,  usw.). 
1.2  Unflektierte Adjektive als Komplemente und als Adjunkte 
Eine grundlegende Unterscheidung, die im einschlagigen Bereich zu treffen ist, ist die 
zwischen unflektierten Adjektiven als Komplementen und solchen als Adjunkten. Unflek- 
tierte Adjektive als Komplemente sind in der Terminologie der Grundziige (198 1: 391)  1 
I 
als ,,Artangaben [...I  bei bestimmten Verben valenznotwendig, z.B. bei aussehen, wirken,  1 
auftreten, sick benehmen, anstellen, verhalten, betragen, gebarden"; vgl. auch 3.  1 
I 
(3)  Sie bndet die neuen Schimansk~s  doof 
Neben den aufgezahlten, quasi ,einfacheng  Verben ist dazu auch ein Typ zu zahlen, der 
in  der IDS-Grammatik (1997:  1 114-1  1 17) als ,,Transitivierungskonstruktion  mit Prildi- 
kativen"  bezeichnet  wird. Dabei  regieren  eigentlich  intransitive  Verben  auRer  ihrem 
Subjekt ein direktes Objekt und ein Adjektiv (4aj und transitive Verben  ,verliereni ihr 
ursprungliches  direktes Objekt und  haben  dann  die gleiche Syntax  wie die eigentlich 
intransitiven  (4b; die - hier kanibalistische -  Lesart mit dem urspriinglichen  direkten 
Objekt ist naturlich daneben meist auch noch moglichj. 
(4)  a.  Sie latscht ihre Schuhe kaputt 
b.  Die Mischpoche friBt Joschua arm 
Wahrend  man  in  den  meisten  Fallen  den  deutlichen  Eindruck  hat,  dass  solche 
Konstruktionen  eine starke Tendenz  zur  Inkorporiemng des Adjektivs  haben - hier: 
7kaputtlatschen,  'armfressen; deutlicher (nach IDS-Grammatik  1997: 11 15): volltanken, 
fizischaufeln;  vgl.  insbes.  auch  Eisenberg  (1999:  226) - so bleibt  doch,  wie  in  5, 
deutlich, dass  es  sich  bei  dieser  Transitivierung  um  einen  produktiven  Prozess  mit 
geregelter Syntax handelt. 
I 
(5)  Uwe schreibt seinen Verleger reich 
1 
Die Inkorporierungstendenz wollen wir im GroBen und Ganzen als vergleichbar rnit der 
Grammatikalisierung  von  Prapositionalobjekten  ansehen:  In  beiden  Fallen  rucken 
typische  Adverbiale naher  an  das Finitum, sodass ihre eigene Argumentstruktur  vom 
Verb absorbiert und  von  diesem syntaktisch vergeben  wird. Beim Priipositionalobjekt 
(denken an,  hqffen  aufi  spiegelt  sich  dies  in  der Desemantisierung der  Praposition 
wider, bei  der ,,Transitiviemng mit Pradikativ" im geregelten semantischen Bezug des 
Pradikativs auf das Akkusativ-Objekt, Zur .sj~ntaktischen  Struktiir von ,freien Pradikutiven ' und ,Adverbialen der Art und Weise'  203 
Wir kommen in  2.1 und 2.3 anf  die Transitivierungskonstruktionen zuruck, da sih 
als ubergangsfall  gerade aufzuzeigen erlaubt, wo die Gemeinsamkeiten von  Inkorpol 
riemngs-  und  Adjektivkomplen~ent-Struktur liegen,  die  die  Voraussetzung  fur  di$ 
,Reanalyseg  hin zur Inkorporierung bildet. 
1.3  Grundgedanken 
Die Argumente, die wir zur Untermauerung der Hypothese der syntaktischen Einheiq- 
lichkeit der Adverbiale diskutieren, sind zusammengefasst die folgenden. 
1. Die Zusammenhange bzw. ,UhergangeG  zwischen Adjunkt-, Komplementanbindung un@ 
Inkorporierungstendenzen lassen sich nachvollziehhar rekonstruieren (Abschn. 2.1) ! 
2. Die Tatsache, dass das Adjektiv unflektiert auftritt, lasst sich einheitlich  und  oh* 
Zusatzannahmen erklaren (Abschn. 2.2) 
3. Die Semantik ergibt sich auf angemessene Weise (Abschn. 2.3) 
Bevor  diese  Argumente  ausgefuhrt  werden,  stellen  wir  zunachst  in  6  die  von  uns 
angenommene, einheitliche Struktur fur die Satze I  a-c (in 6a, analog auch fur 2 und 3) 
sowie fiir 5 vor (in 6b, analog auch fur 4; zum Strukturformat vgl. Eisenherg 1999: Kap. 2j. 
N  V  N  N 
schnell 
Er  trinkt  seinen  Kaffee  heiR 
murrisch 
Fur unflektierte Adjektive als Komplemente (6b) nehmen wir also die prinzipiell gleidhe 
syntaktische Struktur wie fur Adjunkte  (6a) an: die Konstituentenstruktur  ist identisbh, 
auch relational besteht  vom Adjektiv ausschliefllich eine syntaktische Beziehung z$m 
Verb. Der einzige Unterschied besteht eben darin, dass es sich bei dieser Relation nihht 
um eine Adjunkt-, sondern um eine Komplementbeziehung handelt. Genauer hetrachien 
wir  erstere  als  die  eines  Adverhials  (adv)  zum  Verb,  letztere  bezeichnen  wir  als 
Adjektivkomplement (adjk). 
Alternativen zu dieser Analyse, also Ansichten, gegen die wir im folgenden -  m  ist 
implizit - argumentieren, ergeben sich wohl  in  zweierlei Hinsicht. Zum einen kon i  te 
,subi.\:  - - 
/ I 
4, 
,',, - - 
,,,, 
& 
N  V  N  N  N 
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man  annehmen,  dass  sich  die  Siitze  la-c in  ihrer  jeweiligen  Konstituentenstruktur 
unterscheiden. Dabei  ware das unflektierte  Adjektiv jeweils  der Konstituente neben- 
geordnet, zu  der ,semantischer Bezug'  besteht.  Zum  anderen kijnnte  die Auffassung 
bestehen, alle drei Satze hiitten dieselbe Konstituentenstruktur (wie in  6a), jedoch unter- 
schiedliche relationale Strukturen. Dabei wurde das unflektierte Adjektiv jeweils in einer 
syntaktischen Relation zu der Konstituente stehen, zu der ,semantischer Bezug' besteht. 
Insbesondere die letzte Auffassung kann wohl einem Teil  der Analysen innerhalb 
der  Generativen  Grammatik  seit  Williams  (1980),  aber  auch  sinngema der  IDS- 
Grammatik (1997: 1 192) unterstellt werden. Wir werden diese kontriren Analysen nicht 
im  Detail  darstellen, sondern  gehen  im weiteren  Verlauf  nur  allgemein  auf  sie ein. 
(Nicht weiter eingehen konnen  wir an dieser Stelle auf die alternative Analyse in  der 
Generativen Grammatik als sog. small clauses. Diese kann man wohl ebenfalls als den 
Versuch ansehen, die unterschiedlichen Bezuge konstituentenstrukturell abzubilden. Die 
damit einhergehende Einfuhmng einer leeren Kategorie PRO -  ,SubjektS  des Adjektivs 
und koindiziert mit der Einheit, zu der letztlich der semantische ,BezugZ  bestehen soll - 
scheidet jedoch schon wegen unserer oberflachengrammatischen Orientierung aus.) 
2.  Zu Syntax und Semantik der Adverbiale 
2.1  Adjunkt -  Komplement -  Inkorporierung 
Wir setzen die Ordnung Adjunktstruktnr -  Komplementstruktur -  Inkorporierungsstruktur 
als Grammatikalisiemngshierarchie voraus. 7a ware demnach die am wenigsten gramma- 
tikalisierte Konstruktion, 7c die am starksten grammatikalisierte, 7b llge dazwischen. 
(7)  a.  Er trinkt seinen Kaffee heiR 
h.  Sie findet die neuen Schimanskis doof 
c.  Edmund labert die Studenten voll 
(= 1  c) 
(= 3) 
(Eisenberg 1999: 226) 
Die  Hierarchie  soll  wohlgemerkt  nicht  als  Grammatikalisierungspfad  verstanden 
werden, d.h. die Grammatikalisierung einer Adjunktstruktur kann ,direktC  zur Inkorpo- 
rierung fuhren. Mogliche Ubergange sollen aber in der syntaktischen Struktur erkennbar 
sein. U.E. zeigen die zu 7a-c gehorigen Konstituenten- und  relationalen Strukturen in 
8a-c wo die Gemeinsamkeiten, die Unterschiede und  die potentiellen Verschiebungen 
(,ReanalysenG)  liegen. 
Am  deutlichsten  ist das Verhaltnis  von  8a und  -b.  Gemeinsam  haben  beide  die 
Konstituentenstruktur, sowie die relationale  Struktur  mit  der  einzigen  Qualifikation, 
dass  die  Adjunktanbindung  uber  adv  von  he$  an  trinkt  in  8a einer  Komplement- 
anbindung uber adjk von doof  anfindet in 8b entspricht. 
8c ist  die Analyse von  volllabert  als  komplexer  Grundform, die bei  Verbzweit- 
stellung als diskontinuierliche Konstituente erscheint und gemeinsam das Priddikatsverb 
bildet  und  die  beiden  Komplemente  bindet.  Dabei  soll  ganz  explizit  festgehalten 
werden,  dass dieser Bezug  uber  das Verb  lauft:  Akkusativ-Objekt  und  pradikatives 
Adjektiv stehen beide ausschliel3lich in einer syntaktischen Relation zum Finitum; das Zur syntaktischen Struktur von ,freien Priidikutlven ' und ,Adverbialen der Art und Weise'  204 
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Er  trinkt  seinen  Kaffee  heiB 
b.  - -1 
I  ,' 
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Sie  tindet  die  neuen  Schimanskis  dool 
I, 
N  1  N  N  I 
I  iL1 
Edmund  labert  die  Studenten  voll 
semantische Verhaltnis  der beiden  Komplemente  zueinander  ist  nicht an eine weitete 
direkte syntaktische Relation zwischen diesen beiden gebunden, sondern an den gemeih- 
samen  Bezug  auf  das  Verb.  Dazu  weiter  in  2.3,  wo  auf  die  Vergleichbarkeit  $u 
ditransitiven Verben verwiesen wird, bei denen ja ebenfalls zwei Komplemente an dbs 
Verb gebunden sind, zwischen denen aber keine eigene syntaktische Beziehung besteqt. 
(Die  Frage  nach  der  internen  syntaktischen  Struktur von  lahert ...  voll  ist  fur  den 
hiesigen Zusammenhang nicht von Bedeutung; jede Beriicksichtigung solcher ~erhalt- 
nisse wiirde die dargestellte Struktur enveitern, aber nichts an den abgebildeten ~atzgliid- 
verhaltnissen adem.) 
Als das entscheidende Argument fiir den Zusammenhang zu 8a und -b sehen wir d(as 
folgende. Die Inkorporiemngsstruktur 8c stellt die engste mogliche Bindung des unflektihr- 
ten Adjektivs an das Finitum dar (und in diesem Sinne die grammatikalisierteste ~tmktjr). 
Die Voraussetzung fiir das ,Zusammenfallen' der beiden Elemente zu einer Konstituedte 
ist nach unserer Auffassung nur verstandlich vor dem Hintergrund der Anbindung der 
entsprechenden Elemente. in  8a und -b an  das Finitum uber eine syntaktische Relatidn. 
Nur  aufgrund  der  ,urspriinglich' bestehenden  adv- bzw. adjk-Relation  ist  ein  ,~bbr- 
fuhren'  beider  Konstituenten  in  eine plausibel, bzw.  die in  zahlreichen  Fallen  lei&ht 
nachzuvollziehende Ambivalenz  zwischen  den  beiden  Strukturtypen  (vgl.  wiedeAm 
7 
?kaputtlatschen, urmfressen  usw.). Wiirden  wir  hingegen  in  8a he$  relational  oher 
konstituentenstrukturell an seinen Kaffee binden (auf das es sich intuitiv-semanfscd ja 
,beziehenS  soil), ware der Zusammenhang zur Inkorporierungsstruktur vollig verwiscbt. 206  Ollver Teuber 
2.2  Die Form des Adjektivs 
Wenn auf der Vergleichbarkeit der Strukturen 8a und -b (und sogar 8c) bestanden wird, 
so hat dies fur uns nicht zuletzt Grunde in der Form des Auftretens der entsprechenden 
Adjektive. Diese erscheinen in ihrer  ,unflektiertenZ  Form, wobei  dieser Terminus mit 
einiger Vorsicht gebraucht werden muss. Wenn man -  wie das hier geschieht -  Flexions- 
paradigmen als einen der Grundbausteine einer Grammatik auffasst, in dem Sinne, dass 
jede  syntaktische  Grundform  paradigmatisch  ,verankertg ist,  also  per  definitionem 
Element eines Flexionsparadigmas ist, so ist diese ,unflektiertet Form (z.B. help) jeder 
fur Kasus,  Numerus,  Genus und  Starke flektierten  Form  (2.B.  he(fis, hegem, etc.) 
gleichwertig. Sie steht also nicht etwa auRerhalb des Adjektivparadigmas  und ist nicht 
merkmallos in dem Sinne, als dass sie nicht in der Form, in der sie auftritt, regiert sein 
konnte. Vielmehr analysieren wir alle Strukturen in  8 so, dass die Form des Adjektivs 
von  dem  Verb  festgelegt  wird.  Eine  entsprechende  Regel  muss  fur  das  Deutsche 
ausschlieBlich auf die Konstituentenstruktur Bezug nehmen: Dem Verb nebengeordnete 
Adjektive  erscheinen  in  ihrer  .unflektierten'/,merkmallosen'  Form.  Oder  deutlicher 
ausgedruckt: Verben regieren bei ihnen nebengeordneten Adjektiven die ,unflektierte'/  - 
,merkmallose' Form. (Vgl. dazu beispielsweise die -  leicht vereinfachte -  Formulierung 
fur  attributive  Adjektive  in  der  Nominalgruppe:  Substantive  regieren  ihnen  neben- 
geordnete Adjektive beziiglich  Genus; zur Auffassung von Rektion in  diesem Zusam- 
menhang s. Eisenberg 1999: 36.) 
Diese Formulierung ist naturlich  nur moglich, weil es im Deutschen keine adver-  -  . 
bialen Formen zu Adjektiven (wie den englischen -14.-  oder den romanischen -ment(e)- 
Formen) gibt. Allerdings hielten wir es fur verfehlt. diese sprachhistorische Tatsache als 
blanken  ,Zufall',  der keine  weiteren  strukturellen  Auswirkungen  (oder  Grunde) hat, 
anzusehen. Angemessener erscheint es, davon auszugehen, dass der Verlust der fomlalen  - 
Differenzierung  van  adverbialen  Adjektiven  in  allen  semantischen  Konstellationen 
(,Pradikat-',  ,Objekt-'  oder ,Subjektbezug')  mlt  anderen gemeinsamen  Eigenschaften 
korreliert, die wir in identischen Konstituentenstrukturen sehen. 
Wurde  man  den  unterschiedlichen  semantischen  Bezug  konstituentenstrukturell 
durch  die jeweilige  Nebenordnung  des  Adjektivs  abbilden,  musste  man  zusatzliche 
Kongruenz-  und Rektionsregeln  annehmen, die bei  ,SubjektbC  und ,ObjektbezugC  vom 
Substantiv  ausgehend  die  ,merkmallose'  Form  des  Adjektivs  sicherstellen  und  die 
normale Numerus- und Kasuskongmenz zwischen Substantiv und Adjektiv unterdriicken. 
2.3  Zur Semantik der freien Pradikative 
Der semantische Bezug des unflektierten Adjektivs auf das Verb, der einhergeht mit der 
relationalen  Anbindung  als  Adverbial,  wird  fur Siitze  wie  lb (Er trinkt  den  Kuffee 
schnell;  ,verbbezogenes  Adverbial')  von  niemanden  bestritten.  Zu  begrunden  ist, 
warum  es fur  la und -c (Er trinkt seinen Kuffee  miirrisch /he$;  ,freies Pradikativ') 
ebenfalls  angemessen  ist,  solche  semantischen  Verhaltnisse  anzusetzen,  was  dann 
wiederum ein Indiz dafur ist, dass auch syntaktisch-relational Parallelitlt besteht. 
Die semantische Verarbeitung des Adjektivs sol1 also so vonstatten  gehen, dass - 
stark vereinfachend gesprochen -  das Adjektiv zunlchst an das Verb  ,weitergereichtG 208  Oliver Teuber 
direktes  Objekt.  Verglichen  werden  lediglich  die  Konstituentenstrukturen  und  die 
syntaktischen Relationen unter Absehung ihrer Spezifikationen.) 
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Joe  schenkt  seiner  Angebeteten  Blumen 
3.  Zusammenfassung 
Zusammenfassend halten  wir es fiir gerechtfertigt, unflektierte  Adjektive  weitgehend 
einheitlich zu behandeln (Kopulasatze aul3en vor), unabhangig davon, oh die Adjektive 
als Adjunkte oder Komplemente (oder Teil einer komplexen  Verbform) auftreten und 
unabhangig  davon, worauf  sie sich semantisch beziehen. In  der Konstituentenstruktur 
sind sie immer dem Prldikatsverb nebengeordnet und in der relationalen Struktur auf 
dieses bezogen. Unterschiede bestehen lediglich in der Art dieser relationalen Anbindung. 
Damit sol1 syntaktisch einerseits der potentielle ubergang von einer Anbindung an 
eine andere abgebildet werden  (Adjunktstruktur - Komplementstruktur - Inkorporie- 
rungsstruktur), andererseits  die formale Einheitlichkeit  im Auftreten  der unflektierten 
Adjektivform. Den  semantischen  Gegebenheiten  wird  analog zu  dieser syntaktischen 
Analyse dadurch Rechnung getragen, dass das Adjektiv zum einen relativ unspezifisch 
in  seinem  Bezug  sein  kann,  sum  anderen,  dass  es  offensichtlich  immer  in  seiner 
Einbindung  in  den  Satzzusammenhang  an  bestimmte  Eigenschaften  in  der  Verb- 
bedeutung geknupft ist. 
Nicht eingegangen werden  konnte an dieser Stelle darauf, dass diese Behandlung 
fur alle als Adverbiale  in  Frage  kommenden  Ausdriicke  angemessen  scheint  (aul3er 
Satzadverbialen), also  beispielsweise  auch  fur Prapositionalgruppen,  die ja  mit  den 
unflektierten Adjektiven mindestens die Eigenschaft teilen, als Adjunkte oder Komple- 
mente relational verankert sein zu konnen. 
In  einem  grofieren  Zusammenhang  konnen  die  vorangegangenen  Uberlegungen 
auch als ein Pladoyer dafur verstanden werden, syntaktische Fragen soweit wie moglich 
in der Syntax zu behandeln (was im vorliegenden Fall -  wie wir glauben -  vollstandig 
moglich ist), und nicht sernantisch notwendige Ergebnisse in die Syntax zu projizieren. Zur syntaktischen Struktur von ,jreien Pradikativen' und ,Adverbialen der Art rrnd Weise'  20'4 
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Paradigmenuniformitat aus historischer Perspektive: 
Ausgleich und Morphologisierung 
1.  Die prototypische Entwicklung: Aufbau und Abbau von Allomorphic 
in den Paradigmen 
Aufbau und Abbau von Allomorphie in den Flexionsparadigmen sind in den Sprache 
die iiber eine Flexionsmorphologie verfugen, immer wieder zu beobachten. Und sie si~ 
auch  haufig beschrieben  worden.  Ein  klassisches  Beispiel  dafur bilden  die  erstm: 
1880 erschienenen  "Principien der Sprachgeschichte" von  Hermannn  Paul, der die 
Zusammenhiinge  damit  wohl  als  erster  systematisch  behandelt  und  theoretis~ 
eingeordnet hat. Ich mochte deshalb auch mit einem Paul-Zitat beginnen: 
Es  gibt  uberhaupt  kein  Lautgesetz,  das nicht,  sohald  es einmal in  einer Anzahl  van  Fallen  c 
etymologische eng Zusammengehorige lautlich  differenziert hat, auch cine Reaktion  gegen  die 
Differcnzierung  hervorriefe,  es  sei  denn,  dass  der  hinterlassene  Lautwechsel  hleibend  dur 
Analogie gestutzt wird.  (Paul 1909: 2( 
Ein prototypischer  Fall  fiir die Entwicklung  von  Paradigmen  hinsichtlich  der Stamr 
allomorphie ist das folgende Beispiel aus dem Ahd.: 
Beispiel  la: Die  Paradigmen  der  frahd.  schwachen  Maskulina  des  Typs  hano  n 
umlautbarem  Vokal.  Hier  werden  phonologisch  vollig  regular  die  Stammvokale v 
einem -i- der Folgesilbe umgelautet, wodurch sich die folgende Allomorphie ergibt: 
N.Sg.  hano  N.PI.  hanun 
G,  hanin > henin  G.  haniino 
D,  hanin > henin  D.  haniim 
A.  hanun  A.  hanun 
(i) Also:  Zu  Beginn der entsprechenden  Entwicklung  zeigen  die Flexionsparadigm, 
mit umlautbarem Vokal keine Stammallomorphie;  sie sind in  dieser Hinsicht ur 
form. Paradigmen mit eingeschrankter  'paradigm uniformity', also solche, die All 
morphie des Stammes aufweisen, ergeben sich durch phonologischen  (phonologis~ 
bedingten) Wandel, in Pauls Terminologie durch die Wirkung von 'Lautgesetzen'. 
Beispiel  Ib: Schon  im  friihen  Ahd. wird  der Stamm  im Paradigma der betroffenl 
schwachen  Maskulina wieder vereinheitlicht. Die umgelauteten  Formen  des G./D.S 
werden durch Formen ohne Umlaut ersetzt: 
N.Sg.  hano  N.PI.  hanun 
G.  henin> hanin  G.  handno 
D.  henin > hanin  D.  handm 
A.  hunun  A,  hanun 
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(ii) Die Allomorphie wird durch morphologischen (morphologisch bedingten) Wandel, 
einen paradigmatischen Ausgleich, wieder beseitigt, in Pauls Terminologie durch die 
Wirkung von 'Analogie'. 
Im  folgenden  sollen  einige  wesesentliche  Aspekte  des  paradigmatischen  Ausgleichs 
anhand von relevanten Fakten diskutiert werden. 
2.  Die Richtung des Ausgleichs 
Der formale Ausgleich  erfolgt im allgemeinen nach  dern Muster der semantisch am 
wenigsten  markierten  Form.  Werden  ganze  Paradigmen  ausgeglicheu,  so  ist  das 
normalerweise die Grundform des Paradigmas,  im Deutschen  (und  in  vielen  anderen 
Sprachen) also die Form des N.Sg. beim Substantiv bzw. des Infinitivs beim Verb. In 
solchen Fallen stellt sich das Paradigma nach dern Ausgleich hinsichtlich der Uniformi- 
tat ebenso dar wie vor dern die Entwicklung einleitenden phonologischen Wandel. 
Beispiel 2: Der ebenerwahnte Ausgleich der ahd. Paradigmen des Typs huno. 
Es gibt jedoch unter bestimmten Bedinungen auch Abweichungen in der Richtung 
des Ausgleichs, die dann spezielle Erklarungen erfordern. 
Zum einen  spielt hier  die quantitative  Verteilung der Alternanten  im Paradigma, 
also die Tvpefrequenz, eine Rolle: Wenn die eine Alternante nur in der Grundform, die 
andere  dagegen  in  samtlichen  anderen  Flexionsformen  vorliegt,  ist  ein  Ausgleich 
zugunsten der anderen Formen zu erwarten. 
Beispiel  3: Im  Aschwed. zeigt  das Paradigma fiir  'Mann' im  N.Sg. die  (durch  pho- 
nologische Assimilation entstandene) Form majier, wahrend in allen anderen Flexions- 
formen der stammschlieflende Konsonant -n auftritt; vgl. z.B. G.Sg. manz, N.PI. man. 
Hier  wird  nicht  nach  dern Muster des N.Sg., sondern nach  dern Muster der anderen 
Formen ausgeglichen. Schon im Aschwed. erscheint die neue N.Sg.-Form man. 
Beispiel 4: Die gleiche Konstellation findet sich bei den maskulinen und femininen s- 
Stammen im  Lat., die denen die N.Sg.-Formen  auf  -s  an  die ubrigen  Formen mit  -r- 
angeglichen  werden;  vgl.  alat.  honds - hondris, honor? usw. > lat.  honor,  honoris, 
honor? usw. 
Zurn anderen kann sich die Tokenfrequenz der Formen auf die Ausgleichsrichtung 
auswirken:  Wenn  die  Frequenz  einer  Form  die  aller  anderen  Formen  bei  weitem 
uberwiegt, tritt ein Ausgleich zugunsten der hochfrequenten Form ein. 
Beispiel 5: Wahrend ansonsten der Ausgleich des Vokals der starken Verben im Frnhd. 
zugunsten der Grundform erfolgt, vgl. fliegen:  ich ,fleuge, du fleugest,  er jleuget -  wir 
fZiegen  usw. > fliegen:  ich fliege,  du fliegest,  er flieget,  wir ,fliegen usw., erfolgt der 
Ausgleich beim Verb zemen zugunsten des Vokals der 3.Ps.Sg.; vgl. zemen: es zimt > 
ziemen: es ziernt. Zemen ist ein unpersonliches Verb, dessen Prasensparadigma (wozu 
im Dtsch. auch der Infinitiv gehort) ja  nur aus dern Infinitiv und der 3.Ps.Sg. besteht. 
Dabei hat die 3.Ps.Sg. eine bei weitem hohere Tokenfrequenz als der Infinitiv, so daR 
ihr Vokal generalisiert wird. Auch das Prateritum wird dann nach dem ubergang zu den 
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Wird nicht das ganze Paradigma mit all seinen Formen ausgeglichen, sondern d  r 
Ausgleich  erfolgt im Rahmen eines Teilparadigmas,  so 2.B. des Prateritalparadigm  s 
der starken Verben im Dtsch., so erfolgt die formale Vereinheitlichung entsprechend i 1 
allgemeinen nach der semantisch am wenigsten markierten Form des Teiluaradigmas: 
Beisuiel 6: Der Ausgleich im Prat.Ind. der starken Verben im Frnhd. geschieht im 
meinen nach der 3.Ps.Sg.; vgl. helfen -  Prat. ich half; du hulfe, er ha& wir 
hulfet, sie hulfen > nhd. ich half; du halfst, er half; wir halfen, ihr ha@, sie halfen. 
Abweichungen von diesem Verfahren treten vor allem dort auf, wo ein 
nach der am wenigsten markierten Form einen Verlust von Distinktivitat der Formen i 
Paradigma zur Folge hatte. 
Beisuiel 7: Wahrend (wie eben angefiihrt) bei  den Verben  aller anderen 
der Vokal  der 3.Ps.Sg. verallgemeinert  wird, wird  bei  den  Verben  der 
nach dem Vokal  der Pluralformen ausgeglichen; vgl. frnhd. reiten - 
reitest, er reitet, wir reiten, ihr reitet, sie  reiten -  Prat.  ich reit, du ritest, er reit, wlr 
riten, ihr ritet, sie riten > nhd. Prat. ich ritt, du rittest, er ritt, wir ritten, ihr rittet, 
ritten. Ein  Ausgleich  nach  der 3.Ps.Sg. hatte hier  eine durchglngige Gleichheit 
Prasens- und Prateritalvokal sowie die Ubereinstimmung von jeweils vier Prasens- 
Prateritalformen  bedeutet;  du reitest, wir reiten, ihr reitet, sie  reiten  konnten 
sowohl Prasens als auch Prateritum sein.  1 
3.  Die Reihenfolge von Ausgleichserscheinungen im Paradigma  1 
Werden die Alternanten in einem Paradigma nicht zur 
beseitigt,  so vollzieht  sich  der Ausgleich  im 
schen Kategorien. Wenn also 2.B.  beim 
Schritten  ausgeglichen  werden,  dann 
konsequent vereinheitlicht, ehe Formen des jeweils anderen Numerus erfaflt werden. 
Beispiel 8: Im Frnhd. weisen 
Ablaut und Umlaut, drei 
biindest -  wir bunden, ihr bundest, sie bunden. In  diesen Fallen  wird jeweils  in eineh 
ersten Schritt zunachst die 2.Ps.Sg. an die iibrigen Singularformen angeglichen und er t 
in  einem zweiten  Schritt erfolgt dann  die Angleichung  der  Pluralformen  an  den jet  t 
einheitlichen Singularstamm.  1 
4.  Exkurs: Ausgleich iiber die Grenzen des Flexionsparadigmas hinaus  1 
Im  allgemeinen  erfaBt  der  Ausgleich  nur  das  Flexionsparadigma  des  betreffend 
Lexems, vgl. alat. honos, honoris; honestus > lat. honor, honoris, aber weiter 
In einzelnen Fallen wirkt der Ausgleich hingegen iiber das d.h. also zwischen unterschiedlichen Lexemen des gleichen Stammes: 
Beispiel 9: Mhd. deadjektivische heit-Nomina wie kuonheit, schdnheit, trzcheit, denen 
Adjektive mit Umlaut entsprechen, werden im Nhd. zu Kiihnheit, Schonheit, Tragheit 
mit  Angleichung  an  die  Adjektive  kiihn,  schon,  trage; nicht  jedoch  im  Fall  mhd. 
bosheit, nhd. Bosheit aufgrund der semantischen Entfernung (das Adjektiv zu Bosheit 
ist nicht bose, sondern boshaft). 
Die Tendenz zum Ausgleich  ist  (wie leicht zu  sehen) innerhalb  der Paradigmen 
wesentlich  starker.  Das  zeigt  sich  u.a.  auch  darin,  daR  im  Interesse  der  formalen 
Einheitlichkeit innerhalb des Paradigmas sogar die formale Verbindung zu 'verwandten' 
Lexemen gestort bzw. zerstort wird, obwohl es (zumindest theoretisch) auch eine andere 
Losung gegeben  hatte; diese ware allerdings nur moglich  gewesen,  wenn  nicht nach 
dem Muster der Grundform  ausgeglichen  worden  ware.  Hier  zeigt  sich  deutlich  das 
Ranking zwischen den beiden fur die Uniformitdt einschlagigen Prinzipien. 
Beispiel  10: Die Verbparadigmen  sehen und hauen werden  in  der deutschen  Sprach- 
geschichte  (zu  unterschiedlichen  Zeiten)  ohne  Rucksicht  auf  die  entsprechenden 
deverbalen Nomina hinsichtlich ihres Konsonantismus vereinheitlicht; vgl. frnhd. sehen 
-  er sicht, die sicht > nhd. sehen -  er sieht, aber weiterhin  die Sicht, nhd. hauen -  er 
hieb, der Hieb > moderner hauen -haute, aber weiterhin der Hieb. 
5.  Faktoren, die den Abbau von Alternationen innerhalb des Paradigmas 
verhindern 
Wie die sprachlichen Fakten zeigen, werden phonologisch entstandenen Alternationen 
in  den Flexionsparadigmen  zwar haufig, aber nicht mit Notwendigkeit abgebaut. Man 
vgl. dazu das Folgende: 
Beispiel  11: Wie eben  gezeigt, wird  das  aschwed. Paradigma  N.Sg. maber  mit  dem 
Konsonanten -b- -  alle anderen Flexionsformen wie G.Sg. munz und N.PI. man mit -n- 
zugunsten  der  n-Formen  ausgeglichen;  vgl.  den  neueren  N.Sg.  mun.  Die  gleiche 
Konstellation wie urspriinglich im Aschwed. existiert auch im Aisld.; vgl. N.Sg. rnapr - 
G.Sg. mun(n)z,  N.PI. menn. Doch im Isld. wird der Stamm des Wortes im Unterschied 
zunl Schwed. nicht vereinheitlicht; vgl. nisld. nzadur-  G.Sg. manns, N.PI. menn. 
Hier laBt sich das unterschiedliche Verhalten der Sprachen offensichtlich nicht gram- 
matisch erkllen, zumal es sonst in der Geschichte des Isld. durchaus Beispiele fur den 
Ausgleich von Konsonantenalternationen in Substantivparadigmen gibt. Wenn man also 
auch nicht in jedem einzelnen Fall exakt sagen kann, was die Griinde fiir die Erhaltung 
einer Alternation sind (wir werden auf diesen Punkt zuriickkommen), so lassen sich doch 
bestimmte Faktoren festmachen, die der Vereinheitlichung des Stammes hinderlich sind: 
5.1.  Die Verteilung der formalen Alternanten innerhalb des Paradigmas ist morpholo- 
gisch systematisch. Hier tritt dann kein Ausgleich ein, die phonologisch entstan- 
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Beispiel 12: Die isld. Verben der 1. schwachen Klasse des Typs aisld. krefia 'fordem' ( 
'Ruckumlaut' im Prateritum). Diese Verben  haben  im  Prasens aufgrund des 
durchgangig e-Formen  (krej krefr  usw.),  wahrend  im  Prat.Sg.Ind.  der 
Stammvokal -a- (krafia,  krafier,  krufie) und im Prat.Pl.Ind. aufgmnd 
der Vokal -?- erscheint. Letzterer ist im Aisld. noch phonologisch 
diesen Verben im gesamten Prat.Ind.PI. und nur dort auf, zeigt 
gorienkombination  an. Solche Erscheinungen kann man entsprechend als 
bezeichnen. Die  Vokalalternation  im  Prat.Ind.  wird  aufgrund  ihrer 
Systematik nicht abgebaut. Im Nisld. ist der u-Umlaut als phonologische 
nicht mehr produktiv, und der Vokal -u- (< -p-) ist innerhalb der 
digmen  zum echten Marker fur die genannte 
Prasens krej krefjum -  PratSg. krafdi  usw. -  PrXt.Pl. kroj'dum usw. Hier ist also i 
Sinne des obigen Paul-Zitats  "der 
gestutzt" und wird entsprechend morphologisiert. 
5.2  Die Verteilung der formalen Alternanten innerhalb des 
sie  leicht  morphologisch  systematisiert,  d.h.  einheitlich  mit  bestimmten 
gorien  verbunden,  werden  kann.  Hier  tritt  dann  ein  partieller, 
gesteuerter  Ausgleich  ein;  die  phonologisch  entstandene  und 
systematisierte Alternation wird morphologisch genutzt. 
Beispiel  13: Die maskulinen i-Substantive des Ahd. vom Typ gust. Hier sind ursprun  - 
lich  ganz  'lautgesetzlich',  d.h. vor  in  der nachsten  Silbe folgendem  -i-, der gesam e 
Plural und der I.Sg. umgelautet:  ! 
NSg. gust  N.PI.  gesti 
G.  gustes  G.  gestio 
D.  gasre  D.  gestim 
A.  gust  A.  gesti 
I.  gestiu  I.  - 
5.3  Die  Verteilung  der  formalen  Alternanten  innerhalb  des  Paradigmas  ist 
morphologisch  (d.h.  auf  die Kategorien  bezogen)  unsystematisch,  aber 
angemessen. 
In  diesen  Paradigmen  ist  (wie  leicht  zu  sehen)  die  morphologische Systematik 
dadurch  gestort, daR  in einer einzigen Singularform, dem LSg. eine e-Form erscheir 
wlhrend ansonsten im Singular -a- und  im Plural  -e- auftritt. Diese Abweichung v 
der morphologischen  Systematik wird dadurch beseitigt, daB die I.Sg.-Form durch d 
unumgelautete Form  gastiu  ersetzt  wird.  Damit  erhiilt der Umlaut  den  Status  eines 
morphologisch systematischen, fiir das gesamte Paradigma geltenden Pluralmarkers. 
bildet einen Nebenmarker; Hauptmarker bleiben  die Numerus-Kasus-Suffixe.  Mit 
Angleichung der 1.Sg.-Form an die iibrigen Singularformen findet eine Morphologisi:. 
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Systemangemessen sind solche grammatischen Erscheinungen einer Einzelsprache, die 
den  generellen, das System pragenden  Strukturzugen  entsprechen  (vgl. z.B. Wurzel 
1984: 81ff.). Solche Erscheinungen werden  von den Sprechern der jeweiligen  Sprache 
als 'normal' empfunden. Sic sind demzufolge sprachhistorisch stabil. 
Beispiel  14: Aufgrund der Wirkung von den Vokalismus betreffenden phonologischen 
Verkderungen  (u-Umlaut, i-Umlaut,  u-Brechung,  a-Brechung)  zeigt das Aisld.  eine 
groBe  Anzahl  von  Vokalalternationen  in  den  Substantivparadigmen.  Davon  sind 
Substantive von zwei Dritteln  der etwa 25 Flexionsklassen  (bzw. Teilflexionsklassen) 
betroffen. Es treten  13 verschiedene Muster des Vokalwechsels auf, sieben mit zwei und 
sechs mit  drei  unterschiedlichen,  durchweg morphologisch  unsystematischen  Vokal- 
alternationen. Aufgrund  ihres  ubenviegenden  Vorkommens  sind  diese Alternationen 
systemangemessen, d.h. fur die Sprecher 'normal'. Alle diese  im  Aisld.  vorhandenen 
vokalischen Alternationen sind im Nisld. als unsystematische Nebenmarker erhalten; es 
tritt kein kein Vokalausgleich in den Substantivparadigmen ein. (Es ist zu erglnzen, daB 
abgesehen  von bestimmten  Synkretismen die einzelnen Flexionsformen  durch Suffixe 
eindeutig gekennzeichnet sind; vgl. Abschn. 6.) 
5.4  Die Paradigmen gehoren in die Suppletionsdomane 
Die Suppletionsdomane ist  der lexikalisch-semantische  Bereich,  den  man  etwas ver- 
kiirzend  als den Bereich des fur den Sprecher 'Niichstliegenden'  charakterisieren kann. 
Ich kann hier nicht naher auf seine Eingrenzung eingehen (vgl. dazu Wurzel  1985). Es 
besteht  aber  kein  Zweifel, daB  beispielsweise  auch  die Dimensionsadjektive  in  diese 
Domane gehoren, die in  vielen Sprachen vor allem in  ihrer Komparation, aber auch in 
ihrer Flexion Suppletion zeigen. In diesem Bereich ist maximale, d.h. irregulare formale 
Differenzierung, d.h. Allomorphie in den Paradigmen, 'erwunscht', also funktional. Sie 
wird  demzufolge im allgemeinen nicht abgebaut, sondern eher 'gesammelt'. Vgl. dazu 
den folgenden Fall: 
Beispiel  15: Im Frnhd. wird im allgemeinen die Alternation zwischen [x] und 0 in den 
Flexionsparadigmen beseitigt; vgl. z.B. frnhd. rauch -  rauher > nhd. rauh -  ruuher. Sie 
bleibt jedoch in den Fallen hoch, hochster -  hoher und nachster -  nahe erhalten. 
5.5  Geringer phonetischer Abstand zwischen den alternierenden Segmenten 
Ganz offensichtlich spielt auch die formale, d.h. phonetische Auspragung einer Alterna 
tion im Paradigma fur ihre Erhaltung bzw. ihren Abbau eine Rolle. Alternationen mit 
einem  nur  geringen  phonetischen  Abstand  zwischen  den jeweils  alternierenden  Seg- 
menten  tendieren im allgemeinen  zum Nichtabbau,  d.h. zur Erhaltung  in der Sprach- 
geschichte. 
Beispiel  16: Man setzt das Auftreten der sogenannten Auslautverhartung im Dtsch. fur 
die Zeit  des ~bergangs  vom  Ahd.  zum  Mhd.  an.  Aufgrund  dieses  phonologischen 
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N.Sg.  tac [kl  N.PI.  tage 
G.  luges  G.  tage 
D.  rage  D.  tagen 
A.  tac [k]  A.  rage 
Wie leicht zu sehen, ist diese Alternation morphologisch unsystematisch. Dennoch ist 
seit dem 1  I. Jahrhundert im Dtsch. erhalten, wie auch die Auslautverhartung insgesa 
weiterhin als phonologische Regel produktiv ist. Die Sprecher tolerieren die 
weil  fiir sie offenbar der Wechsel zwischen stimmhaften und stimmlosen 
die Uniformitat des Stammes in den betroffenen Paradigmen nicht beeintrachtigt. 
6.  Faktoren, die den Abbau von Alternationen im Paradigma fiirdern  1 
Es gibt jedoch  nicht nur Faktoren, die den Abbau von Alternationen in den 
verhindern, sondern auch solche, die ihn fordern. Eine ganz entscheidende 
hier die Neutralisierung und Tilgung der additiven Kategorienmarker (im 
xe), aus der sich eine Veranderung des Status der Alternationen im Paradigma ergibt. 
Beispiel  17:  Im  Ahd.  wurden  die  Tempuskategorien  Prasens  und  Prateritum  i 
Indikativ  (das gleiche gilt fiir beide Optative) durch unterschiedliche 
eindeutig symbolisiert. Vgl. das (Teil-)Paradigma des starken Verbs swimman: 
Priis.Ind.  Prat.Ind. 
Sg. 1.Ps. swimm-u  swum 
2.Ps.  swimm-is  swumm-i [ii] 
3.Ps.  swimm-it  swam 
PI.  I .Ps.  swimm-em%  swumm-un 
2.Ps.  swimm-et  swumm-ut 
3.Ps.  swimm-ent  swnmm-un 
Die Suffixe bilden  die Hauptmarker des Tempus; die Vokalalternation  'Prlsens -i- "1s. 
Prateritum  -a-, [-ii-1,  -u-'  hat den  Status  eines  wenig  systematischen  Nebenmarke 
Durch  phonologische  Reduktionen  und  die  ~bertragung  des  Markers  -st  auf 
Prateritum  verschwindet  die  Distinktivitat  von  Prasens-  und  Prateritalsuffixen  zu 
Frnhd. hin fast durchgangig. Vgl. das entsprechende frnhd. Paradigma: 
Pras.Ind.  Prat.Ind. 
Sg.  1.Ps.  schwimm(-e)  schwumm 
2.Ps.  sch~,imm-est  schwiimm-est 
3.Ps.  schwimm-et  schwamm 
PI.  1.Ps. sohwimm-en  schwumm-en 
2.Ps.  schwimm-et  schwumm-et 
3.Ps.  schwimm-en  schwumm-en 
Die Tempuskategorien werden  im  Prinzip  nicht  mehr durch  unterschiedliche  Suffi 
symbolisiert; es bleibt der Vokalwechsel, der damit zum Hauptmarker wird. So wird 
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durch einen einheitlichen  Vokal, sondern durch drei unterschiedliche Vokale symboli- 
siert wird. Wie unter diesen veranderten paradigmatischen Bedingungen nicht anders zu 
erwarten, wird  der  Prateritalvokal  bei  samtlichen  starken  Verben,  die nicht  ohnehin 
einen  einheitlichen  Vokal  im  Prateritum  hatten  (wie  laufen - ich lief, du liefst, wir 
liefen), vereinheitlicht, also modern  nhd. schwimmen - Prateritum  ich schwamm, du 
schwammst, wir schwammen usw. Das heifit, die beim Nebenmarker tolerierten Alter- 
nationen  im Prateritum werden beim Hauptmarker, der dazu noch alleiniger Praterital- 
marker ist, nicht langer toleriert. 
7.  Wird ein Ausgleich im Paradigma dadurch verhindert, dalj die Alterna- 
tion durch eine produktive ('lebendige') phonologische Regel bedingt ist? 
Das ist  offensichtlich nicht  der Fall. Jedenfalls  existieren  Beispielfalle,  die dagegen 
sprechen, in  denen  vielmehr  gerade ein paradigmatischer  Ausgleich  der erste Schritt 
dazu ist, die Produktivitat der phonologischen Regel einzuschranken bzw. abzubauen. 
Phonologische  ProduktivitXt  wird - ganz  im  Sinne  des  obigen  Paul-Zitats - mit 
morphologischer Motivation abgebaut. 
Beispiel  18: Vgl. nochmals den mehrfach erwahnten Ausgleich  in  den ahd. Paradigmen 
des Typs hano; hier erfolgt die Ersetzung der Formen mit Umlaut G.Sg. henin, D.Sg. 
henin  durch  solche  ohne  Umlaut  bereits  zu  einem  Zeitpunkt,  wo  die  Umlautregel 
ansonsten  noch  produktiv  ist  (im 9. Jahrhundert  ist  Nichtumlaut  in  den  betreffenden 
Paradigmen bereits die Regel; vgl. Braune 1987: 205). 
8.  Das Markiertheitsprinzip der Paradigmenuniformitat und das Prinzip 
des natiirlichen grammatischen Wandels 
Aufgrund der diskutierten sprachhistorischen Fakten, die wie viele weitere Fakten klar 
erweisen, dd  unsystematische Alternationen in den Flexionsparadigmen 'unerwiinscht', 
weil dysfunktional, sind, will ich ein entsprechendes morphologisches, d.h. semiotisch 
motiviertes  Markiertheitsprinzip  forrnulieren  (naturlich  ist hier  auch  eine  lquivalente 
Formulierung als OT-Constraint moglich): 
(I)  Markiertheitsprinzip:  Markiertheit  von  Flexionsformen  hinsichtlich  der  Paradig- 
menuniformitat 
Eine Flexionsform  ist  hinsichtlich  des  Markiertheitsparameters  der  Paradigmen- 
uniformitat markiert, wenn ihr Stamm mit der im  Paradigma dominierenden Form 
des  Stammes formal  (phonologisch) nicht  ubereinstimmt,  ohne  dal3  damit  eine 
systematische  Kategoriensymbolisierung  verbunden  ist.  Ansonsten  ist  sie 
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Das Prinzip besagt, daB innerhalb des Paradigmas ein einheitlicher Zeicheninhalt 
lexikalische Bedeutung) durch eine einheitliche Zeichenform wiedergegeben wird. 
Formulierung des Prinzips setzt zweierlei voraus: Erstens muR 
Paradigma dominierende Variante  des Stammes ist, und zweitens,  was 
Kategoriensymbolisierung ist. Beides kann im Einzelfall naturlich mit 
verbunden sein, auf die ich hier nicht weiter eingehen will  (fur den 
nochmals Abschn. 2, fur den zweiten Abschn. 5). 
Wichtig ist: Markiert bzw. unmarkiert  sind primlr die einzelnen 
Auf dieser Basis ergibt sich dann sekundar die Markiertheit der Paradigmen: 
Grammatisch,  d.h.  nicht  sozial,  initiierter  Wandel,  also  naturlicher  grammatisch 
Wandel, besteht im Abbau von Markiertheit gemaR dem folgenden Wandelprinzip: 
(11)  Ableitung: Markiertheit von Flexionsparadigmen hinsichtlich ihrer Uniformitat 
Ein  Flexionsparadigma ist  hinsichtlich  des  Markiertheitsparameters  der Paradig- 
menuniformitat markiert, wenn es markierte Flexionsformen enthalt; ansonsten 
es unmarkiert hinsichtlich dieses Parameters. Der Markiertheitsgrad eines Paradig- 
mas resultiert aus 
(i)  der Anzahl der markierten Flexionsformen, 
(ii) der Anzahl der Varianten des Stammes 
im Paradigma. 
(111) Prinzip des naturlichen grammatischen Wandels 
Naturlicher grammatischer Wandel verlauft in  Richtung der Ersetzung von hinsic 
lich eines Markiertheitspararneters Mi  starker rnarkierten  grammatischen  Ersch 
nungen durch hinsichtlich Mi schwacher markierte grammatische Erscheinungen. 
ist 
Man beachte, daB  dieses  Prinzip nicht  den  Abbau  von  Markiertheit  fordert, 
Wenn-dann-Charakter  hat: Wenn ein naturlicher grammatischer Wandel 
fuhrt er zum Abbau von Markiertheit. Damit ist lediglich die allgemeine 
Wandels vorgegeben (vgl. Wurzel  1994: 28ff.). Die betroffenen 
gegebenen  Zusammenhang  die  markierten  Flexionsformen. 
markierten durch unmarkierte Formen gibt es zwei verschiedene Optionen: 
- Alle  markierten  Formen  des  Paradigmas  werden 
unmarkierte Formen ersetzt: Falle wie hano -  henin > 
manz > man -  manz. 
- Nur die die morphologische Systematik storenden 
telbar durch andere, unmarkierte Formen ersetzt. 
bisher markierten  Formen  eine systematische 
verlieren  damit  mittelbar  ihre  Markiertheit 
Formulierung des Markiertheitsprinzips): 
-  gesti und schwimmen -  schwamm  - 
schwamm, schwammest, schwammen. Neben  dem Markiertheitsprinzip der Paradigmenuniformitat  gibt  es  auch jeweils  ein 
Markiertheitsprinzip der Systemanagemessenheit und  eines der Suppletion  (bzw. ent- 
sprechende OT-Constraints; vgl. Wurzel  1994: 64ff. und  67ff.). Beide sind offensicht- 
lich in der Hierachie der Prinzipien universe11 hoher eingeordnet ('gerankt') als das der 
Paradigmenuniformitat und setzen sich in  Konfliktsituationen gegen dieses durch (vgl. 
Abschn. 5.3 und 5.4). Es ist auch ein Prinzip der Uniformitit von Lexemen gleicher Se- 
mantik anzunehmen, das dem Prinzip der Paradigmenuniformitat untergeordnet 1st (vgl. 
Abschn. 4). Auf diese Zusammenhange kann hier nicht weiter eingegangen werden. 
9.  Ausgleich gegen die Paradigmenunifonnitat? 
Gibt es Falle von  paradigmatischem  Ausgleich, die sich  nicht durch  das Wirken des 
Markiertheitsprinzips  der  Paradigmenuniformitat  bzw.  der  ebenerwiihnten  anderen 
einschlagigen Prinzipienerklaren lassen, die in diesem Sinne also echte Gegeninstanzen 
zu  den  gemachten  Annahmen  darstellen?  In  diesem  Zusammenhang konnte  man  an 
Falle wie den folgenden denken: 
Beisuiel  19:  Im Dtsch.  bleibt  bekanntlich  die  morphologisch  unsystematische  Um- 
lautalternation im Prasens der starken Verben 'kein Umlaut in der 1.Ps.Sg. und im Plural 
vs. Umlaut in der 2.13.Ps.Sg.' (abgesehen von ganz wenigen Einzelfiillen) erhalten; vgl. 
z.B. schlagen: ich schlage, wir schlagen -  du schliigst, er schlagt. Es erfolgt also keine 
morphologische Systematisierung derart, daB der Umlaut  auf  die  1 .Ps.Sg. ausgedehnt 
wird:  *ich schliige.  Im  Gegenteil  wird  dieses  unaystematische  Muster  auf  den  e-i- 
Wechsel ubertragen, der im Mhd. und auch zunachst im Fnhd. systematisch nach dem 
Muster '-e- im Plural  vs.  -i- im Singular' funktioniert; vgl. fnhd. geben: ich gibe,  du 
gibst, er gibt -  wir geben usw. > nhd. ich gebe -  du gibst, er gibt -  wir geben usw. 
DaB bei den Umlautverben des Typs schlagen kein Ausgleich eintritt, stellt keine 
Gegeninstanz dar, denn Markiertheit generell und damit auch Markiertheit hinsichtlich 
der  Paradigmenuniformitat  wird  ja  nicht  notwendigerweise  abgebaut  (es  gibt  keine 
Flexionssysteme ohne alle Markiertheit). Ein Problem ergibt sich jedoch daraus, daR bei 
den Verben des Typs geben der Ausgleich in  die 'falsche' Richtung geht und auf diese 
Weise neue Markiertheit  hinsichtlich  der Paradigmenuniformitat  entsteht, was  ausge- 
schlossen sein sollte. Auch Systemangemessenheit oder Suppletion kann man hier nicht 
verantwortlich machen. Der Grund fur diese grammatisch gesehen 'unerwunschte' Ent- 
wicklung wird jedoch  deutlich, wenn man die Verhaltnisse etwas eingehender betrach- 
tet. Das 'Standardmhd.' mit i-Singular, also auch mit der Form  ich gibe, und  e-Plural 
(wie es in den Handbuchern dargestellt wird) folgt den obd. Dialekten, wiihrend die md. 
Dialekte auch bereits im Mhd. in der 1.Ps.Sg. die Form ich gebe aufweisen. Im  'Stan- 
dardfrnhd.' setzt sich dann aus nichtgrammatischen Grunden (u.a. aufgrund von Luthers 
md. gepriigter Bibelubersetzung; vgl. Reichmann~Wegera  1993: 253ff.) das md. Muster 
durch, ungeachtet dessen, daB es morphologisch unsystematisch ist. Wir haben es hier 
also nicht mit grammatisch  initiiertem Wandel  (naturlichem grammatischen  Wandel), 
sondern mit sozial initiertem Wandel zu tun, und Wandel solcherart erfolgt ohne Riick- Purudigmenunlformitht aus historischer Perspektive: Ausgleich und Morphologisierung  241 
sicht auf die Markiertheit, ist vielmehr oft eine Quelle fur Markiertheit. Das bedeutet 
doch nicht, dal3 es Gegeninstanzen zum Markiertheitsprinzip hinsichtlich der 
unjformjtat gibt. Der hjer betrachtete Wandel ich gibe > ich gebe in der 
liegt  einfach  aul3erhalb  der  Domane  des  Prinzips  des  natiirlichen 
Wandels. Es ist stark zu vermuten, daB sich auch andere vermeintliche 
auf diese Weise erklaren lassen. 
10.  Typologisch-strukturelle Bedingungen und Konsequenzen  1 
AbschlieBend  noch  kurz  einige  Bemerkungen  zu  den  typologisch-strukturell 
Bedingungen der Herausbildung von Stammalternationen in den Paradigmen und der  -  -  -  . 
weiterer Entwicklung sowie deren moglichen typologisch-strukturellen  Konsequenzen. 
(i)  Die Voraussetzung fur die Herausbildung von Stammalternationen sind immer phon I  - 
logische Veranderungen, die nur einen Teil der Flexionsformen des Paradigmas betref- 
fen. Welcherart von phonologischen Veranderungen konnen hier eine Rolle spielen? 
Solche  Veranderungen  sind  (in  Sprachen  mit  Endflexion),  wenn 
bedingt, typischerweise regressiver Art: Ein Segmentleine Segmentfolge des 
wird von einem Segmentleiner Segmentfolge des Flexionssuffixes 
meinen  assimilatorisch.  Ein gutes Beispiel  sind Veranderungen  mit 
wie sie gehauft in den germ. Sprachen, aber auch in  anderen 
auftreten. Hingegen  weisen viele agglutinierende Sprachen 
risch und Finnisch) Alternationen mit 
milationen, auf: Ein Segment des 
angeglichen. In  diesem Fall  konnen  sich  demzufolge durch  Vokalassimilation  kei 
Stammalternationen herausbilden; es resultiert  vielmehr eine Alternation der 
suffixe; vgl. z.B. ung. -bun, -ba, -bdl vs. -hen, -be, -bcl. Das besagt aber 
in agglutinierenden Sprachen keine Stammalternationen aufgrund von 
milation herausbilden konnten. Das zeigt etwa die Konsonantengradation im Samisch 
(wie in anderen finn.-ugr. Sprachen), bei der Konsonanten bzw. Konsonantengruppen 
die Struktur der folgenden Silbe angepaBt werden  (starke Stufe vor offener, 
Stufe vor geschlossener Silbe); vgl. protosam.  *kale 'Fisch', aber G.Sg. 
*m,enem 'gehen, I.Ps.Sg.',  aber Part.Perf. *meneGe (Korhonen 1996: 210). 
konsiatieren,  daB  es  ganz  offensichtlich  kei'ne 'typologisch  bedingten 
unterschiedlichen Bedingungen der Herausbildung von 
renden und agglutinierenden Sprachen gibt. 
Unter bestimmten, recht gut  abgrenzbaren 
Assimilationen  fur Segmentalternationen in 
ist der Gang der Dinge so, dal3 zunachst bestimmte Formen eines Paradigmas von ein  r 
regressiven Assimilation  betroffen  sind, die dann ihrerseits die Voraussetzung fur ei  e 
men des Typs dtsch. Bach -  Bache seit dem Vorahd.:  t 
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Ausgangspunkt:  [bax] - [bax-i] 
regressive Assimilation:  [bax] - [bex-i] 
(Vokalabschwachung:  [bax] - [b~x-a]) 
progressive Assimilation:  [bax] - [~EG-a]. 
Stammalternationen in den Paradigmen konnen aher nicht nur durch Segmente, sondern 
auch durch die Akzentverhaltnisse bedingt sein, wenn  der Akzent innerhalb des Para- 
digmas wechselt. Ein Beispiel fur die Entstehung einer entsprechenden Vokalalternation 
ist (zumindest nach der dominierenden Theorie) der Ablaut im Ieur. Ein Beispiel fur die 
Entstehung  einer  entsprechenden  Konsonantenalternation  ist  das  Vernersche  Gesetz, 
nach  dem ursprunglich  stimmlose und  stimmhafte  Spiranten  wechselten  (Reste beim 
nhd. starken Verb: schneiden -  schnitten, ziehen -  zogen). Die Frage, welche Typen von 
phonologischen  Veranderungen  zu  Stammalternationen  in  den  Paradigmen  fuhren 
konnen  und  wieweit  diese  Veranderungen  durch  spezifische  strukturell-typologische 
Eigenschaften des jeweiligen  Sprachsystems vorgegeben  sind, ist damit naturlich noch 
nicht hinreichend beantwortet, was in diesem Rahmen auch nicht moglich war. Sie ist es 
sicher wert, kunftig systematisch untersucht zu werden. 
(ii)  Fur die Weiterentwicklung von phonologisch entstandenen Stammalternationen  in 
den Paradigmen gibt es prinzipiell zwei Moglichkeiten: Morphologisch unsystematische 
Alternationen in den Paradigmen werden tendentiell, aber nicht mit Notwendigkeit, im 
Laufe der Zeit abgebaut; vgl. nochmals das ahd. Paradigma hano. Werden  Alternatio- 
nen, gleich ob systematisch oder nicht, nicht abgehaut, erhalten sie jedoch  automatisch 
den  Status von Markern, wenn  sie nicht mehr phonologisch pradiktabel sind; d.h.  sie 
werden notwendigerweise morphologisiert; vgl. systematisch das Prateriturn  von  aisld. 
krefja, unsystematisch  ahd. gust  und  die  vielen  unterschiedlichen  aisld.  Substantiv- 
paradigmen  mit  Vokalwechsel.  Alternationen,  die  entweder  bereits  morphologisch 
systematisch sind wie bei  aisld. krefia oder doch leicht systematisiert werden  konnen 
wie bei ahd. gust, werden zu systematischen modifikatorischen Kategorienmarkern mit 
dem Status von Nebenmarkern. Wenn durch phonologische Tilgung die Flexionssuffixe 
getilgt oder neutralisiert werden, wird  die Alternation zum alleinigen Marker  wie bei 
dtsch. apful -  Plural apfuli > Apfel -  Apfel und bei dtsch. wir swimmernEs -  Prateriturn 
wir swummun  > wir schwimmen -  wir schwummen/schwammen. Eine entsprechende 
Entwicklung vollzieht  sich  in  vielen  auch  Fallen  im  Samischen; vgl.  *ko'te - G.Sg. 
*kolen > kuolli -  kuoli und *menern -  Partperf. *meneke  > manan -  mannan. 
,  .  \.  . 
(iii) Aus solchen Entwicklungen von phonologischen Alternationen in  den Paradigmen 
zu  morphologischen  Kategorienmarkern  resultieren  interessante  typologische  Konse- 
quenzen. Vollziehen  sie sich in  fusionierenden  ('flektierenden') Sprachen, so bedeuten 
sie eine Zunahme des fusionierenden  Potentials. Das gilt u.a.  fur das Dtsch., wo zum 
einen die phonologische Umlautalternation  in  den  Substantivparadigmen  morphologi- 
siert und  der Ablaut hei  den  Verben  vom  redundanten Nebenmarker  zurn relevanten 
Hauptmarker  des  Prateritums  wird.  Typologisch  noch  wesentlicher  konnen  solche 
Veranderungen sein, wenn sie in agglutinierende Sprachen auftreten. Erfassen sie einen 
hinreichend groflen Teil der Flexionsparadigmen,  so fuhren  sie zu einem Wechsel des 
Sprachtyps hin zum fusionierenden Typ. Man vgl. dazu die Entwicklung eines Teils der 
ursprunglich  strikt agglutinierenden  finn.-ugr. Sprachen. In  der Geschichte des Sami- 
schen, Estnischen und Livischen gab es massive phonologische Veranderungen, die den Paradigmenunifornzitiir aus historischer Perspektive: A~rsgleich  nnd Morphologisierung  243 
GroBteil der Paradigmen  erfal3ten und  entsprechend der phonologischen  Bedingungl 
jeweils nur einen Teil der Flexionsformen der Paradigmen betrafen. Die resultierendl 
Stammalternationen wurden  nicht bzw. nur  partiell, d.h.  morphologisch  systematisi 
rend, ausgeglichen. Die sich ergebenden Veranderungen in der morphologischen Stru 
tur dieser Sprachen seit dem rekonstruierten Baltisch-Finnischen  sind so grundlegen 
daR  diese heute als  strikt fusionierend zu  klassifizieren sind (Korhonen  1996: 208f 
Phonologische  Alternationen  in  den  Paradigmen  haben  damit  also  faktisch  ei~ 
Veranderung des Sprachtyps herbeigefiihrt. 
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