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Les trois premiers chapitres constituent en réalité la véritable introduction de
cette thèse. Certes, il ne faut pas cinquantes pages pour présenter les problématiques
auxquelles nous allons nous intéresser, mais il aurait été dommage d’écrire une phrase
telle que «nous montrons qu’il existe des conditions de gain de complexité borélienne
arbitraire finie qui sont décidables pour n’importe quel jeu sur un graphe de processus
à pile» sans en avoir déﬁni au préalable la plupart des mots. Il ne faut pas voir là une
rigueur poussée à l’extrême, mais seulement un souci de clarté. Cette introduction se
propose donc de déﬁnir de façon très générale les problématiques de la vériﬁcation en
soulignant le rôle que l’étude des jeux à deux joueurs peut y tenir. Les contributions
de la thèse sont données dans le chapitre 3 page 65.
La vérification
L’informatique et les systèmes automatisés occupent autour de nous une place
chaque jour plus grande. Il en découle que la ﬁabilité de ces systèmes est un enjeu
capital, aussi bien du point de vue économique que du point de vue de la sécu-
rité de chacun d’entre nous. Nous sommes tous conscients de l’importance prise par
l’informatique dans notre société. Même si le fameux bug de l’an 2000 n’a pas été
aussi terrible qu’on nous le prédisait, il faut bien reconnaître qu’il n’est pas diﬃcile
de dresser une liste de défaillances informatiques, parfois stupides mais diﬃciles à
contourner, rencontrées au cours des dernières années. Aussi la vériﬁcation des sys-
tèmes revêt-elle un caractère crucial. La conception d’un système passe par de nom-
breuses étapes qui impliquent une grande diversité d’intervenants. Certains d’entre
eux ont une vision assez abstraite du système, tandis que d’autres se confrontent au
diﬃcile problème de l’implantation. La conception abstraite du système doit donc
être réalisable dans la pratique de façon performante, sous peine de perdre fortement
de son intérêt.
Il en va de même pour la vériﬁcation. Aﬁn de vériﬁer un système, on commence
par le modéliser. On spéciﬁe ensuite une propriété que l’on souhaite vériﬁer, dans
un formalisme adapté, qui passe le plus souvent par une formule logique. On re-
garde enﬁn si le modèle vériﬁe la spéciﬁcation. Le problème est double : les phases
de modélisation et de spéciﬁcation doivent permettre une phase de vériﬁcation, réa-
lisable non seulement d’un point de vue théorique, mais également d’un point de
vue pratique.
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La phase de modélisation se doit d’être générale pour pouvoir être réutilisable :
il serait dommage de déﬁnir un modèle pour un programme faisant trois appels
récursifs au plus, et de devoir refaire tout le travail lorsque l’on s’intéresse à un
même programme faisant cette fois-ci quatre appels récursifs au plus. Cependant,
un modèle trop puissant rendrait la phase de vériﬁcation délicate, voire impossible.
Une autre notion importante dans la modélisation d’un système est son caractère
ﬁni ou non. Par exemple, on peut modéliser un ascenseur dans un immeuble à trois
étages par un nombre ﬁni de paramètres, qui peuvent chacun prendre un nombre ﬁni
de valeurs. Considérons à présent un programme qui eﬀectue un nombre arbitraire
d’appels récursifs : il ne peut être modélisé de façon ﬁnie, car la taille de sa pile
d’appels récursifs n’est pas bornée. Dans ce cas, on cherchera un modèle ﬁniment
descriptible de systèmes inﬁnis.
Quant à la spéciﬁcation, les outils, logiques ou autres, dépendent fortement du
type de propriétés que l’on souhaite vériﬁer. A nouveau, il serait inadapté d’utili-
ser un langage de spéciﬁcation trop puissant qui rendrait la vériﬁcation délicate,
coûteuse, ou pire irréalisable.
Enﬁn, la phase de vériﬁcation, ou model-checking, consiste à décider pour tout
modèle d’une forme donnée, et pour toute formule dans une logique donnée, si
le modèle satisfait la formule. Il se peut tout d’abord que sous cette forme très
générale le problème ne soit pas décidable, c’est-à-dire qu’il n’existe pas d’algorithme
permettant d’y répondre. C’est par exemple le cas lorsqu’une logique trop expressive
est utilisée, ou lorsque les modèles sont trop puissants. Par ailleurs, il y a souvent
un fossé entre une réponse sur le papier et une implémentation réelle de la solution :
cette dernière peut s’avérer totalement inutilisable si elle conduit à des temps de
réponses beaucoup trop long.
Et les jeux dans tout ça?
On distingue fréquemment deux types de systèmes : les systèmes fermés et les
systèmes ouverts. Dans le premier cas, le système n’a pas d’interaction avec l’environ-
nement, alors que dans le second cas l’environnement est actif. Un système ouvert
peut représenter un programme et son environnement. Reprenons notre exemple
d’ascenseur : le programme est l’ascenseur, tandis que l’environnement est constitué
d’utilisateurs qui peuvent appeler l’ascenseur et spéciﬁer un étage où aller. On peut
alors se demander si l’ascenseur amène toujours ses passagers à bon port, c’est-à-
dire si lorsqu’un étage est demandé, l’ascenseur s’y arrêtera quoi qu’il se passe entre
temps (appels de l’ascenseur, plusieurs arrêts demandés,. . . ).
La vériﬁcation des systèmes ouverts peut être réalisée à l’aide d’un jeu. On peut
représenter le système par un ensembles de sommets reliés entre eux par des transi-
tions. Le modèle du système possède deux types d’états appelés sommets : ceux où
la prochaine action sera eﬀectuée par le programme, et ceux où elle sera réalisée par
l’environnement. On décide que les sommets où le programme va eﬀectuer la pro-
chaine action appartiennent à un premier joueur, Eve, tandis que les sommets régis
par l’environnement appartiennent à un second joueur, Adam. Une partie dans un
jeu débute dans le sommet qui correspond à l’état initial du système. Le joueur à qui
ce sommet appartient choisit une action à eﬀectuer, et va dans le sommet correspon-
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dant à l’état résultant de cette action. Le joueur à qui le nouveau sommet appartient
choisit une action et ainsi de suite. Une partie est la simulation d’une exécution du
système. Si ce dernier ne se bloque pas, la partie est inﬁnie. Les propriétés que l’on
souhaite le plus souvent vériﬁer sont de la forme «quoi que fasse l’environnement,
l’exécution est une bonne exécution». On dira alors qu’Eve remporte une partie si
celle-ci correspond à une bonne exécution. Sinon c’est Adam qui gagne. Le système
vériﬁe la propriété si toutes les parties sont remportées par Eve.
Une variante du problème de vériﬁcation est celui de la synthèse d’un contrôleur.
On a cette fois-ci un système ouvert, dans lequel les comportements du système
dans un état sont multiples. Par ailleurs, on possède une spéciﬁcation que l’on veut
voir satisfaite, quelle que soit le comportement de l’environnement. En général, les
comportements du programme sont trop peu restreints pour cette spéciﬁcation face
à un environnement malicieux. On cherche alors à restreindre les comportements
aﬁn que le nouveau système satisfasse la propriété. On parle alors de synthèse de
contrôleur. En terme de jeu, le problème de synthèse d’un contrôleur correspond à la
recherche d’une stratégie gagnante pour Eve. Une stratégie est une manière de jouer,
c’est-à-dire une procédure qui décide quelle action choisir, en fonction du sommet
courant et du passé de la partie. Une stratégie est gagnante si elle assure la victoire
dès lors qu’on la respecte. Si Eve possède une stratégie, on en déduit un contrôleur
et réciproquement. Lorsque l’on synthétise un contrôleur, on voudrait, en vue d’une
implémentation, que celui-ci soit le plus simple possible. Dans le formalisme des jeux,
cela revient à restreindre la mémoire qu’Eve peut utiliser pour calculer sa stratégie.
Une autre question importante est de restreindre au minimum le programme. Dans le
formalisme des jeux, cela revient à chercher une stratégie la plus permissive possible.
Problématiques de la thèse
Cette thèse s’intéresse davantage à l’étude des jeux, qu’au model-checking. La
grande majorité des jeux considérés ici se déroulent sur le même modèle de graphes,
celui des graphes de processus à pile et de leurs sous-classes.
L’article [83, 84] d’I. Walukiewicz a été mon point de départ. Le comprendre
dans le détail n’a pas été chose aisée, et a demandé de récrire une preuve du résultat
principal sur laquelle nombre de constructions présentées dans ce travail se sont
fondées.
Les axes de recherches ont été multiples. Le premier a consisté à maîtriser les
résultats d’I. Walukiewicz. La question sur laquelle j’ai travaillé par la suite a été
celle de la représentation des ensembles de positions gagnantes. L’étude de nouvelles
conditions de gain permettant d’exprimer des propriétés naturelles des systèmes a
indéniablement été l’un des ﬁls conducteurs de cette thèse. Je me suis également
intéressé à une question plus théorique, à savoir l’existence de conditions de gain
arbitrairement complexes d’un point de vue topologique, et qui restent décidables.
L’étude de modèles de graphes plus simples a enﬁn retenu mon attention.
Certain des travaux présentés ici ont été le fruit de collaborations fructueuses,
avec A.J. Bouquet et I. Walukiewicz d’une part, et avec C. Löding et P. Madhusu-
dan d’autre part. Les conditions boréliennes introduites au sixième chapitre doivent
beaucoup à J. Duparc, qui a accepté le rôle d’oracle par courrier électronique in-
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terposé. Enﬁn, cette recherche s’inscrit dans le cadre du projet européen Games
and Automata for Synthesis and Validation (Games), qui lui a oﬀert un contexte
stimulant et confortable.
Comment lire cette thèse?
Les trois premiers chapitres sont à considérer comme une longue partie prélimi-
naire à cette recherche. Leur importance et leur intérêt varieront fortement selon
les connaissances du lecteur. Le premier chapitre énonce des déﬁnitions classiques
sur les structures de base que sont les mots, les arbres et les graphes. Divers types
d’automates et de langages y sont introduits, tout comme quelques notions de com-
plexité. Pour le lecteur averti, ce chapitre présente l’intérêt de préciser les notations
et d’introduire quelques concepts peu courants. Pour le lecteur peu au fait de ces
concepts, il constituera, je l’espère, le nécessaire pour lire et comprendre cette thèse.
Le deuxième chapitre est le pendant du premier quant aux notions relatives aux
jeux. Y sont introduites des notions classiques pour les jeux à deux joueurs, ainsi
que des notions plus spéciﬁques pour les jeux sur des graphes de processus à pile.
Toutes les conditions de gain étudiées par la suite y sont présentées. Les notions
de complexité borélienne, et de jeu de Wadge y sont abordées. Un lecteur bien au
courant de ces notions pourra le parcourir rapidement et s’y reporter simplement
lorsque la nécessité le demandera. Pour un lecteur un peu moins familier du domaine,
ce chapitre sera, je l’espère, une bonne invitation à lire la suite. Le troisième chapitre
dresse enﬁn un panorama des travaux qui concernent les jeux sur des graphes de
processus à pile. Les contributions que ce travail prétend apporter y sont évoquées,
tout comme leur place au sein de la thèse.
Les cinq chapitres suivants constituent en revanche le corps de cette thèse. Alors
que le quatrième chapitre introduit des concepts qui s’avèrent d’une grande uti-
lité dans tous les autres chapitres, les quatre derniers chapitres sont très largement
indépendants. Le quatrième chapitre se penche ainsi plus précisément sur la repré-
sentation des ensembles de positions gagnantes. Les résultats qui y sont présentés
permettent de simpliﬁer les constructions du reste de la thèse. Le cinquième chapitre
s’intéresse quant à lui dans un premier temps à la condition de parité : les résultats
d’I. Walukiewicz énoncés dans [83] y sont rappelés. Une nouvelle preuve de la dé-
cidabilité de ces jeux est ensuite proposée, avant de s’intéresser à la construction
et à la preuve pour les conditions d’explosion et de parité en escalier, qui utilisent
les mêmes techniques. Le sixième chapitre traite d’une famille de conditions de gain
de complexité borélienne arbitraire ﬁnie, pour lesquelles on peut décider le gagnant,
tandis que le septième chapitre concerne l’étude des conditions de parité pour des
jeux sur des sous-classes des graphes de processus à pile que sont les graphes de
Bpa et les graphes de processus à compteur. Enﬁn, le dernier chapitre élargit la
recherche à d’autres conditions de gain. L’intérêt se porte dans un premier temps
sur les combinaisons booléennes d’une condition de parité et d’une condition sur la
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Dans ce premier chapitre on donne les notions élémentaires qui seront utilisées
par la suite. On commence par les objets de base que sont les mots, les arbres
et les graphes. On s’intéresse ensuite à la notion de langage de mots puis à celles
d’automate ﬁni et d’automate à pile, ce qui nous permet de déﬁnir les langages
rationnels et les langages algébriques de mots ﬁnis et de mots inﬁnis.
La notion d’automate à pile nous permet ensuite d’introduire celle de graphe de
processus à pile. On donne également des sous-classes de ces derniers issues des cas
particuliers de processus à pile que sont les processus à compteur et les Bpa.
Enﬁn, on donne quelques notions de complexité et de calculabilité. En particulier,
on introduit les diﬀérents modèles de machines de Turing et les classes de complexité
qui seront utilisées par la suite.
La plupart des notions introduites dans ce chapitre sont classiques. Pour plus de
détails, on pourra consulter [44, 70, 73].
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1.1 Structures de base
1.1.1 Mots et langages
Mots
Un alphabet est un ensemble ﬁni ou inﬁni de symboles. Les éléments d’un alphabet
sont des lettres. Dans la suite, un alphabet sera le plus souvent désigné par une lettre
majuscule romaine, par exemple A,B ou C, et les lettres par des lettres minuscules
romaines, par exemple a, b ou c.
Un mot sur un alphabet A est une suite de lettres de A. Un mot ﬁni est une suite
ﬁnie de lettres tandis qu’un mot inﬁni est une suite indexée par les entiers naturels.
On représente un mot ﬁni par la juxtaposition des lettres qui le composent. Par
exemple jeux représente le mot à quatre lettres associé à la suite j,e,u,x. Le mot
vide, c’est-à-dire le mot associé à la suite vide est noté ε.
Etant donnés un mot ﬁni u et un mot (ﬁni ou inﬁni) v, la concaténation de u et
de v sera notée u · v ou plus simplement uv, s’il n’y a pas d’ambiguïté.
Un mot ﬁni u est un préfixe d’un mot (ﬁni ou inﬁni) v, ce que l’on note u ⊑ v,
s’il existe un mot w tel que v = uw. Un mot ﬁni u est un suffixe d’un mot ﬁni v,
s’il existe un mot w tel que v = wu. Un mot ﬁni u est un facteur d’un mot (ﬁni
ou inﬁni) v, s’il existe deux mots w1 et w2 tels que v = w1uw2. Enﬁn, un mot u
est un sous-mot d’un mot v si la suite des lettres de u est une sous-suite de la suite
des lettres de v. Soit un mot u préﬁxe (respectivement suﬃxe, facteur ou sous-mot)
d’un mot v, u est un préﬁxe (respectivement suﬃxe, facteur ou sous-mot) strict de
v si et seulement si u et v sont distincts. Pour tout mot u de longueur n et tout
entier 0 ≤ k ≤ n, on désigne par u↾k le préﬁxe de u de longueur k.
Par exemple, si l’on considère le mot automate, auto en est un préﬁxe, tomate
un suﬃxe, ma un facteur et atome un sous-mot.
On note |u| la longueur (éventuellement inﬁnie) du mot u. Si a est une lettre,
|u|a désigne le nombre d’occurrences de a dans u.
Etant donnés un mot u et un entier n ≥ 0, on désigne par un le mot formé de n
concaténations de u. En particulier u0 est le mot vide ε.
Etant donné un mot ﬁni u = a1a2 · · · an, on appelle miroir de u, le mot u˜ =
anan−1 · · · a1. Par exemple, si u = olivier, u˜ = reivilo. Un mot égal à son miroir
sera appelé palindrome. Les mots anna et esoperesteicietserepose sont des exemples
de palindromes.
Soit un alphabet A. On note A∗ l’ensemble des mots ﬁnis sur A, A+ l’ensemble
des mots ﬁnis diﬀérents du mot vide, Aω l’ensemble des mots inﬁnis sur A, et A∞
l’ensemble des mots ﬁnis ou inﬁnis sur A.
Enﬁn, étant donnée une suite (ui)i≥1 ∈ (A∗)N de mots ﬁnis sur un alphabet A,
on déﬁnit le mot, ﬁni ou inﬁni, lim(ui)i≥1, appelé limite de la suite (ui)i≥1, et déﬁni
comme le mot maximal pour l’inclusion vériﬁant ce qui suit : pour tout j ≥ 1, il
existe un entier r telle que la j-ème lettre de lim(ui)i≥1 est la même que la j-ème
lettre de up pour tout p ≥ r.
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Langages
Un langage désigne un ensemble de mots et sera, en général, noté par une lettre
majuscule romaine, par exemple L.
On distinguera deux cas particuliers de langages : les langages de mots ﬁnis et les
langages de mots inﬁnis, également appelés ω-langages (la lettre ω faisant référence
au caractère inﬁni des mots de ces langages). Un langage de mots ﬁnis sur un al-
phabet A sera donc un sous-ensemble de A∗, tandis qu’un ω-langage sur l’alphabet
A sera un sous-ensemble de Aω. La grande majorité des langages considérés par la
suite seront de l’une des deux formes précédentes.
Un langage L est fermé par préfixe lorsque pour tout mot u dans L, tout préﬁxe
de u est dans L.
Plusieurs opérations peuvent être eﬀectuées sur les langages. Les langages étant
des ensembles, on rappelle les opérations booléennes :
– étant donnés deux langages L1 et L2, le langage L = L1 ∪L2 = {u ∈ A∞ | u ∈
L1 ou u ∈ L2} est appelé union de L1 et L2.
– étant donnés deux langages L1 et L2, le langage L = L1 ∩L2 = {u ∈ A∞ | u ∈
L1 et u ∈ L2} est appelé intersection de L1 et L2.
– étant donnés deux langages L1 et L2, le langage L = L1 \L2 = {u ∈ A∞ | u ∈
L1 et u /∈ L2} est appelé différence de L1 et L2.
– étant donné un langages L, le langage L = A∞ \ L est appelé complémentaire
de L. Lorsque L est un langage de mots ﬁnis (respectivement de mot inﬁnis)
et que le contexte est clair, on appellera également complémentaire le langage
A∗ \ L (respectivement Aω \ L).
Outre les opérations booléennes, il existe d’autres opérations naturelles sur les
langages, fondées sur la notion de concaténation pour les mots :
– étant donnés un langage L1 de mot ﬁnis et un langage L2 quelconque, le langage
L = L1L2 est le langage {u1u2 ∈ A∞ | u1 ∈ L1 et u2 ∈ L2}. Le langage L est
appelé produit de L1 et L2.
– étant donné un langage L de mots ﬁnis, on déﬁnit par récurrence la suite de
langages ﬁnis (Li)i≥0 par L0 = {ε} et Li+1 = LiL. On parle alors de puissances
d’un langage.
– étant donné un langage de mots ﬁnis L, l’union des puissances de L, notée L∗
et déﬁnie par L∗ =
⋃
i≥0
Li, est appelée étoile de L. Une variante consiste à ne




– étant donné un langage de mots ﬁnis L ne contenant pas le mot vide, le langage
de mots inﬁnis Lω = {u = u0u1u2 · · · | (ui)i≥0 ∈ LN} est appelé ω-itération de
L.
– étant donné un langage de mots ﬁnis L ne contenant pas le mot vide, le langage
L∞ = L∗ ∪ Lω est appelé ∞-itération de L.
Etant donné un alphabet A, les notations A∗, Aω et A∞ prennent tout leur sens
au regard des déﬁnitions précédentes en considérant A comme un langage de mots
réduits à une lettre.
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1.1.2 Arbres
Nous avons déﬁni un mot comme une suite de lettres. Ainsi, un mot ﬁni de
longueur n sur un alphabet A peut-il être vu comme une application de {0, . . . ,n−1}
dans A, associant à tout i, 0 ≤ i ≤ n − 1, la (i + 1)-ème lettre du mot. De même,
un mot inﬁni sur un alphabet A peut être considéré comme une application de N
dans A. La structure naturelle de N, munie de la relation successeur, confère alors
aux mots un caractère linéaire.
Les listes chaînées fournissent un représentation naturelle des mots : la première
lettre du mot est distinguée et chaque lettre pointe vers la lettre suivante. Ainsi, le
mot jeux peut-il être représenté par la liste chaînée suivante :
j e u x
Dans cette optique, une généralisation naturelle des mots consiste à considérer
qu’il y a une unique lettre de départ, qu’une lettre ne pointe, non plus vers une
seule lettre, mais vers plusieurs lettres ordonnées entre elles et que deux lettres ne
peuvent pointer sur une même troisième. Ainsi, la structure n’est plus linéaire mais











Fig. 1.1 – Un exemple d’arbre
Alors que dans le cas des mots on indexait les lettres par un ensemble totalement
ordonné ({0, . . . ,n−1} pour les mots ﬁnis de longueur n et N pour les mots inﬁnis),
ce qui permettait de déﬁnir au plus un successeur à chaque lettre, dans le cas des
arbres, ce n’est plus le cas et une lettre peut avoir plusieurs successeurs. En fait,
on indexe maintenant les lettres par les éléments d’un ensemble, muni d’un ordre
partiel, possédant un élément minimal et tel que deux éléments incomparables ne
peuvent être plus petit qu’un même troisième.
Plus précisément, considérons un alphabet K muni d’un ordre total <, et un
langage D ⊆ K∞ fermé par préﬁxe. L’ensemble D muni de la relation préﬁxe est
1.1. Structures de base 19
un ensemble partiellement ordonné, que l’on appelle domaine. Un arbre d’alphabet
A et de domaine D est une application T de D dans A.
Lorsque K est ﬁni, on identiﬁe K avec {0, . . . ,k − 1} et l’on parle alors d’arbre
d’arité finie k. Dans le cas contraire, on parle d’arbre d’arité infinie. LorsqueD ⊆ K∗
avecK ﬁni, on parle d’arbre fini, et dans le cas contraire d’arbre infini. En particulier,
tout arbre ﬁni est d’arité ﬁnie.
Une représentation graphique d’un arbre est la suivante : à tout élément d ∈ D
on associe un nœud, dont l’étiquette est T (d). On appelle d l’indice du nœud. Enﬁn,
un arc (orienté) relie le nœud d’indice d à tous les nœuds d’indice dh, pour h ∈ K,
lorsqu’ils existent. Lorsqu’il y a un arc d’un nœud d’indice i vers un nœud d’indice
ih, on dira du premier nœud qu’il est le père du second et du second qu’il est le
h-fils du premier (ou simplement le fils selon le contexte). La clôture transitive de
la relation père/ﬁls déﬁnit la relation ancêtre/descendant.
Un arbre T d’alphabet A et de domaine D ⊆ K∞ est équivalent à un arbre T ′
d’alphabet A′ et de domaineD′ ⊆ K ′∞ si et seulement s’il existe un morphisme lettre
à lettre ϕ de K∞ dans K ′∞ préservant les ordres sur K et K ′, et tel que ϕ(D) = D′,
et pour tout d ∈ D, T (d) = T ′(ϕ(d)). Cette relation est bien entendu une relation
d’équivalence et dès lors on confondra tous les arbres d’une même classe.
Un nœud qui n’a pas de ﬁls est une feuille. L’unique nœud à n’avoir pas de père
est le nœud indexé par le mot vide. Il est qualiﬁé de racine, et il est l’ancêtre de
tous les nœuds. Un chemin dans un arbre est une suite de nœuds reliés par des arcs.
Enﬁn, une branche est un chemin maximal partant de la racine. Une branche peut
être ﬁnie ou inﬁnie. On a le résultat suivant.
Lemme 1.1 (Koening) Tout arbre infini d’arité finie possède une branche infinie.
Exemple 1.1 Considérons l’arbre ﬁni d’arité 3 représenté par la ﬁgure 1.1. En
reprenant les notations ci-dessous, on a K = {0,1,2} et A = {d,e,i,j,k,n,o,r,t,u,x}.
Avec la convention où l’on dessine le 0-ﬁls en bas, le 1-ﬁls au milieu et le 2-ﬁls en
haut par rapport à leur père, le nœud d’indice 0011 a pour étiquette r et est une
feuille. Enﬁn, la racine est étiquetée par j.
Il est facile de voir que les mots sont un cas particulier d’arbre où K est un
singleton. Par analogie avec le mot vide, on déﬁnit l’arbre vide comme étant l’arbre
dont le domaine est vide. De même, on donne un analogue de la relation de suﬃxe
dans le cadre des arbres. Soit donc un arbre T de domaine D et d’alphabet A. Un
arbre T ′ de domaine D′ et d’alphabet A est un sous-arbre de T s’il existe un élément
d ∈ D tel que T ′ soit équivalent à l’arbre T ′′ de domaine D′′ = d−1D = {d′′ | dd′′ ∈
D}, d’alphabet A et déﬁni par T ′′(d′′) = T (dd′′).
Graphiquement, l’arbre T ′′ (et donc T ′) correspond à l’arbre obtenu en ne gar-
dant dans la représentation T que le nœud d’indice d et ses descendants.
1.1.3 Graphes
Nous venons de déﬁnir les arbres comme des applications d’un domaine D muni
d’un ordre partiel tel qu’il existe un élément minimal et possédant la propriété que
deux éléments incomparables ne peuvent être plus petits qu’un même troisième. Si
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l’on enlève la contrainte concernant l’existence d’un élément minimal, on obtient
une forêt, c’est-à-dire une union disjointe d’arbre. Si l’on indexe seulement par un
ordre partiel (sans autre contrainte), on obtient un graphe dirigé sans circuit. Plus
généralement, on déﬁnit un graphe en indexant les sommets (qui sont aux graphes ce
que les nœuds sont aux arbres) par les éléments d’un ensemble muni d’une relation
binaire.
Un graphe est donc un couple G = (V,E), où V est un ensemble de sommets et
E ⊆ V × V une relation binaire sur V appelée arcs.
La déﬁnition précédente ne décrit que la structure et pas un étiquetage éventuel
des sommets. Cela dit, il n’est pas diﬃcile d’adjoindre à un graphe une application
associant à tout sommet une étiquette prise dans un ensemble donné. Ceci per-
met alors de voir tout arbre comme un cas particulier de graphe. Cependant, dans
l’utilisation que nous allons faire des graphes, nous n’utilisons pas d’étiquetage des
sommets, et dès lors nous adoptons la convention qui veut que, dans un graphe, les
sommets ne soient pas étiquetés.
Enﬁn, on déﬁnit une notion plus générale dans laquelle on étiquette les arcs.
Un graphe L-étiqueté est un couple G = (V,E) où V est comme précédemment un
ensemble de noeuds, L est un ensemble ﬁni d’étiquettes sur les arcs, et E ⊆ V ×L×V
est une relation ternaire déﬁnissant les arcs et leurs étiquettes.
On considérera également des graphes partiellement étiquetés, c’est-à-dire des
couples G = (V,E), où V est comme précédemment un ensemble de sommets, L un
ensemble ﬁni d’étiquettes, et E ⊆ V × (L∪{ε})×V une relation ternaire déﬁnissant
les arcs et leurs étiquettes. Une étiquette étiquetée par le mot vide ε est considérée
comme non étiquetée.
Lorsque le contexte est clair, nous confondrons les notions de graphe, de graphe
étiqueté et de graphe partiellement étiqueté. Etant donné un graphe G = (V,E) et
un arc e ∈ E, le premier élément de e est appelé origine et le dernier est appelé
extrémité.
Deux graphes non étiquetés G = (V,E) et G′ = (V ′,E ′) sont équivalents s’il existe
une bijection ϕ de V sur V ′ telle que pour tout (v,v′) ∈ V 2, (v,v′) ∈ E si et seulement
si (ϕ(v),ϕ(v′)) ∈ E ′. Deux graphes L-étiquetés G = (V,E) et G′ = (V ′,E ′) sont
équivalents s’il existe une bijection ϕ de V dans V ′ telle que pour tout (v,v′) ∈ V 2
et pour tout l ∈ L, (v,l,v′) ∈ E si et seulement si (ϕ(v),l,ϕ(v′)) ∈ E ′.
Un graphe est dit ﬁni lorsqu’il possède un nombre ﬁni de sommets, dans le cas
contraire, il sera qualiﬁé d’inﬁni.
Un sous-graphe d’un graphe G = (V,E) est un graphe G′ = (V ′,E ′) tel que
V ′ ⊆ V et E ′ = E ∩ (V ′ × V ′). Ainsi, un sous-graphe est obtenu en ne gardant
qu’un sous-ensemble de sommets, dont on ne modiﬁe pas l’étiquetage, et tous les
arcs existant entre ceux-ci.
On adopte fréquemment la représentation suivante d’un graphe : un sommet v
est représenté par un cercle dans lequel on écrit v, et un arc (v1,v2) par une ﬂèche
partant du sommet v1 et allant au sommet v2. Dans le cas où G est étiqueté, on
note au-dessus des ﬂèches les étiquettes.
Exemple 1.2 La ﬁgure 1.2 donne une représentation du graphe {a,b}-étiqueté G =
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(V,E) avec :
– V = {1,2,3,4}.








Fig. 1.2 – Représentation d’un graphe
Un chemin dans un graphe G = (V,E) est un couple (v,c) formé d’un sommet
v ∈ V et d’un mot ﬁni ou inﬁni c = e1e2e3 · · · sur l’alphabet des arcs E tel que v
est l’origine de e1, et tel que pour tout entier i ≥ 1, l’extrémité de ei coïncide avec
l’origine de ei+1. On appelle v l’origine du chemin. Dans le cas d’un chemin ﬁni,
l’extrémité du dernier arc est appelé extrémité du chemin. Dans le cas des graphes
étiquetés, on appellera étiquette le mot obtenu en lisant les étiquettes des arcs com-
posant le chemin. La longueur d’un chemin (v,c), notée |(v,c)|, est la longueur de
c. On dit d’un chemin ﬁni, d’origine v et d’extrémité v′, qu’il relie le sommet v au
sommet v′.
Dans le graphe représenté par la ﬁgure 1.2, [1,(1,a,4)(4,a,2)(2,b,2)(2,b,2)(2,a,1)]
est un chemin de longueur 5 d’origine 1 et d’extrémité 1. Le couple [4,(4,a,2)(2,b,2)ω]
est un chemin inﬁni dans G d’origine 4.
Un graphe est qualiﬁé de fortement connexe s’il existe, pour tout couple de
sommets distincts (v,v′) ∈ V 2, un chemin de longueur non nulle reliant v à v′. Le
graphe précédent n’est pas fortement connexe puisqu’il n’existe pas de chemin reliant
3 à 4.
Un circuit dans un graphe G = (V,E) est un chemin ﬁni de longueur non nulle
dont l’origine coïncide avec l’extrémité. Dans le graphe représenté par la ﬁgure 1.2,
[1,(1,a,4)(4,a,2)(2,a,1)] est un circuit. Un graphe est qualiﬁé de sans circuit s’il ne
possède pas de circuit.
Notation 1.1 Pour expliciter le caractère relationnel des arcs, un graphe (V,E)
sera parfois noté (V,→), et le fait que l’on ait (v,v′) ∈ E sera noté v → v′. Dans le
cas des graphes étiquetés , on notera v
a
−→ v′ pour signifier que (v,a,v′) ∈ E.
Remarque 1.1 Dans le cas particulier d’un graphe G = (V,E) non étiqueté et étant
donnés deux noeuds, il existe au plus un arc allant de l’un vers l’autre. Appelons ζ
l’application de E dans V associant à tout arc son extrémité. L’application ζ déﬁnit
un morphisme lettre à lettre (également noté ζ) de E∞ dans V ∞. Ce dernier s’étend
en une application ξ de V × E∞ dans V ∞ en posant ξ((v,c)) = v · ζ(c). Il est alors
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facile de voir que ξ est une bijection des chemins dans G dans le sous-ensemble de
V ∞ déﬁni par :
{c = v1v2v3 · · · ∈ V
∞ | ∀i, 1 ≤ i < |c|, (vi,vi+1) ∈ E}
Dès lors, dans le cas des graphes non étiquetés, on peut adopter la déﬁnition
suivante pour les chemins : un chemin est un mot c = v1v2v3 · · · ﬁni ou inﬁni sur
l’alphabet V tel que pour tout 1 ≤ i < |c|, (vi,vi+1) ∈ E.
1.2 Langages et automates
1.2.1 Langages rationnels de mot finis
Comment décrire un langage de mots ﬁnis? Les langages étant des ensembles
potentiellement inﬁnis et arbitrairement complexes, ils ne peuvent pas être tous des-
criptibles par un modèle raisonnablement simple. Une solution consiste à construire
des langages et leur représentation, de façon récurrente à partir de langages de base
et d’opérations que l’on qualiﬁera d’opérations rationnelles. En procédant de cette
façon, nous n’obtenons pas tous les langages, mais nous obtenons une classe intéres-
sante, que l’on appelle langages rationnels.
Définition 1.1 Etant donné un alphabet A, la classe des langages rationnels sur A
est la plus petite classe Rat A∗ de langages satisfaisant les propriétés suivantes :
– ∅ ∈ Rat A∗.
– {a} ∈ Rat A∗ pour toute lettre a ∈ A.
– Rat A∗ est fermé pour l’union, le produit et l’étoile.
La déﬁnition ci-dessus donne donc une classe de langages construits de façon
récurrente à partir de langages très simples et en utilisant des opérations de base.
Pour représenter de tels langages, on utilise les expressions rationnelles
Définition 1.2 Les expressions rationnelles et leur langage rationnel associé, sont
définis par récurrence :
– ∅ est une expression rationnelle et est associée au langage rationnel ∅.
– a est une expression rationnelle et est associée au langage rationnel {a} pour
toute lettre a ∈ A.
– ε est une expression rationnelle et est associée au langage rationnel {ε}.
– si E1 et E2 sont des expressions rationnelles respectivement associées aux lan-
gages L1 et L2, (E1 ∪ E2), (E1 · E2) et E
∗
1 sont des expressions rationnelles
respectivement associées aux langages rationnels L1 ∪ L2, L1 · L2 et L
∗
1.
Lorsqu’il n’y a pas d’ambiguïté, on supprime les parenthèses inutiles.
Dans la suite, on se permettra l’abus de langage consistant à confondre une
expression rationnelle avec le langage qu’elle représente. Ainsi, on dira par exemple
considérons le langage L = (aa)∗ pour signiﬁer considérons le langage L représenté
par l’expression rationnelle (aa)∗.
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Automates finis et langages reconnaissables
La notion d’expression rationnelle, permet de représenter de façon ﬁnie un lan-
gage rationnel de mots ﬁnis. Une autre approche pour représenter un langage ration-
nel est l’utilisation des automates ﬁnis qui peuvent être vus comme des machines
mangeant un mot lettre à lettre et décidant, une fois celui-ci ingurgité, s’il appartient
ou non au langage représenté par l’automate.
De façon plus formelle, on déﬁnit les automates finis.
Définition 1.3 Un automate fini A est un quintuplet 〈Q,A,I,F,δ〉, où Q est un
ensemble fini d’états, A est un alphabet fini, I ⊆ Q est un sous-ensemble de Q appelé
ensemble des états initiaux, F ⊆ Q est un sous-ensemble de Q appelé ensemble des
états finaux, et δ est une application de Q × A dans les parties P(Q) de Q appelée
fonction de transition.
Les automates seront représentés en général par une lettre majuscule calligra-
phiée, par exemple A ou B.
La représentation graphique d’un automate A = 〈Q,A,I,F,δ〉 est celle du graphe
A-étiqueté ayant Q pour ensemble de sommets, et ayant pour arcs l’ensemble des
triplets (q,a,q′) pour tout q,q′ ∈ Q, a ∈ A tels que q′ ∈ δ(q,a). Enﬁn, on ajoute une
ﬂèche entrante à chaque sommet associé à un état initial et une ﬂèche sortante à
chaque sommet associé à un état ﬁnal.
Exemple 1.3 Soit A = 〈Q,A,I,F,δ〉 l’automate déﬁni par :
– Q = {p,q,r}.
– A = {a,b}.
– I = {p}.
– F = {p}.
– δ(p,a) = {q}, δ(p,b) = {r}, δ(q,a) = {p,q}, δ(q,b) = {r}, δ(r,a) = {r} et
δ(r,b) = {r}.








Fig. 1.3 – Représentation graphique d’un automate
Définition 1.4 Etant donné un automate A = 〈Q,A,I,F,δ〉, on dit qu’il y a une
transition d’un état p à un état q d’étiquette a, ce que l’on note p
a
−→ q si q ∈ δ(p,a).
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Un calcul c : q0
a1−→ q1
a2−→ q2 · · · qn−1
an−→ qn est une suite de transitions telles que
l’origine de chacune coïncide avec l’extrémité de la précédente. Le mot a1a2 · · · an
est appelée l’étiquette du calcul c. On dit également que c est un calcul de q0 à qn
d’étiquette a1a2 · · · an. L’état q0 est appelé origine de c, tandis que qn est l’extrémité
de c. Enfin, un calcul acceptant est un calcul dont l’origine est un état initial et dont
l’extrémité est un état final.
Définition 1.5 Un mot fini u est accepté (ou reconnu) par un automate A s’il est
l’étiquette d’au moins un calcul acceptant de A. On note L(A) l’ensemble des mots
acceptés par l’automate A, et L(A) est appelé langage reconnu par A.
Exemple 1.4 Le langage reconnu par l’automate de la ﬁgure 1.3 est décrit par
l’expression rationnelle a(a∗)a.
Les automates fournissent donc un autre moyen de représenter des langages de
mots ﬁnis. Un langage reconnu par un automate ﬁni est qualiﬁé de reconnaissable.
Définition 1.6 Soit L un langage de mots finis. On dit que L est un langage re-
connaissable s’il existe un automate fini qui le reconnaît. Etant donné un alphabet
A, on note Rec A∗ l’ensemble des langages reconnaissables sur l’alphabet A.
Quel est le lien entre les langages rationnels et les langages reconnaissables sur
un alphabet ﬁni A? La réponse nous est donnée par le théorème de Kleene
Théorème 1.1 (Kleene) Pour tout alphabet fini A, les langages rationnels de A
et les langages reconnaissables de A coïncident :
Rat A∗ = Rec A∗.
Automates déterministes














−→ q est un calcul d’étiquette aaa qui commence dans un état
initial, mais qui n’est pas acceptant.
Ainsi et étant donné un automate, il peut y avoir plusieurs calculs de même
étiquette dont certains sont acceptants et d’autres non. Cela provient du fait que
δ est une application à valeur dans P(Q) et que I n’est pas forcément réduit à un
singleton. D’un point de vue algorithmique, il serait plus simple de ne pas avoir cette
ambiguïté que l’on appelle non-déterminisme. Pour cela, on déﬁnit les automates
déterministes.
Définition 1.7 Soit A = 〈Q,A,I,F,δ〉 un automate. L’automate A est un automate
déterministe s’il vérifie les deux conditions suivantes :
1. I est un singleton.
2. pour tout état q ∈ Q et toute lettre a ∈ A, δ(q,a) contient au plus un élément.
En terme de représentation graphique, la seconde condition signifie qu’il ne peut
y avoir deux flèches de même étiquette sortant d’un même sommet.
1.2. Langages et automates 25
Les automates déterministes reconnaissent les mêmes langages que les automates
généraux. Cependant, le prix à payer est qu’ils sont moins concis.
Théorème 1.2 Soit L un langage reconnu par un automate A. Il existe un automate
déterministe Adet qui reconnaît L.
Pour tout entier n, il existe un langage L, reconnu par un automate non déter-
ministe à n états, et tel que tout automate déterministe reconnaissant L possède au
moins 2n états.
Notation 1.2 On se permettra, lorsqu’il n’y a pas d’ambiguïté, de noter A =
〈Q,A,i,F,δ〉 au lieu de A = 〈Q,A,{i},F,δ〉.
Automates alternants
Les automates non déterministes peuvent être vus comme une généralisation (qui
n’augmente pas le pouvoir de reconnaissance) des automates déterministes. Cette
généralisation introduit un caractère existentiel au modèle : un mot est accepté s’il
existe un calcul acceptant (alors que dans le cadre d’un automate déterministe, un
mot est accepté si le calcul, unique s’il existe, de l’automate dont il est l’étiquette
est acceptant). Ce choix existentiel se produit au niveau d’un état de contrôle q et à
la lecture d’une lettre a, pour lesquels δ(q,a) possède au moins deux éléments. Une
variante possible de la condition d’acceptation (qui ne changerait rien au pouvoir
de reconnaissance) serait de demander que tous les calculs d’étiquette u soient ac-
ceptants pour que u soit accepté. Le caractère existentiel est alors remplacé par un
caractère universel. Dans le cas existentiel, il s’agit de deviner un calcul acceptant
alors que dans le cas universel, il s’agit de tester tous les calculs.
Une solution combinant ces deux modèles est fournie par les automates al-
ternants. Un automate alternant ne diﬀère d’un automate non déterministe que
par sa fonction de transition, qui n’est plus à valeur dans les parties de Q, mais
dans l’ensemble B+(Q) des formules booléennes positives 1 sur Q. Par exemple
δ(p,a) = q ∨ (r ∧ s) signiﬁe que dans un état p en lisant la lettre a, on va aller
soit dans l’état q, soit poursuivre deux calculs en parallèle depuis les états r et s.
Ainsi, un calcul ne sera plus une suite, linéaire, de transitions mais un arbre. Les
automates non déterministes sont un cas particulier d’automates alternants, où δ ne
prend pour valeur que des disjonctions d’états.
On dira qu’un sous-ensemble d’états R ⊆ Q satisfait une formule booléenne Φ,
ce que l’on notera R |= Φ si la valuation sur les états, où tous les éléments de R sont
pris égaux à 1 et tous les éléments de Q \R sont pris égaux à 0, vériﬁe Φ.
On a la déﬁnition formelle suivante d’un automate alternant.
Définition 1.8 Un automate alternant est un quintuplet A = 〈Q,A,I,F,δ〉, où Q
est un ensemble fini d’états, A est un alphabet fini, I ⊆ Q est un sous-ensemble
d’états de Q appelé ensemble des états initiaux, F ⊆ Q est un sous-ensemble de Q
appelé ensemble des états finaux, et δ est une application de Q × A dans B+(Q),
appelée fonction de transition.
1. Une formule booléenne positive est une formule dans laquelle la négation n’intervient pas, et
où tout littéral est positif, c’est-à-dire égal à une variable (et non à sa négation). Par exemple la
formule p ∨ (q ∧ r) est positive, ce qui n’est pas le cas de p ∨ ¬(q ∧ r).
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Précisons comment est déﬁni un arbre de calcul d’un automate alternant.
Définition 1.9 Considérons un automate alternant A = 〈Q,A,I,F,δ〉. Considérons
un mot u = a1a2 · · · an sur l’alphabet A. Un arbre de calcul de A depuis un état p
sur u est un arbre vérifiant les propriétés suivantes :
– la racine de l’arbre est étiquetée par p.
– si n = 0, la racine n’a pas de fils.
– si n > 0 :
– si δ(p,a1) = ff , la racine n’a qu’un fils dont l’étiquette est ff .
– si δ(p,a1) = tt, la racine n’a qu’un fils dont l’étiquette est tt.
– sinon, il existe R = {r1, . . . ,r|R|} ⊆ Q tel que R |= δ(p,a1), et la ra-
cine a |R| fils, qui sont respectivement des arbres de calcul de A depuis
r1, . . . ,r|R| sur a2a3 · · · an.
Enfin, un arbre de calcul de A sur un mot u est un arbre de calcul de A depuis
un état initial sur u.
Précisons à présent comment on déﬁnit les mots acceptés par un automate al-
ternant.
Définition 1.10 Considérons un automate alternant A = 〈Q,A,I,F,δ〉 et un mot
u sur l’alphabet A. Un arbre de calcul de A sur u est acceptant si toute feuille est
étiquetée, soit par tt, soit par un état final. Un mot u est accepté par un automate
alternant A s’il existe un arbre de calcul acceptant de A sur u. On note L(A)
l’ensemble des mots acceptés par A.
L’alternance ne rajoute pas de pouvoir aux automates ﬁnis.
Théorème 1.3 Soit A un automate alternant et soit L(A) le langage reconnu par
A. Il existe un automate non déterministe A′ qui reconnaît le même langage, c’est-
à-dire que l’on a L(A) = L(A′).
Exemple 1.5 Considérons l’automate alternant A = 〈Q,A,I,F,δ〉 suivant :
– Q = {p,q,r}.
– A = {a,b}.
– I = {p}.
– F = {p}.
– δ est donnée par :
– δ(p,a) = (r ∧ q) ∨ p.
– δ(q,a) = p ∨ r.
– δ(r,a) = r.
– δ(p,b) = r ∨ q.
– δ(q,b) = r ∨ p.
– δ(r,b) = p ∧ q.
L’arbre donné dans la ﬁgure 1.4 est un arbre de calcul acceptant de A sur le mot
aaba.












Fig. 1.4 – Arbre de calcul acceptant de l’automate alternant de l’exemple 1.5
Etant donné un automate alternant A = 〈Q,A,I,F,δ〉, on déﬁnit l’automate dual
A = 〈Q,A,I,Q\F,δ〉 de A, où pour tout état q et toute lettre a, δ(q,a) est la formule
obtenue à partir de δ(q,a) en remplaçant tous les symboles ∨ par ∧ et tous les
symboles ∧ par ∨, et en remplaçant tt par ff et ff par tt. On a alors facilement le
résultat suivant.
Proposition 1.1 Le langage reconnu par A est le complémentaire du langage re-
connu par A.
En particulier, la procédure de dualisation permet d’obtenir pour tout automate
alternant un automate de même taille reconnaissant le langage complémentaire.
P-automates
L’objet principal de cette thèse est de calculer des ensembles de positions ga-
gnantes dans des jeux sur des graphes d’automates à pile. N’ayant pas encore déﬁni
ni les jeux ni les graphes d’automate à pile, disons que les noeuds d’un graphe d’au-
tomate à pile sont étiquetés par des couples formés d’un état de contrôle et d’un
mot, c’est-à-dire qu’il s’agit d’éléments dans un ensemble de la forme Q × Γ∗, où
Q est un ensemble ﬁni d’états et Γ est un alphabet ﬁni. L’ensemble des positions
gagnantes pour un joueur est donc une partie de Q × Γ∗. Les automates, nous ve-
nons de le voir, permettent de représenter des langages rationnels et fournissent une
procédure simple pour décider si un élément donné appartient au langage représenté
par l’automate.
Une représentation naturelle d’une partie P de Q × Γ∗ est donnée par (Lq)q∈Q
où Lq = {u ∈ Γ∗ | (q,u) ∈ P}. Dès lors, si Lq est rationnel pour tout q ∈ Q, la partie
P peut être représentée par un ensemble ﬁni d’automates (Aq)q∈Q. Dans ce cas, on
dira que l’ensemble P est régulier.
Les P-automates sont des objets naturels pour reconnaître de tels ensembles.
Nous les déﬁnissons dans le cadre le plus général, à savoir celui de l’alternance.
Définition 1.11 Un P-automate alternant est un quintuplet A = 〈Q,Γ,I,F,δ〉, où
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Q est un ensemble fini d’états, A est un alphabet fini, I ⊆ Q est un sous-ensemble
d’états de Q appelé ensemble des états initiaux, F ⊆ Q est un sous-ensemble de Q
appelé ensemble des états finaux, et δ est une application de Q × Γ dans B+(Q),
appelée fonction de transition.
La diﬀérence vient du fait qu’un P-automate accepte des couples de la forme
(q,u) où q ∈ I et u ∈ Γ∗. Pour cela, le calcul de l’automate alternant commence en
i et ensuite se comporte normalement. Ainsi, la première composante du couple à
reconnaître détermine l’état initial du calcul qui se déroule ensuite sur la seconde
composante.
Définition 1.12 Considérons un P-automate alternant A = 〈Q,Γ,I,F,δ〉. Considé-
rons un mot u = a1a2 · · · an sur l’alphabet Γ et un état q ∈ I. Un arbre de calcul de
A depuis un état p sur u est un arbre vérifiant les propriétés suivantes :
– la racine de l’arbre est étiquetée par p.
– si n = 0, la racine n’a pas de fils.
– si n > 0 :
– si δ(p,a1) = ff , la racine n’a qu’un fils dont l’étiquette est ff .
– si δ(p,a1) = tt, la racine n’a qu’un fils dont l’étiquette est tt.
– sinon, il existe R = {r1, . . . ,r|R|} ⊆ Q tel que R |= δ(p,a1), et la ra-
cine à |R| fils, qui sont respectivement des arbres de calcul de A depuis
r1, . . . ,r|R| sur a2a3 · · · an.
Enfin, un arbre de calcul de A sur le couple (q,u) est un arbre de calcul de A
depuis l’état initial q.
Précisons enﬁn comment sont déﬁnies les conﬁgurations acceptées par un P-
automate alternant.
Définition 1.13 Considérons un P-automate alternant A = 〈Q,Γ,I,F,δ〉 et un
couple (q,u) ∈ I × Γ∗. Un arbre de calcul de A sur (q,u) est acceptant si toute
feuille est étiquetée soit par tt soit par un état final. Un couple (q,u) est accepté par
un automate alternant A s’il existe un arbre de calcul acceptant de A sur (q,u).
On note L(A) l’ensemble des couples acceptés par A. Une partie P de I × A∗ est
reconnue par A si tout couple (q,u) de P est accepté par A.
Il est alors facile d’établir le résultat suivant.
Proposition 1.2 Soit Q un ensemble fini et soit Γ un alphabet fini. L’ensemble des
parties régulières de Q×Γ∗ est exactement l’ensemble des parties reconnues par des
P-automates alternants (ou non déterministes).
1.2.2 Langages algébriques de mots finis
Considérons un alphabet ﬁni A et le langage L déﬁni par L = {uu˜ | u ∈ A∗}. Il
n’est pas très diﬃcile de voir qu’un tel langage ne peut être reconnu par un automate
ﬁni. Pour pouvoir reconnaître un tel langage, il faudrait se souvenir de toutes les
lettres déjà lues, deviner quand on va commencer à lire le miroir et vériﬁer lettre
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par lettre que celui-ci est correct. Dès lors, une mémoire non bornée (que n’oﬀrent
pas les automates ﬁnis) est nécessaire pour reconnaître L. Le modèle naturel est
alors celui d’un automate ﬁni auquel on adjoint une pile. On parle alors d’automate
à pile. Les langages associés sont les langages algébriques.
Les langages algébriques ont été historiquement introduits à l’aide des gram-
maires algébriques. Nous n’en parlerons pas ici, puisque nous sommes essentielle-
ment intéressés par les machines sous-jacentes, à savoir les automates à pile. Pour
plus de détails sur les grammaires algébriques, on pourra consulter [9, 44].
Automate à pile
Un automate à pile n’est pas autre chose qu’un automate ﬁni auquel on adjoint
une pile qui restreint le champs d’action du contrôle ﬁni. Plus formellement, on a la
déﬁnition ci-dessous.
Définition 1.14 (Automate à pile) Un automate à pile A est un septuplet
〈Q,A,Γ,⊥,I,F,∆〉, où Q est un ensemble fini d’états, A est un alphabet fini d’entrée,
Γ est un alphabet fini de pile, ⊥ est un symbole de Γ appelé symbole de fond de pile,
I ⊆ Q est un sous-ensemble de Q appelé ensemble des états initiaux, F ⊆ Q est un
sous-ensemble de Q appelé ensemble des états finaux, et ∆ est une application de
Q×Γ×A dans P({skip(q),pop(q),push(q,γ) | q ∈ Q, γ ∈ Γ\{⊥}}), appelée fonction
de transition et telle que δ(p,⊥,a) ⊆ {push(q,γ),skip(q) | q ∈ Q, γ ∈ Γ \ {⊥}} pour
tout p ∈ Q et tout a ∈ A.
Dans le cas des automates ﬁnis, un calcul se déroule de la façon suivante : on
choisit un état initial, puis on lit la première lettre, et l’on change alors d’état en
fonction de l’état précédent et de la lettre lue, et ainsi de suite jusqu’à avoir lu le
mot en entier. Le calcul est alors acceptant si l’état courant est ﬁnal. Dans le cas des
automates à pile, le processus est similaire, excepté que l’on met (éventuellement) à
jour la pile en empilant (règle de type push) ou en dépilant (règle de type pop) un
symbole. De plus, le symbole en sommet de pile, la lettre lue, et l’état de contrôle,
décident des actions possibles à eﬀectuer tant au niveau du changement de l’état de
contrôle que de l’actualisation de la pile. Ainsi, la notion importante pour déﬁnir un
calcul n’est plus celle d’état de contrôle mais celle de configuration
Définition 1.15 Soit A un automate à pile. Soit Q son ensemble d’états et soit
Γ son alphabet de pile. L’ensemble des conﬁgurations de l’automate à pile est Q ×
(Γ \ {⊥})∗⊥. Autrement dit, une configuration de A est un couple (q,σ⊥) formé
d’un état de contrôle q et d’un mot de pile σ⊥ contenant une unique occurrence du
symbole de fond de pile. En terme de machine, une configuration (q,σ⊥) représente
un état de l’automate, où ce dernier est dans l’état q, et contient dans sa pile le mot
σ⊥ si on lit cette dernière de haut en bas.
Enfin, une configuration est initiale si son état de contrôle est initial. De même,
une configuration est ﬁnale si son état de contrôle est final.
Déﬁnissons maintenant la notion de calcul
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Définition 1.16 Soit une configuration (q,γσ) de l’automate à pile, et soit a ∈ A
une lettre. A la lecture de a, A peut passer de la configuration (q,γσ) aux configura-
tions suivantes :
– (q′,γσ) pour tout skip(q′) ∈ ∆(q,γ,a).
– (q′,σ) pour tout pop(q′) ∈ ∆(q,γ,a).
– (q′,γ′γσ) pour tout push(q′,γ′) ∈ ∆(q,γ,a).
On dit alors qu’il y a une transition d’étiquette a de la première configuration
C à la seconde C ′, ce que l’on note C
a
−→ C ′. Un calcul c : C0
a1−→ C1
a2−→
C2 · · ·Cn−1
an−→ Cn est une suite de transitions telles que l’origine de chacune coïn-
cide avec l’extrémité de la précédente. Le mot a1a2 · · · an est appelé étiquette du calcul
c. Enfin, un calcul acceptant est un calcul dont l’origine est une configuration initiale
et dont l’extrémité est une configuration finale.
On peut alors déﬁnir le langage de mots ﬁnis associé à un automate à pile.
Définition 1.17 Un mot fini u est accepté (ou reconnu) par un automate à pile A
s’il est l’étiquette d’au moins un calcul acceptant de A. On note L(A) l’ensemble
des mots acceptés par l’automate à pile A, et L(A) est appelé langage reconnu par
A.
Un langage reconnu par un automate à pile est qualifié d’algébrique.
Sous-classes
On considère plusieurs sous-classes d’automates à pile et de leurs langages asso-
ciées. La première est celle des automates à pile déterministes.
Définition 1.18 (Automate à pile déterministe temps-réel) Un automate à
pile
A = 〈Q,A,Γ,⊥,I,F,∆〉 est déterministe si et seulement si I est un singleton et pour
tout q ∈ Q, γ ∈ Γ, a ∈ A, ∆(q,γ,a) contient au plus un élément. Les langages recon-
nus par des automates à pile déterministes sont qualifiés d’algébriques déterministes
temps réel.
Remarque 1.2 Il existe une notion plus générale que les automates à pile détermi-
niste temps-réel dans laquelle on autorise des ε-transitions. Dans ce modèle, l’auto-
mate peut faire des transitions sans lire de lettre en entrée. On parle alors d’automate
à pile déterministe. Nous n’utiliserons pas ici ce modèle et nous nous autoriserons
l’abus de langage consistant à ommetre la mention temps réel lorsque nous parlerons
d’automates à pile déterministes ou de langages algébriques déterministes.
Si l’on reprend l’exemple précédent du langage algébrique L = {uu˜ | u ∈ A∗}, on
voit facilement que L n’est pas algébrique déterministe puisqu’il faut intuitivement
deviner pour un mot w = uu˜ où se termine u et où commence u˜. En revanche le
langage L′ = {u#u˜ | u ∈ A∗}, où # /∈ A, est algébrique déterministe.
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Une autre restriction concernant les automates à pile consiste à réduire l’alphabet
de pile à deux lettres {a,⊥}. Dans ce cas, la pile agit comme un compteur sur lequel
on peut eﬀectuer le test à zéro.
Définition 1.19 (Automate à compteur) Un automate à pile est un automate
à compteur si et seulement si son alphabet de pile est réduit à deux lettres.
Les langages L et L′ précédents ne peuvent pas être reconnus par un automate
à compteur. En revanche le langage L′′ sur l’alphabet A = {a,b,c} déﬁni par L′′ =
A∗ \ {anbncn | n ≥ 1} est reconnu par un automate à compteur alors qu’il ne peut
pas l’être par un automate à pile déterministe.
En résumé, on a le résultat ci-dessous.
Proposition 1.3 La classe des langages reconnus par des automates à pile déter-
ministe et la classe des langages reconnus par des automates à compteur sont in-
comparables.
Langages Vpl
On décrit enﬁn une notion récemment introduite par R. Alur et P. Madhusudan
dans [4], celle de langage Vpl (pour Visibly Pushdown Language). Les langages
Vpl forment une sous-classe stricte des langages reconnus par des automates à pile
déterministes.
De tels langages sont déﬁnis sur des alphabets d’actions.
Définition 1.20 Un alphabet d’actions est un triplet A˜ = 〈Ac,Ar,Aint〉 formé de
trois alphabets disjoints, où Ac est un alphabet fini d’appels, Ar est un alphabet fini
de retours, et Aint est un alphabet fini d’actions internes. Pour un tel alphabet A˜,
on note A = Ac ∪ Ar ∪ Aint.
On déﬁnit alors la notion d’automate à pile avec visibilité, ou Vpa
Définition 1.21 Un automate à pile avec visibilité, ou Vpa, sur un alphabet d’ac-
tions 〈Ac,Ar,Aint〉, est un automate à pile 〈Q,A,Γ,⊥,I,F,∆〉 tel que :
– pour tout appel a ∈ Ac, pour tout état q ∈ Q et tout sommet de pile γ ∈ Γ,
∆(q,γ,a) ⊆ {push(q′,γ′) | q′ ∈ Q et γ′ ∈ Γ}. De plus, ∆(q,γ,a) ne dépend
pas de γ, c’est-à-dire que ∆(q,γ,a) = ∆(q,γ′,a) pour tout q ∈ Q, γ,γ′ ∈ Γ et
a ∈ Ac.
– pour tout retour a ∈ Ar, pour tout état q ∈ Q et tout sommet de pile γ ∈
Γ \ {⊥}, ∆(q,γ,a) ⊆ {pop(q′) | q′ ∈ Q}. Pour tout retour a ∈ Ar, pour tout
état q ∈ Q, ∆(q,⊥,a) ⊆ {skip(q′) | q′ ∈ Q}.
– pour tout action interne a ∈ Aint, pour tout état q ∈ Q et tout sommet de pile
γ ∈ Γ, ∆(q,γ,a) ⊆ {skip(q′) | q′ ∈ Q}. De plus, ∆(q,γ,a) ne dépend pas de γ,
c’est-à-dire que ∆(q,γ,a) = ∆(q,γ′,a) pour tout q ∈ Q, γ,γ′ ∈ Γ et a ∈ Aint.
Notation 1.3 Par définition, lorsque a est un appel ou une action interne, ∆(q,γ,a)
ne dépend pas de γ. Ainsi, lorsque γ n’a pas de signification particulière, on notera
∆(q,_,a) à la place de ∆(q,γ,a).
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Ainsi, un Vpa empile lorsqu’il lit un appel, dépile lorsqu’il lit un retour, et
ne modiﬁe pas sa pile lorsqu’il lit une action interne. De plus le sommet de pile
n’intervient que dans le choix d’une règle de dépilement.
Un langage reconnu par un Vpa est qualiﬁé de langage Vpl. La classe des lan-
gages Vpl, outre son utilité pour la vériﬁcation, possèdent de nombreuses propriétés
qui sont présentées dans [4]. Signalons l’une d’entre elles.
Proposition 1.4 [4] Pour tout Vpa non déterministe, il existe un Vpa détermi-
niste qui reconnaît le même langage.
1.2.3 Langages rationnels de mots infinis
A la manière de ce que l’on a fait pour les langages de mots ﬁnis, on déﬁnit
les langages rationnels de mots inﬁnis comme le plus petit ensemble contenant des
langages de base et fermé pour un certains nombres d’opérations. Pour cela, on
commence comme pour les langages de mots ﬁnis, sauf qu’on va en plus demander
la stabilité par l’opération L 7→ Lω. Dès lors, la classe obtenue contient des langages
de mots ﬁnis et inﬁnis. Les langages rationnels de mots inﬁnis sont alors déﬁnis
comme les langages de mots inﬁnis appartenant à la classe précédente.
Définition 1.22 Etant donné un alphabet A, la classe des langages ∞-rationnels
sur A est la plus petit classe de langages Rat A∞ satisfaisant les propriétés suivantes :
– ∅ ∈ Rat A∞.
– {a} ∈ Rat A∞ pour toute lettre a ∈ A.
– Rat A∞ est fermé pour l’union.
– pour tout langage de mots finis L et pour tout langage de mots finis ou infinis
L′, si L,L′ ∈ Rat A∞ alors LL′ ∈ Rat A∞.
– pour tout langage de mots finis L, si L ∈ Rat A∞ alors L∗ ∈ Rat A∞ et
Lω ∈ Rat A∞.
Enfin, la classe des langages ω-rationnels sur A est l’ensembles des langages de mots
infinis appartenant à Rat A∞, c’est-à-dire que Rat Aω = Rat A∞ ∩ P(Aω).
Remarque 1.3 On a également que Rat A∗ est l’ensemble des langages de mots
ﬁnis appartenant à Rat A∞, c’est-à-dire que Rat A∗ = Rat A∞ ∩ P(A∗).
Comme dans le cas des langages rationnels, on utilise les expressions rationnelles
pour représenter les langages ∞-rationnels (et ω-rationnels).
Définition 1.23 Les expressions ∞-rationnelles et leur langage ∞-rationnel asso-
cié, sont définis récursivement :
– ∅ est une expression ∞-rationnelle et est associée au langage ∞-rationnel ∅.
– a est une expression ∞-rationnelle et est associée au langage ∞-rationnel {a}
pour toute lettre a ∈ A.
– ε est une expression ∞-rationnelle et est associée au langage ∞-rationnel {ε}.
– si E1 et E2 sont des expressions ∞-rationnelles respectivement associées aux
langages ∞-rationnels L1 et L2, (E1 ∪ E2) est une expression ∞-rationnelles
associée au langage ∞-rationnel L1 ∪ L2.
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– si E1 et E2 sont des expressions ∞-rationnelles respectivement associées aux
langages ∞-rationnels L1 et L2 et si de plus E1 ne contient pas de
ω (c’est-
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Lorsqu’il n’y a pas d’ambiguïté, on supprime les parenthèses inutiles.
Dans la suite, on se permettra l’abus de langage consistant à confondre une
expression ∞-rationnelle avec le langage qu’elle représente. Enﬁn, les expressions
∞-rationnelles généralisant les expressions rationnelles, on les confondra avec ces
dernières.
Automates de Büchi et langages reconnaissables
Comme dans le cadre des mots ﬁnis, on propose un modèle de machines recon-
naissant exactement les langages rationnels : les automates de Büchi. Les automates
de Büchi fonctionnent comme les automates pour les mots ﬁnis, sauf en ce qui
concerne la procédure d’acceptation. En eﬀet, l’acceptation par état ﬁnal n’est plus
très pertinente dans le cas des mots inﬁnis puisque la lecture d’un tel mot ne se
termine jamais. Cependant, le nombre d’états étant ﬁni, lors de la lecture d’un mot
inﬁni, certains états vont être inﬁniment souvent visités. Dès lors, le critère adopté
pour décider si un calcul est acceptant ou non n’est plus le dernier état atteint, mais
l’ensemble des états inﬁniment souvent visités au cours de la lecture du mot inﬁni
par l’automate.
Plus formellement, on a les déﬁnitions suivantes.
Définition 1.24 (Automate de Büchi) Un automate de Büchi A est un quintu-
plet 〈Q,A,I,F,δ〉, où Q est un ensemble fini d’états, A est un alphabet fini, I ⊆ Q
est un sous-ensemble de Q appelé ensemble des états initiaux, F ⊆ Q est un sous-
ensemble de Q appelé ensemble des états finaux, et δ est une application de Q × A
dans P(Q), appelée fonction de transition.
Définition 1.25 Etant donné un automate de Büchi A = 〈Q,A,I,F,δ〉, on dit qu’il
y a une transition d’un état p à un état q d’étiquette a, ce que l’on note p
a
−→ q si
q ∈ δ(p,a). Un calcul c : q0
a1−→ q1
a2−→ q2
an−→ q3 · · · est une suite de transitions telles
que l’origine de chacune coïncide avec l’extrémité de la précédente. Le mot a1a2a3 · · ·
est appelée l’étiquette du calcul c. L’état q0 est appelé origine de c. Lorsque le calcul
c est infini, on note Inf(c) l’ensemble des états qui apparaissent infiniment souvent
dans c, c’est-à-dire Inf(c) = {q ∈ Q | ∃∞i t.q. qi = q}. Enfin, un calcul acceptant
est un calcul infini c dont l’origine est un état initial et tel que Inf(c) ∩ F 6= ∅.
Définition 1.26 Un mot infini u est accepté (ou reconnu) par un automate de
Büchi A s’il est l’étiquette d’au moins un calcul acceptant de A. On note L(A)
l’ensemble des mots acceptés par l’automate A, et L(A) est appelé langage reconnu
par A.
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La représentation graphique d’un automate de Büchi est la même que celle d’un
automate pour les mots ﬁnis, à la seule diﬀérence que les états ﬁnaux ne possèdent
plus de ﬂèche sortante mais sont doublement cerclés.
Exemple 1.6 Soit A = 〈Q,A,I,F,δ〉 l’automate déﬁni par :
– Q = {p,q,r}.
– A = {a,b}.
– I = {p}.
– F = {q}.
– δ(p,a) = {p}, δ(p,b) = {p,q}, δ(q,a) = {r}, δ(q,b) = {q}, δ(r,a) = {r} et
δ(r,b) = {r}.
La représentation graphique de cet automate est donnée par la ﬁgure 1.5. Le
langage reconnu par A est l’ensemble des mots ne contenant qu’un nombre ﬁni de
a, c’est-à-dire que L(A) = {u ∈ {a,b}ω | |u|a <∞}.
p q rb a
a,b b a,b
Fig. 1.5 – Représentation graphique d’un automate de Büchi
Les automates de Büchi fournissent donc un autre moyen de représenter des
langages de mots inﬁnis. Un langage reconnu par un automate ﬁni est qualiﬁé de
reconnaissable
Définition 1.27 Un langage de mots infinis est ω-reconnaissable s’il existe un au-
tomate de Büchi qui le reconnaît. Etant donné un alphabet A, on note Rec Aω
l’ensemble des langages ω-reconnaissables sur l’alphabet A.
Quel est le lien entre les langages ω-rationnels de mots inﬁnis et les langages ω-
reconnaissables de mots inﬁnis sur un alphabet ﬁni A? La réponse nous est donnée
par le théorème de Kleene Büchi
Théorème 1.4 (Kleene Büchi) Pour tout alphabet fini A, les langages ω-rationnels
de A et les langages ω-reconnaissables de A coïncident :
Rat A∞ = Rec A∞
Automates de Muller et automates de parité
Dans le cas des mots ﬁnis, nous avions déﬁnis les automates déterministes, et
noté que ceux-ci reconnaissent les mêmes langages que leurs homologues non déter-
ministes. De la même façon que pour les mots ﬁnis, on peut déﬁnir les automates de
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Büchi déterministes. Cependant, ces derniers ne reconnaissant pas tous les langages
ω-réguliers.
Proposition 1.5 Le langage ω-régulier {u ∈ {a,b}ω | |u|a < ∞} n’est pas recon-
naissable par un automate déterministe de Büchi.
L’intérêt d’un modèle de calcul déterministe par rapport à un modèle non déter-
ministe apparaîtra naturellement au cours de cette thèse, par exemple lorsque nous
ferons des produits entre des graphes et des automates. La faiblesse des automates
déterministes de Büchi vient certes de leur caractère prévisible, mais aussi de leur
condition d’acceptation qui a un champ d’action assez limité, puisqu’elle ne per-
met de distinguer que deux types d’états, les bons et les mauvais. On pourrait en
eﬀet autoriser des mauvais comportements du moment que d’autres se produisent,
c’est-à-dire hiérarchiser les événements et demander que le plus petit état inﬁniment
souvent répété soit dans un certain ensemble. La condition de parité permet cela :
on attribue à chaque état un entier, que l’on appelle couleur, et parmi les états ap-
paraissant inﬁniment souvent lors d’un calcul, on regarde celui qui a la plus petite
couleur. Si cette couleur est paire, le calcul est acceptant, sinon il ne l’est pas. Plus
formellement on a la déﬁnition suivante.
Définition 1.28 (Automate de parité) Un automate de parité A est un quin-
tuplet 〈Q,A,I,δ,ρ〉, où Q est un ensemble fini d’états, A est un alphabet fini, I ⊆ Q
est un sous-ensemble de Q appelé ensemble des états initiaux, δ est une application
de Q × A dans P(Q), appelée fonction de transition, et ρ est une application de
coloriage de Q dans un ensemble fini C ⊂ N de couleurs.
Définition 1.29 Etant donné un automate de parité A = 〈Q,A,I,δ,ρ〉, on dit qu’il
y a une transition d’un état p à un état q d’étiquette a, ce que l’on note p
a
−→ q
si q ∈ δ(p,a). Un calcul c : q0
a1−→ q1
a2−→ q2
an−→ q3 · · · est une suite de transitions
telles que l’origine de chacune coïncide avec l’extrémité de la précédente. Le mot
a1a2a3 · · · est appelée l’étiquette du calcul c. L’état q0 est appelé origine de c. A un
calcul infini c = q0
a1−→ q1
a2−→ q2
an−→ q3 · · · , on associe un mot ρ(c) sur l’alphabet C,
en posant ρ(c) = c1c2 · · · avec ci = ρ(qi). On note Inf(ρ(c)) l’ensemble des couleurs
qui apparaissent infiniment souvent dans ρ(c), c’est-à-dire Inf(ρ(c)) = {c ∈ C |
∃∞i t.q. ρ(qi) = c}. Enfin, un calcul acceptant est un calcul c dont l’origine est un
état initial et tel que min(Inf(c)) est pair.
Un mot infini u est accepté (ou reconnu) par un automate de parité A s’il est
l’étiquette d’au moins un calcul acceptant de A. On note L(A) l’ensemble des mots
acceptés par l’automate A, et L(A) est appelé langage reconnu par A.
La représentation graphique d’un automate de parité est la même que celle d’un
automate de Büchi, à ceci près qu’il n’y a pas d’états ﬁnaux donc pas d’états dou-
blement cerclé, et que l’on écrit sa couleur à coté de l’étiquette de l’état.
Exemple 1.7 Considérons à nouveau le langage L = {u ∈ {a,b}ω | |u|a < ∞}. Le
langage L est reconnu par l’automate de parité A = 〈Q,A,I,δ,C,ρ〉 représenté par la
ﬁgure 1.6 et déﬁni comme suit :
– Q = {p,q}.
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– A = {a,b}.
– I = {p}.
– δ(p,a) = δ(q,a) = a et δ(p,b) = δ(q,b) = b.





Fig. 1.6 – Représentation graphique d’un automate de parité
Remarque 1.4 Les automates de Büchi sont un cas particulier d’automate de pa-
rité à deux couleurs, 0 et 1. En eﬀet, étant donné un automate de Büchi 〈Q,A,I,F,δ〉,
il est facile de voir que l’automate de parité 〈Q,A,I,ρ,δ〉 où ρ(q) = 0 si q ∈ F et
ρ(q) = 1 sinon, reconnaît le même langage.
L’automate de parité donné dans l’exemple précédent utilise deux couleurs, 1
et 2. Il est qualiﬁé d’automate de co-Büchi. Un calcul est acceptant s’il ne visite
qu’un nombre ﬁni d’états colorés par 1. La condition de co-Büchi peut être décrite
en terme d’états interdits (qui sont ceux colorés par 1) : un calcul est acceptant si
et seulement s’il ne visite que ﬁniment souvent des états interdits.
Une autre condition d’acceptation, et donc une autre famille d’automates, est
due à Muller.
Définition 1.30 (Automate de Muller) Un automate de Muller A est un quin-
tuplet 〈Q,A,I,F ,δ〉, où Q est un ensemble fini d’états, A est un alphabet fini, I ⊆ Q
est un sous-ensemble de Q appelé ensemble des états initiaux, F ⊆ P(Q) est une col-
lection de sous-ensembles de Q appelés ensembles terminaux, et δ est une application
de Q× A dans P(Q), appelée fonction de transition.
Définition 1.31 Etant donné un automate de Muller A = 〈Q,A,I,F ,δ〉, on dit qu’il
y a une transition d’un état p à un état q d’étiquette a, ce que l’on note p
a
−→ q
si q ∈ δ(p,a). Un calcul c : q0
a1−→ q1
a2−→ q2
an−→ q3 · · · est une suite de transitions
telles que l’origine de chacune coïncide avec l’extrémité de la précédente. Le mot
a1a2a3 · · · est appelée l’étiquette du calcul c. L’état q0 est appelé origine de c. On
note Inf(c) l’ensemble des états qui apparaissent infiniment souvent dans c, c’est-
à-dire Inf(c) = {q | ∃∞i t.q. qi = q}. Enfin, un calcul acceptant est un calcul c dont
l’origine est un état initial et tel que Inf(c) ∈ F .
Un mot infini u est accepté (ou reconnu) par un automate de Muller A s’il est
l’étiquette d’au moins un calcul acceptant de A. On note L(A) l’ensemble des mots
acceptés par l’automate A, et L(A) est appelé langage reconnu par A.
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La représentation graphique d’un automate de Muller est la même que celle d’un
automate de Büchi, à ceci près qu’il n’y a pas d’états doublement cerclés.
Exemple 1.8 Considérons à nouveau le langage L = {u ∈ {a,b}ω | |u|a < ∞}. Le
langage L est reconnu par l’automate de Muller A = 〈Q,A,I,F ,δ〉, représenté par la
ﬁgure 1.7, et déﬁni comme suit :
– Q = {p,q}.
– A = {a,b}.
– I = {p}.
– δ(p,a) = δ(q,a) = a et δ(p,b) = δ(q,b) = b.





Fig. 1.7 – Représentation graphique d’un automate de Muller
Concernant le pouvoir de reconnaissance des automates de parité et de Muller,
on a le résultat suivant [70]
Proposition 1.6 Soit L un langage de mots infinis. Les propriétés suivantes sont
équivalentes :
– il existe un automate de Büchi reconnaissant L;
– il existe un automate déterministe de parité reconnaissant L;
– il existe un automate déterministe de Muller reconnaissant L.
Automates alternants sur les mots infinis
Signalons enﬁn que l’on peut également considérer des automates alternants pour
reconnaître des mots inﬁnis. Ces derniers sont déﬁnis comme précédemment, sauf
que maintenant un arbre de calcul peut avoir des branches inﬁnies. La condition
d’acceptation doit alors être vériﬁée pour toutes les branches inﬁnies. Pour ce qui
est des branches ﬁnies, on demande qu’elles se terminent par tt. Ainsi, pour une
condition de Büchi, on demandera que toute branche inﬁnie contiennent une inﬁnité
d’états ﬁnaux. Pour une condition de parité, on demandera que dans toute branche
inﬁnie, la plus petite couleur apparaissant inﬁniment souvent soit paire.
Il est à noter que l’on n’accroît pas le pouvoir de reconnaissance en ajoutant de
l’alternance.
Proposition 1.7 Soit L un langage de mots infinis. Les propriétés suivantes sont
équivalentes :
– il existe un automate alternant de Büchi reconnaissant L;
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– il existe un automate alternant de parité reconnaissant L;
– il existe un automate alternant de Muller reconnaissant L;
– il existe un automate de Büchi reconnaissant L.
1.2.4 Langages algébriques de mots infinis
On propose maintenant un modèle d’automates à pile reconnaissant des langages
de mots inﬁnis. L’idée est la même que pour les automates sans pile : on considère
l’ensemble des états apparaissant inﬁniment souvent au cours d’un calcul pour dé-
terminer si ce dernier est acceptant. Un langage de mots inﬁnis accepté par un
automate à pile sera qualiﬁé de ω-algébrique. Signalons que comme dans le cadre
des mots ﬁnis, il existe une approche fondée sur les grammaires, à savoir les gram-
maires hors-contexte. Les automates à pile sur les mots inﬁnis ont été introduits
et caractérisés dans [26, 53]. Pour l’approche par des grammaires hors-contexte, on
consultera [66, 67, 10].
Automates à pile de Büchi
Définition 1.32 (Automate à pile de Büchi) Un automate à pile de Büchi A
est un septuplet 〈Q,A,Γ,⊥,I,F,δ〉, où Q est un ensemble fini d’états, A est un alphabet
fini d’entrée, Γ est un alphabet fini de pile, ⊥ est un symbole de Γ appelé symbole de
fond de pile, I ⊆ Q est un sous-ensemble de Q appelé ensemble des états initiaux,
F ⊆ Q est un sous-ensemble de Q appelé ensemble des états finaux, et δ est une
application de Q× Γ×A dans P({skip(q),pop(q),push(q,γ) | q ∈ Q, γ ∈ Γ \ {⊥}}),
appelée fonction de transition et telle que δ(p,⊥,a) ⊆ {push(q,γ),skip(q) | q ∈ Q, γ ∈
Γ \ {⊥}} pour tout p ∈ Q et tout a ∈ A.
La notion de conﬁguration se déﬁnit comme pour les automate à pile sur les mots
ﬁnis. On donne la notion de calcul.
Définition 1.33 Soit une configuration (q,γσ) de l’automate à pile et soit a ∈ A
une lettre. A la lecture de a, A peut passer de la configuration (q,γσ) aux configura-
tions suivantes :
– (q′,γσ) pour tout skip(q′) ∈ δ(q,γ,a).
– (q′,σ) pour tout pop(q′) ∈ δ(q,γ,a).
– (q′,γ′γσ) pour tout push(q′,γ′) ∈ δ(q,γ,a).
On dit alors qu’il y a une transition d’étiquette a de la première configuration C
à la seconde C ′, ce que l’on note C
a
−→ C ′. Un calcul c : C0
a1−→ C1
a2−→ C2 · · · est
une suite de transitions telle que l’origine de chacune coïncide avec l’extrémité de la
précédente. Le mot a1a2 · · · est appelé l’étiquette du calcul c. Enfin, un calcul accep-
tant est un calcul infini dont l’origine est une configuration initiale et qui contient
une infinité de configurations finales.
On peut alors déﬁnir le langage de mots inﬁnis associé à un automate à pile de
Büchi.
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Définition 1.34 Un mot infini u est accepté (ou reconnu) par un automate à pile
de Büchi A s’il est l’étiquette d’au moins un calcul acceptant de A. On note L(A)
l’ensemble des mots acceptés par l’automate à pile de Büchi A, et L(A) est appelé
langage reconnu par A.
Un langage reconnu par un automate à pile de Büchi est qualifié de ω-algébrique.
Automates à pile de parité et de Muller
On peut également déﬁnir les automates à pile muni d’une condition de parité
ou d’une condition de Muller. Dans le cas des conditions de parité, on se donne une
application associant à chaque état une couleur. La couleur d’une conﬁguration est
alors la couleur de son état. Enﬁn, un calcul est acceptant si et seulement si la plus
petite couleur apparaissant inﬁniment souvent est paire.
Pour ce qui est des conditions de Muller, on se donne une collection F de sous-
ensembles d’états de contrôle. Etant donné un calcul, on regarde le sous-ensemble
d’états apparaissant inﬁniment souvent dans la suite des conﬁgurations. Si ce dernier
est dans F le calcul est acceptant, sinon il est rejetant.
Enﬁn, un langage accepté par un automate à pile déterministe muni d’une condi-
tion de parité ou de Muller sera qualiﬁé de langage ω-algébrique déterministe. Les
langages ω-algébriques déterministes forment une sous-classe stricte des langage ω-
algébriques.
Langages ω-Vpl
Comme dans le paragraphe 1.2.2, on considère des alphabets d’actions et l’on
déﬁnit les Vpa munis de condition de Büchi et de Muller de la même façon que l’on
déﬁnit les automates à pile de Büchi et de Muller.
Concernant le pouvoir de reconnaissance, R. Alur et P. Madhusudan ont donné
le résultat suivant.
Théorème 1.5 [4] Pour tout Vpa non déterministe de Muller, il existe un Vpa
non déterministe de Büchi qui reconnaît le même langage.
Il existe un langage reconnu par un Vpa non déterministe de Büchi qui n’est
reconnu par aucun Vpa déterministe de Muller.
On déﬁnira donc les langages ω-Vpl comme ceux acceptés par des Vpa non
déterministes de Büchi. Un langage accepté par un Vpa déterministe de Büchi sera
quant à lui qualiﬁé de langage ω-Vpl déterministe
1.3 Quelques familles de graphes infinis finiment re-
présentables
L’objet de cette thèse est l’étude de jeux sur des graphes inﬁnis. L’approche
étant résolument algorithmique, elle suppose une description ﬁnie des entrées, et en
partie des graphes considérés. Dès lors, les graphes inﬁnis considérés seront ﬁniment
représentables.
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Pour cela, nous allons considérer les graphes associés à des automates à pile ainsi
qu’à leurs variantes. La construction est simple : étant donné un automate à pile, les
sommets du graphe associé sont les conﬁgurations de l’automate à pile, alors que les
arcs du graphe correspondent à l’existence d’une transition entre deux conﬁgurations
dans l’automate à pile.
1.3.1 Graphe associé à un processus à pile
Dans ce cadre, on considère une version édulcorée des automates à pile dans la-
quelle on supprime les concepts d’états initiaux et ﬁnaux. On parle alors de processus
à pile
Définition 1.35 Un processus à pile P est un quintuplet 〈Q,A,Γ,⊥,∆〉 où Q est un
ensemble fini d’états, A est un alphabet fini d’entrée, Γ est un alphabet fini de pile,
⊥ est un symbole de Γ appelé symbole de fond de pile et ∆ est une application de
Q×Γ×A dans P({skip(q), pop(q), push(q,γ) | q ∈ Q, γ ∈ Γ\{⊥}}) appelée fonction
de transition et telle que δ(p,⊥,a) ⊆ {push(q,γ), skip(q) | q ∈ Q, γ ∈ Γ\{⊥}}, pour
tout état p ∈ Q et toute lettre a ∈ A.
On appelle Q × (Γ \ {⊥})∗⊥ l’ensemble des conﬁgurations de P. Enfin, comme
dans la définition 1.16, on note par C
a
−→ C ′ le fait qu’il y ait une transition
d’étiquette a entre deux configurations C et C ′.
Etant donné un processus à pile, on lui associe un graphe inﬁni de la façon
suivante.
Définition 1.36 Soit un processus à pile P = 〈Q,A,Γ,⊥,∆〉, et soit V l’ensemble
de ses configurations. Soit → la relation de transition introduite dans la définition
1.35. On considère la relation E ⊆ V ×A×V donnée par E = {(v,a,v′) | v
a
−→ v′}.
Le graphe A-étiqueté G = (V,E) est le graphe associé au processus à pile P.
Si l’on souhaite ignorer l’étiquetage sur les arcs, il suﬃt de partir d’un processus
à pile dont l’alphabet d’entrée est réduit à une lettre, qui du coup étiquette tous les
arcs du graphe, et qui peut alors être ignorée. Dans ce cadre, on omettra l’alphabet
d’entrée dans la déﬁnition du processus à pile sous-jacent. Lorsque le contexte est
clair, nous ne préciserons pas systématiquement si l’on considère des processus à pile
avec ou sans étiquetage.
1.3.2 Sous-classes
On considérera aussi par la suite trois cas particuliers : les graphes de processus
à compteur, les graphes de Vpp, et les graphes de Bpa. Le premier correspond
simplement aux graphes engendrés par des processus à compteur, c’est-à-dire des
processus à pile dont l’alphabet de pile ne contient que deux symboles.
Le deuxième correspond quant à lui aux graphes engendrés par des Vpp, c’est-
à-dire des processus à pile obtenus à partir de Vpa. En d’autres termes, un graphe
de Vpp est un graphe de processus à pile dans lequel les arcs correspondant à une
règle d’empilement sont étiquetés par des appels, les arcs correspondant à une règle
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de dépilement sont étiquetés par des retours, et les arcs correspondant à une règle
ne modiﬁant pas la pile sont étiquetés par des actions internes.
Pour les graphe de Bpa, on commence par donner une variante des processus à
pile sans entrée, les Basic Process Algebra (Bpa) [7]:
Définition 1.37 (Bpa) Un processus à pile sans entrée est un Bpa si et seulement
s’il ne possède qu’un seul état. Ainsi, un Bpa est-il un triplet B = 〈Γ,⊥,∆〉, où
Γ est un alphabet de pile de fond de pile ⊥, et ∆ est une application de Γ dans
P({skip, pop, push(γ) | γ ∈ Γ}), appelée fonction de transition et telle que pop /∈
∆(⊥).
Enﬁn, un graphe de Bpa est un graphe engendré par un Bpa.
Des exemples de graphes de processus à pile et de graphes de Bpa seront donnés
dans les chapitres suivants.
1.4 Machine de Turing, calculabilité et complexité
On rappelle maintenant quelques notions de calculabilité et de complexité. Il
serait impossible d’être exhaustif sur ce sujet, et l’on se contente donc de donner les
concepts utiles pour la suite. Pour plus de détails sur ces notions, on consultera par
exemple [69, 82, 44].
On commence par rappeler la notion de machine de Turing. Informellement, il
s’agit d’une machine possédant un contrôle ﬁni et travaillant sur un ruban qui est
inﬁni à droite. Sur ce ruban est écrit un mot ﬁni suivi d’une inﬁnité de symboles
blancs. La machine possède une tête de lecture qui pointe au départ sur la case
la plus à gauche. Un calcul commence dans un état de contrôle particulier, l’état
initial. Selon l’état de contrôle et la lettre sous la tête de lecture, la machine récrit
le symbole courant, change d’état de contrôle, et peut éventuellement se déplacer
d’une case vers la gauche ou vers la droite. Enﬁn, elle peut s’arrêter, signiﬁant ainsi
que le calcul est terminé, et éventuellement que le mot est accepté ou rejeté. Plus
formellement, on a les déﬁnitions suivantes (calquées sur [69]).
Définition 1.38 Une machine de Turing déterministe est un quadrupletM = (Q,A,
qin,δ), où Q est un ensemble fini d’états, qin ∈ Q est l’état initial, et A est un alphabet
fini, disjoint de Q. L’alphabet A contient toujours deux symboles particuliers, ⊔ et
¤ : le blanc et le marqueur de début. Enfin, la fonction de transition δ est une
application de Q×A dans (Q∪{yes,no,h})×A×{← ,→ ,−}, où l’on suppose que
l’état acceptant yes, l’état rejetant no, et l’état d’arrêt h ne sont pas dans Q, et que
les symboles ← ,→ ,− ne sont pas dans Q ∪ A.
La fonction de transition δ donne, pour tout état de contrôle q ∈ Q et tout
symbole courant a ∈ A, un triplet δ(q,a) = (q′,a′,D), où q′ est le nouvel état de
contrôle, a′ le symbole qui doit être écrit à la place de a, et D ∈ {← , → ,−} la
direction dans laquelle doit aller la tête de lecture. Si D =←, la tête se déplace vers
la gauche, si D =→, la tête se déplace vers la droite, et si D = − elle ne bouge
pas. On demande de plus, pour tout état q, que δ(q,¤) soit toujours de la forme
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(q′, ¤ , →) : le marqueur de début n’est jamais eﬀacé, et l’on ne va jamais à sa
gauche.
Au départ, l’état de contrôle est qin, et le ruban contient ¤ suivi d’un mot ﬁni
x ∈ (A\{⊔})∗. On dit que x est l’entrée de la machine de Turing. La tête de lecture
pointe sur le premier symbole, c’est-à-dire sur ¤.
A partir de la conﬁguration initiale, la machine applique une transition selon
δ, en changeant d’état, en écrivant un nouveau symbole, et en déplaçant sa tête de
lecture. Elle applique ensuite une nouvelle transition et ainsi de suite. Les restrictions
sur δ(q,¤) permettent de faire en sorte que ¤ ne soit jamais remplacé par un autre
symbole, et que la tête de lecture ne sorte pas à gauche du ruban.
Lorsque la tête arrive sur une case jamais lue, on considère que celle-ci contient
le symbole blanc ⊔, qui peut alors être récrit. Ainsi le contenu du ruban peut devenir
arbitrairement long.
Comme δ est une application, la machine ne s’arrête à priori jamais. Cependant,
elle s’arrête dans trois cas : en atteignant l’état h, l’état yes ou l’état no. Si elle
atteint l’état yes, on dit que la machine accepte, si elle atteint l’état no, on dit
qu’elle rejette. Si elle s’arête sur l’entrée x, on déﬁnit la sortie M(x) de la machine
comme suit. Si on arrive dans yes, M(x) = yes, si on arrive dans no, M(x) = no et
si on arrive dans h, M(x) est le contenu du ruban au moment où la machine s’arête.
Dans ce dernier cas, M(x) = ¤y avec y ∈ A∗. Enﬁn, si la machine ne s’arrête pas
sur x, on note M(x) =ր
Pour une déﬁnition plus formelle d’un calcul d’une machine de Turing, on intro-
duit la notion de conﬁguration. Une configuration est un triplet (q,u,v), où q ∈ Q
et où uv est le contenu du ruban, c’est-à-dire que uv ∈ ¤A∗. Le triplet (q,u,v) re-
présente une conﬁguration de la machine dans laquelle l’état de contrôle est q, où le
ruban contient uv, et où la tête de lecture pointe sur le premier symbole de v.
Considérons une conﬁguration (q,u,v). On appelle a le premier symbole de v =
av′′ et l’on pose δ(q,a) = (q′,a′,D). Si D =→, on pose u′ = ua′ et v′ = v′′. Si
D =←, on pose u = u′b et v′ = ba′v′′. Enﬁn, si D = −, on pose u′ = u et
v′ = a′v′′. La conﬁguration (q′,u′,v′) est alors le successeur de (q,u,v), ce que l’on
note (q,u,v)
M
−→ (q′,u′,v′). Enﬁn, on note
M∗
−→ la clôture transitive de la relation
M
−→.
Dans la suite, nous serons souvent amenés à simuler des machines de Turing. Pour
cela on adoptera le codage suivant des conﬁgurations : une conﬁguration (q,u,v) sera
identiﬁée au mot uqv.
Le principal intérêt des machines de Turing est de caractériser des langages.
Définition 1.39 Soit un langage L sur l’alphabet A \ {⊔}. Soit une machine de
Turing M sur l’alphabet A, telle que pour toute entrée x ∈ (A \ {⊔})∗ si x ∈ L alors
M(x) = yes, et si x /∈ L alors M(x) = no. On dit alors que M décide L. Si L est
décidé par une machine de Turing, on dit qu’il est récursif ou décidable.
On dit que M accepte un langage L lorsque pour toute entrée x ∈ (A \ {⊔})∗
si x ∈ L alors M(x) = yes, et si x /∈ L alors M(x) =ր. Si L est accepté par une
machine de Turing, on dit qu’il est récursivement énumérable ou demi-décidable.
Considérons enfin une application de (A \ {⊔})∗ dans A∗ et une machine de
Turing sur l’alphabet A. On dit que M calcule f si pour toute entrée x ∈ (A\{⊔})∗,
M(x) = f(x). Si une telle machine existe, f est une fonction récursive ou calculable.
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Les machines de Turing permettent donc de reconnaître des langages. Si l’on
considère comme entrée le codage d’une instance d’un problème, on peut alors voir
une machine de Turing comme un algorithme acceptant ou rejetant l’entrée. Ainsi,
un problème (et un codage associé) sera dit décidable si le langage des codages des
instances positives du problème est décidable.
On souhaite raﬃner la notion précédente en considérant deux facteurs : le temps
(c’est-à-dire le nombre de transitions) mis par la machine de Turing pour accepter,
ainsi que l’espace utilisé par cette dernière. On déﬁnit alors les notions suivantes.
Définition 1.40 Soit une fonction f de N dans lui même. Un langage L est décidé
en temps f(n) par une machine M , si M décide L, et si pour toute instance x, la
machine accepte ou rejette x en f(|x|) étapes de calcul au plus. Dans ce cas, on
dit que L ∈ time(f(n)). On définit facilement la même notion pour les fonctions
calculables.
Définition 1.41 Soit une fonction f de N dans lui même. Un langage L est décidé
en espace f(n) par une machine M si M décide L et si pour toute instance x, le
nombre de symboles non blancs écrits sur le ruban lors du calcul de la machine sur x
n’excède pas f(|x|). Dans ce cas, on dit que L ∈ space(f(n)). On définit facilement
la même notion pour les fonctions calculables.
Pour toute fonction f de N dans lui même, les classes de langages time(f(n))
et space(f(n)) sont des classes de complexité en temps et en espace.
Comme dans le cas des automates ﬁnis (qui sont un cas particulier de machines
de Turing qui lisent de gauche à droite sans récrire et qui s’arrêtent une fois le
mot lu en entier), on déﬁnit les notions de machine de Turing non déterministes et
alternantes. Nous nous contentons ici de donner des déﬁnitions informelles de ces
deux notions.
Une machine de Turing non déterministe est un quadruplet M = (Q,A,qin,∆),
déﬁni comme précédemment, sauf que maintenant ∆ est à valeur dans P((Q ∪
{yes,no,h}) × A × {← , → ,−}). Ainsi, une conﬁguration peut avoir plusieurs
successeurs, et il n’y a donc plus un unique calcul sur une entrée donnée. Un langage
L ⊆ A∗ est accepté par une machine de Turing non déterministe M si pour tout
x ∈ A∗, x ∈ L si et seulement s’il existe un calcul acceptant sur x
A nouveau, on déﬁnit les notions de temps et d’espace. On considère une fonction
f de N dans lui-même. On dit qu’une machine de Turing non déterministe M décide
un langage L en temps f(n) si M décide L, et si pour toute entrée x, tout calcul de
M sur x prend au plus f(|x|) étapes. De même, on dit qu’une machine de Turing non
déterministe M décide un langage L en espace f(n) si M décide L, et si pour toute
entrée x, le nombre de symboles écrits sur le ruban lors d’un calcul de la machine
sur x n’excède pas f(|x|). On note ntime(f(n)) et nspace(f(n)) les classes de
complexité associées.
Une machine de Turing alternante est un quadruplet M = (Q,A,qin,δ) déﬁni
comme précédemment, sauf que maintenant δ est à valeur dans B+((Q∪{yes,no,h})×
A× {← ,→ ,−}). Ainsi, dans une conﬁguration, la machine lance plusieurs calculs
en parallèle correspondant à des transitions satisfaisant une formule booléenne po-
sitive. Un calcul est donc un arbre dont les branches sont des calculs au sens des
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machines déterministes. Un calcul est acceptant si toutes les branches le composant
sont des calculs acceptants. Un langage L ⊆ A∗ est accepté par une machine de
Turing alternante M si pour tout x ∈ A∗, x ∈ L si et seulement s’il existe un arbre
de calcul acceptant sur x.
A nouveau, on déﬁnit les notions de temps et d’espace. On considère une fonction
f de N dans lui-même. On dit qu’une machine de Turing alternante M décide un
langage L en temps f(n) si M décide L, et si pour toute entrée x, toute branche
dans un calcul de M sur x prend au plus f(|x|) étapes. De même, on dit qu’une
machine de Turing alternante M décide un langage L en espace f(n) si M décide
L, et si, pour toute entrée x, le nombre de symboles écrits sur le ruban lors d’une
branche du calcul de la machine sur x n’excède pas f(|x|). On note atime(f(n)) et
aspace(f(n)) les classes de complexité associées.




























j)), où la fonction tow(k,n) est la tour




k>0 k-Dexptime est la classe des problèmes élémentaires.
– pour toute classe de complexité C on pose coC = {L | L ∈ C} la classe des
langages dont le complémentaire est dans C.
On donne quelques résultats classiques.
Proposition 1.8 Pour toute fonction propre de complexité (voir [69] pour la défi-
nition précise) on a :





Proposition 1.9 (Savitch) Pour toute fonction propre de complexité f(n) ≥ log n,
on a nspace(f(n)) ⊆ space(f 2(n)). En particulier, on a l’égalité suivante :
NPspace = Pspace.
Proposition 1.10 (Immerman-Szelepscényi) Pour toute fonction propre de com-
plexité f(n) ≥ log n, on a nspace(f(n)) = conspace(f(n)).
Enﬁn, on a le lien suivant entre les classes de complexité alternantes en espace
et les classes de complexité déterministes en temps.
Proposition 1.11 [25, 48, 24] Pour toute fonction propre de complexité f(n) ≥
log n, on a aspace(f(n)) =
⋃
j≥1 time(j
f(n)). En particulier, on a les égalités sui-
vantes :
– Dexptime = aspace(n).
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– k-Dexptime =
⋃
j≥1 aspace(tow(k − 1,n
j)), pour tout k ≥ 2.
Etant donné un problème, on souhaitera déterminer s’il est décidable et le cas
échéant dans quelle classe de complexité se trouve le langage des instances positives
du problème. Cependant, on sera également intéressé par donner une borne supé-
rieure. Pour cela, on introduit la notion de réduction polynomiale et de problème
complet.
Définition 1.42 Soient deux langages L1 et L2. On dit que L1 se réduit polyno-
mialement à L2 s’il existe une fonction f calculable en temps polynomial telle que
pour tout x, x ∈ L1 si et seulement si f(x) ∈ L2. En particulier, si L2 ∈ C on a
L1 ∈ C pour toute classe C = P,NP,coNP,Pspace,Dexptime,2-Dexptime, . . . .
Soit une classe de complexité C et un langage L. Le langage L est C-dur si et
seulement si tout problème dans C se réduit polynomialement à L. De plus, si L ∈ C,
il est dit C-complet.
On a alors le résultat suivant.
Proposition 1.12 Soit une classe de complexité en temps time(f(n)) (respective-
ment ntime(f(n))). Le langage des descriptions de machines de Turing détermi-
nistes (respectivement non déterministes) fonctionnant en temps f(n) et acceptant
l’entrée vide est time(f(n))-complet (respectivement ntime(f(n))-complet).
Soit une classe de complexité en espace space(f(n)) (respectivement
aspace(f(n))). Le langage des descriptions des machines de Turing déterministes
(respectivement alternantes) fonctionnant en espace f(n) et acceptant l’entrée vide
est space(f(n))-complet (respectivement aspace(f(n))-complet).
Par exemple, lorsque l’on souhaitera prouver qu’un problème est Dexptime-dur,
il suﬃra de prouver qu’il est aspace(n)-dur, et pour cela, il suﬃra de montrer qu’il
permet de simuler le comportement d’une machine de Turing alternante d’espace
linéaire.
Enﬁn, on termine par le théorème de Cook.
Théorème 1.6 (Cook) Le problème sat, consistant à décider si une formule de
la logique propositionnelle sous forme normale disjonctive avec trois littéraux par
clause est satisfiable, est un problème NP-complet.
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Chapitre 2
Jeux à deux joueurs sur un graphe
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Les jeux sont étudiés depuis longtemps dans trois domaines : en économie, en
théorie descriptive des ensembles et en informatique théorique. Nous ne parlerons
pas du premier, quant au second, il sera plus utilisé comme outil de preuve que
réellement étudié. Notre centre d’intérêt concernera principalement le troisième, et
tout particulièrement les jeux à deux joueurs sur des graphes. Les articles fondateurs
sur le sujet sont entre autres [60, 15, 43, 14, 64, 30].
Pour une première approche des jeux, je ne saurais que trop recommander la
lecture des excellents articles de W. Thomas [77] et de W. Zielonka [87]. Leur pré-
sentation est limpide et les références sont nombreuses.
Dans l’introduction, nous avons évoqué plusieurs motivations pour l’étude des
jeux, en particulier le model-checking (vériﬁcation de modèle) et la synthèse de
contrôleur. Le model-checking du µ-calcul et les jeux de parités sont très liés. Pour
les articles historiques sur les structures ﬁnies, on consultera ceux d’E.A. Emerson,
C.S. Jutla et A.P. Sistla [30, 31, 32], et pour les graphes de processus à pile ceux
d’I. Walukiewicz [83, 84]. Enﬁn, on trouvera dans [6, 68, 85, 86] des présentations
claires des liens entre le µ-calcul et les jeux. On se référera [5] pour la synthèse de
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contrôleur et [8] pour les notions de permissivité. Pour une vision générale des liens
entre les jeux et la vériﬁcation, on pourra consulter le tutoriel de W. Thomas [78]
et pour les applications utilisant des jeux sur des graphes de processus à pile, on
pourra consulter [23] et les références qui s’y trouvent.
Il y a eu ces dernières années plusieurs exposés invités sur les jeux dans des
conférences. Leurs principal intérêt est qu’ils présentent des notions plus variées que
celles exposées dans cette thèse et qu’ils donnent une bonne idée des problématiques
liées aux jeux. On pourra consulter en particulier [28, 40, 85] et les références qui
s’y trouvent.
Signalons également le recueil que constitue [41]. C’est une excellente référence
pour qui s’intéresse aux jeux et la bibliographie y est extrêmement complète. Ter-
minons enﬁn en signalant que la page web du projet Games, http://www.games.
rwth-aachen.de/index.html, propose une très large bibliographie sur le sujet, qui
oﬀre un bon moyen de se tenir au courant de ce qui se passe dans la communauté
scientiﬁque sur le sujet.
Dans ce chapitre, on commence par donner les déﬁnitions classiques relatives aux
jeux à deux joueurs sur un graphe, puis on explique ensuite comment déﬁnir un jeu
sur un graphe de processus à pile, et on présente enﬁn les diﬀérentes conditions de
gains qui seront étudiées dans cette thèse, avant d’introduire ensuite la notion de
complexité borélienne et de terminer par quelques résultats classiques.
2.1 Définitions
2.1.1 Jeu, partie, condition de gain
Considérons les protagonistes, deux joueurs, que nous appellerons Eve et Adam.
Soit G = (V,E) un graphe quelconque.
On commence tout d’abord par considérer une partition des sommets V = VE ∪
VA entre les deux joueurs : les éléments de VE seront les sommets (on parle aussi de
positions) d’Eve et les éléments de VA sont la propriété d’Adam.
Le triplet G = (G,VE,VA) est un graphe de jeu. On représente un graphe de jeu
comme un graphe, à la diﬀérence que les sommets d’Eve sont des cercles et ceux
d’Adam des carrés. La ﬁgure 2.1 est la représentation graphique d’un graphe de jeu
G = (G,VE,VA) où VE = {2,4,7,8} et VA = {1,3,5,6}.














Fig. 2.1 – Exemple de graphe de jeu
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Une condition de gain sur G est un sous-ensemble Ω de V × E∞.
Enﬁn, un jeu à deux joueurs sur un graphe de jeu G est un couple G = (G,Ω),
où G est un graphe de jeu et Ω une condition de gain sur G.
Une partie dans un jeu G = (G,Ω) au départ d’une position initiale v0 se déroule
de la façon suivante. Le joueur à qui appartient la position initiale v0 choisit, si cela
est possible, un arc e1 d’origine v0. S’il n’existe pas d’arc d’origine v0, la partie se ter-
mine. Sinon, le joueur à qui appartient l’extrémité v1 de e1 choisit un arc e2 d’origine
v1 si cela est possible et ainsi de suite. La partie est donc un chemin (v0,e1e2 · · · ),
ﬁni ou inﬁni, dans G, et peut être vue comme un élément de V × E∞. Par partie
partielle, on désignera un préﬁxe d’une partie, c’est-à-dire un couple (v0,e1 · · · en) dé-
ﬁni comme précédemment, à la diﬀérence près que le chemin (v0,e1 · · · en) peut être
éventuellement prolongeable. Une partie partielle est donc un élément de V × E∗.
Autant que faire se peut, on réservera les lettres Λ et λ pour désigner des parties ou
des parties partielles.
Reprenons le graphe de jeu donné dans la ﬁgure 2.1. Le couple
[1,(1,a,2)(2,b,3)(3,b,7)(7,a,6)(6,a,2)((2,a,1)(1,a,2))ω] est une partie dans le graphe de
jeu précédent.
Eve remporte une partie si et seulement si elle appartient à Ω, sinon, c’est Adam
qui gagne. Une convention classique, que nous adopterons fréquemment par la suite,
consiste à déclarer comme perdant d’une partie ﬁnie (c’est-à-dire une partie qui
aboutit dans un cul-de-sac) le joueur qui ne peut bouger. Dans ce cadre, la condition
de gain ne traitera que des parties inﬁnies et sera alors un sous-ensemble de V ×Eω.
Dans la suite, nous considérerons principalement deux types de conditions de
gains : les conditions internes qui ne considèrent que la suite des sommets visités
au cours d’une partie et les conditions externes qui ne considèrent que la suite des
étiquettes des arcs traversés au cours d’une partie.
Définition 2.1 Une condition de gain interne sur un graphe de jeu G de sommets
V est un sous-ensemble Ω de V ∞. Une partie Λ = (v0,e0e1e2 · · · ) est remportée par
Eve si et seulement si v0v1v2 · · · appartient à Ω où vi+1 désigne l’extrémité de ei
pour tout 0 ≤ i < |Λ|.
Définition 2.2 Une condition de gain externe sur un graphe de jeu A-étiqueté G
est un sous-ensemble Ω de A∞. Une partie Λ = (v0,e0e1e2 · · · ) est remportée par Eve
si et seulement si Lab(Λ) = a0a1a2 · · · appartient à Ω où ai désigne l’étiquette de ei
pour tout 0 ≤ i < |Λ|.
Etant donnée une condition de gain Ω, on considère la condition duale Ω déﬁnie
comme Ω = (V × E∞) \ Ω. Dans le cas particulier où l’on considère que les parties
ﬁnies sont perdues par le joueur bloqué, on déﬁnit Ω = (V ×Eω)\Ω. Ainsi, une partie
est remportée par Adam dans le jeu G = (G,Ω) si et seulement si elle appartient à Ω.
Il est clair que la condition duale d’une condition interne est une condition interne,
et que la condition duale d’une condition externe est une condition externe.
Donnons maintenant quelques exemples de conditions de gains. On commence
par les conditions d’accessibilité et de sûreté
Définition 2.3 Soit un sous-ensemble F ⊆ V de sommets, appelés sommets ﬁnaux.
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La condition interne V ∗FV ∞ est une condition dite d’accessibilité. Ainsi, Eve rem-
porte une partie si un état final est visité au cours de celle-ci.
La condition duale (V \F )ω d’une condition d’accessibilité est une condition dite
de sûreté. On parle alors pour F de sommets interdits. Ainsi, Eve remporte une
partie si on ne visite pas d’état interdit au cours de celle-ci.
Pour les condition de gains suivantes, on adopte la convention qu’une partie ﬁnie
est perdue par le joueur qui ne peut bouger. On déﬁnit alors les conditions de Büchi,
de co-Büchi, de parité et de Muller.
Définition 2.4 Soit un sous-ensemble F ⊆ V de sommets, appelés sommets ﬁnaux.
La condition interne (V ∗F )ω est une condition dite de Büchi. Ainsi, Eve remporte




∗F )i(V \F )ω d’une condition de Büchi est une condi-
tion dite de co-Büchi. On parle alors pour F de sommets interdits. Ainsi, Eve rem-
porte une partie si on ne visite qu’un nombre fini d’états interdits au cours de celle-ci.
Définition 2.5 Soit un sous-ensemble fini C ⊆ N d’entiers positifs appelés couleurs
et soit une application ρ de V dans C, appelée fonction de coloriage. La condition in-
terne {v0v1v2 · · · ∈ V
ω | lim inf(ρ(vi))i≥0 est paire} est une condition dite de parité.
Ainsi, Eve remporte une partie si la plus petite couleur infiniment souvent visitée
est paire.
La condition duale {v0v1v2 · · · ∈ V
ω | lim inf(ρ(vi))i≥0 est impaire} est une condi-
tion dite de co-parité. Ainsi, Eve remporte une partie si la plus petite couleur infi-
niment souvent visitée est impaire.
Remarque 2.1 Considérons une condition Ω de co-parité sur un graphe de jeu
coloré par une fonction de coloriage ρ. On considère alors la fonction de coloriage ρ′
déﬁnie par ρ′(v) = ρ(v) + 1. Il est facile de voir que la condition de parité Ω′ sur le
graphe de jeu précédent coloré par la fonction ρ′, est telle que Ω = Ω′.
Définition 2.6 Soit un sous-ensemble fini C ⊆ N d’entiers positifs appelé couleurs,
et soit une application ρ de V dans C, appelée fonction de coloriage. Soit une col-
lection F de sous-ensembles de C, appelés ensembles ﬁnaux. La condition interne
{v0v1v2 · · · ∈ V
ω | {c | ∃∞i, ρ(vi) = c} ∈ F} est une condition dite de Muller. Ainsi,
Eve remporte une partie si l’ensemble des couleurs infiniment souvent visitées est
dans F .
La condition duale d’une condition de Muller d’ensembles finaux F est également
une condition de Muller avec la même fonction de coloriage et avec P(C) \ F pour
ensembles finaux.
Donnons enﬁn deux exemples de conditions externes.
Définition 2.7 Considérons un langage ω-régulier L sur un alphabet d’étiquetage
A. Soit un graphe de jeu A-étiqueté. Le langage Ω = L est une condition dite ω-
régulière. La condition duale d’une condition ω-régulière est également ω-régulière,
par clôture par complémentation des langages réguliers.
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Définition 2.8 Considérons un langage ω-Vpl L sur un alphabet d’actions A. Soit
un graphe de jeu A-étiqueté. Le langage Ω = L est une condition dite ω-Vpl. La
condition duale d’une condition ω-Vpl est également ω-Vpl, par clôture par com-
plémentation des langages ω-VPL[4].
2.1.2 Stratégies et positions gagnantes
Dans toute ce paragraphe, on se donne un graphe de jeu G = (G,VE,VA), où
G = (V,E).
Stratégies
Qui dit jeu dit envie de gagner, et donc stratégie. Une stratégie consiste à consi-
dérer les coups déjà joués ainsi que la position courante pour décider quel sommet
atteindre. Plus formellement, une stratégie pour Eve est une fonction ϕ : V ×E∗ → E
telle que, pour toute partie partielle λ se terminant en v ∈ VE, ϕ(λ) a pour origine v.
De même, on déﬁnit les stratégies pour Adam comme des fonctions ψ : V ×E∗ → E
telles que, pour toute partie partielle λ se terminant en v ∈ VA, ψ(λ) a pour origine
v.
Il existe d’autres déﬁnitions plus générales pour les stratégies. En particulier, on
peut les déﬁnir non plus comme des fonctions à valeur dans E, mais comme des
applications à valeur dans P(E). Une stratégie non déterministe pour Eve est une
application ϕ : V ×E∗ → P(E) telle que, pour toute partie partielle λ se terminant
en v ∈ VE, les éléments de ϕ(λ) ont pour origine v. De même, on déﬁnit les stratégies
pour Adam comme des applications ψ : V × E∗ → E telles que, pour toute partie
partielle λ se terminant en v ∈ VA, les éléments de ψ(λ) ont pour origine v.
Les stratégies non déterministes généralisent bien les stratégies déterministes. En
eﬀet, étant donnée une stratégie déterministe ϕ, on déﬁnit un stratégie ϕ′ équivalente
en posant ϕ′(λ) = ∅ pour tout λ si ϕ n’est pas déﬁnie en λ, et ϕ′(λ) = {ϕ(λ)}
sinon. Pour la suite des déﬁnitions, on se place dans le cadre des stratégies non
déterministes.
Etant donnée une stratégie ϕ pour Eve, cette dernière peut la respecter en choi-
sissant toujours de prendre un arc donné par ϕ sur le préﬁxe de partie déjà joué.
Plus formellement, on dira qu’Eve respecte ϕ au cours d’une partie λ = (v,e1e2 · · · )
si, pour tout 0 ≤ i < |λ|, ei+1 ∈ ϕ((v,e1 · · · ei)). De même, on déﬁnit le fait qu’Adam
respecte une stratégie ψ.
Les stratégies intéressantes sont celles que l’on peut suivre tout au long d’une
partie. Plus précisément, on dira qu’une stratégie ϕ pour Eve est praticable depuis
un sommet v si, pour toute partie partielle λ d’origine v où Eve respecte ϕ, et se
terminant par un arc d’extrémité dans VE, ϕ(λ) est non vide. De même, on déﬁnit
les stratégies praticables pour Adam.
Remarque 2.2 Evoquons maintenant le cas particulier des graphes non étiquetés.
Dans la remarque 1.1, nous avions noté que l’on peut représenter les chemins par
des mots sur l’alphabet des sommets. Dans ce formalisme, une stratégie déterministe
pour Eve est alors une application ϕ de V ∞ dans P(V ) telle que, pour toute partie
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partielle λ se terminant dans un sommet v ∈ VE et pour tout v′ ∈ ϕ(λ), (v,v′) ∈ E.
De façon symétrique, on déﬁnit les stratégies pour Adam.
Etant donnée une stratégie ϕ, Eve respecte ϕ lors d’une partie λ = v1v2v3 · · · si,
pour tout 1 ≤ i < |λ|, vi ∈ VE ⇒ vi+1 ∈ ϕ(v1v2 · · · vi).
Considérons maintenant un jeu G = (G,Ω) sur G, une position initiale v0 et une
stratégie ϕ pour Eve. On dira que ϕ est une stratégie gagnante pour Eve dans G
depuis v0 si toute partie au départ de v0 où Eve respecte ϕ, est remportée par Eve.
On déﬁnit de même les stratégies gagnantes pour Adam. Le jeu G est déterminé si,
pour toute position initiale, l’un des deux joueurs possède une stratégie gagnante
depuis cette position dans G.
Remarque 2.3 Etant donné un jeu, l’un des deux joueurs au plus a une stratégie
gagnante. En eﬀet, si les deux joueurs possédaient une stratégie gagnante, la partie
obtenue quand ces derniers respectent leurs stratégies gagnantes respectives serait
à la fois dans et hors de Ω.
Remarque 2.4 Etant donné une stratégie ϕ gagnante pour Eve depuis un som-
met v dans un jeu G, il est facile de voir qu’Eve possède une stratégie gagnante
déterministe depuis v. En eﬀet, il suﬃt de considérer la stratégie ϕ′ déﬁnie pour
tout λ ∈ V × E∞ tel que ϕ(λ) est non vide, par ϕ′(λ) = eλ, où eλ est un élément
quelconque de ϕ(λ). On vériﬁe alors facilement que ϕ′ est gagnante pour Eve.
Positions gagnantes
Une position v dans un jeu G est une position gagnante pour Eve si celle-ci pos-
sède une stratégie gagnante dans G depuis v. L’ensemble des positions gagnantes
pour Eve sera généralement noté WE. On déﬁnit de même l’ensemble WA des posi-
tions gagnantes pour Adam.
Stratégies et représentations
On se ﬁxe maintenant un graphe de jeu G = ((V,E),VE,VA), et un jeu G = (G,Ω)
sur G. Dans ce paragraphe, nous discutons des diﬀérents types de stratégies possibles
et de leurs représentations respectives.
Dans le cas général, une stratégie est un objet qui n’est pas ﬁniment descriptible
puisqu’il s’agit d’une application de V × E∞ dans P(E). Cependant, aﬁn de ma-
nipuler ces dernières dans certaines preuves, on utilisera parfois une représentation
par un arbre a priori inﬁni, que l’on décrit ci-dessous.
Soit un sommet v ∈ V et soit ϕ une stratégie praticable pour Eve depuis v. On
associe à ϕ sa représentation par un arbre Tϕ, appelé arbre de stratégie et déﬁni
récursivement de la façon suivante :
– les nœuds de Tϕ sont étiquetés par des éléments dans E, à l’exception de la
racine qui est étiquetée par v.
– étant donné un nœud n de Tϕ d’étiquette e, on appelle u l’extrémité de e si
e ∈ E et u = v sinon. Si u ∈ VA, alors n a autant de ﬁls qu’il y a d’arcs d’origine
u dans G, et chaque ﬁls est étiqueté par l’un de ces arcs (et réciproquement).
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Si u ∈ VE alors on considère la suite v,e1,e2, . . . ,e des étiquettes des nœud
allant de la racine à n (inclus), et l’on note λ = (v,e1e2 · · · e) la partie partielle
qu’elles déﬁnissent. Le nœud n a alors pour ﬁls des nœuds étiquetés par les
éléments de ϕ(λ) (il y a un unique ﬁls si ϕ est déterministe et plusieurs si ϕ
est non déterministe).
Ainsi, les branches de l’arbre Tϕ décrivent l’ensemble de toutes les parties pos-
sibles lorsque Eve suit sa stratégie ϕ au départ de v. On a alors facilement le résultat
suivant.
Proposition 2.1 Une stratégie ϕ praticable pour Eve depuis un sommet v est ga-
gnante pour Eve dans le jeu G au départ de v si et seulement si, pour toute branche
b dans Tϕ, la partie λ = (v,e1e2 · · · ) est dans Ω, où la suite v,e1,e2, . . . est la suite
des étiquettes des nœuds de la branche b lue depuis la racine.
Evoquons maintenant le cas des stratégies dites sans mémoire ou positionnelles.
Une stratégie est sans mémoire si le choix du coup à jouer ne dépend pas du passé
de la partie mais uniquement de la position courante.
Définition 2.9 Une stratégie ϕ est sans mémoire (ou positionnelle) si pour toutes
parties partielles λ et λ′ de même extrémité, ϕ(λ) = ϕ(λ′). Ainsi, les stratégies
sans mémoire pour Eve (respectivement pour Adam) sont exactement l’ensemble des
applications ϕ de VE (respectivement de VA) dans P(E) telles que pour tout v ∈ V ,
les éléments de ϕ(v) ont pour origine v. Dans le cas des graphes non étiquetés, ce
sont les fonctions de VE (respectivement de VA) dans P(V ), telles que pour tout
v ∈ VE et tout v
′ ∈ ϕ(v), (v,v′) ∈ E.
Dans le cas où le graphe de jeu est ﬁni, une stratégie sans mémoire est donc
représentable de façon ﬁnie. Dans le cas où le graphe est inﬁni, ce n’est pas le cas en
général, puisque le graphe lui-même peut ne pas être ﬁniment représentable. C’est
pourquoi on préférera parler de stratégie sans mémoire pour les jeux sur des graphes
ﬁnis, et de stratégie positionnelle pour les jeux sur des graphes inﬁnis.
Entre les deux extrêmes que sont les stratégies générales et les stratégies posi-
tionnelles, le concept de stratégies avec mémoire permet de déﬁnir les deux notions
précédentes mais aussi de les raﬃner.
Définition 2.10 Soit M un ensemble que l’on appelle mémoire. Une stratégie à
mémoire M pour Eve est un triplet (m0,ϕ,up) formé d’un élément m0 ∈ M appelé
mémoire initiale, d’une application ϕ de V ×M dans P(E) telle que pour tout couple
(v,m), tout élément de ϕ(v,m) est d’origine v, et d’une application up de M × E
dans M appelée application de mise à jour. Eve respecte ϕ au cours d’une partie
λ = (v0,e1e2, · · · ) si pour tout i < |λ|, ei+1 ∈ ϕ(vi,mi), où vi est l’extrémité de ei si
i ≥ 1 et où l’on pose mi = up(mi−1,ei) pour tout i ≥ 1. En d’autres termes, quand
Eve doit jouer, elle regarde la valeur de la mémoire ainsi que le sommet courant pour
déterminer quel arc emprunter. Après chaque coup (effectué par Eve ou par Adam),
Eve met à jour sa mémoire à l’aide de la fonction up en considérant l’ancienne
valeur et le dernier coup joué. La stratégie ϕ est gagnante si toutes les parties où
Eve respecte ϕ sont gagnantes. On définit également le caractère praticable d’une
stratégie à mémoire. Il est alors facile de définir les mêmes notions pour Adam.
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Lorsque M est réduit à un seul élément (et n’est donc pas utile), on retrouve les
stratégies sans mémoire (d’où leur nom).
Soit une stratégie ϕ générale et soit v une position initiale. Considérons la straté-
gie à mémoireM , (m0,ψ,up) où l’on poseM = V ×E∞, m0 = (v,ε), ψ(v,m) = ϕ(m)
et up((v,e1 · · · en),en+1) = (v,e1 · · · enen+1). La stratégie ci-dessus stocke donc dans
sa mémoire le préﬁxe de partie déjà joué. Dès lors il est évident que l’ensemble des
parties où Eve respecte la stratégie (m0,ψ,up) est exactement l’ensemble des parties
où Eve respecte ϕ.
Un cas particulièrement intéressant est celui des stratégies à mémoire finie, c’est-
à-dire des stratégies à mémoire M où M est ﬁni. Lorsque le graphe de jeu est ﬁni,
une telle stratégie est réalisée par un transducteur (c’est-à-dire un automate ﬁni
avec sortie).
Terminons enﬁn en déﬁnissant une variante des stratégies sans mémoire, les
stratégies persistantes [57]. Dans une stratégie sans mémoire, on joue toujours de
la même façon dans un même sommet et le coup choisi est ﬁxé par avance. Une
généralisation est de considérer que l’on joue toujours le même coup dans un même
sommet mais que ce choix n’est ﬁxé que lors de la première visite dans le sommet.
Définition 2.11 Une stratégie déterministe ϕ est persistante si pour toutes parties
λ et λ′ de même extrémité et telle que λ′ prolonge λ, ϕ(λ) = ϕ(λ′).
Il est facile de voir que, même dans le cas des jeux sur des graphes ﬁnis, de telles
stratégies peuvent ne pas avoir de représentation ﬁnie.
2.2 Jeux sur des graphes de processus à pile
Dans le paragraphe 1.3.1 nous avons montré comment construire, à partir d’un
processus à pile, un graphe inﬁni. On explique maintenant comment déﬁnir, à partir
d’un graphe de processus à pile, un graphe de jeu. On explique ensuite comment
déﬁnir les conditions de gain classiques et l’on introduit également de nouvelles
conditions de gains.
2.2.1 Définition du graphe de jeu et représentation
Définition 2.12 Soit un processus à pile P = 〈Q,A,Γ,⊥,∆〉 et soit G = (V,E) le
graphe engendré par P. Soit une partition QE ∪ QA de Q entre Eve et Adam. La
partition précédente induit une partition VE ∪ VA de V définie par VE = QE × (Γ \
{⊥})∗⊥ et VA = QA × (Γ \ {⊥})
∗⊥ : les configurations d’Eve sont celles dont l’état
de contrôle est dans QE. Le graphe de jeu G = (G,VE,VA) est appelé graphe de jeu
sur le processus à pile P induit par QE ∪QA.
Considérons un processus à pile P = 〈Q,A,Γ,⊥,∆〉, une partition QE∪QA de Q,
et appelons G le graphe de jeu associé. Etant donnée une conﬁguration v = (q,σ),
on appelle hauteur de v, que l’on note |v|, la taille |σ| du contenu de pile dans v.
Les hauteurs de pile vont jouer un rôle crucial dans la résolution des jeux sur
des graphes de processus à pile. On s’intéressera essentiellement à savoir si dans une
conﬁguration de hauteur donnée, on revient un jour dans une conﬁguration de même
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hauteur. Pour illustrer les raisonnements, on adoptera la représentation d’une partie
par un graphique déﬁni comme suit : l’axe des abscisses représente le temps tandis
que l’axe des ordonnées représente la hauteur de pile. Un tel graphique permet donc
de lire l’évolution de la hauteur de pile au cours de la partie. La ﬁgure 2.2 donne
un exemple d’une telle représentation : on commence par empiler puis dépiler (on
parle de bosse). Ensuite on empile deux symboles puis un troisième que l’on dépile.









Fig. 2.2 – Représentation graphique d’une partie
2.2.2 Conditions d’accessibilité, de Büchi et de parité
Dans la construction du graphe de jeu, on a utilisé les états de contrôle pour
partager les conﬁgurations entre les deux joueurs. La même idée nous permet de
déﬁnir des conﬁgurations ﬁnales et des fonctions de coloriage. Les jeux de Büchi et
de parité ne considérant pas l’étiquetage des arcs, on considère ici des graphes de
jeu engendrés par des processus à pile non étiqueté.
Définition 2.13 (Jeu d’accessibilité, de Büchi) Soit un graphe de jeu engen-
dré par un processus à pile P = 〈Q,Γ,⊥,∆〉 et une partition QE∪QA de Q. Soit G le
graphe de jeu engendré par P et la partition précédente. Soit un sous-ensemble F de
Q. L’ensemble F induit alors un ensemble VF = F × (Γ \ {⊥})
∗⊥ de configurations
finales.
Soit ΩAcc la condition d’accessibilité associée à VF sur G. Le jeu G = (G,ΩAcc)
est qualifié de jeu d’accessibilité sur un graphe de processus à pile.
Soit ΩBuc la condition de Büchi associée à VF sur G. Le jeu G = (G,ΩBuc) est
qualifié de jeu de Büchi sur un graphe de processus à pile.
Définition 2.14 (Jeu de Parité) Soit un graphe de jeu engendré par un processus
à pile P = 〈Q,Γ,⊥,∆〉 et une partition QE ∪ QA de Q. Soit G = ((V,E),VE,VA)
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Explosion répétitive Explosion stricte
Fig. 2.3 – Les deux types de parties gagnantes pour l’explosion
le graphe de jeu engendré par P et la partition précédente. Soit une fonction de
coloriage ρ de Q dans un ensemble de couleur C. On étend ρ en une fonction de V
dans C en posant ρ′((q,σ)) = ρ(q) pour tout état q et tout contenu de pile σ. On
appelle Ω la condition de parité associée à ρ′ sur G. Le jeu G = (G,Ω) est qualifié
de jeu de parité sur un graphe de processus à pile.
2.2.3 Conditions de gain sur la hauteur de pile
Les processus à pile permettent de modéliser des programmes autorisant des ap-
pels récursifs, stockés dans la pile. Dans ce formalisme, la hauteur de pile représente
le nombre d’appels récursifs en cours. Il est alors naturel de se demander si la pile est
bornée ou pas au cours d’une partie, ce qui exprime le fait que le nombre d’appels
récursifs soit borné ou non.
On considère un processus à pile P = 〈Q,Γ,⊥,∆〉 et une partition QE ∪ QA de
Q. On appelle G = ((V,E),VE,VA) le graphe de jeu engendré par P et la partition
précédente. Pour tout entier n ≥ 1, on note Vn l’ensemble des conﬁgurations de G de
hauteur de pile égale à n, par V≤n l’ensemble des conﬁgurations de G de hauteur de
pile inférieure ou égale à n et par V≥n l’ensemble des conﬁgurations de G de hauteur
de pile supérieure ou égale à n.




ω] est qualiﬁée de condition d’explo-
sion. Le jeu G = (G,ΩExp) dans lequel on adopte la convention qu’une partie ﬁnie
est perdue par le joueur qui ne peut bouger est qualiﬁé de jeu d’explosion.




≤n de la condition d’explosion est qualiﬁée de
condition de bornage.
Une partie est remportée par Eve dans un jeu d’explosion si et seulement si la
pile est non bornée. On peut distinguer deux types possibles de partie gagnantes
pour Eve, selon qu’un niveau de pile est inﬁniment souvent visité ou non. Ces deux
cas sont représentés dans la ﬁgure 2.3. Une partie est remportée par Eve pour la
condition de bornage si et seulement si la hauteur de pile est bornée.
On déﬁnit une variante de la condition d’explosion, la condition d’explosion
stricte (dont l’interprétation graphique est donnée dans la ﬁgure 2.3).
La condition de gain ΩExpSt =
⋂
n≥1 V
∗V ω≥n est qualiﬁée de condition d’explosion
stricte. Le jeu G = (G,ΩExpSt), dans lequel on adopte la convention qu’une partie
ﬁnie est perdue par le joueur qui ne peut bouger, est qualiﬁé de jeu d’explosion
stricte.
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La condition duale ΩRep de la condition d’explosion stricte, que l’on appelle condi-







Une partie est remportée par Eve dans un jeu d’explosion stricte si et seulement
si toute hauteur de pile est un jour quittée pour toujours. Une partie est remportée
par Adam si et seulement si un niveau de pile est inﬁniment souvent visité, ou de
façon équivalente si et seulement si une conﬁguration est inﬁniment souvent visitée.
Pour une partie Λ = (p0,σ0)(p1,σ1)(p2,σ2) · · · remportée par Eve dans un jeu
d’explosion stricte, on déﬁnit la limite de pile dans Λ, notée StLim(Λ), et déﬁnie par
StLim(Λ) = lim(σi)i≥0.
Dans le chapitre 6, on considérera des conditions demandant que la pile explose
strictement et que sa limite appartienne à un langage donné de mots inﬁnis.
2.2.4 Condition de parité en escalier
On déﬁnit maintenant une nouvelle condition que l’on qualiﬁe de parité en es-
calier. Informellement, cette condition est la même que la condition de parité, sauf
que l’on évalue la condition de parité, non pas sur la suite de toutes les couleurs,
mais sur la sous-suite des couleurs associée aux conﬁgurations de hauteur de pile
minimale par rapport au futur de la partie.
Plus précisément, on se donne un processus à pile P = 〈Q,Γ,⊥,∆〉 et une partition
QE∪QA deQ. Soit G = ((V,E),VE,VA) le graphe de jeu engendré par P et la partition
précédente. Soit une fonction de coloriage ρ de Q dans un ensemble de couleur C
que l’on étend en une application ρ′ de V dans C en posant ρ′((q,σ)) = ρ(q) pour
tout état q et tout contenu de pile σ.
A toute partie inﬁnie Λ = v0v1v2 dans G, on associe l’ensemble inﬁni StepsΛ,
déﬁni par StepsΛ = {n ∈ N | ∀m ≥ n, |vm| ≥ |vn|}.
La ﬁgure 2.4 illustre une partie Λ dans laquelle les positions dont l’indice est
dans StepsΛ sont marquées par un rond.
Fig. 2.4 – StepsΛ
Enﬁn, la condition de parité en escalier est la condition interne
Ω = {Λ = v0v1v2 · · · | min{c | ∃
∞i ∈ StepsΛ t.q. ρ
′(vi) = c} est pair}
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2.2.5 Stratégie à pile
Dans le cas des jeux sur des graphes de processus à pile, on s’intéressera à une
famille particulière de stratégies à mémoire, les stratégies à pile. Informellement, ces
stratégies sont exactement celles réalisables par un automate à pile avec sortie lisant
les coups joués au cours de la partie et sortant les coups à jouer.
Définition 2.15 Soit un jeu G sur un graphe de jeu engendré par un processus à pile
P = 〈Q,Γ,⊥,∆〉. Une stratégie à pile dans G est une stratégie à mémoire (m0,ϕ,up)
sur une mémoireM = S×(Π\{⊥})∗⊥, où S est un ensemble d’états fini, et Π est un
alphabet de pile de stratégie qui est fini. De plus, pour toute configuration v = (q,σ),
tout état s, et tout contenu de pile de stratégie ν, ϕ(v,(s,ν)), ne dépend que q, du
sommet de σ, de s et du sommet de ν. Par ailleurs, ϕ(v,(s,ν)) est à valeur dans
{push(q,γ),pop(q),skip(q) | q ∈ Q,γ ∈ Γ}, ce qui permet bien de déterminer de façon
unique la configuration à atteindre. Enfin, on demande que la fonction de mise à
jour de la stratégie up soit une application de (S ×Π)×{push(q,γ),pop(q),skip(q) |
q ∈ Q,γ ∈ Γ} dans {push(s,π),pop(s),skip(s) | s ∈ S, π ∈ Π}. La mémoire est
alors mise à jour comme les configurations d’un automate à pile, par exemple si
up((s,π),pop(q)) = push(s′,π′), on change l’état de stratégie en s′ et l’on empile π′
dans la pile de stratégie.
L’intérêt principal de telles stratégies réside dans le fait qu’elles sont ﬁniment
descriptibles. Une telle propriété est d’autant plus intéressante que les graphes de
jeu issus de processus à pile sont eux-même ﬁniment représentables.
Remarque 2.5 Dans la déﬁnition précédente, on considère un graphe de jeu sur
un processus à pile non étiqueté. Il n’est pas diﬃcile d’adapter la déﬁnition pour un
graphe de processus à pile étiqueté.
2.3 Complexité borélienne
Considérons un alphabet pouvant être inﬁni, que l’on note A. On munit alors
l’ensemble Aω des mots inﬁnis sur l’alphabet A de la topologie de Cantor, où les
ouverts sont les ensembles de la formeW ·Aω pour un langageW ⊆ A∗ de mots ﬁnis
sur l’alphabet A. La hiérarchie borélienne finie, (Σ1,Π1),(Σ2,Π2), · · · , est la tribu
engendrée par les ouverts. Plus précisément, elle est donnée par :
– Σ1 = {W · Aω | W ⊆ A∗} est la classe des ensembles ouverts.
– pour tout n ≥ 1, Πn = {S | S ∈ Σn} est la classe des complémentaires des
ensembles de Σn. En particulier, Π1 est la classe des ensembles fermés.
– pour tout n ≥ 1, Σn+1 = {
⋃
i∈N Si | ∀i ∈ N, Si ∈ Πn} est la classe des unions
dénombrables d’ensembles de Πn.
– symétriquement, pour tout n ≥ 1, Πn+1 = {
⋂
i∈N Si | ∀i ∈ N, Si ∈ Σn} est la
classe des intersections dénombrables d’ensembles de Σn.
Enﬁn, on note B(Σn) la classe des combinaisons booléennes d’ensembles de Σn.
La ﬁgure 2.5 montre les inclusions (strictes) entre ces ensembles.






















Fig. 2.5 – La hiérarchie borélienne finie
2.3.1 Complexité borélienne d’une condition de gain
Considérons un jeu G = (G,Ω) joué sur un graphe de jeu G et équipé d’une
condition de gain Ω. La complexité borélienne de la condition de gain Ω est sa
complexité borélienne en tant qu’ensemble sur l’alphabet des sommets de G, si Ω
est une condition de gain interne, et sur l’alphabet A étiquetant les arcs de G, si Ω
est une condition externe.
Précisons maintenant la complexité borélienne de quelques conditions de gain
internes pour des jeux joués sur un graphe de sommets V :
1. Considérons une condition d’accessibilité avec un ensemble F ⊆ V de sommets
ﬁnaux. Cette condition est une condition Σ1 puisqu’elle est égale à l’ensemble
ouvert (V ∗F )V ω.
2. Considérons une condition de Büchi avec un ensemble F ⊆ V de sommets
ﬁnaux. Cette condition est une condition Π2 puisqu’elle est égale à l’ensemble⋂
n≥0[(V
nV ∗F )V ω].
3. Considérons une condition de Muller. Cette condition est une condition B(Σ2),
puisqu’elle s’exprime aisément comme une combinaison booléenne de condi-
tions de Büchi. Cela implique en particulier que les conditions de parité sont
des conditions B(Σ2).
4. Considérons une condition d’explosion pour un jeu sur un graphe de processus
à pile. Une telle condition est Π2. En eﬀet, si pour tout n ≥ 0, Vn désigne
l’ensembles des conﬁgurations de hauteur de pile égale à n, la condition de




ω]. Elle est donc bien Π2 en tant
qu’intersection dénombrable d’ouverts.
5. Considérons enﬁn une condition d’explosion stricte pour un jeu sur un graphe
de processus à pile. La condition correspondante pour Adam est la condition
de répétition étudiée dans [21] : Adam remporte la partie si et seulement si une
conﬁguration (de façon équivalente, une hauteur de pile) est visitée inﬁniment
souvent. Si l’on note à nouveau Vn l’ensemble des conﬁgurations de hauteur de
pile égale à n, pour n ≥ 0, la condition de gain pour Adam n’est autre qu’une
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Dès lors, la condition pour Adam est dans Σ3 et la condition d’explosion stricte
est donc dans Π3.
Mentionnons maintenant le théorème de Martin concernant la déterminaison des
jeux munis d’une condition de gain borélienne.
Théorème 2.1 [58] Tout jeu équipé d’une condition de gain borélienne est déter-
miné.
2.3.2 Jeu de Wadge
On introduit maintenant les notions de réduction et de jeu de Wadge, qui per-
mettent de déﬁnir une notion de complétude pour les diﬀérents niveaux de la hié-
rarchie borélienne.
Définition 2.16 (Jeu de Wadge) [81] Soient A et B deux alphabets (pouvant être
infinis) et soient X ⊆ Aω et Y ⊆ Bω deux langages de mots infinis sur ces alphabets.
Le jeu deWadge G(X,Y ) est un jeu entre deux joueurs, Alice et Bob. Alice commence
par choisir une lettre a0 dans A. Ensuite, Bob choisit un mot fini (pouvant être vide)
b0 ∈ B
∗ sur l’alphabet B. Ensuite Alice choisit une nouvelle lettre a1 ∈ A et Bob un
nouveau mot b1 ∈ B
∗ et ainsi de suite. Un partie revient donc pour Alice à écrire
un mot infini α = a0a1 · · · sur l’alphabet A et, pour Bob, à écrire un mot (fini ou
infini) β = b0b1 · · · sur l’alphabet B. Si le mot β est fini, Alice remporte la partie.
Sinon, Bob gagne si et seulement si on a : α ∈ X ⇔ β ∈ Y .
Intuitivement, la première condition (Bob perd s’il écrit un mot ﬁni) oblige Bob à
jouer (c’est-à-dire à jouer un mot non vide) inﬁniment souvent. La seconde condition
traduit le fait que le langage Y capture la complexité du langage X.
On déﬁnit sans problème les notions de stratégies et de stratégies gagnantes pour
les jeux de Wadge.
Ces jeux sont en fait très fortement reliés (voir la proposition 2.2) à la notion de
réduction de Wadge déﬁnie ci-dessous.
Définition 2.17 (Réduction de Wadge) On dit d’un ensemble X ⊆ Aω qu’il se
réduit au sens de Wadge à un ensemble Y ⊆ Bω, ce que l’on note X ≤W Y , si et
seulement s’il existe une fonction continue (pour la topologie de Cantor) f : Aω →
Bω telle que X = f−1(Y ). Dans le cas où X ≤W Y et Y ≤W X, les ensemble X et
Y sont dits Wadge équivalents, ce que l’on note X ≡W Y .
Proposition 2.2 ([81]) Bob possède une stratégie gagnante dans G(X,Y ) si et
seulement si X ≤W Y .
Donnons quelques exemples de cette réduction.
Exemple 2.1 Considérons le langage Aω où A est un alphabet non vide. On a alors
Aω ≤w Y pour tout ensemble non vide Y . En eﬀet, Bob a une stratégie gagnante
dans tout jeu W (Aω,Y ) qui consiste a écrire un mot dans Y .
Considérons maintenant l’alphabet A = {a,b}. Soit X ⊆ Aω un ensemble fermé
et soit Y = {aω} ⊆ Aω. Alors, X ≤w Y . En eﬀet, une stratégie gagnante pour
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Bob consiste à jouer a si le mot déjà écrit par Alice est préﬁxe d’un mot de X.
Sinon, il joue b. Une telle stratégie est gagnante puisqu’un mot inﬁni appartient à
un ensemble fermé X si et seulement si tout préﬁxe de ce mot est préﬁxe d’un mot
de X (voir par exemple [70]).
Ces deux exemples soulignent l’importance capitale de l’alphabet sous-jacent sur
lequel on considère le langage. En eﬀet, le singleton {aω} n’a pas la même complexité
selon qu’il est considéré sur un alphabet à une lettre ou à plusieurs lettres.
La hiérarchie de Wadge est en fait un raﬃnement de la hiérarchie de Borel (pour
plus de détails, voir le chapitre sur la hiérarchie de Wagner dans [70]). Une des
conséquences est que l’équivalence de Wadge préserve les niveaux de la hiérarchie
borélienne.
Proposition 2.3 Deux ensembles Wadge équivalents appartiennent au même ni-
veau de la hiérarchie de Borel.
Il est alors naturel de considérer la notion de complétude induite par l’ordre
partiel ≤W :
Définition 2.18 Un ensemble Y ∈ Σn est qualifié d’ensemble Σn-complet si et
seulement si pour tout ensemble X ∈ Σn, on a X ≤W Y . Symétriquement, on
définit la notion d’ensemble Πn-complets.
Remarque 2.6 Signalons que la notion de complétude n’est pas pertinente pour
les classes B(Σn), car, dès que n ≥ 2, ces dernières ne contiennent pas d’ensembles
complets (voir par exemple [47]).
Finissons avec un exemple d’ensemble Π2-complet.
Exemple 2.2 On considère l’alphabet A = {a,b} et l’ensemble X ⊆ Aω des mots
contenant une inﬁnité d’occurrences de la lettre a. L’ensemble X est alors Π2-
complet. En eﬀet X =
⋂
i≥0
AiA∗aAω, ce qui prouve que X est dans Π2. Pour la
complétude, considérons un ensemble Y dans Π2 sur un alphabet B. On peut alors
écrire Y sous la forme Y =
⋂
i≥0
Yi pour une famille (Yi)i≥0 d’ouverts que l’on note
Yi = ZiB
ω.
Dans le jeu G(Y,X), Bob a une stratégie gagnante qui maintient un compteur i
qui est initialisé à 0. Si le mot écrit par Alice est dans ZiB∗, Bob joue a et incrémente
son compteur d’une unité. Sinon, il joue un b et ne modiﬁe pas le compteur. Dès lors,
le mot joué par Bob est toujours inﬁni et contient une inﬁnité de a si et seulement
si le mot joué par Alice appartient à Yi pour tout i ≥ 0, c’est-à-dire s’il appartient
à Y .
2.4 Quelques résultats classiques
On termine ce chapitre en donnant quelques résultats connus concernant les jeux
sur des graphes ﬁnis ainsi que sur le caractère sans mémoire des stratégies gagnantes
pour certaines conditions de gain.
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Concernant la déterminaison des jeux munis d’une condition de Muller, on a le
résultat suivant.
Théorème 2.2 [58, 30, 64] Soit G = (G,Ω) un jeu de Muller sur un graphe quel-
conque. Le jeu G est déterminé. De plus, lorsque le graphe de jeu est fini, on peut
calculer l’ensemble des positions gagnantes. Enfin, quelle que soit la nature du graphe
de jeu, si la condition de gain Ω est une condition de parité, alors chaque joueur
possède une stratégie positionnelle sur son ensemble de positions gagnantes.
On pourra consulter [77, 87] pour une présentation de ces résultats. Bien qu’elle
ne soit nécessaire dans aucune des preuves des résultats présentés dans cette thèse,
l’existence de stratégies positionnelles pour les jeux de parité simpliﬁera notoirement
certaines d’entre elles.
Le théorème 2.2 soulève plusieurs questions :
– quelle est la complexité du problème de décision du gagnant dans un jeu sur
un graphe ﬁni muni d’une condition d’accessibilité, de Büchi, de parité ou de
Muller? Cette question fondamentale a largement été étudiée et reste encore
aujourd’hui très active. Nous présentons quelques résultats ci-dessous.
– il existe toujours des stratégies positionnelles pour les jeux de parité. Pour les
condition de Muller ce n’est en revanche plus le cas (voir par exemple [87]).
Pour quelles autres conditions y a-t-il toujours des stratégies positionnelles?
On consultera [40, 42, 27, 39].
– on peut calculer les ensembles de positions gagnantes dans des jeux de Muller
sur des graphes ﬁni. Pour des jeux sur des graphes inﬁnis ﬁniment repré-
sentables, pour quelles conditions peut-on calculer les ensembles de positions
gagnantes. Cette question, dans le cadre des jeux sur des graphes de processus
à pile, a été initiée par I. Walukiewicz dans [83] et fait l’objet de cette thèse.
Un historique et un panorama de la question est donné dans le chapitre 3.
Pour ﬁnir, mentionnons les réponses connues à la première question. On considère
donc un graphe de jeu ﬁni G = ((V,E),VE,VA). Pour ce qui est des conditions
d’accessibilité et de Büchi, on a les résultat suivants :
Théorème 2.3 Soit G un jeu d’accessibilité sur un graphe de jeu fini ((V,E),VE,VA).
On peut calculer l’ensemble des positions gagnantes pour Eve dans G en temps
O(n+m) où n = |V | et m = |E|.
Théorème 2.4 Soit G un jeu de Büchi sur un graphe de jeu fini ((V,E),VE,VA). On
peut calculer l’ensemble des positions gagnantes pour Eve dans G en temps O(n(n+
m)) où n = |V | et m = |E|.
Concernant les condition de parité, le problème est beaucoup plus ouvert. Plus
précisément, on a le résultat suivant, où UP est une sous-classe de NP (voir [69, 45]
pour plus de détails).
Théorème 2.5 [45] Décider le gagnant dans un jeu de parité sur un graphe fini est
dans UP ∩ coUP.
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On ne connaît pas à ce jour d’algorithme polynomial permettant de décider le
gagnant dans un jeu de parité sur un graphe ﬁni. Les meilleurs algorithmes connus
sont exponentiels dans le nombre de couleurs intervenant dans la condition de parité.
Théorème 2.6 [46, 80] Soit G un jeu de parité à d couleurs sur un graphe de jeu
fini ((V,E),VE,VA). On peut calculer l’ensemble des positions gagnantes pour Eve









où n = |V | et m = |E|.
Remarque 2.7 Il existe deux algorithmes réalisant la complexité présentée ci-
dessus. On connaît pour l’algorithme donné dans [46] un exemple où cette complexité
est atteinte. En revanche, on ne connaît pas de borne inférieure pour l’algorithme
présenté dans [80], et en particulier, on ne sait pas s’il est polynomial.
64 CHAPITRE 2. Jeux à deux joueurs sur un graphe
65
Chapitre 3
Jeux sur des graphes de processus à pile :
petit historique et contributions de la thèse
Donnons maintenant un petit historique des travaux concernant les jeux sur des
graphes de processus à pile, en présentant les contributions et la structure de cette
thèse.
Les recherches eﬀectuées sur les automate à pile alternant peuvent être considé-
rées comme les premières études concernant les jeux sur des graphes de processus
à pile. A ma connaissance, le premier papier qui fait mention d’automate à pile
alternant est celui de A.K. Chandra et L.J. Stockmeyer [25], dans lequel est men-
tionné le résultat suivant : si L est un langage dans Dexptime, alors il est accepté
par un automate à pile alternant. La réciproque de ce résultat est donnée par R.E.
Ladner, R.J. Lipton et L.J. Stockmeyer, dans un article [52] entièrement dédié aux
automates à pile alternants et à leurs extensions. Plus précisément, les auteurs y
prouvent, entre autre que les langages reconnus par des automates à pile alternants
sont exactement ceux acceptés par des machines de Turing déterministes fonction-
nant en temps exponentiel. Cependant, on ne peut en déduire un algorithme pour
décider le gagnant dans un jeu de parité sur un graphe de processus à pile. En
eﬀet, ce problème exprimé en terme d’automate à pile alternant (ou donc de ma-
chine de Turing déterministe fonctionnant en temps exponentiel) revient à décider
le problème du vide.
Les processus à pile permettent de modéliser de nombreux systèmes. Il est alors
naturel d’étudier le problème du model-checking (vériﬁcation de modèle) qui consiste
à décider si une formule logique est satisfaite par un système. I. Walukiewicz, a établi
dans [83, 84], que le problème du model-checking du µ-calcul pour les graphes de
processus à pile est un problème Dexptime-complet. Il a tout d’abord montré que
le problème précédent est polynomialement équivalent à décider le gagnant dans un
jeu de parité sur un graphe de processus à pile. Une réduction du dernier problème
au problème de décision du gagnant dans un jeu de parité, avec le même nombre de
couleurs, mais sur un graphe ﬁni de taille exponentielle, est ensuite donnée. De cette
dernière réduction découle la borne inférieure de complexité. La borne supérieure
est quant à elle obtenue en simulant une machine de Turing alternante à l’aide d’un
jeu d’accessibilité sur un graphe de processus à compteur. Une construction proche
de celle de [83, 84] est donnée dans le chapitre 5.
66
CHAPITRE 3. Jeux sur des graphes de processus à pile : petit historique et
contributions de la thèse
Une résolution diﬀérente d’un sous-problème du précédent est donnée par A.
Bouajjani, J. Esparza et O. Maler dans [11]. Les auteurs considèrent le problème
de calcul du pre∗ d’un ensemble régulier de conﬁguration dans un processus à pile
alternant. Ce problème n’est autre que celui du calcul des positions gagnantes dans
un jeu d’accessibilité sur un graphe de processus à pile, où l’ensemble des conﬁgura-
tions ﬁnales est un ensemble régulier (ce jeu généralise donc les jeux d’accessibilité
au sens où nous les avons déﬁnis). La principale motivation pour étudier ce problème
est qu’il permet de résoudre le problème du model-checking, pour des formules du
µ-calcul sans alternance et de la logique EF, pour les graphes de processus à pile.
A la diﬀérence de ce qui était fait dans [83, 84], la construction donnée dans [11]
est symbolique, c’est-à-dire qu’elle donne un P-automate alternant qui reconnaît
l’ensemble des positions gagnantes pour Eve ou, en terme de logique, l’ensemble des
conﬁgurations satisfaisant une formule donnée.
Une nouvelle approche a été ensuite développée par O. Kupferman et M. Vardi
dans [50]. Les auteurs montrent comment le problème de décision du gagnant dans
un jeu de parité sur un graphe de processus à pile peut être réduit à décider le
vide pour un automate d’arbre bidirectionnel alternant équipé d’une condition de
parité. M. Vardi ayant montré dans [79] que ce dernier problème était Dexptime,
les auteurs obtiennent alors facilement les résultats donnés par I. Walukiewicz dans
[83, 84].
En généralisant les techniques de [11], T. Cachat a donné dans [16] une construc-
tion d’un P-automate alternant reconnaissant l’ensemble des positions gagnantes
pour Eve dans un jeu de Büchi sur un graphe de processus à pile. Décider le ga-
gnant depuis une conﬁguration quelconque pouvait être réalisé en modiﬁant les al-
gorithmes donnés par I. Walukiewicz et par O. Kupferman et M. Vardi, mais le
principal intérêt du résultat de T. Cachat est de donner une construction uniforme
et de montrer au passage que les ensembles de positions gagnantes pour les deux
joueurs sont réguliers.
Une question restait alors en suspend, à savoir donner une construction uniforme
pour les conditions de parité. Nous avons avec T. Cachat répondu indépendamment
à cette question dans [75] et [18], en montrant comment construire un P-automate
alternant reconnaissant l’ensemble des positions gagnantes pour Eve. Dans [18], T.
Cachat montre que le résultat est encore vrai lorsque l’on joue sur des graphes pré-
ﬁxes reconnaissables qui généralisent les graphes de processus à pile. Dans [75], j’ai
également montré que l’on peut adapter la construction à des conditions plus géné-
rales, à savoir les conditions ω-régulières sur les états (qui généralisent les conditions
de Muller). Dans le chapitre 4, nous exposons les résultats de [75] en les étendant
très largement.
Concernant les jeux d’accessibilité et de Büchi pour des graphes de processus à
pile, mentionnons également que plusieurs études ont été réalisées récemment dans le
cas où l’on considère non pas un processus à pile, mais une recursive state machine.
Ce modèle est équivalent à celui des processus à pile, mais il est plus pratique pour
modéliser des programmes [23]. Dans [3, 2, 34], R. Alur, P. Madhusudan, S. La
Torre et K. Etessami s’intéressent aux jeux d’accessibilité et de Büchi ainsi qu’à
la question de savoir, s’il existe dans ces jeux, des stratégies particulières, dites
modulaires. Signalons enﬁn que le modèle des recursive state machine permet une
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analyse plus ﬁne de la complexité, analyse qui peut cependant être également menée
dans le cadre des processus à pile.
Pour les sous-classes des processus à pile que forment les Bpa et les processus à
compteur, on peut également étudier les jeux de parité en cherchant des algorithmes
plus simples que dans le cas général des processus à pile. Pour les Bpa, on modiﬁe les
déﬁnitions de la partition des conﬁgurations et de la fonction de coloriage (car sinon,
les jeux obtenus sont triviaux). On donne un premier modèle dans lequel le problème
de décision du gagnant pour une condition de parité se réduit polynomialement au
même problème pour un jeu sur un graphe ﬁni. Pour un modèle plus complexe, on
montre que le même problème est alors Dexptime-complet. Pour ce qui est des
jeux de parité sur des graphes à compteur, on montre, en adaptant les techniques
de [79, 50], que l’on peut décider le gagnant en Pspace. On donne également une
borne inférieure, en montrant que le problème est DP-dur. Une conséquence de ces
résultats est que le problème du model-checking du µ-calcul pour un processus à
compteur est dans Pspace. Ces résultats sont présentés dans le chapitre 7.
Nous avons déjà vu dans le chapitre 2, que, d’un point de vue topologique, les
conditions de parité, sont des conditions B(Σ2). Une question naturelle était de
donner un exemple de jeu muni d’une condition de gain de complexité borélienne
supérieure au deuxième niveau de la hiérarchie borélienne, et pour lequel on peut
décider le gagnant. Par ailleurs, les jeux sur des graphes de processus à pile pou-
vant modéliser des programmes autorisant des appels récursifs, les conditions sur la
hauteur de pile s’imposaient alors naturellement. Dans [21], T. Cachat, J. Duparc
et W. Thomas, ont considéré les jeux sur des graphes de processus à pile munis de
la condition de répétition : Eve gagne si et seulement si une conﬁguration est inﬁ-
niment souvent répétée. Ils ont montré que cette condition est Σ3-complète, et que
l’on peut décider le gagnant en Dexptime. Dans le chapitre 5, nous donnerons une
autre preuve de ce résultat, en considérant la condition duale, à savoir la condition
d’explosion stricte. Nous montrerons aussi que la condition d’explosion, qui est plus
naturelle que les deux précédentes pour ce qui est de la vériﬁcation, est également
décidable avec la même complexité.
Dans l’optique de la vériﬁcation, les conditions de parité permettent de véri-
ﬁer des conditions régulières, décrites par exemple par une formule logique (ltl,
µ-calcul. . . ), tandis que la condition d’explosion permet de vériﬁer des conditions de
bornage de la pile d’appels récursifs. Il est alors naturel de se demander si l’on peut
vériﬁer une combinaison booléenne de ces propriétés. On peut par exemple chercher
un contrôleur permettant à un programme de ne pas exploser sa pile d’appels ré-
cursifs tout en satisfaisant une condition décrite par une formule du µ-calcul. En
terme de jeux, on considère donc des conditions de gain qui sont des combinaisons
booléennes de condition de parité et d’explosion. Ce problème est compliqué puisque
l’on ne peut utiliser directement les résultats concernant, d’un côté les condition de
parité, et de l’autre les conditions d’explosion. Avec A-J. Bouquet et I. Walukiewicz,
nous avons proposé une solution pour les combinaisons booléennes de condition de
Büchi et d’explosion [13]. Dans le chapitre 8, on présente une autre construction
qui utilise une réduction vers un jeu sur un graphe de processus à compteur. Cette
dernière permet de donner une solution lorsque la condition de gain est une combi-
naisons booléennes d’une condition de parité et d’un condition sur la hauteur de pile.
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CHAPITRE 3. Jeux sur des graphes de processus à pile : petit historique et
contributions de la thèse
La complexité n’est par contre pas optimale. On donne également dans le chapitre
8 les constructions de [13] mais pas les preuves. Concernant les combinaisons boo-
léennes de condition de parité et d’explosion, une solution, basée sur des techniques
proches de [50], a été donnée par H. Gimbert dans [38].
D’un point de vue plus théorique, une autre extension des résultats de [21]
consiste à chercher une famille de conditions de gain de complexité borélienne ar-
bitraire ﬁnie et qui reste décidable. J’ai répondu à cette question dans [76, 74].
Les résultats sont présentés dans le chapitre 6, dans lequel on donne une famille de
conditions de gain ainsi que la complexité borélienne des conditions qui la composent.
On explique ensuite comment décider le gagnant dans les jeux équipés d’une telle
condition. On montre enﬁn que le problème de décision associé est non élémentaire
et Elementary-dur.
Enﬁn, récemment, R. Alur, K. Etessami et P. Madhusudan ont introduit la lo-
gique Caret, une extension de ltl, permettant d’exprimer des propriétés naturelles
des systèmes avec appels récursifs. Par ailleurs, dans [4], R. Alur et P. Madhusudan
ont introduit la notion de Vpa qui permet de décrire les langages des modèles des
formules de Caret. Avec C. Löding et P. Madhusudan, nous avons montré dans
[56] que les jeux sur des graphes de Vpp équipés d’une condition de gain externe
décrite par un Vpa non déterministe de Büchi sont décidables. Pour cela, nous avons
proposé une procédure de déterminisation des Vpa. Ce modèle déterministe permet
alors de réduire le problème précédent à un jeu muni d’une condition de parité en
escalier. Ces résultats sont présentés dans les chapitres 8 et 5.
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Chapitre 4
Ensembles de positions gagnantes
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Dans [83, 84], I. Walukiewicz propose une solution optimale pour les jeux sur des
graphes de processus à pile munis d’une condition de parité. La solution proposée
permet en fait de décider si les conﬁgurations de la forme (p,⊥) sont gagnantes. Se
restreindre à l’étude des conﬁgurations de pile vide n’est pas une perte de généralité,
puisqu’il n’est pas diﬃcile de réduire le problème de décision du gagnant depuis
une position quelconque au même problème depuis une conﬁguration de pile vide
(on déﬁnit un nouveau jeu, dans lequel le début de partie est consacré à atteindre
la conﬁguration de pile non vide à laquelle on s’intéresse et l’on simule ensuite
le jeu précédent). Cependant, bien que l’on puisse déterminer le gagnant depuis
n’importe quelle conﬁguration, une question demeure : comment représenter, si cela
est possible, les ensembles de positions gagnantes? Bien sûr, selon les conditions de
gain considérées, cette question appelle des réponses diﬀérentes.
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Dans le cas des conditions d’accessibilité, A. Bouajjani, J. Esparza et O. Maler
ont prouvé que les ensembles de positions gagnantes sont réguliers et que l’on peut
construire un P-automate alternant reconnaissant les positions gagnantes [11]. Ce
résultat a ensuite été étendu par T. Cachat au cas des conditions de Büchi [16]. Enﬁn,
pour les conditions de parité, le résultat est donné dans [18, 75]. On peut également
signaler dès maintenant qu’un exemple d’une condition de gain pour laquelle les
ensembles de positions gagnantes ne sont pas réguliers est donné dans le chapitre 6
et dans [76, 74].
Dans ce chapitre, nous donnons la construction proposée dans [75] en l’adaptant
à un cadre bien plus général que celui des conditions de parité. Dans le paragraphe
4.1, on introduit deux notions importantes pour la suite : les invariances par trans-
lations, qui sont des propriétés des conditions de gain, et les ensembles de retours
qui permettent de construire des automates reconnaissant les ensembles de positions
gagnantes lorsque ceux-ci sont réguliers. Dans le paragraphe 4.2, on s’intéresse aux
conditions de gains invariantes par translations, qui conduisent à des jeux dans les-
quels les ensembles de positions gagnantes sont réguliers. Outre la construction d’un
P-automate alternant reconnaissant les positions gagnantes, on décrit également les
stratégies gagnantes. Enﬁn, dans le paragraphe 4.3, on généralise les constructions
précédentes aﬁn de décrire une classe générale de conditions de gain conduisant à
des ensembles réguliers de positions gagnantes.
Dans ce chapitre, nous nous plaçons dans le cadre des jeux sur des graphes de
processus à pile non étiqueté. Ainsi, les parties seront vues comme des éléments de
V ∞, si V désigne l’ensemble des sommets du graphe de jeu. De plus, les conditions
seront alors des conditions de gain internes.
4.1 Quelques définitions et un peu d’intuition
4.1.1 Remarques préliminaires
Dans un premier temps, considérons un jeu sur un graphe de processus à pile
muni d’une condition de parité. Appelons Γ l’alphabet de pile et ⊥ le symbole de
fond de pile. Imaginons qu’Eve possède une stratégie gagnante ϕ depuis une position
(p,a⊥). Supposons qu’en plus d’être remportées par Eve, les parties jouées selon ϕ,
ne visitent jamais de conﬁgurations de pile vide, c’est-à-dire que le a qui se trouve au
fond de la pile n’est jamais dépilé. Pour tout mot u ∈ (Γ \ {⊥})∗, on déduit alors de
ϕ une stratégie gagnante depuis (p,au⊥). En eﬀet, pour gagner depuis (p,au⊥), Eve
peut se contenter d’oublier tout ce qui se trouve sous le a et de jouer alors selon ϕ :
une partie ainsi obtenue ne dépile jamais le a et est égale à une partie depuis (p,a⊥),
où Eve respecte ϕ, et dans laquelle tous les contenus de pile ont été augmentés de u
en leur fond.
Symétriquement, on peut mener le même raisonnement pour les positions de la
forme (p,a⊥), depuis lesquelles Adam possède une stratégie gagnante lui assurant
en plus que le a n’est jamais dépilé.
Cependant, il existe en général des positions gagnantes pour Eve (et symétrique-
ment pour Adam) depuis lesquelles cette dernière ne peut, tout en remportant la
victoire, faire en sorte que la pile ne soit jamais vide. Pour cela, il suﬃt d’imaginer
4.1. Quelques déﬁnitions et un peu d’intuition 71
un jeu muni d’une condition de Büchi où tous les états sont ﬁnaux et appartiennent
à Adam. De plus, si Adam peut empiler et dépiler n’importe quelle lettre, les parties
sont quelconques, bien que toutes gagnées par Eve.
4.1.2 Deux propriétés sur les conditions de gain
Imaginons maintenant un jeu sur un graphe de processus à pile avec la condition
de gain suivante : Eve remporte la partie à condition qu’à aucun moment la pile
ne contienne un b. Imaginons de surcroît qu’Eve peut, depuis une position (p,a⊥),
faire inﬁniment la boucle (p,a⊥) · (p,aa⊥) · (p,a⊥). Ainsi, Eve possède une stratégie
gagnante depuis (p,a⊥) qui ne vide jamais la pile. Cependant, il est clair que toute les
positions de la forme (p,au⊥) ne sont pas gagnantes (songez par exemple à (p,ab⊥)).
Le raisonnement précédent ne tient donc plus et cela pour une raison simple : les
parties gagnantes ne sont pas invariantes par ajout d’un mot en fond de pile dans
toutes les positions de la partie.
On en vient donc à introduire les déﬁnitions et les propriétés suivantes (qui sont
illustrées par les ﬁgures 4.1 et 4.2) :
Définition 4.1 Soit Γ un alphabet de pile, de symbole de fond de pile ⊥, et soit Q
un ensemble d’états. Soit u un mot sur l’alphabet (Γ \ {⊥}). On définit l’application
τu de Q×(Γ\{⊥})
+⊥ dans lui-même, par τu(q,w⊥) = (q,wu⊥) pour tout état q ∈ Q
et tout mot w ∈ (Γ \ {⊥})+. On l’étend alors en un endomorphisme lettre à lettre
de (Q × (Γ \ {⊥})+⊥)∗. Ainsi, si l’on considère un jeu sur un graphe de processus
à pile d’alphabet de pile Γ, τu associe à toute partie où la pile n’est jamais vidée la
partie (valide) obtenue en ajoutant, dans toutes les configurations, u au fond de la
pile.
Définition 4.2 Soit Γ un alphabet de pile, de symbole de fond de pile ⊥, et soit Q
un ensemble d’états. Soit u un mot sur l’alphabet (Γ\{⊥}). On introduit l’application
τu−1 de Q× (Γ\{⊥})
+u⊥ dans Q× (Γ\{⊥})+⊥, définie par τu−1(q,wu⊥) = (q,w⊥)
pour tout état q ∈ Q et tout mot w ∈ (Γ \ {⊥})+. Ainsi, τu−1 associe à toute
configuration contenant u en fond de pile avec des lettres au-dessus, la configuration
obtenue en supprimant u.
On étend alors τu−1 en un morphisme de (Q × (Γ \ {⊥})
+u⊥)∗ dans (Q × (Γ \
{⊥})+⊥)∗. Ainsi, si l’on considère un jeu sur un graphe de processus à pile d’alphabet
de pile Γ, τu−1 associe à toute partie où u est toujours présent dans la pile avec des
lettres au-dessus de lui la partie (valide), obtenue en supprimant u du fond de la pile
de toutes les configurations.
Définition 4.3 Soit Ω une condition de gain pour un jeu sur un graphe de processus
à pile et soit Γ l’alphabet de pile sous-jacent à Ω. On dit que Ω est invariante par
translations verticales si et seulement si pour toute partie Λ = v0v1v2 · · · de Ω on
a :
1. Invariance par translation vers le haut. Si Λ ne visite pas de configuration
de pile vide, pour tout mot fini u ∈ Γ∗ ne contenant pas le fond de pile, τu(Λ)
est dans Ω.
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2. Invariance par translation vers le bas. Pour tout mot fini u ∈ Γ∗ ne
contenant pas le fond de pile, et tel que pour toute position vi = (pi,ui⊥)
visitée dans Λ, u est un suffixe strict de ui, τu−1(Λ) est dans Ω.


















Fig. 4.2 – Invariance par translation vers le bas
Par la suite, nous considérerons des conditions de gain qui sont des combinaisons
booléennes d’autres conditions de gain. Une question naturelle est alors celle de la
clôture par les opérations booléennes de l’ensemble des conditions invariantes par
translations verticales. On a le résultat suivant.
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Proposition 4.1 L’ensemble des conditions de gain invariantes par translations
verticales est une algèbre de Boole.
Preuve. Les fermetures par union et intersection sont immédiates. Considérons
la fermeture par complémentation et remarquons au préalable le fait suivant : si
Λ′ est un translaté de Λ vers le haut (respectivement vers le bas), alors Λ est un
translaté de Λ′ vers le bas (respectivement vers le haut). Soit Ω une condition de
gain invariante par translations verticales et soit Ω la condition complémentaire de
Ω. Supposons qu’il existe une partie Λ dans Ω et un translaté Λ′ de Λ tel que Λ′ /∈ Ω.
On a alors Λ′ ∈ Ω, et comme Λ est un translaté de Λ′, Λ ∈ Ω par invariance de Ω par
translations verticales. D’où une contradiction et la fermeture par complémentation.
2
Exemple 4.1 Il est facile de voir que toute condition de gain qui ne considère pas
le contenu de la pile, c’est-à-dire qui ne dépend que de la suite des états de contrôle,
est invariante par translations horizontales. C’est le cas en particulier des conditions
d’accessibilité, de Büchi, de parité, ou de Muller portant sur les états de contrôle,
mais aussi de conditions plus exotiques qui peuvent, par exemple demander, que la
suite des états de contrôle appartienne à un langage (quelconque).
Dès que les conditions d’accessibilité, de Büchi, de parité ou de Muller portent sur
le contenu de la pile et non plus sur les états de contrôle, l’invariance par translations
verticales n’est plus vériﬁée. C’est le cas par exemple d’une condition d’accessibilité
demandant d’atteindre une conﬁguration de hauteur de pile divisible par 7.
D’autres conditions naturelles pour les jeux sur un graphe de processus à pile sont
celles concernant le bornage (ou le non-bornage) de la pile. Elles vériﬁent l’invariance
par translations verticales. En revanche, les conditions plus générales qui étudient
la limite de la pile ne sont pas invariantes par translations verticales.
Dans la suite, on va s’intéresser à la composition des stratégies. Sans entrer dans
le détail, il s’agit de suivre une stratégie, jusqu’à atteindre une certaine position à
partir de laquelle on suit une autre stratégie qui assure la victoire. L’idée sous-jacente
est la suivante : si l’on est capable de forcer à atteindre une position gagnante, alors
la position de départ est gagnante. C’est le principe de base de la notion de point ﬁxe
(ou d’attracteur) utilisée pour résoudre les jeux munis d’une condition d’accessibilité
ou de Büchi. La propriété des conditions de gain pour pouvoir enchaîner les parties
partielles sans changer l’issue de la partie est leur invariance par ajout ou suppression
d’un préﬁxe de partie. Plus formellement, on déﬁnit la propriété suivante.
Définition 4.4 Soit Ω une condition de gain pour un jeu sur un graphe de processus
à pile, de sommets V . On dit que Ω est invariante par translations horizontales si
et seulement si, pour toute partie Λ dans Ω, on a :
1. Invariance par translation vers la gauche. Tout suffixe de Λ est dans Ω.
2. Invariance par translation vers la droite. Toute partie de V ∗Λ est dans
Ω.
Les ﬁgures 4.3 et 4.4 donnent une interprétation graphique de ces invariances.
Pour la clôture booléenne des conditions invariantes par translations horizontales,
on établit, de la même façon que la proposition 4.1, le résultat suivant.
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uv0
Λ ∈ Ω





Λ′ = vivi+1 · · ·
Fig. 4.3 – Invariance par translation vers la gauche
uv0
Λ ∈ Ω




Λ′ = v−n · · · v0v1 · · ·
uv−n
Fig. 4.4 – Invariance par translation vers la droite
Proposition 4.2 L’ensemble des conditions de gain invariantes par translations
horizontales est une algèbre de Boole.
Exemple 4.2 Toute condition de gain ne parlant que d’un comportement à l’inﬁni
est invariante par translations horizontales. C’est la cas par exemple des conditions
sur l’ensemble des états inﬁniment répétés comme les conditions de Büchi, de parité,
ou plus généralement de Muller. Demander qu’un contenu de pile soit inﬁniment
souvent répété vériﬁe également l’invariance par translations horizontales.
Les conditions concernant le bornage (ou le non-bornage) de la pile ainsi que
celles portant sur la limite de la pile vériﬁent l’invariance par translations horizon-
tales.
En revanche, la condition d’accessibilité (respectivement la condition de sûreté)
n’est pas invariante par translation vers la gauche (respectivement vers la droite).
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4.1.3 Jeux conditionnés et ensembles de retours
Comme nous l’avons vu dans les remarques préliminaires, il est naturel de s’in-
téresser à la question suivante : Eve peut-elle gagner tout en assurant que la pile ne
soit jamais vidée? Plus exactement, la question est de savoir si, pour une lettre a en
sommet de pile, Eve peut gagner tout en assurant que ce a ne sera jamais dépilé. Si
cela n’est pas possible, Eve aura tout intérêt à jouer de la façon suivante : soit forcer
le gain sans dépiler a, soit, si elle est contrainte à dépiler a, atteindre en contrepar-
tie un état favorable. Pour formaliser ces intuitions, introduisons les notions de jeu
conditionné et d’ensemble de retours.
Définition 4.5 (Jeu conditionné) Soit G = (G,VE,VA) un graphe de jeu sur un
graphe G = (V,E) engendré par un processus à pile P = 〈Q,Γ,⊥,∆〉. Soit G = (G,Ω)
un jeu sur G. Pour tout sous-ensemble R de Q, on considère une nouvelle condition
de gain, notée Ω(R) et définie par :
Ω(R) = (Ω \ V ∗(Q× {⊥})V ∞) ∪ (V \ (Q× {⊥}))∗(R× {⊥})V ∞
En d’autres termes, les parties gagnantes pour Ω(R) sont :
– les parties de Ω dans lesquelles aucune configuration de pile vide n’est visitée.
– les parties qui visitent une configuration de pile vide et telles que l’état de
contrôle, dans la première configuration de pile vide visitée, appartient à R.
Le jeu G(R) = (G,Ω(R)) est appelé jeu conditionné par R.
Définition 4.6 (Ensemble de retours) Soit un jeu G = (G,Ω) sur un graphe de
jeu engendré par un processus à pile P = 〈Q,Γ,⊥,∆〉. Soit p ∈ Q un état de contrôle
et soit a ∈ Γ une lettre différente de ⊥. Soit R ⊆ Q, un sous-ensemble d’états de
contrôle. On dit que R est un ensemble de retours pour (p,a) dans G, si Eve possède
une stratégie gagnante dans le jeu G(R) depuis (p,a⊥). On note R(p,a) l’ensemble
des ensembles de retours pour (p,a).
On a alors facilement la propriété suivante.
Propriété 4.1 Soit un jeu G = (G,Ω) sur un graphe de jeu engendré par un pro-
cessus à pile P = 〈Q,Γ,⊥,∆〉. Soit p ∈ Q et soit a ∈ Γ. Si R est un ensemble de
retours pour (p,a), et si R′ ⊇ R, alors R′ est un ensemble de retours pour (p,a).
Preuve. En eﬀet, si R ⊆ R′, Ω(R) ⊆ Ω(R′). 2
Remarque 4.1 La propriété 4.1 implique que les ensembles d’ensembles de retours
R(p,a) sont uniquement déterminés par leurs éléments minimaux pour l’inclusion.
Il s’avère que la totalité des résultats où interviendront des ensembles de retours
seront encore valides lorsque l’on se restreint aux ensembles de retours minimaux
pour l’inclusion. L’intérêt d’une telle restriction, outre le fait qu’elle permet des
représentations plus compactes, est qu’elle conduit à des algorithmes toujours plus
rapides. Dans le cas où l’on ne se restreint pas aux ensembles minimaux, il peut y
avoir un nombre exponentiel d’ensembles de retours (par exemple, si ∅ ∈ R(p,a),
tout sous-ensemble d’états est un ensemble de retours). Cependant, il est important
de noter qu’il peut exister un nombre exponentiel d’ensembles de retours minimaux.
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Pour illustrer cela, on va construire un jeu sur un graphe de processus à pile, dont
les parties se déroulent en deux temps. Tout d’abord, Eve choisit un sous-ensemble
de n indices parmi 2n possibles (sous-ensemble qui sera ensuite associé à un sous-
ensemble d’états), qu’elle code en empilant des lettres. Une fois ce choix eﬀectué,
Adam dépile jusqu’à choisir un des indices donnés par Eve, qui détermine alors l’état
qui sera atteint une fois la pile vidée. On ajoute des états et une condition d’acces-
sibilité pour contraindre le comportement des joueurs (entre autre pour obliger Eve
à choisir des éléments distincts et Adam à choisir un indice). Plus formellement, on
considère un entier n ≥ 1 et le processus à pile P = 〈Q,Γ,⊥,∆〉 suivant :
– Q = {p0, . . . ,pn} ∪ {q1, . . . ,q2n} ∪ {w,l}.
– Γ = {a1, · · · ,a2n,#,⊥}.
– ∆ est déﬁnie par :
– push(pj+1,a′) ∈ ∆(pj,a) pour 0 ≤ j ≤ n− 1, a ∈ Γ et a′ ∈ {a1, · · · ,a2n}.
Dans cette phase, Eve choisit le sous-ensemble d’indices.
– ∆(pn,ai) = {pop(pn),pop(qi)} pour 1 ≤ i ≤ 2n. Adam peut choisir l’indice
i (en choisissant qi comme nouvel état de contrôle) ou non.
– ∆(pn,#) = {skip(w)} et ∆(w,#) = {skip(w)}. Ces deux règles forcent
Adam a choisir un indice.
– ∆(qi,ai) = {skip(l)} pour 1 ≤ i ≤ 2n et ∆(l,a) = {skip(l)} pour tout
a ∈ Γ. Ces règles forcent Eve à choisir des indices tous distincts.
– ∆(qi,aj) = {pop(qi)} pour tout i 6= j. Une fois l’indice choisi, et donc
l’état ﬁxé, Adam vide la pile sans changer d’état de contrôle.
On considère le jeu G sur le graphe engendré par P muni de la partition QE =
{p0, . . . ,pn} et QA = Q \ QE, et équipé d’une condition d’accessibilité, où le seul
état ﬁnal est w.
On vériﬁe alors facilement que G correspond bien à la description informelle
précédemment donnée. Les ensembles de retours minimaux pour (p0,#) sont exac-
tement les sous-ensembles de {q1, . . . ,q2n} à n éléments. Ils sont donc en nombre
exponentiel, puisqu’il y en a (2n)!
n!2
Exemple 4.3 Aﬁn d’illustrer la notion d’ensemble de retours, introduisons un jeu
de parité sur un graphe de processus à pile, qui sera également étudié dans les
paragraphes suivants. On considère donc un processus à pile P = 〈Q,Γ,⊥,∆〉, une
partition QE ∪QA des états de contrôle, et une fonction de coloriage ρ donnés par :
– Q = {p,q,r} : QE = {p,q} et QA = {r}.
– Γ = {a,b,⊥}.
– la relation ∆ est donnée par :
– ∆(p,a) = {pop(q),push(r,a)}.
– ∆(q,a) = {pop(p),push(r,a)}.
– ∆(r,a) = {pop(p),pop(r)}.
– ∆(p,b) = {pop(p),push(p,a)}.
– ∆(q,b) = {pop(p),push(r,a)}.
– ∆(r,b) = {pop(p),push(q,a)}.
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– ∆(p,⊥) = {push(p,a),push(r,b)}.
– ∆(q,⊥) = {push(q,a),push(r,a)}.
– ∆(r,⊥) = {push(q,b),push(r,a)}.
– ρ(p) = 0, ρ(q) = 2 et ρ(r) = 1.
On souhaite déterminer les ensembles R(p,a), R(p,b), R(q,a), R(q,b), R(r,a) et
R(r,b). Pour cela, on va raisonner à la main puisque nous n’avons (pas encore)
proposé de méthode générique pour calculer ces ensembles. Du fait de la remarque
4.1, on va se contenter de déterminer les ensembles de retours minimaux pour décrire
les ensembles R(. . . ).
Appelons G le graphe de jeu engendré par P et la partition QE ∪QA.
– R(p,a) : La ﬁgure 4.5 donne la structure de G autour de (p,a⊥). Dans cette
ﬁgure (et dans celles qui suivent), les arcs partant de conﬁgurations de pile vide
ne sont pas représentés puisque dans un jeu conditionné, les parties arrivant
dans de tels sommets se terminent.
q,⊥ p,a⊥ r,aa⊥ r,a⊥ r,⊥
p,⊥
min = 0
Fig. 4.5 – Structure de G autour de (p,a⊥)
On en déduit que R(p,a) = {{q},{p,r}} (si l’on ne garde que les éléments
minimaux). En eﬀet, Eve gagne dans G({q}). Par ailleurs, elle ne peut éviter
que la pile ne soit vidée, donc ∅ /∈ R(p,a). Enﬁn, en jouant depuis (p,a⊥) tou-
jours vers (r,aa⊥), elle gagne dans G({p,r}), sans toutefois avoir de stratégie
gagnante ni dans G({p}) ni dans G({r}). D’où le résultat.
– R(p,b) : La ﬁgure 4.6 décrit la structure de G autour de (p,b⊥).
On en déduit que R(p,b) = {{p}} (si l’on ne garde que les éléments mini-
maux). En eﬀet, on remarque tout d’abord qu’Adam peut toujours forcer le
dépilement du a vers la conﬁguration (p,⊥). Dès lors, tout ensemble de re-
tours doit contenir p. Par ailleurs, Eve peut forcer le dépilement du a vers la
conﬁguration (p,⊥). Le singleton {p} est donc un ensemble de retours possible
pour (p,a). D’où le résultat.
– R(q,a) : La ﬁgure 4.7 décrit la structure de G autour de (q,a⊥).
On en déduit queR(q,a) = {{p}} (si l’on ne garde que les éléments minimaux).
En eﬀet, Eve peut atteindre la conﬁguration (p,⊥) ou la conﬁguration (r,aa⊥)
depuis (q,a⊥). Mais depuis (r,aa⊥), Adam peut forcer à atteindre (p,⊥) (et
d’autres conﬁgurations de pile vide). Eve ne peut donc assurer autre chose de
mieux qu’atteindre (p,⊥).








Fig. 4.6 – Structure de G autour de (p,b⊥)
– R(q,b) : La ﬁgure 4.8 décrit la structure de G autour de (q,b⊥).
On en déduit queR(q,b) = {{p}} (si l’on ne garde que les éléments minimaux).
En eﬀet, Eve peut atteindre la conﬁguration (p,⊥) ou la conﬁguration (r,ab⊥)
depuis (q,b⊥). Mais depuis (r,ab⊥), Adam peut forcer à atteindre (p,⊥) (et
d’autres conﬁgurations de pile vide). Eve ne peut donc assurer autre chose de
mieux qu’atteindre (p,⊥).
– R(r,a) : La ﬁgure 4.9 décrit la structure de G autour de (r,a⊥).
On en déduit que R(r,a) = {{p,r}} (si l’on ne garde que les éléments mini-
maux).
– R(r,b) : La ﬁgure 4.10 décrit la structure de G autour de (r,b⊥).
On en déduit queR(r,b) = {{p}} (si l’on ne garde que les éléments minimaux).
En eﬀet, Adam peut forcer le dépilement vers (p,⊥). De plus, si depuis (r,b⊥)
il décide de ne pas dépiler, il atteint le sommet (q,ab⊥) depuis lequel Eve peut
atteindre (p,b⊥) et ensuite gagner ou dépiler vers (p,⊥).
4.2 Cas particulier des conditions invariantes par
translations
Dans tout ce paragraphe, on se donne un jeu G = (G,Ω) sur un graphe de jeu
engendré par un processus à pile P = 〈Q,Γ,⊥,∆〉 et une partition QE∪QA de Q. On
suppose de plus que Ω est invariante par translations verticales et horizontales, et
que Ω est borélienne. Cela implique qu’en particulier Ω(R) est borélienne pour tout
ensemble R, et donc que les jeux conditionnés intervenant dans la déﬁnition des en-
sembles de retours sont déterminés. Les ensembles de retours sont alors correctement
déﬁnis.




Fig. 4.7 – Structure de G autour de (q,a⊥)
4.2.1 Ensembles de retours et positions gagnantes
On commence par le cas particulier déjà évoqué, où Eve peut gagner sans dépiler.
Lemme 4.1 Soit p un état de contrôle de Q et soit a une lettre de Γ différente de
⊥. Si ∅ ∈ R(p,a), alors pour tout mot u sur l’alphabet (Γ \ {⊥}), (p,au⊥) est une
position gagnante pour Eve dans le jeu G = (G,Ω).
Preuve. Soit ϕ∅ une stratégie gagnante pour Eve dans le jeu G(∅) depuis (p,a⊥).
On déﬁnit à partir de ϕ∅ une stratégie ϕ pour Eve dans G depuis (p,au⊥). Soit
Λ = v0v1v2 · · · vn une partie partielle. On déﬁnit alors ϕ(Λ) de la façon suivante :
– si toute conﬁguration vi apparaissant dans Λ est de la forme vi = (pi,uiu⊥),
où ui est non vide, on déﬁnit alors ϕ(Λ) = τu(ϕ∅(τu−1(Λ))).
– sinon, ϕ(Λ) n’est pas déﬁni.
On montre que si Λ est une partie partielle dans G, commençant en (p,au⊥),
où Eve respecte ϕ, alors toutes les conﬁgurations visitées dans Λ sont de la forme
vi = (pi,uiu⊥), où ui est non vide (en particulier, cela implique que si Eve respecte
ϕ, ϕ(Λ) est toujours déﬁni) et de plus, τu−1(Λ) est une partie partielle dans G(∅)
commençant en (p,a⊥) où Eve respecte ϕ∅. Pour cela, on procède par récurrence :
– la propriété est vraie si Λ = (p,au⊥).
– supposons maintenant qu’elle soit vraie pour une partie partielle Λ, et mon-
trons qu’elle l’est encore pour un partie Λ′ prolongeant Λ d’une conﬁguration.
Commençons par le cas où Λ se termine dans une position d’Eve. Comme, par
hypothèse de récurrence, τu−1(Λ) est une partie dans G(∅), où Eve respecte
ϕ∅, ϕ∅(τu−1(Λ)) est une conﬁguration où la pile n’est pas vide et dès lors








Fig. 4.9 – Structure de G autour de (r,a⊥)
ϕ(Λ) = τu(ϕ∅(τu−1(Λ))) est de la forme (pi,uiu⊥), où ui est non vide. De plus,
il est clair que τu−1(Λ′) est une partie partielle dans G(∅), où Eve respecte ϕ∅.
Considérons le cas où Λ se termine par une position d’Adam. Les dernières
positions de Λ et de τu−1(Λ) ont le même état de contrôle et le même sommet
de pile. Dès lors, la transition appliquée par Adam une fois Λ jouée est égale-
ment applicable dans la dernière position de τu−1(Λ). Comme, par hypothèse
de récurrence, τu−1(Λ) est une partie dans G(∅) où Eve respecte ϕ∅, le prolon-
gement de τu−1(Λ) ainsi obtenu est aussi une partie partielle conforme à ϕ∅.
La conﬁguration ainsi atteinte n’est donc pas de pile vide. Dès lors, la dernière
conﬁguration de Λ′ est bien de la forme (pi,uiu⊥), où ui est non vide.
En conclusion, si Λ est une partie dans G où Eve respecte ϕ, alors τu−1(Λ) est
une partie dans G(∅) depuis (p,a⊥), où Eve respecte ϕ∅. Or, ϕ∅ est gagnante, et
donc τu−1(Λ) est gagnante. Dès lors, par invariance vers le haut, Λ = τu(τu−1(Λ)) est
également gagnante.
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p,⊥ r,b⊥ q,ab⊥ p,b⊥
p,ab⊥r,ab⊥ r,aab⊥
min = 1
Fig. 4.10 – Structure de G autour de (r,b⊥)
Ainsi, ϕ est une stratégie gagnante pour Eve dans G depuis la position (p,au⊥).
2
De façon symétrique, on a le résultat suivant.
Lemme 4.2 Soit p un état de contrôle de Q et soit a une lettre de Γ différente de
⊥. Si R(p,a) = ∅, alors pour tout mot u sur l’alphabet (Γ \ {⊥}), (p,au⊥) est une
position gagnante pour Adam dans le jeu G = (G,Ω).
Que se passe-t-il maintenant pour les couples (p,a) ∈ Q× (Γ\{⊥}) pour lesquels
R(p,a) ne contient pas ∅ ou n’est pas vide? Considérons un tel couple (p,a) et un
élément R ∈ R(p,a). Eve possède une stratégie gagnante ϕR dans le jeu G(R) depuis
(p,a⊥). A partir de cette stratégie, on peut, comme dans la preuve du lemme 4.1,
construire une stratégie (partiellement déﬁnie) pour Eve dans G, depuis n’importe
quelle conﬁguration de la forme (p,au⊥). Une telle stratégie ne permet pas d’assurer
que le a ne sera jamais dépilé et n’est plus déﬁnie lorsqu’une telle chose se produit.
Cependant, dans le cas où l’on ne dépile pas le a on gagne et sinon on atteint
une conﬁguration de la forme (r,u⊥) avec r ∈ R. Pour l’emporter, il faut alors
être capable de gagner depuis cette position. Plus formellement on a l’équivalence
suivante qui généralise les lemmes 4.1 et 4.2 :
Lemme 4.3 Soit p un état de contrôle de Q et soit a une lettre de Γ différente de
⊥. Soit u un mot sur l’alphabet (Γ \ {⊥}), alors (p,au⊥) est une position gagnante
pour Eve dans le jeu G, si et seulement s’il existe R ∈ R(p,a) tel que (r,u⊥) soit
gagnant pour Eve dans G pour tout r ∈ R.
Preuve. Implication réciproque : On commence par démontrer la réciproque,
qui est une généralisation des lemmes 4.1 et 4.2. On suppose donc qu’il existe R ∈
R(p,a) tel que (r,u⊥) est gagnant dans G pour tout r ∈ R. Soit ϕR une stratégie
gagnante pour Eve depuis (p,a⊥) dans le jeu G(R). Soient (ϕr)r∈R des stratégies
gagnantes dans G depuis les positions ((r,u⊥))r∈R.
On déﬁnit une stratégie ϕ pour Eve dans le jeu G depuis la position (p,au⊥).
Soit Λ = v0v1v2 · · · vn une partie partielle, ϕ(Λ) est alors déﬁni de la façon suivante :
– si toute conﬁguration vi apparaissant dans Λ est de la forme (pi,uiu⊥), où ui
est non vide, on pose ϕ(Λ) = τu(ϕR(τu−1(Λ))). Ce cas correspond à une partie
Λ où a n’a pas été dépilé.
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– s’il existe un entier j tel que vj = (r,u⊥) pour un certain r ∈ R et tel que,
pour tout i < j, vi est de la forme (pi,uiu⊥), on pose ϕ(Λ) = ϕr(vjvj+1 · · · vn).
Dans ce cas, on a dépilé le a juste après vj−1.
– sinon ϕ(Λ) n’est pas déﬁni.
En raisonnant comme dans la preuve du lemme 4.1, on prouve que si Λ est une
partie partielle dans G commençant en (p,au⊥), où Eve respecte ϕ, et telle que
toutes les conﬁgurations visitées dans Λ sont de la forme (pi,uiu⊥), où ui est non
vide, alors :
– τu−1(Λ) est une partie partielle dans G(R) commençant en (p,a⊥), où Eve
respecte ϕR, et dans laquelle la pile n’est jamais vidée.
– si Λ se prolonge en une partie où le a est dépilé, alors la conﬁguration ainsi
atteinte est de la forme (r,u⊥) avec r ∈ R.
Dès lors, si Eve respecte ϕ, ϕ(Λ) est toujours déﬁni. Aﬁn de montrer que la
stratégie ϕ est gagnante, considérons une partie Λ respectant ϕ. La partie Λ peut
être de deux formes :
– dans Λ, toutes les conﬁgurations visitées sont de la forme (pi,uiu⊥), où ui est
non vide. La partie Λ est donc l’image par τu d’une partie Λ′ dans G(R) où la
pile n’est jamais vidée et où Eve respecte ϕR. Ainsi, Λ′ est dans Ω(R) et donc
dans Ω (car la pile n’est jamais vidée). Dès lors, par invariance par translation
vers le haut, Λ est également dans Ω
– Λ = Λ′ · Λr, où Λr est une partie dans G, commençant par (r,u⊥) pour un
certain r ∈ R. De plus, Eve respecte ϕr dans Λr, ce qui implique que Λr est
dans Ω. Dès lors, par invariance de Ω par translation vers la droite, on en
conclut que Λ est gagnante pour Eve.
La stratégie ϕ est donc bien gagnante pour Eve dans G depuis (p,au⊥).
Implication directe : Soit ϕ une stratégie gagnante pour Eve dans G depuis
(p,au⊥). Considérons l’ensemble Lϕ des parties possibles dans G depuis (p,au⊥),
où Eve respecte ϕ. On déﬁnit alors un sous-ensemble R de Q de la façon suivante :
pour tout état r ∈ Q, r ∈ R s’il existe une partie Λ de Lϕ de la forme Λ′ · (r,u⊥) ·Λ′′,
et où toutes les conﬁgurations dans Λ′ sont de la forme (pi,viu⊥), où vi est un mot
non vide. Ainsi, R est l’ensemble des états de contrôle pouvant être atteints juste
après avoir dépilé a dans une partie où Eve respecte ϕ.
Montrons que R est un ensemble de retours pour (p,a). Pour cela, on déﬁnit une
stratégie ϕR pour Eve dans G(R) depuis (p,a⊥). Pour toute partie partielle Λ dans
G(R) depuis (p,a⊥), on déﬁnit ϕR(Λ) comme suit :
– si dans Λ aucune conﬁguration de pile vide n’est visitée, ϕR(Λ) = τu−1(ϕ(τu(Λ))).
– si dans Λ une conﬁguration de pile vide est visitée, ϕR(Λ) peut prendre n’im-
porte quelle valeur parmi celles qui sont possibles.
On a alors le résultat suivant : pour toute partie partielle Λ dans G(R) commen-
çant en (p,a⊥) où Eve respecte ϕR, on a :
1. si dans Λ la pile n’est jamais vidée, τu(Λ) est une partie partielle dans G
commençant en (p,au⊥), où Eve respecte ϕ.
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2. si dans Λ une conﬁguration de pile vide est visitée, alors Λ = Λ′ · (r,⊥) ·Λ′′, où
Λ′ est une partie partielle dans laquelle la pile n’est jamais vide, et où r ∈ R.
Pour établir le résultat précédent, on raisonne par récurrence sur Λ :
– au départ, Λ = (p,a⊥). La propriété est donc établie.
– soit maintenant une partie partielle Λ, pour laquelle on suppose le résultat
établi. Soit Λ′ un prolongement de Λ par un coup (d’Eve ou d’Adam).
Si Λ contenait déjà une conﬁguration de pile vide, la seconde propriété étant
vraie pour Λ, elle l’est encore pour Λ′.
Si Λ ne visite pas de conﬁguration de pile vide, et si Λ′ ne se termine pas par
une conﬁguration de pile vide, le premier point ne pose pas de problème : si
Eve joue, cela vient de la déﬁnition de ϕR. Si c’est Adam qui joue, cela vient du
fait que la dernière position de Λ et la dernière position de τu(Λ) ont le même
état de contrôle et le même sommet de pile (les mêmes types de transitions
peuvent donc être eﬀectuées).
Enﬁn, si Λ ne visite pas de conﬁguration de pile vide, et si Λ′ se termine par une
conﬁguration de pile vide, en raisonnant comme ci-dessus, on établit que τu(Λ′)
est une partie partielle dans G commençant en (p,au⊥), où Eve respecte ϕ. De
plus, τu(Λ) est préﬁxe d’un élément de Lϕ. Par déﬁnition, l’état de contrôle
dans la dernière position de τu(Λ′) (qui prolonge τu(Λ)) est donc dans R. Or,
l’état de contrôle dans la dernière position de Λ′ est le même que dans la
dernière position de τu(Λ′), ce qui prouve le second point.
Ainsi, une partie Λ dans G(R), où Eve respecte ϕR, est gagnante pour Eve. En
eﬀet, si la pile est vidée, l’état de contrôle dans la première conﬁguration de pile
vide visitée est un élément de R. Si la pile n’est jamais vidée, τu(Λ) est une partie
de G commençant en (p,au⊥), où Eve respecte ϕ. C’est donc une partie gagnante
pour Eve. Or, Λ = τu−1(τu(Λ)), et comme Ω est invariante par translation vers le
bas, on en déduit que Λ est également dans Ω, et donc dans Ω(R) (puisque toutes
les conﬁgurations visitées sont de pile non vide dans Λ).
L’ensemble R est donc bien un ensemble de retours pour (p,a) dans G.
Il nous reste donc à établir que, pour tout r ∈ R, (r,u⊥) est une position gagnante
pour Eve dans G.
Soit donc r ∈ R. Par déﬁnition de R, il existe une partie partielle, où Eve
respecte ϕ, et qui est de la forme Λ′ · (r,u⊥), où Λ′ ne visite pas de conﬁguration de
pile vide. On déﬁnit une stratégie gagnante ϕr pour Eve dans G depuis (r,u⊥) de
la façon suivante : pour toute partie partielle Λ commençant dans (r,u⊥), on pose
ϕr(Λ) = ϕ(Λ
′ · Λ). Ainsi, pour toute partie Λ jouée selon ϕr, Λ′ · Λ est une partie
jouée selon ϕ et commençant dans (p,au⊥). Dès lors, Λ′ ·Λ est une partie gagnante
pour Eve, et par invariance de Ω par translation vers la gauche, Λ est également une
partie gagnante. Dès lors (r,u⊥) est gagnante pour Eve dans G. 2
Dans la remarque 4.1, nous avions noté que les ensembles d’ensembles de retours
R(p,a) pouvaient être uniquement représentés par leur éléments minimaux pour
l’inclusion. On peut, dans le cadre du lemme 4.3, se restreindre aux ensembles de
retours minimaux. On établit sans diﬃculté le corollaire suivant.
Corollaire 4.1 Soit p un état de contrôle de Q et soit a une lettre de Γ différente
de ⊥. Soit u un mot sur l’alphabet (Γ\{⊥}), (p,au⊥) est une position gagnante pour
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Eve dans le jeu G, si et seulement s’il existe R ∈ R(p,a), minimal pour l’inclusion,
tel que (r,u⊥) est gagnant pour Eve dans G pour tout r ∈ R.
4.2.2 Régularité des ensembles de positions gagnantes
Considérons une conﬁguration (p,u⊥) dans le jeu G et posons u = a1a2 · · · an. En
utilisant le lemme 4.3, on en déduit que (p,u⊥) est gagnant pour Eve si et seulement
s’il existe R ∈ R(p,a1) tel que pour tout r ∈ R, (r,u′) soit gagnant pour Eve, où l’on
pose u′ = a2a3 · · · an. Ainsi, on doit deviner un ensemble de retours R pour (p,a1)
et vériﬁer en parallèle pour tout r ∈ R, que les conﬁgurations (r,u′) sont gagnantes,
ce que l’on fait à nouveau en devinant des ensembles de retours, et ainsi de suite
jusqu’à devoir vériﬁer que des conﬁgurations de la forme (s,⊥) sont gagnantes. En
d’autres termes, on a donc une procédure de décision qui lit le mot de pile de haut
en bas (ou de gauche à droite), en alternant des actions existentielles (choix des
ensembles de retours) avec des actions universelles (calculs en parallèle pour tous les
états d’un ensemble de retours). Il s’agit ni plus ni moins d’un calcul typique d’un
automate alternant.
On déﬁnit alors un P-automate alternant A = 〈Q,Γ,δ,F 〉 où :
– les états de A sont exactement ceux de P .
– l’alphabet d’entrée est Γ, l’alphabet de pile de P .







si a 6= ⊥.
En particulier, si ∅ ∈ R(p,a), δ(p,a) = tt et l’on retrouve alors le résultat du
lemme 4.1. Symétriquement, si R(p,a) = ∅, δ(p,a) = ff et l’on retrouve alors
le résultat du lemme 4.2.
Enﬁn, δ(p,⊥) = tt si Eve a une stratégie gagnante dans G depuis (p,⊥), et
sinon, δ(p,⊥) = ff .
– l’ensemble des états ﬁnaux F est l’ensemble vide.
On a alors le résultat suivant.
Théorème 4.1 Le P-automate alternant A reconnaît l’ensemble des positions ga-
gnantes pour Eve dans le jeu G.
Preuve. Montrons dans un premier temps que toute position gagnante pour Eve
est acceptée par A. On raisonne par récurrence sur la longueur du mot de pile. Soit
donc une conﬁguration (p,u⊥) gagnante pour Eve dans G.
– si |u| = 0, la conﬁguration est donc de la forme (p,⊥) et elle est acceptée par
déﬁnition de δ(p,⊥).
– supposons le résultat établi pour toutes les conﬁgurations gagnantes de mot
de pile, de longueur inférieure ou égale à un certain entier n ≥ 1. Considérons
une conﬁguration gagnante pour Eve de longueur égale à n + 1. Une telle
conﬁguration est de la forme (p,au⊥), avec |u| = n − 1. Comme (p,au⊥) est
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gagnante pour Eve, il existe, d’après le lemme 4.3, un ensemble de retours R
pour (p,a) tel que (r,u⊥) est gagnant pour tout r ∈ R. Or, par hypothèse de
récurrence, on sait que (r,u⊥) est accepté par A pour tout r ∈ R. Dès lors,
le calcul de A, qui consiste à choisir la transition initiale
∧
r∈R
r, et ensuite de
brancher avec les calculs acceptant de A sur les (r,u⊥), est un calcul acceptant.
Réciproquement, montrons que tout conﬁguration acceptée par A est gagnante
pour Eve dans le jeu G. On raisonne à nouveau par récurrence sur la longueur du
mot de pile. Soit donc une conﬁguration (p,u⊥) acceptée par A.
– si |u| = 0, la conﬁguration est donc de la forme (p,⊥) et elle est gagnante par
déﬁnition de δ(p,⊥).
– supposons le résultat établi pour toutes les conﬁgurations gagnantes de mot
de pile de longueur inférieure ou égale à un certain entier n ≥ 1. Considérons
une conﬁguration de longueur égale à n + 1 et acceptée par A. Une telle
conﬁguration est de la forme (p,au⊥), avec |u| = n − 1. Par déﬁnition de
δ, il existe un ensemble de retours R pour (p,a) tel que, pour tout r ∈ R,
(r,u⊥) est accepté par A. La conﬁguration (r,u⊥) est donc gagnante pour Eve
par hypothèse de récurrence. Dès lors, d’après le lemme 4.3, (p,au⊥) est une
position gagnante pour Eve dans G.
2
Remarque 4.2 Dans la déﬁnition de A, les états ﬁnaux n’ont pas vraiment d’im-
portance si l’on considère les calculs de cet automate sur des mots de pile valides,
c’est-à-dire terminés par la lettre ⊥. Ainsi, toute branche d’un calcul se termine par
une transition étiqueté par ⊥ et conduit à la formule tt ou ff . Dès lors, on peut faire
n’importe quel choix pour F .
L’automate A est facilement complémentable, puisqu’il s’agit d’un automate al-
ternant (l’automate complémentaire s’obtenant par dualisation). A nouveau, comme
on l’a expliqué dans la remarque 4.2, les états ﬁnaux n’ont pas d’importance dans
ce cas. On fait à nouveau le choix de prendre l’ensemble vide pour ensemble d’états
ﬁnaux.
On déﬁnit donc le P-automate alternant dual A = 〈Q,Γ,δ,F 〉, où :
– les états de A sont exactement ceux de P .
– l’alphabet d’entrée est Γ, l’alphabet de pile de P .







si a 6= ⊥.
En particulier, si ∅ ∈ R(p,a), δ(p,a) = ff et l’on retrouve le résultat du lemme
4.1 Si R(p,a) = ∅, δ(p,a) = tt et l’on retrouve le résultat du lemme 4.2.
Enﬁn, δ(p,⊥) = tt, si Adam a une stratégie gagnante dans G depuis (p,⊥), et
sinon, δ(p,⊥) = ff .
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– l’ensemble des états ﬁnaux est l’ensemble vide.
On a alors le Corollaire suivant du théorème 4.1
Corollaire 4.2 Le P-automate alternant A reconnaît l’ensemble des positions ga-
gnantes pour Adam dans le jeu G.
Remarque 4.3 Dans les constructions des automates A et A, on considère tous les
ensembles de retours. En fait, en raison du corollaire 4.1, les automates construits en
remplaçant les ensemblesR(p,a) par les ensembles d’ensembles de retours minimaux,
reconnaissent encore les ensembles de positions gagnantes.
En conclusion, on a le résultat suivant.
Théorème 4.2 Soit G = (G,Ω) un jeu sur un graphe de jeu engendré par un pro-
cessus à pile. Si la condition de gain Ω est borélienne et invariante par translations
verticales et horizontales, alors les ensembles de positions gagnantes sont réguliers.
Remarque 4.4 Dans l’énoncé précédent, la condition Ω borélienne sert à assurer
que les ensembles de retours sont bien déﬁnis. On peut donc la remplacer par la
condition plus faible suivante : ∀R ⊆ Q, G(R) est déterminé.
Le théorème 4.2 implique en particulier la régularité des ensembles de positions
gagnantes pour des jeux sur des graphes de processus à pile, munis d’une condition
de Büchi, de parité, de Muller, de bornage ou de toute combinaison booléenne de
telles conditions.
Exemple 4.4 Considérons le jeu introduit dans l’exemple 4.3, et déterminons le
P-automate alternant A = 〈Q,Γ,δ,F 〉, acceptant l’ensemble des positions gagnantes
pour Eve, donné par le théorème 4.1. Dans l’exemple 4.3, nous avons déjà déterminé
les ensembles de retours minimaux, ce qui permet de déﬁnir δ pour les lettres dif-
férentes de ⊥. Pour déﬁnir δ(p,⊥), δ(q,⊥) et δ(r,⊥), il nous faut déterminer si les
conﬁgurations (p,⊥), (q,⊥) et (r,⊥) sont gagnantes pour Eve dans G.
– la ﬁgure 4.11 décrit la structure de G autour de (p,⊥). La ﬂèche en pointillé
allant de (r,b⊥) à (p,⊥) signiﬁe qu’Eve peut forcer à revenir depuis (r,b⊥) à
(p,⊥) (Cf. ﬁgures 4.6 et 4.10). Eve peut donc forcer une boucle sur (p,⊥). La
plus petite couleur apparaissant dans une telle boucle étant 0, on en déduit
alors que (p,⊥) est une position gagnante pour Eve dans G.
p,⊥ r,b⊥
Fig. 4.11 – Structure de G autour de (p,⊥)
– la ﬁgure 4.12 décrit la structure de G autour de (q,⊥). Il est clair que (q,⊥)
est une position gagnante pour Eve dans G, puisque Eve peut atteindre la
position gagnante (p,⊥) depuis (q,⊥).




Fig. 4.12 – Structure de G autour de (q,⊥)
r,⊥ r,a⊥
q,b⊥
Fig. 4.13 – Structure de G autour de (r,⊥)
– la ﬁgure 4.13 décrit la structure de G autour de (r,⊥). Il est clair que (r,⊥)
est une position gagnante pour Adam dans G, puisque Adam peut boucler sur
(r,⊥) via (r,a⊥), et donc répéter inﬁniment la couleur 1.
On a donc les ensembles de retours suivants (restreints à leurs éléments mini-
maux) :
R(p,a) = {{q},{p,r}} R(p,b) = {{p}}
R(q,a) = {{p}} R(q,b) = {{p}}
R(r,a) = {{p,r}} R(r,b) = {{p}}
Et les résultats suivants concernant les conﬁgurations de pile vide :
(p,⊥) ∈WE (q,⊥) ∈ WE (r,⊥) ∈WA
On a donc la fonction de transition suivante :
δ(p,a) = q ∨ (p ∧ r) δ(p,b) = p δ(p,⊥) = tt
δ(q,a) = p δ(q,b) = p δ(q,⊥) = tt
δ(r,a) = p ∧ r δ(r,b) = p δ(r,⊥) = ff
On peut alors facilement déterminer l’ensemble des conﬁgurations acceptées par
A, c’est-à-dire l’ensemble des conﬁgurations gagnantes pour Eve :
WE = L(A) = (Q× (Γ \ {⊥})
∗⊥) \ ({r} × (a∗⊥))
On a également les conﬁgurations gagnantes pour Adam :
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WA = {r} × (a
∗⊥)
4.2.3 A propos de l’effectivité
La construction du P-automate précédemment décrite n’est pas eﬀective dans le
cas général. Le problème réside dans le calcul des ensembles de retours R(p,a). Le
fait que Ω soit borélienne assure que ces derniers sont bien déﬁnis, mais n’implique
nullement leur eﬀectivité.
Pour s’en convaincre un peu plus, donnons dès maintenant un exemple de jeu
G = (G,Ω), joué sur un graphe de processus à pile équipé d’une condition de gain
invariante par translations et pour lequel on ne peut pas calculer les ensembles de
retours. Une première possibilité serait de déﬁnir Ω de façon non constructive, en
disant par exemple que Ω est l’ensemble de toutes les parties, si une propriété P est
vraie, et que sinon Ω est vide. La condition Ω est bien invariant par translations mais
décider le gagnant (ou calculer les ensembles de retours) est équivalent à décider P .
Il suﬃt alors de choisir pour P une propriété indécidable.
On peut cependant reprocher à l’argument précédent de considérer une condition
de gain totalement ineﬀective, puisque l’on ne peut proposer de modèle de machine
décidant si une partie est dans Ω. Eve et Adam ne pouvant tricher, essayons d’en
faire autant en proposant un contre-exemple plus constructif. Considérons donc une
machine de Turing M déterministe et acceptant des mots ﬁnis sur un alphabet Q.
Supposons de plus que l’on puisse décider si un mot u est accepté par M , mais
que l’on ne puisse décider le vide pour le langage L(M) reconnu par cette même
machine. On pourra par exemple considérer que M simule l’intersection de deux
automates à pile déterministes A1 et A2 : décider l’appartenance d’un mot à L(M) =
L(A1) ∩ L(A2) ne pose pas de problème, tandis que décider si L(M) est vide est
indécidable pour un bon choix de A1 et A2. Considérons maintenant que Ω est
l’ensemble des parties pour lesquelles la suite des états de contrôles, considérée
comme un mot, est inﬁnie et contient des facteurs, commençant à partir de positions
arbitrairement éloignées, dans L(M). Plus formellement :
Ω = {(p1,u1)(p2,u2)(p3,u3) · · · | p1p2p3 · · · ∈ (Q
∗L(M))ω}
On montre facilement que Ω est invariant par translations horizontales et verticales.
De plus, il n’est pas diﬃcile de proposer une machine de Turing non déterministe
équipée d’une condition de Büchi et qui reconnaisse (en un sens à déﬁnir) Ω, ce qui
rend Ω un peu plus eﬀectif que dans l’exemple précédent.
Considérons maintenant le graphe G engendré par le processus à pile P =
〈Q,{a,⊥},⊥,∆〉, où l’on a ∆(p,b) = {skip(q) | q ∈ Q} pour tout p ∈ Q et toute
lettre b ∈ {a,⊥}. Considérons maintenant le graphe de jeu G induit par la partition
suivante de Q : QE = Q et QA = ∅. Il est alors clair que si Ω est non vide, Eve gagne
depuis n’importe quelle position et réciproquement. Cependant savoir si Ω est vide
est indécidable, car c’est un problème équivalent à décider le vide de L(M).
Une grande partie de cette thèse est consacrée à proposer des méthodes de calcul
des ensembles de retours pour diverses conditions de gain, et ainsi obtenir l’eﬀectivité
de la construction précédente, aﬁn de décrire les ensembles des positions gagnantes
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4.2.4 Comment décider le gagnant depuis une position quel-
conque?
Supposons que la construction précédente soit eﬀective et que l’on possède donc
un P-automate alternant A = 〈Q,Γ,δ,F 〉 qui reconnaît l’ensemble des positions
gagnantes pour Eve. Etant donnée une conﬁguration (p,u⊥), comment décider, de
façon eﬃcace, si Eve possède une stratégie gagnante dans G depuis (p,u⊥)?
L’idée est de lire le mot u⊥ de droite à gauche (c’est-à-dire de bas en haut en
terme de pile), et de maintenir un ensemble d’états de A. Soit n, la longueur de u⊥.
Au départ, ce sous-ensemble est initialisé à Qn = ∅. Lorsque l’on lit une lettre a
et qu’on a l’ensemble Qi, Qi−1 est égal à l’ensemble des états q tels que δ(q,a) est
satisfaite par Qi (c’est-à-dire par la valuation où tous les éléments de Qi sont mis à 1
et tous les autres à 0). On note alorsQi |= δ(q,a)). En particulier,Qn−1 est l’ensemble
des états f , tels que (f,⊥) est gagnant pour Eve dans G. La conﬁguration (p,u⊥)
est alors gagnante pour Eve, si et seulement si p ∈ Q0. L’algorithme 1 présente cette
procédure.
algorithme 1 Décide l’acceptation par A d’une conﬁguration (p,u)
Entrée: Un mot u = u1u2 · · ·un, un état p.
Sortie: (p,u) est-il accepté par A?
n← |u|
Qn ← F = ∅
Pour i = n− 1 à 0 Faire
a← u[i+ 1]
Pour tout q ∈ Q Faire
Si Qi+1 |= δ(q,a) alors




Si p ∈ Q0 alors
Retourne “(p,u) est accepté”
Sinon
Retourne “(p,u) est rejeté”
Fin du Si
Nous allons prouver la validité de cet algorithme. En eﬀet, bien que celle-ci soit
connue [24], la preuve nous sera utile par la suite.
Proposition 4.3 Soit (p,u) ∈ Q× ((Γ \ {⊥})∗⊥). La configuration (p,u) est accep-
tée par A si et seulement si l’algorithme 1 répond que (p,u) est acceptée. De plus,
l’algorithme 1 fonctionne en temps linéaire en la longueur de u et en espace linéaire
en la taille de Q.
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Preuve. On raisonne par récurrence sur la longueur de u :
– si |u| = 1, le résultat est immédiat : la conﬁguration est acceptée par l’al-
gorithme 1 si et seulement si ∅ |= δ(p,⊥), c’est-à-dire si et seulement si
δ(p,⊥) = tt, c’est-à-dire si et seulement si elle est acceptée par l’automate
A.
– supposons le résultat établi pour des mots u de longueur n ≥ 1 et montrons
qu’il est encore vrai pour des mots de longueurs n + 1. Soit u de longueur
n+ 1 : u est alors de la forme u = av, où v est un mot de longueur n.
Supposons que (p,u) soit accepté par A. Il existe alors un calcul acceptant de
A sur (p,u). Dans ce calcul, considérons l’ensemble R ∈ R(p,a) choisi dans
la première transition. L’automate A accepte donc tous les (r,v) pour r ∈ R
(un calcul acceptant est donné par le sous-arbre du calcul acceptant de A sur
(p,u), de racine r et de hauteur n). Par hypothèse de récurrence, l’algorithme
1 accepte donc toutes les entrées (r,v) pour r ∈ R. Dans le déroulement de
l’algorithme sur l’entrée (p,u), on a donc R ⊆ Q1. On en conclut alors que
p ∈ Q0 et donc que l’algorithme 1 accepte également (p,u).
Réciproquement, si l’algorithme 1 accepte (p,u), dans le déroulement de ce






Il existe donc R ∈ R(p,a) tel que R ⊆ Q1. Il s’ensuit que (r,v) est accepté
par l’algorithme 1 pour tout r ∈ R et, par hypothèse de récurrence, que A
accepte (r,v) pour tout r ∈ R. Considérons le calcul de A sur (p,u), obtenu en
choisissant les éléments de R pour successeurs de p, et en branchant ensuite
les calculs acceptants respectifs de A sur chacun des (r,v) pour r ∈ R. On
obtient alors un calcul acceptant de A sur (p,u), ce qui conclut la preuve.
La complexité ne pose pas de problème. 2
Exemple 4.5 En reprenant le jeu de l’exemple 4.3, sur l’entrée (r,aba⊥), l’algo-
rithme 1 accepte et calcule la suite : Q4 = ∅, Q3 = {p,q}, Q2 = {p,q}, Q1 = {p,q,r}
et Q0 = {p,q,r} qui contient r.
En fait, la preuve ci-dessus nous donne une méthode permettant, pour toute
conﬁguration (p,u) acceptée par A, de construire un arbre de calcul acceptant. C’est
ce que décrit l’algorithme 2.
La validité de l’algorithme 2 est une conséquence directe de celle de l’algorithme
1. Tout comme l’algorithme 1, et à condition de ne pas faire plusieurs fois le même
appel récursif, l’algorithme 2 fonctionne en temps linéaire en la longueur de u et en
espace linéaire en la taille de Q.
Exemple 4.6 Dans le cadre de l’exemple 4.3, sur l’entrée (r,aba⊥), et sur la suite
Q4 = ∅, Q3 = {p,q}, Q2 = {p,q}, Q1 = {p,q,r} et Q0 = {p,q,r}, l’algorithme 2
donne, par exemple, l’arbre décrit dans la ﬁgure 4.14.
4.2.5 Composition des stratégies
Dans ce qui suit, on suppose à nouveau que la construction des ensembles de
retours est eﬀective mais aussi que l’on possède des stratégies gagnantes eﬀectives
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algorithme 2 Donne un calcul acceptant de A à l’aide de l’algorithme 1
Entrée: Un mot u = u1u2 · · ·un, un état p. La suite Q0, . . . ,Qn calculée dans l’al-
gorithme 1 sur (p,u)
Sortie: Donne un arbre de calcul acceptant de A sur (p,u).
n← |u|
Si n > 0 alors
Choisir R ∈ R(p,u1) tel que R ⊆ Q1
Pour tout r ∈ R Faire
Calculer récursivement l’arbre Tr associé à (r,u2 · · ·un) et Q1, . . . ,Qn
Fin du Pour
Retourner l’arbre de racine p et de ﬁls (Tr)r∈R
Sinon











Fig. 4.14 – Exemple 4.6 : arbre de calcul acceptant de A sur (r,aba⊥).
pour Eve dans les jeux conditionnels G(R) depuis les positions (p,a⊥), pour tout
p ∈ Q, tout a ∈ Γ \ {⊥} et tout R ∈ R(p,a). On suppose en outre que l’on a des
stratégies gagnantes eﬀectives pour Eve dans G depuis les positions (p,⊥) gagnantes
pour Eve.
L’objet de ce qui suit est de montrer comment déduire une stratégie gagnante
pour Eve dans G depuis toute position gagnante. La construction repose sur les
algorithmes 1 et 2, ainsi que sur la preuve du Lemme 4.3.
Soit une conﬁguration de la forme (p,au⊥) gagnante pour Eve dans le jeu G.
D’après le lemme 4.3, il existe un ensemble de retours R ∈ R(p,a) tel que (r,u⊥)
est une position gagnante pour Eve dans G pour tout r ∈ R (et l’on désigne par ϕr
une stratégie gagnante associée). De plus, la preuve nous fournissait une stratégie
gagnante ϕ pour Eve depuis (p,au⊥), construite à partir d’une stratégie ϕR gagnante
pour Eve depuis (p,a⊥) dans G(R). Soit Λ = v0v1v2 · · · vn une partie partielle. On
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déﬁnit ϕ(Λ) de la façon suivante :
– si toute conﬁguration vi apparaissant dans Λ est de la forme (pi,uiu⊥), où ui
est non vide, on pose ϕ(Λ) = τu(ϕR(τu−1(Λ))).
– s’il existe un entier j tel que vj = (r,u⊥) pour un certain r ∈ R, et tel que
pour tout i < j, vi est de la forme (pi,uiu⊥), on pose ϕ(Λ) = ϕr(vjvj+1 · · · vn).
– sinon ϕ(Λ) n’est pas déﬁni.
La stratégie ϕ n’est pas déﬁnissable en l’état actuel des choses, puisque nous
n’avons pas déﬁni les stratégies ϕr (sauf dans le cas où u est vide, auquel cas les
stratégies sont connues d’après les hypothèses faites ci-dessus). On procède donc par
récurrence et l’on obtient l’algorithme 3.
La validité de l’algorithme 3 vient de la preuve du lemme 4.3 et des invariants
suivants, facilement démontrables :
– h est égal à la plus petite hauteur de pile visitée depuis le début de la partie.
– a est la première lettre de u à n’avoir jamais été dépilée (a = un−h+1).
– av est le plus long suﬃxe de u qui a toujours été présent en fond de pile depuis
le début de la partie.
– q était l’état de contrôle lorsque la première conﬁguration de hauteur h a été
atteinte.
– R ∈ R(q,a), et pour tout r ∈ R, (r,v) est gagnante pour Eve dans G.
– si h > 1, τv−1(Λ) est un préﬁxe de partie dans G(R) commençant en (q,a⊥),
où Eve respecte sa stratégie gagnante ϕq,a,R.
– si h = 1, Λ est un préﬁxe de partie dans G commençant en (q,⊥), où Eve
respecte sa stratégie gagnante ϕq,⊥.
La stratégie ainsi décrite utilise, en plus de la puissance de calcul des stratégies
ϕq,a,R et ϕq,⊥, un arbre ﬁni de hauteur n, où n est la longueur du mot de pile
dans la position initiale. Ainsi, seule une mémoire ﬁnie additionnelle est nécessaire.
Par ailleurs, un précalcul, celui de l’arbre de calcul du P-automate alternant A
reconnaissant les positions gagnantes est nécessaire. Comme précisé précédemment,
ce calcul demande un temps linéaire dans la taille de la conﬁguration initiale et un
espace linéaire dans le nombre d’états du processus à pile dont G est issu.
Exemple 4.7 Dans le cadre des exemples 4.3 et 4.6, décrivons une stratégie ga-
gnante pour Eve, donnée par l’algorithme 3, dans le jeu précédemment introduit
depuis la position (r,aba⊥), pour laquelle un arbre de calcul acceptant de A a été
donné dans l’exemple 4.6. Nous ne décrivons ici que les stratégies ϕq,a,R et ϕq,⊥
utiles. Chacune de ces stratégies, que nous choisissons positionnelles, ne sera décrite
que sur les conﬁgurations eﬀectivement visitables. Cela donne :
– ϕr,a,{p,r} : déﬁnie sur aucune conﬁguration (c’est Adam qui joue depuis (r,a⊥)
et il ne peut que dépiler).
– ϕp,b,{p} : ϕp,b,{p}(p,b⊥) = (p,⊥).
– ϕr,b,{p} : ϕr,b,{p}(q,ab⊥) = (p,b⊥) et ϕr,b,{p}(p,b⊥) = (p,⊥).
– ϕp,a,{q} : ϕp,a,{q}(p,a⊥) = (q,⊥).
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algorithme 3 Stratégie gagnante pour Eve dans G
Entrée: Un mot u = u1u2 · · ·un, un état p tels que (p,u) soit une position gagnante
pour Eve dans G.
Entrée: Des stratégies gagnantes pour Eve ϕq,a,R dans G(R) depuis (q,a⊥) pour
tout R ∈ R(q,a), pour tout q ∈ Q et tout a ∈ Γ \ {⊥}. Des stratégies gagnantes
ϕq,⊥ pour toute position (q,⊥) gagnante pour Eve dans G




v ← u2 · · · un
q = p
Λ = (p,u)
T ← Arbre de calcul acceptant de A sur (p,u)
R← Etiquettes des ﬁls de la racine de T
Boucle
Si h > 1 alors
Tant que Plus petite conﬁguration visitée est de hauteur h Faire
Si position actuelle appartient à Eve alors
Jouer τv(ϕq,a,R(τv−1(Λ)))
Fin du Si
Λ ← (Λ · nouvelle position)
Fin du Tant que
Sinon
Boucle
Si position actuelle appartient à Eve alors
Jouer ϕq,⊥(Λ)
Fin du Si





v ← un−h+2 · · ·un
q ← état de contrôle de la dernière position de Λ
Λ ← position courante
T ← sous-arbre de T de hauteur h et de racine d’étiquette q
R← étiquette des ﬁls de la racine de T
Fin du Boucle
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– ϕq,⊥ : ϕq,⊥(q,⊥) = (q,a⊥), ϕq,⊥(q,a⊥) = (p,⊥), ϕq,⊥(p,⊥) = (r,b⊥),
ϕq,⊥(q,ab⊥) = (p,b⊥) et ϕq,⊥(p,b⊥) = (p,⊥).
La stratégie ϕ donnée par l’algorithme 3 sur (r,aba⊥) vide la pile jusqu’à at-
teindre la conﬁguration (q,⊥) et ensuite joue selon ϕq,⊥. On ne décrit ϕ que sur les
conﬁgurations eﬀectivement visitables, et on la décompose selon les valeurs prises
par h dans l’algorithme :
– h = 4. Eve ne joue pas dans ce cas. En fait Adam depuis (r,aba⊥) va en
(p,ba⊥) ou en (r,ba⊥).
– h = 3. On a deux possibilités :
– on est allé depuis (r,aba⊥) en (p,ba⊥). On a alors R = {p}, et ϕ est alors
construite à partir de ϕp,b,{p}. On a alors ϕ(p,ba⊥) = (p,a⊥).
– on est allé depuis (r,aba⊥) en (r,ba⊥). On a alors R = {p}, et ϕ est
alors construite à partir de ϕr,b,{p}. On a alors ϕ(q,aba⊥) = (p,ba⊥), et
ϕ(p,ba⊥) = (p,a⊥).
– h = 2. La stratégie ϕ est dans tous les cas construite à partir de ϕp,a,{q}. On a
alors ϕ(p,a⊥) = (q,⊥)
– h = 1. On pose ϕ = ϕq,⊥.
Dans ce cas, la stratégie ϕ construite est positionnelle et elle est donnée par :
ϕ(p,ba⊥) = (p,a⊥) ϕ(q,aba⊥) = (p,ba⊥) ϕ(p,a⊥) = (q,⊥)
ϕ(q,⊥) = (q,a⊥) ϕ(q,a⊥) = (p,⊥) ϕ(p,⊥) = (r,b⊥)
ϕ(q,ab⊥) = (p,b⊥) ϕ(p,b⊥) = (p,⊥)
4.3 Généralisation
Comme nous l’avons noté dans l’exemple 4.2, les conditions d’accessibilité ne
sont pas invariantes par translations vers la gauche. Pour ces conditions, qui sont
parmi les plus naturelles, les résultats du paragraphe 4.2 ne peuvent donc pas être
appliqués. En particulier, on ne peut pas utiliser le théorème 4.2 et conclure que les
ensembles de positions gagnantes sont des ensembles réguliers.
Il en va de même, comme nous l’avons vu dans l’exemple 4.1, pour les conditions
de type accessibilité, Büchi, parité ou Muller, lorsque les conﬁgurations à répéter
sont caractérisées non plus par leurs états de contrôle, mais par leurs contenus de
pile.
L’objet de ce paragraphe est de montrer que, pour certaines conditions, on peut
se ramener au cadre du paragraphe 4.2, et ainsi prouver la régularité des ensembles
de positions gagnantes pour une grande famille de conditions de gain.
Dans le paragraphe 4.3.1, on s’intéressera aux conditions d’accessibilité et aux
conditions ω-régulières sur les états dont les conditions d’accessibilité sont un cas
particulier. Ensuite, dans le paragraphe 4.3.2, on proposera un résultat beaucoup
plus général qui utilise la notion d’enrichissement déterministe. Ce résultat implique
en fait ceux du paragraphe 4.3.1. On peut donc, si on le souhaite, sauter le para-
graphe 4.3.1 et n’en retenir que le résultat principal, à savoir le Corollaire 4.4. Ce-
pendant les constructions du paragraphe 4.3.1 permettent probablement de mieux
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comprendre et de rendre plus concrète la notion d’enrichissement de jeu. Enﬁn,
dans les paragraphes 4.3.3 et 4.3.4, on donne deux applications des résultats du pa-
ragraphe 4.3.2, dont le théorème 4.4 qui peut être vu comme l’aboutissement de ce
chapitre, puisqu’il propose une classe générale de conditions de gain pour lesquelles
les positions gagnantes sont des ensembles réguliers.
4.3.1 Conditions d’accessibilité et conditions ω-régulières sur
les états
On commence tout d’abord par se donner un graphe de jeu G = (V,E) engendré
par un processus à pile P = 〈Q,Γ,⊥,∆〉.
Dans un premier temps, on considère une condition d’accessibilité Ω qui demande
que l’on atteigne une conﬁguration dont l’état de contrôle appartient à un sous-
ensemble d’états de contrôle que l’on note F . Ainsi, Ω = V ∗(F × Γ∗)V ω. On note
G = (G,Ω).
Un jeu d’accessibilité peut être vu comme un jeu faisant intervenir un arbitre qui,
dès qu’une conﬁguration ﬁnale a été visitée, lèverait un drapeau (et le maintiendrait
levé), signiﬁant ainsi que la partie est remportée par Eve. Dans cette optique, et
du fait que l’arbitre garde le drapeau en l’air une fois celui-ci levé, la condition
de gain est une condition de Büchi : Eve gagne si et seulement si l’arbitre lève
inﬁniment souvent son drapeau. Concrètement, on va construire un graphe G ′ obtenu
en enrichissant G, et l’on va considérer un jeu de BüchiG′ sur G ′, tel que les ensembles
de positions gagnantes dans G soient obtenus par projection à partir des positions
gagnantes dans G′ (qui forment un ensemble régulier d’après le théorème 4.2, en
tant que jeu de Büchi). La régularité des positions gagnantes dans G vient de la
régularité des positions gagnantes dans G′, et de la préservation de la régularité par
projection.
Plus formellement, on considère le processus à pile P ′ = 〈Q′,Γ,⊥,∆′〉 déﬁni par :
– Q′ = Q× {0,1}, la seconde composante simule le drapeau de l’arbitre;
– la déﬁnition de ∆′ est basée sur celle de ∆ :
– push((q,1),b) ∈ ∆((p,1),a) si et seulement si push(q,b) ∈ ∆(p,a);
– pop((q,1)) ∈ ∆((p,1),a) si et seulement si pop(q) ∈ ∆(p,a);
– skip((q,1)) ∈ ∆((p,1),a) si et seulement si skip(q) ∈ ∆(p,a);
– push((q,0),b) ∈ ∆((p,0),a) si et seulement si push(q,b) ∈ ∆(p,a) et q /∈ F ;
– pop((q,0)) ∈ ∆((p,0),a)) si et seulement si pop(q) ∈ ∆(p,a) et q /∈ F ;
– skip((q,0)) ∈ ∆((p,0),a)) si et seulement si skip(q) ∈ ∆(p,a) et q /∈ F ;
– push((q,1),b) ∈ ∆((p,0),a) si et seulement si push(q,b) ∈ ∆(p,a) et q ∈ F ;
– pop((q,1)) ∈ ∆((p,0),a) si et seulement si pop(q) ∈ ∆(p,a) et q ∈ F ;
– skip((q,1)) ∈ ∆((p,0),a) si et seulement si skip(q) ∈ ∆(p,a) et q ∈ F .
On note G ′ = (V ′,E ′) le graphe de processus à pile engendré par P ′, et l’on pose
F ′ = Q×{1} le sous-ensemble d’états de Q′ de seconde composante égale à 1. Enﬁn,
on considère Ω′, la condition de Büchi sur F ′, et l’on considère G′ = (G ′,Ω′), le jeu
de Büchi sur G ′.
On a alors le résultat suivant.
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Proposition 4.4 Soit p un état de contrôle de Q, et soit u un mot de pile valide
sur l’alphabet Γ. La configuration (p,u) est gagnante pour Eve dans le jeu G si et
seulement si la configuration ((p,i),u) est gagnante pour Eve dans le jeu G′, où i = 0
si p /∈ F et i = 1 sinon.
Preuve. Le cas où p ∈ F est trivial. On suppose donc que p /∈ F .
Supposons dans un premier temps que la conﬁguration (p,u) soit gagnante pour
Eve dans le jeu G, et considérons une stratégie gagnante ϕ pour Eve. Comme G est
muni d’une condition d’accessibilité, on peut choisir ϕ positionnelle, ce qui permettra
d’alléger les notations. On déﬁnit une stratégie positionnelle ϕ′ pour Eve dans G′ en
posant ϕ′((q,i),v) = ((r,j),w), où (r,w) = ϕ(q,v) et où j = 1 si et seulement i = 1
ou r ∈ F . La stratégie ϕ′ imite ϕ tout en mettant à jour la seconde composante des
états de contrôle dans le graphe enrichi G ′.
Soit τ la projection de Q′ sur Q déﬁnie par τ(q,i) = q pour tout q ∈ Q et pour
tout i ∈ {0,1}. La projection τ s’étend naturellement en une projection de V ′ sur
V , et plus généralement en un morphisme lettre à lettre des parties dans G′ sur les
parties dans G.
On montre facilement que, pour toute partie Λ′ de G′ depuis ((p,0),u), où Eve
respecte ϕ′, la partie Λ = τ(Λ′) obtenue par projection à partir de Λ′ est une partie
de G depuis (p,u), où Eve respecte ϕ. Ainsi, Λ visite une conﬁguration ﬁnale et donc
Λ′ passe par une conﬁguration ﬁnale et visite inﬁniment souvent des conﬁgurations
ﬁnales (puisqu’une fois qu’une conﬁguration ﬁnale a été atteinte, on ne visite plus
que des conﬁgurations ﬁnales). Ainsi, Λ′ est gagnante pour Eve.
Réciproquement, supposons qu’Eve possède une stratégie gagnante dans G′ de-
puis ((p,0),u). Considérons donc une stratégie positionnelle, gagnante ϕ′ pour Eve
dans G′ depuis ((p,0),u). On déﬁnit alors une stratégie ϕ pour Eve dans G par
ϕ(Λ) = (r,w), avec ((r,j),w) = ϕ′((q,i),v), où (q,v) est la dernière position de Λ, et
où i = 1 si et seulement si Λ contient une conﬁguration ﬁnale.
Comme précédemment, pour toute partie Λ où Eve respecte ϕ, la partie Λ′,
obtenue en enrichissant les états de contrôle des conﬁgurations de Λ par un bit
d’information codant la visite à un état ﬁnal dans le début de partie, est une partie
de G′, où Eve respecte ϕ′ et est donc gagnante, ce qui implique que Λ est remportée
par Eve. 2
De la proposition 4.4, on en déduit immédiatement le corollaire suivant.
Corollaire 4.3 Soit G un jeu sur un graphe de jeu engendré par un processus à pile
et muni d’une condition d’accessibilité sur les états. Alors les ensembles de positions
gagnantes sont réguliers.
Plus généralement, on peut s’intéresser aux conditions de gain suivantes, que l’on
appelle conditions de gain ω-régulières sur les états
Définition 4.7 Soit Ω une condition de gain. On dit que Ω est une condition de
gain ω-régulière sur les états si et seulement s’il existe un langage ω-régulier L tel
que Ω = {(p1,u1)(p2,u2) · · · | p1p2 · · · ∈ L}. En d’autres termes, les conditions ω-
régulières sur les états sont celles pour lesquelles l’issue d’une partie est déterminée
par l’appartenance de la suite des états visités à un langage ω-régulier.
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Exemple 4.8 Toute les conditions d’accessibilité, de Büchi, de parité ou de Muller,
lorsqu’elles portent sur les états de contrôles, sont des conditions de gain ω-régulières
sur les états.
Cependant les conditions de gain ω-régulières sont plus générales que les condi-
tions de Muller. En eﬀet, étant donné un jeu sur un graphe de processus à pile
engendré à partir d’un processus à pile à deux états notés p et q, la condition de
gain demandant que la suite des états appartienne au langage {p,q}∗(pq)ω est une
condition de gain ω-régulière sur les états. On voit facilement qu’elle ne peut être
exprimée comme une condition de Muller portant sur les états de contrôles.
Comme les conditions d’accessibilité sont des conditions de gain ω-régulières, ces
dernières ne sont pas invariantes par translations horizontales. Cependant, on peut
généraliser les idées de la proposition 4.4, et conclure à la régularité des ensembles
de positions gagnantes.
Dans le cas des conditions d’accessibilité, on utilisait un arbitre pour détecter
la visite d’un état ﬁnal. Dans cette construction, deux points sont importants : le
comportement de l’arbitre est déterministe et une fois le drapeau levé, celui-ci le
reste. Le comportement de l’arbitre peut être résumé par l’automate déterministe
de Büchi A donné par la ﬁgure 4.15.
qin
0 1
Q \ F F
F QQ \ F
Fig. 4.15 – Arbitre pour la condition d’accessibilité
Cet automate traduit en eﬀet comment la position du drapeau évolue en fonction
de sa position actuelle : baissée (0) ou levée (1). Cet automate est en fait l’automate
reconnaissant le langage ω-régulier Q∗FQω, associé à la condition (ω-régulière) d’ac-
cessibilité dans le cadre de la déﬁnition 4.7. Le processus à pile P ′ était obtenu à
partir de P en l’enrichissant des états de A, et en faisant fonctionner celui-ci à la
volée. Dans la proposition 4.4, pour décider si une conﬁguration (p,u) était gagnante
dans G, on considérait la conﬁguration ((p,i),u), où i est l’état atteint depuis l’état
initial de A en lisant p. Etant donné un jeu sur un processus à pile et une condition
de gain ω-régulière sur les états Ω, on va donc considérer un automate déterministe
A reconnaissant le langage régulier sous-jacent à Ω, en faire le produit avec le proces-
sus à pile et considérer le jeu associé au nouveau processus à pile aﬁn de décider le
gagnant dans le jeu originel. Les automates déterministes de Büchi ne reconnaissant
pas tous les langages ω-réguliers, on va choisir pour A un automate déterministe
muni d’une condition de parité.
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Plus formellement, supposons qu’on ait un processus à pile P = 〈Q,Γ,⊥,∆〉 et
une condition de gain ω-régulière sur les états dont le langage ω-régulier sous-jacent
est un langage L sur l’alphabet Q. On s’intéresse au jeu G = (G,Ω), où G est un
graphe engendré par P et une partition de QE∪QA de Q. On considère un automate
déterministe A = (T,Q,{i},ρ,δ) muni d’une condition de parité ρ : Q→ C dans un
ensemble C de couleurs, et tel que L(A) = L. On construit alors un processus à pile
P ′ = 〈Q′,Γ,⊥,∆′〉 de la façon suivante :
– Q′ = Q× T .
– la déﬁnition de ∆′ est basée sur celle de ∆ :
– on a push((p′,t′),b) ∈ ∆((p,t),a) si et seulement si push(p′,b) ∈ ∆(p,a) et
δ(t,p′) = t′.
– on a pop((p′,t′)) ∈ ∆((p,t),a) si et seulement si pop(p′) ∈ ∆(p,a) et
δ(t,p′) = t′.
– on a skip((p′,t′)) ∈ ∆((p,t),a) si et seulement si skip(p′) ∈ ∆(p,a) et
δ(t,p′) = t′.
On note G ′ = (V ′,E ′) le graphe de processus à pile engendré par P ′ et par la
partition (QE×T )∪(QA×T ) de Q′. Enﬁn, on étend ρ en une fonction de Q′ dans C
en posant ρ′(q,t) = ρ(t), et l’on considère le jeu G′ = (G ′,Ω′), où Ω′ est la condition
de parité induite par ρ′.
On a alors le résultat suivant généralisant la proposition 4.4
Proposition 4.5 Soit p un état de contrôle de Q, et soit u un mot de pile valide
sur l’alphabet Γ. La configuration (p,u) est gagnante pour Eve dans le jeu G si et
seulement si la configuration ((p,j),u) est gagnante pour Eve dans le jeu G′, où
j = δ(i,p).
Preuve. Soit τ la projection naturelle de Q′ sur Q déﬁnie par τ(q,t) = q pour tout
q ∈ Q, et pour tout t ∈ T . La projection τ s’étend naturellement en une projection
de V ′ sur V , et en un morphisme lettre à lettre des parties dans G′ sur les parties
dans G.
Soit τ1 la projection naturelle de Q′ sur Q déﬁnie par τ1(q,t) = q pour tout q ∈ Q,
et pour tout t ∈ T . La projection τ1 s’étend naturellement en une projection de V ′
sur Q et enﬁn en un morphisme lettre à lettre des parties dans G′ sur Q∞. De même,
on déﬁnit la projection naturelle τ2 de Q′ sur T par τ2(q,t) = t pour tout q ∈ Q et
pour tout t ∈ T . La projection τ2 s’étend naturellement en une projection de V ′ sur
T et enﬁn, en un morphisme lettre à lettre des parties de G′ sur T∞.
Par construction de P ′, on a facilement que pour toute partie Λ′ dans G′ depuis
((p,j),u), i · τ2(Λ′) est la suite des états de A obtenue en lisant le mot τ1(Λ) depuis
i.
Supposons dans un premier temps que la conﬁguration (p,u) soit gagnante pour
Eve dans le jeu G, et appelons ϕ une stratégie gagnante pour Eve depuis (p,u).
On va déﬁnir une stratégie ϕ′ pour Eve dans G′, qui imite ϕ tout en mettant à
jour la seconde composante des états de contrôle dans le graphe enrichi G ′. Pour
cela, on pose, pour tout préﬁxe de partie Λ′ dans G′ commençant en ((p,j),u),
ϕ′(Λ′) = ((r,δ(t,r)),w), où la dernière position de Λ′ est de la forme ((q,t),v) et où
(r,w) = ϕ(τ(Λ′)).
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Soit Λ′ une partie jouée selon ϕ′ et commençant en ((p,j),u). Considérons la
partie Λ = τ(Λ′) obtenue par projection de Λ′. De la déﬁnition de ϕ′, on conclut
facilement que Λ est une partie de G depuis (p,u), où Eve respecte la stratégie ϕ.
Dès lors, Λ est acceptée par A et donc i · τ2(Λ′) est un calcul acceptant de A. Les
couleurs inﬁniment souvent visitées dans Λ′ étant les mêmes que dans i · τ2(Λ′), on
en conclut que Λ′ est une partie gagnante pour Eve. Ainsi, ((p,j),u) est une position
gagnante pour Eve dans G′.
Réciproquement, supposons que ((p,j),u) soit une position gagnante pour Eve
dans G′, et appelons ϕ′ une stratégie gagnante pour Eve depuis ((p,j),u). On va
déﬁnir, à partir de ϕ′, une stratégie ϕ pour Eve dans G. Considérons une partie
partielle Λ dans G commençant en (p,u), appelons ν la suite des états dans Λ, et
µ la suite des états de A, privée de son état initial i, obtenue en lisant ν. Ainsi, Λ
et µ sont de même longueur. Appelons Λ′ la suite obtenu en appliquant à Λ et µ le
morphisme lettre à lettre déﬁni de V ∞ × T∞ dans V ′∞ par ((q,v),t) 7→ ((q,t),v). La
suite Λ′ est donc obtenue en enrichissant Λ avec le calcul de A sur sa suite d’états.
La stratégie ϕ est alors déﬁnie par ϕ(Λ) = (q,v) où ((q,t),v) = ϕ′(Λ′). Ainsi, ϕ
ajoute de l’information à Λ pour pouvoir utiliser ϕ′, et enﬁn supprime l’information
superﬂue pour être à valeur dans V . On montre alors facilement que, pour toute
partie Λ de G commençant en (p,u), où Eve respecte ϕ, Λ′ est une partie de G′
commençant en ((p,j),u) où Eve respecte ϕ. La partie Λ′ est donc gagnante pour
Eve et la suite i · τ2(Λ′) correspond donc à un calcul acceptant de A. Or i · τ2(Λ′)
est le calcul de A sur la suite des états de Λ. On en conclut donc que Λ est accepté
par A, et donc que Λ est une partie gagnante pour Eve. Ainsi, (p,u) est une position
gagnante pour Eve dans G. 2
De la proposition 4.5, on en déduit immédiatement le corollaire suivant.
Corollaire 4.4 Soit G un jeu sur un graphe de jeu engendré par un processus à
pile et muni d’une condition de gain ω-régulière sur les états. Alors les ensembles
de positions gagnantes sont réguliers.
Remarque 4.5 Nous l’avons déjà évoqué, décider le gagnant dans un jeu sur un
graphe de processus à pile muni d’une condition de parité, peut être réalisé en temps
exponentiel dans le nombre de couleurs et dans le nombre d’états du processus à pile
sous-jacent au jeu (voir [83, 84] ainsi que le chapitre 5). La proposition 4.5 fournit
donc une procédure eﬀective pour décider le gagnant dans un jeu sur un graphe
de processus à pile muni d’une condition de gain ω-régulière sur les états. Cette
procédure est donc exponentielle dans la taille du processus à pile, mais aussi dans
la taille de l’automate A, c’est-à-dire dans son nombre d’états et dans le nombre de
couleurs qu’il utilise.
Ainsi, une objection naturelle à la construction proposée est la suivante : pourquoi
utiliser un automate déterministe avec une condition de parité alors qu’on pourrait
utiliser un automate de Büchi non déterministe, qui posséderait ainsi moins d’états
et n’emploierait que deux couleurs, pour coder Ω dans le graphe G ′?
Choisir un automate non déterministe pour représenter le langage L sous-jacent
à Ω et en faire un produit avec G reviendrait à considérer un jeu G′ sur un graphe
de processus à pile G ′, où Eve devrait deviner (A n’est plus déterministe), en même
temps qu’elle joue, un calcul acceptant de A sur la suite des états visités dans la
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partie. Cette contrainte supplémentaire ne préserve pas les ensembles de positions
gagnantes dans le sens de la proposition 4.5, comme le montre le contre-exemple qui
suit.
Considérons le langage régulier L = p0p({qω1 } ∪ {q
ω
2 }), sur l’alphabet Q =














Fig. 4.16 – Automate non déterministe acceptant L = p0p({qω1 } ∪ {q
ω
2 })
Imaginons maintenant un jeu très simple sur un graphe de processus à pile d’états
Q, et où QE est vide (c’est donc Adam qui va eﬀectuer tous les coups). Imaginons en
plus qu’il y a seulement deux parties possibles à partir de la conﬁguration (p0,⊥) :
une dont la suite des états est p0pqω1 et une autre dont la suite des états est p0pq
ω
2 .
La position (p0,⊥) est donc gagnante pour Eve. Dans le jeu obtenu en prenant le
produit avec A, ces deux suites d’états vont donner quatre suites d’états possibles
depuis ((p0,j),⊥) selon le choix eﬀectué à la lecture de l’état p : (p0,j),(p,t1)(q1,t1)ω
et (p0,j),(p,t2)(q2,t2)ω, qui sont gagnantes pour Eve, mais aussi (p0,j),(p,t1)(q2,r)ω
et (p0,j),(p,t2)(q1,r)ω qui sont perdantes pour Eve. Or, une fois le choix de l’état de
A, obtenu en lisant p depuis j eﬀectué, Adam peut prolonger la partie en une partie
perdante pour Eve (en allant dans l’état q2 si Eve a choisi t1 et en allant dans l’état
q1 si Eve a choisi t2). Ainsi, ((p0,j),⊥) est gagnante pour Adam.
Plus formellement, un tel jeu est facilement obtenu en considérant le processus
à pile P = 〈Q,Γ,⊥,∆〉 où :
– Q = {p0,p,q1,q2}
– Γ = {⊥}.
– ∆(p0,⊥) = {skip(p)}.
– ∆(p,⊥) = {skip(q1),skip(q2)}.
– ∆(q1,⊥) = {skip(q1)}.
– ∆(q2,⊥) = {skip(q2)}.
De plus, on peut remarquer que dans ce cas, le graphe de jeu G est ﬁni. Le
résultat est donc également vrai dans le cas des jeux sur des graphes ﬁnis.
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4.3.2 Enrichissement déterministe de jeu
On souhaite généraliser les constructions du paragraphe précédent. La clef de
voûte de celles-ci résidait dans la construction d’un jeu sur un graphe de processus
à pile, obtenu à partir du jeu initial en lui ajoutant de l’information qui est calculée
de façon déterministe. On considère la formalisation suivante de cette idée :
Définition 4.8 Soit P = 〈Q,Γ,⊥,∆〉 un processus à pile et soit QE ∪QA une par-
tition de Q. On note G = (V,E) le graphe de jeu associé, et l’on se donne une
condition de gain Ω sur G. Enfin, on pose G = (G,Ω).
Soient Qm un nouvel ensemble d’états, Γm un nouvel ensemble de symboles de
pile, et ⊥m ∈ Γm un fond de pile. On pose alors
– Q′ = Q×Qm.
– Γ′ = [(Γ \ {⊥})× (Γm \ {⊥m})] ∪ {⊥
′}.
– ⊥′ = (⊥,⊥m).
On considère alors un processus à pile P ′ = 〈Q′,Γ′,⊥′,∆′〉, où ∆′ possède les
propriétés suivantes :
– pour toute règle push(p′,b) ∈ ∆(p,a) avec a 6= ⊥, pour tout état t ∈ Qm et toute
lettre α ∈ Γm, il existe un unique état t
′ ∈ Qm et une unique lettre β ∈ Γm tels
que push((p′,t′),(b,β)) ∈ ∆′((p,t),(a,α));
– pour toute règle skip(p′) ∈ ∆(p,a) avec a 6= ⊥, pour tout état t ∈ Qm et
toute lettre α ∈ Γm, il existe un unique état t
′ ∈ Qm, tel que skip((p
′,t′)) ∈
∆′((p,t),(a,α));
– pour toute règle pop(p′) ∈ ∆(p,a), pour tout état t ∈ Qm et toute lettre α ∈ Γm,
il existe un unique état t′ ∈ Qm, tel que pop((p
′,t′)) ∈ ∆′((p,t),(a,α));
– pour toute règle push(p′,b) ∈ ∆(p,⊥), pour tout état t ∈ Qm, il existe un
unique état t′ ∈ Qm et une unique lettre β ∈ Γm, tels que push((p
′,t′),(b,β)) ∈
∆′((p,t),⊥′);
– pour toute règle skip(p′) ∈ ∆(p,⊥), pour tout état t ∈ Qm, il existe un unique
état t′ ∈ Qm, tel que skip((p
′,t′)) ∈ ∆′((p,t),⊥′).
On dit alors que P ′ est un enrichissement déterministe de P.




de Q′ donnée par Q′
E




On appelle G ′ = (V ′,E ′) le graphe engendré par P ′ et la précédente partition. Enfin,
on considère une condition de gain Ω′ sur G ′, et l’on note G′ = (G ′,Ω′) le jeu associé.
On appelle τ la projection de V ′ sur V définie par τ((p,t),(a,α)) = (p,a) et
étendue en un morphisme lettre à lettre de V ′∞ sur V ∞.
Soit f une fonction de V ∞ dans V ′∞ telle que :
– f préserve les longueurs : |f(Λ)| = |Λ| pour tout Λ ∈ V ∞.
– pour tout Λ ∈ V + et pour tout sommet v ∈ V , f(Λ · v) = f(Λ) · v′ pour un
certain v′ ∈ V ′.
– f est conforme à E et E ′ : pour tout Λ ∈ V + se terminant dans un sommet v1,








où v′1 est le dernier sommet de f(Λ).
– f est conforme avec τ : pour tout Λ ∈ V ∞, τ(f(Λ)) = Λ.
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Enfin, on dit que le jeu G′ est un enrichissement déterministe du jeu G par f , si
pour tout Λ ∈ V ∞, Λ ∈ Ω si et seulement si f(Λ) ∈ Ω′.
Exemple 4.9 Les constructions données dans le paragraphe 4.3.1 pour les condi-
tions d’accessibilité et pour les conditions ω-régulières sont des enrichissements dé-
terministes.
De la déﬁnition 4.8, on déduit les propriétés suivantes.
Propriété 4.2 Soit un jeu G, et soit G′ un enrichissement déterministe de G par
une fonction f . Avec les notations de la définition 4.8, on a les propriétés suivantes :
1. pour toute partie partielle Λ′ dans G′, τ(Λ′) est une partie partielle dans G.
2. pour toute partie partielle Λ dans G, f(Λ) est une partie partielle dans G′.
3. soient (v,v1),(v,v2) ∈ E
′, deux arcs dans G ′. Si τ(v1) = τ(v2) alors v1 = v2.





2 · · · l’image de Λ par f .
Alors pour tout j ≥ 1, v′j est uniquement déterminé par vj et v
′
j−1. Dès lors,
f(Λ) est uniquement déterminée par Λ et par la valeur de f sur le premier
sommet de f .
5. pour toute configuration (p,u) dans G et pour toute partie Λ′ dans G′ depuis
f((p,u)), f(τ(Λ′)) = Λ′.
Preuve.
1. Ce point vient du fait que P ′ est un enrichissement déterministe de P .
2. Le résultat vient du fait que f est conforme à E et E ′.
3. Le résultat vient de la déﬁnition de ∆′ à partir de ∆
4. Soit donc j ≥ 1. Par conformité de f avec τ , on déduit que la projection de v′j
par τ est vj et que celle de v′j−1 est vj−1. Par ailleurs, par conformité de f avec
E et E ′, il existe un arc de v′j−1 vers v
′
j dans G
′. Dès lors, le troisième point
nous permet de conclure.
5. τ(f(τ(Λ′))) = τ(Λ′) par conformité de f avec τ . Dès lors, Λ′ et f(τ(Λ′)) ont la
même image par τ et commencent toutes les deux par la même conﬁguration,
à savoir f((p,u)). Du quatrième point, on déduit qu’elles sont égales.
2
On a alors le résultat suivant.
Théorème 4.3 Soit un jeu G et soit G′ un enrichissement déterministe de G par
une fonction f . Alors pour toute configuration (p,u) dans G, (p,u) est gagnante pour
Eve dans G, si et seulement si f((p,u)) est gagnante dans G′ pour Eve.
De plus, on peut déduire de façon effective, à partir d’une stratégie dans G depuis
(p,u), une stratégie dans G′ depuis f((p,u)).
Preuve. Soit une conﬁguration (p,u) dans G, gagnante pour Eve. Appelons ϕ une
stratégie gagnante pour Eve dans G depuis (p,u). On déﬁnit alors une stratégie
gagnante ϕ′ pour Eve dans G′ depuis f((p,u)), qui imite ϕ. Pour cela, on pose,
pour toute partie partielle Λ′ dans G′, Λ = τ(Λ′) (où τ est la projection introduite
dans la déﬁnition 4.8) et v = ϕ(Λ). Enﬁn, on pose ϕ′(Λ) = v′, où v′ est tel que
f(Λ · v) = f(Λ) · v′.
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Comme G′ est un enrichissement déterministe de G, de la déﬁnition de ϕ′ on
déduit que, pour toute partie Λ′ depuis f((p,u)) dans G′ où Eve respecte ϕ′, τ(Λ′)
est une partie dans G depuis (p,u) où Eve respecte ϕ. Donc, pour toute partie Λ′,
dans G′, depuis f((p,u)) et où Eve respecte ϕ′, τ(Λ′) ∈ Ω car c’est une partie où
Eve respecte ϕ. Dès lors, Λ′ = f(τ(Λ′)) ∈ Ω. D’où l’implication directe.
Réciproquement, supposons que f((p,u)) soit une position gagnante pour Eve
dans G′. Appelons ϕ′ une stratégie gagnante pour Eve dans G′ depuis f((p,u)). On
déﬁnit alors une stratégie gagnante ϕ pour Eve dans G depuis (p,u), qui imite ϕ′.
Pour cela, on pose, pour toute partie partielle Λ dans G, Λ′ = f(Λ) et l’on pose
v = ϕ′(Λ′). Enﬁn, on pose ϕ(Λ) = τ(v)
Comme G′ est un enrichissement déterministe de G, de la déﬁnition de ϕ on
déduit que pour toute partie Λ depuis (p,u) dans G, où Eve respecte ϕ, f(Λ) est
une partie dans G′ depuis f((p,u)), où Eve respecte ϕ′. Donc, pour toute partie Λ,
dans G, depuis (p,u), et où Eve respecte ϕ, f(Λ) ∈ Ω′, car c’est une partie où Eve
respecte ϕ′. Dès lors, Λ ∈ Ω. D’où l’implication réciproque.
La seconde partie, qui concerne l’eﬀectivité, est immédiate d’après ce qui précède.
2
En ce qui concerne la régularité des ensembles de positions gagnantes, on intro-
duit la déﬁnition suivante.
Définition 4.9 Soit un jeu G issu d’un processus à pile P = 〈Q,Γ,⊥,∆〉, et soit G′
un enrichissement déterministe de G par une fonction f , issu d’un processus à pile
P ′ = 〈Q′,Γ′,⊥,∆′〉.
Si f est telle que tout ensemble régulier de Q′ × Γ′∗ est transformé par image
inverse en un ensemble régulier de Q×Γ∗, alors on dit que G′ est un enrichissement
déterministe régulier de G par f .
Exemple 4.10 Tout enrichissement déterministe par une fonction réalisable par un
transducteur est un enrichissement régulier.
On a alors le corollaire suivant du théorème 4.3
Corollaire 4.5 Soit un jeu G et soit G′ un enrichissement déterministe régulier de
G par une fonction f . Si dans G′ les ensembles de positions gagnantes sont réguliers,
alors ils le sont également dans G.
Remarque 4.6 Les constructions concernant les conditions d’accessibilité, et les
conditions de gain ω-régulières données dans le paragraphe 4.3.1 sont en fait des
enrichissements déterministes réguliers, et les résultats obtenus sont alors des appli-
cations du corollaire 4.5.
4.3.3 Conditions régulières de pile
On donne maintenant une application du théorème 4.3 et du corollaire 4.5.
Considérons la condition de gain suivante : Eve gagne une partie si elle vide
inﬁniment souvent la pile. Une telle condition de gain n’est pas invariante par trans-
lation vers le haut, et l’on ne peut dès lors pas conclure que l’ensemble des positions
gagnantes est un langage régulier.
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On s’intéresse maintenant aux conditions de gain suivantes, que l’on appelle
conditions régulières de pile
Définition 4.10 Soit un alphabet de pile Γ, et soit un ensemble d’états Q. Soit
C1, . . . ,Cn des langages réguliers de mots finis sur l’alphabet Γ, formant une partition
des mots de piles valides sur Γ, c’est-à-dire de (Γ \ {⊥})∗⊥. On définit la fonction
de coloriage d’un mot de pile par col(u) = i, où i est tel que u˜ ∈ Ci (on lit donc u de
bas en haut en terme de pile), que l’on étend sur les couples de Q× (Γ \ {⊥})∗⊥ en
posant col((p,u)) = col(u). Enfin, on étend col en un morphisme lettre à lettre des
parties dans un jeu sur un graphe de processus à pile d’états Q et d’alphabet Γ, dans
{1, . . . ,n}∞. Soit L un langage ω-régulier sur l’alphabet des couleurs {1, . . . ,n}. On
définit enfin une condition de gain Ω, que l’on qualifie de condition régulière de pile,
par Ω = {Λ | col(Λ) ∈ L}.
Exemple 4.11 La condition demandant que des conﬁgurations de pile vide soient
inﬁniment souvent visitées est une condition régulière de pile. En eﬀet, il suﬃt de
poser C1 = {⊥} et C2 = (⊥(Γ\{⊥})∗)\C1, et enﬁn de considérer le langage ω-régulier
L = (2∗1)ω.
Commençons par expliquer comment procéder pour la condition donnée dans
l’exemple 4.11, où Ω spéciﬁe que l’on visite inﬁniment souvent des conﬁgurations de
pile vide. Pour cela, il suﬃt de coder dans les états quand une conﬁguration de pile
vide vient d’être visitée. On enrichit donc Q en Q′ = Q × {1,2}, et les transitions
de la forme push(q,a) ∈ ∆(p,⊥) deviennent push((q,1),a) ∈ ∆((p,i),⊥) pour tout
i = 1,2 et les transitions de la forme skip(q) ∈ ∆(p,⊥) deviennent skip((q,1)) ∈
∆((p,i),⊥) pour tout i = 1,2. Les transitions eﬀectuées depuis une conﬁguration de
pile non vide, c’est-à-dire de la forme push(q,b),pop(q),skip(q) ∈ ∆(p,a) deviennent
respectivement push((q,2),b),pop((q,2)),skip((q,2)) ∈ ∆((p,i),a) pour tout i = 1,2.
La condition de gain dans le nouveau jeu est une condition de Büchi demandant de
visiter inﬁniment souvent des conﬁgurations d’état de contrôle dans Q×{1}. Ainsi,
on est dans une conﬁguration d’état de contrôle dans Q× {1} si et seulement si la
conﬁguration précédente était de pile vide, et dès lors on répète inﬁniment souvent
une conﬁguration de pile vide si et seulement si on visite inﬁniment souvent un état
de Q× {1}.
En terme d’automates sur les mots ﬁnis, les automates de la ﬁgure 4.17 recon-
naissent respectivement les langages C1 et C2. Ces deux automates diﬀérent seule-
ment par leur état ﬁnal et c’est leur comportement que l’on codait dans la seconde
composante de Q′.
L’idée de la construction précédente réside dans le codage dans les états de
contrôle de l’état de contrôle d’un automate déterministe acceptant le langage C1
(information qui ici code également l’appartenance à C2). Cette information sur le
mot de pile a un temps de retard en ce sens qu’à tout moment, l’état code l’infor-
mation relative à la pile dans la conﬁguration précédente.
Lors d’une opération d’empilement, il est facile de mettre à jour cette information
(il suﬃt de simuler la transition de l’automate depuis l’état courant à la lecture de la
nouvelle lettre empilée). Lors d’une opération de type skip, il n’y a rien à mettre à












Fig. 4.17 – Automates reconnaissant C1 et C2
en général pas co-déterministe, on ne peut savoir dans quel état conduit le nouveau
mot de pile. Dans le cas de l’exemple 4.11, la solution est simple : on regarde au
coup d’après si la pile est vide.
Dans le cas général, la solution adoptée sera la suivante : on construit un nouveau
processus à pile, dans lequel on code l’information relative aux états d’automates
déterministes associés à chaque Ci, dans les états de contrôle mais aussi dans la pile.
Le sommet de pile contiendra toujours l’information relative à la conﬁguration cou-
rante, tandis que le contrôle contiendra celle relative à la conﬁguration précédente,
information qu’il obtiendra à l’aide du sommet de pile. La mise à jour de l’informa-
tion dans le sommet de pile n’est nécessaire que lors d’un empilement. Celle dans
l’état de contrôle est obligatoire dans tous les cas et se fait en recopiant celle contenue
dans le sommet de pile, d’où le temps de retard.
Plus formellement, on rappelle que l’on s’est donné un processus à pile P =
〈Q,Γ,⊥,∆〉, une partition QE ∪ QA de Q, ainsi qu’une condition régulière de pile
Ω, de langages sous-jacents C1, . . . ,Cn, et de langage ω-régulier associé L. On se ﬁxe
pour chaque langage Cj un automate déterministe Aj reconnaissant Cj. On pose
pour chaque j = 1, . . . ,n, Aj = 〈Qj,Γ,{ij},Fj,δj〉.
On déﬁnit maintenant un enrichissement régulier deG en respectant les notations
de la déﬁnition 4.8. Pour cela, on déﬁnit P ′ = 〈Q′,Γ′,⊥′,∆′〉 :
– Qm = (Q1 ×Q2 × · · · ×Qn) ∪ {#}.
– Γm = (Q1 ×Q2 × · · · ×Qn) ∪ {⊥m}.
– Q′ = Q×Qm.
– ⊥′ = (⊥,⊥m).
– Γ′ = [(Γ \ {⊥})× (Γm \ {⊥m})] ∪ {⊥′}.
La déﬁnition de ∆′ est basée sur celle de ∆ et simule les automates A1, . . . ,An :




1,b), . . . ,δ1(q
′
1,b)))) ∈ ∆(((p,
−→q ),(a,(q′1, . . . ,q
′
n)))) pour
tout −→q ∈ Qm si et seulement si push(p′,b) ∈ ∆(p,a). Ainsi, l’information rela-
tive aux états contenue dans l’ancien sommet de pile est transférée dans l’état
de contrôle et est actualisée dans le nouveau sommet de pile, en simulant
l’action de b dans chaque Aj depuis q′j.
– push((p′,(δ1(i1,⊥), . . . ,δn(in,⊥))),(b,(δ1(δ1(i1,⊥),b), . . . ,δn(δn(in,⊥),b)))) ∈ ∆((p,
−→q ),⊥′)
pour tout −→q ∈ Qm si et seulement si push(p′,b) ∈ ∆(p,⊥). Ainsi, l’information
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sur les états des (Ai)i=1...n est celle relative à la lecture de ⊥ depuis les états
initiaux.
– skip((p′,(q′1, . . . ,q
′
n))) ∈ ∆((p,
−→q ),(a,(q′1, . . . ,q
′
n))) pour tout
−→q ∈ Qm si et
seulement si skip(p′) ∈ ∆(p,a).
– skip((p′,(δ1(i1,⊥), . . . ,δn(in,⊥)))) ∈ ∆((p,
−→q ),⊥′) pour tout −→q ∈ Qm si et
seulement si skip(p′) ∈ ∆(p,⊥).
– pop((p′,(q′1, . . . ,q
′
n))) ∈ ∆((p,
−→q ),(a,(q′1, . . . ,q
′
n))) pour tout
−→q ∈ Qm si et seule-
ment si pop(p′) ∈ ∆(p,a).
On pose Q′
E
= QE ×Qm et Q′A = QA ×Qm, et l’on appelle G
′ le graphe associé





D’après le point (4) de la propriété 4.2, il suﬃt de déﬁnir f sur V . Pour un
état p ∈ Q et un mot de pile u = um · · ·u1⊥ sur Γ, on pose f(p,u) = [(p,#),v], où




i , . . . ,q
n
i ), où ik,δk(ik,⊥),q
k
1 , · · · ,q
k
m est
la suite des états de Ak obtenue en lisant u˜ = ⊥u1 · · ·um depuis ik. En bref, f se
contente de coder, dans la pile, les calculs de chaque automate Ak sur cette dernière
et f n’est rien d’autre qu’une transduction de Γ∗ dans Γ′∗.
Enﬁn, on déﬁnit une fonction g de Q′ dans {1, . . . ,n} ∪ {#}, et l’on l’étend en
un morphisme de Q′∞ dans ({1, . . . ,n} ∪ {#})∞ par :
– g((p,#)) = #, pour tout p ∈ Q.
– g((p,(q1, . . . ,qn))) = i, si i est l’unique entier k = 1, . . . ,n tel que qk ∈ Fk.
– dans tous les autres cas, g n’est pas déﬁnie.
et l’on appelle Ω′ la condition ω-régulière sur G ′ donnée par le langage, ω-régulier
(car image par morphisme inverse d’un régulier), L′ = # · g−1(L).
Si on appelle G′ = (G ′,Ω′), on vériﬁe facilement le résultat suivant.
Proposition 4.6 G′ est un enrichissement déterministe régulier de G.
De la propriété 4.6 et du corollaire 4.5, on en déduit.
Proposition 4.7 Dans un jeu muni d’une condition régulière de pile, les ensembles
de positions gagnantes sont réguliers.
4.3.4 Combinaisons booléennes
Dans les propositions 4.1 et 4.2, nous avons vu que les conditions invariantes
par translations verticales et par translations horizontales forment une algèbre de
Boole. Une question naturelle est de se demander si les combinaisons booléennes de
conditions de gain pour lesquelles on peut trouver des enrichissements déterministes
réguliers vers des jeux équipés de conditions de gain invariantes par translations,
forment une algèbre de Boole. On a alors le résultat suivant.
Théorème 4.4 Soit G = (G,Ω) un jeu sur un graphe de jeu engendré par un pro-
cessus à pile. Supposons que la condition de gain Ω soit combinaison booléenne de
conditions de gain pour lesquelles on peut trouver des enrichissements déterministes
réguliers vers des jeux munis de conditions de gain invariantes par translations.
Alors on peut trouver un enrichissement déterministe régulier de G vers un jeu
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équipé d’une condition de gain invariante par translations. Ainsi, les ensembles de
positions gagnantes dans G sont réguliers.
Preuve. La fermeture par complémentation ne pose pas de problème : si Ω est le
complémentaire d’une condition Ω pour laquelle on possède un enrichissement déter-
ministe régulier vers un jeu G′ = (G ′,Ω′) équipé d’une condition de gain invariante
par translations, le jeu G′ = (G ′,Ω′) est un enrichissement déterministe régulier de
G = (G,Ω), et il est équipé d’une condition de gain invariante par translations.
La fermeture par union, bien que technique si on souhaite la décrire en détail (ce
que l’on ne fera pas ici) n’est pas diﬃcile. On appelle P = 〈Q,Γ,⊥,∆〉 le processus
à pile sous-jacent à G, et l’on suppose donc que Ω = Ω1 ∪ Ω2 et que l’on possède
pour (G,Ω1), et (G,Ω2) des enrichissements déterministes vers des jeux équipés de
conditions invariantes par translation.
Soient f1 et f2 les fonctions associées, soient Qm,1 et Qm,2 les enrichissements des
états, soient Γm,1 ∋ ⊥m,1 et Γm,2 ∋ ⊥m,2 les enrichissements des alphabets, soient ∆1
et ∆2 les fonctions de transition et soient Ω′1 et Ω
′
2 les conditions de gains invariantes
par translations associées. On considère alors l’enrichissement P ′ = 〈Q′,Γ′,⊥′,∆′〉
induit par :
– Qm = Qm,1 ×Qm,2.
– Γm = Γm,1 × Γm,2.
– ⊥m = (⊥m,1,⊥m,2).
et où ∆′ fonctionne comme ∆1 sur les composantes Qm,1 et Γm,1, et comme ∆2 sur
les composantes Qm,2 et Γm,2.
Enﬁn, on déﬁnit f de telle sorte à ce que f imite f1 sur les premières compo-
santes, et imite f2 sur les dernières composantes et l’on pose Ω′ = {Λ′ | τ1(Λ′) ∈
Ω1 ou τ2(Λ′) ∈ Ω2}, où τ1 (respectivement τ2) désigne la projection où l’on oublie
les composantes relatives à Q2 et Γ2 (respectivement à Q1 et Γ1).
On vériﬁe alors que l’on obtient bien de cette façon un enrichissement détermi-
niste régulier vers un jeu muni d’une condition de gain invariante par translations.
La fermeture par intersection se fait de la même façon, sauf que dans ce cas on
pose Ω′ = {Λ′ | τ1(Λ′) ∈ Ω1 et τ2(Λ′) ∈ Ω2}. 2
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Chapitre 5
Conditions de parité et d’explosion
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Dans ce chapitre, on explique comment calculer les ensembles de retours dans
des jeux sur des graphes de processus à pile munis de diverses conditions de gain.
Dans un premier temps, on étudie les conditions de parité, d’explosion stricte,
et de parité en escalier. Pour cela, on introduit la notion de M/B factorisation, qui
permet de caractériser les parties gagnantes. Les nombreux points communs entre
ces conditions de gain permettent de donner une méthode générique pour calculer
les ensembles de retours, ce qui permet, grâce aux résultats du chapitre 4, de calculer
l’ensemble des positions gagnantes. On se concentre particulièrement sur la condition
de parité, et l’on décrit la construction, à partir d’un jeu sur un graphe de processus
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à pile, d’un jeu de parité sur un graphe ﬁni de taille exponentielle dans lequel les
positions gagnantes pour Eve permettent de déduire les ensembles de retours dans
le premier jeu. Si cette construction est proche de celle donnée par I. Walukiewicz
dans [83, 84], la preuve est en revanche assez diﬀérente.
De la construction pour la condition de parité, on déduit une construction si-
milaire pour la condition d’explosion stricte. On s’intéresse ensuite à la condition
d’explosion, et l’on montre qu’Eve possède une stratégie positionnelle gagnante dans
ce cas, ce qui permet de montrer que les positions gagnantes pour une condition
d’explosion sont les mêmes que pour une condition d’explosion stricte.
Pour ce qui est de la condition de parité en escalier, on adapte la construction
donnée pour la condition de parité. Cela permet en particulier de construire des
stratégies gagnantes à pile. Comme de telles stratégies utilisent une mémoire inﬁnie,
on donne un exemple de jeu muni d’une condition de parité en escalier dans lequel les
stratégies gagnantes pour Eve nécessitent une mémoire inﬁnie. Ce dernier résultat
montre en quelque sorte l’optimalité des stratégies à pile.
Toutes les constructions précédentes conduisent à des algorithmes fonctionnant
en temps exponentiel. On montre que ces algorithmes sont optimaux, à savoir que
décider le gagnant dans de tels jeux est Dexptime-complet. Pour cela, on rappelle
la preuve donnée par I. Walukiewicz dans [83, 84] pour les conditions de parité. Il
est alors facile de voir qu’elle s’adapte aux autres conditions de gain.
Dans tout ce qui suit, on considère un processus à pile sans alphabet d’entrée,
que l’on note P = 〈Q,Γ,⊥,∆〉. On appelle G = (V,E) le graphe qu’il engendre. On se
donne une partition QE∪QA de Q et l’on considère le graphe de jeu G = (G,VE,VA)
associé à G et à cette partition de Q. Enﬁn, on se donne une condition de gain Ω et
l’on appelle G le jeu (G,Ω).
5.1 Factorisation des parties
5.1.1 M/B factorisation
Supposons que Ω soit de l’une des formes suivantes : parité, explosion stricte ou
parité en escalier.
Considérons une partie Λ dans G et sa représentation graphique, comme illustré
dans la ﬁgure 5.1.
Quelle est la forme des parties gagnées par Eve dans un jeu muni de la condition
d’explosion stricte? Il s’agit des parties dans lesquelles toute hauteur de pile n’appa-
raît qu’un nombre ﬁni de fois, c’est-à-dire que tout niveau de pile est un jour quitté
pour toujours. Etant donnée une partie (partielle ou non) Λ = v0v1v2 · · · dans G, et
un entier h ≥ 1, un facteur vi · · · vj de Λ est une bosse sur le niveau h si et seulement
si |vi| = |vj| = h et pour tout i < k < j, |vk| > h. Par opposition aux bosses, on
appelle marche quittant le niveau h un facteur de Λ, vivi+1, de longueur 2, tel que
|vi| = h, |vi+1| = h + 1, et pour tout i + 1 ≤ k < |Λ|, |vk| > h. En d’autres termes,
une marche est un facteur de longueur 2 qui n’est pas préﬁxe d’une bosse.
Il est alors naturel, étant donnée une partie Λ dans G, de considérer les positions
suivantes.
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Fig. 5.1 – Représentation graphique d’une partie
Définition 5.1 Etant donnée une partie (partielle ou non) Λ = v0v1v2 · · · dans
G, on note StepsΛ le sous-ensemble d’indices correspondant à des configurations de
hauteur de pile minimale par rapport au futur de la partie. Plus précisément :
StepsΛ = {n ∈ N | ∀m ≥ n, |vm| ≥ |vn|},
où |vn| désigne la hauteur de la pile dans la configuration vn.
Ainsi, l’ensemble StepsΛ induit une factorisation naturelle de Λ en bosses et en
marches.
Définition 5.2 (M/B factorisation) Etant donnée une partie (partielle ou non)
Λ = v0v1v2 · · · , on appelle Marche/Bosse factorisation de Λ (ou plus simplement
M/B factorisation) la suite (finie or infinie) (Λi)i≥0 de facteurs de Λ définis de la
façon suivante. Soit StepsΛ = {n0 < n1 < n2 < · · · }, on pose alors, pour tout
0 ≤ i < |StepsΛ|, Λi = vni · · · vni+1. Ainsi, pour tout i ≥ 0, le premier sommet de
Λi+1 est le dernier sommet de Λi. De plus Λ = Λ1 ⊙ Λ2 ⊙ Λ3 ⊙ · · · où Λi ⊙ Λi+1
désigne la concaténation de Λi et de Λi+1 privée de son premier sommet.
Enfin, on qualifiera un facteur Λi de marche si |vni+1 | = |vni| + 1 et sinon de
bosse (et dans ce cas, |vni+1| = |vni|).
La ﬁgure 5.2 illustre la M/B factorisation de la partie représentée dans la ﬁgure
5.1.
5.1.2 De l’utilité de la M/B factorisation
Etant donnée une partie Λ dans un jeu muni d’une condition de parité, on appelle
couleur d’un facteur de la M/B factorisation de Λ la plus petite couleur apparaissant
dans le facteur.











Fig. 5.2 – M/B factorisation
La M/B factorisation permet de décider si une partie est remportée par Eve pour
les conditions de gains étudiées dans ce chapitre.
Proposition 5.1 Une partie Λ dans G est une partie gagnée par Eve si et seulement
si Λ est infinie, et selon les cas :
– si Ω est une condition d’explosion stricte : il existe une infinité de marches
dans la M/B factorisation de Λ.
– si Ω est une condition de parité : la plus petite couleur apparaissant infiniment
souvent dans la suite des couleurs des facteurs de la M/B factorisation de Λ
est paire.
– si Ω est une condition de parité en escalier : la plus petite couleur apparais-
sant infiniment souvent dans la suite des couleurs des premiers sommets des
facteurs de la M/B factorisation de Λ est paire.
Les conditions d’explosion stricte, de parité, et de parité en escalier étant inva-
riantes par translations, pour calculer l’ensemble des positions gagnantes, il suﬃt
de calculer les ensembles de retours, c’est-à-dire de décider pour tout p ∈ Q, tout
a ∈ Γ, et tout R ⊆ Q, si (p,a⊥) est gagnante pour Eve dans le jeu G(R). De plus,
on doit également décider, pour tout p ∈ Q, si la conﬁguration (p,⊥) est gagnante
pour Eve dans G. D’après la proposition 5.1, il suﬃt de connaître la nature de la
M/B factorisation d’une partie pour savoir par qui cette dernière est remportée, et
donc la question de savoir si Eve possède une stratégie gagnante revient à savoir si
Eve peut jouer de telle façon que la M/B factorisation de la partie obtenue vériﬁe
les conditions établies dans la proposition 5.1. Nous expliquons comment décider
si une conﬁguration de la forme (p,⊥) est gagnante pour Eve dans G. Le cas des
conﬁgurations de la forme (p,a⊥) dans les jeux G(R) découle du cas précédent.
De façon assez informelle, imaginons maintenant un nouveau jeu dans lequel Eve
et Adam se mettent directement d’accord sur la M/B factorisation et ses propriétés.
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Dans un premier temps, on suppose que la condition de gain considérée est, soit
une condition d’explosion stricte, soit une condition de parité en escalier. Cette
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r ∈ QE: A toi de jouer.
(r,⊥)
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Je peux faire en sorte
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Tab. 5.1 – Simulation d’une partie
Aﬁn de simuler une partie dans le jeu G depuis une conﬁguration (p,⊥), Eve et
Adam procèdent de la façon suivante. Le joueur à qui appartient la conﬁguration
(p,⊥) peut choisir, a priori, d’empiler, de dépiler, ou de ne pas modiﬁer la pile
(vignettes 1 à 2).
Dans le cas où il ne modiﬁe pas la pile, c’est-à-dire qu’une règle de la forme
skip(q) ∈ ∆(p,⊥) est appliquée, le facteur correspondant est la bosse triviale
(p,⊥)(q,⊥).
Dans le cas où il décide d’empiler (vignette 3), c’est-à-dire d’appliquer une règle
de la forme push(q,a) ∈ ∆(p,⊥), on souhaite décider si (p,⊥)(q,a⊥) sera une marche
ou le préﬁxe d’une bosse. Bien sûr, cela dépend de la manière dont Eve et Adam
vont décider de jouer. Eve donne alors à Adam des informations sur la stratégie
qu’elle va adopter, à savoir un sous-ensemble R ⊆ Q d’états r pouvant être atteints
si le a est dépilé (vignette 5). Adam peut alors prolonger la partie en une bosse
(vignette 6), et donc continuer la partie depuis une position, de son choix, (r,⊥)
avec r ∈ R (vignette 7 à 9), ou continuer avec la nouvelle lettre comme sommet
de pile (vignettes 10 avec b comme sommet de pile et S comme ensemble). Dans ce
dernier cas, la partie se prolonge depuis (q,b⊥) si b est le nouveau sommet de pile. Si
b est un jour dépilé, Eve remporte la partie (vignettes 13 et 14) si l’état de contrôle
est dans S (S est l’ensemble annoncé par Eve précédemment), et sinon c’est Adam
qui gagne (vignettes 15 et 16). Ainsi, la nature de ce second choix est double du
point de vue d’Adam : il peut lui permettre de prouver que l’ensemble S donné par
Eve est trop petit (il existe un état qui n’est pas dans S et qui est obtenu en dépilant
b), ou simplement de simuler une partie où b ne sera jamais dépilé.
Quel que soit le choix d’Adam, les deux joueurs se sont mis d’accord sur le
premier facteur de la M/B factorisation. De plus, il est facile pour eux de décider s’il
s’agit d’une marche ou d’une bosse, et dans le cas où Ω est une condition de parité
en escalier, de savoir la couleur du dernier sommet. Dès lors, au cours d’une partie
inﬁnie (vignettes 17 à 20), ils peuvent décider qui est le gagnant, puisque la condition
sur la M/B factorisation est une condition de Büchi si Ω est une condition d’explosion
stricte (il faut qu’il y ait une inﬁnité de marche dans la M/B factorisation), et c’est
une condition de parité si Ω est une condition de parité en escalier.
Plus formellement, la construction précédente n’est que la transcription du fait
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suivant (qui est à rapprocher du lemme 4.3 du chapitre 4).
Proposition 5.2 Considérons un ensemble R ⊆ Q, un état de contrôle p ∈ Q, et
une lettre a ∈ Γ. La configuration (p,a⊥) est gagnante pour Eve dans le jeu G(R) si
et seulement si :
– si p ∈ QE : soit il existe une règle pop(r) ∈ ∆(p,a) avec r ∈ R, soit il existe
une règle skip(q) ∈ ∆(p,a), et (q,a⊥) est gagnante pour Eve dans G(R), soit il
existe une règle push(q,b) ∈ ∆(p,a), et un ensemble S ⊆ Q tel que (q,ba⊥) est
une position gagnante pour Eve dans le jeu G(S), et pour tout s ∈ S, (s,a⊥)
est une position gagnante pour Eve dans le jeu G(R).
– si p ∈ QA : pour toute règle pop(r) ∈ ∆(p,a), r ∈ R, pour toute règle skip(q) ∈
∆(p,a), (q,a⊥) est une position gagnante pour Eve dans G(R), et pour toute
règle push(q,b) ∈ ∆(p,a), il existe un ensemble S ⊆ Q tel que (q,ba⊥) est une
position gagnante pour Eve dans le jeu G(S), et pour tout s ∈ S, (s,a⊥) est
une position gagnante pour Eve dans le jeu G(R).
Evoquons maintenant le cas de la condition de parité, qui est un peu plus com-
pliqué que le précédent puisque l’on doit connaître la couleur de chaque facteur de
la M/B factorisation aﬁn de déterminer le gagnant. On considère un jeu comme
précédemment, sauf que cette fois Eve raﬃne l’information qu’elle donne à Adam.
Elle ne se contente pas de donner un ensemble R d’états atteignables lors d’un dépi-
lement de a, mais donne un vecteur
−→
R = (R0, . . . Rd), où {0, . . . d} sont les couleurs
intervenant dans la condition de parité, tel que Ri désigne l’ensemble des états at-
teignables lors d’un dépilement de a, si la plus petite couleur visitée lorsque a est
dans la pile est i. Lorsqu’Adam choisit de faire une bosse, la couleur i de celle-ci
est déterminée par le choix d’Adam de continuer la partie depuis une conﬁguration
d’état de contrôle r avec r ∈ Si (la couleur est alors i). Dans le cas d’un dépile-
ment, le vainqueur est déterminé selon l’appartenance de l’état de contrôle obtenu
en dépilant à la composante d’indice θ du vecteur d’ensembles donné par Eve, où θ
désigne la plus petite couleur visitée sur le niveau quitté en dépilant.
Nous ne donnons pas ici de preuve du fait que les jeux ainsi décrits sont équi-
valents à G (et à ses variantes G(R)), puisque ces jeux sont décrits pour donner
l’intuition de la construction qui va suivre. Cependant, les résultats qui vont suivre
peuvent être facilement adaptés aﬁn de prouver ces équivalences.
5.2 Réduction : la condition de parité
Dans les jeux précédemment décrits, on peut remarquer qu’à tout moment la
seule information utile est le sommet de pile, l’état de contrôle de la conﬁguration
courante, ainsi que le vecteur de sous-ensembles de Q fourni par Eve. Cette infor-
mation étant ﬁnie, l’idée est de coder les jeux précédents dans un jeu sur un graphe
ﬁni.
On pourrait proposer une construction et une preuve commune pour les condi-
tions de parité, d’explosion stricte, et de parité en escalier. Cependant, bien que
ces conditions de gains soient liées, leur nature est diﬀérente, et une construction
commune masquerait le côté intuitif des constructions proposées. C’est pourquoi
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nous allons dans un premier temps proposer une solution pour les conditions de
parité. Ensuite, nous verrons comment l’adapter (et la simpliﬁer) pour obtenir la
construction dans le cas des conditions d’explosion stricte et des conditions de parité
en escalier.
On suppose donc qu’il existe une fonction de coloriage ρ de Q dans un ensemble






















Si ∃ pop(r) ∈ ∆(p,a)
t.q. r ∈ Rθ
Si ∃ pop(r) ∈ ∆(p,a)
t.q. r /∈ Rθ
∀ skip(q) ∈ ∆(p,a)




∀ s ∈ Si
Fig. 5.3 – Structure locale de G˜ pour la condition de parité.
On considère le graphe de jeu G˜ illustré dans la ﬁgure 5.3, et dont voici une
description :
– les sommets principaux de G˜ sont ceux de la forme (p,a,
−→
R,θ), où p ∈ Q,
a ∈ Γ,
−→
R = (R0, . . . ,Rd) ∈ P(Q)
d+1 et θ ∈ {0, . . . ,d}. Un sommet (p,a,
−→
R,θ)
représente une partie partielle Λ dans G telle que :
– le dernier sommet de Λ est de la forme (p,au) pour un certain u ∈ Γ∗.
– Eve prétend pouvoir jouer depuis Λ de telle sorte que si a est un jour
dépilé, l’état de contrôle atteint après avoir dépilé a est dans Rm, où m
est la plus petite couleur vue lorsque a se trouvait dans la pile.
– la plus petite couleur vue depuis le moment où a a été empilé est θ.
Un sommet de la forme (p,a,
−→
R,θ) appartient à Eve si et seulement si p ∈ QE.
– les états tt et ff sont là pour s’assurer que les vecteurs
−→
R dans les sommets
principaux sont corrects. Le sommet tt appartient à Adam, tandis que ff ap-
partient à Eve. Ces sommets étant des culs-de-sac, une partie qui arrive dans
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tt sera remportée par Eve tandis qu’une partie arrivant dans ff sera remportée
par Adam.
Il y a une transition d’un sommet (p,a,
−→
R,θ) vers tt, si et seulement s’il existe
une règle de la forme pop(r) ∈ ∆(p,a), telle que r ∈ Rθ (ce qui traduit le
fait que
−→
R est correct par rapport à cette règle). Symétriquement, il y a une
transition d’un sommet (p,a,
−→
R,θ) vers ff si et seulement s’il existe une règle
de la forme pop(r) ∈ ∆(p,a), telle que r /∈ Rθ (ce qui traduit le fait que
−→
R
n’est pas correct par rapport à cette règle).
– aﬁn de simuler l’application d’une transition skip(q) ∈ ∆(p,a), le joueur à qui
appartient (p,a,
−→
R,θ) va en (q,a,
−→
R,min(θ,ρ(q))). Remarquons que dans ce cas
la dernière composante doit être actualisée, puisque la plus petite couleur vue
depuis que a est dans la pile est désormais min(θ,ρ(q)).
– aﬁn de simuler l’application d’une transition push(q,b) ∈ ∆(p,a), le joueur à
qui appartient (p,a,
−→
R,θ) va en (p,a,
−→
R,θ,q,b). Ce dernier sommet appartient
à Eve et celle-ci doit donc choisir un vecteur
−→
S = (S0, . . . ,Sd) ∈ P(Q)
d+1
décrivant les états pouvant être atteints si b est un jour dépilé. Eve va alors









S ), Adam choisit s’il
veut simuler une bosse ou une marche. Dans le premier cas, il va dans un
sommet (s,a,
−→
R,θ,i), pour un certain i ∈ {0, . . . ,d} et un s ∈ Si, et de là
dans (s,a,
−→
R,min(θ,i,ρ(s))). Dans le second cas, Adam va dans le sommet
(q,b,
−→
S ,ρ(q)). Dans le premier cas la dernière composante est mise à jour, on
vient de faire une bosse de couleur i et donc la plus petite couleur visitée depuis
que a a été empilé est désormais min(θ,i,ρ(s)). Dans le second cas on initialise
la dernière composante, la seule couleur vue depuis que b a été empilé étant
ρ(q).
Le graphe de jeu G˜ est muni d’un coloriage (partiel) sur les sommets : les sommets
colorés sont ceux de la forme (p,a,
−→
R,θ) et ceux de la forme (p,a,
−→
R,θ,i), avec p ∈ Q,
a ∈ Γ,
−→
R ∈ P(Q)d+1 et 0 ≤ θ,i ≤ d. Les premiers ont la couleur ρ(p) et les seconds
la couleur i (puisqu’ils codent des bosses de couleurs i).
Remarque 5.1 On peut objecter que le jeu G˜ n’est pas exactement conforme à
la déﬁnition classique d’un jeu de parité, puisque G˜ n’est que partiellement coloré.
Cependant, en remarquant que tout chemin inﬁni dans G˜ visite une inﬁnité de som-
mets colorés, on se ramène facilement à un jeu équivalent en introduisant une couleur
maximale supplémentaire dont on équipe tous les sommets qui n’étaient pas colorés
dans le graphe précédent. Une telle couleur n’interfère pas dans la décision ﬁnale,
puisqu’elle ne peut être la plus petite couleur inﬁniment souvent visitée.
Si l’on appelle G˜ le jeu de parité sur G˜, on a le résultat suivant.
Théorème 5.1 Soit pin ∈ Q, soit ain ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,ain⊥) si et seulement
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si elle possède une stratégie gagnante dans G˜ depuis
(pin,ain,(T, . . . ,T ),ρ(pin)).
– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis (pin,⊥,(∅, . . . ,∅),ρ(pin)).
De plus, on peut construire une stratégie gagnante à pile dans G pour Eve depuis
toute position gagnante.
Les preuves de ces deux points étant similaires, nous nous contentons de celle
du premier. L’existence de stratégies à pile est une conséquence de la preuve et des
résultats du paragraphe 4.2.5 sur la composition des stratégies.
5.2.1 Factorisation dans G˜
Remarquons tout d’abord qu’une partie dans G˜ visite régulièrement, au plus
tous les quatre coups, des sommets de la forme (p,a,
−→
R,θ). On qualiﬁe de round la
séquence de sommets entre deux passages dans de telles positions. Un round peut
alors être de plusieurs types :




R,θ) et correspond donc à la simulation d’une
règle de type skip. On parle alors de bosse (triviale).













R,min(θ,i,ρ(s))) et correspond donc à la simulation d’une règle empilant
un b suivie d’une série de coups se terminant par le dépilement du b. On le
qualiﬁe de bosse.










S ,ρ(q)) et corres-
pond donc à la simulation d’une règle d’empilement d’un b qui ne sera pas
dépilé. On le qualiﬁe de marche.
Etant donnée une partie λ = v0v1v2 · · · dans G˜, on peut considérer le sous-




Stepsλ = {n ∈ N | vn = (p,a,
−→
R,θ), p ∈ Q, a ∈ Γ,
−→
R ∈ P(Q)d+1, 0 ≤ θ ≤ d}
Tout comme dans le cas des jeux sur un graphe de processus à pile, l’ensemble
Stepsλ induit une factorisation naturelle d’une partie λ en bosses et en marches.
Définition 5.3 (M/B factorisation) Etant donnée une partie, partielle ou non,
λ = v0v1v2 · · · dans G˜, on appelle Marche/Bosse factorisation de λ, ou plus simple-
ment M/B factorisation, la suite, finie ou infinie, (λi)i≥0 de rounds de λ définis de
la façon suivante. Soit Stepsλ = {n0 < n1 < n2 < · · · }, on pose alors, pour tout
0 ≤ i < |Stepsλ|, λi = vni · · · vni+1.
Ainsi, pour tout i ≥ 0, le premier sommet de λi+1 est le dernier sommet de λi.
De plus, λ = λ1 ⊙ λ2 ⊙ λ3 ⊙ · · · , où λi ⊙ λi+1 désigne la concaténation de λi et de
λi+1 privé de son premier sommet.
Enfin, la couleur d’un facteur désigne la plus petite couleur des sommets qui le
composent.
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Aﬁn de prouver les deux implications du théorème 5.1, on construira à partir
d’une stratégie gagnante pour Eve dans l’un des deux jeux, une stratégie dans le
second jeu. Cette stratégie utilise une mémoire qui code une partie dans le premier
jeu, où Eve respecte sa stratégie gagnante, et qui est donc une partie gagnante.
L’argument principal pour prouver que la nouvelle stratégie est gagnante consiste
essentiellement à montrer une correspondance entre les M/B factorisations des deux
parties, et à conclure en utilisant le fait que la première partie est gagnante.
5.2.2 Implication directe
Supposons que la conﬁguration (pin,ain⊥) soit gagnante dans le jeu G(T ) et
considérons une stratégie Φ gagnante pour Eve dans G(T ) depuis (pin,ain⊥).
Remarque 5.2 Nous pourrions prendre pour Φ une stratégie positionnelle, puisque
G˜ est un jeu de parité. Cependant, la preuve ne serait pas foncièrement simpliﬁée
et surtout cette dernière ne pourrait pas être adaptée pour la condition de parité en
escalier pour laquelle il n’existe pas toujours de stratégie sans mémoire.
A partir de Φ, on déﬁnit une stratégie ϕ pour Eve dans G˜ depuis (pin,ain,(T, . . . ,T ),
ρ(pin)). La stratégie utilise une mémoire qui contient une partie partielle dans G,
c’est-à-dire un élément de V ∗, et son contenu sera noté Λ. Au départ, Λ est réduit
au sommet (pin,ain⊥). On commence par décrire ϕ, puis on explique comment Λ
est mise à jour. La stratégie ϕ, ainsi que la mise à jour de Λ sont décrites pour un
round.
Choix du coup : On suppose donc que l’on est dans une conﬁguration de la
forme (p,a,
−→
R,θ) avec p ∈ QE. Le coup donné par ϕ dépend alors de Φ(Λ) :
– si Φ(Λ) = pop(r), alors Eve va dans tt (la proposition 5.3 montrera que ce coup
est toujours possible).
– si Φ(Λ) = skip(q), alors Eve va dans (q,a,
−→
R,min(θ,ρ(q))).
– si Φ(Λ) = push(q,b), alors Eve va dans (p,a,
−→
R,θ,q,b).
Dans ce dernier cas, ou lorsque p ∈ QA et qu’Adam est allé en (p,a,
−→
R,θ,q,b),





S ∈ P(Q)d+1 qui décrit les états atteignables si b est dépilé
en fonction de la plus petite couleur visitée entre temps. Aﬁn de déﬁnir
−→
S , Eve
considère l’ensemble des parties possibles dans G, où elle respecte sa stratégie Φ,
et qui commencent par Λ · (q,bau), si (p,au) désigne le dernier sommet de Λ. Pour
chacune de ces parties, Eve regarde si une conﬁguration de la forme (s,au) apparaît
après Λ · (q,bau), c’est-à-dire si b est un jour dépilé. Si tel est le cas, Eve considère la
première conﬁguration (s,au) apparaissant après Λ · (q,bau) ainsi que la plus petite
couleur visitée i lorsque b se trouvait dans la pile. Pour tout i ∈ {0, . . . d}, Si est
exactement l’ensemble des s ∈ Q, tel que l’on ait la propriété précédente. Enﬁn, on
pose
−→





Mise à jour de Λ : La mise à jour de Λ est eﬀectuée chaque fois que l’on
arrive dans un sommet de la forme (p,a,
−→
R,θ). On a alors trois cas, selon la nature
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du round :
– le round est une bosse triviale et l’on vient donc de simuler une action skip(q).
Si l’on appelle (p,au) le dernier sommet de Λ, on augmente Λ du sommet
(q,au).
– le round est une bosse et l’on vient donc de simuler une bosse commençant
par une action push(q,b) et se terminant dans un état s. Si l’on appelle (p,au)
le dernier sommet de Λ, on met à jour Λ en y ajoutant (q,bau) suivi d’une
série de coups, où Eve respecte Φ, et qui conduisent à dépiler b et à arriver
dans (s,au), tout en visitant i comme plus petite couleur lorsque b est dans la
pile, où i est la couleur de l’avant-dernier sommet du round (c’est-à-dire que
s ∈ Si, si
−→
S désigne le vecteur donné par Eve lors du round).
– le round est une marche et l’on vient donc de simuler une action push(q,b). Si
l’on appelle (p,au) le dernier sommet de Λ, on augmente Λ du sommet (q,bau).
Dès lors, à toute partie partielle λ dans G˜ dans laquelle Eve respecte sa stratégie
ϕ, est associée une partie partielle Λ dans G. Une récurrence immédiate permet de
prouver que Λ est une partie dans laquelle Eve respecte Φ. Le même raisonnement
peut être mené lorsque λ est une partie inﬁnie, et la partie Λ associée est alors inﬁnie,
commence en (pin,ain⊥) et lors de celle-ci, Eve respecte sa stratégie gagnante Φ. En
particulier, la plus petite couleur inﬁniment souvent visitée dans Λ est donc paire.
La proposition suivante découle directement de la déﬁnition de ϕ
Proposition 5.3 Soit λ une partie partielle dans G˜ commençant en
(pin,ain,(T, . . . ,T ),ρ(pin)), se terminant dans un sommet de la forme (p,a,
−→
R,θ), et
où Eve respecte ϕ. Soit Λ la partie associée à λ construite par la stratégie ϕ. On a
alors les points suivants :
1. Λ se termine dans un sommet de la forme (p,au) pour un certain u ∈ Γ∗.
2. θ est la plus petite couleur visitée dans Λ, depuis que a a été empilé.
3. si la partie Λ est prolongée en une partie où Eve respecte Φ, alors, si a est
dépilé, la configuration (r,u) alors atteinte est telle que r ∈ Ri, où i est la plus
petite couleur visitée lorsque a était dans la pile.
Remarque 5.3 La proposition 5.3 implique que la stratégie ϕ est bien déﬁnie lors-
qu’elle donne un coup vers tt. De même, on en déduit que si Eve respecte ϕ, le
sommet ff ne peut être atteint.
La remarque précédente règle donc le cas des parties ﬁnies où Eve respecte ϕ :
elle aboutissent dans le sommet tt et sont alors remportées par Eve.
Des déﬁnitions de G˜ et de ϕ, on déduit la proposition suivante.
Proposition 5.4 Soit λ une partie infinie dans G˜ commençant en
(pin,ain,(T, . . . ,T ),ρ(pin)) où Eve respecte ϕ. Soit Λ la partie associée à λ construite
par la stratégie ϕ. Soient (λi)i≥1 et (Λi)i≥1 les M/B factorisations respectives de λ
et Λ. On a alors pour tout i ≥ 1 :
1. λi est un bosse si et seulement si Λi est une bosse.
2. λi et Λi ont même couleur.
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Dès lors, étant donnée une partie inﬁnie λ dans G˜ commençant en
(pin,ain,(T, . . . ,T ),ρ(pin)) où Eve respecte ϕ, l’ensemble des couleurs inﬁniment ré-
pétées dans λ est le même que l’ensemble des couleurs inﬁniment répétées dans la
partie Λ construite par la stratégie ϕ. Or, Λ est une partie gagnée par Eve puisque
celle-ci respecte Φ. Dès lors, la plus petite couleur inﬁniment répétée dans λ est
paire, et λ est donc remportée par Eve.
5.2.3 Implication réciproque
Supposons que la conﬁguration (pin,ain,(T, . . . ,T ),ρ(pin)) soit gagnante pour Eve
dans le jeu G˜, et considérons une stratégie positionnelle gagnante ϕ pour cette
dernière. Nous allons déﬁnir, à partir de ϕ, une stratégie gagnante Φ pour Eve dans
G(T ) depuis (p,ain⊥).
La stratégie Φ est une stratégie à pile, c’est-à-dire qu’elle utilise comme mémoire
une pile Π dont l’alphabet est l’ensemble des sommets principaux de G˜, c’est-à-
dire Q × Γ × P(Q)d+1 × {0, . . . ,d}. Dans la suite, top(Π) désignera le sommet de
la pile Π. Lors d’une partie Λ où Eve respecte Φ, nous aurons à tout moment que
top(Π) = (p,a,
−→
R,θ) si et seulement si la position courante dans Λ est de la forme
(p,au) pour un certain u ∈ Γ∗. De plus, θ sera la plus petite couleur visitée depuis que
a a été empilé. Enﬁn, si Eve respecte Φ et si a est un jour dépilé, la conﬁguration
alors atteinte sera de la forme (r,u), et si i désigne la plus petite couleur visitée
lorsque a était dans la pile, on aura r ∈ Ri.
Au départ, la pile ne contient qu’un seul symbole, (pin,ain,(T, . . . ,T ),ρ(pin)).
Supposons que nous sommes dans une conﬁguration de la forme (p,au), et que
top(Π) = (p,a,
−→
R,θ). Dans un premier temps, nous décrivons comment Eve joue si
p ∈ QE, et ensuite nous expliquons comment la pile de stratégie est mise à jour.
– Choix du coup : Supposons que p ∈ QE et donc qu’Eve doive jouer depuis
(p,au). Pour cela, Eve considère la valeur de ϕ en (p,a,
−→
R,θ).
S’il s’agit d’un coup vers tt, Eve applique une transition pop(r) pour un état r
tel que r ∈ Rθ (le lemme 5.1 montrera qu’un tel état r existe).
Si le coup donné par ϕ est d’aller vers un sommet (q,a,
−→
R,min(θ,ρ(q))), Eve
applique la transition skip(q).
Si le coup donné par ϕ est d’aller vers un sommet (p,a,
−→
R,θ,q,b), alors Eve
applique la transition push(q,b).
– Mise à jour de Π : Si le coup, joué par Eve ou Adam, a été d’aller de (p,au)
vers une conﬁguration (r,u), Eve met à jour Π en dépilant (p,a,
−→
R,θ) et en
remplaçant le nouveau sommet de pile (q,b,
−→
S ,θ′) par (r,b,
−→
S ,min(θ′,θ,ρ(r))).
Ce cas est illustré par la ﬁgure 5.4.
Si le coup, joué par Eve ou Adam, a consisté à aller de (p,au) vers une conﬁ-






Si le coup, joué par Eve ou Adam, a consisté à aller de (p,au) vers une conﬁ-









S ) = ϕ(p,a,
−→
R,θ,q,b).
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(q,u)
(q′,au) (p,au) couleur minimale = θ


















Fig. 5.4 – Mise à jour de la pile de stratégie Π
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On peut remarquer dès maintenant que la stratégie Φ ainsi déﬁnie utilise une
mémoire inﬁnie, à savoir une pile. Cependant, Φ est ﬁniment descriptible et à tout
moment la hauteur de la pile de stratégie Π est la même que celle de la conﬁguration
courante dans le jeu. Il ne faut donc pas plus de mémoire pour stocker l’information
relative Π que celle relative à la position courante.
Intuitivement, G˜ fournit une version compacte des parties dans le jeu G. Pour
les besoins de la preuve mais aussi pour illustrer cette intuition, on associe, à toute
partie partielle Λ dans G commençant en (pin,ain⊥), où Eve respecte Φ, une partie
µ(Λ) dans G˜ où Eve respecte ϕ.
La construction est par récurrence :
– au départ, c’est-à-dire quand Λ = (pin,ain⊥), µ(Λ) = (pin,ain,(T, . . . ,T ),ρ(pin)).
– supposons que pour une partie partielle Λ, on ait construit µ(Λ). Soit (p,au)
le dernier sommet de Λ et soit (p,a,
−→
R,θ) le dernier sommet de µ(Λ) (le lemme
5.1 montrera qu’il a toujours cette forme). Il y a trois manières d’étendre Λ
selon que l’on empile, que l’on laisse la pile inchangée ou que l’on dépile depuis
(p,au) :
– supposons que Λ est étendu par une transition push(q,b). On appelle

















– supposons que Λ est étendu par une transition skip(q). On note Λ′ =
Λ · (q,au) l’extension de Λ et l’on pose µ(Λ′) = µ(Λ) · (q,a,
−→
R,min(θ,ρ(q))
– supposons que Λ est étendu par une transition pop(r). On appelle alors
Λ′ = Λ · (r,u) l’extension de Λ. La ﬁgure 5.5 illustre ce qui suit. Soit
n = |u| − 1, et soit µ(Λ)|n l’unique préﬁxe de µ(Λ) se terminant juste
avant la n-ème marche de µ(Λ) (on prouve facilement par récurrence
qu’une telle occurrence existe).











ième marche de µ(Λ).













S ,min(θ′,θ,ρ(r))). Enﬁn µ(Λ′) = µ(Λ)|n ·B.
On a alors le lemme suivant qui traduit la correspondance entre Λ et µ(Λ)
Lemme 5.1 Soit Λ une partie partielle dans G, où Eve respecte Φ, commençant en
(pin,ain⊥) et se terminant dans une configuration (p,au). On a alors les relations
suivantes entre Λ et µ(Λ) :
1. µ(Λ) est une partie partielle dans G˜, où Eve respecte ϕ, commençant en
(pin,ain,(T, . . . ,T ),ρ(pin)) et se terminant en (p,a,
−→
R,θ) pour un certain
−→
R ∈
P(Q)d+1 et un θ ∈ {0,1, . . . ,d}.
2. à l’issue de Λ, Top(Π) est égal au dernier sommet de µ(Λ).
3. θ est la plus petite couleur vue depuis que a a été empilé.
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µ(Λ)|n Mn . . .µ(Λ) =
(q,u)
(q′,au) (p,au) couleur minimale = θ








Fig. 5.5 – Calcul de µ(Λ′) pour une extension de type pop
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4. si le prochain coup dans Λ consiste à appliquer une règle pop(r) pour un r ∈ Q,
alors r ∈ Rθ.
Preuve. La preuve est donnée par récurrence sur Λ. On commence par montrer que
le dernier point est une conséquence du premier. Supposons donc que l’on prolonge
Λ en appliquant une règle pop(r). Dès lors, il existe dans G˜ un arc allant de (p,a,
−→
R,θ)
vers tt ou ff , selon que l’on a r ∈ Rθ ou r /∈ Rθ. Si p ∈ QE, par déﬁnition de Φ,
l’arc est vers tt et donc r ∈ Rθ. Si p ∈ QA, si r /∈ Rθ, il existe un arc de (p,a,
−→
R,θ)
vers ff , et donc Adam peut prolonger µ(Λ) vers ff et remporter la partie, ce qui est
contradictoire avec le premier point puisque ϕ est un stratégie gagnante pour Eve.
Prouvons maintenant les trois premiers points. Pour cela, on suppose que le
résultat est établi pour une partie Λ, et l’on considère une extension Λ′ de Λ. On a
alors les cas suivants :
– Λ′ est obtenu à partir de Λ en appliquant une règle de type skip. Les trois
points découlent alors des déﬁnitions précédentes.
– Λ′ est obtenu à partir de Λ en appliquant une règle de type push. Les trois
points découlent alors des déﬁnitions précédentes.
– Λ′ est obtenu à partir de Λ en appliquant une règle pop(r). Ce cas mérite un
peu plus de détail. Tout d’abord, l’hypothèse de récurrence et le dernier point
nous permettent de conclure que r ∈ Rθ si l’on désigne par (p,a,
−→
R,θ) le dernier
sommet de µ(Λ). Dès lors, en reprenant la déﬁnition de µ(Λ′) (on pourra
aussi se référer à la ﬁgure 5.5 pour une vision plus graphique des arguments),
on vériﬁe facilement que B est une bosse valide dans G˜ où Eve respecte sa
stratégie ϕ. De là découle le premier point. Le deuxième ne pose alors pas de
problème. Quant au troisième il vient de l’hypothèse de récurrence et du fait
que min(θ′,θ,ρ(r)) est bien la plus petite couleur vue depuis que b est dans la
pile, si b désigne le nouveau sommet de pile obtenu en dépilant a.
2
Le second point du lemme précédent permet d’expliciter le lien entre la pile de
stratégie et µ(Λ), à savoir que la pile donne une version compacte de µ(Λ).
Lemme 5.2 Soit Λ une partie partielle dans G, où Eve respecte Φ. Soit Cont(Π)
le contenu de la pile de stratégie Π lue de bas en haut (en ignorant le symbole de
fond de pile) à l’issue de Λ.
Soit µ(Λ) = v0v1v2 · · · vk Soit Stepsµ(Λ) = {n0 < n1 < · · · < nh}, et soit
Stepsmaxµ(Λ) = {n | ∃i t.q. n = ni et vni · · · vni+1 est une marche} ∪ {nh}.
Alors, Cont(Π) = vm0vm1 · · · vml où {m0 < m1 < · · · < ml} = Steps
max
µ(Λ).
Preuve. Par récurrence en utilisant le deuxième point du lemme 5.1. 2
Enﬁn, le lemme suivant donne le lien entre la M/B factorisation d’une partie
partielle Λ et la M/B factorisation de µ(Λ)
Lemme 5.3 Soit Λ une partie partielle dans G, où Eve respecte Φ, commençant
en (qin,ain⊥) et se terminant dans une configuration (p,au). Soient (Λi)i=0...h et
(λi)i=0...k les M/B factorisations respectives de Λ et µ(Λ).
– h = k.
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– pour tout i = 0 . . . h, Λi et λi ont même nature (bosse ou marche) et même
couleur.
Preuve. Le premier point ne pose pas de problème. Pour le second point, le fait
que Λi et λi ait même nature vient de la déﬁnition. La propriété sur la couleur est
facile dans le cas des marches et des bosses triviales. Pour ce qui est du cas général
des bosses, c’est une conséquence facile du troisième point du lemme 5.1 et de la
déﬁnition de µ(Λ). 2
Considérons maintenant une partie inﬁnie Λ dans G commençant en (qin,ain⊥),
et où Eve respecte Φ. Les lemmes 5.1 et 5.3 s’appliquent aux parties partielles.
Une version sur les parties inﬁnies permettrait de conclure que Λ est gagnante en
considérant une version inﬁnie de µ(Λ) (où Eve respecterait ϕ et qui serait donc
gagnante) et les lemmes précédents. Un tel passage à la limite est possible à condition
de déﬁnir la version inﬁnie de µ(Λ).
Pour tout entier i, appelons Λi = Λ↾i le préﬁxe de longueur i de Λ, et notons
λi = µ(Λi). Il y a deux comportement possibles pour Λ. Soit un niveau de pile
est inﬁniment répété, soit la pile explose strictement. Dans les deux cas, on vériﬁe
facilement que pour tout entier k, les k premiers sommets des λi sont les mêmes pour
tout i plus grand qu’une borne jk, c’est-à-dire que λi↾k= λjk↾k pour tout i ≥ jk. On
prend enﬁn pour µ(Λ) le mot inﬁni, tel que pour tout k ≥ 0, µ(Λ)↾k= λjk↾k
Dès lors, avec cette déﬁnition de µ(Λ), on obtient une variante des lemmes 5.1
et 5.3 pour les partie inﬁnies. Comme µ(Λ) est une partie où Eve suit sa stratégie
gagnante ϕ, celle-ci est gagnante et dès lors la plus petite couleur apparaissant
inﬁniment souvent dans la M/B factorisation de µ(Λ) est paire. Dès lors, il en est
de même pour Λ, ce qui permet de conclure que Φ est une stratégie gagnante.
5.2.4 Un exemple complet
Tout au long du chapitre 4, nous avions étudié un exemple de jeu de parité
sur un graphe de processus à pile. En particulier, nous avions calculé à la main les
ensembles de retours et proposé une description d’une stratégie gagnante au départ
d’un sommet particulier.
Nous reprenons le même exemple ici et utilisons la réduction précédente pour
calculer les ensembles de retours et illustrer la stratégie à pile proposée dans la
preuve de la réciproque du théorème 5.1.
On considère donc le processus à pile P = 〈Q,Γ,⊥,∆〉 donné dans l’exemple 4.3 :
– Q = {p,q,r} : QE = {p,q} et QA = {r}.
– Γ = {a,b,⊥}.
– la relation ∆ est donnée par :
– ∆(p,a) = {pop(q),push(r,a)}.
– ∆(q,a) = {pop(p),push(r,a)}.
– ∆(r,a) = {pop(p),pop(r)}.
– ∆(p,b) = {pop(p),push(p,a)}.
– ∆(q,b) = {pop(p),push(r,a)}.
– ∆(r,b) = {pop(p),push(q,a)}.
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– ∆(p,⊥) = {push(p,a),push(r,b)}.
– ∆(q,⊥) = {push(q,a),push(r,a)}.
– ∆(r,⊥) = {push(q,b),push(r,a)}.
– ρ(p) = 0, ρ(q) = 2 et ρ(r) = 1.
Nous avions déterminé (exemple 4.4) les ensembles de retours suivants ainsi que
la nature des positions de pile vide :
R(p,a) = {{q},{p,r}} R(p,b) = {{p}}
R(q,a) = {{p}} R(q,b) = {{p}}
R(r,a) = {{p,r}} R(r,b) = {{p}}
(p,⊥) ∈WE (q,⊥) ∈ WE (r,⊥) ∈WA
Nous expliquons maintenant comment trouver ces résultats formellement à l’aide
de la réduction vers le jeu G˜ décrit ci-dessus. Il serait trop long de montrer la
minimalité des ensembles de retours, mais nous explicitons les stratégie sous-jacentes
dans le graphe G˜. Par exemple, nous montrons que {p} est dans R(r,b), mais nous
ne montrons pas qu’il est minimal. Nous décrivons en revanche la stratégie gagnante
pour Eve depuis (r,b,({p},{p},{p}),1) dans G˜.
Pour cela, nous allons décrire la structure locale de G˜ autour des sommets concer-
nés. Nous ne représenterons pas toutes les arcs partant des sommets d’Eve, mais
seulement ceux qui correspondent à des coups donnés par une stratégie gagnante.
Cela permet alors de vériﬁer le caractère gagnant d’une position. Nous ne représen-
tons pas non plus les sommets intermédiaires de la forme (s,a,
−→
R,θ,i) utilisés dans





S ) vers un sommet (s,a,
−→
R,θ) avec s ∈ Si.
Pour ce qui est des ensembles de retours, la ﬁgure 5.6 synthétise les résul-
tats. Les seules positions pour lesquelles on ne doit pas simuler un dépilement sont
(r,b,({p},{p},{p}),1) et (p,a,({p,r},{p,r},{p,r}),0).
La ﬁgure 5.7 montre que les conﬁgurations (p,⊥) et (q,⊥) sont gagnantes pour
Eve.
Illustrons enﬁn le calcul d’une stratégie pour Eve dans le jeu G à l’aide d’une stra-
tégie dans G˜. On considère la conﬁguration (r,b⊥) et le jeu conditionnel G({p}). Au
départ, la pile de stratégie contient seulement le sommet (r,b,({p},{p},{p}),1). Imagi-
nons qu’Adam aille depuis (r,b⊥) en (q,ab⊥). Eve met alors à jour la pile de stratégie
en considérant la valeur de sa stratégie gagnante dans G˜ depuis (r,b,({p},{p},{p}),1,
q,a), à savoir (r,b,({p},{p},{p}),1,q,a,(∅,∅,{p})). Elle empile alors dans la pile de
stratégie (q,a,(∅,∅,{p}),2). En (q,ab⊥), Eve doit jouer. Elle considère donc le coup
donné dans G˜ depuis le sommet de sa pile de stratégie (q,a,(∅,∅,{p}),2). Comme il
s’agit d’un coup vers tt induit par la règle pop(p), elle applique cette règle et va donc
dans (p,b⊥). Pour la mise à jour de sa pile de stratégie, elle supprime le sommet de
pile et remplace le nouveau sommet (r,b,({p},{p},{p}),1) par (p,b,({p},{p},{p}),0)
(elle actualise l’état de contrôle ainsi que la dernière composante). Depuis la conﬁgu-
ration (p,b⊥), Eve doit à nouveau jouer. Elle regarde la valeur de la stratégie dans G˜
depuis le sommet de sa pile de stratégie (p,b,({p},{p},{p}),0). Comme il s’agit d’un
















Fig. 5.6 – Ensembles de retours














Fig. 5.7 – Structure de G˜ autour de (p,⊥,(∅,∅,∅),0) et (q,⊥,(∅,∅,∅),2)
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coup vers tt induit par pop(p), elle applique cette règle. La partie s’achève alors,
puisque l’on a atteint la conﬁguration de pile vide (p,⊥).
5.2.5 A propos de la taille du graphe fini
Le graphe G˜ est de taille exponentielle dans la taille de P . Nous donnons ici
une expression exacte du nombre de sommets qui le composent. Pour cela, on note
n = |Q|, d = |C| et m = |Γ|. On a alors nm2ndd sommets principaux, nm2nddn(m−
1) sommets à six composantes, nm2nddn(m − 1)2nd sommets à sept composantes,
n(m−1)2ndd2 sommets à cinq composantes, auxquels il faut ajouter les deux sommet
tt et ff . Au total, le nombre de sommets de G˜ est donc :
n2ndd
[
(m− 1)d2 +m(1 + n(m− 1)(1 + 2nd))
]
+ 2
Dans le cas de l’exemple précédent, on obtient donc un graphe avec 42 647 042
sommets! Cet exemple montre les limites de la méthode précédente si l’on se place
dans un cadre pratique. En eﬀet, un tel graphe est trop grand pour une implémenta-
tion de l’algorithme de calcul des ensembles de retours. Cependant, nous venons de
le voir, dans le paragraphe 5.2.4, beaucoup de sommets sont en fait inutiles. Il serait
donc intéressant (mais nous ne le ferons pas ici), dans l’optique d’une implémen-
tation, de proposer un algorithme de réduction du nombre de sommets du graphe
G˜.
5.3 Conditions d’explosion stricte
5.3.1 La réduction
Dans la proposition 5.1, nous avions noté que dans un jeu muni d’une condition
d’explosion stricte, une partie est remportée par Eve si et seulement si sa M/B
factorisation contient une inﬁnité de marches, ce qui traduit que tout niveau de pile
est quitté un jour pour toujours.
Tout naturellement, on reprend le graphe de jeu G˜ introduit dans le paragraphe
5.2, et on le simpliﬁe de la façon suivante :
– tout d’abord, on supprime le coloriage qui n’a plus de sens ici.
– pour les états atteints en dépilant, on n’a plus besoin d’un vecteur de parties
de Q, mais seulement d’une partie de Q.
– la composante θ ne servant plus à rien, on la supprime.
– les conditions pour aller vers tt ou ff sont simpliﬁées : elles regardent si l’état
atteint en dépilant est dans l’ensemble R ou non.
– enﬁn, les sommets de la forme (s,a,
−→
R,θ,i) ne sont plus utiles puisque leur seul
intérêt était de traduire la couleur d’une bosse.
On ajoute en revanche un sommet intermédiaire dans la simulation d’une marche
que l’on marque comme ﬁnal, et l’on considère alors une condition de Büchi sur ce
nouveau graphe (on visite une inﬁnité d’état ﬁnaux si et seulement si l’on simule
une inﬁnité de marches).






Si ∃ pop(r) ∈ ∆(p,a)
t.q. r ∈ R
Si ∃ pop(r) ∈ ∆(p,a)
t.q. r /∈ R
∀ skip(q) ∈ ∆(p,a)
∀ push(q,b) ∈ ∆(p,a)
∀S ⊆ Q
∀ s ∈ S
Fig. 5.8 – Structure locale de G˜ pour la condition d’explosion stricte.
Le graphe obtenu est donné dans la ﬁgure 5.8. Enﬁn, on note G˜ le jeu de Büchi
sur G˜.
On a alors le résultat suivant, qui est l’analogue du théorème 5.1.
Théorème 5.2 Soit pin ∈ Q, soit ain ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,ain⊥) si et seulement
si elle possède une stratégie gagnante dans G˜ depuis (pin,ain,T ).
– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis (pin,⊥,∅).
De plus, on peut construire une stratégie gagnante à pile dans G pour Eve depuis
toute position gagnante.
5.3.2 A propos de la preuve
Nous ne donnons pas ici la preuve du théorème 5.2, puisque celle-ci est très proche
de celle du théorème 5.1. De plus, le théorème 5.2 sera un corollaire du théorème 6.6
comme expliqué dans le paragraphe 6.3.2. Nous nous contentons donc de donner la
trame en signalant les changements par rapport à la preuve du théorème 5.1.
Tout d’abord, on déﬁnit la notion de M/B factorisation dans G˜ en bosses et
en marches. Pour l’implication directe, la stratégie est déﬁnie de la même façon
que précédemment, sauf que le calcul de l’ensemble des états pouvant être atteints
en dépilant est plus simple, puisque l’on ne doit pas raﬃner celui-ci en un vecteur
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(il n’y a pas de couleur). La stratégie au cours d’une partie λ dans G˜, construit
comme précédemment une partie Λ dans G. La preuve se termine en montrant
la correspondance entre les M/B factorisations de λ et Λ, et en remarquant que,
puisque celle de Λ contient une inﬁnité de marches, il en est de même pour celle de
λ, et donc que λ vériﬁe la condition de Büchi (une marche contient un état ﬁnal).
Pour l’implication réciproque, on utilise à nouveau une pile de stratégie Π, dans
laquelle est stockée une version compacte d’une partie dans G˜. Le choix du coup
dans G est fait à l’aide de la valeur de la stratégie dans G˜ sur le sommet de la pile de
stratégie. Pour les besoins de la preuve, on associe à toute partie Λ dans G une partie
µ(Λ) où Eve respecte sa stratégie, et qui peut être vue comme une décompression
de la pile de stratégie Π. La preuve se termine en montrant la correspondance entre
les M/B factorisations de Λ et µ(Λ). En remarquant que µ(Λ) vériﬁe la condition
de Büchi, on en déduit que sa M/B factorisation contient une inﬁnité de marches
(seules les marches contiennent un état ﬁnal), et il en est donc de même pour celle
de Λ.
5.3.3 A propos de la taille du graphe fini
Remarquons que le graphe est toujours exponentiel (mais plus dans le nombre
de couleurs puisqu’il n’y en a pas). Si l’on note n = |Q| et m = |Γ|, le nombre de
sommets de G˜ est :
nm2n [2 + n(m− 1)(1 + 2n)] + 2
Contrairement au cas de la condition de parité, le graphe de jeu G˜ est cette fois plus
petit, et le jeu G˜ associé est muni d’une condition de gain plus simple, à savoir une
condition de Büchi. Une implémentation eﬃcace paraît alors bien plus réalisable.
5.4 De l’explosion stricte à l’explosion
Considérons maintenant une condition d’explosion : Eve gagne une partie si et
seulement si la pile n’est pas bornée au cours de la partie. On commence par remar-
quer qu’il existe des stratégies positionnelles pour Eve dans un tel jeu.
Lemme 5.4 Soit G un jeu muni d’une condition d’explosion. Si Eve possède une
stratégie gagnante depuis une position v, alors elle possède une stratégie gagnante
positionnelle depuis v.
Preuve. Appelons P = 〈Q,Γ,⊥,∆〉 le processus à pile sous-jacent et G le graphe
de jeu, et considérons une stratégie gagnante ϕ pour Eve dans G depuis v. En
particulier, pour tout i ≥ 1, ϕ est une stratégie gagnante dans le jeu d’accessibilité
Gi vers l’ensemble Q×Γ≥i des conﬁgurations de hauteur de pile supérieure ou égale
à i.
Pour tout i ≥ 1, la conﬁguration v étant gagnante dans le jeu d’accessibilité Gi,
Eve possède une stratégie positionnelle ψi depuis v dans ce jeu. De plus, il est clair
que ψi est une stratégie positionnelle gagnante pour Eve depuis v dans les jeux Gj
pour j ≤ i.
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Explosion répétitive Explosion stricte
Fig. 5.9 – Les deux types de partie gagnantes pour l’explosion
A partir de la suite (ψi)i≥1, il n’est pas diﬃcile de construire une stratégie posi-
tionnelle gagnante dans G depuis v. Pour cela on ordonne les sommets de G par taille
de pile croissante : on obtient alors une suite (vj)j≥0, telle que {vj | j ∈ N} = Q×Γ∗
(les premiers sommets sont ceux de pile vide, puis viennent ceux de hauteur de pile
égale à 1 et ainsi de suite). Appelons enﬁn I0 = N.
Comme v0 n’a qu’un nombre ﬁni de successeurs possibles, il en possède un, w0, tel
que ψi(v0) = w0 pour une inﬁnité d’indices i ∈ I0. Appelons I1 cet ensemble inﬁni
d’indices et posons ψ(v0) = w0. Comme v1 n’a qu’un nombre ﬁni de successeurs
possibles, il en possède un, w1, tel que ψi(v1) = w1 pour une inﬁnité d’indices i ∈ I1.
Appelons I2 cet ensemble inﬁni d’indices et posons ψ(v1) = w1.
En raisonnant de la sorte, on déﬁnit une stratégie positionnelle ψ, ainsi qu’une
suite inﬁnie décroissante d’ensembles inﬁnis d’indices (Ii)i≥0, tels que pour tout
entier k, ψ(vj) = ψi(vj) pour tout 0 ≤ j ≤ k et tout i ∈ Ik.
Par l’absurde, supposons que ψ soit une stratégie perdante pour Eve dans G
depuis v. Dès lors, il existe une partie Λ dans G où Eve respecte ψ et dans lequel
la pile est bornée par un entier N . Appelons k le plus petit indice tel que vk soit
de hauteur de pile égale à N + 1. En d’autres termes, {vj | j < k} = Q × Γ≤N .
Considérons enﬁn un entier i dans Ik tel que i ≥ N + 1 (un tel entier existe puisque
Ik est inﬁni). Comme ψ(vj) = ψi(vj) pour tout 0 ≤ j ≤ k et comme toutes les
conﬁgurations de Λ appartiennent à {vj | j < k} = Q × Γ≤N , Λ peut être vue
comme une partie dans laquelle Eve respecte sa stratégie positionnelle ψi. Mais,
comme ψi est gagnante dans le jeu d’accessibilité vers Q × Γ≥i, Λ atteint un jour
une conﬁguration de hauteur de pile supérieure ou égale à i ≥ N + 1, ce qui est
contradictoire avec le fait que la hauteur de pile soit bornée par N dans Λ.
Dès lors, on en conclut donc que ψ est une stratégie positionnelle gagnante pour
Eve depuis v dans G. 2
Dans un jeu d’explosion, il y a, a priori, deux sortes de parties gagnantes pour Eve
(voir ﬁgure 5.9) : celle où la pile explose strictement, et celle où elle répète inﬁniment
un niveau tout en étant non bornée (on parle alors d’explosion répétitive). En fait,
Eve possédant une stratégie positionnelle depuis toute position gagnante dans le
jeu d’explosion, elle peut faire en sorte de ne jamais passer deux fois par la même
conﬁguration dans une partie gagnante et ainsi faire exploser strictement la pile.
Plus précisément, on a le corollaire suivant du lemme 5.4 :
Corollaire 5.1 Soit G un graphe de processus à pile. Soient GExp et GExpStr les
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jeux sur G équipés respectivement de la condition d’explosion et de la condition
d’explosion stricte. Une position est gagnante pour Eve dans GExp si et seulement
si elle est gagnante dans GExpStr.
En particulier, on peut construire une stratégie gagnante à pile dans GExp pour
Eve depuis toute position gagnante.
5.5 Condition de répétition et de bornage
Considérons maintenant le jeu G de répétition sur G : Eve gagne si et seulement
si un niveau de pile est inﬁniment souvent répété. La condition duale pour Adam
étant la condition d’explosion stricte, si l’on veut décider si une position est gagnante
pour Eve dans G, il suﬃt de décider si cette position est gagnante pour Adam dans
le jeu d’explosion stricte sur G.
Le reproche que l’on peut faire à cette solution est que l’on ne peut pas en
déduire une stratégie à pile gagnante pour Eve. On reprend alors le graphe de jeu
ﬁni G˜ donné pour la condition d’explosion stricte (voir ﬁgure 5.8) et l’on considère
le jeu G˜ de co-Büchi sur G. La condition de co-Büchi exprime le fait que l’on veut
qu’il n’y ait qu’un nombre ﬁni de marches, c’est-à-dire qu’un niveau soit inﬁniment
souvent répété. On a alors le résultat suivant.
Théorème 5.3 Soit pin ∈ Q, soit ain ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,ain⊥) si et seulement
si elle possède une stratégie gagnante dans G˜ depuis (pin,ain,T ).
– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis (pin,⊥,∅).
De plus, on peut construire une stratégie gagnante à pile dans G pour Eve depuis
toute position gagnante.
Concernant la condition de bornage (Eve gagne si et seulement si la pile est
bornée), on a la version duale du corollaire 5.1
Corollaire 5.2 Soit G un graphe de processus à pile. Soient GBor et GRep les jeux
sur G équipés respectivement de la condition de bornage et de la condition de ré-
pétition. Une position est gagnante pour Eve dans GBor si et seulement si elle est
gagnante dans GRep.
En particulier, on peut construire une stratégie gagnante à pile dans GBor pour
Eve depuis toute position gagnante.
5.6 Condition de parité en escalier
5.6.1 La réduction
Dans la proposition 5.1, nous avions noté que dans un jeu muni d’une condition
de parité en escalier, une partie est remportée par Eve si et seulement si la suite
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des couleurs des premiers sommets des facteurs de la M/B factorisation vériﬁe la
condition de parité.
Tout naturellement, on reprend le graphe de jeu G˜ introduit dans le paragraphe
5.2, et on le simpliﬁe de la façon suivante :
– pour les états atteints en dépilant, on n’a plus besoin d’un vecteur de parties
de Q, mais seulement d’une partie de Q.
– la composante θ ne servant plus à rien, on la supprime.
– les conditions pour aller vers tt ou ff sont simpliﬁées : elles regardent si l’état
atteint en dépilant est dans l’ensemble R ou non.
– enﬁn, les sommets de la forme (s,a,
−→
R,θ,i) ne sont plus utiles, puisque leur seul
intérêt était de traduire la couleur d’une bosse.
– les seuls sommets colorés sont donc maintenant ceux de la forme (p,a,R), et ils
correspondent bien aux premiers sommets des rounds. La couleur d’un sommet
(p,a,R) est toujours ρ(p).







Si ∃ pop(r) ∈ ∆(p,a)
t.q. r ∈ R
Si ∃ pop(r) ∈ ∆(p,a)
t.q. r /∈ R
∀ skip(q) ∈ ∆(p,a)
∀ push(q,b) ∈ ∆(p,a)
∀S ⊆ Q
∀ s ∈ S
Fig. 5.10 – Structure locale de G˜ pour la condition de parité en escalier.
On a alors le résultat suivant, qui est l’analogue du théorème 5.1.
Théorème 5.4 Soit pin ∈ Q, soit ain ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,ain⊥) si et seulement
si elle possède une stratégie gagnante dans G˜ depuis (pin,ain,T ).
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– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis (pin,⊥,∅).
De plus, on peut construire une stratégie gagnante à pile dans G pour Eve depuis
toute position gagnante.
5.6.2 A propos de la preuve
Nous ne donnons pas ici la preuve du théorème 5.4 puisque celle-ci est très proche
de celle du théorème 5.1. Nous nous contentons donc de donner la trame en signalant
les changements par rapport à la preuve du théorème 5.1. On trouvera la preuve
complète de ce résultat dans [56].
Tout d’abord, on déﬁnit la notion de M/B factorisation dans G˜ en bosses et en
marches. Pour l’implication directe, la stratégie est déﬁnie de la même façon que
précédemment sauf que le calcul de l’ensemble des états pouvant être atteints en
dépilant est plus simple puisque l’on ne doit pas raﬃner celui-ci en un vecteur (nous
ne sommes pas intéressés par la couleur d’une bosse). La stratégie au cours d’une
partie λ dans G˜ construit comme précédemment une partie Λ dans G. La preuve se
termine en montrant la correspondance entre les M/B factorisations de λ et Λ, en
particulier en montrant que les premiers sommets de chaque facteur ont la même
couleur. On conclut alors en notant que Λ est gagnante pour Eve.
Pour l’implication réciproque, on utilise à nouveau une pile de stratégie Π dans
laquelle est stockée une version compacte d’une partie dans G˜. Le choix du coup
dans G est fait à l’aide de la valeur de la stratégie dans G˜ sur le sommet de la pile de
stratégie. Pour les besoins de la preuve, on associe à toute partie Λ dans G une partie
µ(Λ) où Eve respecte sa stratégie, et qui peut être vue comme une décompression de
la pile de stratégie Π. La preuve se termine en montrant la correspondance entre les
M/B factorisations de Λ et µ(Λ), en particulier en notant que les premiers sommets
de chaque facteur ont la même couleur. En remarquant que µ(Λ) vériﬁe la condition
de parité, on en conclut que la suite des couleurs des premiers sommets de sa M/B
factorisation vériﬁe aussi la condition de parité (ce sont les seuls sommets colorés).
Il en est donc de même pour la M/B factorisation de Λ.
5.6.3 A propos de la taille du graphe fini
Remarquons que le graphe est toujours exponentiel, mais plus dans le nombre
de couleurs. Si l’on note n = |Q| et m = |Γ|, le nombre de sommets de G˜ est :
nm2n [1 + n(m− 1)(1 + 2n)] + 2
Contrairement au cas de la condition de parité, le graphe de jeu G˜ est cette fois
plus petit. Cependant, la condition de gain dans G˜ est une condition de parité, et
dès lors, une réduction du nombre de sommets dans G˜ serait très utile en vue d’une
implémentation.
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5.6.4 A propos des stratégies
L’existence de stratégies positionnelles pour les jeux équipés d’une condition de
parité est un résultat classique [30, 87]. Il est alors naturel de se demander s’il en
est de même, dans le cadre des jeux sur un graphe de processus à pile, pour une
condition de parité en escalier. Dans la preuve du théorème 5.4, on construit une
stratégie pour de tels jeux, utilisant une pile comme mémoire. Cette pile de stratégie
a la même hauteur que celle du sommet courant de la partie. La proposition suivante
montre l’optimalité de cette stratégie.
Proposition 5.5 Il existe un jeu sur un graphe de processus à pile muni d’une
condition de parité en escalier, et une position gagnante pour Eve dans ce jeu tels
que toute stratégie gagnante pour Eve nécessite une mémoire infinie.
Preuve. Commençons par une description informelle du jeu. Les lettres se trouvant
dans la pile ne jouent pas ici un rôle très important. Adam empile des lettres tandis
qu’Eve dépile. Dans une position d’Adam, celui-ci peut empiler ou décider de passer
la main à Eve. En particulier il peut décider qu’Eve ne jouera pas dans toute la
partie (s’il ne fait qu’empiler). Symétriquement, lorsque c’est à Eve de jouer, cette
dernière peut dépiler ou passer la main à Adam. Elle peut être bloquée si elle a
dépilé trop de lettres (le sommet de pile est alors ⊥ ou b).
Au départ, c’est Adam qui joue et l’état de contrôle, p4, est coloré par 4 : il peut
rester dans cet état (et empiler un a) ou changer pour un état, p2, coloré par 2 (et
empiler un a). En p2, il est forcé d’empiler un a et de passer dans l’état p1 qui est
coloré par 1. En p1, il est forcé d’empiler un a et de passer dans l’état p′4, qui est
coloré par 4. Enﬁn, en p′4, il empile un a et peut, soit rester dans le même état, soit
aller dans l’état p3.
L’état p3 appartient à Eve, et cette dernière peut dépiler un a et rester dans le
même état, ou empiler un b et aller dans l’état p4 de départ.
Ainsi, une partie (où Adam ne garde pas la main indéﬁniment) commence par une
série d’empilements d’Adam qui passe par un état coloré par 1. Eve dépile ensuite
des symboles jusqu’à passer la main à Adam. De plus, une fois la main passée, les
symboles qui n’ont pas été dépilés ne le seront jamais (à cause du b). Ainsi, si Eve
veut gagner, elle doit faire en sorte que 1 n’apparaisse pas dans la suite des couleurs
sur laquelle est évaluée la condition de parité. Pour cela, elle doit dépiler plus de a
qu’Adam en a empilé depuis son passage en p1. Par ailleurs, si elle en dépile plus,
le 2 va aussi disparaître de la suite des couleurs, et la plus petite couleur sera 3.
Ainsi, une stratégie gagnante pour Eve consiste à enlever exactement les a qu’Adam
a empilé depuis le passage en p1. Ce nombre étant arbitraire, une mémoire ﬁnie ne
peut suﬃre pour gagner.
Nous commençons par donner une stratégie gagnante pour Eve depuis (p4,⊥).
Cette stratégie utilise un compteur κ qui est initialisé à 0, et qui est mis à jour
comme suit.
– lorsque l’on vient d’une conﬁguration dont l’état de contrôle est p4, κ est mis
à 0.
– lorsque l’on vient d’une conﬁguration dont l’état de contrôle est p2, p1 ou p′4,
κ est incrémenté d’une unité.
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– lorsque l’on vient d’une conﬁguration dont l’état de contrôle est p3, κ est
décrémenté d’une unité.
Ainsi, lorsque l’on est dans une conﬁguration d’état de contrôle p′4, κ est le
nombre de a ayant été empilé depuis le dernier passage dans une conﬁguration
d’état de contrôle p2.
Décrivons maintenant comment Eve joue. Depuis une conﬁguration ayant p3
comme état de contrôle (ce sont les seules où Eve doit jouer), Eve dépile (il sera
facile d’établir que le sommet de pile est alors a et que ce coup est donc possible) si
et seulement si κ > 0. Si κ = 0, Eve joue la transition push(p4,b)
Si Adam reste indéﬁniment dans l’état p4 ou l’état p′4, la partie est remportée
par Eve (la seule couleur apparaissant inﬁniment souvent est 4). Sinon, on appelle
Λ la partie obtenue, et il est facile de voir que StepsΛ contient tous les indices des
conﬁgurations d’état de contrôle q2 et aucun des indices des conﬁgurations d’état
de contrôle q1. Dès lors, la suite des couleurs sur laquelle est évaluée la condition de
parité est décrite par l’expression rationnelle (4∗23)ω. La partie est donc remportée
par Eve, et la stratégie ainsi décrite est bien gagnante pour Eve.
Maintenant, supposons qu’Eve possède une stratégie gagnante ϕ, dans G depuis
(p4,⊥), qui utilise une mémoire mem sur un domaine ﬁni M . On va alors construire
une partie où Eve respecte ϕ, mais où elle perd. Pour cela, on considère toutes les
parties partielles commençant en (p4,⊥), et où Adam empile jusqu’à atteindre la
conﬁguration (p3,aM+5⊥). Il y a alors M +1 parties diﬀérentes (selon le moment où
Adam applique la règle push(p2,a)) et il y a donc deux parties Λ et Λ′, où mem a la
même valeur en (p3,aM+5⊥). Considérons les extensions de Λ et Λ′ jusqu’à atteindre
une conﬁguration d’état de contrôle p4, où Eve respecte ϕ : toute deux atteignent la
même conﬁguration (p4,bak⊥), puisque ϕ ne peut distinguer Λ de Λ′. Dès lors, pour
l’une de ces extensions, la plus petite couleur apparaissant dans l’évaluation de la
condition de parité en escalier est impaire. Appelons Λ1 cette extension. Notons que
comme Λ1 se termine par une conﬁguration ayant b pour sommet de pile, ce dernier
ne sera jamais supprimé, et donc la couleur impaire précédente sera dans la suite des
couleurs sur laquelle la condition de parité sera évaluée. Maintenant, on peut réitérer
le raisonnement en considérant les extensions de Λ1, où Adam empileM+5 symboles
a avant d’atteindre une conﬁguration d’état de contrôle p3. On construit alors une
extension Λ2 de Λ1 dont la couleur minimale (relative à la condition en escalier) sur
la nouvelle partie est impaire. En itérant cette construction, on construit une partie
inﬁnie où Eve respecte ϕ, et qui est remportée par Adam, ce qui conclut la preuve.
2
5.6.5 Bornes supérieures et inférieures
On donne enﬁn la complexité précise des problèmes de décision du gagnant dans
les jeux précédents. Les algorithmes proposés réduisent le problème de calcul des
ensembles de retours au calcul des positions gagnantes dans un jeu sur un graphe
ﬁni de taille exponentielle. Le tableau 5.6.5, récapitule les réductions précédentes
(où n = |Q|).
Pour la condition de parité, on conclut facilement que l’on peut calculer les
ensembles de retours en temps exponentiel. En eﬀet, le jeu de parité G˜ a lieu sur
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Condition de gain
dans G
Taille de G˜ H condition de gain
dans G˜
Parité avec d couleurs Exponentielle en n et
en d
Parité avec d couleurs
Explosion stricte Exponentielle en n Büchi
Parité en escalier avec
d couleurs
Exponentielle en n Parité avec d couleurs
Tab. 5.2 – Récapitulatif des réductions
un graphe exponentiel, mais le nombre de couleurs intervenant dans la condition
de parité est le même que dans le jeu original. Dès lors, en utilisant un algorithme
classique pour les jeux de parité sur un graphe ﬁni [46, 80], on calcule les ensembles
de retours en temps exponentiel. Un raisonnement similaire permet de conclure qu’il
en va de même lorsque l’on considère une condition d’explosion ou une condition de
parité en escalier.
Concernant les bornes inférieures, mentionnons un résultat d’I. Walukiewicz sur
les jeux d’accessibilité, dont nous donnerons une esquisse de preuve dans le para-
graphe 6.4.1
Théorème 5.5 [83, 84]Décider le gagnant dans un jeu d’accessibilité sur un pro-
cessus à pile depuis une configuration de pile vide est un problème Dexptime-dur.
Dès lors, on a facilement le corollaire suivant.
Corollaire 5.3 Décider le gagnant dans un jeu sur un processus à pile depuis une
configuration de pile vide est un problème Dexptime-dur pour les conditions de
parité, et de parité en escalier.
Preuve. On réduit les jeux d’accessibilité aux jeux considérés. Pour cela, on modiﬁe
la fonction de transition du processus à pile en supprimant toutes les transitions
depuis les états ﬁnaux. A l’aide de règles skip on ajoute des boucles sur les états
ﬁnaux. Enﬁn, on colore par une couleur paire les états ﬁnaux et par une couleur
impaire les états non ﬁnaux. 2
Enﬁn, pour les conditions d’explosion stricte (et donc d’explosion), on peut adap-
ter la preuve d’I. Walukiewicz ou bien encore utiliser les résultats du paragraphe 6.4,
et établir le résultat suivant.
Corollaire 5.4 Décider le gagnant dans un jeu sur un processus à pile depuis une
configuration de pile vide est un problème Dexptime-dur pour les conditions d’ex-
plosion stricte et d’explosion.
En déﬁnitive, nous avons prouvé dans ce chapitre le résultat suivant.
Théorème 5.6 Décider le gagnant dans un jeu sur un processus à pile depuis une
configuration de pile vide est un problème Dexptime-complet pour les conditions
de parité, de parité en escalier, d’explosion stricte et d’explosion.
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Dans le paragraphe 2.3, nous avons introduit la notion de complexité borélienne
d’un ensemble de mots et par extension d’une condition de gain. Nous avons aussi
noté que les conditions de parité sont des conditions B(Σ2).
Dans [77], W. Thomas mentionne plusieurs sujets à étudier dont celui-ci :
Games with winning conditions of Borel level greater than 2. For finite
graphs, even for pushdown graphs, it is reasonable to consider winning
conditions which transcend the level of Muller condition, i.e. which are
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located on higher levels of the Borel hierarchy, but which still admit al-
gorithmic solutions.
T. Cachat, J. Duparc et W. Thomas initient dans [21] un premier pas dans cette
direction en introduisant la condition de répétition pour les jeux sur des graphes
de processus à pile. L’intérêt de leur article est double, puisque la condition de
répétition est une condition Σ3-complète naturelle pour les jeux sur des graphes de
processus à pile qui de plus est décidable. L’introduction de [21] se termine par le
constat suivant :
The main result of this paper may be considered as a first tiny step
in a far-reaching proposal of Büchi ([14], p.1171–1172). He considers
constructive game presentations by “state-recursions”, as they arise in
automata theoretic games, and he asks to extend the construction of win-
ning strategies in the form of “recursions” (i.e., algorithmic procedures)
from the case of B(Σ2)-games to appropriate games on arbitrary levels
of the Borel hierarchy.
Dans ce chapitre, on fait quelques pas de plus dans la direction indiquée par R.
Büchi et W. Thomas, puisqu’on donne deux familles de conditions de gain dont la
complexité borélienne est arbitraire mais ﬁnie, et qui induisent des jeux décidables
sur les graphes ﬁnis pour la première et sur les graphes de processus à compteur
pour la seconde.
Dans un premier temps, on introduit une nouvelle famille de langages à partir de
laquelle on déﬁnit les familles de conditions de gain. L’analyse de la complexité bo-
rélienne, principalement faite sur la famille de langages, utilise des jeux de Wadge et
repose principalement sur un résultat donné par J. Duparc dans [29]. La décidabilité
peut être vue comme une généralisation des techniques introduites dans le chapitre
5 pour la résolution des jeux d’explosion qui sont un cas particulier des jeux étudiés
dans ce chapitre.
Une large partie de ce chapitre est consacrée à l’étude de la complexité (au sens
de la calculabilité) du problème de décision du gagnant dans les jeux considérés. On
y montre que ce problème est non élémentaire et qu’il est dur pour la classe des
problèmes élémentaires.
On termine enﬁn par diverses considérations sur les ensembles de positions ga-
gnantes et sur les stratégies gagnantes. Quelques perspectives et problèmes ouverts
concluent ce chapitre.
6.1 Deux familles de conditions de gain
6.1.1 Une nouvelle famille de langages
Etant donné un automate à pile déterministe A et un mot inﬁni u sur l’alphabet
d’entrée de A, on dit que A explose strictement sa pile en lisant u, si lim(σi)i≥0
est inﬁnie, où la suite (σi)i≥0 est celle des contenus de pile de A lorsqu’il lit u. On
qualiﬁe alors lim(σi)i≥0 de limite de la pile de A lorsqu’il lit u.
Considérons un entier n ≥ 0 et une collection d’automates à pile déterministes
A1, . . . ,An. Dans le cas particulier où n = 0, cette collection est vide. Considérons
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enﬁn un automate à pile déterministe An+1 équipé d’une condition de parité.
On souhaite faire fonctionner les automates A1, . . . ,An+1 les uns après les autres :
A1 va lire un mot inﬁni donné en entrée. Ensuite, A2 va lire la limite (dans un sens
à préciser) de la pile de A1 et ainsi de suite jusqu’à ce que An+1 lise la limite de la
pile de An, et accepte ou rejette cette dernière à l’aide de sa condition de parité.
On demande donc la consistance suivante entre les alphabets d’entrée et de pile
des diﬀérents automates. Par la suite, nous supposerons que cette consistance à
toujours lieu. On demande donc :
Pour tout 1 ≤ i < n, l’alphabet d’entrée de Ai+1 est égal à l’alphabet de pile de Ai.
Appelons A l’alphabet d’entrée de A1. On associe alors avec A1, . . . ,An,An+1 un
langage de mots inﬁnis sur l’alphabet A, noté L(A1 ¤ . . . ¤ An ¤ An+1), et déﬁni
comme suit :
– si n = 0, L(A1 ¤ . . . ¤An ¤An+1) = L(An+1) est le langage des mots inﬁnis
acceptés par An+1 (au sens de la déﬁnition 1.34).
– si n > 0, L(A1 ¤ . . . ¤ An ¤ An+1) est l’ensemble des mots inﬁnis u0 sur
l’alphabet A tels que :
– lorsque A1 lit u0, sa pile explose strictement et possède donc une limite
u1.
– u1 ∈ L(A2 ¤ . . .¤An ¤An+1).
De façon équivalente, un mot u0 ∈ Aω appartient au langage L(A1 ¤ . . .¤An ¤
An+1) si et seulement si :
– pour tout 1 ≤ i ≤ n, lorsque Ai lit ui−1, sa pile explose strictement et possède
donc une limite ui.
– enﬁn, An+1 accepte un.
La ﬁgure 6.1 illustre le processus d’acceptation pour n = 3.
Enﬁn, on note Cn(A) la classe des langages L de mots inﬁnis sur l’alphabet
A tel qu’il existe une collection d’automates à pile déterministes A1, . . . ,An, et un
automate à pile déterministe muni d’une condition de parité An+1, tels que L =
L(A1 ¤ · · ·¤An ¤An+1).
En particulier, C0(A) est la classe des langages ω-algébriques déterministes sur
l’alphabet A introduite dans le paragraphe 1.2.4.
6.1.2 Une famille de conditions de gain externes
Pour tout entier n ≥ 0, pour toute collection A1, . . . ,An d’automates à pile
déterministes et pour tout automate à pile déterministe An+1 muni d’une condition
de parité, on déﬁnit la condition de gain externe ΩextA1¤···¤An¤An+1 = L(A1 ¤ · · · ¤
An ¤An+1). Dans la suite, nous considérerons des jeux sur des graphes ﬁnis équipés
de telles conditions de gain.















Fig. 6.1 – Définition du langage L(A1 ¤A2 ¤A3 ¤A4)
6.1.3 Une famille de conditions de gain internes pour les jeux
sur des graphes de processus à pile
Pour tout entier n ≥ 0, pour toute collection A1, . . . ,An d’automates à pile
déterministes, et pour tout automate à pile déterministe An+1 muni d’une condition
de parité, on déﬁnit la condition de gain interne ΩintA1¤···¤An¤An+1 pour des jeux sur
des graphes de processus à pile par :
ΩintA1¤···¤An¤An+1 = {Λ | Λ ∈ ΩExpSt et StLim(Λ) ∈ L(A1 ¤ · · ·¤An ¤An+1)},
où ΩExpSt désigne la condition d’explosion stricte. Ainsi, une partie est remportée par
Eve pour la condition ΩintA1¤···¤An¤An+1 si et seulement si la pile explose strictement,
et si sa limite est dans L(A1 ¤ · · ·¤An ¤An+1).
6.2 Complexité borélienne
Dans ce qui suit, on donne la complexité borélienne des langages de Cn(A). On en




reposent sur la notion de jeu de Wadge introduite dans le paragraphe 2.3.2, et sur
une opération ensembliste que l’on présente ci-dessous.
6.2.1 L’opération X 7→ X∼
Dans [29], J. Duparc introduit trois opérations sur les ensembles boréliens qui
sont respectivement homomorphes à la somme pour les ordinaux, la multiplication
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par un ordinal dénombrable et l’exponentiation ordinale de base κ, où κ est un or-
dinal régulier non dénombrable. Ici, nous nous intéressons uniquement à l’opération
X 7→ X∼, qui est donc la contrepartie ensembliste de l’opération d’exponentiation
de base κ.
L’opération X 7→ X∼ est déﬁnie pour des ensembles X ⊆ A∞ de mots ﬁnis ou
inﬁnis sur un alphabet quelconque A. Dès lors, aﬁn de déﬁnir une telle opération, on
doit transformer les ensembles de mots ﬁnis et inﬁnis, en ensembles de mots inﬁnis.
La solution adoptée dans [29] consiste à rajouter une nouvelle lettre, assimilée à un
symbole blanc, que l’on insère inﬁniment souvent dans un mot ﬁni pour le transfor-
mer alors en un mot inﬁni. Cependant, nous n’allons pas utiliser ce formalisme ici,
et nous nous contenterons d’une conséquence des travaux de Duparc qui permet de
travailler directement sur des ensembles de mots inﬁnis. C’est pour cela que nous
donnons les déﬁnitions dans ce cadre là.
Définition 6.1 (def. 22 of [29]) Soit un alphabet A, soit un ensemble X ⊆ Aω,
et soit և/∈ A un nouveau symbole appelé eﬀaceur, alors X∼ = {u ∈ (A ∪ {և})ω |
u" ∈ X}, où u" est défini par récurrence comme suit :
– ε" = ε
– pour tout mot u fini tel que |u"| = k :
– (u · a)" = u" · a si a 6=և.
– (u·և)" = u"↾(k−1) si k > 0 (on efface la dernière lettre de u
").
– (u·և)" = ε si k = 0 (il n’y a rien à effacer).




On a par exemple abևև c" = c, bb(abև)ω" = bbaω et bb(bև)ω" = bb.
L’opération X 7→ X∼ a une interprétation très naturelle en terme de jeu de
Wadge. Eﬀectivement, un joueur en charge de X∼ joue comme s’il était en charge
de X, sauf qu’il peut également jouer l’eﬀaceur (ou plusieurs occurrences de ce
dernier), et ainsi eﬀacer un nombre arbitraire de symboles déjà écrits.
On peut enﬁn donner une version itérée de l’opération X 7→ X∼ déﬁnie comme
suit.
Définition 6.2 Soit un ensemble X. Alors on définit X∼0 = X et pour tout n ≥ 0,
X∼n+1 = (X∼n)∼.
Par la suite nous utiliserons principalement une conséquence du lemme 31 de
[29], énoncée par O. Finkel dans [35] pour des ensembles de mots inﬁnis.
Lemme 6.1 [35] Soit un alphabet A et soit X ⊆ Aω un ensemble Πk-complet pour
un k ≥ 2. Alors, (X∼n) est un ensemble Πn+k-complet, pour tout n ≥ 0.
Enﬁn, on termine par un résultat dû à C. Löding [54].
Lemme 6.2 Soit un alphabet A et soit un ensemble X ⊆ Aω. Si X ∈ B(Σn) pour
un n ≥ 2 alors X∼ ∈ B(Σn+1).
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.
Preuve. On commence par considérer le résultat de l’opération X 7→ X∼ sur un
ensemble ouvert. On prouve que l’on obtient alors un élément de Σ2. Pour cela, il
suﬃt d’établir le résultat pour un ensemble Σ1-complet puisque l’opérationX 7→ X∼
préserve l’ordre de Wadge, c’est-à-dire que si X ≤W Y alors X∼ ≤W Y ∼ [29].
On considère donc le langage O = (a∗b)Aω sur l’alphabet A = {a,b} qui est
Σ1-complet en tant que complémentaire de l’ensemble Π1-complet aω (voir exemple
2.1).




((A ∪ {և})n−1b(A ∪ {և})ω) ∩Kn,
où Kn est l’ensemble des mots inﬁnis sur l’alphabet A∪{և} tels que la n-ème lettre
de α n’est pas eﬀacée lors du calcul de α". Plus précisément,
Kn = (H≥n(A ∪ {և})ω),
où H≥n est l’ensemble des mots ﬁnis u tels que la n-ème lettre de u est eﬀacée lors
du calcul de u".
Dès lors, Kn est un ensemble Π1 et donc O∼ est un ensemble Σ2.
Maintenant, remarquons que l’opérationX 7→ X∼ commute avec l’intersection et
l’union. Ce n’est en revanche pas le cas en général avec la complémentation, puisque
l’on peut avoir (X)∼ Ã (X∼). En eﬀet, (X∼) contient aussi les mots u tels que u"
est ﬁni. On montre alors facilement que (X)∼ = (X∼) ∩ Inf, où Inf est l’ensemble







On en conclut donc que Inf est un ensemble Π3.
Considérons enﬁn un ensemble X dans B(Σn) pour un n ≥ 2, et appliquons
l’opération X 7→ X∼ à la formule prouvant son appartenance à B(Σn). On pousse
alors l’opérateur jusqu’au niveau des ensembles Σ1 en intersectant avec Inf dès que
l’on commute avec une opération de complémentation. La formule ainsi obtenue est
comme la formule de départ, sauf que les ouverts ont été transformés en ensembles
Σ2, et que l’on a également ajouté des intersection avec l’ensemble Inf ∈ Π3. Comme
n ≥ 2, l’intersection avec Inf n’augmente pas la complexité borélienne, et l’on en
conclut donc que X∼ appartient à la classe B(Σn+1). 2
6.2.2 Complexité borélienne des langages de Cn(A)
Nous nous intéressons maintenant à la complexité borélienne des langages dans
la classe Cn(A) pour un alphabet A et pour un entier n ≥ 0.
On a le résultat suivant, qui caractérise précisément la complexité topologique
de ces langages.
Théorème 6.1 Soit un alphabet fini A. Pour tout n ≥ 0 et pour tout langage L
dans Cn(A), L est dans B(Σn+2). De plus, pour tout n ≥ 0, il existe un alphabet fini
A, et un langage dans Cn(A) qui est Πn+2-complet.
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Lorsque n = 0, le résultat est un classique, puisqu’il ne s’agit ni plus ni moins de
dire que tout langage reconnu par une machine déterministe équipée d’une condition
de parité est dans B(Σ2) (la preuve est une simple généralisation de celle montrant
que les langages ω-réguliers sont dans B(Σ2) : voir par exemple [70]). Pour ce qui
est de la complétude, il suﬃt dans ce cas de considérer le langage ω-régulier sur
l’alphabet {a,b} des mots contenant une inﬁnité de a (voir l’exemple 2.2).
Pour le cas général, on procède par récurrence sur n et l’on utilise le lemme
suivant.
Lemme 6.3 Soit un entier n ≥ 1 et soit une collection A1, . . . ,An d’automates dé-
terministes à pile, et soit An+1 un automate déterministe à pile muni d’une condition
de parité. Alors L(A1 ¤ · · ·¤An ¤An+1) ≤W L(A2 ¤ · · ·¤An ¤An+1)
∼.
Il existe de plus un automate déterministe à pile A1 tel que l’inégalité précédente
soit une équivalence.
Preuve. Soit X = L(A1 ¤ · · ·¤An ¤An+1) et soit Y = L(A2 ¤ · · ·¤An ¤An+1)∼.
On montre que Bob possède une stratégie gagnante dans le jeu deWadgeG(X,Y ).
En eﬀet, il joue de façon à ce que si v est le mot qu’il a écrit depuis le début de la
partie, v" est égal au contenu de la pile de A1 une fois qu’il a lu le mot u écrit par
Alice depuis le début de la partie. Il est facile de voir que, grâce à l’eﬀaceur, Bob
peut jouer de la sorte. Dès lors, il découle directement des déﬁnitions de X et de Y
qu’une telle stratégie est gagnante pour Bob. On a donc bien X ≤W Y .
Considérons maintenant le cas particulier où A1 = 〈{q},A,Γ,⊥,q,δ〉 avec :
– A = Γ ∪ {և} où և/∈ Γ.
– pour tout γ ∈ Γ, δ(q,γ,a) = push(q,a), pour a 6=և.
– pour tout γ ∈ Γ, si γ 6= ⊥, δ(q,γ,և) = pop(q), et δ(q,⊥,և) = skip(q).
Maintenant, si l’on considère և comme un eﬀaceur, il vient directement que le
contenu de la pile de A1, après avoir lu un mot u, est u". De plus, la limite de la pile
de A1 après avoir lu un mot inﬁni u vaut u". Par déﬁnition du mode d’acceptance,
on a u ∈ X si et seulement si la limite de la pile de A1 après avoir lu u est inﬁnie
et appartient à L(A2 ¤ · · · ¤ An ¤ An+1). On a donc u ∈ X si et seulement si
u" ∈ L(A2 ¤ · · ·¤An ¤An+1), ce qui signiﬁe exactement que X ≡W Y . 2
Le théorème 6.1 découle de la transitivité de l’ordre ≤W , des lemmes 6.1, 6.2 et
6.3 et du cas de base n = 0.
6.2.3 Complexité borélienne des conditions de gains ΩintA1¤···¤An¤An+1
et ΩextA1¤···¤An¤An+1
Nous sommes maintenant prêts pour établir la complexité borélienne des condi-




Pour la version externe, c’est-à-dire pour une condition de la forme ΩextA1¤···¤An¤An+1 ,
on a le corollaire immédiat du théorème 6.1
Corollaire 6.1 Pour tout n ≥ 0 on a :
– pour tout collection d’automates déterministes à pile A1, . . . ,An et tout auto-
mate à pile déterministe muni d’une condition de parité An+1, Ω
ext
A1¤···¤An¤An+1
est une condition externe de gain qui est dans B(Σn+2).
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– il existe une collection d’automates déterministes à pile A1, . . . ,An et un au-
tomate à pile déterministe muni d’une condition de parité An+1, tels que
ΩextA1¤···¤An¤An+1 est une condition externe de gain qui est Πn+2-complète.
Pour la version interne, c’est-à-dire pour une condition de la forme ΩintA1¤···¤An¤An+1 ,
on a le résultat suivant.
Théorème 6.2 Pour tout n ≥ 0 on a :
– pour toute collection d’automates déterministes à pile A1, . . . ,An et tout auto-
mate à pile déterministe muni d’une condition de parité An+1, Ω
int
A1¤···¤An¤An+1
est une condition interne de gain qui est dans B(Σn+3).
– il existe une collection d’automates déterministes à pile A1, . . . ,An et un au-
tomate à pile déterministe muni d’une condition de parité An+1, tels que
ΩintA1¤···¤An¤An+1 est une condition externe de gain qui est Πn+3-complète.
Le théorème 6.2 est une conséquence directe du théorème 6.1 et du lemme sui-
vant.
Lemme 6.4 Considérons un jeu sur un graphe de processus à pile G équipé d’une
condition de gain de la forme ΩintA1¤···¤An¤An+1. Alors
ΩintA1¤···¤An¤An+1 ≡W L(A1 ¤ · · ·¤An ¤An+1)
∼
Preuve. Soit X = ΩintA1¤···¤An¤An+1 et soit Y = L(A1 ¤ · · ·¤An ¤An+1)
∼
Considérons le jeu de Wadge W (X,Y ). Bob possède une stratégie gagnante
consistant à faire en sorte que si u est le mot écrit depuis le début de la partie
par Bob, u" est égal au contenu de la pile dans la dernière conﬁguration écrite par
Alice (l’alphabet sur lequel cette dernière joue est l’ensemble des sommets de G).
Réciproquement, considérons le jeu de Wadge W (Y,X). Une stratégie gagnante
pour Bob est d’écrire une conﬁguration de contenu de pile égale à u", où u est le
mot écrit jusque là par Alice. 2
6.3 Décidabilité
Dans ce qui suit, nous expliquons comment décider le gagnant dans un jeu sur
un graphe ﬁni équipé d’une condition de gain de la forme ΩextA1¤···¤An¤An+1 et dans
un jeu sur un graphe de processus à pile et équipé d’une condition de gain de la
forme ΩintA1¤···¤An¤An+1 . Plus précisément, on établit le résultat suivant.
Théorème 6.3 Pour toute collection d’automates déterministes à pile A1, . . . ,An
et tout automate à pile déterministe muni d’une condition de parité An+1, on a les
deux points suivants :
– soit G un graphe de jeu fini. On peut alors décider, pour tout sommet v
dans G, si Eve possède une stratégie gagnante depuis v dans le jeu G =
(G,ΩextA1¤···¤An¤An+1).
– soit G un graphe de processus à pile. On peut alors décider, pour toute configu-
ration de pile vide (q,⊥) dans G, si Eve possède une stratégie gagnante depuis
(q,⊥) dans le jeu G = (G,ΩintA1¤···¤An¤An+1).
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Théorèmes 6.4 et 6.5
Fig. 6.2 – Preuve du théorème 6.3 lorsque n = 2
La technique pour résoudre de tels jeux est la suivante : on transforme un jeu
sur un graphe ﬁni en un jeu sur un graphe de processus à pile avec une condition
de gain plus simple, c’est-à-dire faisant intervenir un automate de moins (voir le
théorème 6.4). Dans le cas particulier où la condition de départ est de la forme ΩextA1 ,
le jeu obtenu est un jeu sur un graphe de processus à pile muni d’une condition de
parité (voir le théorème 6.5), et l’on sait donc le résoudre (voir le chapitre 5). Enﬁn,
on donne une transformation d’un jeu sur un graphe de processus à pile en un jeu
sur un graphe ﬁni avec une condition de gain faisant intervenir le même nombre
d’automates à pile (voir le théorème 6.6). La ﬁgure 6.2 illustre ce raisonnement
lorsque n = 2.
Les deux prochaines sous-sections sont consacrées à la description et à la preuve
de ces transformations.
6.3.1 D’un graphe fini à un graphe de processus à pile
On considère dans toute ce paragraphe un graphe de jeu ﬁni, noté G˜ = ((V,E),VE,VA),
dans lequel les arcs sont étiquetés par des lettres prises dans un alphabet ﬁni A ou
par le mot vide ε.
On se donne également un entier n ≥ 0 ainsi qu’une collection A1, . . . ,An d’au-
tomates à pile déterministes, et l’on considère un automate à pile déterministe muni
d’une condition de parité An+1. L’automate A1 a pour alphabet d’entrée A. Enﬁn,
on considère une position initiale vin ∈ V dans G˜.
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On souhaite décider si Eve possède une stratégie gagnante depuis vin dans le jeu
G˜ = (G˜,ΩextA1¤···¤An¤An+1). Pour cela, on construit un jeu sur un graphe de processus
à pile, équipé de la condition ΩintA2¤···¤An¤An+1 si n ≥ 1, et équipé d’une condition
de parité si n = 0. Enﬁn, on montre (théorèmes 6.4 et 6.5) qu’il existe une position
dans le nouveau jeu qui est gagnante pour Eve si et seulement si vin est gagnante
dans G˜ = (G˜,ΩextA1¤···¤An¤An+1).
L’idée pour transformer G˜ en un jeu équivalent sur un graphe de processus à pile
est proche de celles utilisées dans le chapitre 4 (en particulier pour les conditions
ω-régulières sur les états) : on code le calcul de A1 sur une partie dans G˜ dans le
graphe produit de G˜ avec A1.
Plus précisément, si l’on note A1 = 〈Q,Γ,A,⊥,qin,δ〉, on déﬁnit le processus à
pile P = 〈Q× V,Γ,⊥,∆〉 où :
– skip((q′,v′)) ∈ ∆((q,v),γ) si et seulement s’il existe une étiquette a ∈ A telle
que (v,a,v′) ∈ E et δ(q,γ,a) = skip(q′), ou si (v,ε,v′) ∈ E et q = q′.
– pop((q′,v′)) ∈ ∆((q,v),γ) si et seulement s’il existe une étiquette a ∈ A telle
que (v,a,v′) ∈ E et δ(q,γ,a) = pop(q′).
– push((q′,v′),γ′) ∈ ∆((q,v),γ) si et seulement s’il existe une étiquette a ∈ A
telle que (v,a,v′) ∈ E et δ(q,γ,a) = push(q′,γ′).
On considère alors la partition de Q× V induite par la partition de V , Q× V =
Q× VE ∪Q× VA, et l’on appelle G le graphe de processus à pile induit par P et la
partition précédente. Intuitivement, G code un calcul à la volée de A1 sur une partie
dans G˜. Concernant l’équivalence entre les jeux, on a le résultat suivant dans le cas
où n ≥ 1
Théorème 6.4 Si n ≥ 1, pour tout sommet vin ∈ V , Eve possède une stratégie
gagnante depuis vin dans G˜ = (G˜,Ω
ext
A1¤···¤An¤An+1
) si et seulement si elle possède




Preuve. Supposons qu’Eve possède une stratégie gagnante ϕ depuis vin dans G˜. On
déﬁnit alors une stratégie Φ dans G depuis ((qin,vin),⊥). Comme le graphe G code
des calculs à la volée de A1 sur des parties dans G˜, la stratégie Φ va reconstruire
une partie dans G˜ (à l’aide d’une fonction notée τ), et va utiliser la valeur de ϕ sur
cette nouvelle partie pour choisir quel coup jouer. La stratégie Φ utilise également
δ pour mettre à jour la pile et la première composante de l’état de contrôle. Une
telle construction est à rapprocher de la notion d’enrichissement déterministe donnée
dans le paragraphe 4.3.2.
Pour simpliﬁer les notations, une partie λ = (v0,e1e2e3 · · · ) dans G˜ sera repré-
sentée par le mot v0a1v1a2v2 · · · où ei = (vi,ai,vi+1), pour tout 1 ≤ i.
Soit Λ une partie partielle dans G commençant en ((qin,vin),⊥), et soit τ l’appli-
cation des parties jouées sur G dans les parties jouées sur G˜, déﬁnie récursivement
comme suit :
– si Λ = ((qin,vin),⊥), alors τ(Λ) = vin.
– si Λ = Λ′ · ((q′,v′),σ′), appelons ((q,v),σ) le dernier sommet de Λ′. On pose
alors τ(Λ) = τ(Λ′) ·a ·v′ pour un certain a ∈ A∪{ε} tel que (v,a,v′) ∈ E et tel
que (q′,σ′) soit le successeur de (q,σ) par a dans A1. Notons que, par déﬁnition
de P , τ(Λ) est toujours déﬁni (mais pas forcément de façon unique).
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Pour toute partie partielle Λ se terminant dans une conﬁguration ((q,v),σ), on
pose Φ(Λ) = ((q′,v′),σ′) où (v,a,v′) = ϕ(τ(Λ)) pour un a ∈ A ∪ {ε} et où (q′,σ′)
désigne le successeur par a de (q,σ) dans A1.
A présent, il est facile de voir que toute partie partielle Λ dans G qui commence
en ((qin,vin),⊥), et dans laquelle Eve respecte Φ, est telle que :
1. τ(Λ) est une partie partielle dans G˜ commençant en vin et dans laquelle Eve
respecte ϕ.
2. le calcul de A1 sur Lab(τ(Λ)) se termine dans la conﬁguration (q,σ), où le
dernier sommet de Λ est de la forme ((q,v),σ) pour un certain v ∈ V .
On conclut qu’Eve remporte toute partie Λ dans G où elle respecte Φ. En eﬀet,
si la partie est ﬁnie, le premier point nous permet de conclure en remarquant que le
joueur qui ne peut bouger est Adam. Dans le cas où Λ est inﬁnie, τ(Λ) est remportée
par Eve. Lorsque A1 lit Lab(τ(Λ)), sa pile explose strictement, et sa limite est dans
L(A2 ¤ · · ·¤An ¤An+1). Dès lors, la pile dans Λ explose strictement, et sa limite
est dans L(A2 ¤ · · ·¤An ¤An+1). On a donc bien que Λ ∈ ΩintA2¤···¤An¤An+1 .
Réciproquement, supposons qu’Eve possède une stratégie gagnante Φ depuis
((qin,vin),⊥) dans le jeu G. A toute partie partielle λ dans G˜ commençant en vin,
on associe de façon récursive un partie dans G, π(λ) comme suit :
– si λ = vin, alors π(λ) = ((qin,vin),⊥).
– si λ = λ′ · av′, notons ((q,v),σ) le dernier sommet de π(λ′). On pose alors
π(λ) = π(λ′) · ((q′,v′),σ′) où (q′,σ′) est le successeur par a de (q,σ) dans A1.
Pour tout partie partielle λ se terminant dans un sommet v, on appelle ((q,v),σ)
la dernière conﬁguration de π(λ), et l’on note ((q′,v′),σ′) = Φ(π(λ)). Il existe alors
toujours un a ∈ A ∪ {ε}, qui n’est pas forcément unique, tel que (q′,σ′) est le
successeur dans A1 par a de (q,σ). Enﬁn, on pose ϕ(λ) = (v,a,v′).
On voit alors facilement que pour toute partie partielle λ dans G˜ débutant en
vin, et dans laquelle Eve respecte sa stratégie ϕ, on a les points suivant :
1. la partie π(Λ) débute en ((qin,vin),⊥) et Eve y respecte Φ.
2. le calcul deA1 sur Lab(λ) se termine dans une conﬁguration (q,σ), où le dernier
de π(λ) est de la forme ((q,v),σ), pour un certain un certain sommet v ∈ V .
On conclut alors facilement qu’Eve remporte toute partie λ dans G˜ où elle res-
pecte ϕ. En eﬀet, si la partie est ﬁnie, le premier point nous permet de conclure
que le joueur qui est bloqué est Adam. Dans le cas où la partie λ est inﬁnie, π(λ)
est remportée par Eve. Dans λ, la pile explose strictement et possède de plus une
limite dans L(A2 ¤ · · · ¤ An ¤ An+1). La pile de A1, lorsqu’il lit Lab(λ), explose
donc strictement et sa limite est dans L(A2 ¤ · · ·¤An ¤An+1). Dès lors, la partie
λ est remportée par Eve pour la condition de gain externe ΩextA1¤···¤An¤An+1 . 2
Pour le cas où n = 0, l’automate A1 est équipé d’une fonction de coloriage
ρ : Q → C et d’une condition de parité. On étend alors ρ en une application
ρ : Q× V → C en posant ρ(q,v) = ρ(q). Enﬁn, on appelle G le jeu de parité sur le
graphe de processus à pile G muni du coloriage induit par ρ. Les mêmes techniques
que celles utilisées pour prouver le théorème 6.4 permettent d’obtenir le résultat
suivant
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Théorème 6.5 Pour tout sommet vin ∈ V , Eve possède une stratégie gagnante
depuis vin dans G˜ = (G˜,Ω
ext
A1
) si et seulement si elle possède une stratégie gagnante
depuis ((qin,vin),⊥) dans le jeu de parité G.
6.3.2 D’un graphe de processus à pile à un graphe fini
On considère maintenant un processus à pile P = 〈Q,Γ,⊥,∆〉 ainsi qu’une parti-
tion QE ∪QA de Q. On appelle G le graphe de jeu associé. On se donne également
un entier n ≥ 0, une collection A1, . . . ,An d’automates à pile déterministes et un
automate à pile déterministe An+1 équipé d’une condition de parité. De plus, A1
possède Γ comme alphabet d’entrée. On considère le jeu G = (G,ΩintA1¤···¤An¤An+1)
ainsi qu’une conﬁguration initiale de pile vide (pin,⊥).
On souhaite maintenant construire un graphe de jeu ﬁni G˜ et munir ce dernier
de la condition externe ΩextA1¤···¤An¤An+1 aﬁn d’avoir l’équivalence suivante : Eve pos-
sède une stratégie gagnante depuis (pin,⊥) dans G si et seulement si elle possède
une stratégie gagnante dans le jeu G˜ = (G˜,ΩextA1¤···¤An¤An+1) depuis une position
particulière.
Comme pour les conditions étudiées dans le chapitre 5, la notion de M/B facto-
risation joue un rôle prépondérant. On a l’analogue de la proposition 5.1 pour les
conditions de la forme ΩintA1¤···¤An¤An+1
Proposition 6.1 Une partie Λ dans G est remportée par Eve si et seulement si Λ
est infinie et :
– il existe une infinité de marches dans la M/B factorisation de Λ.
– le mot infini formé par les sommets de pile dans les premières configuration de
chaque marche de la M/B factorisation de Λ est dans L(A1¤ · · ·¤An−1¤An).
Preuve. La preuve est immédiate : le premier point exprime que la pile explose
strictement, tandis que le second traduit la condition que la limite de pile est dans
L(A1 ¤ · · ·¤An−1 ¤An). 2
On peut alors imaginer à nouveau un jeu informel dans lequel Eve et Adam se
mettent directement d’accord sur la M/B factorisation et ses propriétés. Comme
dans le chapitre 5, on illustre cette réduction par une bande dessinée avant de la
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Tab. 6.1 – Simulation d’une partie
Aﬁn de simuler une partie dans le jeu G depuis une conﬁguration (p,⊥), Eve et
Adam procèdent de la façon suivante. Le joueur à qui appartient la conﬁguration
(p,⊥) peut choisir, a priori, d’empiler, de dépiler, ou de ne pas modiﬁer la pile
(vignettes 1 à 2).
Dans le cas où il ne modiﬁe pas la pile, c’est-à-dire qu’une règle de la forme
skip(q) ∈ ∆(p,⊥) est appliquée, le facteur correspondant n’est autre que la bosse
triviale (p,⊥)(q,⊥).
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Dans le cas où il décide d’empiler (vignette 3), c’est-à-dire d’appliquer une règle
de la forme push(q,α) ∈ ∆(p,⊥), on souhaite décider si (p,⊥)(q,α⊥) sera une marche
ou le préﬁxe d’une bosse. Bien sûr, cela dépend de la manière dont Eve et Adam
vont décider de jouer. Eve donne alors à Adam des informations sur la stratégie
qu’elle va adopter, à savoir un sous-ensemble R ⊆ Q d’états pouvant être atteints
si le α est dépilé (vignette 5). Adam peut alors prolonger la partie en une bosse
(vignette 6), et donc continuer la partie depuis une position, de son choix, (r,⊥)
avec r ∈ R (vignette 7 à 9), ou continuer avec la nouvelle lettre comme sommet de
pile (vignettes 10 avec β comme sommet de pile et S comme ensemble). Dans ce
dernier cas, la partie se prolonge depuis (q,β⊥), si β désigne le nouveau sommet de
pile. On sait également que l’ancien sommet de pile (ici ⊥) sera dans la limite de
pile, et l’on écrit donc cet ancien sommet à la suite (ici au début) de la description de
la limite de pile. Par ailleurs, si β est un jour dépilé, Eve gagne (vignettes 13 et 14)
si l’état de contrôle est dans S (S est l’ensemble annoncé par Eve précédemment) et
sinon c’est Adam (vignettes 15 et 16). Ainsi, la nature de ce second choix est double
du point de vue d’Adam : il peut lui permettre de prouver que l’ensemble S donné
par Eve est trop petit (il existe un état qui n’est pas dans S et qui est obtenu en
dépilant β) ou simplement de simuler une partie où β ne sera jamais dépilé.
Quel que soit le choix d’Adam, les deux joueurs se sont mis d’accord sur le premier
facteur de la M/B factorisation. De plus, dans le cas où il s’agit d’une marche, ils
connaissent une nouvelle lettre de la limite. Dès lors, au cours d’une partie inﬁnie
(vignettes 17 à 20), ils peuvent décider qui est le gagnant, puisque la condition
sur la M/B factorisation demande que la limite soit inﬁnie (inﬁnité de marche) et
appartienne à L(A1 ¤ · · · ¤ An ¤ An+1). Si l’action d’écrire une lettre de la limite
est vue comme le passage dans un arc étiqueté par cette lettre, la nouvelle condition
de gain est alors ΩextA1¤···¤An¤An+1 .
Dans le jeu précédent, les seules informations dont les joueurs aient à se rappeler
sont le sommet de pile de la conﬁguration actuellement simulée, l’état de contrôle
ainsi que l’ensemble des états atteignables en dépilant, qu’Eve a annoncés. On consi-
dère donc le graphe de jeu G˜ représenté dans la ﬁgure 6.3 et dont voici la description :
– les sommets principaux de G˜ sont ceux de la forme (p,γ,R), où p ∈ Q, γ ∈ Γ
et R ⊆ Q. Un sommet (p,γ,R) représente une partie partielle Λ dans G telle
que :
– le dernier sommet de Λ est de la forme (p,γσ) pour un certain σ ∈ Γ∗.
– Eve prétend pouvoir jouer depuis Λ de telle sorte que si γ est un jour
dépilé, l’état de contrôle atteint après avoir dépilé γ est dans R.
Un sommet de la forme (p,γ,R) appartient à Eve si et seulement si p ∈ QE.
– les états tt et ff sont là pour s’assurer que les ensembles R dans les sommets
principaux sont corrects. Le sommet tt appartient à Adam tandis que ff à Eve.
Ces sommets étant des culs-de-sac, une partie qui arrive qui arrive dans tt sera
remportée par Eve, tandis qu’une partie arrivant dans ff sera reportée par
Adam.
Il y a une transition d’un sommet (p,γ,R) vers tt si et seulement s’il existe une
règle de la forme pop(r) ∈ ∆(p,γ) telle que r ∈ R (ce qui traduit le fait que
R est correct par rapport à cette règle). Symétriquement, il y a une transition













Si ∃ pop(r) ∈ ∆(p,γ)
t.q. r ∈ R
Si ∃ pop(r) ∈ ∆(p,γ)
t.q. r /∈ R
∀ skip(p′) ∈ ∆(p,γ)
∀ push(p′,γ′) ∈ ∆(p,γ)
∀R′ ⊆ Q
∀ p′′ ∈ R′
Fig. 6.3 – Structure locale de G˜ pour les conditions ΩintA1¤···¤An¤An+1.
d’un sommet (p,γ,R) vers ff si et seulement s’il existe une règle de la forme
pop(r) ∈ ∆(p,γ) telle que r /∈ R (ce qui traduit le fait que R n’est pas correct
par rapport à cette règle).
– aﬁn de simuler l’application d’une transition skip(p′) ∈ ∆(p,γ), le joueur à qui
appartient (p,γ,R) va en (p′,γ,R).
– aﬁn de simuler l’application d’une transition push(p′,γ′) ∈ ∆(p,γ), le joueur
à qui appartient (p,γ,R) va en (p,γ,R,p′,γ′). Ce dernier appartient à Eve et
celle-ci doit alors choisir un sous-ensemble sous-ensemble R′ de Q décrivant
les états pouvant être est un jour dépilé. Eve va pour cela dans le sommet le
sommet (p,γ,R,p′,γ′,R′).
Ce dernier sommet appartient à Adam. Depuis (p,γ,R,p′,γ′,R′), Adam choisit
de simuler une bosse ou une marche. Dans le premier cas, il va dans un sommet
(p′′,γ,R), pour un état p′′ ∈ R′. Dans le second cas, Adam va dans le sommet
(p′,γ′,R′).
Le graphe de jeu G est Γ-étiqueté sur les arc de la façon suivante : tous les arcs
simulant une marche, c’est-à-dire allant d’un sommet (p,γ,R,p′,γ′,R′) à un sommet
(p′,γ′,R′), sont étiquetés par γ. Les autres arcs n’ont pas d’étiquetage, c’est-à-dire
qu’ils sont étiquetés par le mot vide ε. Il est important de noter qu’il peut donc y
avoir deux arcs allant d’un sommet (p,γ,R,p,γ,R) au sommet (p,γ,R), l’un étiqueté
par γ et l’autre par ε, dans le cas particulier où p ∈ R : le premier correspond à
la simulation d’une marche tandis que le second correspond à la simulation d’une
bosse.
6.3. Décidabilité 157
Dans la suite, pour simpliﬁer les notations, une partie λ = (v0,e1e2e3 · · · ) dans
G˜ sera représentée par le mot v0a1v1a2v2 · · · où ei = (vi,ai,vi+1), pour tout 1 ≤ i.
On a alors le résultat suivant, qui montre la correspondance entre les jeux G et
G˜ = (G˜,ΩextA1¤···¤An¤An+1)
Théorème 6.6 Eve possède une stratégie gagnante depuis une position (pin,⊥) dans
G si et seulement si elle possède une stratégie gagnante depuis (pin,⊥,∅) dans le jeu
G˜.
Comme pour les preuves du chapitre 5, on introduit les concepts de round et
de M/B factorisation dans G˜. Les déﬁnitions sont calquées sur celles du paragraphe
5.2.1.
Une partie dans G˜ visite régulièrement, au plus tous les trois coups, des som-
mets de la forme (p,γ,R). On qualiﬁe de round, la séquence de sommets entre deux
passages dans de telles positions. Un round peut alors être de plusieurs types :
– il est de la forme (p,γ,R)(p′,γ,R) et correspond donc à la simulation d’une
règle de type skip. On parle alors de bosse (triviale).
– il est de la forme (p,γ,R)(p,γ,R,p′,γ′)(p,γ,R,p′,γ′,R′)(p′′,γ,R) et correspond
donc à la simulation d’une règle empilant un γ′ suivie d’une série de coups
se terminant par le dépilement du γ′. On le qualiﬁe alors de bosse.
– il est de la forme (p,γ,R)(p,γ,R,p′,γ′)(p,γ,R,p′,γ′,R′)(p′,γ′,R′) et correspond
donc à la simulation d’une règle d’empilement d’un γ′ qui ne sera pas dépilé.
On le qualiﬁe alors de marche.
Pour une partie λ = v0v1v2 · · · dans G˜, on considère le sous-ensemble d’indices
correspondant à des sommets de la forme (p,γ,R). Plus précisément :
Stepsλ = {n ∈ N | vn = (p,γ,R), p ∈ Q, γ ∈ Γ, R ⊆ Q}
L’ensemble Stepsλ induit une factorisation naturelle d’un partie λ en bosses et en
marches.
Définition 6.3 (M/B factorisation) Etant donnée une partie, partielle ou non,
λ = v0v1v2 · · · , on appelle Marche/Bosse factorisation de λ ou plus simplement
M/B factorisation, la suite, finie or infinie, (λi)i≥0 de rounds de λ définis de la
façon suivante. Soit Stepsλ = {n0 < n1 < n2 < · · · }, on pose alors, pour tout
0 ≤ i < |Stepsλ|, λi = vni · · · vni+1.
Ainsi, pour tout i ≥ 0, le premier sommet de λi+1 est le dernier sommet de λi.
De plus λ = λ1 ⊙ λ2 ⊙ λ3 ⊙ · · · , où λi ⊙ λi+1 désigne la concaténation de λi et de
λi+1 privé de son premier sommet.
Aﬁn de prouver les deux implications du théorème 6.6, on construira à partir
d’une stratégie gagnante pour Eve dans l’un des deux jeux une stratégie dans le
second jeu. Cette stratégie utilise une mémoire qui code une partie dans le premier
jeu, où Eve respecte sa stratégie gagnante, et qui est donc une partie gagnante.
L’argument principal pour prouver que la nouvelle stratégie est gagnante consiste
essentiellement à montrer une correspondance entre les M/B factorisations des deux
parties, et conclure en utilisant le fait que la première partie est gagnante.
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Implication directe
Supposons que la conﬁguration (pin,⊥) soit gagnante dans le jeu G et considérons
une stratégie Φ gagnante pour Eve dans G depuis (pin,⊥).
On déﬁnit, à partir de Φ, une stratégie ϕ pour Eve dans G˜ depuis (pin,⊥,∅). La
stratégie utilise une mémoire qui contient une partie partielle dans G, c’est-à-dire un
élément de V ∗, et son contenu sera noté Λ. Au départ, Λ est réduit à la conﬁguration
(pin,⊥). On commence par décrire ϕ, puis on explique comment Λ est mis à jour.
La stratégie ϕ ainsi que la mise à jour de Λ, sont décrites pour un round.
Choix du coup : On suppose donc que l’on est dans une conﬁguration de la
forme (p,γ,R) avec p ∈ QE. Le coup donné par ϕ dépend alors de Φ(Λ) :
– si Φ(Λ) = pop(r), alors Eve va dans tt (la proposition 6.2 montrera que ce coup
est toujours possible).
– si Φ(Λ) = skip(p′), alors Eve va dans (p′,γ,R).
– si Φ(Λ) = push(p′,γ′), alors Eve va dans (p,γ,R,p′,γ′).
Dans ce dernier cas (ou lorsque p ∈ QA et qu’Adam est allé en (p,γ,R,p′,γ′)),
nous devons également expliquer comment Eve joue depuis (p,γ,R,p′,γ′). Elle doit
choisir un sous-ensemble R′ ⊆ Q qui décrit les états atteignables si γ′ est dépilé. Aﬁn
de déﬁnir R′, Eve considère l’ensemble des parties possibles dans G, qui commencent
par Λ · (p′,γ′γσ), si (p,γσ) désigne le dernier sommet de Λ, et dans lesquelles elle
respecte sa stratégie Φ. Pour chacune de ces parties, Eve regarde si une conﬁguration
de la forme (p′′,γσ) apparaît après Λ · (p′,γ′γσ), c’est-à-dire si γ′ est un jour dépilé.
Si tel est le cas, Eve considère la première conﬁguration (p′′,γσ) de cette forme
qui apparaît après Λ · (p′,γ′γσ). Le sous-ensemble R′ est exactement l’ensemble des
p′′ ∈ Q tel que l’on ait la propriété précédente.
Mise à jour de Λ : La mise à jour de Λ est eﬀectuée à chaque fois que l’on
arrive dans un sommet de la forme (p,γ,R). On a alors trois cas, selon la nature du
dernier round :
– le round est une bosse triviale, et l’on vient donc de simuler une action skip(p′).
Si l’on appelle (p,γσ) le dernier sommet de Λ, on augmente Λ du sommet
(p′,γσ).
– le round est une bosse, et l’on vient donc de simuler une bosse commençant par
une action push(p′,γ′) et se terminant dans un état p′′. Si l’on appelle (p,γσ)
le dernier sommet de Λ, on met à jour Λ en y ajoutant (p′,γ′γσ) suivi d’une
série de coups, où Eve respecte Φ, et qui conduisent à dépiler γ′ puis à arriver
dans (p′′,γσ).
– le round est une marche et l’on vient donc de simuler une action push(p′,γ′).
Si l’on appelle (p,γσ) le dernier sommet de Λ, on augmente Λ du sommet
(p′,γ′γσ).
Dès lors, à toute partie partielle λ dans G˜, où Eve respecte sa stratégie ϕ, est
associée une partie partielle Λ dans G. Une récurrence immédiate permet de prouver
que Λ est une partie dans laquelle Eve respecte Φ. Le même raisonnement peut être
mené lorsque λ est une partie inﬁnie et la partie Λ associée est alors inﬁnie et
commence en (pin,⊥). Lors de celle-ci, Eve respecte sa stratégie gagnante Φ. En
particulier, la pile explose strictement et sa limite est dans L(A1 ¤ · · ·¤An−1 ¤An).
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La proposition suivante découle directement de la déﬁnition de ϕ
Proposition 6.2 Soit λ une partie partielle dans G˜ commençant en (pin,⊥,∅), se
terminant dans un sommet (p,γ,R), et où Eve respecte ϕ. Soit Λ la partie associée
à λ construite par ϕ. On a alors les points suivants :
– Λ se termine dans un sommet de la forme (p,γσ) pour un certain σ ∈ Γ∗.
– si la partie Λ est prolongée en une partie où Eve respecte Φ, alors si γ est un
jour dépilé, la configuration (r,σ) alors atteinte est telle que r ∈ R.
La proposition 6.2 implique en particulier que λ n’atteint jamais le sommet ff .
En eﬀet, un tel coup ne peut être joué que par Adam et fait suite à la simulation
d’une règle de dépilement, ce qui contredit la proposition précédente. Dès lors, les
parties ﬁnies dans λ sont remportées par Eve.
Le cas des parties ﬁnies étant réglé, considérons une partie inﬁnie λ = λ1λ2 · · ·
dans G˜, commençant en (pin,⊥,∅) et dans laquelle Eve respecte ϕ. Considérons la
partie inﬁnie Λ = Λ1Λ2 · · · , construite par ϕ lors de la partie λ. La partie Λ est
remportée par Eve puisque celle-ci y respecte sa stratégie gagnante ϕ. Par ailleurs,
on a sans diﬃculté le résultat suivant.
Lemme 6.5 Notons StepsΛ = {n0 < n1 < n2 < · · · } et Stepsλ = {m0 < m1 <
m2 < · · · }. Pour tout indice i ≥ 0, on a :
– Λni = (p,γσ) pour un état p ∈ Q, γ ∈ Γ et σ ∈ Γ
∗ si et seulement si λmi =
(p,γ,R) pour un sous-ensemble R ⊆ Q.
– |Λni| = |Λni+1 | si et seulement si dans le facteur λmi · · ·λmi+1 de λ, tous les
arcs sont étiquetés par le mot vide ε.
– |Λni| + 1 = |Λni+1| si et seulement si dans le facteur λmi · · ·λmi+1 de λ, tous
les arcs sont étiquetés par ε, sauf un qui est étiqueté par γ, où γ est tel que
Λni = (p,γσ) pour un état p ∈ Q, et un contenu de pile σ ∈ Γ
∗.
Maintenant, comme Λ est une partie inﬁnie commençant en (pin,⊥), et dans
laquelle Eve respecte sa stratégie gagnante Φ, la pile de P explose strictement et
de plus StLim(Λ) ∈ L(A1 ¤ · · · ¤An ¤An+1). Le lemme 6.5 nous permet alors de
conclure que Lab(λ) = StLim(Λ) et donc, Lab(λ) ∈ L(A1 ¤ · · · ¤ An ¤ An+1) =
ΩextA1¤···¤An¤An+1 , ce qui signiﬁe que λ est remportée par Eve.
Implication réciproque
On suppose maintenant qu’Eve possède une stratégie gagnante ϕ dans G˜ depuis
(pin,⊥,∅). A partir de ϕ, on construit une stratégie Φ dans G depuis (pin,⊥).
A la diﬀérence de la preuve donnée pour le théorème 5.1 pour les conditions de
parité, la stratégie ϕ ne peut plus être choisie positionnelle et du coup, Φ est un
peu plus compliquée. La stratégie Φ est à nouveau une stratégie à pile, mais, à la
diﬀérence du cas des conditions de parité, celle-ci stocke dans sa pile de stratégie Π
non seulement les sommets principaux d’une partie dans G˜ (c’est-à-dire une version
compacte de la partie), mais la description complète d’une partie (dans la termino-
logie utilisée dans la preuve du théorème 5.1, on stocke directement l’image par µ
de la pile compactée).
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On rappelle qu’une partie dans G˜, c’est-à-dire un chemin dans G˜, est vu comme
une suite de sommets dans laquelle on intercale des étiquette prise dans l’alphabet
Γ. Par exemple, au lieu d’écrire v(v,γ,v′)(v′,ε,v′′), on écrit vγv′v′′ pour représenter
le chemin commençant en v, allant de v à v′ en empruntant un arc étiqueté par γ
et enﬁn, allant de v′ à v′′ par un arc non étiqueté (c’est-à-dire d’étiquette ε).
Ainsi, l’alphabet de pile Π est l’union des sommets de G˜ avec Γ. Dans la suite,
top(Π) sera le sommet de la pile de stratégie Π. Par StCont(Π), nous désignons le
mot obtenu en lisant la pile de stratégie Π de bas en haut (en omettant le symbole
de fond de pile). Dans une partie où Eve respecte Φ, StCont(Π) sera une partie dans
G˜ commençant en (pin,⊥,∅), où Eve respecte sa stratégie gagnante ϕ. De plus, lors
d’une partie Λ où Eve respecte Φ, nous aurons à tout moment que top(Π) = (p,γ,R)
et Lab(StCont(Π))) = σ si et seulement si la position courante dans Λ est (p,γσ).
Enﬁn, si Eve respecte Φ, et si γ est un jour dépilé, la conﬁguration alors atteinte
sera de la forme (r,σ) avec r ∈ R.
Aﬁn de décrire Φ, on suppose que l’on se trouve dans une conﬁguration (p,γσ),
et que top(Π) = (p,γ,R). Dans un premier temps, nous décrivons comment Eve joue
si p ∈ QE, et nous expliquons ensuite comment la pile de stratégie est mise à jour.
– Choix du coup : Supposons que p ∈ QE et donc qu’Eve doive jouer depuis
(p,γσ). Pour cela, Eve considère la valeur de ϕ sur StCont(Π).
S’il s’agit d’un coup vers tt, Eve applique une transition pop(r) pour un état
r ∈ R (le lemme 6.6 montrera qu’un tel état r existe).
Si le coup donné par ϕ est d’aller vers un sommet (p′,γ,R), Eve applique la
transition skip(p′).
Si le coup donné par ϕ est d’aller vers un sommet (p,γ,R,p′,γ′), alors Eve
applique la transition push(p′,γ′).
– Mise à jour de Π : Si le coup, joué par Eve ou Adam, a été d’aller de (p,γσ)
vers une conﬁguration (r,σ), Eve met à jour Π de la façon suivante : elle dépile
dans Π jusqu’à trouver une lettre γ′ ∈ Γ, qu’elle dépile également. Enﬁn, elle
empile (r,γ′,R′). Ce cas est illustré par la ﬁgure 6.4.
Si le coup, joué par Eve ou Adam, a consisté à aller de (p,γσ) vers une conﬁ-
guration (p′,γσ), Eve met à jour Π en empilant (p′,γ,R).
Si le coup, joué par Eve ou Adam, a consisté à aller de (p,γσ) vers une conﬁ-
guration (p′,γ′γσ), on pose (p,γ,R,p′,γ′,R′) = ϕ(StCont(Π) · (p,γ,R,p′,γ′)). In-
tuitivement, R′ est l’ensemble des états qu’Eve peut assurer si γ′ est un jour dé-
pilé. Eve met à jour Π en empilant successivement (p,γ,R,p′,γ′), (p,γ,R,p′,γ′,R′),
γ (on décrit une marche donc on passe par un arc étiqueté) et (p′,γ′,R′).
La stratégie Φ ainsi déﬁnie utilise une mémoire inﬁnie, à savoir une pile. Cepen-
dant, Φ est ﬁniment descriptible même si, à la diﬀérence de ce qui se passait dans
le cas des conditions étudiées dans le chapitre 5, la hauteur de la pile de stratégie
Π peut être arbitrairement grande par rapport à celle de la conﬁguration courante
dans le jeu (c’est en fait le cas lorsqu’il y a une inﬁnité de bosse).
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Lemme 6.6 Soit Λ une partie partielle dans G, où Eve respecte Φ, commençant en
(pin,⊥) et se terminant dans une configuration (p,γσ). On a alors les faits suivants :
1. top(Π) = (p,γ,R) pour un sous-ensemble R ⊆ Q.
2. StCont(Π) est une partie partielle dans G˜ commençant en (pin,⊥,∅), se ter-
minant en (p,γ,R) et dans laquelle Eve respecte ϕ.
3. Lab(StCont(Π)) = σ.
4. si Λ est étendue par une transition dépilant le sommet de pile γ, la configura-
tion atteinte, (r,σ), est telle que r ∈ R.
Preuve. La preuve est faite par récurrence sur Λ. On commence par montrer que
le dernier point est une conséquence du deuxième. Supposons donc que la transition
après (p,γσ) soit pop(r) ∈ ∆(p,γ). Il y a donc un arc dans G˜ de (p,γ,R) vers tt ou
ff , selon que l’on a r ∈ R ou r /∈ R. Si p ∈ QE, par déﬁnition de Φ, la transition
est vers tt et l’on a donc r ∈ R. Si p ∈ QA, alors si l’on avait r /∈ R, la partie
StCont(Π) pourrait être prolongée en une partie se terminant en ff . Or, ceci n’est
pas possible, car d’après le second point, il s’agit d’une partie où Eve respecte sa
stratégie gagnante ϕ.
Supposons maintenant que le résultat est établi pour une partie Λ, et considérons
une extension Λ′ de Λ. On a deux cas, selon la nature de la transition étendant Λ
en Λ′ :
– Λ′ est obtenu en jouant une règle de type skip ou de type push. Dans ce cas,
le résultat est trivial.
– Λ′ est obtenu en jouant une règle de type pop. Appelons (p,γσ) la dernière
conﬁguration de Λ, et soit R la dernière composante de top(Π) dans (p,γσ).
Par hypothèse de récurrence, on a Λ′ = Λ · (r,σ) avec r ∈ R. De la manière
dont Π est mise à jour, on déduit facilement que la nouvelle pile de stratégie
Π a la propriété voulue (on se référera pour cela à la ﬁgure 6.4).
2
On peut alors conclure. Considérons une partie inﬁnie Λ dans G, commençant
en (pin,⊥), et où Eve respecte Φ. La pile dans Λ explose strictement car sinon,
on construit aisément une partie, limite des StCont(Π) (comme dans les preuves du
chapitre 5), dans G˜, commençant en (pin,⊥,∅), où Eve respecte sa stratégie gagnante
ϕ, et où l’on ne visite qu’un nombre ﬁni d’arcs étiquetés par un mot non vide. On
a alors une contradiction avec le fait que ϕ est une stratégie gagnante pour Eve.
Dès lors, la pile explosant strictement, il est facile de voir que sa limite est égale à
l’étiquetage d’une partie dans G˜, commençant en (pin,⊥,∅), et où Eve respecte sa
stratégie gagnante ϕ. Une telle limite appartient donc bien à L(A1¤· · ·¤An−1¤An),
ce qui achève la preuve.
Le cas particulier de la condition d’explosion stricte
Nous nous intéressons à nouveau à la condition d’explosion stricte, et nous mon-
trons comment les résultats établis dans le paragraphe 5.3 peuvent être vus comme








Si ∃ pop(r) ∈ ∆(p,γ)
t.q. r ∈ R
Si ∃ pop(r) ∈ ∆(p,γ)
t.q. r /∈ R
∀ skip(p′) ∈ ∆(p,γ)
∀ push(p′,γ′) ∈ ∆(p,γ)
∀R′ ⊆ Q
∀ p′′ ∈ R′
Fig. 6.5 – Structure locale de G˜ pour la condition d’explosion stricte.
La condition d’explosion stricte est la condition interne ΩintA pour tout automate
déterministe A reconnaissant le langage ω-régulier Γω (où Γ désigne l’alphabet de
pile sous-jacent au graphe de jeu). Dès lors, on déduit facilement du théorème la
décidabilité des jeux équipés d’une condition d’explosion stricte.
Précisons la construction aﬁn d’établir la complexité du problème de décision
associé. On considère donc un processus à pile P = 〈Q,Γ,⊥,∆〉 muni d’une partition
QE ∪ QA de son ensemble d’états de contrôle Q. On désigne par G le graphe de
jeu associé, et par G le jeu d’explosion stricte sur G. Le jeu équivalent, joué sur
un graphe ﬁni comme décrit dans la réciproque du théorème 6.6, est équipé de la
condition de gain ΩextA . Dès lors, ce jeu peut être vu comme un jeu de Büchi, car Eve
gagne une partie si et seulement si elle visite une inﬁnité d’arcs étiquetés par un mot
non vide. Le graphe G˜ est donné dans la ﬁgure 6.5 (les arcs ﬁnaux sont marqués par
le symbole ⋆), et si l’on souhaite le transformer en un graphe de jeu équipé d’une
condition de Büchi sur les sommets et non pas sur les arcs, on retrouve le graphe de
jeu de la ﬁgure 5.8.
Du théorème 6.6, on déduit le corollaire suivant.
Corollaire 6.2 Eve possède une stratégie gagnante dans le jeu d’explosion stricte
G depuis (pin,⊥) si et seulement si elle possède une stratégie gagnante dans le jeu
de Büchi G˜ depuis (pin,⊥,∅).
Concernant la complexité, comme G est un jeu de Büchi joué sur un graphe de
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taille exponentielle, on obtient le corollaire suivant.
Corollaire 6.3 On peut décider le gagnant dans un jeu sur un graphe de processus
à pile équipé d’une condition d’explosion stricte en Dexptime.
6.4 Complexité
Le théorème 6.3 donnait la décidabilité pour un jeu sur un graphe ﬁni muni d’une
condition de la forme ΩextA1¤···¤An¤An+1 , et pour un jeu sur un graphe de processus
à pile muni d’une condition de la forme ΩintA1¤···¤An¤An+1 . Pour ce faire, on utilisait
deux réductions : la première, des jeux sur un graphe ﬁni vers les jeux sur un graphe
de processus à pile, et la seconde, des jeux sur un graphe de processus à pile vers
les jeux sur un graphe ﬁni. La première transformation est polynomiale, alors que la
seconde est exponentielle. A la ﬁn, on doit résoudre un jeu de parité sur un graphe
de processus à pile, ce qui demande un temps exponentiel. On en déduit facilement
l’analyse de l’algorithme résultant du théorème 6.3
Théorème 6.7 Pour tout k ≥ 0, décider le gagnant dans un jeu sur un graphe fini
muni d’une condition de gain externe de la forme ΩextA1¤···¤Ak¤Ak+1, est un problème
(k + 1)-Dexptime.
Pour tout k ≥ 0, décider le gagnant dans un jeu sur un graphe de processus à pile
muni d’une condition de gain interne de la forme ΩintA1¤···¤Ak¤Ak+1, est un problème
(k + 2)-Dexptime.
Concernant les bornes inférieures, on a le résultat suivant pour les jeux sur des
graphes ﬁnis.
Théorème 6.8 Pour tout k ≥ 0, décider le gagnant dans un jeu sur un graphe fini
muni d’une condition de gain externe de la forme ΩextA1¤···¤Ak¤Ak+1 est un problème
(k + 1)-Dexptime dur.
Compte tenu que, pour tout k ≥ 0, décider le gagnant dans un jeu sur un graphe
ﬁni muni d’une condition de la forme ΩextA1¤...¤Ak+1¤Ak+2 se réduit polynomialement
à décider le gagnant dans un jeu sur un graphe de processus à pile muni d’une
condition de la forme ΩintA1¤···¤Ak¤Ak+1 , on a le corollaire suivant du théorème 6.8
Corollaire 6.4 Pour tout k ≥ 0, décider le gagnant dans un jeu sur un graphe de
processus à pile muni d’une condition de gain interne de la forme ΩintA1¤···¤Ak¤Ak+1,
est un problème (k + 2)-Dexptime dur.
Les théorèmes 6.7 et 6.8 et le corollaire 6.4 impliquent le corollaire suivant.
Corollaire 6.5 Décider le gagnant dans un jeu sur un graphe fini muni d’une condi-
tion de gain interne de la forme ΩextA1¤···¤Ak¤Ak+1 est un problème non élémentaire
qui est Elementary-dur.
Décider le gagnant dans un jeu sur un graphe de processus à pile muni d’une
condition de gain interne de la forme ΩintA1¤···¤Ak¤Ak+1 est un problème non élémen-
taire qui est Elementary-dur.
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6.4.1 Preuve du théorème 6.8
La preuve commence par le cas particulier k = 0, dont le traitement est diﬀérent
des autres cas. Comme la preuve du théorème 6.8 est très technique, nous traitons
à part le cas k = 1. En eﬀet, ce cas est un peu plus simple que le cas général qui
peut être alors vu comme une généralisation de ce dernier.
La preuve repose sur une simulation d’une machine de Turing utilisant un espace
tow(k,N) pour un entier N polynomial dans la taille de l’entrée. Une telle machine
de Turing est équivalente à une machine de Turing déterministe utilisant un temps
tow(k + 1,N) [25, 48, 24].
Dans toutes les preuves, l’automate à pile déterministe Ak+1 ne sera pas équipé
d’une condition de parité, mais d’une condition plus faible, à savoir une condition
d’accessibilité.
Le cas particulier où k = 0
Dans [83, 84], I. Walukiewicz montre que décider le gagnant dans un jeu d’ac-
cessibilité sur un graphe de processus à pile est Dexptime-dur. Pour cela, il simule,
par un jeu d’accessibilité sur un graphe de processus à pile, une machine de Turing
alternante d’espace linéaire. Le jeu se déroule de la façon suivante : Eve empile des
symboles décrivant des conﬁgurations de la machine de Turing que l’on souhaite
simuler. Après chaque description d’une conﬁguration, selon que l’état de contrôle
dans celle-ci est existentiel ou universel, Eve ou Adam choisit une transition de la
machine de Turing. Ensuite, Eve empile la description de la nouvelle conﬁguration
de la machine de Turing. La simulation se termine si Eve décrit un jour une conﬁgu-
ration ﬁnale, et dans ce cas, elle remporte la partie. Aﬁn de forcer Eve à décrire un
calcul valide de la machine de Turing, Adam peut, après chaque description d’une
conﬁguration, vériﬁer la validité de celle-ci relativement à la conﬁguration précédente
et à la dernière transition de la machine de Turing simulée. Pour cela, il choisit une
case à vériﬁer (il y en a un nombre linéaire), et dépile pour vériﬁer la validité de
cette dernière. Si la case était correcte, Eve remporte la partie, sinon c’est Adam
qui gagne.
Ainsi, dans cette simulation, la pile n’est véritablement utilisée que pour stocker
de l’information (ce qui est fait en empilant des symboles). On ne dépile que pour
vériﬁer la validité d’une conﬁguration et alors la partie se termine. Il n’est pas
diﬃcile de voir que l’on peut faire une réduction similaire en utilisant un jeu, sur
un graphe ﬁni, équipé d’une condition de la forme ΩA1 . Pour cela, on considère
un graphe de jeu (schématisé dans la ﬁgure 6.6) formé d’une composante faite de
sommets appartenant à Eve, et desquels partent des transitions étiquetées par les
symboles permettant de décrire des conﬁgurations de la machine de Turing. Eve
peut sortir de cette composante (lorsqu’elle a ﬁni de décrire une conﬁguration),
et selon la nature de la dernière (existentielle ou universelle), on arrive dans un
sommet, sommet, appartenant à Eve ou à Adam, dans lequel est codé l’état de
contrôle et la case sous la tête de lecture de la dernière conﬁguration de la machine
de Turing. De là, le joueur sommet Check, appartenant à Adam, via un arc étiqueté
par une transition de la machine de Turing (on note ∆M la relation de transition
de la machine). Depuis aller dans un sommet Contest dans lequel la partie boucle








m ∈ ∆M (p,a)
m ∈ ∆M (q,a)
Contest
0 ≤ i ≤ N
#
ε
Fig. 6.6 – Graphe de jeu pour k = 0
la partie boucle inﬁniment, via un arc étiqueté par un entier i (borné par la taille
N des conﬁgurations de la machine de Turing), indiquant ainsi qu’il pense qu’il y a
une erreur dans la description de la i-ème case de la dernière conﬁguration, sinon,
il revient dans la composante où Eve décrit les conﬁgurations.
L’automate A1 vériﬁe que la première conﬁguration décrite par Eve est bien
la conﬁguration initiale. Il accepte s’il voit une conﬁguration ﬁnale. Enﬁn, s’il lit
un entier i, il dépile aﬁn de vériﬁer la validité du i-ème symbole de la dernière
conﬁguration décrite par Eve. En cas d’erreur de la part de cette dernière, il boucle
dans un état non ﬁnal, sinon il accepte.
Le caractère polynomial de la réduction provient du fait que la machine de Turing
simulée est d’espace linéaire. La validité de la réduction ne pose pas de problème
particulier.
Le cas particulier où k = 1
On se concentre maintenant sur le cas où k = 1. On souhaite donc simuler
une machine de Turing alternante M , utilisant un espace de taille 2N , où N est
polynomial dans la taille de M . La simulation est faite par un jeu sur un graphe
ﬁni équipé d’une condition de la forme ΩextA1¤A2 . Plus précisément, Eve possède une
stratégie gagnante depuis un sommet initial dans le jeu si et seulement si M accepte
depuis son état initial i la conﬁguration réduite à des symboles blancs.
On pourrait prendre la même simulation que précédemment. Cependant, lorsque
depuis le sommet Check, Adam voudrait contester le contenu d’une case, deux
problèmes se posent. Adam doit indiquer l’indice de la case, qui peut alors être
exponentiel. L’automate vériﬁant la contestation peut avoir à dépiler un nombre
exponentiel de symboles et ne peut, s’il est de taille polynomiale, compter un tel
nombre de symboles.
La solution passe par un codage en binaire des indices des cases de la machine.
On adopte donc la représentation suivante d’une conﬁguration a0a1 · · · a2N−1 de M :
(#a0a1)(n0,n˜0)
2N (a0a1a2)(n1,n˜1)
2N . . . (a2N−2a2N−1#)(n2N−1,n˜2N−1)
2N
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où ni est la représentation en binaire de i sur N bits avec le bit de poids fort à gauche
et n˜i est donc la représentation de i sur N bits avec le bit de poids fort à droite. Par
exemple, si N = 4, n10 = 1010 et n˜10 = 0101. Le couple (ni,n˜i) représente la suite de










i ) où n
j
i est le bit d’indice j de ni lu de
gauche à droite. Par exemple, (n10,n˜10) = (1,0)(0,1)(1,0)(0,1). On rappelle que, pour
un mot u, u2
N
est le mot obtenu en itérant 2N fois u. Par exemple, u4 = u · u · u · u.
La suite (ni,n˜i) est appelée un compteur. La valeur d’un compteur est itérée 2N
fois aﬁn de permettre une recherche brutale d’une position lors d’une contestation
d’Adam, où l’on va dépiler à la recherche d’un compteur. Pour cela, on testera tous
les compteurs stockés dans la pile avec le compteur itéré. Le fait que le compteur soit
itéré 2N fois permet de tester son égalité avec toutes les valeurs possibles (qui sont
au nombre de 2N). En fait, comme k = 1, on pourrait ne pas itérer les compteurs,
mais la généralisation pour k > 1 ne serait plus aussi naturelle.
On ne décrit pas de façon formelle le graphe de jeu, mais on se contente de
décrire le déroulement d’une partie. L’existence d’un graphe de jeu de taille poly-
nomiale permettant d’obtenir de telle partie ne pose pas de problème, même si une
description précise serait extrêmement technique. Une partie se déroule de la façon
suivante : Eve décrit la conﬁguration initiale, c’est-à-dire l’état initial suivi de 2N−1
symboles blancs. Ensuite, selon que l’état de la conﬁguration décrite est existentiel
ou universel, Eve ou Adam, choisit une transition valide de M depuis cette conﬁgu-
ration. Eve décrit ensuite la conﬁguration successeur et ainsi de suite. Si on atteint
un jour une conﬁguration ﬁnale, la partie va dans un sommet spécial, où elle boucle
via un arc étiqueté par un symbole spécial, ♥.
Aﬁn de forcer Eve à donner une description correcte des conﬁgurations, il y a
cinq symboles !c,!˜c,!v,!˜v (c signiﬁe copie et v valeur), et ?. Adam peut les écrire pour
contester la validité de la dernière lettre écrite par Eve. Ils peuvent être utilisés dans
les cas suivants :
– la j-ème paire de bit d’un compteur (ni,n˜i) est contestée. S’il s’agit de la
première copie du compteur, l’erreur concerne la non-égalité de la valeur du
compteur par rapport à celle du compteur précédent augmenté de 1. Dans ce
cas, Adam écrit !v (si l’erreur concerne ni) ou !˜v (si l’erreur concerne n˜i) juste
après la paire incriminée.
S’il s’agit d’une des itérations, Adam écrit !c (si l’erreur concerne ni) ou !˜c (si
l’erreur concerne n˜i) juste après la paire incriminée.
– la valeur d’un triplet (ai−1aiai+1) est contestée. Dans ce cas, Adam écrit ? juste
après le triplet incriminé.
Une fois qu’une contestation !c, !˜c, !v ou !˜v est eﬀectuée, la partie boucle sur un
sommets spécial via un arc étiqueté par un symbole spécial, ♠. Dans le cas d’une
contestation ?, l’itération du prochain compteur est écrite (et peut être contestée),
et la partie boucle ensuite sur le sommet précédent via l’arc étiqueté par ♠.
L’alternance des coups entre les joueurs (permettant à Adam de contester), la
mémoire pour stocker l’état et la lettre sous la tête de lecture de la dernière conﬁ-
guration, l’existence d’une conﬁguration ﬁnale, sont codés dans le graphe de jeu. Il
en va de même pour obliger Eve à changer de composante une fois la conﬁguration
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écrite, pour la forcer à commencer par décrire la conﬁguration initiale ou pour l’obli-
ger à écrire (n0,n˜0) comme premier compteur. De même, Eve doit écrire un triplet
de la forme (ai,ai+1,ai+2) si le dernier triplet de lettres était (ai−1,ai,ai+1). On peut
se convaincre assez facilement que toutes ces contraintes peuvent se coder dans un
graphe de jeu de taille polynomiale en la taille de la machine de Turing M .
Evoquons maintenant comment la validité d’une contestation est décidée. Pour
une contestation concernant un compteur, il faut regarder la valeur du compteur
précédent et la confronter à la valeur contestée. Pour ce qui est d’une contestation
? concernant un triplet de lettres, on doit retrouver le triplet correspondant dans la
conﬁguration précédente, ainsi que la dernière transition de la machine. Ensuite la
vériﬁcation est simple. Aﬁn de retrouver le triplet de même indice dans la conﬁgura-
tion précédente, on utilise les compteurs (les deux triplets ont le même compteur).
C’est pour cette raison que, suite à une contestation de la forme ?, on écrit le comp-
teur associé avant de boucler. C’est aussi pour cette raison que l’on doit être certain
de la validité des compteurs avant de vériﬁer la validité des triplets. Dès lors, dans la
condition de gain ΩextA1¤A2 , A1 va servir à vériﬁer la validité des compteurs et ensuite
A2 vériﬁe la validité des triplets.
L’automate A1 copie le mot qu’il lit dans sa pile. S’il trouve une contestation
!v ou !˜v, il détermine l’indice j du bit incriminé (qui est borné par N). Pour cela,
il dépile et compte le nombre de symboles dépilés avant de trouver un triplet de
lettres. Ce nombre est égal à j. Ensuite, si la contestation est !v, il dépile les j paires
suivantes et considère leur seconde composante pour calculer la valeur du j-ème bit
du compteur obtenu en rajoutant 1 au compteur décrit dans la pile. Il détermine
alors si la contestation était valide ou non. La ﬁgure 6.4.1 illustre ce cas ainsi que
le suivant. Si la contestation est !˜v, il dépile les (N − j − 1) paires suivantes, et
ensuite considère les premières composantes des j paires suivantes pour déterminer
si la contestation était valide ou non. Une fois la validité de la contestation établie,
A1 ignore le reste du mot, et empile inﬁniment le symbole ♠ si la contestation était
valide (Adam avait raison), et le symbole ♥ sinon (Eve avait raison).
Si la contestation est !c ou !˜c, il suﬃt de dépiler les N dernières paires de bit
de la pile, de comparer le nouveau sommet avec la paire contestée, et de tester
alors l’égalité. La ﬁgure 6.4.1 illustre ce cas. Comme précédemment, une fois la
contestation testée, A1 empile inﬁniment le symbole ♠ si elle était valide, et le
symbole ♥ sinon.
L’automate A2 copie le mot qu’il lit en entrée dans sa pile. Il va dans un état
ﬁnal s’il lit le symbole ♥ (et donc accepte), et dans un état bloquant et non ﬁnal, s’il
lit le symbole ♠ (et donc rejette). Remarquons que la pile de A1 explose toujours
strictement et ne peut contenir qu’une contestation ?. On explique maintenant le
comportement de A1 quand lit ?. Le raisonnement est illustré dans la ﬁgure 6.4.1.
L’automate A1 dépile jusqu’à trouver la description d’une transition de la machine
de Turing. Ensuite, il lit la première copie du compteur du mot d’entrée en même
temps que le compteur qui se trouve dans sa pile. Il les compare (il compare la
première composante du premier avec la seconde du second). S’ils sont égaux, on est
sur la bonne case, A2 regarde le triplet suivant dans sa pile et regarde si la transition
était correcte et conclut donc quant à la validité de la contestation. Sinon, il dépile






























N − j Premières composantes
Permettent de calculer n˜j−1k
Secondes composantes
Permettent de calculer nj−1k
Fig. 6.7 – Contenu de la pile de A1 au moment de la lecture de !v

























Fig. 6.8 – Contenu de la pile de A1 au moment de la lecture de !c
et ainsi de suite. La procédure se termine puisque tous les compteurs sont présents
dans la pile et qu’il y a 2N itérations du compteur recherché. L’automate A2 peut
donc décider de la validité de la contestation. Si la contestation était valide (Adam
avait raison), le mot est rejeté, sinon (Eve avait raison), le mot est accepté.
On se convainc que la réduction est polynomiale et qu’Eve possède une stratégie
gagnante si et seulement si l’entrée vide est accepté par M . Une stratégie gagnante
pour Eve consiste alors à décrire un calcul acceptant. Si M rejette, une stratégie
gagnante pour Adam, consiste à décrire un calcul rejetant et à contester si Eve se
trompe dans la description.
Remarque 6.1 Dans les comportements de A1 et A2, on peut objecter que les
automates dépilent parfois alors qu’ils ne lisent pas l’entrée. C’est en particulier le
cas quand ils recherchent un compteur dans la pile. Cependant, on peut modiﬁer
la réduction de telle sorte qu’Adam écrive une lettre assimilée à un blanc, qui sera
lue lorsque les automates dépilent sans lire de lettre. C’est alors à Adam d’écrire
suﬃsamment de blancs.
Le cas général : k ≥ 1
Nous nous intéressons maintenant au cas général. Aﬁn de simuler une machine
de Turing alternante utilisant un espace tow(k,N) par un jeu sur un graphe ﬁni muni
d’une condition de gain de la forme ΩextA1¤···¤Ak¤Ak+1 , on généralise la construction
pour k = 1.
Pour passer du cas k = 0 au cas k = 1, nous avions dû raﬃner la représentation
des conﬁgurations de la machine de Turing en insérant des compteurs binaires de
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Mot lu par A2 Pile de A2
Fig. 6.9 – Comportement de A2 au moment de la lecture de ?
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tailles linéaires permettant de représenter les indices (exponentiels) des cases de la
machine de Turing. Cette fois, les compteurs ne peuvent plus être linéaires et, si l’on
garde le même codage, ces derniers ne pourrons donc plus être vériﬁés. L’idée natu-
relle est donc d’insérer des compteurs au sein des compteurs pour pouvoir les vériﬁer.
Et récursivement, jusqu’à avoir de petits compteurs, c’est-à-dire des compteurs de
taille linéaire. Ce sont ces compteurs qui seront vériﬁés par le premier automate,
puis le second automate vériﬁera, à l’aide de ces compteurs, les compteurs de taille
exponentielle, puis le troisième vériﬁera les compteurs de taille doublement exponen-
tielle, et ainsi de suite. Enﬁn, une fois les gros compteurs validés, le dernier automate
vériﬁera les triplets de lettres.
Plus formellement, on déﬁnit la notion de h-exp décomposition d’un entier.
Définition 6.4 (h-exp décomposition) La 1-exp décomposition d’un entier 0 ≤
R < tow(1,N) est la suite ((bN−1,b0) . . . (b1,bN−2)(b0,bN−1))
tow(1,N), où bN−1bN−2 . . . b1b0
est la représentation binaire de R avec le bit de poids fort à gauche, et b0b1 . . . bN−2bN−1
est la représentation de R avec le bit de poids fort à droite.
Soit h > 1 et soit R un entier tel que R < tow(h,N). La h-exp décomposition de
R est la suite :[
(b0,btow(h−1,N)−1)α0(b1,btow(h−1,N)−2)α1 · · · (btow(h−1,N)−1,b0)αtow(h−1,N)−1
]tow(h,N)
où l’on a :
– btow(h−1,N)−1 . . . b1b0 est la représentation binaire de R avec le bit de poids fort
à gauche.
– b0 . . . btow(h−1,N)−2btow(h−1,N)−1 est la représentation binaire de R avec le bit de
poids fort à droite.
– αi est la (h− 1)-exp décomposition de i.
Pour des raisons pratiques, nous supposons que les alphabets binaires utilisés dans
les h-exp décompositions sont différents, pour tout niveau h. Les décompositions sont
alors facilement lisibles.
Enfin, on désigne une suite (b0,btow(h−1,N)−1) . . . (btow(h−1,N)−1,b0) comme un comp-
teur de niveau h.
Une conﬁguration a0a1 · · · atow(k,N)−1 de la machine de Turing M sera alors re-
présentée par un mot :
(#a0a1)n0(a0a1a2)n1 . . . (a(tow(k,N)−2)a(tow(k,N)−1)#)ntow(k,N)−1,
où ni est la k-exp décomposition de i. En particulier, pour k = 1, on retrouve
exactement le représentation utilisée dans le paragraphe 6.4.1.
Une partie se déroule alors comme dans les cas précédents : Eve commence par
décrire la conﬁguration initiale, puis, selon que l’état de contrôle dans cette dernière
est existentiel ou universel, Eve ou Adam choisit une transition, puis Eve décrit la
nouvelle conﬁguration, et ainsi de suite. Si à un moment une conﬁguration ﬁnale est
atteinte, la partie boucle via un arc étiqueté par ♥.
Comme précédemment, pour empêcher Eve de tricher, Adam peut contester n’im-
porte quel symbole. Du fait qu’il y a plusieurs niveau de compteurs, les symboles
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v pour tout h = 1 . . . k (c est pour copie et
v pour valeur), et ?. Ils peuvent être joués dans les cas suivants :
– la j-ème paire de bit d’un compteur de niveau h est fausse. S’il s’agit de la
première copie, l’erreur concerne la valeur par rapport au compteur précédent.
Dans ce cas, Adam joue, juste après la paire de bit incriminée, la contestation
!hv , si l’erreur concerne la représentation avec le bit de poids fort à gauche,
et !˜hv sinon. Si l’erreur concerne une valeur suivante, c’est-à-dire que l’erreur
concerne l’itération, Adam joue !hc ou !˜hc , selon la représentation fautive.
– s’il conteste un triplet (ai−1,ai,ai+1), Adam joue ? juste après.
Lorsqu’une contestation sur un compteur de niveau 1 a été jouée, la partie va
dans un sommet où elle boucle via un arc étiqueté par un symbole spécial ♠. Dans
le cas d’une contestation pour un compteur de niveau h > 1, l’itération de la (h−1)-
exp décomposition de l’indice du bit incriminé est écrite, et peut être contestée, et la
partie boucle ensuite via un arc étiqueté par le symbole spécial ♠. Enﬁn, lorsqu’une
contestation ? est jouée, l’itération de la k-exp décomposition de l’indice de la case
incriminée est écrite, et la partie boucle ensuite via un arc étiqueté par le symbole
spécial ♠.
Comme précédemment, les contraintes d’alternance des coups, la mémoire, l’obli-
gation pour Eve de changer de composante une fois la conﬁguration écrite, de com-
mencer par décrire la conﬁguration initiale, et d’écrire (n0,n˜0) comme premier comp-
teur, sont codées dans le graphe de jeu. On peut se convaincre assez facilement que
toutes ces contraintes peuvent se coder dans un graphe de jeu de taille polynomiale.
Comme précédemment, on teste d’abord la validité des compteurs puis celles des
triplets. Pour la validité des compteurs, on commence par celle des compteurs de
niveau 1 (c’est A1 qui s’en charge), puis de niveau 2 (c’est A2 qui s’en charge) et
ainsi de suite. Plus précisément :
– l’automate A1 copie le mot qu’il lit dans sa pile. S’il voit une contestation,
il la vériﬁe comme lorsque k = 1. Plus précisément, il dépile N bits pour les
contestations concernant la copie. Pour celles concernant la valeur, il dépile
pour déterminer l’indice j du bit incriminé et, il analyse ensuite, selon la
représentation contestée, les j premier bits ou les j derniers bits du compteur
précédent. Si la contestation était fondée, c’est-à-dire qu’Adam avait raison,
A1 empile inﬁniment le symbole ♠, sinon il empile inﬁniment le symbole ♥.
– l’automate A2 copie le mot qu’il lit dans sa pile. S’il trouve à un moment un
symbole !2c ou un symbole !˜2c , il doit dépiler dans sa pile aﬁn de retrouver le bit
de même indice dans le compteur de niveau 2 précédent. Pour ce faire, il utilise
le compteur de niveau 1 qui suit le symbole de contestation. Il procède comme
l’automate A2 dans le cas k = 1. Plus précisément, il dépile jusqu’à trouver un
compteur de niveau 1. Il le compare alors à la première itération du compteur
de niveau 1 du mot en entrée. En cas d’égalité, il peut conclure, sinon, il dépile
les itérations du compteur testé jusqu’à trouver un autre compteur de niveau 1.
Il recommence alors le test. Au bout d’un moment, il trouve le bon compteur,
puisqu’il possède suﬃsamment d’itérations pour mener à bien cette recherche
exhaustive.
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Dans le cas d’une contestation !2v ou !˜2v, appelons j l’indice du bit incriminé, qui
est borné par (tow(1,N)−1). Pour tester la validité de la contestation, on doit
calculer la valeur que devrait prendre le bit à partir du compteur précédent.
Si la contestation est !2v, il suﬃt de considérer les seconds éléments des paires
d’indices (tow(1,N)− 1), · · · ,j. Si la contestation est !˜2v, il suﬃt de considérer
les seconds éléments des paires d’indices (tow(1,N) − 1 − j), · · · ,0. Dès lors,
dans ces deux cas, il faut respectivement trouver le bit d’indice j et le bit
d’indice tow(1,N) − 1 − j dans la pile de A2, et faire ensuite une addition
d’un bit à la volée (ce qui est facile). La recherche de l’indice j se fait comme
précédemment. Pour l’indice tow(1,N) − 1 − j, il suﬃt de remarquer que sa
représentation binaire s’obtient à partir de celle de j en changeant tous les
bits valant 0 en 1 et ceux valant 1 en 0. On peut donc le rechercher comme
précédemment en inversant les bits.
Une fois la contestation testée, si elle était fondée, A2 empile inﬁniment le
symbole ♠, sinon il empile inﬁniment le symbole ♥.
Enﬁn, si à un moment A2 lit un symbole ♥ ou ♠, il s’arête et empile inﬁni-
ment le symbole dans sa pile. Ce cas correspond à la détection par A1 d’une
contestation, invalide ou valide, sur un compteur de niveau 1. L’automate A2
ne fait alors que relayer cette information.
– pour 3 ≤ h ≤ k, Ah fonctionne comme A2, sauf qu’il se concentre sur les
contestations de la forme !hc , !˜hc , !
h
v , !˜hv . Une dernière diﬀérence est que Ah ne
copie pas dans sa pile les symboles relatifs à des compteurs de niveau h − 2.
Ces derniers ne servent en eﬀet plus à rien pour tester une contestation, et l’on
peut donc les ignorer.
– Ak+1 copie le mot donné en entrée, sauf qu’il ignore les compteurs de niveau
k + 2. Il va dans l’état ﬁnal s’il lit ♥, et dans un état non ﬁnal et bloquant
s’il lit ♠. Enﬁn, en cas de contestation ?, il fonctionne comme A2 dans le cas
k = 1.
On prouve comme précédemment que l’on obtient bien une réduction polyno-
miale.
6.5 Ensembles de positions gagnantes
Dans ce paragraphe, on s’intéresse aux ensembles de positions gagnantes pour
Eve et Adam dans un jeu sur un graphe de processus à pile muni d’une condition
de la forme ΩintA1¤···¤An¤An+1 .
Pour les conditions de la forme ΩintA1¤···¤An¤An+1 , on ne peut utiliser les résultats
du chapitre 4. En particulier, ces conditions ne sont pas invariantes par translations
verticales, puisque ces dernières modiﬁent la limite de pile.
En fait, on prouve, sans grande surprise, que les ensembles de positions gagnantes
peuvent ne pas être réguliers. Plus précisément :
Proposition 6.3 Soit un alphabet A, et soit un langage algébrique déterministe
L ⊆ A∗. Alors, il existe un automate à pile déterministe de Büchi B, un processus
à pile P = 〈Q,Γ,⊥,∆〉, un état q ∈ Q, et une partition QE ∪ QA de Q, tels que si
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l’on appelle G le graphe de jeu induit par P et la partition précédente, l’ensemble
{σ ∈ Γ∗ | (q,σ) est gagnante pour Eve dans (G,ΩintB )} est le langage algébrique L.
Preuve. Soit # /∈ A un nouveau symbole. On pose Γ = A ∪ {#} et P =
〈{p,q},Γ,⊥,∆〉, où ∆ est déﬁni par : ∆(q,a) = {push(p,#)} pour tout a ∈ A, et
∆(p,#) = {push(p,#)}. En d’autres termes, P est déterministe et empile inﬁniment
le symbole # depuis une conﬁguration initiale de la forme (q,σ). Ainsi, dans une
partie débutant en (q,σ), la pile explose strictement, et a pour limite σ#ω.
L’automate B est choisi de telle sorte à ce que L(B) = L#ω. Il est facile de voir
que B peut être choisi déterministe. Dès lors, une position (q,σ) est gagnante pour
Eve si et seulement si σ#ω ∈ L(B), c’est-à-dire si et seulement si σ ∈ L. 2
Une question naturelle est alors de se demander s’il y a une réciproque à la propo-
sition 6.3, plus précisément, si les ensembles de positions gagnantes, dans un jeu sur
un graphe de processus à pile équipé d’une condition de la forme ΩintA1¤···¤An¤An+1 ,
sont systématiquement des langages déterministe à pile. La question reste ouverte.
6.6 Stratégies gagnantes
6.6.1 Stratégies persistantes
Dans le cas des conditions d’explosion et d’explosion stricte, nous avons vu
qu’Eve possède des stratégies positionnelles. On peut se demander si c’est encore le
cas pour les conditions de la forme ΩintA1¤···¤An¤An+1 . On donne ici un résultat un peu
plus faible, à savoir qu’il existe des stratégies persistantes.
Proposition 6.4 Soit un jeu G sur un graphe de processus à pile équipé d’une
condition de gain de la forme ΩintA1¤···¤An¤An+1. Depuis toute position gagnante, Eve
possède une stratégie persistante.
En fait, on prouve un résultat plus général, qui implique la proposition 6.4
Proposition 6.5 Soit un jeu G sur un graphe non étiqueté muni d’une condition
de gain Ω. Supposons que les deux conditions suivantes sont satisfaites :
1. dans toute partie Λ ∈ Ω, tout sommet n’est visité qu’un nombre fini de fois.
2. l’ensemble Ω est fermé par sous-mots : si Λ′ est un sous-mot d’une partie Λ ∈
Ω, alors Λ′ ∈ Ω.
Alors, depuis toute position gagnante pour Eve, celle-ci possède une stratégie
gagnante assurant que tout sommet est visité au plus une fois dans une partie. En
particulier, une telle stratégie est persistante.
Preuve. Notons G = (G,Ω) et G = ((V,E),VE,VA). Soit v une position gagnante
pour Eve dans G, et soit ϕ une stratégie gagnante pour Eve depuis v. On appelle
Tϕ l’arbre V -étiqueté de stratégie associé à ϕ.
On commence par remarquer que la première condition implique que, pour tout
sommet w ∈ V apparaissant dans Tϕ, il existe un sous-arbre inﬁni de Tϕ, de racine
étiquetée par w et tel que w n’étiquette aucun autre sommet dans ce sous-arbre.
En eﬀet, si tel n’est pas la cas, il existerait un sous-arbre T1 de Tϕ qui contient un
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sommet étiqueté par w. Soit T2 un sous-arbre de T1 de racine étiquetée par w. De
même, T2 possède un sous-arbre T3, de racine étiquetée par w. On construit donc une
suite inﬁnie décroissante d’arbres inﬁnis Tϕ ) T1 ) T2 ) T3 ) · · · de racine étiquetée
par w. L’étiquetage du chemin inﬁni dans Tϕ, partant de la racine et visitant toutes
les racines des sous-arbres Ti, pour i ≥ 1, est une partie Λ dans G où Eve respecte ϕ.
Ainsi Λ ∈ Ω et visite inﬁniment souvent w, ce qui est contradictoire avec la première
condition.
Maintenant, on peut décrire une stratégie gagnante ϕ′ pour Eve ayant les pro-
priétés voulues. La stratégie ϕ′ utilise un arbre inﬁni T comme mémoire. Au départ
T = Tϕ. Depuis une position w ∈ VE, on considère un sous-arbre Tw de T de racine
w et ne contenant pas d’autre occurrence de w. Enﬁn, on considère l’étiquette w′
du ﬁls de la racine de Tw. On pose ϕ′(w,T ) = w′ et la mémoire est mise à jour en
posant T = Tw.
Il est facile de voir qu’une partie où Eve respecte ϕ′ ne passe pas deux fois par un
même sommet. Par ailleurs, une telle partie est un sous-mot de l’étiquetage d’une
branche inﬁnie dans Tϕ, c’est-à-dire que c’est un sous-mot d’un élément de Ω. Dès
lors, la seconde condition nous permet de conclure que la partie est remportée par
Eve. 2
6.6.2 Stratégies effectives
On s’interroge enﬁn, de façon assez informelle, sur la question suivante : les mé-
thodes présentées dans ce chapitre nous permettent-elles de proposer des stratégies
gagnantes eﬀectives pour Eve? Si oui, quel modèle de machines peut les représenter?
Dans les preuves des théorèmes 6.4 et 6.5, nous avons montré comment construire
une stratégie ϕ eﬀective dans un jeu G˜ joué sur un graphe ﬁni muni d’une condition
de la forme ΩextA1¤···¤An¤An+1 à partir d’une stratégie Φ dans un jeu G joué sur un
graphe de processus à pile muni d’une condition de la forme ΩintA2¤···¤An¤An+1 . L’idée
principale était de construire, à partir d’une partie partielle λ dans G˜, une partie
partielle équivalente Λ dans G. Ceci était fait par une application τ , qui code dans
Λ le calcul de A1 sur l’étiquetage de λ. La valeur de Φ(Λ), était donnée par celle de
ϕ(λ). Supposons que la stratégie Φ utilise une pile. Dans ce cas, la stratégie ϕ utilise
également une pile sur un alphabet plus gros (dans lequel on code un calcul de A1).
Par exemple, comme ’on a des stratégies à pile eﬀectives pour les jeux de parité sur
un graphe de processus à pile, il en est de même pour les jeux sur des graphes ﬁnis
muni d’une condition de la forme ΩextA1 .
Considérons maintenant la transformation inverse, d’un jeu G sur un graphe de
processus à pile vers un jeu G˜ sur un graphe ﬁni. Dans la réciproque du théorème
6.6, on construit une stratégie Φ dans G à partir d’une stratégie ϕ dans G˜. Pour cela,
on utilise une pile Π dans laquelle on stocke une partie partielle dans G˜. La valeur
de ϕ sur le contenu de Π détermine le coup donné par Φ. Imaginons maintenant
que la stratégie ϕ utilise une pile sur un alphabet S comme mémoire. On peut alors
coder ϕ dans Π, en enrichissant l’alphabet de Π de la mémoire utilisée par ϕ. La
nouvelle pile de stratégie a alors pour alphabet les piles sur l’alphabet S, en plus de
quelques autres symboles.
En réitérant ce raisonnement, on montre que l’on peut construire des stratégies
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qui utilisent comme mémoire une pile d’ordre supérieur, au sens où une pile d’ordre 1
est une pile au sens classique, et une pile d’ordre k > 1 est une pile dont l’alphabet
de pile est composé de piles d’ordre k − 1. On montre qu’il existe des stratégies
eﬀectives pour Eve utilisant une pile d’ordre n + 2 pour des conditions de gains de





On termine par quelques perspectives et questions ouvertes.
La collection des classes de langages (Cn(A))n∈N mériterait une étude à part.
En particulier, on pourrait s’interroger sur son rapport avec celle des langages ω-
algébriques. Plus précisément, existe-t-il un langage dans une classe Cn(A) qui ne
soit pas algébrique? Si ce n’est pas le cas, on peut alors en conclure que l’inclusion
de l’union des classes Cn(A) dans celle des langages algébrique est stricte. En eﬀet,
il existe des langages algébriques non boréliens[36], alors que tous les langages dans
les classes précédentes sont boréliens. Du point de vue des jeux, une autre question
intéressante concerne les propriétés de clôture par les opérations booléennes de la
collection précédente. Les clôtures par union et par intersection permettraient d’uti-
liser les méthodes présentées dans ce chapitre pour décider si un joueur peut assurer
deux propriétés, chacune décrite par un langage dans la collection précédente. La
complémentation est également très intéressante. En eﬀet, nous nous sommes atta-
chés à décrire des stratégies pour Eve, et dès lors une procédure de complémentation
nous permettrait de symétriser le problème et de donner des stratégies pour Adam.
La hiérarchie borélienne ne se limitant pas aux boréliens de rang ﬁni, on pourrait
se demander s’il existe une condition de gain borélienne de rang inﬁni qui soit
décidable. On peut se poser la même question pour une condition de gain non
borélienne.
Concernant les stratégies, nous avons montré qu’il existe des stratégies gagnantes
persistantes pour Eve. On peut se poser deux questions : en-est-il de même pour
Adam, et peut-on étendre le résultat en montrant qu’il existe des stratégies position-
nelles? Il est clair que la clôture par complémentation évoquée ci-dessus donnerait
une réponse positive à la première question.
Enﬁn, concernant les ensembles de positions gagnantes, nous avons montré que
ces derniers ne sont pas réguliers. Pour cela, nous avons exhibé une condition de
la forme ΩintB pour laquelle les positions gagnantes pour Eve formaient un langage
algébrique déterministe. Il serait intéressant de caractériser exactement la forme des
ensembles de positions gagnantes, voire de les représenter ﬁniment. On pourrait par
exemple se demander si l’on ne peut déﬁnir un analogue des classes (Cn(A))n∈N
pour les mots ﬁnis, dont le premier niveau serait les langages algébriques détermi-
nistes. Une conjecture serait alors que l’ensemble des positions gagnantes pour Eve
dans un jeu sur un graphe de processus à pile équipé d’une condition de la forme
ΩintA1¤···¤An¤An+1 est un ensemble dans la classe de niveau n.
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Dans ce chapitre, on étudie les jeux de parité sur des graphes de Bpa et sur des
graphes de processus à compteur. On peut tout d’abord s’interroger sur la pertinence
d’une telle étude puisque les résultats concernant les jeux de parité sur des graphes
de processus à pile s’appliquent aussi pour les cas particuliers que sont les jeux que
l’on se propose d’étudier dans ce chapitre.
Concernant les Bpa, une simple remarque justiﬁe notre étude : un jeu de parité
sur un graphe de Bpa est trivial s’il est déﬁni de la même façon que sur un graphe de
processus à pile. En eﬀet, un Bpa n’a qu’un seul état, et, dès lors tous les sommets
seraient la propriété d’un même joueur et auraient tous la même couleur. On pro-
pose deux nouvelles façons de partager et de colorier les conﬁgurations d’un graphe
de Bpa aﬁn de déﬁnir un graphe de jeu et ensuite un jeu de parité. La première
construction considère la lettre en sommet de pile pour attribuer la conﬁguration
à l’un des deux joueurs et pour la colorier. On parle alors de condition locale. La
seconde construction considère l’intégralité de la pile, et l’on parle alors de condition
globale.
On commence par l’étude des jeux sur desBpamunis de conditions locales, et l’on
montre principalement que décider le gagnant dans un tel jeu est polynomialement
équivalent à décider le gagnant dans un jeu sur un graphe ﬁni. L’étude des jeux
sur des Bpa munis de conditions globales est réalisée en proposant une réduction,
exponentielle, vers un jeu muni d’une condition locale. On en déduit alors que le
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problème de décision du gagnant est dans Dexptime, et l’on montre que cette borne
est également une borne inférieure.
Décider le gagnant dans un jeu d’accessibilité sur un graphe de processus à pile est
un problème Dexptime-complet [83, 84]. La preuve (présentée dans la paragraphe
6.4.1), qui code un calcul d’une machine de Turing dans la pile, ne marche plus pour
les graphes de processus à compteur. Ainsi, il était naturel de se demander si la
borne en Dexptime pouvait être améliorée dans le cas des jeux sur des processus à
compteur. On montre, en utilisant des techniques proches de celles utilisées par O.
Kupferman et M. Vardi dans [51], que l’on peut résoudre le problème en Pspace.
Pour ce qui est des bornes inférieures, on montre que le problème est DP-dur.
Enﬁn, on mentionne deux conséquences des résultats pour les jeux sur des proces-
sus à compteur. La première est que le model-checking du µ-calcul pour les processus
à compteur est un problème Pspace qui est DP-dur. La seconde concerne les jeux
sur les graphes de processus à pile munis d’une condition de gain qui est une combi-
naison booléenne d’une condition de parité et d’une condition sur la hauteur de pile
(explosion, bornage, explosion stricte ou répétition), et fait l’objet du paragraphe
8.2 du chapitre 8.
7.1 Bpa
On souhaite considérer des jeux d’accessibilité, de Büchi et de parité sur des
graphes de Bpa. Cependant, on ne peut utiliser les déﬁnitions données dans le cadre
des jeux sur des graphes de processus à pile, car le caractère ﬁnal ou la couleur d’une
conﬁguration dépend de l’état de contrôle. Dès lors, comme il n’y a pas d’état de
contrôle dans le cas des Bpa, le caractère ﬁnal ou la couleur d’une conﬁguration,
ainsi que son appartenance à l’un des deux joueurs, doit dépendre de la pile. Nous
considérons deux cas. Dans le premier, tout dépend du sommet de pile et l’on parle
alors de conditions locales. Dans le second, plus général, tout dépend de l’appar-
tenance du mot de pile à des langages réguliers et l’on parle alors de conditions
globales.
7.1.1 Jeux sur des Bpa munis de conditions locales
Dans tout ce paragraphe, on considère un Bpa non étiqueté B = 〈Γ,⊥,∆〉, muni
d’une partition ΓE∪ΓA de Γ. De celle-ci découle une partition VE∪VA des sommets
du graphe G = (V,E) engendré par B : les conﬁgurations appartenant à Eve sont
celles dont le sommet de pile appartient à ΓE. On appelle G le graphe de jeu ainsi
obtenu.
On considère enﬁn un ensemble ﬁni C ⊂ N de couleurs ainsi qu’une fonction de
coloriage ρ : Γ → C associant à toute lettre une couleur. La fonction ρ s’étend alors
en une fonction de coloriage sur V en posant ρ(v) = ρ(top(v)), où top(v) désigne le
sommet de la pile dans la conﬁguration v. Le jeu de parité G sur G est qualiﬁé de
jeu sur un Bpa muni d’une condition de parité locale.
Exemple 7.1 Nous donnons un exemple qui illustrera les constructions présentées






















Fig. 7.1 – Structure locale du graphe de jeu G
ρ déﬁnis par :
– Γ = {α,β,γ,⊥} avec ΓE = {α,β} et ΓA = {γ,⊥}.
– ∆ est donnée par :
– ∆(α) = {push(β),push(γ)}.
– ∆(β) = {pop,push(β)}.
– ∆(γ) = {pop,push(α),push(β)}.
– ∆(⊥) = {push(α),push(γ)}.
– ρ(α) = 0, ρ(β) = ρ(γ) = 1 et ρ(⊥) = 2.
La structure locale de G autour de la conﬁguration de pile vide est illustrée dans
la ﬁgure 7.1, dans laquelle les sommets bleus (ou gris) sont ceux de couleur 0, les
sommets noirs sont ceux de couleur 2, et les sommets blancs sont ceux de couleur 1.
Comme nous l’avions fait dans le cadre des jeux sur des graphes de processus à
pile, on considère les ensembles de retours. Cependant, comme il n’y a qu’un seul
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état de contrôle, il ne peut y avoir que trois cas, si l’on se restreint aux ensembles
minimaux de retours : soit il n’y en a pas, soit l’ensemble vide est un ensemble de
retours, soit le singleton {p} est l’ensemble de retours minimal (si p désigne l’unique
état du Bpa). On déﬁnit donc les notions suivantes.
Définition 7.1 On considère la partition Γw ∪ Γl ∪ Γ? suivante de Γ \ {⊥} :
– une lettre γ ∈ Γ \ {⊥} appartient à Γw si et seulement si Eve possède une
stratégie gagnante depuis γ⊥ dans le jeu G telle que la pile ne soit jamais
vidée.
– une lettre γ ∈ Γ \ {⊥} appartient à Γl si et seulement si Adam possède une
stratégie gagnante depuis γ⊥ dans le jeu G telle que la pile ne soit jamais
vidée.
– une lettre γ ∈ Γ \ {⊥} appartient à Γ? si elle n’appartient ni à Γw ni à Γl.
On va adapter les résultats et les techniques du chapitre 4 pour montrer que
les ensembles de positions gagnantes sont réguliers. Remarquons qu’une adaptation
des résultats est nécessaire, puisque la partition des conﬁgurations entre les deux
joueurs est désormais faite selon le sommet de pile.
Remarque 7.1 De façon abusive, voyons B comme un processus à pile à un seul
état p. Alors, pour toute lettre γ ∈ Γ :
– on a γ ∈ Γw si et seulement si R(p,γ) = {∅,{p}}.
– on a γ ∈ Γl si et seulement si R(p,γ) = ∅.
– on a γ ∈ Γ? si et seulement si R(p,γ) = {{p}}.
Dans ce cadre, l’automate alternant reconnaissant les positions gagnantes décrit
dans le paragraphe 4.2.2, est désormais déterministe (si on le décrit par rapport aux
ensembles de retours minimaux), et accepte exactement le langage Γ∗?Γw(Γ\{⊥})
∗⊥
si (p,⊥) est perdante pour Eve, et Γ∗?Γw(Γ \ {⊥})
∗⊥ ∪ Γ∗?⊥ si (p,⊥) est gagnante
pour Eve.
L’intuition donnée dans la remarque 7.1, se vériﬁe et se prouve formellement.
Lemme 7.1 Dans le jeu G, l’ensemble des positions gagnantes pour Eve est le lan-
gage régulier décrit par l’expression rationnelle Γ∗?Γw(Γ \ {⊥})
∗⊥, si ⊥ est perdante
pour Eve, et par l’expression rationnelle Γ∗?Γw(Γ \ {⊥})
∗⊥ ∪ Γ∗?⊥ sinon.
Preuve. On commence par montrer que toute conﬁguration de la forme γσ ∈
Γw(Γ \ {⊥})
∗⊥ est gagnante pour Eve. La preuve est la même que celle du lemme
4.1 et l’on se contente donc d’en donner l’idée : Eve joue depuis γσ comme si elle
partait de γ⊥. Dès lors, la partie obtenue est un translaté vers le haut par σ d’une
partie gagnante depuis γ⊥, et est donc remportée par Eve.
On considère maintenant une conﬁguration σγσ′ ∈ Γ∗?Γw(Γ \ {⊥})
∗⊥ et l’on
prouve qu’elle est gagnante pour Eve dans G. Pour cela, on procède par récurrence
sur |σ|. Le résultat est vrai pour |σ| = 0 d’après ce qui précède, et on le suppose
établi quand |σ| = ℓ pour un ℓ ≥ 0. Considérons donc une conﬁguration de la forme
précédente avec |σ| = ℓ + 1. On a donc σ = ασ′′ avec α ∈ Γ?. Comme α ∈ Γ?, Eve
possède une stratégie Φ dans G depuis α⊥ telle que si la pile n’est pas vidée, elle
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remporte la partie (en eﬀet, si une telle stratégie n’existait pas, Adam posséderait
une stratégie pour gagner sans vider la pile, et l’on aurait alors α ∈ Γl). Dès lors,
depuis σγσ′, Eve joue comme depuis α⊥ tant que α n’est pas dépilé. Si celui-ci est
un jour dépilé, on atteint alors la conﬁguration σ′′γσ′ depuis laquelle Eve possède
une stratégie gagnante (par hypothèse de récurrence), qu’elle applique. Il est alors
facile de voir qu’une telle stratégie est gagnante. On prouve de même que si ⊥ est
gagnante pour Eve, il en est de même pour les conﬁgurations dans Γ∗?⊥.
On montre symétriquement que les conﬁgurations dans Γ∗?Γl(Γ \ {⊥})
∗⊥ sont
gagnantes pour Adam, et que si ⊥ est gagnante pour Adam, il en est de même pour
les conﬁgurations dans Γ∗?⊥.
La preuve est donc terminée car on a :
(Γ \ {⊥})∗⊥ = [Γ∗?Γw(Γ \ {⊥})
∗⊥] ∪ [Γ∗?Γl(Γ \ {⊥})
∗⊥] ∪ [Γ∗?⊥]
2
Il nous faut expliquer maintenant comment calculer la partition Γw∪Γl∪Γ? de Γ.
Pour cela, on construit un graphe ﬁni G˜ = (V,E), et un graphe de jeu G˜ = (G˜,VE,VA)
qu’on équipe d’une fonction de coloriage ρ. Enﬁn, on appelle G˜ le jeu de parité sur
G˜. Les déﬁnitions sont données par :
– V = ((Γ \ ⊥)× {E,A}) ∪ {tt,ff}
– les arcs sont déﬁnis comme suit: pour tout γ,γ′ ∈ Γ et tout X ∈ {E,A}.
– il y a un arc de (γ,E) vers tt si et seulement si pop ∈ ∆(γ);
– il y a un arc de (γ,A) vers ff si et seulement si pop ∈ ∆(γ);
– il y a un arc de (γ,X) vers (γ′,E) si et seulement si push(γ′) ∈ ∆(γ) et
min(ρ(γ),ρ(γ′)) est pair;
– il y a un arc de (γ,X) vers (γ′,A) si et seulement si push(γ′) ∈ ∆(γ) et
min(ρ(γ),ρ(γ′)) est impair.
– on a VE = (ΓE \ {⊥})× {E,A} ∪ {ff}.
– la fonction de coloriage ρ est étendue en une fonction sur (Γ \ {⊥})× {E,A}
en posant ρ((γ,X)) = ρ(γ) pour toute lettre γ ∈ Γ et tout X ∈ {E,A}.
Exemple 7.2 Pour le jeu introduit dans l’exemple 7.1, on obtient le graphe de jeu
G˜ représenté dans la ﬁgure 7.2, où les sommets bleus (ou gris) sont ceux colorés par
0 et les autres sont ceux colorés par 1.
On voit facilement que les positions gagnantes pour Eve sont (α,E), (α,A), (β,E),
et tt.
Donnons l’intuition qui se trouve derrière le jeu de parité G˜. Un sommet (γ,E)
sera gagnant pour Eve si et seulement si elle peut gagner depuis γ⊥ ou vider la
pile. Un sommet (γ,A) sera gagnant pour Eve si et seulement si elle peut gagner
depuis γ⊥ sans vider la pile. En d’autres termes, la première composante γ code la
conﬁguration γ⊥, tandis que la seconde composante, E ou A spéciﬁe à qui profite
le vidage de la pile (Eve ou Adam).
Plus formellement, on a le résultat suivant.
Lemme 7.2 Pour toute lettre γ ∈ Γ \ {⊥}, on a :
– γ ∈ Γw si et seulement si (γ,A) est une position gagnante pour Eve dans le
jeu G˜.









Fig. 7.2 – Le graphe de jeu G˜
– γ ∈ Γl si et seulement si (γ,E) est une position gagnante pour Adam dans le
jeu G˜.
Preuve. On ne prouve que le premier point, le second s’obtenant par symétrie.
Supposons donc que γ ∈ Γw, c’est-à-dire qu’Eve possède une stratégie gagnante
positionnelle Φ dans G depuis γ⊥ qui, de surcroît, assure que la pile n’est jamais
vidée. A partir de Φ, on déﬁnit une stratégie gagnante, ϕ, pour Eve dans G˜ depuis
(γ,A). La stratégie ϕ utilise une mémoire inﬁnie Λ dans laquelle on code une partie
dans G. Au départ Λ = γ⊥. Depuis une position (α,X) où Eve doit jouer, elle
regarde la valeur de ϕ(Λ) : si c’est pop, elle va en tt (et la partie se termine), si c’est
push(β), elle va en (β,Y), où Y = E si min(ρ(α),ρ(β)) est pair et Y = A sinon.
Après chaque mouvement vers un sommet de la forme (β,Y), Eve met à jour Λ en
posant Λ = Λ · βασ, où ασ était la dernière conﬁguration de Λ. On montre alors
facilement que ϕ est toujours déﬁnie et que l’on ne peut atteindre ff . En eﬀet, si
ce n’est pas le cas, on construit facilement une partie inﬁnie dans G, à partir de la
valeur de Λ avant le coup vers ff , qui boucle inﬁniment, où Eve respecte Φ et qui
est remportée par Adam. Comme la suite des couleurs dans une partie inﬁnie λ est
la même que dans la partie limite des Λ, on en déduit que λ est remportée par Eve.
Réciproquement, supposons qu’Eve possède une stratégie gagnante depuis (γ,A)
dans G˜. Considérons une telle stratégie ϕ, que l’on choisit de plus sans mémoire. A
partir de ϕ, on déﬁnit une stratégie Φ dans G depuis γ⊥. La stratégie Φ dépend
des deux symboles en sommet de pile (elle est donc positionnelle) et est déﬁnie de
la façon suivante : depuis une position αβσ, Eve considère la valeur de ϕ depuis
(α,X), où X = E si min(ρ(α),ρ(β)) est pair et X = A sinon. Si le coup est vers tt,
Φ(αβσ) = pop, si le coup est vers un sommet (η,Y), Φ(αβσ) = push(η).
Comme G est un jeu de parité, pour montrer que Φ est une stratégie gagnante
depuis γ⊥, il suﬃt de prouver qu’elle est gagnante lorsqu’Adam joue selon une stra-
tégie positionnelle. En particulier, on peut considérer que dès qu’une partie boucle,
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elle boucle inﬁniment. Plus précisément, on a deux formes possibles de parties :
1. les joueurs ne font qu’empiler des symboles.
2. les joueurs empilent jusqu’à atteindre une conﬁguration αβσ puis l’un d’eux
dépile vers βσ, et l’on boucle alors en revenant vers αβσ. La plus petite couleur
inﬁniment souvent répétée est alors min(ρ(α),ρ(β)).
On considère donc une partie Λ depuis γ⊥ où Eve respecte Φ, et où Adam
respecte une stratégie positionnelle. On voit facilement que la pile n’est pas vidée
dans Λ. En eﬀet, un tel coup ne pourrait être joué qu’au tout début de la partie.
De plus, dans le cas où γ ∈ ΓE, on aurait, par déﬁnition de Φ, un arc de (γ,A) vers
tt dans G˜, ce qui n’est pas le cas. Lorsque γ ∈ ΓA, on aurait alors un arc de (γ,A)
vers ff dans G˜ et (γ,A) serait gagnant pour Adam dans G˜. Dans le cas des parties
ne vidant pas la pile, on associe à Λ une partie λ dans G˜ débutant en (γ,A) et où
Eve respecte ϕ. On retrouve les deux cas précédents :
1. on ne fait qu’empiler dans Λ. La partie associée λ est l’image de Λ par le
morphisme lettre à lettre τ de [(Γ \ {⊥})+⊥]∞ dans V ∞ où τ est déﬁni par
τ(αβσ) = (α,X), avec X = E si min(ρ(α),ρ(β)) est pair et X = A sinon. On
voit alors immédiatement que λ est une partie valide dans G˜ où Eve respecte
ϕ. De plus, les suites de couleurs visitées dans Λ et λ sont les mêmes, et comme
Eve remporte λ, il en est de même pour Λ.
2. on empile au début de Λ, et ensuite on fait inﬁniment une boucle. La partie Λ
est donc de la forme Λ = Λ′ · (βσ · αβσ)ω avec α,β ∈ Γ et σ ∈ Γ∗, et où Λ′ est
une partie partielle se terminant en αβσ où l’on ne fait qu’empiler. Le gagnant
est donc déterminé par la parité de min(ρ(α),ρ(β)). On considère à nouveau le
morphisme τ précédent et l’on appelle λ′ = τ(Λ′). On a alors immédiatement
que λ′ est une partie commençant en (γ,A), où Eve respecte ϕ, et se terminant
en (α,X) où X = E si min(ρ(α),ρ(β)) est pair et X = A sinon. Si α ∈ ΓE, on
a Φ(αβσ) = pop et donc min(ρ(α),ρ(β)) est pair, car, par déﬁnition de Φ, on
a ϕ(α,X) = tt. Si α ∈ ΓA, on a X = E, car sinon, il y aurait un arc de (α,X)
vers ff dans G˜ et λ′ pourrait être prolongée en une partie remportée par Adam
alors qu’Eve respecte sa stratégie gagnante.
Dès lors, Φ est gagnante pour Eve, ce qui conclut la preuve. 2
Aﬁn de calculer l’ensemble des positions gagnantes, il nous reste à expliquer com-
ment déterminer le joueur qui possède une stratégie gagnante depuis la conﬁguration
de pile vide ⊥. Pour cela, on établit facilement le lemme suivant.
Lemme 7.3 On a la caractérisation suivante :
– si ⊥ ∈ ΓE, la configuration ⊥ est gagnante pour Eve si et seulement si l’une
des deux conditions suivantes est satisfaite :
1. il existe une lettre γ ∈ Γw telle que push(γ) ∈ ∆(⊥).
2. il existe une lettre γ ∈ Γ? telle que push(γ) ∈ ∆(⊥) et min(ρ(⊥),ρ(γ))
est pair.
– si ⊥ ∈ ΓA, la configuration ⊥ est gagnante pour Adam si et seulement si l’une
des deux conditions suivantes est satisfaite :
1. il existe une lettre γ ∈ Γl telle que push(γ) ∈ ∆(⊥).
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2. il existe une lettre γ ∈ Γ? telle que push(γ) ∈ ∆(⊥) et min(ρ(⊥),ρ(γ))
est impair.
Preuve. On se contente du premier cas, le second étant obtenu par symétrie. On
suppose donc que ⊥ ∈ ΓE. S’il existe une lettre γ ∈ Γw telle que push(γ) ∈ ∆(⊥), le
résultat est direct : Eve empile γ, et applique sa stratégie gagnante depuis γ⊥. S’il
existe une lettre γ ∈ Γ? telle que push(γ) ∈ ∆(⊥), et que de plus min(ρ(⊥),ρ(γ))
est pair, Eve empile γ et joue depuis γ⊥, selon la stratégie qui lui permet de vider
la pile ou de gagner. Si la pile n’est pas vidée, elle gagne et sinon, du fait que les
stratégies des deux joueurs peuvent être choisies positionnelles, la pile est vidée juste
après que l’on ait atteint γ⊥. La plus petite couleur inﬁniment souvent répétée est
donc min(ρ(⊥),ρ(γ)), qui est paire.
Dans les autres cas, cela signiﬁe que pour toute règle push(γ) ∈ ∆(⊥), soit
γ ∈ Γl, soit γ ∈ Γ? et min(ρ(⊥),ρ(γ)) est impair. De la même façon, on montre que
dans les deux cas, c’est Adam qui possède une stratégie gagnante. 2
Nous venons de voir comment décider le gagnant depuis n’importe quelle position
dans le jeu G. Concernant la complexité du problème, on a le résultat suivant.
Théorème 7.1 L’ensemble des positions gagnantes pour Eve dans le jeu de parité





2n+ 2 + d
d
)⌈d/2⌉)
où n = |Γ| et d = |C|.
Preuve. Le résultat provient directement de la complexité du calcul des positions
gagnantes dans un jeu de parité sur un graphe ﬁni [46, 80]. 2
Remarque 7.2 S’il existe un algorithme polynomial pour décider le gagnant dans
un jeu de parité sur un graphe ﬁni, il en serait de même pour calculer l’ensemble
des positions gagnantes dans un jeu sur un graphe de Bpa muni d’une condition de
parité locale.
Le résultat et la remarque précédente ne font que traduire le fait que le problème
de décision du gagnant dans un jeu sur un Bpa muni d’une condition de parité locale
se réduit polynomialement à décider le gagnant dans un jeu de parité sur un graphe
ﬁni. Réciproquement, on a facilement le résultat suivant.
Proposition 7.1 Soit G˜ un jeu de parité sur un graphe de jeu fini G˜ et soit vin
une position dans G˜. Il existe alors un jeu G sur un Bpa muni d’une condition de
parité locale, de même taille que G˜, tel qu’Eve possède une stratégie gagnante dans
G˜ depuis vin si et seulement si elle possède une stratégie gagnante depuis ⊥ dans G.
Preuve. Notons G˜ = ((V,E),VE,VA) et appelons ρ la fonction de coloriage associée
à G˜. On considère alors le Bpa B = 〈Γ,⊥,∆〉 déﬁni par :
– Γ = VE ∪ VA ∪ {⊥}.
– ∆(⊥) = {push(vin)}.
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– ∆(u) = {push(v) | (u,v) ∈ E}, pour tout u ∈ Γ, u 6= ⊥.
Enﬁn, on garde la même fonction de coloriage (que l’on étend en posant ρ(⊥) = 0)
et l’on considère le jeu de parité local G associé. Le résultat est alors immédiat. 2
Considérons enﬁn les stratégies gagnantes dans les jeux de parité sur des Bpa
munis de condition de parité locale. On se donne une stratégie ϕ gagnante pour
Eve sur l’ensemble de ses positions gagnantes dans G˜. On décrit alors une stratégie
positionnelle Φ ne dépendant que des deux lettres en sommet de pile. La stratégie
Φ est déﬁnie comme suit :
– si ⊥ ∈ ΓE, Φ(⊥) = push(γ) pour une lettre γ telle que push(γ) ∈ ∆(⊥) et telle
que, si ⊥ est gagnante pour Eve, soit γ ∈ Γw soit γ ∈ Γ? et min(ρ(γ),ρ(⊥))
est pair.
– pour toute lettre α ∈ ΓE, α 6= ⊥ et pour toute conﬁguration αβσ, Φ(αβσ) est
donné par :
– si min(ρ(α),ρ(β)) est pair, Φ(αβσ) = push(γ) si ϕ((α,E)) = (γ,X) pour
X ∈ {E,A}, et sinon Φ(αβσ) = pop.
– si min(ρ(α),ρ(β)) est impair, Φ(αβσ) = push(γ) si ϕ((α,A)) = (γ,X)
pour X ∈ {E,A}, et sinon Φ(αβσ) = pop.
La stratégie ainsi déﬁnie est gagnante pour Eve comme le montre le résultat
suivant.
Proposition 7.2 La stratégie Φ est une stratégie gagnante pour Eve dans G depuis
toute position gagnante pour elle. De plus, la valeur de Φ dans une configuration ne
dépend que des deux lettres en sommet de pile.
Preuve. Le résultat est vrai pour les conﬁgurations de la forme γ⊥ avec γ ∈ Γw
d’après le lemme 7.2. Il est encore vrai pour toute position gagnante de pile non vide,
en vertu de la composition des stratégies donnée par la preuve du lemme 7.1. Enﬁn,
si la position ⊥ est gagnante pour Eve, l’extension du résultat est immédiate. 2
La proposition précédente est optimale comme le montre le résultat suivant.
Proposition 7.3 Il existe un jeu de parité local sur un Bpa où il n’existe pas de
stratégie qui dépende uniquement du sommet de pile.
Preuve. Il suﬃt pour cela de considérer le Bpa B = 〈Γ,⊥,∆〉, la partition de Γ et
la fonction de coloriage ρ donnés par :
– Γ = {⊥,α,β,γ}.
– ∆(⊥) = {push(α)}, ∆(α) = {push(β),pop}, ∆(β) = {push(γ)} et ∆(γ) =
{push(α)}
– ΓA = ∅.
– ρ(⊥) = 1, ρ(α) = 2, ρ(β) = 1 et ρ(γ) = 3.
Eve est donc la seule à jouer et l’on peut montrer que toutes les positions sont
gagnantes pour elles. En revanche, il n’existe pas de stratégie gagnante ne dépendant
que du sommet de pile. En eﬀet, si le coup choisi quand α est en sommet de pile
est de dépiler, les parties commençant en α⊥ bouclent, et sont perdues par Eve. Si
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le coup choisi est d’empiler β, les parties commençant en α⊥ ne bouclent pas mais
ont 1 comme plus petite couleur inﬁniment souvent répétée, et sont donc perdues
par Eve. 2
7.1.2 Jeux sur des Bpa munis de conditions globales
Nous venons de le voir dans le paragraphe précédent, les Bpa munis de conditions
locales ne permettent pas des comportements complexes et sont dès lors plus proches
des jeux sur des graphes ﬁnis que des jeux sur des graphes de processus à pile. On
propose alors une extension naturelles des Bpa, les Bpa globaux. On déﬁnit à partir
de ces derniers les jeux de parité sur des Bpa globaux.
A la diﬀérence d’un Bpa classique, les règles de transitions pouvant être appli-
quées dans un Bpa global dépendent du contenu de la pile, à savoir de son appar-
tenance à des langages réguliers. Plus précisément, on donne la déﬁnition suivante.
Définition 7.2 (Bpa global) Un Bpa global est un quadruplet
B = 〈Γ,⊥,(L1, . . . ,Ld),(∆1, . . . ,∆d)〉. L’alphabet Γ est l’alphabet de pile et ⊥ ∈
Γ le symbole de fond de pile. Les langages L1, . . . ,Ld sont des langages réguliers
(décrits par des automates déterministes) qui forment une partition de l’ensemble
des configurations (Γ \ {⊥})∗⊥. Enfin, ∆1, . . . ,∆d sont des applications de Γ dans
P({pop, push(γ) | γ ∈ Γ \ {⊥}}) telles que, pour tout 1 ≤ i ≤ d, pop /∈ ∆i(⊥).
A un Bpa global B = 〈Γ,⊥,(L1, . . . ,Ld),(∆1, . . . ,∆d)〉, on associe son ensemble
de conﬁguration (Γ \ {⊥})∗⊥. Enﬁn, on peut passer d’une conﬁguration γσ aux
conﬁgurations suivantes, où i désigne l’unique langage Li contenant γσ :
– on peut aller en σ si pop ∈ ∆i(α).
– on peut aller en γ′γσ pour tout γ′ ∈ Γ et tel que push(γ′) ∈ ∆i(α).
Enﬁn, on associe à un Bpa global un graphe inﬁni dont les sommets sont les
conﬁgurations du graphe. Il y a un arc entre deux conﬁgurations si l’on peut passer
de la première à la seconde. On parle alors de graphe de Bpa global.
Aﬁn de déﬁnir un graphe de jeu sur un graphe de Bpa global, on se donne
une partition de l’ensemble V des conﬁgurations en deux langages réguliers, VE
et VA. Enﬁn, on considère la fonction de coloriage ρ de V dans {1, . . . ,d} déﬁnie
par ρ(σ) = i, où i est l’unique entier tel que σ ∈ Li. Un jeu de parité sur un tel
graphe de jeu est qualiﬁé de jeu de parité sur un Bpa global. Dès lors, dans un
tel jeu, l’appartenance à un joueur ainsi que la couleur d’une conﬁguration dépend
de l’appartenance de son contenu de pile à des langages réguliers. Enﬁn, les coups
pouvant être joués dépendent du sommet de pile et de la couleur de la conﬁguration
courante.
Exemple 7.3 Considérons le Bpa global B = 〈Γ,⊥,(L1,L2,L3,L4),(∆1,∆2,∆3,∆4)〉
où l’on pose :
– Γ = {α,β,γ,⊥}.
– L1 = {σ ∈ (Γ \ {⊥})∗⊥ | |σ|β = 1 mod 3}.
– L2 = {σ ∈ (Γ \ {⊥})∗⊥ | |σ|β = 2 mod 3 ∧ |v| = 0 mod 2}.






















Fig. 7.3 – Exemple de graphe de jeu de Bpa global
– L4 = {σ ∈ (Γ \ {⊥})∗⊥ | |σ|β = 0 mod 3}.
– ∆1(α) = ∆1(γ) = ∆1(⊥) = ∅ et ∆1(β) = {push(β)}.
– ∆2(α) = ∆2(⊥) = ∅, ∆2(β) = {pop} et ∆2(γ) = {push(β)}.
– ∆3(α) = ∆3(γ) = ∆3(⊥) = ∅ et ∆3(β) = {push(β),pop}.
– ∆4(α) = {push(β),push(γ)}, ∆4(β) = {pop}, ∆4(γ) = {push(α),push(β),pop}
et ∆4(⊥) = {push(α),push(γ)}.
Le graphe de jeu induit par B et la partition VE = {σ ∈ (Γ \ {⊥})∗⊥ | |σ|α = 0
mod 2} est représenté dans la ﬁgure 7.3. Les sommets de couleur 1 sont jaunes (gris
clair), ceux de couleur 2 sont noirs, ceux de couleur 3 sont roses (gris foncé) et ceux
de couleur 4 sont blancs.
Dans ce qui suit, on se donne un Bpa global B = 〈Γ,⊥,(L1, . . . ,Ld),(∆1, . . . ,∆d)〉,
une partition VE ∪ VA des conﬁgurations de B. On note G et G le graphe de jeu et
le jeu de parité associés.
Aﬁn de décider qui gagne dans un tel jeu, on construit un jeu de parité local
sur un Bpa équivalent. Pour cela, on considère, pour tout 1 ≤ i ≤ d, le langage
régulier L′i = {σ ∈ (Γ \ {⊥})
∗ | σ⊥ ∈ Li}, et le langage miroir L˜′i de L
′
i déﬁni par
L˜′i = {σ ∈ (Γ \ {⊥})
∗ | σ˜ ∈ L′i}. Enﬁn, on considère pour tout 1 ≤ i ≤ d, un
automate déterministe Ai = 〈Qi,Γ \ {⊥},qini ,δi,Fi〉 acceptant le langage L˜
′
i.
De même, on se donne un automate déterministe AE = 〈QEve,Γ\{⊥},qinE ,δE,FE〉
acceptant le langage régulier V˜ ′
E
= {σ ∈ (Γ \ {⊥})∗ | σ˜⊥ ∈ VE}.
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A la diﬀérence de ce que l’on faisait pour les enrichissements déterministes (voir
chapitre 4), toute l’information doit être codée dans la pile. Pour cela, on déﬁnit un
Bpa B′ = 〈Γ′,⊥′,∆′〉 où l’on pose :
– Γ′ = Γ×QE ×Q1 × · · · ×Qd.
– ⊥′ est identiﬁé avec (⊥,qinE ,q
in
1 , . . . ,,q
in
d ).
– pour tout 1 ≤ i ≤ d, pour tout qi ∈ Fi, pour tout γ ∈ Γ, pour tout qE ∈ QE
et pour tout qj ∈ Qj \ Fj, j 6= i, push((γ′,δE(qE,γ′),δ1(q1,γ′), . . . ,δd(qd,γ′))) ∈
∆′((γ,qE,q1, . . . ,qd)) si et seulement si push(γ′) ∈ ∆i(γ).
– pour tout 1 ≤ i ≤ d, pour tout qi ∈ Fi, pour tout γ ∈ Γ, pour tout qE ∈ QE
et pour tout qj ∈ Qj \ Fj, j 6= i, pop ∈ ∆′((γ,qE,q1, . . . ,qd)) si et seulement si
pop ∈ ∆i(γ).






= Γ × FE × Q1 × · · · ×
Qd, et l’on déﬁnit une fonction de coloriage ρ de Γ′ dans {1, . . . ,d} en déﬁnissant
ρ((γ,qE,q1, . . . ,qd)) = i si et seulement si i est l’unique indice tel que qi ∈ Fi. Si un
tel i n’existe pas ou s’il n’est pas unique, la lettre a n’importe quelle couleur (en
fait une telle lettre ne pourra apparaître dans la pile dans les parties que l’on va
considérer par la suite).
On appelle enﬁn G ′ et G′ le graphe de jeu et le jeu de parité local engendrés par
B′, par la partition précédente, et par la fonction de coloriage ρ. Enﬁn, on déﬁnit la








1 ,γk), . . . ,δd(q
in
d ,γk)), et pour tout 2 ≤ i ≤ k, γ
′
i−1 =
(γi−1,δE(qE,γi−1)δ1(q1,γi−1), . . . ,δd(qd,γi−1)), où l’on pose γ′i = (γi,qE,q1, . . . ,qd).
On a alors le résultat suivant.
Lemme 7.4 Une configuration σ est gagnante pour Eve dans le jeu de parité global
G si et seulement si τ(u) est gagnante pour Eve dans le jeu de parité local G′.
Preuve. La preuve est à rapprocher de celle donnée dans le paragraphe 4.3.3 pour
les conditions régulières de pile, sauf que cette fois-ci tout l’information est codée
dans la pile. On conclut en utilisant le fait que les stratégies dans les jeux G et G′
se transposent directement de l’un vers l’autre. 2
Remarque 7.3 Comme la fonction τ est rationnelle (c’est-à-dire réalisable par un
transducteur), et que l’ensemble des positions gagnantes dans G′ est régulier, on
déduit facilement que l’ensemble des positions gagnantes est régulier dans un jeu de
parité sur un Bpa global.
Alors que dans le cas des jeux de parité locaux sur des Bpa, les ensembles de
postions gagnantes étaient des ensembles réguliers très simples, il est facile de voir
que l’on peut obtenir n’importe quel langage régulier comme ensemble de positions
gagnantes dans les jeux de parité sur un Bpa global. Pour cela, si l’on se donne un
ensemble régulier L, il suﬃt de considérer le Bpa global B = 〈Γ,⊥,(Γ \ {⊥})∗⊥,∆〉
où ∆ associe à toute lettre l’ensemble vide. Enﬁn, si l’on prend pour VE = L et
VA = L, le graphe de jeu obtenu ne contient pas d’arc et les positions gagnantes
pour Eve sont exactement les positions où Adam doit jouer, c’est-à-dire le langage
L.
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Le lemme 7.4 montre que l’on peut décider le gagnant dans un jeu de parité sur
un Bpa global. Si l’on s’intéresse à la complexité de ce problème, on peut remarquer
tout d’abord que les automates AE et A1, . . . ,Ad peuvent être choisis de taille expo-
nentielle (et calculés en temps exponentiel également), à partir de la description du
Bpa global B (il s’agit du calcul simple de l’automate miroir : on retourne les ﬂèches
et l’on déterminise). Dès lors, la taille de Γ′ est telle que |Γ′| = O(2|B|(d+1)), où |B|
est la taille de la représentation de B. On peut alors décider en temps exponentiel,
en la taille de B, si une position donnée σ est gagnante pour Eve dans le jeu G. En
eﬀet, on commence par calculer τ(σ), ce qui prend un temps linéaire en |σ|, puis
on calcule l’ensemble des positions gagnantes dans G′. Ce dernier point requiert un
temps exponentiel dans le nombre de couleurs d, et polynomial dans la taille de
B′. Dès lors, comme B′ est exponentiel dans la taille de B, l’algorithme total est
exponentiel à la fois dans la taille de B et dans le nombre d de couleurs. On vient
donc d’établir le résultat suivant.
Proposition 7.4 Décider le gagnant dans un jeu de parité sur un Bpa global est
un problème Dexptime.
Concernant la borne inférieure, on a le résultat suivant pour les conditions d’ac-
cessibilité, et donc aussi pour les conditions de parité
Proposition 7.5 Décider le gagnant dans un jeu d’accessibilité sur un Bpa global
est un problème Dexptime-dur.
Preuve. Comme dans [83, 84], on simule une machine de Turing alternante d’espace
linéaire à l’aide d’un jeu d’accessibilité sur un Bpa global. Appelons M une telle
machine. Pour tout n ≥ 1, sur une entrée de taille n − 1, une telle machine utilise
donc n − 1 cases. On appelle Q les états de M . Ces derniers sont partitionnés en
états existentiel, Q∃, et universels, Q∀. On note A l’alphabet de M . Sans perte de
généralité, on peut supposer que la fonction de transition de la machine M est une
fonction de Q × A dans (Q × A × {← , →})2 : il y a toujours deux transitions
possibles et la tête de lecture ne peut rester sur place. Comme à l’habitude, le mot
wqw′ représentera la conﬁguration où l’état de contrôle est q, où le ruban contient le
mot ww′, et où la tête de lecture pointe sur la première lettre de w′ (en particulier
w′ 6= ε).
Considérons une conﬁguration initiale C, de longueur n, de la machine de Turing.
On construit alors un jeu d’accessibilité G sur un Bpa global B, tel que M accepte
depuis C si et seulement si Eve possède une stratégie gagnante depuis ⊥ dans G.
On appelle D = Q×A×{← ,→} l’ensemble des transitions deM , et l’on choisit
Γ = A ∪Q ∪ {#} ∪D ∪ {⊥} pour alphabet de pile de B. La fonction de transition
∆ de B n’autorise que des empilements et fonctionne comme suit :
1. les n premières étapes sont consacrées à empiler la description de C. Cela est
fait en testant la hauteur de la pile.
2. si l’état deM dans la dernière conﬁguration empilée est existentiel, Eve empile
un élément de d ∈ D pris dans δ(q,a) où q et a désignent respectivement l’état
et la lettre sous la tête de lecture dans la dernière conﬁguration. Sinon, c’est
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Adam qui empile une telle transition. Si l’état alors atteint est ﬁnal, la partie
se termine et Eve gagne.
3. pour des raisons techniques, on empile alors des symboles # de sorte à obtenir
une conﬁguration de hauteur de pile congrue à 0 modulo 2n.
4. on doit maintenant décrire la nouvelle conﬁguration de M résultant de l’ap-
plication de la transition d. Pour cela, Adam recopie l’ancienne conﬁguration
excepté aux positions critiques, celles autour de la tête de lecture, où l’on doit
soigneusement mettre à jour la conﬁguration. Cette mise à jour est contrainte
et rendue valide à l’aide de langages réguliers.
5. on revient alors dans la deuxième étape.
Les diﬀérentes étapes de la description précédente seront détectées à l’aide des
couleurs induites par l’appartenance du contenu de pile à des langages réguliers.
Comme la condition de gain est une condition d’accessibilité, la signiﬁcation numé-
rique des couleurs est sans importance, et l’on se permettra d’utiliser des couleurs
non associées à des entiers. La couleur d’une conﬁguration σ de B, ainsi que ses
successeurs possibles, sont décrits par les langages suivants :





i)Γ∗⊥ : on vient de décrire une conﬁguration existentielle de
M .
– on introduit n couleurs : 0,1, . . . ,n− 1 pour l’étape d’initialisation. La couleur
j, 0 ≤ j ≤ n − 1 est associée au langage (A ∪ Q)j⊥ (on a écrit j symboles).
Le seul coup possible depuis une conﬁguration de couleur j est push(cj+1), où
l’on pose C = c1 . . . cn.
– on introduit alors un ensemble de couleurs choose(q,a) pour q ∈ Q \ F et
a ∈ A. Le langage associé à choose(q,a) est A∗aqΓ∗ ∩ Modn où Modn =⋃
k=n mod 2n Γ
k⊥. Depuis une conﬁguration de couleur choose(q,a) il y a deux
coups possibles : push(d1) et push(d2) où δ(q,a) = {d1,d2}. Par déﬁnition de
VE, le choix de la règle est eﬀectuée par Eve si et seulement si q ∈ Q∃.
– pour des raisons techniques, après l’empilement d’un élément de D, on em-
pile des symboles # jusqu’à revenir à une conﬁguration de hauteur de pile
(sans compter ⊥) multiple de 2n. Pour cela, on introduit la couleur fill asso-
ciée au langage
⋃
n<j<2nModj où Modj =
⋃
k=j mod 2n, k>n Γ
k⊥. Depuis une
conﬁguration de couleur fill, le seul coup possible est push(#).
– une fois un coup choisi et la série de # empilée, on doit décrire la nouvelle
conﬁguration. Pour ce faire, on crée une couleur write(a) pour toute lettre
a ∈ A et une couleur write(q) pour tout état q ∈ Q. Depuis une conﬁguration
de couleur write(a), on ne peut appliquer que la règle push(a) et depuis une
conﬁguration de couleur write(q), on ne peut appliquer que la règle push(q).
Pour être colorée par push(a), une conﬁguration σ doit être dans un langage
Γk⊥ avec k = j mod 2n avec 0 ≤ j < n : on doit être dans la phase de mise
à jour. On voit alors l’importance des #. La conﬁguration σ doit également
vériﬁer l’une des six conditions suivantes, illustrées dans la ﬁgure 7.1.2, por-
tant sur les 2n derniers symboles de σ, et donc exprimables par des langages
réguliers :
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· · · # ∈ An−i−2 a A ∈ (A ∪Q)i d # · · · # ∈ An−i−2Cas 1 :
· · · # ∈ (A ∪Q)n−i−2 A a ∈ Ai d # · · · # ∈ (A ∪Q)n−i−1Cas 2 :
· · · # ∈ An−i−2 a ∈ Q ∈ Ai d # · · · # ∈ An−i−2Cas 3 :
· · · # ∈ An−i−2 ∈ Q b ∈ Ai d # · · · # ∈ (A ∪Q)n−i−1Cas 4 :
· · · # ∈ An−i−2 a ∈ Q ∈ Ai d # · · · # ∈ (A ∪Q)n−i−1Cas 5 :
· · · # ∈ An−i−2 ∈ Q b ∈ Ai d # · · · # ∈ An−i−2Cas 6 :
Fig. 7.4 – Configurations de couleur write(a)
194 CHAPITRE 7. Simpliﬁcations du modèle
· · · # ∈ An−i−2 a ∈ Q ∈ Ai d # · · · # ∈ An−i−2Cas 1 :
· · · # ∈ An−i−2 ∈ Q a ∈ Ai d # · · · # ∈ An−i−1Cas 2 :
Fig. 7.5 – Configurations de couleur write(q)
1. pour un 0 ≤ i < n, σ ∈ An−i−2#n−1D(A ∪ Q)iAaΓ∗⊥ : a est dans la
première case qui n’a pas été mise à jour. Cette dernière est suﬃsamment
éloignée de la tête de lecture pour ne pas être modiﬁée.
2. pour un 0 ≤ i < n, σ ∈ (A ∪ Q)n−i−1#n−1DAiaAΓ∗⊥ : c’est la cas
symétrique (cette fois la case est à droite de la tête de lecture).
3. pour un 0 ≤ i < n, σ ∈ An−i−2#n−1dAiQaΓ∗⊥, pour une transition
d ∈ D de la forme (q,b,→) : a est la lettre à gauche de la tête de lecture.
Comme celle-ci va à droite, on doit encore avoir a.
4. pour un 0 ≤ i < n, σ ∈ (A ∪ Q)n−i−1#n−1dAibQΓ∗⊥, pour une lettre
b ∈ A, et une transition d ∈ D de la forme (q,a, ←) : la lettre sous la
tête de lecture était b et est remplacée par a et comme la tête va vers la
gauche. La position dans la description de la nouvelle conﬁguration est
inchangée.
5. pour un 0 ≤ i < n, σ ∈ (A∪Q)n−i−1#n−1dAiQaΓ∗⊥ pour une transition
d ∈ D de la forme (q,b,←). Dans ce cas la tête de lecture va vers la gauche
et va pointer sur a, qui devient la lettre d’indice j dans la description de la
nouvelle conﬁguration, où j est l’indice de q dans l’ancienne description.
6. pour un 0 ≤ i < n, σ ∈ An−i−2#n−1dAibQΓ∗⊥, pour une lettre b ∈ A, et
pour transition d ∈ D de la forme (q,a,→) : la tête de lecture se déplace
vers la droite et l’ancienne lettre pointée, b, est réécrite en a. La lettre a
occupe dans la nouvelle description l’ancienne place de l’état de contrôle.
Enﬁn, pour être coloré par write(q) pour q ∈ Q, une conﬁguration σ doit
être dans un langage Γk⊥ avec k = j mod 2n avec 0 ≤ j < n. La conﬁgura-
tion σ doit également vériﬁer l’une des deux conditions symétriques suivantes,
illustrées dans la ﬁgure 7.1.2, portant sur les 2n derniers symboles de σ :
1. pour un 0 ≤ i < n, σ ∈ An−i−2#n−1dAiQaΓ∗⊥, pour une lettre a ∈
A, et pour une transition d ∈ D de la forme (q,b, ←) : le nouvel état
devient q et l’indice de la tête de lecture dans la description de la nouvelle
conﬁguration décroît d’une unité (on vient de bouger vers la gauche).
2. pour un 0 ≤ i < n, σ ∈ An−i−1#n−1dAiaQΓ∗⊥, pour une lettre a et pour
une transition d ∈ D de la forme (q,a,→) : le nouvel état devient q, et l’in-
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dice de la tête de lecture dans la description de la nouvelle conﬁguration
croît d’une unité (on vient de bouger vers la droite).
– enﬁn, on a une couleur marquant les conﬁgurations ﬁnales qui est décrite
par le langage DfΓ∗ ∪FA∗⊥, où Df est l’ensemble des transitions de la forme
(q,_,_) avec q ∈ F . Le premier ensemble correspond donc à l’application d’une
transition conduisant la machine M dans une conﬁguration ﬁnale, tandis que
le second ensemble couvre le cas particulier où la conﬁguration initiale est
ﬁnale.
On voit facilement que tout sommet est au plus coloré par une couleur. On
peut ajouter une nouvelle couleur pour les sommets non colorés (même si ceux-ci ne
peuvent être atteints).
Par construction, on vériﬁe qu’Eve possède dans le jeu d’accessibilité associé à B
une stratégie gagnante depuis ⊥ si et seulement siM accepte depuis la conﬁguration
initiale C.
Enﬁn, pour ce qui est du caractère polynomial de la réduction, il est facile de
voir que l’alphabet Γ est polynomial en la taille de M , et que les divers langages
intervenant sont facilement descriptibles par des automates déterministes de taille
polynomiale en n, d’où le résultat. 2
7.2 Processus à compteur
On considère maintenant un jeu de parité associé à un processus à compteur et
l’on souhaite décider si une conﬁguration de pile vide donnée est gagnante pour Eve
dans ce jeu. Pour cela, on utilise une technique inspirée de travaux plus généraux, dus
à M. Vardi et O. Kupferman [79, 50], que nous allons brièvement et informellement
présenter dans les préliminaires. On adapte ensuite cette méthode au cas des jeux
sur des processus à compteur et on donne des preuves détaillées. On en déduit alors
une borne supérieure (Pspace) à notre problème. On termine enﬁn en donnant une
borne inférieure (DP-dur).
7.2.1 Préliminaires
On considère un processus à pile P = 〈Q,Γ,⊥,∆〉, d’alphabet Γ = {⊥,γ1,γ2, . . . ,γk}
et un jeu G = (G,Ω) associé. On appelle T l’arbre inﬁni complet d’arité k. On a
alors un étiquetage naturel de T par les mots de pile dans P , à savoir (Γ \ {⊥})∗⊥ :
la racine est étiquetée par ⊥, et tout sommet d’étiquette σ a k ﬁls, respectivement
étiquetés par γ1σ, . . . ,γkσ. Dès lors une partie commençant dans une position de pile
vide (pin,⊥) peut être vu comme un parcours dans l’arbre T par une machine A
avec un contrôle ﬁni dont nous précisons la nature. L’ensemble des états de contrôles
est Q et dans un sommet x d’étiquette γσ, lorsque la machine est dans un état q,
elle peut eﬀectuer les opérations suivantes :
– rester sur place et changer son état en q′ si et seulement si skip(q′) ∈ ∆(q,γ).
– remonter vers le père de x et changer son état en q′ si et seulement si pop(q′) ∈
∆(q,γ).
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– aller vers le ﬁls de x d’étiquette γ′γσ et changer son état en q′ si et seulement
si push(q′,γ′) ∈ ∆(q,γ).
Enﬁn, pour rendre compte du caractère alternant des jeux, la machine est al-
ternante : si q est un état d’Eve, elle eﬀectue une des transitions possibles (coup
existentiel) et si q est un état d’Adam, elle mène en parallèle toutes les opérations
possibles. Ainsi, un calcul de la machine peut être vu comme un arbre inﬁni Q-
étiqueté, dans lequel un sommet étiqueté par un état d’Eve possède au plus un ﬁls,
alors qu’un sommet étiqueté par un état d’Adam peut posséder plusieurs ﬁls. En-
ﬁn, la machine accepte s’il existe un arbre de calcul dans lequel toutes les branches
inﬁnies sont telles que la plus petite couleur (colorant les états des étiquettes) ap-
paraissant inﬁniment souvent dans la branche soit paire.
La machine A que l’on vient de décrire informellement est un automate d’arbres
bidirectionnel alternant de parité. On a facilement le résultat suivant.
Proposition 7.6 Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et
seulement si A accepte T depuis l’état initial pin.
On réduit ensuite le problème de l’acceptation de l’arbre T par A à décider le
vide pour un automate d’arbre bidirectionnel alternant de parité de même taille que
A. On a enﬁn le résultat suivant dû à M. Vardi, permettant de déduire que l’on
peut décider le gagnant dans un jeu sur un graphe de processus à pile en temps
exponentiel.
Théorème 7.2 [79] Décider le vide pour un automate d’arbre bidirectionnel alter-
nant de parité est un problème Dexptime-complet.
Pour une présentation plus détaillée de ces résultats et variantes, on consultera
[79, 50, 17].
7.2.2 Borne supérieure
On considère maintenant un processus à compteur C = 〈Q,{1,⊥},⊥,∆〉 muni
d’une partition QE∪QA de ses états entre Eve et Adam. On suppose que l’on a une
fonction de coloriage ρ : Q→ {1, . . . ,d}. On appelle G le graphe de jeu associé, et G
le jeu de parité sur G. On souhaite décider si une conﬁguration de pile vide (qin,⊥)
est gagnante pour Eve dans G.
Dans le cas des processus à pile, on voyait la partie comme un parcours dans
l’arbre complet d’arité k − 1 où k est la cardinalité de l’alphabet de pile. Ainsi,
dans le cas d’un processus à compteur, k = 2, et l’on parcours donc un mot inﬁni.
L’automate équivalent au jeu dont on souhaitait tester le vide est un automate
bidirectionnel alternant de parité sur les mots, et non plus sur les arbres. Dans un
premier temps, on ﬁxe les notations et déﬁnitions, et dans un second temps, on
montre que tester le vide pour un tel automate peut être réalisé en Pspace.
Un automate bidirectionnel alternant de parité est une machine de Turing alter-
nante sans ruban de travail, qui ne peut écrire et qui est munie d’une condition de
parité.
Définition 7.3 Un automate bidirectionnel alternant de parité A est un quintuplet
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〈Q,A, qin,δ,ρ〉, où Q est un ensemble fini d’états, A est un alphabet fini d’entrée,
qin ∈ Q est l’état initial, δ est une application de Q × A dans B
+(Q × {−1,0,1})
appelée fonction de transition, et ρ est une fonction de Q dans un ensemble fini de
couleurs C ⊂ N, appelée fonction de coloriage.
Un calcul sur un mot infini u = a0a1 · · · est un arbre infini (Q × N)-étiqueté,
de racine (qin,0), et tel que pour tout sommet x d’étiquette (q,n), l’ensemble des
étiquettes {(q1,n1), . . . ,(qk,nk)} des fils de x sont telles que {(q1,n1−n), . . . ,(qk,nk−
n)} |= δ(q,an). Un calcul est acceptant si toutes les branches infinies satisfont la
condition de parité (la couleur d’un sommet étant la couleur de l’état qui l’étiquette).
Enfin, un mot infini est accepté par A si et seulement s’il existe un calcul acceptant
de A dessus.
On déﬁnit l’automate bidirectionnel alternant de parité A = 〈Q,{1,⊥},qin,δ,ρ〉,
où la fonction δ est donnée :




































On a alors facilement le résultat suivant, qui est à rapprocher de la proposition
7.6
Proposition 7.7 Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et
seulement si A accepte le mot infini ⊥1ω.
Il est alors aisé de modiﬁer l’automate A de telle sorte que le langage reconnu
par le nouvel automate (qui est de même taille que A) soit non vide si et seulement
si A accepte ⊥1ω. Pour cela, on considère l’automate A′ = 〈Q∪{q1},{1,⊥},qin,δ′,ρ′〉
déﬁni comme suit. L’état q1 /∈ Q est un nouvel état qui va permettre de vériﬁer que
le mot en entrée est bien ⊥1ω. La fonction de coloriage ρ′ étend ρ: ρ′(q) = ρ(q) pour
tout q ∈ Q et ρ′(q1) = 0. Enﬁn, δ′ est déﬁnie à partir de δ en posant: δ′(q,a) = δ(q,a)
pour tout q ∈ Q \ {qin} et toute lettre a ∈ {⊥,1}, δ′(qin,⊥) = δ(qin,⊥) ∧ (q1,1) et
δ′(qin,1) = δ(qin,1), δ(q1,1) = (q1,1) et δ(q1,⊥) = ff . Du fait de l’état q1 le seul mot
pouvant être accepté est ⊥1ω, et il est facile de voir qu’un mot accepté par A′ l’est
aussi par A. On a donc prouvé le résultat qui suit.
Proposition 7.8 Le problème de décider si une configuration (pin,⊥) est gagnante
pour Eve dans G se réduit polynomialement à décider le vide pour un automate
bidirectionnel alternant de parité.
Concernant le problème du vide pour les automates bidirectionnel alternant de
parité, on a le résultat suivant.
Proposition 7.9 Décider le vide pour un automate bidirectionnel alternant de pa-
rité est un problème Pspace-complet.
198 CHAPITRE 7. Simpliﬁcations du modèle
La preuve de la proposition 7.9 occupe le reste du chapitre.
On considère un automate bidirectionnel alternant de parité A = 〈Q,A,qin,δ,ρ〉
sur les couleurs {1, . . . d}. On souhaite décider si le langage reconnu par A est vide.
Pour cela, on construit un automate alternant de parité B reconnaissant le même
langage. De plus B est polynomial dans la taille de A.
La construction que l’on donne est une adaptation de la preuve de Vardi pour
le cas des automates d’arbres [79] et une extension d’un résultat de Kupferman,
Piterlan et Vardi [49, 71].
Enﬁn, à l’aide d’une analyse ﬁne de la structure de B, on montre que l’on peut
tester si le langage reconnu par B est vide en espace polynomial, ce qui conclut la
preuve.
Pour construire B, on raisonne comme dans [79], et l’on se calque sur la trame
de [71]
Définition 7.4 Une stratégie pour A est une fonction τ de N dans 2Q×{−1,0,1}×Q.
Pour tout sous-ensemble ζ ⊆ Q×{−1,0,1}×Q, on pose state(ζ) = {q ∈ Q | (q,i,q′) ∈
ζ, q′ ∈ Q, i = −1,0,1}. La stratégie τ est sur un mot u = a0a1 · · · si qin ∈ state(τ(0)),
et pour tout i ≥ 0 et tout état q ∈ state(τ(i)), {(q′,c) | (q,c,q′) ∈ τ(i)} |= δ(q,ai).
Définition 7.5 Un chemin dans une stratégie τ est une suite finie ou infinie
(0,qin),(i1,q1),(i2,q2) . . . de couples dans N×Q tels que, soit le chemin est infini, et
pour tout j ≥ 0, il existe cj ∈ {−1,0,1} tel que (qj,cj,qj+1) ∈ τ(ij) et ij+1 = ij + cj,
soit le chemin est une suite fini (0,qin),(i1,q1) . . . (im,qm) et pour tout 0 ≤ j < m, il
existe cj ∈ {−1,0,1} tel que (qj,cj,qj+1) ∈ τ(ij) et ij+1 = ij +cj, et δ(qm,am) = tt. Un
chemin (0,qin),(i1,q1),(i2,q2) . . . est acceptant s’il est fini, ou s’il est infini et satisfait
la condition de parité, c’est-à-dire que lim inf{ρ(qi) | i ≥ 1} est paire. Enfin, une
stratégie τ est acceptante si tout les chemins infinis dans τ sont acceptants.
On a alors la proposition suivante.
Proposition 7.10 [79] Un automate bidirectionnel alternant de parité accepte un
mot si et seulement s’il possède une stratégie acceptante sur ce mot.
On introduit alors la notion d’annotation qui exprime les diverses boucles (et leur
couleur minimale, où l’on ignore la couleur de l’état de départ) pouvant intervenir
lors d’un chemin dans la stratégie τ . Une annotation pour A de la stratégie τ (sur
un mot u) est une application η de N dans 2Q×{1,...,d}×Q qui satisfait les conditions
suivantes pour tout i ∈ N :
1. si (q,c,q′) ∈ η(i) et (q,c′,q′) ∈ η(i), alors (q,min(c,c′),q′) ∈ η(i) : si on a une
boucle de couleur minimale c et une boucle de couleur minimale c′ on a une
boucle de couleur minimale min(c,c′).
2. si (q,0,q′) ∈ τ(i) alors (q,ρ(q′),q′) ∈ η(i) : si on a une boucle triviale, la seule
couleur est celle du dernier état.
3. si i > 0, (q, − 1,q′) ∈ τ(i), (q′,c,q′′) ∈ η(i − 1) et (q′′,1,q′′′) ∈ τ(i − 1), alors
(q,min(ρ(q′),c,ρ(q′′′)),q′′′) ∈ η(i) : on va à gauche, on boucle et l’on revient à
droite.
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4. si (q,1,q′) ∈ τ(i), (q′,c,q′′) ∈ η(i+ 1) et (q′′,− 1,q′′′) ∈ τ(i+ 1), alors
(q,min(ρ(q′),c,ρ(q′′′)),q′′′) ∈ η(i) : on va à droite, on boucle et l’on revient à
gauche.
5. si i > 0, (q,−1,q′) ∈ τ(i) et (q′,1,q′′) ∈ τ(i−1), alors (q,min(ρ(q′),ρ(q′′)),q′′) ∈
η(i) : on va à gauche et l’on revient tout de suite.
6. si (q,1,q′) ∈ τ(i) et (q′,− 1,q′′) ∈ τ(i+ 1), alors (q,min(ρ(q′),ρ(q′′)),q′′) ∈ η(i) :
on va à droite et l’on revient tout de suite.
Un chemin descendant dans une annotation η d’une stratégie τ sur un mot u =
a0a1 · · · est une suite de triplets (i1,q1,t1),(i2,q2,t2), . . . où pour tout j ≥ 1, ij ∈ N,
qj ∈ Q et tj est un élément de τ(ij) ou de η(ij), satisfaisant :
– si tj est un élément de τ(ij), tj = (qj,1,qj+1) et ij+1 = ij + 1. Dans ce cas, on
dit que la couleur de (ij,qj,tj) est ρ(qj+1).
– si tj est un élément de η(ij), tj = (qj,c,qj+1) et ij+1 = ij. Dans ce cas, on dit
que la couleur de (ij,qj,tj) est c.
Un chemin descendant peut être ﬁni, s’il se termine par un triplet (im,qm,tm)
avec tm = (q,c,q) (on termine par une boucle) ou s’il se termine par un triplet de
la forme (im,qm,tm) avec δ(qm,aim) = tt. Il est acceptant si l’on est dans le premier
cas avec c pair, ou si l’on est dans le second cas. Enﬁn, un chemin descendant inﬁni
est acceptant s’il satisfait la condition de parité, c’est-à-dire si la plus petite couleur
(au sens déﬁni ci-dessus) inﬁniment répétée est paire.
Enﬁn, une annotation η est acceptante si tous ses chemins descendants sont
acceptants. On a alors la caractérisation suivante.
Proposition 7.11 [79]Un automate bidirectionnel alternant de parité accepte un
mot si et seulement s’il existe une stratégie sur le mot et une annotation acceptante
de la stratégie.
Remarque 7.4 La notion de chemin descendant est en fait l’analogue de la notion
de M/B factorisation introduite dans l’étude des conditions de parité pour les jeux
sur des graphes de processus à pile (voir chapitre 5). La proposition précédente peut
alors être interprétée comme l’analogue de la proposition 5.1 disant qu’une stratégie
est gagnante si pour toute contre-stratégie, la M/B factorisation de la partie est telle
que la plus petite couleur apparaissant inﬁniment souvent dans la suite des couleurs
des facteurs est paire.
On peut alors déﬁnir un automate alternant B de parité équivalent à A. L’auto-
mate B va lire un mot de A ainsi qu’une stratégie de A sur ce mot, et une annotation
de cette stratégie. Il accepte si et seulement si l’annotation est acceptante.
On introduit donc deux nouveaux alphabets : ∆sQ = 2
Q×{−1,0,1}×Q (pour les stra-
tégies) et ∆aQ = 2
Q×{1,...,d}×Q (pour les annotations). Enﬁn, on considère l’alphabet
A′ = A×∆sQ×∆
a
Q, et les trois projections naturelles p1, p2 et p3 de A
′ sur A, ∆sQ et
∆aQ, projections qui déﬁnissent des morphismes lettre à lettre de A
′∗ dans A∗, ∆sQ
∗
et ∆aQ
∗. Enﬁn, l’automate B est l’intersection de deux automates B1 et B2. Sur une
entrée u, l’automate B1 vériﬁe que p3(u) est une annotation de la stratégie p2(u),
tandis que B2 vériﬁe que tous les chemins descendants sont acceptants. Un point
crucial pour la suite est que B1 n’a pas de condition d’acceptation (il peut juste
bloquer) et que B2 est purement universel (tous ses états sont universels).
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Description de B1 : Aﬁn de vériﬁer que p2(u) est une stratégie sur u et aﬁn de
vériﬁer les conditions 1 et 2 pour que p3(u) soit une annotation de p2(u), il suﬃt de
vériﬁer des conditions locales, et l’on peut alors restreindre l’alphabet A′ de telles
sortes à ce que ces dernières soient toujours satisfaites. On se concentre donc sur les
conditions 3 à 6 pour p3(u).
On pose B1 = 〈Q1,A′,{q1in},δ1,ρ1〉 où Q1 est composé des ensembles d’états sui-
vants :
– deux états {q1in,q
1
1} qui permettent d’initier et de propager la vériﬁcation des
diﬀérentes conditions. L’état q1in vériﬁe que qin est dans state(ζ) si la lettre lue
est (a,ζ,µ). L’état q11 sert à vériﬁer récursivement les autres conditions dans le
reste du mot.
– un ensemble d’états {C}×Q×{∈ , /∈}, qui servent à vériﬁer la consécution de
la stratégie, à savoir que s’il y a un état (q,1,q′) dans la stratégie courante, il
doit y avoir un état (q′,_,_) dans la stratégie suivante, et s’il n’y a pas d’état
de la forme (q,_,_) dans la stratégie courante, il ne doit pas y avoir (q′,− 1,q)
dans la stratégie suivante.
– un ensemble d’états {A} × Q × {1, . . . ,d} × Q × {∈ , /∈}, qui représentent
des triplets (q,c,q′) de l’annotation qui doivent appartenir (∈) ou non (/∈) à la
troisième composante de la lettre courante.
– un ensemble d’états {S}×Q×{−1}×Q×{/∈}, qui représentent des triplets (q,−
1,q′) de la stratégie qui ne doivent pas se trouver dans la seconde composante
de la lettre courante.
La fonction de coloriage ne sert à rien ici, et l’on considère que c’est la fonction
constante égale à 2. Dès lors, toute branche inﬁnie dans le calcul vériﬁe la condition
de parité.
La fonction de transition δ1 est donnée par :
– δ1((C,q, ∈),(a,ζ,µ)) vaut tt si q ∈ state(ζ) ou si δ(q,a) = tt, et vaut ff sinon.
– δ1((C,q, /∈),(a,ζ,µ)) vaut ff s’il existe q′ tel que (q′,− 1,q) ∈ ζ, et vaut tt sinon.
– δ1((A,q1,c,q2, ∈),(a,ζ,µ)) vaut tt si (q1,c,q2) ∈ µ, et vaut ff sinon.
– δ1((A,q1,c,q2, /∈),(a,ζ,µ)) vaut tt si (q1,c,q2) /∈ µ, et vaut ff sinon.
– δ1((S,q1,i,q2, /∈),(a,ζ,µ)) vaut tt si (q1,i,q2) /∈ ζ, et vaut ff sinon.
– on pose consec(a,ζ) = {q ∈ Q | q /∈ state(ζ) et δ(q,a) 6= tt}, pour tout a ∈ A
et tout ζ ∈ Q×{−1,0,1}×Q. La consécution de la stratégie est exprimée par







– pour la condition 3, si l’on pose ϕ1 = (q,−1,q′) ∈ τ(i), ϕ2 = (q′,c,q′′) ∈ η(i−1),
ϕ3 = (q
′′,1,q′′′) ∈ τ(i−1) et ϕ4 = (q,min(c,ρ(q′),ρ(q′′′)),q′′′) ∈ η(i), la condition
s’exprime par la formule logique ϕ1 ∧ ϕ2 ∧ ϕ3 ⇒ ϕ4, qui est équivalente à








[(A,q,c′,q′′′, ∈) ∨ (S,q, − 1,q′, /∈)], où c′ =
min(c,ρ(q′),ρ(q′′′)).
– de même, pour la condition 4, si l’on pose ϕ1 = (q,1,q′) ∈ τ(i), ϕ2 = (q′,c,q′′) ∈
η(i+ 1), ϕ3 = (q′′,− 1,q′′′) ∈ τ(i+ 1) et ϕ4 = (q,min(c,ρ(q′),ρ(q′′′)),q′′′) ∈ η(i),
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la condition s’exprime par la formule logique ϕ1 ∧ ϕ2 ∧ ϕ3 ⇒ ϕ4, qui est








[(A,q′,c,q′′, /∈) ∨ (S,q′′, − 1,q′′′, /∈)], où c′ =
min(c,ρ(q′),ρ(q′′′)).






[(A,q,c,q′′, ∈)∨(S,q,−1,q′, /∈)], où c = min(ρ(q′),ρ(q′′)).






(S,q,− 1,q′′, /∈), où c = min(ρ(q′),ρ(q′′)).




Υ5(a,ζ,µ) ∧Υ6(a,ζ,µ) si q0 ∈ state(ζ), et ff sinon.





On vériﬁe alors que B1 réalise bien ce que l’on souhaitait.
Description de B2 : On rappelle que B2 sert à vériﬁer que tous les chemins
descendants sont acceptants. Dès lors, il va être équipé d’une condition de parité et
sera purement universel. Plus précisément, B2 = 〈Q×{1, . . . ,d},A′,(qin,ρ(qin)),δ2,ρ2〉,
où l’on pose :
– pour tout état (q,c) et toute lettre (a,ζ,µ), δ2((q,c),(a,ζ,µ)) vaut ff s’il existe
une couleur impaire c′ telle que (q,c′,q) ∈ µ ou s’il existe une couleur impaire











– pour tout état (q,c), ρ2((q,c)) = c.
Il est alors facile de voir que B2 accepte si et seulement si tous les chemins
descendants sont acceptants.
On a donc L(B) = L(B1) ∩ L(B1). Si l’on note n = |Q|, n1 = |Q1| et n2 = |Q2|,
on a n1 = O(nd) et n2 = O(nd). Par ailleurs, l’automate B1 n’a pas de condition
d’acceptation (tout calcul inﬁni est acceptant). Quant à B2, il est purement universel.
L’automate B2, étant purement universel de parité, l’automate B2 obtenu par
dualisation est un automate non déterministe de parité possédant n2 états et faisant
intervenir d couleurs. Il est facile à présent de construire un automate de Büchi non
déterministe B′2 reconnaissant le même langage que B2 et possédant O(n2d) états
(voir par exemple [55]). Enﬁn, en dualisant B2, on obtient un automate de co-Büchi
B′2 purement universel reconnaissant le même langage que B2 et possédant O(n2d)
états.
En prenant l’intersection de B′2 et de B1, on obtient un automate alternant muni
d’une condition de co-Büchi B possédant O(n2d + n1) états et reconnaissant le
langage L(B1) ∩ L(B2) = L(A).
Enﬁn, décider le vide pour un automate alternant muni d’une condition de co-
Büchi étant un problème Pspace (voir par exemple [51]), on en conclut facilement
que l’on peut décider si L(A) est vide en Pspace.
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On a donc prouvé le résultat suivant.
Théorème 7.3 Décider si une position de pile vide est gagnante dans un jeu de
parité sur un graphe d’automate à compteur est dans Pspace.
7.2.3 Borne inférieure
Le théorème 7.3 donne une borne supérieure pour la décision du gagnant dans un
jeu sur un graphe de processus à compteur. Il est alors naturel de chercher une borne
inférieure. Nous donnons ici une première borne inférieure en montrant que, même
dans le cas d’une condition d’accessibilité, le problème est NP-dur, en réduisant le
problème sat. Par symétrie du problème, il vient immédiatement que le problème
est également coNP-dur. En adaptant la réduction utilisée pour réduire sat, on
montre que l’on peut réduire le problème sat-unsat qui est complet pour la classe
DP (déﬁnie ci-dessous). Ce dernier résultat, plus fort que les deux autres, est plus
satisfaisant. En eﬀet, le fait que DP soit fermée par complémentaire est plus en
accord avec le caractère symétrique du problème de décision du gagnant dans un
jeu.
On commence donc par la déﬁnition de la classe DP et du problème sat-unsat
(pour plus de détails, voir [69]).
Définition 7.6 Un langage L est dans la classe de complexité DP si et seulement
s’il existe un langage L1 dans NP et un langage L2 dans coNP tels que L = L1∩L2.
Définition 7.7 Le problème sat-unsat est le suivant : étant données deux formules
booléennes ψ1 et ψ2, sous forme normale conjonctive avec trois littéraux par clause,
a-t-on que ψ1 est satisfiable et ψ2 est non satisfiable? Le problème sat-unsat est
complet pour la classe DP.
On peut alors énoncer notre résultat.
Théorème 7.4 Décider si une position de pile vide est gagnante dans un jeu d’ac-
cessibilité sur un graphe de processus à compteur est dur pour les classes de com-
plexités suivantes : NP, coNP et DP.
Preuve. On commence par montrer que le problème estNP-dur. Pour cela on donne
une réduction polynomiale du problème sat dans sa variante où la formule donnée
est sous forme normale conjonctive avec trois littéraux par clause. On considère
donc une telle formule ψ, sur un ensemble de variables X = {x1, . . . ,xk}. On note
ψ = C1 ∧ C2 ∧ · · · ∧ Ch, et l’on pose Ci = li,1 ∨ li,2 ∨ li,3 pour tout i = 1, . . . ,h avec
li,k ∈ {x,x | x ∈ X}, pour k = 1,2,3. Enﬁn, on désigne, par ρi le i-ème nombre
premier, pour tout i ≥ 1.
Une valuation de X étant une application de X dans {0,1}, on la représente
comme un vecteur de {0,1}k. On donne une application τ de N dans {0,1}k associant
à toute entier une valuation deX. Pour tout n ≥ 0 on pose τ(n) = (b1,b2, . . . ,bk) où bj
vaut 0 si n = 0 mod ρj et vaut 1 sinon. Par exemple, si k = 5, τ(132) = (0,0,1,1,0).
Le lemme chinois montre que τ est une surjection, ce qui permet de coder toute
valuation de X par un entier.
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On considère le jeu suivant : Eve donne un entier n qui code une valuation de ψ,
puis Adam choisit une clause Ci qu’il pense ne pas être satisfaite par la valuation
précédente. Eve donne alors un littéral de Ci et Adam vériﬁe enﬁn si la valuation
précédente évalue ce dernier à 1. Si c’est le cas, Eve remporte la partie, sinon c’est
Adam qui gagne. Il est clair qu’Eve possède une stratégie gagnante dans ce jeu, si
et seulement si ψ est satisﬁable.
Il reste donc à expliquer comment coder un tel jeu par un jeu d’accessibilité sur
un graphe de processus à compteur. On considère donc un processus à compteur
et un jeu d’accessibilité dessus, que l’on ne décrit pas en détail. On s’intéresse aux
parties commençant depuis la conﬁguration (qin,⊥). C’est Eve qui joue depuis cet
état. Elle incrémente alors le compteur et peut soit rester dans qin, soit passer dans
l’état qcc. Dans ce dernier cas, on est alors dans une conﬁguration (qcc,1n⊥) codant
la valuation τ(n), et c’est Adam qui joue. Il peut alors appliquer une règle skip(qCi)
pour tout i = 1, . . . ,h, signiﬁant ainsi qu’il souhaite vériﬁer que Ci est satisfaite
par τ(n). Depuis la conﬁguration (qCi ,1
n⊥), Eve applique une règle skip(qli,j) pour
j ∈ {1,2,3}, signiﬁant que le littéral li,j est satisfait par τ(n). On eﬀectue ensuite
une transition skip(mρk0 ) si li,j = xk et skip(m
ρk
0 ) si li,j = xk. Depuis la conﬁguration
(mρk0 ,1
n⊥) on dépile, tant que la pile est non vide, tout en comptant modulo ρk :
on va donc successivement dans les états mρk1 ,m
ρk





1 . . . Enﬁn, on
atteint une conﬁguration (mρkl ,⊥) depuis laquelle on applique la règle skip(qw) si
l = 0 et skip(ql) sinon. Les états qw et ql sont quant à eux bloquants. Dans le cas
où li,j = xk, la partie se passe de la même façon, sauf qu’on va à la ﬁn dans (qw,⊥)
depuis (mρkl ,⊥) si l 6= 0 et dans (ql,⊥) sinon.
Enﬁn, il y a un unique état ﬁnal, à savoir qw. Il est alors clair qu’Eve possède
une stratégie gagnante depuis (pin,⊥) si et seulement si ψ est satisﬁable.
Il reste à établir le caractère polynomial de la réduction. Pour cela, deux points
sont à préciser : le fait que le processus à compteur soit de taille polynomiale, et le fait
que l’on puisse le construire en temps polynomial. Le nombre d’états du processus à
compteur est O(
∑k
i=1 ρi), qui est polynomial en k, car ρi est borné par un polynôme
en i (du fait que le nombre π(x) de nombres premiers inférieurs à x évolue en x
ln(x)
).
Pour ce qui est de la capacité à construire le processus, il suﬃt de remarquer que
l’on peut déterminer les k premiers nombres premiers en temps polynomial en k, ce
qui ne pose aucun problème (un simple crible suﬃt).
Pour ce qui est du caractère coNP-dur, la preuve est obtenue en réduisant le
problème unsat. On inverse alors le rôle des deux joueurs : c’est Adam qui donne la
valuation et c’est Eve qui choisit la clause à vériﬁer. Enﬁn, Adam choisit le littéral
et si celui-ci n’est pas satisfait, Eve gagne sinon c’est Adam.
Pour ce qui est du caractère DP-dur, on réduit sat-unsat. On a donc deux
formules ψ1 et ψ2. Au début, Adam choisit si l’on vériﬁe que ψ1 est satisﬁable ou si
l’on vériﬁe que ψ2 n’est pas satisﬁable. Dans le premier cas, on joue comme pour la
première réduction, et dans le second cas, on joue comme pour la seconde réduction.
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7.2.4 Conséquences
Complexité du model-checking du µ-calcul pour un processus à compteur
Nous donnons maintenant une borne inférieure et une borne supérieure pour le
problème du model-checking du µ-calcul pour un processus à compteur. Pour une
déﬁnition du µ-calcul, on pourra consulter [6, 83].
Dans [83, 84], I. Walukiewicz prouve le résultat suivant :
Théorème 7.5 Le problème du model-checking du µ-calcul sur un processus à pile
est polynomialement équivalent à la décision du gagnant dans un jeu de parité sur
un graphe de processus à pile.
La réduction du problème de model-checking vers le jeu modiﬁe seulement l’en-
semble des états, et laisse intact l’alphabet de pile. Quant à la réduction réciproque,
elle ne considère pas la pile. Dès lors, on a le corollaire suivant du théorème 7.5
Corollaire 7.1 Le problème du model-checking du µ-calcul sur un processus à comp-
teur est polynomialement équivalent à la décision du gagnant dans un jeu de parité
sur un graphe de processus à compteur.
On déduit des bornes données dans les sections 7.2.2 et 7.2.3, le corollaire suivant.
Corollaire 7.2 Le problème du model-checking du µ-calcul sur un processus à comp-
teur est dans Pspace. De plus, c’est un problème DP-dur.
Combinaisons booléennes d’une condition de parité et d’une condition
sur la hauteur de pile
Dans le paragraphe 8.2 du chapitre 8, on considère un jeu sur un graphe de pro-
cessus à pile muni d’une condition de gain qui est une combinaison booléenne d’une
condition de parité et d’une condition sur la hauteur de pile. On montre comment
réduire le problème de décision du gagnant dans un tel jeu au problème de décision
du gagnant dans un jeu de parité sur un graphe de processus à compteur exponen-
tiellement plus grand. Le théorème 7.3 permet alors de déduire un algorithme en




D’autres conditions de gain
Sommaire
8.1 Jeux sur des graphes de Vpp muni d’une condition ω-Vpl206
8.1.1 Définitions et motivations . . . . . . . . . . . . . . . . . . 206
8.1.2 Déterminisation des ω-Vpa . . . . . . . . . . . . . . . . . 206
8.1.3 Jeux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
8.1.4 Complexité . . . . . . . . . . . . . . . . . . . . . . . . . . 212
8.1.5 Stratégies . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
8.1.6 Complexité topologique . . . . . . . . . . . . . . . . . . . 215
8.2 Combinaisons booléennes d’un condition de parité et
d’une condition sur la hauteur de pile . . . . . . . . . . . 216
8.2.1 Présentation des constructions . . . . . . . . . . . . . . . 216
8.2.2 Condition de parité et d’explosion . . . . . . . . . . . . . 219
8.2.3 Preuve du théorème 8.6 . . . . . . . . . . . . . . . . . . . 220
8.2.4 Autres combinaisons booléennes . . . . . . . . . . . . . . . 227
8.2.5 Résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
8.2.6 Une borne supérieure en Dexptime . . . . . . . . . . . . 229
Dans ce chapitre, on considère des conditions naturelles pour la vériﬁcations de
systèmes. Les premières sont celles données par un langage ω-Vpl et concernent
les jeux sur des graphes de Vpp. Les résultats présentés sont ceux obtenus avec C.
Löding et P. Madhusudan dans [56].
On revient ensuite aux jeux sur un graphe de processus à pile. Si ce dernier
modélise un système ouvert, il peut être intéressant de rechercher un contrôleur
permettant de satisfaire une propriété régulière mais aussi une contrainte sur la
hauteur de pile, comme un bornage. En terme de jeux, cela revient à chercher une
stratégie gagnante pour une condition de gain qui est une combinaison booléenne
d’une condition de parité et d’une condition sur la hauteur de pile. C’est l’objet du
second paragraphe. On y donne une solution qui utilise les résultats obtenus dans le
chapitre précédent pour les jeux de parité sur un graphe de processus à compteur. On
présente également les constructions obtenues avec A.J. Bouquet et I. Walukiewicz
dans [13].
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8.1 Jeux sur des graphes de Vpp muni d’une condi-
tion ω-Vpl
8.1.1 Définitions et motivations
Dans [4], les auteurs considèrent l’alphabet d’actions A˜ = 〈{c},{r},∅〉. Un mot
sur l’alphabet A est infiniment borné si, lorsqu’il est lu par un Vpa, la pile de se
dernier visite inﬁniment souvent une hauteur de pile. Le langage des mots inﬁni-
ment bornés est noté Lrepbdd. Ce langage est ω-Vpl, et il en va de même pour son
complémentaire, puisque les langages ω-Vpl sont fermés par complémentation [4].
Considérons maintenant un graphe de jeu G sur un Vpp, d’alphabet d’actions
A. Considérons le jeu G sur G muni de la condition externe Lrepbdd : G n’est autre
que le jeu d’explosion stricte sur le graphe de jeu G.
Les langages ω-Vpl étant fermés par opérations booléennes, on peut donc spé-
ciﬁer des comportements parlant à la fois de la hauteur de pile et de conditions
régulières. En fait, R. Alur, K. Etessami et P. Madhusudan ont introduit dans [1]
une extension de la logique ltl, appelée Caret, permettant de parler d’un appel
et de son retour associé. Par exemple, on peut exprimer des propriétés du type si
une propriété p est vraie lors d’un appel à un module, le module doit terminer et
une fois celui-ci fini, une propriété q doit être vraie. Un langage déﬁnissable par une
formule Caret est en réalité un langage ω-Vpl [4].
Dans [4], les auteurs montrent comment vériﬁer qu’un système décrit par un
Vpp vériﬁe une propriété ω-Vpl. En d’autres termes, ils montrent comment décider
le gagnant dans un jeu à un joueur sur un graphe de Vpp muni d’une condition
externe décrite par un langage ω-Vpl.
Dans [56], avec C. Loeding et P. Madhusudan, nous avons considéré le cas des
jeux à deux joueurs. On présente dans ce qui suit les résultats que nous avons obte-
nus. La principale diﬃculté provient du fait que le modèle d’automates déﬁnissant
les langages ω-Vpl est non déterministe. Dans un premier temps, on propose un mo-
dèle déterministe de Vpa que l’on équipe d’une nouvelle condition d’acceptation, la
condition de parité en escalier. Ensuite, on montre comment réduire notre problème
à décider le gagnant dans un jeu de parité en escalier sur un graphe de processus
à pile, et l’on conclut en utilisant les résultats de la partie 5. On donne une borne
supérieure et inférieure pour ce problème. On termine enﬁn par des considérations
sur les stratégies gagnantes et sur la complexité borélienne des langages ω-VPL.
8.1.2 Déterminisation des ω-Vpa
Dans [4], les auteurs montrent qu’un Vpa non déterministe de Büchi ne peut
pas toujours être transformé en un Vpa déterministe de Muller reconnaissant le
même langage. Un exemple de tel langage est l’ensemble des mots qui lorsqu’ils
sont lus par un Vpa sont tels que la pile de ce dernier répète inﬁniment souvent
un niveau. Un automate non déterministe va pouvoir deviner quel sera le niveau
inﬁniment souvent visité (et passer par un état ﬁnal à chaque visite) tandis qu’un
automate déterministe, même muni d’une condition de Muller ne pourra repérer ce
phénomène.
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Nous introduisons ici une nouvelle condition d’acceptation pour les Vpa, et nous
montrons que les Vpa déterministes équipés de cette condition d’acceptation ont le
même pouvoir d’expression que les Vpa non déterministes de Büchi.
L’idée est de ne pas évaluer la condition d’acceptation sur la suite complète des
états visités lors d’un calcul, mais seulement sur une sous-suite, correspondant à des
positions minimales pour la hauteur de pile. Ainsi, la sous-suite de conﬁgurations
obtenues sera croissante au sens large pour la hauteur de pile.
Nous commençons par quelques notations. Pour tout mot inﬁni u = a0a1a2 · · · ,
sur un alphabet quelconque A, et pour tout X ⊆ N, on déﬁnit le mot u|X , ﬁni ou
inﬁni, sur l’alphabet A, par u|X = an1an2an3 · · · , où X = {n1 < n2 < n3 < · · · }.
Pour tout mot u ∈ A∗ sur un alphabet d’actions A, on déﬁnit la hauteur de pile
induite par u, sh(u) par : sh(ε) = 0 et,
pour tout a ∈ A,

sh(ua) = sh(u) si a ∈ Aint
sh(ua) = sh(u) + 1 si a ∈ Ac
sh(ua) = max{sh(u)− 1,0} si a ∈ Ar.
Enﬁn, pour tout mot inﬁni u ∈ Aω, on note Stepsu = {n ∈ N | ∀m ≥ n : sh(u↾m) ≥
sh(u↾n)}. Cet ensemble est toujours inﬁni.
On appelle Lwmw l’ensemble des mot minimaux bien parenthésés, c’est-à-dire
les mots de la forme cur ∈ A∗ où r ∈ Ar est le retour correspondant à c ∈ Ac.
Formellement, c ∈ Ac, r ∈ Ar, sh(u) = 0 et sh(u′) > 0 pour tout préﬁxe strict u′
de u. Tout mot inﬁni u ∈ Aω se factorise de façon unique en u = u1u2u3 · · · , où
chaque facteur ui ∈ Lwmw ∪ Ac ∪ Ar. On établit facilement que si ui = c pour un
appel c ∈ Ac, alors il n’existe pas d’indice j ≥ i tel que uj ∈ Ar. De plus, pour tout
n ∈ N, n ∈ Stepsu si et seulement s’il existe un i ≥ 0 tel que |u1 · · ·ui| = n.
Etant donné un calcul d’un Vpa sur un mot u, on considère la suite ξ des états du
Vpa au cours du calcul. La condition de parité en escalier va considérer la sous-suite
ξ|Stepsu pour décider si le mot est accepté ou non. Si ξ|Stepsu vériﬁe une condition de
parité, u est accepté sinon il est rejeté.
Définition 8.1 (StVpa) Un automate non déterministe à pile avec visibilité muni
d’une condition de parité en escalier, ou StVpa, est un septuplet A = 〈Q,A,Γ,⊥,I,ρ,δ〉
possédant les mêmes composantes qu’un Vpa muni d’une condition de parité. En
particulier, ρ est une application de Q dans un ensemble fini de couleurs C ⊂ N. Un
calcul d’un StVpa sur un mot u ∈ Aω est acceptant si et seulement si la suite ξ =
q0q1 · · · ∈ Q
ω des états au cours du calcul est telle que lim inf{ρ(qni) | ni ∈ Stepsu}
est paire. Le langage accepté par A est noté L(A).
Considérons maintenant un Vpa non déterministe muni d’une condition de Büchi
A = 〈Q,A,Γ,⊥,I,F,δ〉. Nous expliquons comment construire une StVpa déterministe
qui reconnaît le même langage que A. Pour cela, considérons un mot u ∈ Aω, ainsi
que sa factorisation u = u1u2u3 · · · sur Lwmw ∪ Ac ∪ Ar. Dans un StVpa qui va
lire u, la condition de parité ne sera évaluée qu’aux états atteints après avoir lu un
facteur ui. Dès lors, pour simuler A, on va devoir résumer le comportement de ce
dernier sur les facteurs ui. Pour cela, on code la transformation qu’induit un de ces
facteurs sur l’ensemble des états de A.
Plus précisément, on considère l’ensemble des transformations TQ = 2Q×{0,1}×Q.
L’ensemble TQ est naturellement muni d’une loi de composition que l’on note ◦.
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La transformation Tui , induite par un facteur ui, est donnée par : (q,f,q
′) ∈ Tui
si et seulement s’il existe un calcul de A, d’étiquette ui, depuis (q,⊥) jusqu’à une
conﬁguration (q′,σ) pour un σ ∈ Γ∗, et qui visite un état ﬁnal si et seulement si f = 1.
Le fait que la déﬁnition précédente soit fondée sur un calcul depuis une conﬁguration
de pile vide ne pose pas de problème. En eﬀet, si ui est un appel c ∈ Ac, la transition
ne dépend pas du sommet de pile, si ui est un mot bien parenthésé minimal, on ne
dépile jamais depuis la pile vide, et enﬁn, si ui est un retour r ∈ Ar, on sait que lors
du calcul de A sur u on est dans une conﬁguration de pile vide lorsque l’on lit r.
Considérons une suite de transformations τ = T1T2 · · · ∈ T ωQ . La suite τ est dite
acceptante si et seulement s’il existe une suite d’états q0q1 · · · ∈ Qω telle que :
– q0 ∈ I;
– pour tout i ≥ 0, (qi,fi,qi+1) ∈ Ti+1 avec fi ∈ {0,1};
– il existe une inﬁnité d’indices i tel que fi = 1.
Maintenant, pour tout mot u ∈ Aω de factorisation u1u2 · · · , on note τu ∈ T ωQ ,
la suite Tu1Tu2 · · · . Il est alors facile de voir que u est accepté par A si et seulement
si la suite τu est acceptante.
Par ailleurs, l’ensemble des suites acceptantes est un langage ω-régulier, et peut
donc être reconnu par un automate déterministe de parité AT = 〈S,TQ,sin,ρT ,δT 〉.
De plus, on peut choisir AT de sorte que le nombre d’états soit 2O(|Q|·log |Q|).
Aﬁn de simuler l’automate A, on construit un Vpa déterministe C avec sortie tel
qu’après avoir lu un mot ﬁni u de factorisation u1u2 . . . uk, C sort, lors de sa dernière
transition, la transformation Tout = Tuk .
Aﬁn de construire l’automate C, on déﬁnit :
– pour tout appel c ∈ Ac et toute lettre γ ∈ (Γ \ ⊥), on pose Tc,γ = {(q,f,q′) |
push(q′,γ) ∈ δ(q,_,c) et f = 1 ssi {q,q′} ∩ F 6= ∅};
– pour tout retour Ar et toute lettre γ ∈ (Γ \ ⊥), on pose Tr,γ = {(q,f,q′) |
pop(q′) ∈ δ(q,γ,c) et f = 1 ssi {q,q′} ∩ F 6= ∅};
– pour tout retour Ar, on pose Tr,⊥ = {(q,f,q′) | skip(q′) ∈ δ(q,⊥,c) et f =
1 ssi {q,q′} ∩ F 6= ∅}.
On peut alors déﬁnir C :
– l’ensemble des états de C est TQ.
– l’alphabet de pile de C est (TQ × Ac) ∪ {⊥}.
– l’état initial est IdQ = {(q,0,q) | q ∈ Q}.
– la fonction de transition δC est illustrée par la ﬁgure 8.1.2 et elle est donnée
par :
– pour tout a ∈ Aint, Tout = Ta et δC(T,_,a) = {skip(T ◦ Tout)}.
– pour tout c ∈ Ac, Tout = Tc et δC(T ′,_,c) = {push(IdQ,(T ′,c))}.
– pour tout r ∈ Ar, si (T ′,c) désigne le sommet de pile, Tout =
⋃
γ∈Γ\{⊥} Tc,γ◦
T ◦ Tr,γ et δC(T,(T ′,c),r) = {pop(T ′ ◦ Tout)}.
– pour tout r ∈ Ar, si ⊥ désigne le sommet de pile, Tout = Tr et δC(T,⊥,r) =
{skip(T ◦ Tout)}.
– après la lecture de chaque lettre, l’automate sort la transformation Tout.
















γ∈Γ Tc,γ ◦ T ◦ Tr,γEtat de contrôle :









γ∈Γ Tc,γ ◦ T ◦ Tr,γ
Résumé par T ′ ◦
⋃
γ∈Γ Tc,γ ◦ T ◦ Tr,γ
Fig. 8.1 – Comportement de C
210 CHAPITRE 8. D’autres conditions de gain
On vériﬁe sans problème qu’après avoir lu un mot u de factorisation u1 · · ·uk, la
dernière transformation sortie par C est Tuk .
Maintenant, il n’est pas diﬃcile d’obtenir à partir de AT et de C, un StVpa
déterministe D qui reconnaît le même langage que A. L’ensemble des états de D
est TQ × S, et D va être construit de telle sorte à être, après avoir lu un mot ﬁni
u de factorisation u = u1 · · ·uk, dans un état dont la seconde composante est l’état
atteint dans AT depuis sin après avoir lu le mot Tu1 · · ·Tuk . La fonction de coloriage
sur D est induite par la fonction de coloriage ρT de AT . Comme D reconnaît les
transformations acceptantes, on aura L(D) = L(A).
Le StVpa D simule C sur sa première composante, tandis que la seconde com-
posante est mise à jour grâce aux sorties de C. En plus de l’information que C stocke
dans la pile, lorsqu’un appel a ∈ Ac est lu, D empile également l’état dans lequel il
se trouvait au moment de la lecture de a. Lorsqu’un retour r ∈ Ar est lu et que la
pile est non vide, la seconde composante doit devenir δT (s,T ), où s est l’état de AT
au moment où il a lu l’appel correspondant au retour r, et où T est la transforma-
tion induite par le facteur bien parenthésé que l’on vient de lire. L’état s est alors
disponible en sommet de pile, tandis que T correspond à la sortie de C : D peut donc
mettre à jour correctement sa seconde composante.
Voici une description formelle de D :
– les états de D sont TQ × S.
– l’alphabet de pile est (TQ × Ac × S) ∪ {⊥}.
– l’état initial est (IdQ,sin).
– la fonction de transition δD est déﬁnie comme suit, où Tout désigne la sortie de
C correspondant à la transition eﬀectuée sur la première composante :
– pour tout a ∈ Aint, δD((T,s),_,a) = {skip((T ′,δT (s,Tout)))}, où δC(T,_,a) =
{skip(T ′)}.
– pour tout c ∈ Ac, δD((T,s),_,c) = {push((IdQ,δT (s,Tout),(T,c,s)))}.
– pour tout r ∈ Ar lorsque la pile est non vide, δD((T,s),(T ′,c,s′),r) =
{pop((T ′′,δT (s
′,Tout)))}, où δC(T,(T ′,c),r) = {pop(T ′′)}.
– pour tout r ∈ Ar lorsque la pile est vide, δD((T,s),⊥,r) = {skip((T ′′,δT (s′,Tout)))},
où δC(T,⊥,r) = {skip(T ′′)}.
– la fonction de coloriage est obtenue en étendant ρT : ρD(T,s) = ρT (s).
On a donc prouvé
Théorème 8.1 [56] Pour tout Vpa non déterministe de Büchi A sur un alphabet
A, il existe un StVpa déterministe de parité D tel que L(A) = L(D). De plus, D
peut être construit de sorte à avoir 2O(n
2) états, où n désigne le nombre d’états de
A.
Réciproquement, on peut prouver sans grande diﬃculté que la condition de parité
en escalier n’augmente pas le pouvoir de reconnaissance des Vpa.
Théorème 8.2 [56] Pour tout StVpa non déterministe A sur un alphabet A, il
existe un Vpa non déterministe de Büchi A′ tel que L(A) = L(A′).
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8.1.3 Jeux
Considérons un Vpp P = 〈Q,A,Γ,⊥,∆〉 et une partition QE ∪QA de Q. On ap-
pelle G = ((V,E),VE,VA) le graphe de jeu engendré par P et la partition précédente.
On considère enﬁn un langage ω-Vpl L sur l’alphabet d’actions A, et l’on appelle
G = (G,L) le jeu sur G muni de la condition externe L.
Dans ce paragraphe, on explique comment décider le gagnant depuis une position
de la forme (pin,⊥) dans G. Pour cela, on considère un StVpa déterministe A =
〈S,A,Σ,⊥,i,ρ,δ〉 acceptant le langage L. On a donc un graphe de jeu G sur un Vpp,
dont les arcs sont étiquetés par un alphabet d’actions A. La condition de gain est
un langage ω-Vpl sur l’alphabet A, qui est décrit par un StVpa déterministe A.
On se retrouve à peu de choses près dans le cadre du paragraphe 6.3.1, où l’on
avait un graphe de jeu ﬁni sur lequel on considérait une condition de gain décrite
par un automate à pile déterministe de parité sur l’alphabet d’étiquetage. On avait
alors considéré le produit entre le graphe de jeu et l’automate à pile déterministe de
parité, et obtenu un jeu de parité sur un processus à pile qui permettait de décider
le gagnant dans le premier jeu.
On raisonne de la même façon ici. Comme A est déterministe et fonctionne sur
le même alphabet d’entrée que P , on va considérer le produit P × A. Ce dernier
va être un StVpa, qui engendre un jeu de parité en escalier G′ sur un graphe de
processus à pile. La partition des états de P × A est induite par celle des états de
P , tandis que la fonction de coloriage est induite par celle de A. Il est important de
remarquer que le fait que A soit un StVpa est crucial, puisque dès lors les piles de
A et de P sont toujours de même hauteur. Cette synchronisation des piles de A et
de P permet donc de ne pas perdre d’information lorsque l’on prend le produit des
piles.
Plus précisément, on considère le Vpp P×A = 〈Q×S,A,(Γ\{⊥})× (Σ\{⊥})∪
{⊥},⊥,∆′〉 où :
– pour tout (q,s),(q′,s′) ∈ Q × S et tout (γ,σ),(γ′,σ′) ∈ (Γ \ {⊥}) × (Σ \ {⊥}),
on a :
– pour tout a ∈ Ac, push((q′,s′),(γ′,σ′)) ∈ ∆′((q,s),(γ,σ),a) si et seulement
si push(q′,γ′) ∈ ∆(q,γ,a) et δ(s,σ,a) = {push(s′,σ′)}.
– pour tout a ∈ Aint, skip((q′,s′)) ∈ ∆′((q,s),(γ,σ),a) si et seulement si
skip(q′) ∈ ∆(q,γ,a) et δ(s,σ,a) = {skip(s′)}.
– pour tout a ∈ Ar, pop((q′,s′)) ∈ ∆′((q,s),(γ,σ),a) si et seulement si
pop(q′) ∈ ∆(q,γ,a) et δ(s,σ,a) = {pop(s′)}.
– pour tout (q,s),(q′,s′) ∈ Q× S et tout (γ′,σ′) ∈ (Γ \ {⊥})× (Σ \ {⊥}), on a :
– pour tout a ∈ Ac, push((q′,s′),(γ′,σ′)) ∈ ∆′((q,s),⊥,a) si et seulement si
push(q′,γ′) ∈ ∆(q,⊥,a) et δ(s,⊥,a) = {push(s′,σ′)}.
– pour tout a ∈ Aint ∪ Ar, skip((q′,s′)) ∈ ∆′((q,s),⊥,a) si et seulement si
skip(q′) ∈ ∆(q,⊥,a) et δ(s,⊥,a) = {skip(s′)}.
On considère la partition QE× S ∪QA× S des états de P ×A et la fonction de
coloriage ρ′ sur Q×S en posant ρ′(q,s) = ρ(s). Enﬁn, on appelle G ′ le graphe de jeu
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qu’ils engendrent, et G′ le jeu de parité en escalier sur G ′. En utilisant les mêmes
techniques que pour le théorème 6.5, on prouve le résultat suivant:
Théorème 8.3 [56] Pour tout état qin ∈ Q, la configuration (qin,⊥) est gagnante
pour Eve dans le jeu G si et seulement si la configuration ((qin,sin),⊥) est gagnante
pour Eve dans le jeu G′.
Remarque 8.1 Comme dans le cas du théorème 6.5, on peut à partir d’une stra-
tégie gagnante dans G′ déduire une stratégie gagnante dans G. Cette dernière ne
nécessite de plus qu’une quantité ﬁnie de mémoire supplémentaire.
8.1.4 Complexité
Bornes supérieures
Les théorèmes 8.1, 8.3 et 5.6 impliquent le corollaire suivant.
Corollaire 8.1 [56] Soit G un jeu sur un graphe de Vpp muni d’une condition
externe Ω qui est un langage ω-Vpl. Pour toute configuration de pile vide (qin,⊥),
on peut décider si Eve possède une stratégie gagnante dans G depuis (qin,⊥) en
Dexptime si Ω est décrite par un StVpa déterministe ou par un Vpa déterministe
de Büchi, et en 2-Dexptime si Ω est décrite par un Vpa non déterministe de Büchi.
Par ailleurs, en utilisant les résultats donnés dans [1], si la condition de gain
est décrite par une formule ψ de Caret, on peut construire un Vpa de Büchi non
déterministe qui reconnaît exactement les modèles de ψ. De plus, un tel Vpa peut
être choisi de taille 2O(|ψ|). Dès lors, on a le corollaire suivant.
Corollaire 8.2 [56] Soit G un jeu sur un graphe de Vpp muni d’une condition
externe Ω décrite par une formule de Caret. Pour toute configuration de pile vide
(qin,⊥), on peut décider si Eve possède une stratégie gagnante dans G depuis (qin,⊥)
en 3-Dexptime.
En particulier, comme Caret est une extension de la logique ltl, on a :
Corollaire 8.3 [56] Soit G un jeu sur un graphe de Vpp muni d’une condition
externe Ω décrite par une formule de ltl. Pour toute configuration de pile vide
(qin,⊥), on peut décider si Eve possède une stratégie gagnante dans G depuis (qin,⊥)
en 3-Dexptime.
Bornes inférieures
Concernant les bornes inférieures, on a établi dans [56] le résultat suivant.
Théorème 8.4 [56] Soit G un jeu sur un graphe de Vpp muni d’une condition
externe Ω décrite par une formule de ltl. Décider si Eve possède une stratégie
gagnante dans G depuis une configuration de pile vide est un problème 3-Dexptime-
dur.
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Preuve. La preuve est technique. On montre comment simuler une machine de
Turing alternante d’espace doublement exponentiel.
Comme dans la preuve du théorème 6.8, on va coder une conﬁguration d’une
machine de Turing à l’aide de compteurs imbriqués. On considère une machine de
Turing alternante qui, sur une entrée de taille n, utilise un espace doublement ex-
ponentiel en m, où m est polynomial en n.
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i,j est la repré-
sentation binaire de j. Dans une telle description, les bits de la forme nki,j sont
qualiﬁés de bit de niveau inférieur, tandis que les bits de la forme ni,j sont qualiﬁés
de bit de niveau supérieur. De même, on qualiﬁe n0i,jn
1
i,j · · ·n
m−1
i,j de compteur de
niveau inférieur, et ni,0ni,1 · · ·ni,2m−1 de compteur de niveau supérieur.
Le jeu se passe de la façon suivante : Eve décrit la conﬁguration initiale puis Eve
(si la conﬁguration est existentielle) ou Adam (sinon) choisit une transition de la
machine de Turing. Ensuite, Eve décrit la conﬁguration successeur et ainsi de suite.
La description est faite en empilant des lettres dans la pile et les transitions sont
toujours étiquetées par la lettre que l’on empile (et plus tard que l’on dépile).
Eve remporte une partie si une conﬁguration ﬁnale est décrite. Il n’est pas diﬃcile
de voir que l’on peut coder cette condition à l’aide d’une formule ltl.
Bien sûr, Adam peut contester les conﬁgurations décrites par Eve, ce qui permet
d’éviter qu’elle ne triche. Pour cela, il peut après toute description d’une conﬁgura-
tion marquer un symbole spécial ∗ et dépiler tant qu’il veut en intercalant à deux
reprises un marqueur obj1 ou obj2. Dans ce cas, la suite des étiquetages est de la
forme σ ∗σ′ où σ′ est un préﬁxe du miroir de σ (on a dépilé donc lu à l’envers) dans
lequel deux marqueurs sont intercalés. Les diﬀérentes vériﬁcations sont les suivantes :
– la consécution des compteurs de niveau inférieur est facilement vériﬁée par une
formule ltl. En eﬀet, on peut spéciﬁer la valeur du j-ème bit d’un compteur
de niveau inférieur en fonction des m bits du compteur précédent.
– si Adam pense qu’il y a un problème sur un bit de niveau supérieur, il dépile
jusqu’à trouver le premier bit à problème, qu’il marque en faisant une transi-
tion skip d’étiquette obj1 puis il continue de dépiler jusqu’au bit supérieur qui
n’a pas été correctement mis à jour, qu’il marque également avec obj1. Une
formule ltl permet de vériﬁer si le premier bit a mal été actualisé. Cependant,
pour éviter qu’Adam ne triche en indiquant des bits d’indices diﬀérent, une
formule ltl vériﬁe également que les compteurs de niveau inférieurs sont les
mêmes (ce qui se fait sans diﬃculté).
– si Adam pense qu’il y a un problème sur une lettre ou sur l’état de la conﬁgu-
ration, il dépile les deux dernières conﬁgurations et marque dans chacune, à
l’aide d’une transition skip étiquetée par un symbole obj2, la lettre (ou l’état)
posant problème. On vériﬁe avec une formule ltl si l’actualisation a été cor-
recte ou non. Il faut également faire en sorte qu’Adam ne puisse pas tricher
en choisissant des cases qui ne se correspondent pas. Pour cela, on autorise
Eve a utiliser, une fois qu’Adam a écrit les deux marqueurs obj2, un marqueur
notok pour signaler un bit faux dans le compteur de niveau supérieur asso-
ciée à la case incriminée. Pour vériﬁer alors cette objection d’Eve, on utilise
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une formule ltl qui vériﬁe si, dans le premier compteur d’ordre supérieur,
le bit incriminé par Eve est bien le même que dans le second. Pour cela, la
formule teste de façon exhaustive (à l’aide d’une conjonction d’implications)
les compteurs d’ordre inférieur jusqu’à trouver le bon.
Suite à une contestation, la partie se termine et le gagnant est celui qui avait
raison au sujet de cette dernière.
Le caractère polynomial et l’existence de telles formules ltl peuvent être établis
en détail mais la preuve est fastidieuse et nécessite un haut niveau de détail. Pour
plus de détails, on renvoie le lecteur à [56]. Le fait qu’Eve possède une stratégie
gagnante si et seulement si la machine de Turing accepte la conﬁguration initiale ne
pose quant à lui pas de problème. 2
Signalons une conséquence du résultat précédent.
Corollaire 8.4 [56] Soit G un jeu sur un graphe de processus à pile muni d’une
condition externe Ω décrite par un automate non déterministe de Büchi. Décider si
Eve possède une stratégie gagnante dans G depuis une configuration de pile vide est
un problème 2-Dexptime-dur.
Preuve. On simule cette fois une machine de Turing alternante d’espace expo-
nentiel. On considère donc une telle machine avec une entrée de taille n. En posant
n′ = log n, et en utilisant la réduction précédente, on construit une formule de ltl ψ,
polynomiale en n′, et un jeu équivalent sur un processus à pile de taille polynomiale
en n. La formule ψ peut alors être transformée en un automate non déterministe
de Büchi acceptant les modèles de ψ. De plus, un tel automate peut être choisi de
taille exponentielle en n′, c’est-à-dire polynomial en n. On obtient ainsi un jeu sur un
graphe de processus à pile de taille polynomiale en n, et muni d’une condition de gain
décrite par un automate non déterministe de Büchi de taille également polynomiale
en n. Par ailleurs, Eve possède une stratégie gagnante depuis une conﬁguration de
pile vide particulière dans ce jeu si et seulement si la machine de Turing précédente
accepte sur son entrée initiale. On a donc bien donné une réduction polynomiale qui
prouve le résultat voulu. 2
Comme la logique ltl est une sous-classe de la logique Caret, et que les auto-
mates de Büchi non déterministes sont un cas particulier de Vpa non déterministes
de Büchi, on a le résultat suivant.
Corollaire 8.5 [56] Décider le gagnant dans un jeu sur un graphe de Vpp muni
d’une condition ω-VPL décrite par un Vpa non déterministe de Büchi est un pro-
blème 2-Dexptime-complet.
Décider le gagnant dans un jeu sur un graphe de processus à pile muni d’une
condition décrite par une formule ltl est un problème 3-Dexptime-complet.
Décider le gagnant dans un jeu sur un graphe de Vpp muni d’une condition
décrite par une formule Caret est un problème 3-Dexptime-complet.
8.1.5 Stratégies
Dans la proposition 5.5, nous avons montré que dans un jeu de parité en escalier
sur un graphe de processus à pile, une mémoire inﬁnie peut être nécessaire dans une
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stratégie gagnante. Une adaptation simple de la preuve permet d’établir le résultat
suivant.
Proposition 8.1 [56] Il existe un jeu sur un graphe de Vpp muni d’une condition
de gain ω-Vpl et une position gagnante pour Eve dans ce jeu tels que toute stratégie
gagnante pour Eve nécessite une mémoire infinie.
Par ailleurs, nous avons vu dans le chapitre 5 que l’on peut construire des stra-
tégies à pile pour Eve dans un jeu de parité en escalier sur un graphe de processus
à pile. Dès lors, en utilisant la remarque 8.1, on déduit le résultat suivant.
Proposition 8.2 [56] Dans un jeu sur un graphe de Vpp muni d’une condition de
gain ω-Vpl, Eve possède depuis toute position gagnante une stratégie à pile.
8.1.6 Complexité topologique
On donne maintenant la complexité topologique des langages ω-Vpl, et par là-
même celle des conditions de gains externes que nous venons d’étudier.
Théorème 8.5 [56] La classe des langages ω-Vpl est incluse dans B(Σ3).
Preuve. Soit L un langage ω-Vpl sur un alphabet d’actions A, et soit A un StVpa
qui reconnaît L. Pour tout état q de A, on déﬁnit le langage Lq des mots inﬁnis
u pour lesquels A visite inﬁniment souvent l’état q dans des positions de Stepsu.
On va montrer que tout langage Lq est dans Π3. Comme le langage L s’exprime
ensuite facilement comme une combinaison booléenne des langages Lq, on conclut
sans problème la preuve.
On appelle Uq l’ensemble des mots ﬁnis qui conduisentA dans l’état q. Le langage




n>m Lq,n, où Lq,n désigne le langage des mots inﬁnis
u tels n ∈ Stepsu et u↾n∈ Uq. On va montrer que tout langage Lq,n est fermé, ce qui
implique que Lq est Π3 et termine la preuve.
Etant donné un mot inﬁni u et un indice n ≥ 0, on a n ∈ Stepsu dans deux cas :
– le mot u↾n est de hauteur de pile nulle, c’est-à-dire que sh(u↾n) = 0. On appelle
U0 = (Ar ∪ Aint ∪ Lwmw)
∗ l’ensemble des mots ﬁnis de hauteur de pile nulle.
– dans le suﬃxe de u commençant à la position d’indice n, tout retour est associé
à un appel. On appelle Umr = (Ac ∪ Aint ∪ Lwmw)∗ l’ensemble des mots dans
lesquels tout retour est associé à un appel.
On a alors










Tous les langages de base intervenant dans la formule précédente sont de la forme
KAω, où K est un langage ﬁni. Ce sont donc des ouverts fermés, et dès lors Lq,n est
fermé. 2
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8.2 Combinaisons booléennes d’un condition de pa-
rité et d’une condition sur la hauteur de pile
On étudie maintenant la résolution d’un jeu sur un graphe de processus à pile
muni d’une condition de gain qui est une combinaison booléenne d’une condition de
parité et d’une condition sur la hauteur de pile. Une telle condition est donc de la
forme parité et/ou explosion/bornage/explosion stricte/répétition.
Toutes ces conditions de gain étant invariantes par translations horizontales et
verticales, les résultats du chapitre 4 s’appliquent, et l’on peut se restreindre au
calcul des ensembles de retours et des conﬁgurations gagnantes de pile vide.
Savoir résoudre ce genre de jeux est particulièrement intéressant pour la vériﬁ-
cation. En eﬀet, cela donne une méthode pour synthétiser un contrôleur pour qu’un
système modélisé par un graphe de processus à compteur vériﬁe une spéciﬁcation
demandant que le nombre d’appel récursif soient bornés (condition de bornage) et
qu’en même temps une condition régulière, données par exemple par une formule de
ltl ou ctl, soit satisfaite.
8.2.1 Présentation des constructions
Considérons le jeu suivant, où il n’y a qu’un seul joueur, Eve. Le jeu se déroule
sur un graphe de processus à pile, et il est équipé d’une condition de type Büchi
et explosion. Eve peut empiler ou dépiler comme elle veut, mais ne peut atteindre
l’état ﬁnal que si la pile est vide. Ainsi, pour gagner, Eve est forcée d’empiler des
symboles (aﬁn d’exploser la pile), puis de les dépiler (aﬁn de passer par l’état ﬁnal)
et ainsi de suite. Une mémoire inﬁnie est alors nécessaire pour se souvenir de la plus
grande hauteur de pile atteinte. On a donc le résultat suivant.
Proposition 8.3 Il existe un jeu sur un graphe de processus à pile muni d’une
condition de type Büchi et explosion, et une configuration gagnante pour Eve tels
que toute stratégie gagnante pour Eve depuis cette position nécessite une mémoire
infinie.
Dans le chapitre 5, nous avons montré que la condition d’explosion et la condi-
tion d’explosion stricte étaient les mêmes. L’exemple précédent montre que ce n’est
plus le cas lorsqu’on les combine avec des conditions de parité. En eﬀet, dans le
jeu précédent, Eve possède une stratégie gagnante pour la condition de parité et
explosion, mais pas pour la condition de parité et explosion stricte.
Pour résoudre de tels jeux, on commence dans un premier temps à raﬃner la
notion de M/B factorisation en disant que la hauteur d’une bosse est l’augmentation
maximale de la hauteur de pile au cours de celle-ci. On a alors le résultat suivant
qui raﬃne la proposition 5.1
Proposition 8.4 Soit une partie Λ dans un jeu sur un graphe d’automate à pile.
On a alors :
– la pile dans Λ explose si et seulement si la M/B factorisation de Λ contient
une infinité de marches ou contient des bosses arbitrairement hautes.
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– la pile dans Λ est bornée si et seulement si la M/B factorisation de Λ ne
contient qu’un nombre fini de marches et si la hauteur des bosses est bornée.
– la pile dans Λ explose strictement si et seulement si la M/B factorisation de
Λ contient une infinité de marches.
– une hauteur de pile est infiniment souvent visitée dans Λ si et seulement si la
M/B factorisation de Λ contient un nombre fini de marches.
Reprenons maintenant le jeu informel entre Eve et Adam. Dans le cas des condi-
tions de parité, Eve annonçait quels états pouvaient être atteints lors d’un dépile-
ment en fonction de la plus petite couleur visitée depuis l’empilement. Maintenant,
on souhaite en plus avoir des précisions sur la hauteur des bosses. Cette dernière
pouvant être arbitrairement grande, on va se contenter de la comparer à un seuil κ.
Lorsque l’on aura fait une bosse de hauteur plus grande que κ, on incrémentera le
seuil.
L’objet alors obtenu n’est plus un graphe de jeu ﬁni, mais un graphe de jeu sur
un processus à compteur, le compteur codant le seuil.
Dans tout ce qui suit, on considère un processus à pile P = 〈Q,Γ,⊥,∆〉. On
appelle G = (V,E) le graphe qu’il engendre, on se donne une partition QE ∪QA de
Q, et l’on considère le graphe de jeu G = (G,VE,VA) associé à G et à cette partition
de Q. Enﬁn, on se donne une fonction de coloriage ρ de Q dans un ensemble ﬁni

























Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ R−θ si κ > 0
et r ∈ R+θ si κ = 0
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ R−θ si κ > 0
et r /∈ R−θ si κ = 0
∀ skip(q) ∈ ∆(p,α)




∀ s ∈ S−i ∀ s ∈ S
+
i
Fig. 8.2 – Structure locale de G˜.
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On considère alors le graphe de jeu G˜ sur un processus à compteur, illustré dans
la ﬁgure 8.2. Pour une valeur κ du compteur, on désigne par κ− 1 la valeur obtenue
en décrémentant le compteur (c’est-à-dire en dépilant le sommet), avec la convention
que si κ = 0, κ− 1 = 0. Le graphe G est construit comme suit.
– les sommets principaux de G˜ sont ceux de la forme [(p,α,
−→
R,θ),κ], où p ∈ Q,
α ∈ Γ,
−→
R = ((R−0 ,R
+




d )) ∈ P(Q)
2d+2, θ ∈ {0, . . . ,d} et κ ≥ 0. Un
sommet [(p,α,
−→
R,θ),κ] représente une partie partielle Λ dans G telle que :
– le dernier sommet de Λ est de la forme (p,ασ) pour un certain σ ∈ Γ∗.
– Eve prétend pouvoir jouer depuis Λ de telle sorte que si α est un jour
dépilé, l’état de contrôle atteint après avoir dépilé α est dans R⋆m, où m
est la plus petite couleur vue lorsque α se trouvait dans la pile, et ⋆ = + si
l’augmentation maximale de la hauteur de pile a été d’au moins κ lorsque
α se trouvait dans la pile, et ⋆ = − sinon.
– la plus petite couleur vue depuis le moment où α a été empilé est θ.
Un sommet de la forme [(p,α,
−→
R,θ),κ] appartient à Eve si et seulement si p ∈
QE.
– les états tt et ff sont là pour s’assurer que les vecteurs
−→
R dans les sommets
principaux sont corrects. Le sommet [tt,κ] appartient à Adam, tandis que [ff,κ]
appartient à Eve. Ces sommets étant des culs-de-sac, une partie qui arrive
dans [tt,κ] sera remportée par Eve, tandis qu’une partie arrivant dans [ff,κ]
sera reportée par Adam.
Il y a une transition d’un sommet [(p,α,
−→
R,θ),κ] vers [tt,κ], si et seulement s’il
existe une règle de la forme pop(r) ∈ ∆(p,α), telle que r ∈ R⋆θ avec ⋆ = − si
κ > 0 et ⋆ = + sinon (ce qui traduit le fait que
−→
R est correct par rapport à
cette règle). Symétriquement, il y a une transition d’un sommet [(p,α,
−→
R,θ),κ]
vers [ff,κ] si et seulement s’il existe une règle de la forme pop(r) ∈ ∆(p,α),
telle que r /∈ R⋆θ avec ⋆ = − si κ > 0 et ⋆ = + sinon (ce qui traduit le fait que−→
R n’est pas correct par rapport à cette règle).
– aﬁn de simuler l’application d’une transition skip(q) ∈ ∆(p,α), le joueur à
qui appartient [(p,α,
−→
R,θ),κ] va en [(q,α,
−→
R,min(θ,ρ(q))),κ]. Remarquons que
dans ce cas la dernière composante doit être actualisée, puisque la plus petite
couleur vue depuis que α est dans la pile est désormais min(θ,ρ(q)).
– aﬁn de simuler l’application d’une transition push(q,β) ∈ ∆(p,α), le joueur à
qui appartient [(p,α,
−→
R,θ),κ] va en [(p,α,
−→
R,θ,q,β),κ]. Ce dernier sommet appar-
tient à Eve et celle-ci doit donc choisir un vecteur
−→
S = ((S−0 ,S
+





P(Q)2d+2 décrivant les états pouvant être atteints si β est un jour dépilé. Eve









S ),κ], Adam choisit s’il
veut simuler une bosse ou une marche. Dans le premier cas, il a le choix
de simuler une bosse de hauteur (strictement) inférieure à κ ou supérieure à
κ. Pour simuler une bosse de hauteur inférieure à κ, il va dans un sommet
[(s,α,
−→
R,min(θ,i,ρ(s))),κ], pour un certain i ∈ {0, . . . ,d} et un s ∈ S−i , via un
arc bicolore, de couleurs i et b (b signiﬁant petite bosse).
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Pour simuler une bosse de hauteur supérieure à κ, il va dans un sommet
[(s,α,
−→
R+,min(θ,i,ρ(s))),κ + 1], pour un certain i ∈ {0, . . . ,d} et un s ∈ S+i ,
via un arc bicolore, de couleurs i et B (B signiﬁant grande bosse), et où
−→
R+ = ((R+0 ,R
+





Enﬁn, pour simuler une marche, Adam va dans le sommet [(q,β,
−→
S ,ρ(q)),κ−1],
via un arc coloré par m.
Dans le cas des bosses, la dernière composante est mise à jour : on vient de faire
une bosse de couleur i et donc la plus petite couleur visitée depuis que α a été
empilé est désormais min(θ,i,ρ(s)). Dans le cas d’une marche, on initialise la
dernière composante, la seule couleur vue depuis que β a été empilé étant ρ(q).
Dans le cas d’une bosse de hauteur supérieure à κ, on met également à jour
le vecteur d’ensembles d’états : on vient de faire une grande bosse et si α est
un jour dépilé, l’augmentation maximale de la pile aura donc été d’au moins
κ. Dès lors, l’état atteint devra être dans un R+m pour une certaine couleur m.
Le graphe de jeu G˜ est muni d’un coloriage (partiel) sur les sommets : les sommets
colorés sont ceux de la forme [(p,α,
−→
R,θ),κ] et leur couleur est ρ(p). On a aussi un





ce multicoloriage est toujours formé d’une couleur dans {m,b,B} complétée éven-
tuellement d’une couleur dans {0,1, . . . ,d}.
Remarque 8.2 On peut objecter que le jeu G˜ n’est pas exactement conforme à la
déﬁnition classique d’un jeu de parité, puisque G˜ n’est que partiellement coloré, et
que l’on autorise un multicoloriage sur les arcs. Cependant, on déﬁnit sans grande
diﬃculté un graphe de jeu équivalent, dans lequel seul les sommets sont colorés.
8.2.2 Condition de parité et d’explosion
On appelle G le jeu sur G muni de la condition de gain parité et explosion.
On appelle G˜ le jeu sur G˜ équipé de la condition de gain suivante : Eve gagne
une partie Λ si et seulement si Λ vériﬁe la condition de parité (pour {0, . . . ,d}) et
si elle visite inﬁniment souvent l’ensemble de couleurs {m,B}. On a alors le résultat
suivant.
Théorème 8.6 Soit pin ∈ Q, soit αin ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,αin⊥) si et seule-
ment si elle possède une stratégie gagnante dans G˜ depuis [(pin,αin,(T, . . . ,T ),ρ(pin)),0].
– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis [(pin,⊥,(∅, . . . ,∅),ρ(pin)),0].
Les preuves de ces deux points étant similaires, nous nous contenterons de celle
du premier.
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8.2.3 Preuve du théorème 8.6
On commence par introduire la notion de M/B factorisation pour les parties dans
le jeu G˜. On montre ensuite les deux implications.
Factorisation dans G˜
Etant donné que G˜ est muni d’un coloriage sur les arcs, une partie dans G˜ devrait
être représentée comme un couple formé d’un sommet initial et d’une suite d’arcs.
Cependant, pour alléger les notations, on représente une partie comme une suite de
sommets, dans laquelle on intercale, entre deux sommets reliés par un arc coloré,
la couleur de l’arc. Les couleurs que nous intercalerons seront prises dans {0, . . . ,d}
car pour ce qui est des couleurs {m,b,B}, leur présence se détecte automatiquement
grâce à une augmentation de la pile (pour B) et à une non-augmentation de la pile
en présence d’une couleur dans {0, . . . ,d} (pour b).
Remarquons tout d’abord qu’une partie dans G˜ visite régulièrement, au plus
tous les trois coups, des sommets de la forme [(p,α,
−→
R,θ),κ]. On qualiﬁe de round la
séquence de sommets entre deux passages dans de telles positions. Un round peut
alors être de plusieurs types :




R,θ),κ], et correspond donc à la simulation
d’une règle de type skip. On parle alors de bosse de hauteur nulle.











R,min(θ,i,ρ(s))),κ], et correspond donc à la simulation d’une règle em-
pilant un symbole β suivie d’une série de coups se terminant par le dépilement
de β, et au cours desquels la pile augmente de moins de κ symboles. On le
qualiﬁe de bosse de hauteur inférieure à κ.











R+,min(θ,i,ρ(s))),κ+ 1], et correspond donc à la simulation d’une règle
empilant un symbole β suivie d’une série de coups se terminant par le dépile-
ment de β, et au cours desquels la pile augmente d’au moins κ symboles. On
le qualiﬁe de bosse de hauteur supérieure à κ.











S ,ρ(q)),κ − 1] et correspond donc à la simulation d’une règle d’empile-
ment d’un symbole β qui ne sera pas dépilé. On le qualiﬁe de marche.
Etant donnée une partie λ = v0v1v2 · · · dans G˜, on peut considérer le sous-




Stepsλ = {n ∈ N | vn = [(p,α,
−→
R,θ),κ], p ∈ Q, α ∈ Γ,
−→
R ∈ P(Q)2d+2, 0 ≤ θ ≤ d, κ ≥ 0}
Tout comme dans le cas des jeux sur un graphe de processus à pile, l’ensemble
Stepsλ induit une factorisation naturelle d’une partie λ en marches et en bosses.
Définition 8.2 (M/B factorisation) Etant donnée une partie, partielle ou non,
λ = v0v1v2 · · · , on appelle Marche/Bosse factorisation de λ, ou plus simplement
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M/B factorisation, la suite, finie or infinie, (λi)i≥0 de rounds de λ définis de la
façon suivante. Soit Stepsλ = {n0 < n1 < n2 < · · · }, on pose alors, pour tout
0 ≤ i < |Stepsλ|, λi = vni · · · vni+1.
Ainsi, pour tout i ≥ 0, le premier sommet de λi+1 est le dernier sommet de λi.
De plus, λ = λ1 ⊙ λ2 ⊙ λ3 ⊙ · · · , où λi ⊙ λi+1 désigne la concaténation de λi et de
λi+1 privé de son premier sommet.
Enfin, la couleur d’un facteur désigne la plus petite couleur des sommets et arcs
qui le composent.
Aﬁn de prouver les deux implications du théorème 8.6, on construira, à partir
d’une stratégie gagnante pour Eve dans l’un des deux jeux, une stratégie dans l’autre
jeu. Cette stratégie utilise une mémoire qui code une partie dans le premier jeu, où
Eve respecte sa stratégie gagnante, et qui est donc une partie gagnante. L’argument
principal pour prouver que la nouvelle stratégie est gagnante consiste essentiellement
à montrer une correspondance entre les M/B factorisations des deux parties et à
conclure en utilisant le fait que la première partie est gagnante.
Implication directe
Supposons que la conﬁguration (pin,αin⊥) soit gagnante dans le jeu G(T ), et
considérons une stratégie Φ gagnante pour Eve dans G(T ) depuis (pin,αin⊥).
A partir de Φ, on déﬁnit une stratégie ϕ pour Eve dans G˜ depuis [(pin,αin,(T, . . . ,T ),
ρ(p)),0]. La stratégie utilise une mémoire qui contient une partie partielle dans G,
c’est-à-dire un élément de V ∗, et son contenu sera noté Λ. Au départ, Λ est réduit
au sommet (pin,αin⊥). On commence par décrire ϕ, puis on explique comment Λ
est mis à jour. La stratégie ϕ, ainsi que la mise à jour de Λ, sont décrites pour un
round.
Choix du coup : On suppose donc que l’on est dans une conﬁguration de la
forme [(p,α,
−→
R,θ),κ] avec p ∈ QE. Le coup donné par ϕ dépend alors de Φ(Λ) :
– si Φ(Λ) = pop(r), alors Eve va dans [tt,κ] (la proposition 8.5 montrera que ce
coup est toujours possible).
– si Φ(Λ) = skip(q), alors Eve va dans [(q,α,
−→
R,min(θ,ρ(q))),κ].
– si Φ(Λ) = push(q,β), alors Eve va dans [(p,α,
−→
R,θ,q,β),κ].
Dans ce dernier cas, ou lorsque p ∈ QA et qu’Adam est allé en [(p,α,
−→
R,θ,q,β),κ],
nous devons également expliquer comment Eve joue depuis [(p,α,
−→
R,θ,q,β),κ]. Elle
doit choisir un vecteur
−→
S ∈ P(Q)2d+2 qui décrit les états atteignables si β est dépilé
en fonction de la plus petite couleur visitée entre temps et de l’augmentation de la
hauteur de pile par rapport à κ − 1. Aﬁn de déﬁnir
−→
S , Eve considère l’ensemble
des parties possibles dans G, où elle respecte sa stratégie Φ, et qui commencent par
Λ · (q,βασ), si (p,ασ) désigne le dernier sommet de Λ. Pour chacune de ces parties,
Eve regarde si une conﬁguration de la forme (s,ασ) apparaît après Λ·(q,βασ), c’est-à-
dire si β est un jour dépilé. Si tel est le cas, Eve considère la première conﬁguration
(s,ασ) apparaissant après Λ · (q,βασ) ainsi que la plus petite couleur visitée i et
l’augmentation maximale h de la pile, lorsque β se trouve dans la pile. Pour tout
i ∈ {0, . . . d}, S−i , est exactement l’ensemble des s ∈ Q, tel que l’on ait la propriété
précédente avec h < κ−1, et S+i , est exactement l’ensemble des s ∈ Q, tel que l’on ait
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la propriété précédente avec h ≥ κ− 1. Enﬁn, on pose
−→
S = ((S−0 ,S
+










Mise à jour de Λ : La mise à jour de Λ est eﬀectuée à chaque fois que l’on
arrive dans un sommet de la forme [(p,α,
−→
R,θ),κ]. On a alors trois cas, selon la nature
du round :
– le round est une bosse de hauteur nulle, et l’on vient donc de simuler une
action skip(q). Si l’on appelle (p,ασ) le dernier sommet de Λ, on augmente Λ
du sommet (q,ασ).
– le round est une bosse de hauteur non nulle, et l’on vient donc de simuler une
bosse commençant par une action push(q,β) et se terminant dans un état s.
Si l’on appelle (p,ασ) le dernier sommet de Λ, on met à jour Λ en y ajoutant
(q,βασ) suivi d’une série de coups, où Eve respecte Φ, et qui conduisent à
dépiler β et à arriver dans (s,ασ) tout en visitant i comme plus petite couleur
lorsque β est dans la pile, où i est la couleur de l’arc de la bosse (c’est-à-dire




S désigne le vecteur donné par Eve lors du round). De
plus, on choisit cette suite de coups de telle sorte à augmenter la pile d’au
moins κ symboles, si le round était une bosse de hauteur supérieure à κ, et
sinon de moins de κ symboles.
– le round est une marche et l’on vient donc de simuler une action push(q,β).
Si l’on appelle (p,ασ) le dernier sommet de Λ, on augmente Λ du sommet
(q,βασ).
Dès lors, à toute partie partielle λ dans G˜ dans laquelle Eve respecte sa stratégie
ϕ, est associée une partie partielle Λ dans G. Une récurrence immédiate permet de
prouver que Λ est une partie dans laquelle Eve respecte Φ. Le même raisonnement
peut être mené lorsque λ est une partie inﬁnie, et la partie Λ associée est alors inﬁnie,
commence en (pin,αin⊥) et lors de celle-ci, Eve respecte sa stratégie gagnante Φ. En
particulier, la plus petite couleur inﬁniment souvent visitée dans Λ est paire et la
pile explose.
La proposition suivante découle de la déﬁnition de ϕ
Proposition 8.5 Soit λ une partie partielle dans G˜ commençant en
[(pin,αin,(T, . . . ,T ),ρ(pin)),0], se terminant dans un sommet de la forme [(p,α,
−→
R,θ),κ],
et où Eve respecte ϕ. Soit Λ la partie associée à λ construite par la stratégie ϕ. On
a alors les points suivants :
1. Λ se termine dans un sommet de la forme (p,ασ) pour un certain σ ∈ Γ∗.
2. θ est la plus petite couleur visitée dans Λ depuis que α a été empilé.
3. on a visité dans Λ une configuration de hauteur de pile supérieure ou égale à
κ+ |σ|.
4. supposons que la partie Λ soit prolongée en une partie où Eve respecte Φ, et
que le coup depuis (p,ασ) soit vers une configuration (r,σ). Alors r ∈ R⋆i , où i
est la plus petite couleur visitée lorsque α était dans la pile et ⋆ = + si κ = 0
et ⋆ = − sinon.
Preuve. Seul le dernier point est délicat. Il est clair que r ∈ R−i ∪R
+
i . On remarque
tout d’abord que λ se termine par une succession (qui peut être vide) de bosses de
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la forme [(p′,α,
−→
R′,θ′),κ′] . . . [(p′′,α,
−→
R′⋆,θ′′),κ′ + ι]. Appelons [(p′,α,
−→
R′,θ′),κ′] le premier








R′ et κ′ = κ si toutes les bosses




R′+ et κ′ < κ.





le cas où κ > 0, si κ′ = κ, on n’a fait que des bosses inférieures à κ′ avant de dépiler




i . Si κ
′ < κ, alors on a fait une
bosse de hauteur supérieure à κ′ avant de dépiler α, et donc par déﬁnition de R′+i ,
on a r ∈ R′+i = R
−
i . 2
Remarque 8.3 La proposition 8.5 implique que la stratégie ϕ est bien déﬁnie lors-
qu’elle donne un coup vers tt. De même, on en déduit que si Eve respecte ϕ, le
sommet ff ne peut être atteint.
La remarque précédente règle donc le cas des parties ﬁnies où Eve respecte ϕ :
elle aboutissent dans le sommet tt et sont remportées par Eve.
Des déﬁnitions de G˜ et de ϕ, on déduit la proposition suivante.
Proposition 8.6 Soit λ une partie infinie dans G˜ commençant en [(pin,αin,(T, . . . ,T ),
ρ(pin)),0], où Eve respecte ϕ. Soit Λ la partie associée à λ construite par la stratégie
ϕ. Soient (λi)i≥1 et (Λi)i≥1 les M/B factorisations respectives de λ et Λ. On a alors
pour tout i ≥ 1 :
1. λi est un bosse si et seulement si Λi est une bosse.
2. si λi est une bosse de hauteur inférieure à κ, alors Λi est une bosse de hauteur
inférieure à κ.
3. si λi est une bosse de hauteur supérieure à κ, alors Λi est une bosse de hauteur
supérieure à κ.
4. λi et Λi ont même couleur.
Dès lors, étant donnée une partie inﬁnie λ dans G˜ commençant en [(pin,αin,(T, . . . ,T ),
ρ(pin)),0], où Eve respecte ϕ, l’ensemble des couleurs inﬁniment souvent répétées
dans λ est le même que l’ensemble des couleurs inﬁniment souvent répétées dans la
partie Λ construite par la stratégie ϕ. Or, Λ est une partie gagnée par Eve, puisque
celle-ci respecte Φ. Dès lors, la plus petite couleur inﬁniment répétée dans λ est
paire.
Par ailleurs, la pile dans Λ explose : il y a donc une inﬁnité de marches, ou un
niveau est inﬁniment souvent répété et l’on y eﬀectue des bosses de plus en plus
hautes. Dans le premier cas, on en conclut que m est inﬁniment souvent répété dans
λ. Dans le second, on en déduit que B est inﬁniment souvent répété.
Implication réciproque
On suppose maintenant qu’Eve possède une stratégie gagnante ϕ dans G˜ depuis
[(pin,αin,(T, . . . ,T ),ρ(pin)),0]. A partir de ϕ, on construit une stratégie Φ dans G(T )
depuis (pin,αin⊥).
La stratégie Φ est une stratégie utilisant une pile Π, qui stocke dans sa pile de
stratégie la description complète d’une partie dans G˜. On rappelle qu’une partie
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dans G˜, c’est-à-dire un chemin dans G˜, est vu comme une suite de sommets dans
laquelle on intercale des couleurs prises dans {0, . . . d}.
Ainsi, l’alphabet de pile de Π est l’union des sommets de G˜ avec {0, . . . ,d}. Dans
la suite, top(Π) représente le sommet de la pile de stratégie Π. Par StCont(Π), nous
désignons le mot obtenu en lisant la pile de stratégie Π de bas en haut (en omettant
le symbole de fond de pile). Dans une partie où Eve respecte Φ, StCont(Π) sera
une partie dans G˜ commençant en [(pin,αin,(T, . . . ,T ),ρ(pin)),0], où Eve respecte sa
stratégie gagnante ϕ. De plus, lors d’une partie Λ où Eve respecte Φ, nous aurons
à tout moment que top(Π) = [(p,α,
−→
R,θ),κ] si et seulement si la position courante
dans Λ est de la forme (p,ασ). Enﬁn, si Eve respecte Φ, et si α est un jour dépilé,
la conﬁguration alors atteinte sera de la forme (r,σ) avec r ∈ R⋆i , où i est la plus
petite couleur visitée lorsque α est dans la pile, et ⋆ = + si la pile augmente d’au
moins κ symboles entre (p,ασ) et (r,σ), et ⋆ = − sinon.
Aﬁn de décrire Φ, on suppose que l’on se trouve dans une conﬁguration (p,ασ) et
que top(Π) = [(p,α,
−→
R,θ),κ]. Dans un premier temps, nous décrivons comment Eve
joue si p ∈ QE, et nous expliquons ensuite comment la pile de stratégie est mise à
jour.
– Choix du coup : Supposons que p ∈ QE et qu’Eve doive donc jouer depuis
(p,ασ). Pour cela, Eve considère la valeur de ϕ sur StCont(Π).
S’il s’agit d’un coup vers [tt,κ], Eve applique une transition pop(r) pour un
état r ∈ R⋆θ, avec ⋆ = − si κ > 0 et ⋆ = + sinon. Le lemme 8.1 montrera qu’un
tel état r existe.
Si le coup donné par ϕ est d’aller vers un sommet [(q,α,
−→
R,min(θ,ρ(q))),κ],
Eve applique la transition skip(q).
Si le coup donné par ϕ est d’aller vers un sommet [(p,α,
−→
R,θ,q,β),κ], alors Eve
applique la transition push(q,β).
– Mise à jour de Π : Supposons que le coup, joué par Eve ou Adam, a été
d’aller de (p,ασ) vers une conﬁguration (r,σ). La mise à jour de Π est illus-
trée dans la ﬁgure 8.3 et est expliquée ci-dessous. Eve dépile dans Π jusqu’à




R′′),κ′] qui ne soit pas
précédée d’une couleur dans {0, . . . ,d}. Cette conﬁguration appartient donc
à la marche simulant l’empilement de α. On appelle h l’augmentation maxi-
male de la pile lorsque α est dans la pile. Enﬁn, on empile θ dans Π suivi de
[(r,α′,
−→




Si le coup, joué par Eve ou Adam, a consisté à aller de (p,ασ) vers une conﬁ-
guration (q,ασ), Eve met à jour Π en empilant par [(q,α,
−→
R,min(θ,ρ(q))),κ].
Si le coup, joué par Eve ou Adam, a consisté à aller de (p,ασ) vers une conﬁgu-









S décrit les états qu’Eve peut assurer si β est un jour dépilé.










Concernant la signiﬁcation du contenu de Π, on a le résultat suivant.
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couleur minimale = θ















































⋆ = + si h ≥ κ′ − 1 et ⋆ = − sinon
ι = 1 si h ≥ κ′ − 1 et ι = 0 sinon
Fig. 8.3 – Mise à jour de la pile de stratégie Π
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Lemme 8.1 Soit Λ une partie partielle dans G(T ), où Eve respecte Φ, commençant
en (pin,αin⊥) et se terminant dans une configuration (p,ασ). On a alors les faits
suivants :
1. top(Π) = [(p,α,
−→
R,θ),κ] avec R ∈ P(Q)2d+2, 0 ≤ θ ≤ d et κ ≥ 0
2. StCont(Π) est une partie partielle dans G˜ commençant en [(pin,αin,(T, . . . ,T ),
ρ(pin)),0], se terminant en [(p,α,
−→
R,θ),κ] et dans laquelle Eve respecte ϕ.
3. θ est la plus petite couleur visitée depuis que α a été empilé.
4. si Λ est étendue par une transition dépilant le sommet de pile α, la configura-
tion atteinte, (r,σ), est telle que r ∈ R⋆θ, où ⋆ = + si la pile avait augmenté
d’au moins κ′−1 symboles depuis que α s’y trouvait, et ⋆ = − sinon, où κ′−1
désigne la dernière composante de top(Π) suite à l’empilement de α.
Preuve. La preuve est faite par récurrence sur Λ. On commence par montrer que le
dernier point est une conséquence du deuxième et du troisième. Pour une meilleure
compréhension, on pourra se référer à la ﬁgure 8.3. Supposons donc que la transition
après (p,ασ) soit pop(r) ∈ ∆(p,α). On commence par le cas où κ = 0. Le second
point implique que la conﬁguration [(p,α,
−→
R,θ),κ] est gagnante pour Eve dans G˜. Si
p ∈ QE, par déﬁnition de Φ, il y a un arc de cette dernière vers [tt,κ], ce qui signiﬁe
que r ∈ R+θ et nous permet de conclure, car on a toujours κ ≥ κ
′. Si p ∈ QA, on ne
peut avoir d’arc de la conﬁguration gagnante pour Eve [(p,α,
−→
R,θ),κ] vers [ff,κ]. On
conclut donc de la même façon.
On suppose maintenant que κ > 0. On appelle h la hauteur maximale dont la
pile avait augmenté pendant que α était dedans. On note [(p′′,α,
−→
R′′,ρ(p′′)),κ′− 1] la
valeur de top(Π) juste après que α ait été empilé. En considérant la manière dont Π









Dès lors, il suﬃt de montrer que r ∈ R−θ . Le second point implique que la conﬁgu-
ration [(p,α,
−→
R,θ),κ] est gagnante pour Eve dans G˜. Si p ∈ QE, par déﬁnition de Φ,
il y a un arc de cette dernière vers [tt,κ], ce qui signiﬁe que r ∈ R−θ (car κ > 0) et
permet de conclure. Si p ∈ QA, on ne peut avoir d’arc de la conﬁguration gagnante
pour Eve [(p,α,
−→
R,θ),κ] vers [ff,κ]. On conclut alors de la même façon.
Supposons maintenant que le résultat soit établi pour une partie Λ, et considérons
une extension Λ′ de Λ. On a deux cas, selon la nature de la transition étendant Λ
en Λ′ :
– Λ′ est obtenu en jouant une règle de type skip ou de type push. Dans ce cas,
le résultat est trivial.
– Λ′ est obtenu en jouant une règle de type pop. Appelons (p,ασ) la dernière
conﬁguration de Λ, et soit
−→
R la dernière composante vectorielle de top(Π)
dans (p,ασ). Par hypothèse de récurrence, on a Λ′ = Λ · (r,σ) avec r ∈ R⋆θ.
De la manière dont Π est mise à jour, et grâce au dernier point, on déduit
facilement que la nouvelle pile de stratégie Π a la propriété voulue (on se
référera pour cela à la ﬁgure 8.3).
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On a en fait un résultat plus précis.
Lemme 8.2 Soit Λ une partie partielle dans G(T ), où Eve respecte Φ, commençant
en (pin,αin⊥). Soit λ = StCont(Π), où Π est le contenu de la pile de stratégie
dans la dernière position de Λ. Soit (Λi)i=0,...,h et (λi)i=0,...,k les M/B factorisations
respectives de Λ et λ. On a alors :
– h = k.
– pour tout i = 0, . . . ,h, Λi et λi ont même nature (marche ou bosse) et même
couleur.
– pour tout i = 0, . . . ,h, pour tout κ ≥ 0, si λi est une bosse de hauteur supérieure
à κ il en va de même pour Λi.
– pour tout i = 0, . . . ,h, pour tout κ ≥ 0, si λi est une bosse de hauteur inférieure
à κ il en va de même pour Λi.
Les lemmes 8.1 et 8.2 s’appliquent aux parties partielles. Une version pour les
parties inﬁnies permettrait de conclure. Pour cela, on déﬁnit une version inﬁnie
de λ = StCont(Π) en considérant la limite au sens des limites de pile. On voit
facilement que cette dernière est inﬁnie et qu’elle correspond à une partie remportée
par Eve dans G˜. De plus, on peut appliquer les résultats du lemme 8.2.
Considérons une partie Λ dans G(T ) commençant en (pin,αin⊥), où Eve respecte
Φ, et appelons λ sa partie associée dans G˜. D’après ce qui précède, λ est remportée
par Eve. D’après le lemme 8.2, λ vériﬁant la condition de parité, il en est de même
pour Λ. De plus, la pile explose dans Λ. En eﬀet, soit il y a une inﬁnité de marches
dans λ et l’on conclut directement, soit λ ne contient qu’un nombre ﬁni de marches.
Dès lors, on répète inﬁniment souvent la couleur B, c’est-à-dire que pour tout κ, on
fait un jour une bosse de hauteur supérieure à κ. Dès lors, on conclut que Λ visite
inﬁniment souvent un niveau et fait sur ce dernier des bosses arbitrairement hautes.
D’où le résultat.
8.2.4 Autres combinaisons booléennes
On s’intéresse maintenant aux autres combinaisons booléennes prises comme
condition de gain. On appelle G le jeu sur G muni d’une condition de gain Ω qui
est une combinaison booléenne d’une condition de parité et d’une condition sur la
hauteur de pile. On appelle G˜ le jeu sur G˜ équipé de la condition de gain Ω˜, où Ω˜
est donnée dans la table 8.1 en fonction de Ω.
On a alors le résultat suivant qui généralise le théorème 8.6
Théorème 8.7 Soit pin ∈ Q, soit αin ∈ Γ et soit T ⊆ Q. On a les équivalences
suivantes :
– Eve possède une stratégie gagnante dans G(T ) depuis (pin,αin⊥) si et seule-
ment si elle possède une stratégie gagnante dans G˜ depuis
[(pin,αin,(T, . . . ,T ),ρ(pin)),0].
– Eve possède une stratégie gagnante dans G depuis (pin,⊥) si et seulement si
elle possède une stratégie gagnante dans G˜ depuis [(pin,⊥,(∅, . . . ,∅),ρ(pin)),0].
La preuve du théorème 8.7 est une simple adaptation de celle du théorème 8.7.
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Nature de Ω Nature de Ω˜H
Parité et explosion Parité et inﬁniment dans {m,B}
Parité ou explosion Parité ou inﬁniment dans {m,B}
Parité et bornage Parité et ﬁniment dans {m,B}
Parité ou bornage Parité ou ﬁniment dans {m,B}
Parité et explosion stricte Parité et inﬁniment dans {m}
Parité ou explosion stricte Parité ou inﬁniment dans {m}
Parité et répétition Parité et ﬁniment dans {m}
Parité ou répétition Parité ou ﬁniment dans {m}
Tab. 8.1 – Nature de Ω˜
8.2.5 Résolution
D’après le théorème 8.7, si l’on sait résoudre les diﬀérents jeux sur G˜, on sait
résoudre n’importe quel jeu sur G muni d’un condition qui est une combinaison
booléenne d’une condition de parité et d’une condition sur la hauteur de pile.
Les conditions sur G˜ sont toujours une disjonction ou une conjonction d’une
condition de parité et d’une condition de Büchi ou de co-Büchi. Il n’est pas très
diﬃcile de voir que l’on peut à chaque fois modiﬁer G˜ de façon à obtenir un graphe
de jeu équivalent G˜ ′ qui soit équipé d’une condition de parité.
On se contente de donner l’idée pour les deux premiers cas. Pour ce qui est des
deux autres cas, il suﬃt de considérer le problème du point de vue d’Adam : Les
conditions de gain sont alors les conditions duales et l’on retrouve alors les deux
premiers cas.
– si Ω˜ est une conjonction d’une condition de parité et d’une condition de Büchi,
on modiﬁe le processus à compteur en rajoutant une composante qui se rappelle
de la plus petite couleur visitée. A chaque état ﬁnal est associée la couleur
précédemment stockée, couleur qui est alors réinitialisée. Tous les autres états
sont colorés par une nouvelle couleur choisie impaire et maximale. Une partie
ne visitant pas inﬁniment souvent des état ﬁnaux ne visitera inﬁniment que la
nouvelle couleur et sera donc perdante. Sinon, la plus petite couleur inﬁniment
souvent visitée est la même qu’avant.
– si Ω˜ est une disjonction d’une condition de parité et d’une condition de Büchi,
on ajoute une couleur, que l’on choisit paire et minimale. On l’associe à tout
état ﬁnal. Ainsi, une partie visitant inﬁniment souvent des état ﬁnaux aura
cette nouvelle couleur comme plus petite couleur et sera donc gagnante. Sinon,
la plus petite couleur inﬁniment souvent visitée est la même qu’auparavant.
Dès lors en appliquant l’algorithme Pspace décrit dans le chapitre 7 pour les
jeux de parité sur des graphes de processus à compteur on obtient un algorithme
global en Expspace. On a donc prouvé le résultat qui suit.
Théorème 8.8 Soit un jeu G sur un graphe de processus à pile muni d’une condi-
tion de gain qui est combinaison booléenne d’une condition de parité et d’une condi-
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tion sur la hauteur de pile. Décider le gagnant dans G se réduit à décider le gagnant
dans un jeu de parité sur un graphe de processus à pile exponentiellement plus grand.
En particulier, on peut décider le gagnant dans G en Expspace.
8.2.6 Une borne supérieure en Dexptime
On présente ici les résultats obtenus avec A.J. Bouquet et I. Walukiewicz dans
[13]. Nous nous sommes intéressés à la résolution des jeux sur des graphes de proces-
sus à pile munis d’une condition qui est une combinaison booléenne d’une condition
de Büchi et d’une condition d’explosion. Nous avons montré que décider le gagnant
dans un tel jeu est un problème Dexptime-complet. Les preuves pour les condi-
tions qui sont une disjonction d’une condition de Büchi ou de co-Büchi avec une
condition d’explosion ne sont pas très complexes et peuvent être étendues au cas
d’une condition de la forme parité ou explosion, même si cela entraîne un alourdisse-
ment substantiel des notations. Les choses se compliquent fortement pour le cas des
conjonctions d’une condition de Büchi ou de co-Büchi avec la condition d’explosion.
Cette diﬃculté vient principalement du fait que les stratégies gagnantes ne sont plus
positionnelles et que les deux conditions de gains sont dès lors intimement mêlées.
Bien que les résultats obtenus dans [13] soient meilleurs que ceux donnés dans le
théorème 8.8, nous avons privilégié ces derniers pour plusieurs raisons. Tout d’abord,
ils sont plus simples à présenter : la preuve est une généralisation de celles données
pour la condition de parité et pour la condition d’explosion. Ensuite, ils fournissent
une conséquence intéressante du théorème 7.3 pour les jeux de parité sur les graphes
de processus à compteur. Ils sont aussi plus complets car ils traitent des conditions
de type parité et explosion stricte. Enﬁn, la preuve est la même pour toutes les
conditions de gain, ce qui n’est malheureusement pas le cas dans [13]. Nous avons
donc fait le choix de la concision et de la généralité au détriment d’une complexité
optimale.
Remarque 8.4 Bien que la présentation des résultats obtenus dans [13] soit com-
plexe, nous espérons aboutir prochainement à une preuve simple et homogène. Par
ailleurs, une extension de nos techniques au cas des conditions de la forme parité et
explosion nous semble envisageable.
Nous présentons brièvement les constructions utilisées dans [13] pour obtenir une
borne en Dexptime. Pour une version détaillée, on consultera [13, 12].
Dans tout ce qui suit, on considère un processus à pile P = 〈Q,Γ,⊥,∆〉. On
suppose qu’il n’y a pas de transition de type skip dans ∆, ce qui n’est pas une
restriction ici. On appelle G = (V,E) le graphe qu’il engendre, on se donne une
partition QE ∪QA de Q, et l’on considère le graphe de jeu G = (G,VE,VA) associé à
G et à cette partition de Q. Enﬁn, on considère une fonction de coloriage ρ de Q dans
un ensemble ﬁni de couleurs. La fonction ρ permet donc de déﬁnir une condition de
Büchi ou une condition de co-Büchi selon que les couleurs sont {0,1} ou {1,2}.
Büchi ou explosion
On considère une condition de type Büchi ou explosion sur G, et l’on appelle G
le jeu associé. Enﬁn, on considère un sous-ensemble T de Q. On souhaite décider si
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une conﬁguration (pin,αin) est gagnante pour Eve dans G. L’idée est de reprendre
les réductions données pour la condition de parité (la condition de Büchi est une
condition de parité sur les couleurs 0 et 1) et pour la condition d’explosion stricte.
En mélangeant les deux constructions, on déﬁnit un graphe de jeu G˜ sur un graphe








Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ Rρ(r)
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ Rρ(r)
∀ push(q,β) ∈ ∆(p,α)
∀S0,S1 ∈ P(Q)
2
∀s0 ∈ S0 ∀s1 ∈ S1
Fig. 8.4 – Structure de G˜ pour la condition Büchi ou explosion.
Le sommets de G˜ sont comme sur la ﬁgure, pour tout p,q ∈ Q, tout α,β ∈ Γ, et
tout R0,R1,S0,S1 ∈ P(Q). Depuis (p,α,R0,R1), il y a un arc vers tt si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r ∈ Rρ(r), et un arc vers ff si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r /∈ Rρ(r). Depuis (p,α,R0,R1), il y a un arc
vers (p,α,R0,R1,q,β) pour toute règle push(q,β) ∈ ∆(p,α). Depuis (p,α,R0,R1,q,β), il
y a un arc vers (p,α,R0,R1,q,β,S0,S1) pour tout sous-ensemble S0,S1 ∈ P(Q). Enﬁn,
depuis (p,α,R0,R1,q,β,S0,S1), il y a un arc étiqueté par 0 vers (q,β,S0,Sρ(q)), un arc
étiqueté par 0 vers (s0,α,R0,R0) pour tout s0 ∈ S0, et un arc étiqueté par 1 vers
(s1,α,R0,R1) pour tout s1 ∈ S1.
Les sommets appartenant à Eve sont ceux de la forme (p,α,R0,R1) avec p ∈ QE,
ceux de la forme (p,α,R0,R1,q,β), et le sommet ff .
On appelle G˜ le jeu de Büchi sur le graphe de jeu G˜ et l’on a alors le résultat qui
suit.
Théorème 8.9 [13] Une configuration (qin,αin⊥) est gagnante pour Eve dans G(T )
si et seulement si la configuration (qin,αin,T,T ) est gagnante pour Eve dans G˜.
co-Büchi ou explosion
On considère une condition de type co-Büchi et explosion sur G, et l’on appelle
G le jeu associé. Enﬁn, on considère un sous-ensemble T de Q. On souhaite décider
si une conﬁguration (pin,αin⊥) est gagnante pour Eve dans G. A nouveau, l’idée
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est de reprendre les réductions utilisées pour la condition de parité (la condition de
co-Büchi est une condition de parité sur les couleurs 1 et 2) et pour la condition
d’explosion stricte. En mélangeant les deux constructions, on déﬁnit un graphe de








Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ Rρ(r)
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ Rρ(r)
∀ push(q,β) ∈ ∆(p,α)
∀S0,S1 ∈ P(Q)
2
∀s1 ∈ S1 ∀s2 ∈ S2
Fig. 8.5 – Structure de G˜ pour la condition co-Büchi ou explosion.
Le sommets de G˜ sont comme sur la ﬁgure, pour tout p,q ∈ Q, tout α,β ∈ Γ, et
tout R1,R2,S1,S2 ∈ P(Q). Depuis (p,α,R1,R2), il y a un arc vers tt si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r ∈ Rρ(r), et un arc vers ff si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r /∈ Rρ(r). Depuis (p,α,R1,R2), il y a un arc
vers (p,α,R1,R2,q,β) pour toute règle push(q,β) ∈ ∆(p,α). Depuis (p,α,R1,R2,q,β), il
y a un arc vers (p,α,R1,R2,q,β,S1,S2) pour tout sous-ensemble S1,S2 ∈ P(Q). Enﬁn,
depuis (p,α,R1,R2,q,β,S1,S2), il y a un arc étiqueté par 0 vers (q,β,S1,Sρ(q)), un arc
étiqueté par 1 vers (s1,α,R1,R1) pour tout s1 ∈ S1, et un arc étiqueté par 2 vers
(s2,α,R1,R2) pour tout s2 ∈ S2.
Les sommets appartenant à Eve sont ceux de la forme (p,α,R1,R2) avec p ∈ QE,
ceux de la forme (p,α,R1,R2,q,β), et le sommet ff .
On appelle G˜ le jeu de co-Büchi sur le graphe de jeu G˜ et l’on a alors le résultat
qui suit.
Théorème 8.10 [13] Une configuration (qin,αin⊥) est gagnante pour Eve dans
G(T ) si et seulement si la configuration (qin,αin,T,T ) est gagnante pour Eve dans
G˜.
co-Büchi et explosion
On considère une condition de type co-Büchi et explosion sur G, et l’on appelle
G le jeu associé. Enﬁn, on considère un sous-ensemble T de Q. On souhaite décider
si une conﬁguration (pin,αin⊥) est gagnante pour Eve dans G. A nouveau, l’idée
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est de reprendre les réductions utilisées pour la condition de parité (la condition de
co-Büchi est une condition de parité sur les couleurs 1 et 2) et pour la condition
d’explosion stricte. En mélangeant les deux constructions, on déﬁnit un graphe de








Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ Rρ(r)
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ Rρ(r)
∀ push(q,β) ∈ ∆(p,α)
∀S0,S1 ∈ P(Q)
2
∀s1 ∈ S1 ∀s2 ∈ S2
Fig. 8.6 – Structure de G˜ pour la condition co-Büchi et explosion.
Le sommets de G˜ sont comme sur la ﬁgure, pour tout p,q ∈ Q, tout α,β ∈ Γ, et
tout R1,R2,S1,S2 ∈ P(Q). Depuis (p,α,R1,R2), il y a un arc vers tt si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r ∈ Rρ(r), et un arc vers ff si et seulement
s’il existe une règle pop(r) ∈ ∆(p,α) avec r /∈ Rρ(r). Depuis (p,α,R1,R2), il y a un arc
vers (p,α,R1,R2,q,β) pour toute règle push(q,β) ∈ ∆(p,α). Depuis (p,α,R1,R2,q,β), il
y a un arc vers (p,α,R1,R2,q,β,S1,S2) pour tout sous-ensemble S1,S2 ∈ P(Q). Enﬁn,
depuis (p,α,R1,R2,q,β,S1,S2), il y a un arc étiqueté par ρ(q) vers (q,β,S1,Sρ(q)), un
arc étiqueté par 1 vers (s1,α,R1,R1) pour tout s1 ∈ S1, et un arc étiqueté par 3 vers
(s2,α,R1,R2) pour tout s2 ∈ S2.
Les sommets appartenant à Eve sont ceux de la forme (p,α,R1,R2) avec p ∈ QE,
ceux de la forme (p,α,R1,R2,q,β), et le sommet ff .
On appelle G˜ le jeu de parité (à trois couleurs) sur le graphe de jeu G˜ et l’on a
alors le résultat qui suit.
Théorème 8.11 [13] Une configuration (qin,αin⊥) est gagnante pour Eve dans
G(T ) si et seulement si la configuration (qin,αin,T,T ) est gagnante pour Eve dans
G˜.
Büchi et explosion
On considère une condition de type Büchi et explosion sur G, et l’on appelle G
le jeu associé. Enﬁn, on considère un sous-ensemble T de Q. On souhaite décider si
une conﬁguration (pin,αin⊥) est gagnante pour Eve dans G.
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Nous avons vu dans la proposition 8.3 que l’on peut avoir besoin d’une mémoire
inﬁnie pour gagner dans un jeu muni d’une condition de la forme Büchi et explosion.
La résolution de ce cas est donc diﬀérente des autres. Il est clair que si Eve peut
gagner pour la condition de Büchi et explosion, elle peut également gagner pour la
condition de Büchi d’une part et pour la condition d’explosion d’autre part. Plus
précisément, elle peut, tout en gagnant pour l’une de ces conditions, rester dans
l’ensemble des positions gagnantes pour la seconde. L’idée alors naturelle est la
suivante : Eve doit pouvoir gagner pour une condition où c’est Adam qui décide si
Eve doit visiter inﬁniment souvent des états ﬁnaux ou exploser la pile. De plus,
ce choix d’Adam peut être modiﬁé aussi souvent qu’il le veut, à condition qu’il ne
change qu’un nombre ﬁni d’avis. En eﬀet, le fait qu’Adam puisse changer d’avis force
Eve à rester dans l’ensemble des positions gagnantes pour la condition qui n’est pas
choisie. Le fait qu’Adam ne change que ﬁniment souvent la condition à satisfaire
permet d’éviter que celui-ci ne laisse pas le temps à Eve de faire ses preuves.







Fig. 8.7 – Structure de G∗.
On qualiﬁe de modes les éléments de {B,E} : B pour Büchi et E pour Explosion.
Les sommets de G∗ sont obtenus de la façon suivante : pour tout mode K et toute
conﬁguration (p,σ) dans le graphe de jeu G, il y a des sommets K(p,σ) et K?(p,σ)
dans G∗. Pour ce qui est des arcs dans G∗, on a, pour tout mode K, un arc de
K?(p,σ) vers K(p,σ) et K(p,σ), où K désigne B si K = E et E sinon. Enﬁn, pour
tout arc dans G d’une conﬁguration (p,σ) vers une conﬁguration (q,ν), on a, pour
tout mode K, un arc de K(p,σ) vers K?(q,ν).
Les positions avec un point d’interrogation appartiennent à Adam. Une position
K(p,σ) appartient à Eve si et seulement si p ∈ QE.
Enﬁn, on considère la condition de gain Ω∗ formée des parties inﬁnies
Λ = K1?(p1,σ1)K2(p1,σ1)K2?(p2,σ2)K3(p2,σ2)K3?(p3,σ3) · · · telles que :
– il existe un indice i ≥ 1 tel que pour tout j ≥ i, Kj = E, et la pile explose
dans (p1,σ1)(p2,σ2)(p3,σ3) · · · .
– il existe un indice i ≥ 1 tel que pour tout j ≥ i, Kj = B, et la condition de
Büchi est satisfaite dans (p1,σ1)(p2,σ2)(p3,σ3) · · · .
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– il existe une inﬁnité d’indices i ≥ 1 tels que Ki 6= Ki+1.
On considère le jeu G∗ sur G∗ dans lequel une partie ﬁnie est perdue par le joueur
bloqué, et une partie inﬁnie est remportée par Eve si et seulement si elle appartient
à Ω∗.
On a alors le résultat suivant.
Proposition 8.7 [13] Eve possède une stratégie gagnante depuis une configuration
(p,σ) dans G si et seulement si elle possède une stratégie gagnante depuis les confi-
gurations B?(p,σ) et E?(p,σ) dans G∗.
On reprend à présent les réductions utilisées pour la condition de parité et pour
la condition d’explosion stricte, et l’on les adapte à G∗. En mélangeant les deux
constructions, on déﬁnit un graphe de jeu G˜∗ sur un graphe ﬁni qui est illustré dans
la ﬁgure 8.8.
On appelle Res = Q × Γ × P(Q)2. Les sommets de G∗ sont : K(η), K?(η),
K(η,q,β), K(η,η′), tt et ff , pour tout K ∈ {B,E}, η,η′ ∈ Res, q ∈ Q et β ∈ Γ.
Parmi ceux-ci, les sommets appartenant à Eve soit ceux de la forme K(η) pour tout
η ∈ QE × Γ× P(Q)
2, K(η,q,β) pour tout η ∈ Res, q ∈ Q et β ∈ Γ, et ff .
Depuis K(p,α,R0,R1), pour K ∈ {B,E}, il y a un arc vers tt si et seulement s’il
existe une règle pop(r) ∈ ∆(p,α) avec r ∈ Rρ(r), et un arc vers ff si et seulement s’il
existe une règle pop(r) ∈ ∆(p,α) avec r /∈ Rρ(r).
Depuis K(p,α,R0,R1), pour K ∈ {B,E}, il y a un arc vers K(p,α,R0,R1,q,β)
pour toute règle push(q,β) ∈ ∆(p,α). Depuis K(p,α,R0,R1,q,β), il y a un arc vers
K(p,α,R0,R1,q,β,S0,S1) pour tout sous-ensemble S0,S1 ∈ P(Q). Enﬁn, depuisK(p,α,R0,R1,q,β,S0,S1)
il y a un arc, étiqueté par 0 si K = E et par ρ(q) si K = B, vers K?(q,β,S0,Sρ(q)),
un arc étiqueté par 0 vers K?(s0,α,R0,R0) pour tout s0 ∈ S0, et un arc étiqueté par
1 vers K?(s1,α,R0,R1) pour tout s1 ∈ S1.
On appelle G˜∗ le jeu de Büchi sur le graphe de jeu G˜∗ et l’on a alors le résultat
suivant :
Théorème 8.12 [13] Une configuration (qin,αin⊥) est gagnante pour Eve dans
G∗(T ) si et seulement si la configuration (qin,αin,T,T ) est gagnante pour Eve dans
G˜∗.
Complexité
Dans chacun des quatre cas ci-dessus, nous avons donc proposé une réduction vers
un jeu de parité (avec au plus trois couleurs) sur un graphe ﬁni de taille exponentielle,
qui permet de calculer les ensembles de retours dans le jeu G de départ. Les jeux
sur les graphes ﬁnis peuvent ensuite être résolus en temps polynomial dans la taille
du graphe de jeu, et l’on obtient donc le résultat suivant (la complétude ne pose pas
de problème).
Théorème 8.13 [13] Décider le gagnant dans un jeu sur un graphe de processus à
pile muni d’une condition de gain de la forme Büchi/co-Büchi et/ou explosion est
un problème Dexptime-complet.
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Ces résultats ont été étendus et établis indépendamment par H. Gimbert dans
[38]. Les constructions reposent sur la notion d’automate d’arbre et généralisent les
techniques de M. Vardi et O. Kupferman [50].
Théorème 8.14 [38] Décider le gagnant dans un jeu sur un graphe de processus à
pile muni d’une condition de gain de la forme parité et/ou explosion est un problème
Dexptime-complet.
Stratégies
Dans [13], nous avons également montré le résultat suivant concernant les stra-
tégies gagnantes.
Théorème 8.15 [13] Dans un jeu sur un graphe de processus à pile muni d’une
condition de gain de la forme Büchi/co-Büchi et/ou explosion, les deux joueurs












Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ Rρ(r)
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ Rρ(r)
∀ push(q,β) ∈ ∆(p,α)
∀S0,S1 ∈ P(Q)
2










Si ∃ pop(r) ∈ ∆(p,α)
t.q. r ∈ Rρ(r)
Si ∃ pop(r) ∈ ∆(p,α)
t.q. r /∈ Rρ(r)
∀ push(q,β) ∈ ∆(p,α)
∀S0,S1 ∈ P(Q)
2
∀s0 ∈ S0 ∀s1 ∈ S1
Fig. 8.8 – Structure de G˜∗.
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Conclusion
Ce travail de recherche avait pour but d’étudier diﬀérentes conditions de gains
pour des jeux sur des graphes de processus à pile et leurs variantes. En conclusion,
récapitulons les résultats obtenus et ouvrons quelques perspectives.
Récapitulatif des résultats
Le chapitre 4 avait pour objet de donner une grande famille de conditions de gain
induisant des ensembles de positions gagnantes réguliers. Pour ces conditions nous
avons montré comment construire un P-automate alternant reconnaissant l’ensemble
des positions gagnantes. Cette construction est eﬀective à condition de pouvoir cal-
culer les ensembles de retours et décider qui gagne depuis les conﬁgurations de pile
vide. A l’exception des conditions du chapitre 6, toutes les conditions étudiées in-
duisent des ensembles de positions gagnantes régulières. Dès lors, l’étude de ces jeux
se réduit au calcul des ensembles de retours et des positions gagnante de pile vide.
Enﬁn, les techniques du chapitre 4 ont permis de calculer des stratégies gagnantes
à pile pour de nombreux jeux.
Le chapitre 5 a été consacrée à une présentation nouvelle des résultats d’I. Wa-
lukiewicz concernant les jeux de parité sur des processus à pile. Il a alors été facile
d’adapter ces méthodes aux jeux d’explosion stricte et aux jeux de parité en esca-
lier. Nous avons par ailleurs montré que les conditions d’explosion et d’explosion
stricte coïncident et qu’il en était de même pour les conditions de répétition et de
bornage. Toutes les conditions proposées dans ce chapitre ont conduit à des algo-
rithmes Dexptime. Enﬁn, nous avons montré que cette borne est aussi une borne
inférieure.
Le chapitre 6 s’est intéressé à un problème plus théorique, celui de l’existence
de conditions de gain décidables de complexité borélienne arbitraire ﬁnie. Nous y
avons montré que décider le gagnant dans un tel jeu est non-élémentaire et est
Elementary-dur.
Le chapitre 7 s’est quant à lui intéressé à des jeux de parité sur des graphes de
jeu plus simples. En se penchant sur le cas des graphes de Bpa, nous avons proposé
deux déﬁnitions possibles de graphes de jeu, puis étudié les jeux de parité sur des
graphes de processus à compteur. Pour ces derniers jeux, nous avons utilisé une
méthode tout à fait diﬀérente des autres, inspirée des travaux de O. Kupferman et
M. Vardi. Nous avons alors montré que l’on peut décider le gagnant en Pspace,
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ce qui implique que le problème du model-checking du µ-calcul sur un graphe de
processus à compteur est Pspace. Enﬁn, nous avons montré que ces problèmes sont
DP-dur.
Enﬁn, le dernier chapitre a été consacré à donner une autre application des ré-
sultats pour les jeux de parité sur des graphes de processus à compteur. Nous avons
tout d’abord obtenu un algorithme en Expspace pour les jeux munis d’une condi-
tion de gain qui est une combinaison booléenne d’une condition de parité et d’une
condition sur la hauteur de pile. De plus, nous avons donné une borne en Dexptime
lorsque la condition de gain est une combinaison booléenne d’une condition de Büchi
et d’une condition d’explosion. Auparavant, nous avions également donné pour les
jeux munis d’une condition de gain ω-Vpl des bornes optimales de complexité.
La table 8.2 résume les diﬀérents résultats obtenus.
Perspectives
Quelques perspectives ont déjà été introduites dans le chapitre 6. D’une part
ces résultats pourraient être étendus à des conditions de gain de complexité boré-
lienne non ﬁnie, voire à des conditions de gain non boréliennes. D’autre part, les
constructions pourraient être symétrisées. Enﬁn, la nature exacte des ensembles de
positions gagnantes mériterait d’être précisée. Le chapitre 7 a donné une nouvelle
borne supérieure pour le problème du model-checking du µ-calcul pour les processus
à compteur, mais nous ne savons toujours pas si cette borne est optimale. C’est un
problème d’autant plus intéressant qu’il possède des liens très naturels avec la vériﬁ-
cation. Enﬁn, les résultats du chapitre 8 se situent dans un cadre plus général, celui
de la recherche de conditions de gain naturelles pour la vériﬁcation, pour lesquelles
on peut décider le gagnant. Une remarque s’impose d’ailleurs à ce sujet : si l’on est
capable de décider le gagnant pour une condition de gain externe sur tout graphe de
jeu, on peut alors décider si la condition de gain est vide ou pleine. Par exemple, si
l’on considère une condition de gain donnée par un automate à pile non déterministe
de Büchi, on ne pourra déterminer le gagnant, puisque l’universalité pour de tels
automates est indécidable. A la manière de ce que propose Caret, une approche
logique pourrait s’avérer séduisante pour aborder ce problème.
Terminons enﬁn par l’évocation d’une dernière direction de recherche. Dans [22],
D. Caucal a introduit une hiérarchie de graphes inﬁnis ﬁniment représentables qui
généralisent les graphes de processus à pile. Il serait intéressant d’étudier les jeux
sur de tels graphes comme le fait T. Cachat dans [19] pour les conditions de parité.
Il semblerait cependant plus pertinent d’étudier pour ces graphes des conditions de
gains plus générales qui exploitent davantage le modèle, un peu à la manière des
conditions sur la hauteur de pile pour les jeux sur des graphes de processus à pile.
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Graphe de jeu Condition de gain Complexité Référence
Graphe de processus à
pile
Parité Dexptime-complet [83]






Graphe de processus à
pile
Explosion/Bornage Dexptime-complet chapitre 5
Graphe de processus à
pile
Parité en escalier Dexptime-complet chapitre 5
et [56]










Graphe de Bpa parité locale comme parité sur
graphe ﬁni
chapitre 7
Graphe de Bpa global parité globale Dexptime-complet chapitre 7
Graphe de processus à
compteur
parité Pspace, DP-dur chapitre 7
Graphe de Vpp Langage ω-Vpl donné
par un StVpa det.
Dexptime-complet chapitre 8
et [56]
Graphe de Vpp Langage ω-Vpl donné
par un Vpa non det.
2-Dexptime-complet chapitre 8
et [56]
Graphe de Vpp Formule Caret 3-Dexptime-complet chapitre 8
et [56]
Graphe de processus à
pile
Formule ltl 3-Dexptime-complet chapitre 8
et [56]
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