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Abstract
e construction of discontinuous Galerkin (DG) methods for the compressible Euler or Navier-Stokes equations
(NSE) includes the approximation of non-linear ux terms in the volume integrals. e terms can lead to aliasing and
stability issues in turbulence simulations with moderate Mach numbers (Ma . 0.3), e.g. due to under-resolution of
vortical dominated structures typical in large eddy simulations (LES). e kinetic energy or entropy are elevated in
smooth, but under-resolved parts of the solution which are aected by aliasing. It is known that the kinetic energy
is not a conserved quantity for compressible ows, but for small Mach numbers minor deviations from a conserved
evolution can be expected. While it is formally possible to construct kinetic energy preserving (KEP) and entropy
conserving (EC) DG methods for the Euler equations, due to the viscous terms in case of the NSE, we aim to con-
struct kinetic energy dissipative (KED) or entropy stable (ES) DG methods on moving curved hexahedral meshes.
e Arbitrary Lagrangian-Eulerian (ALE) approach is used to include the eect of mesh motion in the split form
DG methods. First, we use the three dimensional Taylor-Green vortex to investigate and analyze our theoretical
ndings and the behavior of the novel split form ALE DG schemes for a turbulent vortical dominated ow. Second,
we apply the framework to a complex aerodynamics application. An implicit LES split form ALE DG approach is
used to simulate the transitional ow around a plunging SD7003 airfoil at Reynolds number Re = 40, 000 and Mach
number Ma = 0.1. We compare the standard nodal ALE DG scheme, the ALE DG variant with consistent overin-
tegration of the non-linear terms and the novel KED and ES split form ALE DG methods in terms of robustness,
accuracy and computational eciency.
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1 Introduction
e numerical simulation of under-resolved turbulent ows in the regime of low or moderate Mach numbers (the
local Mach number is Ma . 0.3) requires accurate dispersion and dissipation behavior [19, 47, 50]. It is desirable
that the dissipation errors are very low for well resolved scales and are very high for scales close to the Nyquist
cuto, to get rid of small scale noise. In addition, the dispersion error should be small for a wide range of scales.
is motivates the application of high order methods, e.g. discontinuous Galerkin (DG) methods [8, 24, 33], compact
nite dierence methods [40] or summation-by-parts nite dierence methods [51], to simulate the transition to
turbulence and fully turbulent compressible ows.
DG methods are a class of nite element methods using piecewise polynomials as basis functions and Riemann
solver based interface numerical ux functions along the element interfaces. e numerical dissipation caused by
the interface Riemann solver acts as a lter of high frequency solution components. Furthermore, high order DG
methods have excellent dispersion behavior [20, 24]. ese observations motivate the application of DG methods in
implicit large eddy simulations (iLES). For instance in [6, 14, 15, 48, 61, 65], DG iLES were used to simulate ows at
moderate Reynolds numbers. In all these simulations no additional explicit sub-grid-scale models were used, since
the high frequency type dissipation of the numerical interface ux functions is interpreted as a dissipative implicit
sub-grid-scale model.
In many cases, the iLES DG simulations are negatively aected by aliasing errors due to the strong non-linearity
of the ux functions [4, 31]. ese errors are generated in the volume integrals and cannot be suciently controlled
with the dissipation of the numerical surface uxes alone. A careful treatment of aliasing is however necessary, as
these errors may even cause fatal failure of the simulation. Standard de-aliasing techniques in the DG framework
are based on either projection of the non-linear ux functions, e.g., [14, 68] or exact evaluations of the integrals in
the variational formulation, sometimes termed ”overintegration” or ”consistent integration”, e.g., [19, 31, 34, 43].
e nodal DG spectral element method (DGSEM), e.g., [33], is constructed with local tensor-product Lagrange
polynomial basis functions computed from Legendre-Gauss-Lobao (LGL) points. e collocation of interpolation
and quadrature nodes is used in the spatial discretization. is approach ensures that the derivative matrix in
the DGSEM provides a summation-by-parts (SBP) operator [17]. A SBP operator gives a discrete analogue of the
integration-by-parts formula [12, 17, 37] and thus ideas from the continuous stability analysis can be mimicked at
the discrete level. e SBP property is a powerful tool to construct the numerical approximation in a way that
aliasing issues are avoided.
e equations of gas dynamics, e.g. the Euler and Navier-Stokes equations (NSE), are equipped with a mathemat-
ical entropy equal to the scaled negative thermodynamic entropy. Hence, the mathematical model correctly captures
the second law of thermodynamics [1]. A numerical scheme for these equations should reect the properties of the
entropy on the discrete level. In [63] Tadmor gave a discrete entropy criteria to construct entropy conservative (EC)
Riemann solver based interface two point ux functions for rst oder nite volume (FV) and nite dierence (FD)
methods to solve systems of conservation laws. is criteria was used to construct EC two point ux functions for
the Euler equations in [7, 26, 57]. ese low order EC methods can be modied by adding dissipation to the numer-
ical uxes such that the entropy is decreasing for all times. en the method becomes entropy stable (ES) such that
the entropy of the solution is bounded. e kinetic energy is another important physical quantity for the dynamics
of turbulent ows. erefore, a numerical scheme should also accurately capture its evolution and the transfer of
kinetic and inner energy. Jameson [27] gave a discrete criteria to construct kinetic energy preserving (KEP) two point
ux functions for rst oder FV/FD methods to solve the Euler equations. However, in under-resolved turbulent parts
of the simulation, it might be necessary to increase the robustness of the discretization by adding dissipation to the
KEP numerical uxes. Here a suitable dissipation term should be chosen such that the kinetic energy is guaranteed
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to be dissipated by the scheme (no pile up of energy in higher frequencies). In the current work, methods with
this property will be denoted kinetic energy dissipative (KED) methods. It should be noted that a method for the
compressible NSE can only be KDE or ES and not KEP or EC, since the model contains viscous and dissipative terms
in the momentum and energy evolution.
Gassner [18] used the SBP property to construct a KEP DGSEM for the one dimensional Euler equations. is
method is a discrete analogue of a quasilinear skew-symmetric formulation for the Euler equations and can be writ-
ten as the standard DGSEM with an additional source term that acts as a de-aliasing mechanism. It is important to
note that the skew-symmetric formulation is still fully conservative and satises the Lax- Wendro theorem. For
under-resolved computations, the source term is active and accounts for the error of the discrete product rule. On
the other hand in smooth parts of the solution without large variation the term almost vanishes to zero, since the ap-
proximation is consistent. e stabilizing eect of high order conservative skew-symmetric or skew-symmetric-like
schemes in under-resolved computations was also observed in other publications, e.g. [11, 29, 38, 46, 55]. How-
ever, since the thermodynamic entropy is a logarithmic function depending on density and pressure for the Euler
equations and NSE, it is dicult to nd an explicit discrete skew-symmetric or skew-symmetric-like formulation.
A framework to construct high order EC schemes in periodic domains has been given by LeFloch et al. [39].
Fisher and Carpenter [13] combined this approach with SBP operators and proved that two-point EC uxes can
be used to construct high order schemes when the derivative approximations in space are SBP operators. Gassner
et al. [21, 22] showed that skew-symmetric-like (split form) DGSEM formulations for the Euler equations can be
discretely recovered when specic numerical volume uxes in the ux form volume integral of Fisher and Carpenter
are chosen. In particular, the three dimensional version of the skew-symmetric KEP DGSEM in [18] can be recovered
by using the two point ux from Morinishi et al. [46] as volume ux. Hence, ES DGSEM can be constructed when
the derivative matrix satises the SBP property and a two-point EC ux function is used as volume ux in the ux
form volume integral of Fisher and Carpenter. e construction of KED DGSEM requires more aention, since it has
been shown numerically that there are two point ux functions, e.g. [7], which are KEP in the sense of Jameson [27],
but when they are used as volume ux in the DGSEM the kinetic energy is necessarily not preserved (see [21, 57] or
Figure 4.2 in Section 4.2 of this work).
It should be mentioned that the described approach and the associated analysis is for semi-discrete ES or KED
high order DGSEM. Moreover, the construction of these methods rely on the assumption that the discrete density and
pressure are positive. In general, this migh not always be the case for high order methods, since the positivity of the
discrete density and pressure can be aected by spurious oscillations in the numerical solution. is phenomenon is
for instance observed for strong shock waves which appear in the regime of high Mach numbers, or severe under-
resolution of strong shear-layers.
Another important component for the simulation of turbulent ows are adaptive discretizations, where resolution
is increased in regions with large spatial variations. e r-adaptive method involves the re-distribution of the mesh
nodes in regions of rapid variation of the solution [64]. In comparison with h-adaptive discretizations, where the
mesh is rened and coarsened by changing the number of elements in the tessellation, the r-adaptive method has
some advantages, e.g. no hanging nodes appear and the number of elements does not change. On the other hand a r-
adaptive method can be only used when the eect of mesh movement is appropriately accounted for the discretization
of the system of conservation laws. is can be done by an Arbitrary Lagrangian-Eulerian (ALE) approach [10]. In
the last decades several ALE DG methods have been developed, e.g. [35, 41, 45, 49, 54, 67]. Furthermore, in [59] a
provably ES moving mesh ALE DGSEM for the three dimensional Euler equations on curved hexahedral elements
and in [69] a moving mesh ES spectral collocation scheme for the three dimensional NSE were constructed.
e structure of the present work is as follows: First, the approaches [22, 59] are used to construct a provably ES
ALE DGSEM for the three dimensional NSE. en a provable KEP ALE DGSEM for the Euler equations on curved
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moving elements is constructed. e discrete energy balance of the discrete kinetic, internal and total energy is
analyzed for the split form ALE DGSEM when dierent well known split forms [7, 29, 38, 55, 57] are used. Aer-
ward, the constructed KEP DGSEM is combined with the approach in [22] to construct a KED ALE DGSEM for the
three dimensional NSE. e theoretical ndings and the constructed methods are numerically investigated for the
Taylor-Green Vortex (TGV) problem [60]. Finally, the constructed ALE DGSEM is applied in an iLES for a complex
aerodynamics application. An interesting area of application for problems with moving boundaries in aerodynamics
is the moderate Reynolds number ow around pitching airfoils. ese ows can serve as a model for the wing motion
of natural yers or the situation in micro unmanned vehicles. As a specic example, the transitional ow around
a plunging SD7003 airfoil at Reynolds number Re = 40, 000 and Mach number Ma = 0.1 is simulated. is setup,
among others, was investigated by Visbal [66], which gives the possibility for a comparison to available experimental
measurements and numerical simulation results from literature [16, 42, 52, 56, 70].
2 e Navier Stokes equations (NSE) in three dimensions
We apply the block vector notation as in [22] to present the three dimensional NSE. In Appendix A the key elements
of this notation are briey summarized. e three dimensional NSE in compact block vector form are given by
∂u
∂t
+ ~∇x ·
↔
f (u) = ~∇x ·
↔
f v
(
u, ~∇xu
)
. (2.1)
ese equations are considered on a time-dependent domain Ω (t) ⊆ R3 with suitable initial data and boundary
conditions. e state vector is given by
u =
[
ρ, ρ~u, ρe+
1
2
ρ |~u|2
]T
, (2.2)
where ρ is the mass density, ~u = [u1, u2, u3]T the velocity, p is the pressure and the specic internal energy is
e =
p
(γ − 1) ρ , γ > 1. (2.3)
e advective block ux
↔
f =
[
fT1 , f
T
2 , f
T
3
]T
consists of the ux vectors for ι = 1, 2, 3 given by
f1ι = ρuι,
fυ+1ι = ρuιuυ + pδιυ, υ = 1, 2, 3,
f5ι = ρuι
[
e+
1
2
|~u|2
]
+ puι,
(2.4)
where διυ is the Kronecker delta. e viscous block ux
↔
f v =
[
(f v1 )T , (f
v
2 )
T , (f v3 )T
]T consists of the ux vectors
f v1 =
0, σ11, σ12, σ13, 3∑
j=1
ujσ1j − q1
T ,
f v2 =
0, σ21, σ22, σ23, 3∑
j=1
ujσ2j − q2
T ,
f v3 =
0, σ31, σ32, σ33, 3∑
j=1
ujσ3j − q3
T ,
(2.5)
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where
σij = µ
(
∂uj
∂xi
+
∂ui
∂xj
)
− 2
3
µ
(
~∇x · ~u
)
δij , qi = −κ ∂T
∂xi
, i, j = 1, 2, 3, (2.6)
and T = pRρ is the temperature.
1 e introduced constants µ, κ,R > 0 describe the dynamic viscosity, thermal
conductivity and the universal gas constant. Instead of dening the thermal conductivity and universal gas constant,
we state the Prandtl number, which is determined by these quantities, i.e.
Pr = γµR
(γ − 1)κ. (2.7)
In order to classify the viscous eects of the system, we dene the Reynolds number
Re = ρ |~u|L
µ
, (2.8)
where L is a characteristic length.
2.1 Entropy representation of the viscous uxes
e NSE are equipped with the entropy/entropy ux pair
s = − ρς
γ − 1 , f
s
ι = −
ρςuι
γ − 1 , ι = 1, 2, 3, (2.9)
where ς = log (pρ−γ) is the thermodynamic entropy of the uid (cf. Harten [23]). e entropy variables are given
by
∂s
∂u
=
[
γ − ς
γ − 1 −
ρ
2p
|~u|2 , ρ~u
p
,−ρ
p
]T
=: w. (2.10)
Hughes et al. [25] proved that the viscous ux in the NSE (2.1) can be wrien as
↔
f v
(
u, ~∇xu
)
= B v (w) ~∇xw or f vι =
3∑
ϑ=1
B vιϑ (w)
∂w
∂xj
, ι = 1, 2, 3, (2.11)
whereB v (w) is a 15×15 block matrix which blocks satisfy Bvιϑ (w) = Bvϑι (w)T for ι, ϑ = 1, 2, 3. A representation
of these blocks can be found in the appendix of Ray’s PhD thesis [58]. e matrix is positive semidenite such that
pT [B v (w)]p ≥ 0, p ∈ R15. (2.12)
Note that only entropy functions of the type −c0ςρ + c1, with constants c0, c1 and c0 > 0, provide a positive
semidenite viscous block matrix (cf. Hughes et al. [25]).
2.2 Transformation of the NSE onto a reference element
We divide the domain Ω(t) in K time-dependent non-overlapping curved elements eα(t), α = 1, . . . ,K . Each
element eα(t) is mapped onto a reference element E = [−1, 1]3 by an isoparametric transformation
~x (t) = ~χ
(
τ, ~ξ
)
, ~ξ =
(
ξ1, ξ2, ξ3
)T ∈ E, τ ∈ [0, T ] . (2.13)
is mapping provides the covariant basis vectors
~ai :=
∂~χ
∂ξi
, i = 1, 2, 3, (2.14)
1Here the Greek leer σ is used to characterize the shear stress tensor. e common notation τ is not used, since τ will be used as time
variable on the reference element in the following sections.
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and the volume weighted contravariant vectors
J~a ι = ~aα × ~aβ , (ι, α, β) cyclic, J := det ∇~χ, (2.15)
where ι, α, β ∈ {1, 2, 3} and∇~χ is the Jacobian matrix of the isoparametric transformation (2.13). e contravariant
vectors satisfy the metric identities
3∑
ι=1
∂J~a ι
∂ξι
= 0. (2.16)
In order to combine the contravariant vectors with the block vector nomenclature, the following block matrix has
been introduced in [22]
M :=

J~a11I5 J~a21I5 J~a31I5
J~a12I5 J~a22I5 J~a32I5
J~a13I5 J~a13I5 J~a33I5
 , (2.17)
where the matrix I5 is the 5 × 5 identity matrix and Jaij is the component of J~ai in the j-th Cartesian coordinate
direction. e contravariant vectors and the block matrix (2.17) enable the transformation of the gradient and the
divergence on the reference space. e transformation formulas for these dierential operators are given in Appendix
B. Analogous to [59], equation (2.1) in a time-dependent element eα(t) turns into
∂J
∂τ
=~∇ξ · ~˜ν, (2.18a)
∂ (Ju)
∂τ
+ ~∇ξ ·
↔
g˜ =~∇ξ ·
(
B˜ v (w)↔q
)
, (2.18b)
J
↔q =M ~∇ξw, (2.18c)
in the reference element E, where ~ν =
[
ν1, ν2, ν3
]T
is the grid velocity eld and the contravariant ux vectors are
given by
~˜ν =

J~a1 · ~ν
J~a2 · ~ν
J~a3 · ~ν
 , ↔g˜ = ↔f˜ − ~˜νu =

J~a1 ·
↔
f − (J~a1 · ~ν)u
J~a2 ·
↔
f − (J~a2 · ~ν)u
J~a3 ·
↔
f − (J~a3 · ~ν)u
 , B˜ v (w) = MTB v (w) , (2.19)
with the viscous block matrix B v (w) introduced in section 2.1 to represent the viscous uxes.
2.3 Analysis of the kinetic energy
e kinetic energy is
k :=
1
2
ρ |~u|2 = −1
2
ρ |~u|2 + ρ~uT~u = vTu, v :=
[
−1
2
|~u|2 , ~u, 0
]T
. (2.20)
We note that vT = ∂k∂u . us, it follows for smooth solutions of the equation (2.1)
vT
∂ (Ju)
∂τ
= vTu
∂J
∂τ
+ J
(
vT
∂ u
∂τ
)
= k
∂J
∂τ
+ J
∂k
∂τ
=
∂ (Jk)
∂τ
, (2.21)
and for the product with the ux divergence
vT ~∇ξ ·
↔
g˜ =JvT ~∇x ·↔g = J ~∇x · [(~u− ~ν)k] + J
[
~∇xp
]
· ~u = ~∇ξ ·
[(
~˜u− ~˜ν
)
k
]
+
[
~∇ξp
]
· ~˜u. (2.22)
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2.3.1 Kinetic energy preservation for the Euler equations
ese identities provide the kinetic energy balance for the Euler equations. erefore, we set the viscous uxes to
zero, multiply the equation (2.18b) with v, integrate over the reference element E and obtain by (2.21), (2.22)
∂
∂τ
∫
E
Jk d~ξ = −
∫
∂E
[(
~˜u− ~˜ν
)
k
]T
nˆ dS −
∫
E
[
~∇ξp
]
· ~˜u d~ξ. (2.23)
We note that the pressure work is for compressible ows in general a non-conservative term, but the advection terms
can be rewrien as surface ux integrals. A numerical scheme that mimics this behavior is called kinetic energy
preserving. Comparing the total energy conservation with the kinetic energy balance gives a balance equation for
the internal energy
∂
∂τ
∫
E
Jρe d~ξ =
∂
∂τ
∫
E
J
(
ρe+
1
2
ρ |~u|2
)
d~ξ − ∂
∂τ
∫
E
Jk d~ξ
=−
∫
∂E
eρ
(
~˜u− ~˜ν
)T
nˆ dS −
∫
E
p~∇ξ · ~˜u d~ξ.
(2.24)
2.3.2 Kinetic energy dissipation for the NSE
For the NSE the temporal evolution of the kinetic energy is complemented with a guaranteed kinetic energy dissi-
pating contribution. We multiply the equation (2.18b) with v, integrate over E and obtain by (2.21), (2.22)
∂
∂τ
∫
E
Jk d~ξ =−
∫
∂E
[(
~˜u− ~˜ν
)
k
]T
nˆ dS −
∫
E
[
~∇ξp
]
· ~˜u d~ξ
−
∫
E
[
~∇ξv
]T [
B˜ v (w)
] [↔q] d~ξ + ∫
∂E
vT
{[
B˜ v (w)
] ↔q · nˆ} dS. (2.25)
en we multiply the equation (2.18c) by
1
J
(
B˜ v (w)
)T
~∇ξv, (2.26)
integrate over E and use (2.12). is gives∫
E
(
~∇ξv
)T (
B˜ v (w)
) (↔q) d~ξ =∫
E
(↔q)T (B˜ v (w))T (~∇ξv) d~ξ
=
∫
E
1
J
(
M~∇ξw
)T
B v (w)
(
M~∇ξv
)
d~ξ.
(2.27)
Next, it follows (
M~∇ξw
)T
B v (w)
(
M~∇ξv
)
=
(
~∇xv
)T
B v (w)
(
~∇xw
)
=
3∑
j=1
(
∂v
∂xj
)
f vj
(
u, ~∇xu
)
=
3∑
i,j=1
(
∂ui
∂xj
)T
σij
=
3∑
i,j=1
µ
2
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
δij ~∇ · ~u
)2
≥ 0,
(2.28)
where δij is the Kronecker delta and σij are the elements of the shear stress tensor given by (2.6). Note that the
equality in the penultimate step follows from the viscous uxes (2.5) and the variables v (2.20). e last identity in
(2.28) has been proven by Ray in [58]. Finally, we combine (2.25), (2.27), (2.28) and obtain
∂
∂τ
∫
E
Jk d~ξ ≤ −
∫
E
[
~∇ξp
]
· ~˜u d~ξ −
∫
∂E
[(
~˜u− ~˜ν
)
k
]T
nˆ dS +
∫
∂E
vT
([
B˜ v (w)
]↔
q · nˆ
)
dS. (2.29)
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2.4 Continuous entropy analysis
Analogous to [59, 69], we obtain for smooth solutions of the equation (2.1)
wT
∂ (Ju)
∂τ
=
∂ (Js)
∂τ
+
(
~∇ξ · ~˜ν
) (
wTu− s) = ∂ (Js)
∂τ
+
(
~∇ξ · ~˜ν
)
ρ (2.30)
and
wT
(
~∇ξ ·
↔
g˜
)
= ~∇ξ ·
(
~˜
fs − ~˜νs
)
−
(
~∇ξ · ~˜ν
) (
wTu− s) = ~∇ξ · ( ~˜fs − ~˜νs)− (~∇ξ · ~˜ν) ρ, (2.31)
where the entropy/entropy ux pair is given by (2.9), the entropy variablesw are given by (2.10) and ~fs := [fs1 , fs2 , fs3 ]
T .
Next, we multiply the equation (2.18b) with the entropy variables and integrate over E. en, we obtain by (2.30),
(2.31)
∂
∂τ
∫
E
Js d~ξ +
∫
∂E
(
~˜
fs − ~˜νs
)T
nˆ dS =
∫
E
wT
d (Ju)
dt
d~ξ +
∫
E
wT
(
~∇ξ ·
↔
g˜
)
d~ξ
=
∫
E
wT ~∇ξ ·
(
B˜ v (w)
)↔q d~ξ
=−
∫
E
(
~∇ξw
)T (
B˜ v (w)
) (↔q) d~ξ
+
∫
∂E
wT
{(
B˜ v (w)
) ↔q · nˆ} dS,
(2.32)
where nˆ is the normal of the domain E. en we multiply the equation (2.18c) by
1
J
(
B˜ v (w)
)T
~∇ξw, (2.33)
integrate over E and use (2.12). is results in∫
E
(
~∇ξw
)T (
B˜ v (w)
) (↔q) d~ξ =∫
E
(↔q)T (B˜ v (w))T (~∇ξw) d~ξ
=
∫
E
(↔q)T B v (w)(M~∇ξw) d~ξ
=
∫
E
1
J
(
M~∇ξw
)T
B v (w)
(
M~∇ξw
)
d~ξ ≥ 0,
(2.34)
where we used that the block matrix B v is symmetric and positive semidenite. Finally, we combine the equations
(2.32), (2.34) and obtain
∂
∂τ
∫
E
Js d~ξ ≤ −
∫
∂E
(
~˜
fs − ~˜νs
)T
nˆ dS +
∫
∂E
wT
(
B˜ v (w)↔q · nˆ
)
dS. (2.35)
3 Discontinuous Galerkin spectral element method (DGSEM)
3.1 Building blocks for the spectral element approximation
e spectral element approximation is based on a nodal approach with Lagrange basis functions {`j (·)}Nj=0 con-
structed from Legendre Gauss Lobao (LGL) points {ξi}Ni=0. We note that ξ0 = −1 and ξN = 1. e Lagrange basis
functions satisfy the cardinal property
`i (ξj) = δji. (3.1)
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On the reference element E = [−1, 1]3 the solution and uxes of the system (2.18) are approximated by tensor
product Lagrange polynomials of degree N , e.g.,
J
(
ξ1, ξ2, ξ3, t
) ≈ J (ξ1, ξ2, ξ3, t) := N∑
i,j,k=0
Jijk (t) `i
(
ξ1
)
`j
(
ξ2
)
`k
(
ξ3
)
. (3.2a)
u
(
ξ1, ξ2, ξ3, t
) ≈ U (ξ1, ξ2, ξ3, t) := N∑
i,j,k=0
Uijk (t) `i
(
ξ1
)
`j
(
ξ2
)
`k
(
ξ3
)
, (3.2b)
↔q
(
ξ1, ξ2, ξ3, t
) ≈ ↔Q (ξ1, ξ2, ξ3, t) := N∑
i,j,k=0
↔
Qijk (t) `i
(
ξ1
)
`j
(
ξ2
)
`k
(
ξ3
)
. (3.2c)
From now on, polynomial approximations are highlighted by capital leers, e.g., U is an approximation for the state
vector u,
↔
Q is an approximation for the solution of equation (2.18c) and Fι, ι = 1, 2, 3, are approximations for the
uxes fι, ι = 1, 2, 3. e approximation for the determinant J of the Jacobian matrix ~∇ξ~χ is highlighted by J .
Furthermore, the interpolation operator for a function g is given by
IN (g)
(
ξ1, ξ2, ξ3
)
=
N∑
i,j,k=0
gijk`i
(
ξ1
)
`j
(
ξ2
)
`k
(
ξ3
)
, (3.3)
where gijk := g
(
ξ1i , ξ
2
j , ξ
3
k
)
and
{
ξ1i
}N
i=0
,
{
ξ2i
}N
i=0
,
{
ξ3i
}N
i=0
are sets of LGL points. Derivatives are approximated
by exact dierentiation of the polynomial interpolants. In general we have (IN (g))′ 6= IN−1(g′) (cf. e.g. [5, 33]), as
dierentiation and interpolation only commute if there are no interpolation errors.
3.1.1 Discrete integrals
Integrals are approximated by a tensor product extension of a 2N − 1 accurate LGL quadrature formula. Hence,
interpolation and quadrature nodes are collocated. In one spatial dimension the LGL quadrature formula is given by
1∫
−1
g (ξ) dξ ≈
N∑
i=0
ωig (ξi) =
N∑
i=0
ωigi, (3.4)
where ωi, i = 0, . . . , N , are the quadrature weights and ξi, i = 0, . . . , N , are the LGL quadrature points. e formula
(3.4) motivates the denition of the inner product notation
〈f, g〉N :=
N∑
i=0
N∑
j=0
N∑
k=0
ωiωjωkfTijkgijk =
N∑
i,j,k=0
ωijkfTijkgijk (3.5)
for two functions f and g. We note that the inner product (3.5) satises
〈IN (g) ,ϕ〉N = 〈g,ϕ〉N , ∀ϕ ∈ PN
(
E,R5
)
, (3.6)
where
PN
(
E,R5
)
:=
{
ϕ | ϕ = [ϕ1, ϕ2, ϕ3, ϕ4, ϕ5]T , ϕi ∈ PN (E) , i = 1, 2, 3, 4, 5
}
, (3.7)
and PN (E) is the space of tensor product polynomials with three dimensional domain. Furthermore, for a block
vector
↔
F and test functions ϕ ∈ PN (E,R5), we dene the discrete surface integral
∫
∂E,N
ϕT
{↔
F · nˆ
}
dS =
3∑
ι=1
∫
∂E,N
ϕTFιnˆ
ι dS, (3.8)
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where nˆ =
[
nˆ1, nˆ2, nˆ3
]T is the unit outward normal at the faces of the reference element E and∫
∂E,N
ϕTF1nˆ
1 dS :=
N∑
j,k=0
ωjωk
(
ϕTNjk (F1)Njk −ϕT0jk (F1)0jk
)
,
∫
∂E,N
ϕTF2nˆ
2 dS :=
N∑
i,k=0
ωiωk
(
ϕTiNk (F2)iNk −ϕTi0k (F2)i0k
)
,
∫
∂E,N
ϕTF3nˆ
3 dS :=
N∑
i,j=0
ωiωj
(
ϕTijN (F3)ijN −ϕTij0 (F3)ij0
)
.
(3.9)
3.1.2 Discrete metric identities
e contravariant coordinate vectors need to be discretized in such a way that the metric identities (2.16) are satised
on the discrete level, too. Kopriva [32] introduced the conservative curl form to approximate the metric terms. In this
approach the coecients of the volume weighted contravariant coordinate vectors J~a ι, ι = 1, 2, 3, are computed by
J~a ιβ ≈ J~a ιβ := −xˆι · ∇ξ × (IN (χγ∇δχm)) , ι = 1, 2, 3, β = 1, 2, 3, (β, γ, δ) cyclic. (3.10)
Here ~χ = [χ1, χ2, χ3]T represents the mapping from the physical element to the reference element and xˆι is the
unit vector in the ι-th Cartesian coordinate direction. e representation (3.10) ensures that
3∑
ι=1
∂ IN (J~a ι)
∂ξι
= 0. (3.11)
3.1.3 SBP operator
e spectral element approximation with LGL points for interpolation and quadrature gives a SBP operator Q =
MD with the mass matrixM and the derivative matrix D. e mass matrix and the derivative matrix have the
entries
Mij = ωiδij , Dij = `′j (ξi) , i, j = 0, . . . , N. (3.12)
A SBP operator satises the property
Q+QT = B, (3.13)
where B = diag (−1, 0, . . . , 0, 1), [12, 17, 37].
3.2 Split form ALE DGSEM for the Euler equations
e construction of the split form ALE DGSEM for the Euler equations is analogous to [59]. First, we replace the solu-
tion u by (3.2b), the Jacobian J by (3.2a) and approximate the uxes by the interpolation operator (3.3). Next, we mul-
tiply the equation (2.18a) with test functionsϕ ∈ PN (E) and the transformed Euler equations withϕ ∈ PN (E,R5),
integrate the resulting equations and use integration-by-parts to separate boundary and volume contributions. e
volume integrals in the variational form are approximated with the LGL quadrature. en, we insert numerical sur-
face uxes ~˜ν∗ and
↔
G˜∗ at the spatial element interfaces. Aerwards, we use the SBP property (3.13) for the volume
contribution to get the standard ALE DGSEM in strong form:〈
∂J
∂τ
, ϕ
〉
N
=
〈
~∇ξ · IN
(
~˜ν
)
, ϕ
〉
N
+
∫
∂E,N
ϕ (ν˜∗nˆ − ν˜nˆ) dS, ∀ϕ ∈ PN (E) , (3.14a)
〈
∂ (JU)
∂τ
,ϕ
〉
N
=−
〈
~∇ξ · IN
(↔
g˜
)
,ϕ
〉
N
−
∫
∂E,N
ϕT
(
G˜∗nˆ − G˜nˆ
)
dS, ∀ϕ ∈ PN (E,R5) . (3.14b)
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It is known that the interpolation of ~˜ν and the nonlinear ux
↔
g˜ (see (2.19)) causes aliasing errors in the standard
strong form [21, 22]. us, we follow [21] and introduce a special derivative operator and change the divergence in
equation (3.14a) to
~DN · ~˜ν#ijk :=
N∑
m=0
2Dim
({{~ν}}(i,m)jk · {{J~a1}}(i,m)jk)
+ 2Djm
({{~ν}}i(j,m)k · {{J~a2}}i(j,m)k)
+ 2Dkm
({{~ν}}ij(m,k) · {{J~a3}}ij(m,k)) ,
(3.15)
with the volume averages
{{∗} (i,m)jk := 1
2
[
(∗)ijk + (∗)mjk
]
. (3.16)
e derivative projection operator for the Euler uxes is computed as
~DN ·
↔
G˜#ijk :=
N∑
m=0
2Dim
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
+ 2Djm
(↔
G# (~νijk, ~νimk,Uijk,Uimk) · {{J~a2}}i(j,m)k
)
+ 2Dkm
(↔
G# (~νijk, ~νijm,Uijk,Uijm) · {{J~a3}}ij(k,m)
)
.
(3.17)
e functions G˜#ι , ι = 1, 2, 3, in (3.17) are Cartesian numerical volume uxes. In Appendix C possible choices for
two point volume ux functions are given. ese uxes discretely recover corresponding split formulations, see [21].
It is important that the volume uxes are consistent and symmetric such that for all i, j, k,m = 0, . . . , N holds
G#ι (~νijk, ~νmjk,Uijk,Uijk) = Fι (Uijk)− {{~νι}}(i,m)jkU, ι = 1, 2, 3,
G#ι (~νijk, ~νmjk,Uijk,Umjk) = G#ι (~νmjk, ~νijk,Umjk,Uijk) , ι = 1, 2, 3, (3.18)
where Fι (Uijk) is the advective Euler ux (2.4) evaluated at the LGL points. en, for each element eα(t) the
semi-discrete split form ALE DGSEM for the Euler equations is represented on the reference element E by:〈
∂J
∂τ
, ϕ
〉
N
=
〈
~DN · ~˜ν#, ϕ
〉
N
+
∫
∂E,N
ϕ (ν˜∗nˆ − ν˜nˆ) dS, ∀ϕ ∈ PN (E) , (3.19a)
〈
∂ (JU)
∂τ
,ϕ
〉
N
=−
〈
~DN ·
↔
G˜#,ϕ
〉
N
−
∫
∂E,N
ϕT
(
G˜∗nˆ − G˜nˆ
)
dS, ∀ϕ ∈ PN (E,R5) . (3.19b)
It is important to mention that the split form ALE DGSEM (3.19) is discretely conservative. e unit outward facing
normal vector and surface element on the element side are constructed from the element metrics by
~n :=
1
sˆ
3∑
ι=1
(J~aι) nˆι, sˆ :=
∣∣∣∣∣
3∑
ι=1
(J~aι) nˆι
∣∣∣∣∣ . (3.20)
us, the quantity ν˜nˆ in (3.19a) and the ux G˜nˆ in (3.19b) are dened by
ν˜nˆ = (sˆ~n) · ~ν =
3∑
ι=1
nˆι (Jaι1ν1 + Jaι2ν2 + Jaι3ν3) , (3.21)
G˜nˆ = (sˆ~n) ·
↔
G =
3∑
ι=1
nˆι (Jaι1G1 + Jaι2G2 + Jaι3G3) . (3.22)
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To dene the numerical surface uxes in (3.19a) and (3.19b), we introduce notation for states at the LGL nodes along
an interface between two spatial elements to be a primary “−” and complement the notation with a secondary “+” to
denote the value at the LGL nodes on the opposite side. en the orientated jump and the averages at the interfaces
are dened by
[[∗]] := (∗)+ − (∗)− , and {{∗} := 1
2
[
(∗)+ + (∗)−
]
. (3.23)
When applied to vectors, the average and jump operators are evaluated separately for each vector component. en
the normal vector ~n is dened uniquely to point from the “−” to the “+” side. is notation allows to compute the
contravariant surface numerical uxes in (3.19a) as
ν˜∗nˆ = sˆ (n1{{v1}}+ n2{{v2}}+ n3{{v3}}) . (3.24)
e contravariant surface numerical uxes in (3.19b) are given by
G˜∗nˆ = sˆ (n1G∗1 + n2G∗2 + n3G∗3) . (3.25)
In order to construct an EC or KEP ALE DGSEM for the Euler equations, the Cartesian uxesG∗ι , ι = 1, 2, 3, should be
consistent with Fι−νιU, symmetric and EC or KEP in the sense that Tadmor’s [63] discrete entropy or Jameson’s [27]
discrete criteria are satised. In Appendix C common choices for these two point ux functions are given. We note
that these variants are virtually dissipation free and may become unstable for solutions with very steep gradients.
Hence, we might add dissipation to the surface uxes G∗ι . en the numerical surface uxes can be computed by
G∗ι := G?ι −
1
2
Hι [[W]], ι = 1, 2, 3, (3.26)
where the quantities W are the interpolated entropy variables (2.10) evaluated in the LGL points. e Cartesian ux
(3.26) is constructed with a consistent and symmetric two point ux G?ι and a matrix dissipation operator Hι. e
dissipation operatorHι is a symmetric positive denite matrix of the form
Hι = Rˆι |Λι| RˆTι , Rˆι = RιTι, ι = 1, 2, 3, (3.27)
where the matricesRι, Tι, depend on the averaged values of the statesU−, U+ and they are consistent with the right
eigenvector matrix, which corresponds to the ux Jacobian matrices from the advective uxes (2.4), and a diagonal
scaling matrix. e matrix |Λι| depends on the eigenvalues of the ux Jacobian matrices from the advective uxes
(2.4). In order to construct an ES or KED ALE DGSEM for the Euler equations, the matrixHι needs to be a symmetric
positive denite matrix. In [59, Appendix C.3] a suitable matrix dissipation operator is given. e construction of
such a matrix dissipation operator is based on the fact that there are block diagonal scaling matrices such that the
Hessian matrix of the entropy (2.9) can be represented by scaled right eigenvector matrices (cf. Merriam [44]).
3.3 Analysis of the discrete kinetic and internal energy balance
On the continuous level, the Euler equations describe the kinetic energy balance (2.23) and internal energy balance
(2.24) for smooth solutions. e ALE DGSEM (3.19) should have discrete analogues of these balance laws. e next
eorem provides an identity for the evolution of the discrete kinetic energy. A proof of this identity is given in
Appendix D.2.
eorem 3.1. Suppose the ux functions G#ι , ι = 1, 2, 3, in the derivative projection operator (3.17) and the
surface ux functions G∗ι , ι = 1, 2, 3, (3.26) satisfy Jameson’s [27] conditions
Gυ+1,#ι = G1,#ι {{uυ}}+ {{p}}διυ, Gυ+1,∗ι = G1,∗ι {{uυ}}+ {{p}}?διυ, υ = 1, 2, 3, (3.28)
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where {{p}}? can be any consistent numerical trace approximation of the pressure. en the split form ALE DGSEM
(3.19) satises for each element eα (t), α = 1, . . . ,K , the identity
∂
∂τ
〈IN (k) ,J 〉N =−
1
2
3∑
ι=1
〈(
∂IN (p)
∂ξι
)
J~aι + p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (pJ~aι)
∂ξι
)
, ~u
〉
N
−
3∑
ι=1
∫
∂E,N
sˆnι
[
1
2
|~u|2G1,∗ι +
({{p}}? − p−)u−ι ] dS, (3.29)
where the kinetic energy k is given by (2.20), the Cartesian surface uxes G1,∗ι are consistent with
G1ι = ρ (uι − νι) , ι = 1, 2, 3, (3.30)
and
|~u|2 :=
3∑
ι=1
2{{uι}}2 − {{u2ι }}. (3.31)
e quantities u−ι , ι = 1, 2, 3, and p− are interior contributions form the element eα (t), α = 1, . . . ,K , and the “−”
has to be understood as in (3.23).
Remark 3.2. Since the contravariant coordinate vectors J~aι ≈ J~aι, ι = 1, 2, 3, are discretized by (3.10), the
discrete metric identities (3.11) are satised and we obtain the identity
3∑
ι=1
〈
p
(
∂IN (J~aι)
∂ξι
)
, ~u
〉
N
= 0. (3.32)
Furthermore, the contravariant coordinate vectors are constant on a Cartesian mesh. Hence, the result in eorem
3.1 is consistent with other results about kinetic energy preserving DG methods [21, 57] when a Cartesian mesh is
investigated.
It is important to mention that in eorem 3.1 Jameson’s conditions for the volume ux functionsG#ι , ι = 1, 2, 3,
dier from the conditions for the surface ux functions G∗ι , ι = 1, 2, 3, since the proof in Appendix D.2 requires that
the pressure in the discrete momentum equations (Gυ+1,#ι , ι, υ = 1, 2, 3) of the volume ux functions is given by
the average operator {{p}}. It is not clear, if this restriction for the pressure in the discrete momentum equations is
sucient or necessary to obtain a discrete equation for the evolution of the discrete kinetic energy IN (k). However,
Gassner et al. [21, Fig. 4 and Fig. 5] investigated the evolution of the kinetic energy for the inviscid Taylor-Green
vortex (TGV) test case [60] on a static mesh. e ux from Chandrashekar [7] (see Appendix C.5) was used as volume
ux in the DGSEM scheme and a decrease of the total kinetic energy was observed. On the other hand, the total
kinetic energy is preserved when the pressure term {{ρ}}/{{ρp}} is replaced by {{p}} in the Chandrashekar ux and the
corresponding ux (see the ux (3.47)) is used as volume ux in the DGSEM scheme. We observe the same behavior
on a moving mesh in our numerical experiments (see Figure 4.2 in Section 4.2).
3.3.1 Discrete internal energy balance
e evolution of the discrete kinetic energy needs to be consistent with the evolution of the discrete total energy
which is given by
∂
∂τ
〈
IN
(
ρe+
1
2
ρ |~u|2
)
,J
〉
N
= −
∫
∂E,N
G˜5,∗nˆ dS = −
3∑
σ=1
∫
∂E,N
sˆ
(
nιG
5,∗
ι
)
dS, (3.33)
where the Cartesian surface uxes G5,∗ι are consistent with
G5ι = ρ (uι − νι)
[
e+
1
2
|~u|2
]
+ puι, ι = 1, 2, 3. (3.34)
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e equation (3.33) results from the split form ALE DGSEM (3.19) when the equation (3.19b) is tested with a constant
state. In particular, as in the continuous case (see Section 2.3.1), the discrete total and kinetic energy give the evolution
of the discrete internal energy. e equations (3.29) and (3.33) provide
∂
∂τ
〈IN (ρe) ,J 〉N =
∂
∂τ
〈
IN
(
ρe+
1
2
ρ |~u|2
)
,J
〉
N
− ∂
∂τ
〈IN (k) , J〉N
=
1
2
3∑
ι=1
〈(
∂IN (p)
∂ξι
)
J~aι + p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (pJ~aι)
∂ξι
)
, ~u
〉
N
−
3∑
ι=1
∫
∂E,N
sˆnι
[
G5,∗ι −
1
2
|~u|2G1,∗ι −
({{p}}∗ − p−)u−ι ] dS
=−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
+
3∑
ι=1
∫
∂E,N
sˆnι
[
G5,∗ι −
1
2
|~u|2G1,∗ι − {{p}}∗u−ι
]
dS,
(3.35)
with
S (p, J~aι) =
1
2
[
p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (pJ~aι)
∂ξι
)
−
(
∂IN (p)
∂ξι
)
J~aι
]
, ι = 1, 2, 3, (3.36)
where the last equality results from the SBP property (3.13). erefore, a split form ALE DGSEM (3.19), which
preserves the kinetic and internal energy such that the total energy is correctly balanced, can be constructed, if it is
ensured that:
(R1) e volume ux functions G#ι , ι = 1, 2, 3, in the derivative operator (3.17) and the surface ux functions Gι,
ι = 1, 2, 3, satisfy the generalized Jameson’s [27] conditions (3.28) in eorem 3.1.
(R2) e discrete pressure trace approximation {{p}}?, mass uxes G1,∗ι and energy uxes G1,∗ι need to be chosen
such that the equation (3.35) provides a discrete analogue of the equation (2.24).
In Appendix C certain numerical ux functions are listed. By plugging these uxes in the equation (3.35), we obtain
the following equations for the discrete internal energy evolution:2
Discrete internal energy, Pirozzoli (PI) ux [55]: e three dimensional PI-ux is given in Appendix C.1. is
ux provides the following equation for the discrete internal energy
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
3∑
β=1
∫
∂E,N
sˆnι{{ρ}}{uι − νι}}
[{{u2β}} − {{uβ}}2] dS
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}{ p
ρ
}} − {{p}}
]
{{uι}} dS
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}{uι − νι}}{ e}}+ 1
2
{{p}}[[u]]
]
dS.
(3.37)
2In order to evaluate (3.35) for the dierent ux functions, we use the identities:
2{{p}}{{uβ}} − {{puβ}} − {{p}}u−β =
1
2
p−[[uι]], and {{p}}{{uβ}} − {{p}}u−β =
1
2
{{p}}[[uβ ]], β = 1, 2, 3,
where u−β and p
− are interior contributions form the element eα (t), α = 1, . . . ,K , and the “−” has to be understood as in (3.23).
14
N. Krais, G. Schnu¨cke, T. Bolemann and G. J. Gassner Split form ALE DG methods for turbulent ows
We note that in the continuous case for a suciently smooth density ρ, velocity ~u = [u1, u2, u3]T and pressure
p the terms
{{u2β}} − {{uβ}}2, β = 1, 2, 3, (3.38)
{{ρ}}{ p
ρ
}} − {{p}} (3.39)
cancels out to zero. ese terms are spectrally small, but they will have a noticeable inuence in regions of
rapid variation of the solution.
Discrete internal energy Kennedy and Gruber (KG) ux [29]: e three dimensional KG ux is given in Ap-
pendix C.2. is ux provides the following equation for the discrete internal energy
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
3∑
β=1
∫
∂E,N
sˆnι{{ρ}}{uι − νι}}
[{{u2β}} − {{uβ}}2] dS
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}{uι − νι}}{ e}}+ 1
2
{{p}}[[u]]
]
dS.
(3.40)
Discrete internal energy, Kuya, Totani and Kawai (KTK) ux [38]: e three dimensional KTK-ux is given
in Appendix C.3. is ux provides the following equation for the discrete internal energy
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}{uι − νι}}{ e}}+ 1
2
p−[[u]]
]
dS,
(3.41)
where p− is the interior pressure contribution form the element eα (t), α = 1, . . . ,K . e exterior pressure
contribution p+ does not appear in the discrete integral along the element interfaces in the discrete inter-
nal energy (3.41) like in the equation (3.40) for the KG-ux. In certain situations, this has an impact on the
preservation of the discrete energy ratio. Our numerical experiments in Figure 4.2 in Section 4.2 support this
statement. However, by replacing the term 2{{p}}{uι}} − {{puι}} with {{p}}{uι}}, ι = 1, 2, 3, in the energy
contribution (G5,KTKι ) of the KTK-ux (C.3), we obtain the modied Kuya, Totani and Kawai (M KTK) ux
G1,M KTKι = {{ρ}}{uι − νι}},
Gυ+1,M KTKι = {{ρ}}{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,M KTKι = {{ρ}}{uι − νι}}
[
{{e}}+ 1
2
|~u|2
]
+ {{p}}{uι}}.
(3.42)
For this ux the discrete internal energy becomes
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}{uι − νι}}{ e}}+ 1
2
{{p}}[[u]]
]
dS.
(3.43)
Here the quantity (3.38) and the pressure contribution are the same as for the KG-ux in the discrete integral
along the element interfaces. e numerical experiments in Section 4.2 show that this slight modication in
the KTK-ux (C.3) provides a meaningful preservation of the discrete energy ratio.
15
N. Krais, G. Schnu¨cke, T. Bolemann and G. J. Gassner Split form ALE DG methods for turbulent ows
Discrete internal energy, Ranocha (RA) ux [57]: In order to work with the RA-ux, we introduce the loga-
rithmic average
{{a}}log :=

[[a]]
[[log(a)]] , if a
− 6= a+,
{{a}}, if a− = a+
(3.44)
for a state a with positive right limit a+ > 0 and positive le limit a− > 0. e three dimensional RA-ux is
given in Appendix C.4. We note that this ux is EC, since it satises Tadmor’s [63] discrete entropy conditions
such that
[[w]]TGRAι = [[ρuι]]− {{νι}}[[ρ]], ι = 1, 2, 3. (3.45)
Furthermore, it gives the following equation for the discrete internal energy
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}log{{uι − νι}} 1{{ 1e}}log
− 1
2
p−[[u]]
]
dS,
(3.46)
where p− is the interior pressure contribution form the element eα (t), α = 1, . . . ,K . Here the same issue
as in the discrete internal energy equation (3.41) for the KTK-ux appears. e exterior pressure contribution
p+ does not appear in the discrete integral along the element interfaces. is seems to negatively impact the
preservation of the discrete energy.
Discrete internal energy, Chandrashekar (CH) ux [7]: e three dimensional CH-ux is given in Appendix
C.5. e CH-ux is an EC one, since it satises the equation (3.45), too. However, the restrictions for the
volume ux in eorem 3.1 are not satised for this ux, since the pressure is computed by {{ρ}}/{{ρp}} in the
momentum contribution (Gυ+1,CHι , ι, υ = 1, 2, 3). us, it cannot be used in the equation (3.35) to compute
the discrete internal energy. If we replace the term {{ρ}}/{{ρp}} by {{p}} in the momentum contribution, we
obtain the ux
G1,M CHι = {{ρ}}log{{uι − νι}},
Gυ+1,M CHι = {{ρ}}log{{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,M CHι = {{ρ}}log
[
1
{{ 1e}}log
+
1
2
|~u|2
]
{{uι − νι}}+ {{ρ}}{{ρp}}
{{uι}}.
(3.47)
e ux (3.47) does not satisfy the entropy condition (3.45), but the restrictions of eorem 3.1. For this ux
the discrete internal energy is given by
∂
∂τ
〈IN (ρe) ,J 〉N =−
3∑
ι=1
(〈
p,
∂IN (J~aι · ~u)
∂ξι
〉
N
− 〈S (p, J~aι) , ~u〉N
)
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}
{{ρp}}
− {{p}}
]
{{uι}} dS
−
3∑
ι=1
∫
∂E,N
sˆnι
[
{{ρ}}log{{uι − νι}} 1{{ 1e}}log
− 1
2
p−[[u]]
]
dS.
(3.48)
We note that in the continuous case for a suciently smooth density ρ, and pressure p the terms
{{ρ}}
{{ρp}}
− {{p}} (3.49)
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cancel out to zero. is term is spectrally small, but it will be noticeable in regions of rapid variation of the
solution. In Section 4.2, we investigate the CH-Flux and the modied ux (3.47) for the inviscid TGV test case
on a moving curved mesh. e results are given in Figure 4.2, it can be seen that the the total kinetic energy
is preserved for the modied ux (3.47) and decreases for the CH-Flux. For the total entropy the contrary
behavior is observed. e same behavior of the total kinetic energy and entropy was observed in numerical
experiments on a static mesh in [21].
3.4 Split form ALE DGSEM for the NSE
In this section, we extend the split form ALE DGSEM for the Euler equations (3.19) to solve the NSE (2.1) on moving
curved elements with the approximation of the viscous terms from [22].
e unknowns of the transformed NSE (2.18) J , u and ↔q on the time-independent reference element E are ap-
proximated by J , U,↔Q. ese quantiles are given by (3.2). e uxes and the viscous block matrix are approximated
by the interpolation operator (3.3). e approximation of the equation (2.18a) is the same as for the Euler equations
(see Section 3.2) and leads to the equation (3.19a). e equation (2.18b) is also treated as for the Euler equations and
leads to the equation〈
∂ (JU)
∂τ
,ϕ
〉
N
=−
〈
~DN ·
↔
G˜#,ϕ
〉
N
−
∫
∂E,N
ϕT
(
G˜∗nˆ − G˜nˆ
)
dS
+
〈
~∇ξ · IN
(
B˜ v (W)↔Q
)
,ϕ
〉
N
+
∫
∂E,N
ϕT
{[
{{B˜ v (W)↔Q}} − B˜ v (W)↔Q
]
· nˆ
}
dS,
(3.50)
for all test functions ϕ ∈ PN (E,R5). e derivative operator in (3.50) is again computed by (3.17), and the ux G˜nˆ
is computed by (3.22). Furthermore, for i, j, k = 0, . . . , N
Wijk := [IN (w)]ijk =
[
γ − ςijk
γ − 1 −
ρijk
2pijk
|~u|2 , ρijk (~u)ijk
pijk
,−ρijk
pijk
]T
. (3.51)
Next, we multiply the equation (2.18c) with test functions
↔
ϕ =
[
ϕT1 ,ϕ
T
2 ,ϕ
T
3
]T
ϕi ∈ PN
(
E,R5
)
, i = 1, 2, 3, (3.52)
integrate the resulting equations and use integration-by-parts to separate boundary and volume contributions. e
volume integrals in the variational form are approximated with the LGL quadrature. en, we insert numerical
surface uxes to approximate B˜ v (W)↔Q at the spatial element interfaces. Finally, the SBP property (3.13) is used for
the volume contribution to get the strong form:〈
J
↔
Q,
↔
ϕ
〉
N
=
〈
~∇ξIN (W) ,MT↔ϕ
〉
N
+
∫
∂E,N
({{W}} −W)T
{
MT↔ϕ · nˆ
}
dS, (3.53)
for all test functions (3.52). us, the split form ALE DGSEM for the NSE is given by the equations (3.19a), (3.50) and
(3.53).
3.5 Discrete entropy stability
e NSE equations are equipped with the entropy/entropy ux pair (2.9) and satisfy the entropy inequality (2.35).
In the following, we assume that the volume ux functions G˜#ι , ι = 1, 2, 3, in the derivative projection operator
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(3.17) satisfy in the LGL points for i, j, k,m = 0, . . . , N , the discrete entropy conditions:
[[W]]T(i,m)jkG
#
1 (~νijk, ~νmjk,Uijk,Umjk) = [[ρ~u]](i,m)jk − {{~ν}}(i,m)jk[[ρ]](i,m)jk,
[[W]]Ti(j,m)kG
#
2 (~νijk, ~νimk,Uijk,Uimk) = [[ρ~u]]i(j,m)k − {{~ν}}i(j,m)k[[ρ]]i(j,m)k,
[[W]]Tij(k,m)G
#
3 (~νijk, ~νijm,Uijk,Uijm) = [[ρ~u]]ij(k,m) − {{~ν}}ij(k,m)[[ρ]]ij(k,m).
(3.54)
Moreover, we assume that the Cartesian surface ux functions G˜∗ι , ι = 1, 2, 3, satisfy the discrete entropy conditions:
[[w]]TG∗ι ≤ [[ρuι]]− {{νι}}[[ρ]], ι = 1, 2, 3. (3.55)
We note that the ux functions in the Appendices C.4, C.5, satises the conditions (3.54). A ux with the property
(3.55) can be constructed from the uxes in the Appendices C.4, C.5, and a suitable dissipation operatorHι (3.27).
In [59, Section 3.6], it has been proven that the restrictions (3.54) and (3.55) lead to an ES ALE DGSEM (3.19). e
following two identities with the entropy/entropy ux pair (2.9) are a direct consequence from the proof in [59]:〈
∂ (JU)
∂τ
,W
〉
N
=
∂
∂τ
〈IN (s) , J〉N +
〈
~DN · ~˜ν, ρ
〉
N
+
∫
∂E,N
(ν˜∗nˆ − ν˜nˆ) ρ dS, (3.56)
〈
~DN ·
↔
G˜#,W
〉
N
=
∫
∂E,N
(
f˜snˆ − ν˜nˆs
)
dS −
〈
~DN · ~˜ν, ρ
〉
N
, (3.57)
where W is given by (3.51) and
f˜snˆ = (sˆ~n) · ~fs, ~fs = [fs1 , fs2 , fs3 ]T . (3.58)
On the other hand in [22, Section 4], it has been proven that the original Bassi and Rebay [2] scheme (BR1) for the
discretization of second order viscous terms on static meshes is stable in the context of the DGSEM approximation
with LGL points. By the same analysis as in [22, Section 4.2.2], the following identity can be proven〈
~∇ξ · IN
(
B˜ v (W)
↔
Q
)
,WT
〉
N
≤
∫
∂E,N
{{W}}T
{(
B˜ v (W)
↔
Q
)
· nˆ
}
dS. (3.59)
erefore, we obtain the identity
∂
∂τ
〈IN (s) , J〉N ≤−
∫
∂E,N
(
ρ [u˜nˆ − ν˜∗nˆ]−WT G˜∗nˆ
)
dS
+
∫
∂E,N
WT
{[
{{B˜ v (W)↔Q}} − B˜ v (W)↔Q
]
· nˆ
}
dS
+
∫
∂E,N
{{W}}T
{(
B˜ v (W)
↔
Q
)
· nˆ
}
dS
(3.60)
by using W (see (3.51)) as test function in equation (3.53) and the identities (3.56), (3.57) and (3.59). A summation of
this equation provides a discrete analogue of the equation (2.35) in the context of the spectral element approximation
when the NSE is investigated with periodic boundary conditions.
Remark 3.3. In a similar way a KED DGSEM can be constructed for the NSE. en, the ux functions G#ι , ι =
1, 2, 3, in the derivative projection operator (3.17) and the surface ux functions G∗ι , ι = 1, 2, 3, should satisfy the
conditions (3.26).
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4 Numerical results
e proposed split form ALE DGSEM is implemented in the open source high order DG solver FLEXI3 [36]. It
provides the necessary framework for the implementation of dierent split forms for high order unstructured meshes,
was successfully applied to under-resolved simulations in uid dynamics before [3, 15] and shows excellent scaling
properties, making it a suitable choice for large-scale simulations, as presented in the next chapter.
4.1 Experimental convergence rates
In this section, the convergence behavior under mesh renement of the split form ALE DGSEM is assessed for
dierent ux functions using the method of manufactured solutions. e results are used to verify that the proposed
methodology retains its high order accuracy on moving grids. For the following simulations, we assume a solution
of the form
ρ (~x, t) = 2 + 0.1 sin (pi(x1 + x2 + x3 − 0.6t)),
ρuι (~x, t) = 2 + 0.1 sin (pi(x1 + x2 + x3 − 0.6t)) , ι = 1, 2, 3,
E (~x, t) = [2 + 0.1 sin (pi(x1 + x2 + x3 − 0.6t))]2 ,
(4.1)
with total energy E = e + 12ρ |~u|2 on the domain [−1, 1]3 and compute the residual when (4.1) is inserted into the
Euler equations. e resulting terms are then used as sources for the simulations, and are discretized as a solution
independent part of the computation.
e simulations are performed on initially Cartesian grids with an increasing number of elements
K = 23, 43, 83, 163, 323. (4.2)
Since we are interested in the behavior for high order meshes, we represent the boundary curves of the elements
with polynomials of degree 2, denoted as Ngeo = 2, for all test cases. All meshes are undergoing a forced periodic
motion, corresponding to a standing wave. e position ~x of a grid point at time t can be described by the equation
~x (t) = ~x (0) + 0.05L sin (2pit) sin
(
2pi
L
x1 (0)
)
sin
(
2pi
L
x2 (0)
)
sin
(
2pi
L
x3 (0)
)
, (4.3)
where ~x(t = 0) is the position of the grid point in the non-deformed conguration of the mesh, and L is the length
of the domain. Note that (4.3) provides a time-dependent domain which is divided in K non-overlapping elements
in each time point t. en each element is mapped on the reference element. e mappings are element local
polynomials that generate a watertight mesh. us, the mapping is piecewise polynomial as is common for DG
approximations. Furthermore, we note that the mesh velocities are computed by exact dierentiation of the above
equation (4.3). e simulation is advanced until nal time T = 5, and we employ the ve stage fourth order low-
storage explicit RK method (RK4(3)5[2R+]) from Kennedy, Carpenter and Lewis [30] for time-integration. Since the
stability region of the explicit time integration scheme is restricted by the Courant-Friedrichs-Lewy (CFL) condition,
the allowable time step ∆t is computed as in [8]
∆t
min
1≤α≤K
|hα (tn)| ≤
CCFL
(2N + 1)λmax
, (4.4)
where hα(t) is the size of element eα(t), λmax the fastest signal velocity of the Euler equations and CCFL is set
to CCFL = 0.1. e surface uxes are used with Roe-type dissipation terms (3.27), which can be found in [59,
Appendix C.3]. Figure 4.1 shows the results obtained for the manufactured solution test cases. e quantity used
3hp://www.exi-project.org
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Figure 4.1: Experimental convergence rates for dierent ux functions. Manufactured solution test case with stand-
ing wave mesh movement, for both N = 3 and N = 4. Shown are the L2 error norms of the density ρ over the
mesh size h.
for comparison is the L2 norm of the error in the density ρ, when compared with the manufactured solution (4.1).
To compute the integrals required for the L2 norm, we employ Gauss quadrature on a supersampled version of the
solution eld, with M = 13 integration points per direction. We show results for both N = 3 and N = 4 and a
variety of numerical ux functions. As for smooth solutions the dierence in the split forms is spectrally small, it
is not surprising that all the dierent formulations lead to very similar results for these well resolved convergence
test cases. All of them retain the design order of accuracy, conrming the high order approximation property of the
split form ALE DGSEM.
4.2 Numerical validation of the entropy and kinetic energy analysis
In this section, the KEP and EC property of the dierent split forms (choice of volume ux functions) is assessed. As
a test case, we choose the Taylor-Green vortex (TGV) [60], which is an important canonical problem for laminar-
turbulent transition and turbulent ows. e ow is dened on the domain Ω = [0, 2pi]3 with periodic boundary
conditions on all sides, and its initial conditions are given by
ρ (~x, 0) = 1,
~u (~x, 0) = [sin (x1) cos (x2) cos (x3) ,−cos (x1) sin (x2) cos (x3) , 0]T ,
p (~x, 0) = p0 +
1
16
(cos (2x1) + cos (2x2)) (cos (2x3) + 2) ,
(4.5)
where for all following simulations, p0 is chosen such that the Mach number becomes Ma = 1√γp0 = 0.1, and the
inuence of compressibility is relatively small. e ow is evolved until nal time T = 13, which is past the critical
point for stability reached at t ≈ 9, where the maximum of turbulent dissipation occurs. e mesh is again initially
Cartesian with K = 163 elements, Ngeo = 2 and forced to perform the periodic motion given by (4.3). e constant
CCFL in (4.4) is set to CCFL = 0.5, and again the RK4(3)5[2R+] explicit time stepping scheme is employed.
We chose the TGV as a test case since (i) it has simple periodic boundary conditions, removing the inuence of
e.g. walls, (ii) is challenging for the stability of the scheme, especially if the inviscid case is investigated, and (iii) it is
analytically isentropic if viscous eects are neglected, allowing to conrm the EC property of the scheme. In a rst
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Figure 4.2: Results of the inviscid TGV computations withN = 3 on a moving mesh. Shown is the temporal evolution
of both the error in kinetic energy ∆K and entropy ∆S for all considered ux functions.
series of numerical experiments, the behavior of the integral error for both the global entropy
∆S(T ) = S (T )− S (0) , S (τ) :=
K∑
k=1
〈IN (s (τ)) ,J (τ)〉N ≈
∫
E
s (τ) J (τ) d~ξ, ∀τ ∈ [0, T ] , (4.6)
with s = − 1γ−1ρ log (pρ−γ), and the global kinetic energy
∆K(T ) = K (T )−K (0) , K (τ) :=
K∑
k=1
〈IN (k (τ)) ,J (τ)〉N ≈
∫
E
k (τ) J (τ) d~ξ, ∀τ ∈ [0, T ] , (4.7)
with k = 12ρ |~u|2, is investigated for the inviscid TGV (corresponding to Reynolds number Re→∞). It is important
to note that the numerical integration is again collocated at the corresponding LGL nodes, as only for this discrete
integration the conservation properties hold. Since we are at rst concerned with the inviscid TGV, no molecular
dissipation is present. As also no additional dissipation terms are added to the surface uxes, all dissipative eects
must be aributed to the numerical scheme. is allows us to judge the conservation and preservation properties of
the method. e temporal evolution of both mentioned quantities for all considered ux formulations is ploed in
Figure 4.2.
First we consider the evolution of the kinetic energy. It should be re-iterated that the kinetic energy is not a
conserved quantity for compressible ows, but as the Mach number is very small, only minor deviations are expected.
e uxes from Pirozzoli and Kennedy & Gruber nearly keep the kinetic energy constant over time. Only very late
in the simulation, one can observe a small decrease. e ux functions of Ranocha and Kuya, Totani & Kaway keep
the kinetic energy constant slightly past time t ≈ 9, which is the critical point for stability in the TGV test, but past
this point the uxes show a marked decrease in kinetic energy. e modied ux (3.42) only diers in the discrete
momentum equations (Gυ+1,#ι , ι, υ = 1, 2, 3) from the ux of Kuya et al. is ux shows the same behavior as the
uxes from Pirozzoli and Kennedy & Gruber. Here the inuence of the pressure contribution in the discrete internal
energy equations (3.37), (3.40), (3.41) and (3.43) on the preservation of the discrete energy ratio can be observed
numerically. e ux originating from Chandrashekar is designed to be KEP and EC in the sense that the discrete
criterion from Jameson [27] and Tadmor [63] are satised. We observe a clear decay in kinetic energy, when this ux
is used in the derivative operator (3.17). is observation is consistent with the experience on static grids made by
Gassner et al. [21], who identied the specic split form of the the pressure term in the Euler equations as the cause
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for that behavior. Modifying the ux according to (3.47) leads to an improved kinetic energy persevering behaviour,
but at the cost of loosing conservation in entropy. Our numerical experiments thus support the notion that the
discretization of the pressure is the most signicant contribution to the balance between internal and kinetic energy.
On the other hand, the ux of Chandrashekar shows the expected conservation property in the integral entropy.
Furthermore, the uxes of Kuya et al. and Ranocha manage to conserve the entropy until very late in the simulation,
where both then start to decay. e results here seem to indicate that in practice, those uxes show an ES and not
truly conservative behavior for the considered test case, at least in the time range that contains the largest under-
resolution. It is remarkable that the uxes of Kuya et al. and Ranocha show a similar behavior for the entropy, since
the ux of Kuya et al. is not designed to be EC in the sense that the discrete criterion from Tadmor [63] is satised. As
this behaviour demands further investigation, we now directly consider the semi-discrete evolution of the entropy, to
exclude any inuence of the chosen time-integration scheme. To this end, we mimic the continuous entropy analysis
on the semi-discrete level to gain an expression for the semi-discrete evolution of the entropy. Repeating from the
equations (2.30) and (2.31), the continuous entropy evolution on a moving mesh is
∂ (Js)
∂τ
= wT
∂ (Ju)
∂τ
−
(
∂J
∂τ
)(
wTu− s)
=−wT ~∇ξ ·
↔
g˜ −
(
~∇ξ · ~˜ν
)
ρ
=− ~∇ξ ·
(
~˜
fs − ~˜νs
)
,
(4.8)
where we used the equations (2.18a) and (2.18b) without the viscous part and the identity wTu−s = ρ in the penul-
timate step. If the system is investigated with appropriate boundary conditions like periodic boundary conditions,
an integration over E gives
∂
∂τ
∫
E
Js d~ξ = −
∫
E
~∇ξ ·
(
~˜
fs − ~˜νs
)
d~ξ = 0. (4.9)
Repeating the steps that lead to the expression for the continuous equations in the semi-discrete case, one gains for
each element eα(t), α = 1, . . . ,K
∂
∂τ
〈IN (s) ,J 〉N =
〈
∂ (JU)
∂τ
,W
〉
N
−
〈
∂J
∂τ
,WTU− IN (s)
〉
N
=−
〈
~DN ·
↔
G˜#,W
〉
N
−
∫
∂E,N
WT
(
G˜∗nˆ − G˜nˆ
)
dS
−
〈
~DN · ~˜ν#,WTU− IN (s)
〉
N
−
∫
∂E,N
(
WTU− IN (s)
)
(ν˜∗nˆ − ν˜nˆ) dS,
(4.10)
where the equations (3.19b) and (3.19a) have been used in the last step. Is the split form ALE DGSEM (3.19) inves-
tigated with periodic boundary conditions and the volume and surface uxes are chosen to be EC, a summation of
equation (4.10) over all elements gives up to machine precision the following discrete analogue of equation (4.9)
∂ S
∂τ
=
∂
∂τ
K∑
k=1
〈IN (s) ,J 〉N = 0, (4.11)
where S is given as in (4.6). In Figure 4.3, we show this quantity for the three ux functions of Chandrashekar,
Ranocha and Kuya et al. It can be seen that the uxes CH and RA show the expected entropy conserving behavior,
meaning that the integral change in entropy is zero down to the accuracy expected for nite-precision calculations
(< 10−14). On the other hand, the KTK ux clearly shows that it was not constructed as an entropy conserving ux.
It must thus be concluded that the observed decay in entropy for the RA ux is a consequence of the fully discrete
system, a behavior that denitely merits further research in the future. e observed behavior of the EC uxes
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Figure 4.3: Temporal derivative of the semi-discrete integral entropy (4.11) for the inviscid TGV test case, using
N = 3 and the standing wave mesh motion.
directly conrm the claim that the split form ALE DGSEM is conservative in entropy in the semi-discrete sense for
two-point uxes that have been designed following the discrete entropy criteria (3.54) for the volume uxes.
e KEP uxes of Pirozzoli and Kennedy & Gruber on the other hand introduce an actual increase in entropy,
which could hint at a potential instability in certain situations. e same observation can be made for the modication
of the ux of Kuya et al. (3.42) as well as the modication of the ux of Chandrashekar (3.47). e observed behavior
of the various ux functions are all in excellent agreement with the experiments conducted by Gassner et al. [21]
with a similar setup, but on static grids. It can thus be concluded that the split form ALE DGSEM proposed in this
manuscript does indeed extend the conservation properties of the static method to curvilinear moving grids.
So far, only the Euler equations have been considered. Since we are also concerned with the behavior including
viscous contributions, the TGV simulations are repeated for the full NSE. e constant dynamic viscosity µ (see
Section 2) of the uid is set such that three dierent Reynolds number of
Re = ρ |~u0|L
µ
=

1600
16, 000
50, 000
(4.12)
are achieved, where |~u0| is the magnitude of the initial velocity in (4.5) and L a characteristic length chosen as 1.
We note that additional time step restrictions are introduced by the viscous uxes, but those are not dominant in the
considered case, and the time step is still dened by the CFL restriction (4.4). e molecular dissipation should have
a dissipative eect on both the kinetic energy and the entropy of the system. In Figure 4.4, the temporal evolution
of both quantities is shown for the EC ux of Chandrashekar and the KEP ux following Pirozzoli. It becomes
immediately clear that the molecular dissipation dominates any numerical eect previously observed in the inviscid
simulations. For the smallest Reynolds number, associated with the largest contribution of molecular dissipation, the
decay for both quantities is an order of magnitude larger than the dierence observed between ux functions for the
Euler case, such that the results for both uxes are virtually indistinguishable. If the Reynolds number is increased,
some dierences start to show. For both the entropy and the kinetic energy, the dissipation observed with the ux
of Pirozzoli is slightly smaller compared with the ux of Chandrashekar. As the molecular dissipation is a function
of the resolved gradients in the ow eld, dierences in the detail of the ow can explain the observed dierences.
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Figure 4.4: Results of the TGV computations at Re = 1600 (solid lines), Re = 16, 000 (dashed lines) and Re = 50, 000
(doed lines) with N = 3 on a moving mesh. Shown is the temporal evolution of both the error in kinetic energy
∆K and entropy ∆S for the ux of Pirozzoli (see Appendix C.1) and the ux of Chandrashekar (see Appendix C.5).
As expected, the viscous terms have a dissipative eect in all considered cases.
Additional stabilization might still be necessary, especially if the solution features steep gradients. To this end,
typically the surface uxes are augmented by a matrix dissipation term, see eqn. (3.26). We repeat the simulations
of the viscsous TGV with surface dissipation, to gain insight into the dissipative behaviour of those stabilization
terms. In Figure 4.5, the results for the uxes of Pirozzoli and Chandrashekar are shown. While the behaviour for
the lowest Reynolds number and thus best resolution of the ow eld only slightly changes, the surface dissipation
dominates over the molecular viscous eects for the two considered higher Reynolds numbers. e eect of the
surface dissipation is so dominant that the results are virtually indistinguishable, as the molecular dissipation is
already nearly negligible compared with the advective contribution for the higher Reynolds numbers considered.
is clearly shows the stabilizing eect of the augmented surface uxes. In certain cases, the dissipation added by
the surface uxes can be used to mimic the eect of a subgrid scale model for underresolved simulations, a practice
which will be applied in the context of large eddy simulation in the next chapter.
5 Simulation of transitional ow past a plunging airfoil
In this section, a complex application of our novel split form ALE DGSEM is presented. As our test case, we choose
the low Reynolds number ow around an airfoil that undergoes an unsteady plunging motion. e dierent uid dy-
namics processes are important for both the understanding of apping ight and the ows around micro unmanned
vehicles. Such ows have thus aracted considerable aention from engineers and scientists in the past, but ecient
simulation of those cases still remains a challenge. is is due to the complex ow-eld that emerges for specic
congurations, which are characterized by large parts of laminar ow, dynamic-stall processes, laminar separation
bubbles and breakdown to turbulence. It is thus necessary to employ unsteady and three-dimensional methods to
capture all relevant interactions. Here, an implicit large eddy simulations (iLES) of the ow around a SD7003 airfoil
that is forced to perform a sinusoidal plunging motion is considered. Both experimental [42] and numerical [66] data
exist for comparison, such that this test case can be used to evaluate the performance of the iLES split form ALE
DGSEM approach for moving meshes in a complex scenario.
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Figure 4.5: Results of the TGV computations at Re = 1600 (solid lines), Re = 16, 000 (dashed lines) and Re = 50, 000
(doed lines) with N = 3 on a moving mesh. Shown is the temporal evolution of both the error in kinetic energy
∆K and entropy ∆S for the ux of Pirozzoli (see Appendix C.1) and the ux of Chandrashekar (see Appendix C.5),
including surface dissipation.
Figure 5.6: Schematic view of the forced plunging motion.
5.1 Numerical setup
e ow around a SD7003 airfoil of chord length c at Re = 40, 000 and Ma = 0.1 is considered. As can be seen from
sketch 5.6, the airfoil is forced to perform a plunging motion perpendicular to the incoming free stream velocity U∞.
e time-dependent displacement h(t) can be expressed as
h(t) = h0sin (2kF (t)t) , (5.1)
with the amplitude of the plunging motion h0, the non dimensional frequency k = pifc/U∞ and the ramping
function F (t). is function is used to start the simulation from the fully developed ow around a static airfoil and
smoothly transition to the full amplitude of the oscillation, and following Visbal [66] is chosen as
F (t) = 1− e−at, a = 9.2. (5.2)
From several available ow congurations, a non dimensional frequency of k = 3.93, amplitude of h0 = 0.05c and
a static angle of aack α0 = 4° were selected, since those lead to a complex, truly three-dimensional ow eld. With
this seings, the angle of aack changes due to the plunging motion by up to 21.5°, which leads to a ow separation
at the leading edge and subsequent breakdown of the leading edge vortex. e details of the ow will be described
later.
e spanwise extend of the airfoil is taken as 0.2c, and periodic boundary conditions are employed in the span-
wise direction. According to [66], the chosen spanwise extend is enough to neglect an inuence of the periodic
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Figure 5.7: Close-up view of the SD7003 airfoil and a slice through the mesh.
boundary conditions on the ow eld. On the outer boundary (located 50 − 100c away from the airfoil), the free
stream values according to the chosen ow conditions are prescribed, while the airfoil itself is modelled as an adi-
abatic wall. e construction of entropy stable boundary conditions is an active eld of research, and specic for-
mulations are provided e.g. by Sva¨rd and O¨zcan [53], Parsani et al. [62] or Dalcin et al. [9]. We observed no stability
issues with the wall boundary conditions for this particular example.
A layer of structured cells is employed around the airfoil (see Figure 5.7), to guarantee optimal grid quality in
the vicinity of the boundary layer. e rst cell has a height of about 0.0015c, and the length of the cells vary from
0.004c at the leading edge to 0.03c towards the trailing edge. e structured layer extends 0.1c in the wall-normal
direction and consists of 15 cells, and a grid stretching is used to rapidly increase the height of the cells away from
the wall. On the circumference of the airfoil, 88 grid cells are used. Outside of the structured layer, the mesh becomes
unstructured and the grid spacing increases rapidly, except for a part reaching around 5c into the wake. e rapid
increase in grid spacing helps to eciently dampen any disturbances before they reach the outer boundaries. All in
all, 5849 cells are used in a two-dimensional slice of the grid. In the spanwise direction, the grid is extruded in a
structured manner using 10 cells, leading to a grid spacing of 0.02c. us, in total, the grid consists of 58, 490 cells.
e curved geometry is represented with polynomials of degree 4 (Ngeo = 4).
e movement of the mesh is prescribed as an analytical function. In principle, the whole mesh could be moved
rigidly with the plunging airfoil, but in most scenarios the outer boundaries of the considered domain are best kept
stationary. us, a blending approach was implemented, where the mesh close to the moving geometry should move
as a rigid body, to keep the desired mesh quality in the critical areas. We dene a radial zone ranging from radiusR1
toR2 around the center of the airfoil, where the mesh closer thanR1 should move rigidly with the body and further
away than R2 should remain stationary. en, the movement of the mesh depending on the radial distance r of the
currently considered point to the center of the airfoil can be described by
~h∗(r, t) =

~h(t) r ≤ R1
~h(t) · p(r) R1 < r < R2
0 r ≥ R2
, (5.3)
where p(r) is a polynomial of third order. is polynomial is designed to fulll the two conditions p(R1) = 1 and
p(R2) = 0 to ensure a continuous transition between the inner and the outer zone. Additionally, p′(R1) = p′(R2) =
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Figure 5.8: Simple polynomial blending function for the mesh movement around a rigidly moving body.
0 is also required to provide for a smooth transition between the zones. A plot of this simple blending function can
be found in Figure 5.8. In theory, higher order polynomials could be used to set higher derivatives at the interval
boundaries equal to zero and create an even smoother transition, but we observed no clear benecial eect of that.
A simulation using N = 7 is performed, leading to around 30 million degrees of freedom (DOF) per solution
variable. We use the kinetic energy preserving split formulation of Pirozzoli (see Section C.1). As has been shown
by Flad and Gassner [14], this approach leads to an ecient scheme for iLES on a static mesh, and we transfer
this approach to problems with moving domains. For the numerical surface uxes, we add Roe-type dissipation
terms (3.27), which can be found in [59, Appendix C.3], to the KEP uxes, leading to a scheme that is KED. To
compare the eectiveness and accuracy of the scheme, we also perform a simulation where the EC ux function
aer Chandrashekar is employed, also with the same Roe type-dissipation, leading to a scheme that is ES. For both
simulations, the constant CCFL in (4.4) is set to CCFL = 0.8, and the fourth order accurate RK scheme aer Kennedy,
Carpenter and Louis [30] (RK4(3)5[2R+]) is used for time integration.
For comparison, the reference simulation by Visbal [66] employed a sixth-order nite dierence scheme on a
mesh with 26 million degrees of freedom. us, as the accuracy of the high order schemes is comparable and the
number of DOF as well, we expect a rather similar resolution.
5.2 Results
e simulation was advanced for 26 periods of the plunging motion, starting from a fully developed ow around
the static airfoil. Aer 17 plunging periods, the ow was considered fully periodic. e following phase-averaged
data are created by rst averaging in the homogeneous spanwise direction and subsequently over the 9 periods
used to gather statistics. To denote the dierent phases, the same notation as in [66] is used: A phase of φ = 0
corresponds to the maximal upward displacement during the plunging motion, φ = 0.25 to no displacement and
maximal downward velocity, φ = 0.5 to maximal downward displacement and φ = 0.75 to no displacement and
maximal upward velocity.
To gain an overview of the occurring physical processes, Figure 5.9 shows the phase-averaged spanwise vor-
ticity during dierent phases of the plunging motion. If not mentioned otherwise, the results are obtained from
the simulation using the KEP ux of Pirozzoli, as the qualitative comparison of the results from both simulations
reveal no major dierences. e ow eld is characterized by large areas of laminar ow, and concentrated regions
of transitional or turbulent ow. Focusing on the upper side of the airfoil, the generation of such a region can be
traced to the leading edge during the downward part of the motion. At φ = 0.5, the ow at the leading edge can be
seen in the process of separation, generating a vortical structure that is subsequently convected downstream above
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Figure 5.9: Phase-averaged spanwise vorticity during dierent phases of the plunging motion.
the airfoil. Two of these regions can be seen at the same time on the airfoil, due to the relatively slow convective
velocity compared to the plunging frequency. e ow separates because the downward plunging motion induces
an increase in angle of aack, surpassing the maximal allowable angle for aached ow, a phenomenon known as
dynamic stall. During the upward part of the motion, the ow around the leading edge re-aaches and purely lami-
nar ow is again obtained. A similar process can be observed on the lower side during opposite phases of the motion,
albeit the generated vortical structures are much smaller due to the fact that the static angle of aack is positive, and
thus the minimal angle of aack is not as critical as the maximum angle.
Since the process of the breakdown of the dynamic stall vortex happens rather abruptly, a more detailed look can
be found in Figure 5.10. Here, the instantaneous spanwise vorticity is visualized at a two-dimensional slice through
the ow eld, such that the dynamics of the process can be inspected. At the beginning of the formation of the
vortex (φ = 0.3), the ow is still laminar and two-dimensional. Five distinct vortex-cores can be identied at that
stage, three of them rotating clockwise (negative vorticity) and two embedded, counter-clockwise rotating ones. In
the following, these vortices become unstable and start to break down. is is accompanied by the formation of
three-dimensional and transitional structures, which becomes apparent in the three-dimensional render of the ow
eld found in Figure 5.11. e breakdown of the dynamic stall vortex has just started, and the ow has become
three-dimensional. An area of laminar ow follows further downstream, until the vortex that has been shed in the
previous cycle again constitutes a region of transitional ow. e reported structures are in good agreement with
the results from Visbal [66], while slight deviations can be observed in the details of the breakdown process. Since
this is the result of an instability, it is expected to be very sensitive to small dierences in e.g. discretization. Also,
the exact development of the breakdown depends on the respective two-dimensional slice of the ow one inspects,
since the process is three-dimensional.
In the rendered image 5.11, showing isocontours of the magnitude of the vorticity ~ω = ∇ × ~u, one can also
observe the vortices which are convected downstream in the wake of the airfoil. ey alternate between an upper
and a lower vortex, with opposing signs in spanwise vorticity: the upper vortex is rotating counter-clockwise, while
the lower one is rotating clockwise. e vortices dominate the development of the velocity prole in the wake of
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Figure 5.10: Instantaneous spanwise vorticity during the breakdown of the leading-edge vortex.
Figure 5.11: Render of the three-dimensional ow-eld at φ = 0.3875. Isocontour of vorticity magnitude |ω| = 40,
colored by spanwise vorticity.
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standard consistent integration ES uxes KED uxes
PID [10−6s] 2.15 8.03 3.27 2.84
Table 5.1: Achieved performance index (PID) for the SD7003 test case with four dierent moving mesh DG methods.
the airfoil, and those proles at x1/c = 1.5 (where x1 is the streamwise coordinate) are compared to reference data
in Figure 5.12 for the streamwise velocity component u1. is analysis is also used to quantitatively compare the
results from the ES (EC ux of Chandrashekar with Roe type-dissipation) and the KED (KEP ux of Pirozzoli with
Roe type-dissipation) ux simulation, which are nearly identical. In general, the agreement to both experimental
and numerical data is very good. For φ = 0 and φ = 0.5, a clear jet-like structure of the proles can be observed.
e uid has been accelerated in the streamwise direction, which indicates that the airfoil has experienced a force
in the opposing direction, thus creating thrust. is can be quantied by the mean drag coecient
Cd =
Fd
S · 12ρ∞U2∞
, (5.4)
with the force acting on the airfoil in streamwise direction Fd, the free-stream density ρ∞ and the surface of the
airfoil S. For the present simulation, Cd = −0.088, the negative value conrming that the motion generates net
thrust. e value is also in good agreement to the simulation by Visbal [66], where Cd = −0.082 was obtained. e
ability of a sinusoidal plunging airfoil to generate thrust is well know and oen denoted as the Knoller-Betz eect,
see e.g. [28].
e temporal evolution of the drag coecient and the li coecient
Cl =
Fl
S · 12ρ∞U2∞
, (5.5)
with the force acting on the airfoil perpendicular to the incoming velocity Fl, can be seen in Figure 5.13. Both
quantities show the expected periodic behavior and are in good agreement with the reference simulation.
While the results for both chosen ux functions are remarkably similar, a dierence in computational eciency
exists, as the entropy conservative ux functions require the computation of logarithmic means (3.44), which are
computationally expensive compared with arithmetic means. It is thus worthwhile to compare the performance of
the dierent schemes with each other. To this end, we measured the performance index (PID), dened as
PID = wall clock time ·#cores
#DOF ·#time steps . (5.6)
It measures the time it takes to advance a single DOF by one time step with the RK scheme. Table 5.1 compares the
two schemes with each other, and adds some reference values. e standard ALE DGSEM (3.14) is the cheapest of the
considered methods, as it does not require the computation of two-point ux functions. It must be noted however,
that a simulation using the standard approach becomes unstable aer only a few time steps, since it is plagued by
aliasing in the considered, under-resolved case. A common method to alleviate the problem is to use consistent
integration or overintegration [19, 31, 34, 43], where the numerical integration is evaluated using a quadrature rule
of a higher polynomial degree instead of collocating integration and interpolation. Choosing this approach with an
integration rule using 32N , as it is recommended for nearly incompressible ows, leads to a performance decrease
by nearly a factor of 4 compared to the collocation method. In contrast, the ALE DGSEM using KEP uxes is only
≈ 30% more expensive than the standard DGSEM, while allowing a stable and accurate simulation. As already
mentioned, the ES uxes are slightly more expensive and lead to a ≈ 50% increased compute time compared with
standard DG.
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Figure 5.12: Comparison of phase-averaged proles of the streamwise velocity component u1 in the near wake of
the airfoil (x1/c = 1.5, where x1 is the streamwise coordinate) over the stream-normal coordinate x2. Experimental
data from McGowan et al. [42] ( ), simulation from Visbal [66] ( ) and current results using KED uxes ( )
or ES uxes ( ).
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Figure 5.13: Comparison of the temporal evolution of drag- and li-coecients. Simulation from Visbal [66] ( )
and current results with KED uxes ( ).
All in all, the results from the iLES split form ALE DGSEM approach proposed herein compare well with both
the available experimental data and the reference simulation. is is the case for both a qualitative comparison of
the general ow structure as well as for the quantitative analysis of the available data. e method was able to
accurately predict the complex ow eld emerging from the chosen setup, including the rapid breakdown of laminar
vortices into ne-scale structures and the resulting transitional process. e eciency of the method is shown as
the computational time is only slightly increased from the unstable, but cheap standard DGSEM approach.
6 Conclusions
High order accurate DG methods might be aected by aliasing errors due to the non-linearity of the ux functions
when solving under-resolved turbulent vortex dominated ows. One possibility to avoid aliasing issues in the dis-
cretization is the construction of KED or ES high order split form DG methods [14, 21, 22, 68].
In this work, KEP and EC high order ALE DGSEM for the Euler and KED and ES high order ALE DGSEM for
the NSE were analyzed. Here the key element in the approximation is the ux form volume integral of Fisher and
Carpenter [13] or split form DG framework of Gassner et al. [21, 22]. As in [59] the modication (3.54) of the discrete
entropy criterion from Tadmor [63] was used to construct EC volume ux functions in the moving mesh context.
In order to construct a provably KEP ALE DGSEM for the Euler equations or a KED ALE DGSEM for the NSE, it is
required that the volume ux in the derivative operator (3.17) satises the following more restrictive version of the
discrete KEP condition from Jameson [27]
Gυ+1,#ι = G1,#ι {{uυ}}+ {{p}}διυ, ι, υ = 1, 2, 3, (6.1)
where the Cartesian surface uxes G1,∗ι are consistent with the momentum uxes ρ (uι − νι), ι = 1, 2, 3, in the
transformed NSE (2.18). Note that the given proof for eorem 3.1 (see Appendix D.2) needs the restriction (6.1), but
it is not clear if (6.1) is a necessary condition. On the other hand, in Section 4.2 numerical experiments with the TGV
are presented, Figure 4.2 show that the ux of Chandrashekar in Appendix C.5 does not provide a KEP ALE DGSEM.
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is ux satises
Gυ+1,CHι = G1,CHι {{uυ}}+ {{ρ}}/{{
ρ
p
}}διυ, ι, υ = 1, 2, 3, (6.2)
which is on a static mesh an approved KEP condition to construct rst order KEP FV and FD methods [7]. is
behavior was also observed by Gassner et al. [21] on static grids. Likewise, the numerical experiments in Section 4.2
Figure 4.2 show that the uxes of Kuya, Totani, Kawai in Appendix C.3 and Ranocha in Appendix C.4 do not preserve
the kinetic energy and entropy until nal time T = 13, although these ux functions satisfy the restriction (6.1).
is behavior can be explained by the discrete internal energy equations (3.41), (3.46), since these equations include
a dierent discrete pressure contribution than the internal energy equations (3.37), (3.40) for the uxes of Pirozzoli in
Appendix C.1 and Kennedy & Gruber in Appendix C.2, since the uxes of Pirozzoli and Kennedy & Gruber are KEP
according to the numerical experiments in Section 4.2 Figure 4.2. erefore, the results in this work show that the
treatment of the pressure in the numerical two point volume and surface uxes is the most signicant contribution
to the balance between internal and kinetic energy at least for low Mach number (Ma . 0.3) turbulent vortex
dominated ows, e.g. the TGV test. Overall, it should be mentioned that the uxes of Kuya et al. and Ranocha show
a very similar behavior, in particular both uxes are nearly KEP and EC in the numerical experiments in Section 4.2
Figure 4.2. is observation is very important for questions related to the eciency of the numerical approximation.
e ux by Ranocha includes terms with logarithmic averages (3.44). ese terms are computationally expensive
compared with arithmetic averages (3.16) (see the PID in Table 5.1). us, it seems to be more convenient to use the
ux of Kuya et al. However, a more precise investigation showed that the ux of Ranocha gives the expected EC
behavior (see in Section 4.2 Figure 4.3.). On the other hand, the ux of Kuya et al. is not EC.
Aerward, the KED and ES ALE DGSEM for the NSE were used for a real-world problem with moving boundaries.
We considered the transitional ow around a plunging SD7003 airfoil at Reynolds number Re = 40, 000 and Mach
number Ma = 0.1. An iLES split form ALE DGSEM approach with the KEP ux of Pirozzoli and the EC ux
of Chandrashekar as well as Roe type dissipation was used. For a comparison experimental measurements and
numerical simulation results from literature [42, 66] were considered and showed very good agreement (see Section
5 Figures 5.12. and 5.13).
en the computational performance of the split form ALE DGSEM was compared with the overintegrated DG
variant. We increased the quadrature nodes by a factor of 33N per spatial direction. In comparison with the most
ecient, but unstable, standard DGSEM (3.14), the DGSEM using KEP uxes is only ≈ 30% and the DGSEM using
ES uxes is ≈ 50% more expensive. e overintegration approach increases the computational costs nearly by a
factor of 4 compared to the standard DGSEM. us, concluding, the novel split form ALE DGSEM is an accurate and
ecient framework.
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Appendix
A Block vector nomenclature from [22]
A block vector is highlighted by the double arrow
↔
f :=
[
fT1 , f
T
2 , f
T
3
]T
, fi ∈ R5, i = 1, 2, 3. (A.1)
e dot product of two block vectors is given by
↔
f ·↔g :=
3∑
i=1
fTi gi. (A.2)
Furthermore, the dot product of a vector ~v in the three dimensional spatial space and a block vector is dened by
~v ·
↔
f :=
3∑
i=1
vifi. (A.3)
We note that the dot product (A.2) is a scalar quantity and the dot product (A.3) is a vector in a 5 dimensional space,
where the number 5 corresponds to the number of conserved variables in the NSE. e interaction between a vector
~v and the conserved variables is dened as the block vector
~v u :=

v1u
v2u
v3u
 . (A.4)
us, in particular, the spatial gradient of the conserved variables is dened by
~∇xu :=

∂u
∂x1
∂u
∂x2
∂u
∂x3
 . (A.5)
B Transformation of dierential operator
e covariant and the contravariant vectors allow to transform dierential operators on the time-independent ref-
erence element E. In [33], it has been proven that on the reference element the gradient of a function f is given
by
~∇xf = 1
J
(
3∑
i=1
J~ai
∂f
∂ξi
)
(B.1)
and the divergence of a vector valued function ~g is given by
~∇x · ~g = 1
J
3∑
i=1
∂
∂ξi
(
J~ai · ~g) = 1
J
~∇ξ · ~˜g. (B.2)
In [22], the block matrix (2.17) has been introduced to give the following transformation for the gradient and the
divergence. us, the transformation of the gradient for the state vector u in the NSE becomes
~∇xu = 1
J
M ~∇ξu (B.3)
and the the transformation of the divergence for a block vector
↔
f can be wrien as
~∇x ·
↔
f =
1
J
~∇ξ ·MT
↔
f . (B.4)
34
N. Krais, G. Schnu¨cke, T. Bolemann and G. J. Gassner Split form ALE DG methods for turbulent ows
C Numerical ux functions
In this section is ι = 1, 2, 3, the quantity |~u|2 is given by (3.31) and {{·} log is the logarithmic average (3.44).
C.1 e ux from Pirozzoli (PI) [55]
G1,PIι = {{ρ}}{uι − νι}},
Gυ+1,PIι = {{ρ}}{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,PIι = {{ρ}}{uι − νι}}
[
{{e}}+ 1
2
{{|~u|2}}
]
+ {{ρ}}{ p
ρ
}}{uι}}.
(C.1)
C.2 e ux from Kennedy and Gruber (KG) [29]
G1,KGι = {{ρ}}{uι − νι}},
Gυ+1,KGι = {{ρ}}{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,KGι = {{ρ}}{uι − νι}}
[
{{e}}+ 1
2
{{|~u|2}}
]
+ {{p}}{uι}}.
(C.2)
C.3 e ux from Kuya, Totani and Kawai (KTK) [38]
G1,KTKι = {{ρ}}{uι − νι}},
Gυ+1,KTKι = {{ρ}}{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,KTKι = {{ρ}}{uι − νι}}
[
{{e}}+ 1
2
|~u|2
]
+ 2{{p}}{uι}} − {{puι}}.
(C.3)
C.4 e ux from Ranocha (RA) [57]
G1,RAι = {{ρ}}log{{uι − νι}},
Gυ+1,RAι = {{ρ}}log{{uι − νι}}{uυ}}+ {{p}}διυ, υ = 1, 2, 3,
G5,RAι = {{ρ}}log
[
1
{{ 1e}}log
+
1
2
|~u|2
]
{{uι − νι}}+ 2{{p}}{uι}} − {{puι}}.
(C.4)
C.5 e ux from Chandrashekar (CH) [7]
G1,CHι = {{ρ}}log{{uι − νι}},
Gυ+1,CHι = {{ρ}}log{{uι − νι}}{uυ}}+
{{ρ}}
{{ρp}}
διυ, υ = 1, 2, 3,
G5,CHι = {{ρ}}log
[
1
{{ 1e}}log
+
1
2
|~u|2
]
{{uι − νι}}+ {{ρ}}{{ρp}}
{{uι}}.
(C.5)
D Proofs for the discrete kinetic energy analysis in Section 3.3
D.1 Algebraic tools
For two states a, b with right limits a+, b+ and le limits a−, b−, we have the algebraic relation
[[ab]] ={{a}}[[b]] + [[a]]{{b}}, (D.1)
35
N. Krais, G. Schnu¨cke, T. Bolemann and G. J. Gassner Split form ALE DG methods for turbulent ows
with respect to the orientated jump average operator (3.23). We note that the relation is also true for the volume
average operator (3.16) and the volume jump
[[∗]](i,m)jk := (∗)ijk + (∗)mjk , (D.2)
if we consider generic nodal values {a}Ni=0, {b}Ni=0 and {c}Ni=0. In addition, the SBP property (3.13) of the matrix Q
provides
N∑
i,j=0
Qij [[a]](i,j){{b}}(i,j){{c}}(i,j) = 1
2
N∑
i,j=0
Qijaibicj + 1
2
N∑
i,j=0
Qijaibjci
+
1
2
N∑
i,j=0
Qijaibjcj − [aNbNcN − a0b0c0] .
(D.3)
is identity can be proven in a similar way as the discrete split forms in [21, Lemma 1]. us, we skip a proof in
this paper.
D.2 Proof of eorem 3.1
We dene for i, j, k = 0, . . . , N
Vijk := [IN (v)]ijk =
[
−1
2
|~uijk|2 , ~uijk, 0
]T
. (D.4)
en it follows
VTijkUijk = kijk, VTijk (Fι)ijk = (uι)ijk (kijk + pijk) , ι = 1, 2, 3. (D.5)
We use V (see (D.4)) as test function in equation (3.19b) and obtain〈
∂ (JU)
∂τ
,V
〉
N
=−
〈
~DN ·
↔
G˜#,V
〉
N
−
∫
∂E,N
VT
(
G˜∗nˆ − G˜nˆ
)
dS. (D.6)
Step 1: Consider the rst discrete volume integral in equation (D.6): Suppose the time integration method is exact.
en it is possible to apply the chain rule in time and we obtain for i, j, k = 0, . . . , N by (D.6)
VTijk
(
∂ (JU)
∂τ
)
ijk
=
(
∂J
∂τ
)
ijk
VTijkUijk + JijkVTijk
(
∂U
∂τ
)
ijk
=
(
∂J
∂τ
)
ijk
kijk + Jijk
(
∂k
∂τ
)
ijk
=
(
∂ (J k)
∂τ
)
ijk
.
(D.7)
We multiply the equation (D.7) by ωijk and sum over all quadrature points. is results in the identity〈
∂ (JU)
∂τ
,V
〉
N
=
∂
∂τ
〈IN (k) ,J 〉N . (D.8)
Step 2: Consider the second discrete volume integral in equation (D.6): First of all, we obtain by the denition of the
derivative projection operator (3.17)〈
~DN ·
↔
G˜#,V
〉
N
=
N∑
j,k=0
ωjωk
N∑
i,m=0
2QimVTijk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
+
N∑
i,k=0
ωiωk
N∑
j,m=0
2QjmVTijk
(↔
G# (~νijk, ~νimk,Uijk,Uimk) · {{J~a2}}i(j,m)k
)
+
N∑
i,j=0
ωiωj
N∑
k,m=0
2QkmVTijk
(↔
G# (~νijk, ~νijm,Uijk,Uijm) · {{J~a3}}ij(k,m)
)
.
(D.9)
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In the following, we investigate the rst sum on the right hand side in (D.9). e SBP property (3.13) of the matrix
Q provides 2Qij = Qij −Qji + Bij . Hence, it follows
N∑
j,k=0
ωjωk
N∑
i,m=0
2QimVTijk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
=
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim[[V]]T(i,m)jk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
+
N∑
j,k=0
ωjωk
N∑
i,m=0
BimVTijk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
,
(D.10)
since the ux functions G#ι , ι = 1, 2, 3, are symmetric. Next, we apply the condition (3.28), (D.1) and (D.3) to
evaluate the rst sum on the right hand side in (D.10). is results in
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim[[V]]T(i,m)jk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
=
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim
(
[[V]]T(i,m)jkG
#
β (~νijk, ~νimk,Uijk,Uimk)
)
{{J~a1β}}(i,m)jk
=−
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim 1
2
[[|~u|2]](i,m)jkG1,#β (~νijk, ~νmjk,Uijk,Umjk) {{J~a1β}}(i,m)jk
+
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim[[~u]](i,m)jk · {{~u}}(i,m)jkG1,#1 (~νijk, ~νmjk,Uijk,Umjk) {{J~a1β}}(i,m)jk
+
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim[[uβ ]](i,m)jk{{p}}(i,m)jk{{J~a1β}}(i,m)jk
=
1
2
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim (uβ)ijk pijk
(
J~a1β
)
mjk
+
1
2
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim (uβ)ijk pmjk
(
J~a1β
)
ijk
+
1
2
3∑
β=1
N∑
j,k=0
ωjωk
N∑
i,m=0
Qim (uβ)ijk pmjk
(
J~a1β
)
mjk
−
3∑
β=1
N∑
j,k=0
ωjωk
(
(uβ)Njk pNjk
(
J~a1β
)
Njk
− (uβ)0jk p0jk
(
J~a1β
)
0jk
)
=
1
2
〈
p
(
∂IN
(
J~a1
)
∂ξ1
)
+
(
∂IN (p)
∂ξ1
)
J~a1 +
(
∂IN
(
pJ~a1
)
∂ξ1
)
, ~u
〉
N
−
∫
∂E,N
nˆ1
{
pJ~a1 · ~u} dS.
(D.11)
Since the ux functionsG#ι , ι = 1, 2, 3 are consistent with the contravariant ux vectorsGι = IN (fι − νιu), where
fι are the ux functions given by (2.4) and u is the state vector given by (2.2), it follows by the denition of the matrix
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B
N∑
j,k=0
ωjωk
N∑
i,m=0
BimVTijk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
=
N∑
j,k=0
ωjωk
[
VTNjk
{(
J~a1
)
Njk
·
↔
GNjk
}
−VT0jk
{(
J~a1
)
0jk
·
↔
G0jk
}]
=
∫
∂E,N
nˆ1
{
VT
[
J~a1 ·
↔
G
]}
dS.
(D.12)
Hence, by (D.10), (D.11), (D.12), the rst sum on the right hand side in (D.9) can be wrien as follows
N∑
j,k=0
ωjωk
N∑
i,m=0
2QimVTijk
(↔
G# (~νijk, ~νmjk,Uijk,Umjk) · {{J~a1}}(i,m)jk
)
=
1
2
〈
p
(
∂IN
(
J~a1
)
∂ξ1
)
+
(
∂IN (p)
∂ξ1
)
J~a1 +
(
∂IN
(
pJ~a1
)
∂ξ1
)
, ~u
〉
N
+
∫
∂E,N
nˆ1
{
VT
[
J~a1 ·
↔
G
]
− pJ~a1 · ~u
}
dS.
(D.13)
e second and third sum on the right hand side in (D.9) can be analyzed in the same way. is provides the identities
N∑
i,k=0
ωiωk
N∑
j,m=0
2QimVTijk
(↔
G# (~νijk, ~νimk,Uijk,Uimk) · {{J~a2}}i(j,m)k
)
=
1
2
〈
p
(
∂IN
(
J~a2
)
∂ξ2
)
+
(
∂IN (p)
∂ξ2
)
J~a2 +
(
∂IN
(
pJ~a2
)
∂ξ2
)
, ~u
〉
N
+
∫
∂E,N
nˆ2
{
VT
[
J~a2 ·
↔
G
]
− pJ~a2 · ~u
}
dS,
(D.14)
N∑
i,j=0
ωiωj
N∑
k,m=0
2QkmVTijk
(↔
G# (~νijk, ~νijm,Uijk,Uijm) · {{J~a3}}ij(k,m)
)
=
1
2
〈
p
(
∂IN
(
J~a3
)
∂ξ3
)
+
(
∂IN (p)
∂ξ3
)
J~a3 +
(
∂IN
(
pJ~a3
)
∂ξ3
)
, ~u
〉
N
+
∫
∂E,N
nˆ3
{
VT
[
J~a3 ·
↔
G
]
− pJ~a3 · ~u
}
dS.
(D.15)
Finally, we combine (D.9), (D.13), (D.14), (D.15), and obtain〈
~DN ·
↔
G˜#,V
〉
N
=
1
2
3∑
ι=1
〈
p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (p)
∂ξι
)
J~aι +
(
∂IN (pJ~aι)
∂ξι
)
, ~u
〉
N
+
3∑
ι=1
∫
∂E,N
nˆι
{
VT
[
J~aι ·
↔
G
]
− pJ~aι · ~u
}
dS
=
1
2
3∑
ι=1
〈
p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (p)
∂ξι
)
J~aι +
(
∂IN (pJ~aι)
∂ξι
)
, ~u
〉
N
+
3∑
ι=1
∫
∂E,N
sˆnι
{
VTGι − puι
}
dS,
(D.16)
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Step 3: Consider the discrete surface integral in equation (D.6): First of all, it follows
− 1
2
|~u|2 −
3∑
υ=1
uυ{{uυ}} =
3∑
υ=1
{{uυ}}2 − 1
2
{{u2υ}} =
1
2
|~u|2. (D.17)
us, Jameson’s [27] conditions (3.28) provide∫
∂E,N
VT
(
G˜∗nˆ − G˜nˆ
)
dS =
3∑
ι=1
∫
∂E,N
sˆnιV
T (G∗ι −Gι) dS
=
3∑
ι=1
∫
∂E,N
sˆnι
[
−1
2
|~u|2G1,∗ι +
3∑
υ=1
uυG
υ,∗
ι −VTGι
]
dS
=
3∑
ι=1
∫
∂E,N
sˆnι
[
1
2
|~u|2G1,∗ι + {{p}}?uι −VTGι
]
dS,
(D.18)
where {{p}}? is a consistent numerical trace approximation of the pressure. Finally, we combine (D.6) with the
equations (D.7), (D.16), (D.18) and obtain the identity (3.29)
∂
∂τ
〈IN (k) ,J 〉N =−
1
2
3∑
ι=1
〈
p
(
∂IN (J~aι)
∂ξι
)
+
(
∂IN (p)
∂ξι
)
J~aι +
(
∂IN (pJ~aι)
∂ξι
)
, ~u
〉
N
−
3∑
ι=1
∫
∂E,N
sˆnι
[
1
2
|~u|2G1,∗ι + ({{p}}? − p)uι
]
dS.
(D.19)
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