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1. Introduction and preliminaries
Two elements a,b in a C∗-algebra A are said to be orthogonal (denoted by a ⊥ b) if ab∗ = b∗a = 0. A linear mapping
T : A → B between two C∗-algebras is called orthogonality preserving if T (x) ⊥ T (y) whenever x ⊥ y. The mapping T is
biorthogonality preserving whenever the equivalence
x⊥ y ⇔ T (x) ⊥ T (y)
holds for all x, y in A.
It can easily be seen that every biorthogonality preserving linear surjection, T : A → B between two C∗-algebras is
injective. Indeed, for each x ∈ A, the condition T (x) = 0 implies that T (x) ⊥ T (x), and hence x⊥ x, which gives x= 0.
The study of orthogonality preserving operators between C*-algebras begins with the work of W. Arendt [3] in the
setting of unital abelian C∗-algebras. His main result establishes that every orthogonality preserving bounded linear mapping
T : C(K ) → C(K ) is of the form
T ( f )(t) = h(t) f (ϕ(t)) ( f ∈ C(K ), t ∈ K ),
where h ∈ C(K ) and ϕ : K → K is a mapping which is continuous on {t ∈ K : h(t) = 0}. Several years later, K. Jarosz [16]
extended the study to the setting of orthogonality preserving (not necessarily bounded) linear mappings between abelian
C∗-algebras.
A linear mapping T : A → B between two C∗-algebras is said to be symmetric if T (x)∗ = T (x∗), equivalently, T maps the
self-adjoint part of A into the self-adjoint part of B .
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rem 2.3] that every orthogonality preserving bounded linear and symmetric mapping between two C*-algebras is a multiple
of an appropriate Jordan ∗-homomorphism.
F.J. Fernández-Polo, J. Martínez Moreno and the authors of this note studied and described orthogonality preserving
bounded linear maps between C∗-algebras, JB∗-algebras and JB∗-triples in [7] and [8]. New techniques developed in the
setting of JB∗-algebras and JB∗-triples were a fundamental tool to establish a complete description of all orthogonality
preserving bounded linear (non-necessarily symmetric) maps between two C*-algebras. We recall some background results
before stating the description obtained.
Each C∗-algebra A admits a Jordan triple product deﬁned by the expression {a,b, c} := 12 (ab∗c + cb∗a). Fixed points of
the triple product are called partial isometries or tripotents. Every partial isometry e in A induces a decomposition of A in
the form
A = A2(e) ⊕ A1(e) ⊕ A0(e),
where A2(e) := ee∗Ae∗e, A1(e) := (1 − ee∗)Ae∗e ⊕ ee∗A(1 − e∗e), and A0(e) := (1 − ee∗)A(1 − e∗e). This decomposition
is termed the Peirce decomposition. The subspace A2(e) also admits a structure of unital JB∗-algebra with product and
involution given by x ◦e y := {x, e, y} and xe := {e, x, e}, respectively (compare [15]). The element e acts as the unit element
of A2(e) (we refer to [15] and [30] for the basic results on JB- and JB∗-algebras).
Recall that two elements a and b in a JB∗-algebra J are said to operator commute in J if the multiplication operators Ma
and Mb commute, where Ma is deﬁned by Ma(x) := a ◦ x. That is, a and b operator commute if and only if (a ◦ x) ◦ b =
a ◦ (x◦b) for all x in J . Self-adjoint elements a and b in J generate a JB∗-subalgebra that can be realised as a JC∗-subalgebra
of some B(H) (cf. [32]), and, in this realisation, a and b commute in the usual sense whenever they operator commute
in J [30, Proposition 1]. Similarly, two self-adjoint elements a and b in J operator commute if and only if a2 ◦ b = {a,b,a}
(i.e., a2 ◦ b = 2(a ◦ b) ◦ a − a2 ◦ b). If b ∈ J we use {b}′ to denote the set of elements in J that operator commute with b.
(This corresponds to the usual notation in von Neumann algebras.)
For each element a in a von Neumann algebra W there exists a unique partial isometry r(a) in W such that a = r(a)|a|,
and r(a)∗r(a) is the support projection of |a|, where |a| = (a∗a) 12 . It is also known that r(a)a∗r(a) = {r(a),a, r(a)} = a.
We refer to [28, §1.12] for a detailed proof of these results. The element r(a) will be called the range partial isometry of a.
The characterisation of all orthogonality preserving bounded linear maps between C*-algebras reads as follows:
Theorem 1. (See [7, Theorem 17 and Corollary 18].) Let T : A → B be a bounded linear mapping between two C*-algebras. For
h = T ∗∗(1) and r = r(h) the following assertions are equivalent:
a) T is orthogonality preserving.
b) There exists a unique triple homomorphism S : A → B∗∗ satisfying h∗S(z) = S(z∗)∗h, hS(z∗)∗ = S(z)h∗ , and
T (z) = 1
2
(
hr(h)∗S(z) + S(z)r(h)∗h)= hr(h)∗S(z) = S(z)r(h)∗h,
for all z ∈ A.
c) There exists a unique Jordan ∗-homomorphism S : A → B∗∗2 (r) satisfying that S∗∗(1) = r, T (A) ⊆ {h}′ and T (z) = h ◦r S(z) for
all z ∈ A.
d) T preserves zero triple products, that is, {T (x), T (y), T (z)} = 0 whenever {x, y, z} = 0.
The problem of automatic continuity of those linear maps preserving zero-products between C∗-algebras has inspired
many papers in the last twenty years. A linear mapping between abelian C∗-algebras is zero-products preserving if and only
if it is orthogonality preserving, however the equivalence doesn’t hold for general C∗-algebras (compare [7, comments before
Corollary 18]). K. Jarosz proved the automatic continuity of every linear bijection preserving zero-products between C(K )
spaces (see [16, Corollary]). In 2003, M.A. Chebotar, W.-F. Ke, P.-H. Lee, and N.-C. Wong showed that every zero-products
preserving linear bijection from a properly inﬁnite von Neumann algebra into a unital ring is automatically continuous [9,
Theorem 4.2]. In the same year, J. Araujo and K. Jarosz proved that a linear bijection which preserves zero-products in both
directions between algebras L(X), of continuous linear maps on a Banach space X , is automatically continuous and a scalar
multiple of an algebra isomorphism [2]. The same authors conjectured that every linear bijection between two C∗-algebras
preserving zero-products in both directions is automatically continuous (see [2, Conjecture 1]).
In this paper we study the problem of automatic continuity of biorthogonality preserving linear surjections between
C∗-algebras. In Section 2 we prove that every biorthogonality preserving linear surjection between two compact C∗-algebras
is continuous. In Sections 3 and 4, we establish, among many other results, that every biorthogonality preserving linear
surjection between two von Neumann algebras is automatically continuous. It follows as a consequence that a symmetric
linear bijection between two von Neumann algebras preserving zero-products in both directions is automatically continuous.
This provides a partial answer to the conjecture posed by Araujo and Jarosz.
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A subspace J of a C∗-algebra A is said to be an inner ideal of A if { J , A, J } ⊆ J . Inner ideals in C*-algebras were
completely described by M. Edwards and G. Rüttimann in [13].
Given a subset M of A, we write M⊥A for the annihilator of M (in A) deﬁned by
M⊥A := {y ∈ A: y ⊥ x, ∀x ∈ M}.
When no confusion can arise, we shall write M⊥ instead of M⊥A . The following properties can be easily checked.
Lemma 2. Let M be a subset of a C∗-algebra A. The following statements hold:
a) M⊥ is a norm closed inner ideal of A. When A is a von Neumann algebra, then M⊥ is weak∗ closed.
b) M ∩ M⊥ = {0}, and M ⊆ M⊥⊥ .
c) S⊥ ⊆ M⊥ whenever M ⊆ S ⊆ A.
d) M⊥ is closed for the product of A.
e) M⊥ is ∗-invariant whenever M is.
The next lemma describes the annihilator of a projection.
Lemma 3. Let p be a projection in a (non-necessarily unital) C∗-algebra A. The following assertions hold:
a) {p}⊥A = (1− p)A(1− p), where 1 denotes the unit of A∗∗;
b) {p}⊥⊥A = pAp.
Proof. Statement a) follows straightforwardly.
b) It is clear from a) that {p}⊥⊥A ⊇ pAp. To show the opposite inclusion, let a ∈ {p}⊥⊥A . Goldstine’s theorem (cf. The-
orem V.4.2.5 in [12]) guarantees that the closed unit ball of A is weak∗-dense in the closed unit ball of A∗∗ . Thus,
there exists a net (xλ) in the closed unit ball of A, converging in the weak∗-topology of A∗∗ to 1 − p. Noticing that
((1− p)xλ(1− p)) ⊂ {p}⊥A , we deduce that
(1− p)xλ(1− p)a∗ = a∗(1− p)xλ(1− p) = 0, (1)
for all λ. Since the product of A∗∗ is separately weak∗-continuous (compare [28, Theorem 1.7.8]), taking weak∗-limits in (1),
we have (1− p)a∗ = a∗(1− p) = 0, which shows that pa = ap = a. 
We shall also need some information about the norm closed inner ideal generated by a single element. Let a be an
element in a C∗-algebra A. Then r(a)A∗∗r(a) ∩ A = r(a)r(a)∗A∗∗r(a)∗r(a) ∩ A is the smallest norm closed inner ideal in A
containing a and will be denoted by A(a). Further, the weak∗ closure of A(a) coincides with r(a)r(a)∗A∗∗r(a)∗r(a) (cf. [13,
Lemma 3.7 and Theorem 3.10 and its proof]). Since {a}⊥⊥ is an inner ideal containing a, we deduce that A(a) ⊆ {a}⊥⊥ .
It is well known that ‖λa+μb‖ =max{‖λa‖,‖μb‖}, whenever a ⊥ b and λ,μ ∈ C. For every family (Ai)i of C∗-algebras,
the direct sum
⊕∞ Ai is another C∗-algebra with respect to the pointwise product and involution. In this case, for each
i = j, Ai and A j are mutually orthogonal C∗-subalgebras of ⊕∞i Ai .
Proposition 4. Let A1 , A2 and B be C∗-algebras (respectively, von Neumann algebras). Let us suppose that T : A1 ⊕∞ A2 → B is a
biorthogonality preserving linear surjection. Then T (A1) and T (A2) are norm closed (respectively, weak∗ closed) inner ideals of B,
B = T (A1)⊕∞ T (A2), and for j = 1,2, T |A j : A j → T (A j) is a biorthogonality preserving linear surjection. Further, if T is symmetric
then T (A1) and T (A2) are norm closed (respectively, weak∗ closed) ideals of B.
Proof. Let us ﬁx j ∈ {1,2}. Since A j = A⊥⊥j and T is a biorthogonality preserving linear surjection, we deduce that
T (A j) = T (A⊥⊥j ) = T (A j)⊥⊥ . Lemma 2 guarantees that T (A j) is a norm closed inner ideal of B (respectively, a weak∗
closed subalgebra of B whenever A1, A2 and B are von Neumann algebras). The rest of the proof follows from Lemma 2(e)),
and the fact that B coincides with the orthogonal sum of T (A1) and T (A2). 
2. Biorthogonality preservers between dual C*-algebras
A projection p in a C∗-algebra A is said to be minimal if pAp = Cp. A partial isometry e in A is said to be minimal if ee∗
(equivalently, e∗e) is a minimal projection. The socle of A, soc(A), is deﬁned as the linear span of all minimal projections
in A. The ideal of compact elements in A, K (A), is deﬁned as the norm closure of soc(A). A C∗-algebra is said to be dual or
compact if A = K (A). We refer to [19, §2], [1] and [33] for the basic references on dual C∗-algebras.
The following theorem proves that biorthogonality preserving linear surjections between C∗-algebras send minimal pro-
jections to scalar multiples of minimal partial isometries.
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in A. Then ‖T (p)‖−1 T (p) = ep is a minimal partial isometry in B. Further, T satisﬁes that T (pAp) = epe∗p Be∗pep and T ((1 −
p)A(1− p)) = (1− epe∗p)B(1− e∗pep).
Proof. Since T is a biorthogonality preserving linear surjection, the equality
T
(
S⊥A
)= T (S)⊥B
holds for every subset S of A. For each minimal projection p in A, {T (p)}⊥⊥B = T ({p}⊥⊥A ) is a norm closed in-
ner ideal in B . Since {p}⊥⊥A = pAp = Cp, it follows that {T (p)}⊥⊥B is a one-dimensional subspace of B . Having
in mind that {T (p)}⊥⊥B contains the inner ideal of B generated by T (p), we deduce that B(T (p)) must be one-
dimensional. In particular (r(T (p))r(T (p))∗)B∗∗(r(T (p))∗r(T (p))) = B(T (p))w∗ has dimension one, and hence B(T (p)) =
(r(T (p))r(T (p))∗)B∗∗(r(T (p))∗r(T (p))) = Cr(T (p)). This implies that ‖T (p)‖−1 T (p) = ep is a minimal partial isometry
in B .
The equality T (pAp) = epe∗p Be∗pep has been proved. Finally,
T
(
(1− p)A(1− p))= T ((pAp)⊥A )= (T (pAp))⊥B = (epe∗p Be∗pep)⊥B = (1− epe∗p)B(1− e∗pep). 
Let a and b be two elements in a C∗-algebra A. It is not hard to see that a ⊥ b if and only if r(a) and r(b) are two
orthogonal partial isometries in A∗∗ (compare [7, Lemma 1]).
We shall make use of the following result which is a direct consequence of Theorem 1. The proof is left for the reader.
Corollary 6. Let T : A → B be a bounded linear operator between two von Neumann algebras. For h = T (1) ∈ B and r = r(h) the
following assertions are equivalent:
a) T is a biorthogonality preserving linear surjection.
b) h is invertible and there exists a unique triple isomorphism S : A → B satisfying h∗S(z) = S(z∗)∗h, hS(z∗)∗ = S(z)h∗ , and
T (z) = 1
2
(
hr(h)∗S(z) + S(z)r(h)∗h)= hr(h)∗S(z) = S(z)r(h)∗h,
for all z ∈ A.
c) h is positive and invertible in B2(r) and there exists a unique Jordan ∗-isomorphism S : A → B2(r) = B satisfying that S(1) = r,
T (A) ⊆ {h}′ and T (z) = h ◦r S(z) for all z ∈ A.
Further, in any of the previous statements, when A is a factor, then h is a multiple of the unit element in B.
We deal now with dual C∗-algebras.
Remark 7. Given a sequence (μn) ⊂ c0 and a bounded sequence (xn) in a Banach space X , the series ∑k μkxk needs not be,
in general, convergent in X . However, when (xn) is a bounded sequence of mutually orthogonal elements in a C∗-algebra,
A, the equality∥∥∥∥∥
n∑
k=1
μkxk −
m∑
k=1
μkxk
∥∥∥∥∥=max{|μn+1|, . . . , |μm|} supn+1km
{‖xk‖},
holds for every n < m in N. It follows that (
∑n
k=1 μkxk) is a Cauchy sequence and hence convergent in A. Alternatively,
noticing that
∑
k xk deﬁnes a w.u.C. series in the terminology of [11], the ﬁnal statement also follows from [11, Theorem V.6].
Lemma 8. Let T : A → B be a biorthogonality preserving linear surjection between two C∗-algebras and let (pn)n be a sequence of
mutually orthogonal minimal projections in A. Then the sequence (‖T (pn)‖) is bounded.
Proof. By Theorem 5, for each natural n, there exist a minimal partial isometry en ∈ B and λn ∈ C \ {0} such that T (pn) =
λnen , and ‖T (en)‖ = λn . Note that, by hypothesis, (en) is a sequence of mutually orthogonal minimal partial isometries in B .
Let (μn) be any sequence in c0. Since the pn ’s are mutually orthogonal, the series
∑
k1 μk pk converges to an element
in A (compare Remark 7). For each natural n,
∑∞
k1 μk pk decomposes as the orthogonal sum of μnpn and
∑∞
k =n μk pk ,
therefore
T
( ∞∑
μk pk
)
= μnλnen + T
( ∞∑
μk pk
)
,k1 k =n
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( ∞∑
k1
μk pk
)∥∥∥∥∥=max
{
|μn||λn|,
∥∥∥∥∥T
( ∞∑
k =n
μk pk
)∥∥∥∥∥
}
 |μn||λn|.
This establishes that for each (μn) in c0, (μnλn) is a bounded sequence, which proves the statement. 
Lemma 9. Let T : A → B be a biorthogonality preserving linear surjection between two C∗-algebras, (μn) a sequence in c0 and
let (pn)n be a sequence of mutually orthogonal minimal projections in A. Then the sequence (T (
∑∞
kn μk pk))n is well deﬁned and
converges in norm to zero.
Proof. By Theorem 5 and Lemma 8 it follows that (T (pn)) is a bounded sequence of mutually orthogonal elements in B .
Let M = sup{‖T (pn)‖: n ∈ N}. For each natural n, Remark 7 assures that the series ∑∞kn μk pk converges.
Let us deﬁne yn := T (∑∞kn μk pk). We claim that (yn) is a Cauchy sequence in B . Indeed, given n <m in N, we have
‖yn − ym‖ =
∥∥∥∥∥T
(
m−1∑
kn
μk pk
)∥∥∥∥∥=
∥∥∥∥∥
m−1∑
kn
μkT (pk)
∥∥∥∥∥
(∗)
 Mmax
{|μn|, . . . , |μm−1|}, (2)
where at (∗) we apply the fact that (T (pn)) is a sequence of mutually orthogonal elements. Consequently, (yn) converges
in norm to some element y0 in B . Let z0 denote T−1(y0).
Let us ﬁx a natural m. By hypothesis, for each n >m, pm is orthogonal to
∑∞
kn μk pk . This implies that T (pm) ⊥ yn , for
every n > m, which, in particular, gives T (pm)∗ yn = ynT (pm)∗ = 0, for every n > m. Taking limits when n tends to ∞ we
have T (pm)∗ y0 = y0T (pm)∗ = 0. This shows that y0 = T (z0) ⊥ T (pm), and hence pm ⊥ z0. Since m was arbitrarily chosen
we deduce that, for each natural n, z0 is orthogonal to
∑∞
kn μk pk . Therefore, (yn) ⊂ {y0}⊥B , and hence y0 belongs to the
norm closure of {y0}⊥B , which implies that y0 = 0. 
Proposition 10. Let T : A → B be a biorthogonality preserving linear surjection between C∗-algebras. Then T |K (A) is continuous if
and only if the set {‖T (p)‖: p minimal projection in A} is bounded.
Proof. The necessity being obvious. Suppose that
M = sup{∥∥T (p)∥∥: p minimal projection in A}< ∞.
Each nonzero self-adjoint element x in K (A) can be written as a norm convergent (possibly ﬁnite) sum x=∑n λnpn , where
pn are mutually orthogonal minimal projections in A, and ‖x‖ = sup{|λn|: n ∈ N} (compare [1]). If the series x =∑n λnpn
is ﬁnite then
∥∥T (x)∥∥=
∥∥∥∥∥
m∑
n=1
λnT (pn)
∥∥∥∥∥ (∗)= max{∥∥λnT (pn)∥∥: n = 1, . . . ,m} M‖x‖,
where at (∗) we apply the fact that (T (pn)) is a ﬁnite set of mutually orthogonal elements in B . When the series x =∑
n λnun is inﬁnite we may assume that (λn) ∈ c0.
It follows from Lemma 9 that the sequence (T (
∑∞
kn λk pk))n is well deﬁned and converges in norm to zero. We can
ﬁnd a natural m such that ‖T (∑∞km λk pk)‖ < M‖x‖. Since the elements λ1p1, . . . , λm−1pm−1, ∑∞km λk pk are mutually
orthogonal, we have
∥∥T (x)∥∥=max
{∥∥T (λ1p1)∥∥, . . . ,∥∥T (λm−1pm−1)∥∥,
∥∥∥∥∥T
( ∞∑
km
λk pk
)∥∥∥∥∥
}
 M‖x‖.
We have established that ‖T (x)‖ M‖x‖, for all x ∈ K (A)sa , and by linearity ‖T (x)‖ 2M‖x‖, for all x ∈ K (A). 
Theorem 11. Let T : A → B be a biorthogonality preserving linear surjection between two C∗-algebras. Then T |K (A) : K (A) → K (B)
is continuous.
Proof. Theorem 5 implies T (soc(A)) = soc(B) (compare [33, Theorem 5.1]). By Proposition 10 it is enough to show the
boundedness of the set
P = {∥∥T (p)∥∥: p minimal projection in A}.
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orthogonal minimal projections in A such that ‖T (pn)‖ > n.
The case n = 1 is clear. The induction hypothesis guarantees the existence of mutually orthogonal minimal projections
p1, . . . , pn in A with ‖T (pk)‖ > k for all k ∈ {1, . . . ,n}.
By assumption, there exists a minimal projection q ∈ A satisfying ‖T (q)‖ > max{‖T (p1)‖, . . . ,‖T (pn)‖,n + 1}. We claim
that q must be orthogonal to each p j . Suppose, on the contrary, that for some j, p j and q are not orthogonal. Let C denote
the C*-subalgebra of A generated by q and p j . We conclude from Theorem 1.3 in [27] (see also [26, §3]) that there exist
0 < t < 1 and a ∗-isomorphism Φ : C → M2(C) such that Φ(p j) =
(
1 0
0 0
)
and Φ(q) =
(
t
√
t(1−t)√
t(1−t) 1−t
)
. Since T |C : C ∼=
M2(C) → T (C) is a continuous biorthogonality preserving linear bijection, Theorem 1 (see also Corollary 6) guarantees the
existence of a scalar λ ∈ C\{0} and a triple isomorphism Ψ : C → T (C) such that T (x) = λΨ (x) for all x ∈ C . In this case,
‖T (p j)‖ = |λ|‖Ψ (p j)‖ implies that∥∥T (p j)∥∥< ∥∥T (q)∥∥= |λ|∥∥Ψ (q)∥∥= |λ|∥∥Ψ (p j)∥∥= ∥∥T (p j)∥∥,
which is a contradiction. Therefore q ⊥ p j , for every j = 1, . . . ,n.
It follows by induction that there exists a sequence (pn) of mutually orthogonal minimal projections in A such that
‖T (pn)‖ > n. The series ∑∞n=1 1√n pn deﬁnes an element a in A (compare Remark 7). For each natural m, a decomposes as
the orthogonal sum of 1√
m
pm and
∑∞
n =m 1√n pn , therefore
T (a) = 1√
m
T (pm) + T
( ∞∑
n =m
1√
n
pn
)
,
with 1√
m
T (pm) ⊥ T (∑∞n =m 1√n pn). This argument implies that
∥∥T (a)∥∥=max
{
1√
m
∥∥T (pm)∥∥,
∥∥∥∥∥T
( ∞∑
n =m
1√
n
pn
)∥∥∥∥∥
}
>
√
m.
Since m was arbitrarily chosen, we have arrived at our desired contradiction. 
The following result is an immediate consequence of the above theorem.
Corollary 12. Let T : A → B be a biorthogonality preserving linear surjection between two dual C∗-algebras. Then T is continuous.
Given a complex Hilbert space H , it is well known that soc(L(H)) coincides with the space of all ﬁnite rank operators
on H . The ideal K (L(H)) agrees with the ideal K (H) of all compact operators on H .
Corollary 13. Let T : K (H) → K (H) be a biorthogonality preserving linear surjection, where H is a complex Hilbert space. Then T is
continuous.
3. C∗-algebras linearly spanned by their projections
In a large number of C∗-algebras every element can be expressed as a ﬁnite linear combination of projections: the
Bunce–Deddens algebras; the irrotational rotation algebras; simple, unital AF C*-algebras with ﬁnitely many extremal states;
UHF C*-algebras; unital, simple C∗-algebras of real rank zero with no tracial states; properly inﬁnite C∗- and von Neumann
algebras; von Neumann algebras of type II1 . . . (see [21–23,25,20] and the references therein).
Theorem 14. Let T : A → B be an orthogonality preserving linear map between C∗-algebras, where A is unital. Suppose that every
element of A is a ﬁnite linear combination of projections, then T is continuous.
Proof. Let p be a projection in A. As p ⊥ (1− p) then T (p) ⊥ T (1)− T (p), that is T (p)T (1)∗ = T (p)T (p)∗ and T (1)∗T (p) =
T (p)∗T (p). In particular, T (p)T (1)∗ = T (1)T (p)∗ and T (1)∗T (p) = T (p)∗T (1). Since every element in A coincides with a
ﬁnite linear combination of projections, it follows that
T (x)T (1)∗ = T (1)T (x∗)∗, (3)
for all x ∈ A.
Let now p,q be two projections in A. The relation qp ⊥ (1− q)(1− p) implies that T (qp) ⊥ T (1− q − p + qp). Therefore
T (qp)T (1)∗ − T (qp)T (q)∗ − T (qp)T (p)∗ + T (qp)T (qp)∗ = 0. (4)
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T (q)T (p)∗ − T (q)T (qp)∗ − T (qp)T (p)∗ + T (qp)T (qp)∗ = 0. (5)
From (4) and (5), we get
T (qp)T (1)∗ − T (qp)T (q)∗ = T (q)T (p)∗ − T (q)T (qp)∗.
Being A linearly spanned by its projections, the last equation yields to
T (qx)T (1)∗ − T (qx)T (q)∗ = T (q)T (x∗)∗ − T (q)T (qx∗)∗, (6)
for all x ∈ A, and q = q∗ = q2 ∈ A.
By replacing, in (6), q with 1− q, we get
T (q − qx)T (1)∗ − T (x− qx)T (1− q)∗ = T (1− q)T (x∗)∗ − T (1− q)T (x∗ − qx∗)∗.
Having in mind (3) we obtain
T (x)T (q)∗ − T (qx)T (q)∗ = T (1)T (qx∗)∗ − T (q)T (qx∗)∗. (7)
From Eqs. (6) and (7), we deduce that
T (qx)T (1)∗ − T (x)T (q)∗ = T (q)T (x∗)∗ − T (1)T (qx∗)∗,
for every x in A and every projection q in A. Again, the last equation and the hypothesis on A prove:
T (yx)T (1)∗ − T (x)T (y∗)∗ = T (y)T (x∗)∗ − T (1)T (y∗x∗)∗,
for all x, y ∈ A. Since, by (3), T (1)T (y∗x∗)∗ = T (xy)T (1)∗ , we can write the above equation as:
T (yx+ xy)T (1)∗ = T (y)T (x∗)∗ + T (x)T (y∗)∗, (8)
for all x, y ∈ A.
Let h = T (1). It follows from (8) that
T
(
x2
)
h∗ = T (x)T (x∗)∗ (x ∈ A).
We claim that the linear mapping S : A → B , S(x) := T (x)h∗ , is positive, and hence continuous. Indeed, given a ∈ A+ , there
exists x ∈ Asa such that a = x2. Then S(a) = T (x2)h∗ = T (x)T (x)∗  0.
Finally, for any x ∈ Asa ,∥∥T (x)∥∥2 = ∥∥T (x)T (x)∗∥∥= ∥∥S(x2)∥∥ ‖S‖‖x‖2,
which implies that T is bounded on self-adjoint elements, and thus T is continuous. 
We have actually proved the following:
Proposition 15. Let T : A → B be a linear map between C∗-algebras, where A is unital and every element in A is a ﬁnite linear
combination of projections. Suppose that T satisﬁes one of the following statements:
a) ab∗ = 0⇒ T (a)T (b)∗ = 0;
b) b∗a = 0⇒ T (b)∗T (a) = 0.
Then T is continuous.
Recall that a unital C∗-algebra is properly inﬁnite if it contains two orthogonal projections equivalent to the identity (i.e.
it contains two isometries with mutually orthogonal range projections). Zero product preserving linear mappings from a
properly inﬁnite von Neumann algebra to a unital ring were studied and described in [9, Theorem 4.2]. In this paper we
consider a wider class of C∗-algebras. Let A be a properly inﬁnite C∗-algebra or a von Neumann algebra of type II1. It follows
by [20, Corollary 2.2] (see also [25]) and [14, Theorem 2.2.(a)] that every element in A can be expressed as a ﬁnite linear
combination of projections. Our next result follows immediately from Theorem 14.
Corollary 16. Let A be a properly inﬁnite unital C∗-algebra or a von Neumann algebra of type II1 . Every orthogonality preserving linear
map from A to another C∗-algebra is automatically continuous.
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Corollary 17. Let A be a properly inﬁnite unital C∗-algebra or a von Neumann algebra of type II1 and let T : A → B be a linear map
from A to another C∗-algebra. Suppose that T satisﬁes one of the following statements:
a) ab∗ = 0⇒ T (a)T (b)∗ = 0;
b) b∗a = 0⇒ T (b)∗T (a) = 0.
Then T is continuous.
4. Biorthogonality preservers between von Neumann algebras
Let us recall some fundamental results derived from the Murray–von Neumann dimension theory. Two projections p and
q in a von Neumann algebra A are (Murray–von Neumann) equivalent (written p ∼ q) if there exists a partial isometry u ∈ A
with u∗u = p and uu∗ = q. We write q  p when q  p and p ∼ q. A projection p in A is said to be ﬁnite if q  p implies
p = q. Otherwise, it is called inﬁnite. A von Neumann algebra is said to be ﬁnite or inﬁnite according to the property of
its identity projection. A projection p in A is called abelian if pAp is a commutative von Neumann algebra (compare [29,
§V.1]).
A von Neumann algebra A is said to be of type I if every nonzero central projection in A majorizes a nonzero abelian
projection. If there is no nonzero ﬁnite projection in A, that is, if A is purely inﬁnite, then it is of type III. If A has no
nonzero abelian projection and if every nonzero central projection in A majorizes a nonzero ﬁnite projection of A, then it
is of type II. If A is ﬁnite and of type II (respectively, type I), then it is said to be of type II1 (respectively, type Iﬁn). If A
is of type II and has no nonzero central ﬁnite projection, then A is said to be of type II∞ . Every von Neumann algebra is
uniquely decomposable into the direct (orthogonal) sum of weak∗ closed ideals of type I, type II1, type II∞ , and type III
(this decomposition is usually called, the Murray–von Neumann decomposition).
Proposition 18. Let T : A → B be a surjective linear mapping from a unital C∗-algebra onto a ﬁnite von Neumann algebra. Suppose
that for each invertible element x in A we have {T (x)}⊥ ⊆ T ({x}⊥). Then T is continuous. Further, if A is a von Neumann algebra,
then T (x) = T (1)S(x) (x ∈ A), where S : A → B is a Jordan homomorphism. In particular, every biorthogonality preserving linear
surjection between two von Neumann algebras one of which is ﬁnite is continuous.
Proof. Let T : A → B be a surjective linear mapping satisfying the hypothesis. We claim that T preserves invertibility. Let z
be an invertible element in A and let r = r(T (z)) denote the range partial isometry of T (z) in B . In this case(
1− rr∗)B(1− r∗r)= {T (z)}⊥ ⊆ T ({z}⊥)= {0}.
Since B is a ﬁnite von Neumann algebra, 1− rr∗ and 1− r∗r are equivalent projections in B (compare [18, Exercise 6.9.6]).
Thus, there exists a partial isometry w in B such that ww∗ = 1 − rr∗ and w∗w = 1 − r∗r, and hence ww∗Bw∗w = {0}.
It follows that 1− rr∗ = ww∗ = 0= w∗w = 1− r∗r.
Since 1 = r∗r (respectively, 1 = rr∗) is the support projection of T (z)∗T (z) (respectively, T (z)T (z)∗), we deduce that
T (z)T (z)∗ and T (z)∗T (z) are invertible elements in B , and therefore T (z) is invertible.
Having in mind that T sends invertible elements to invertible elements, we deduce from [10, Corollary 2.4] (see also [4,
Theorem 5.5.2]) that T is continuous. If A is a von Neumann algebra, then it is well known that T is a Jordan homomor-
phism multiplied by T (1) (cf. [5, Theorem 1.3] or [10, Corollary 2.4]). 
It is obvious that every ∗-isomorphism between two von Neumann algebras preserves the summands appearing in
the Murray–von Neumann decomposition. However, it is not so clear that every Jordan ∗-isomorphism between two von
Neumann algebras also preserves the Murray–von Neumann decomposition. The justiﬁcation follows from an important
result due to R. Kadison [17]. If T : A → B is a Jordan ∗-isomorphism between von Neumann algebras, then there exist
weak∗ closed ideals A1 and A2 in A and B1 and B2 in B satisfying that A = A1 ⊕∞ A2, B = B1 ⊕∞ B2, T |A1 : A1 → B1
is a ∗-isomorphism, and T |A2 : A2 → B2 is a ∗-anti-isomorphism (see [17, Theorem 10]). It follows that every Jordan∗-isomorphism preserves the Murray–von Neumann decomposition.
Theorem 19. Every biorthogonality preserving linear surjection between von Neumann algebras is automatically continuous.
Proof. Let T : A → B be a biorthogonality preserving linear surjection between von Neumann algebras.
It is well known that every von Neumann algebra is uniquely decomposed into a direct sum of ﬁve algebras of types Iﬁn ,
I∞ , II1, II∞ and III, respectively, where Iﬁn is a ﬁnite type I von Neumann algebra, II1 is a ﬁnite type II von Neumann algebra
and the direct sum of those summands of types I∞ , II∞ and III is a properly inﬁnite von Neumann algebra (compare [29,
Theorem V.1.19]). Therefore, A and B decompose in the form A = AI ⊕∞ AII1 ⊕∞ Ap∞ , B = B I ⊕∞ BII1 ⊕∞ Bp∞ , whereﬁn ﬁn
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are properly inﬁnite von Neumann algebras.
Corollary 16 guarantees that T |Ap∞ : Ap∞ → B and T |AII1 : AII1 → B are continuous linear mappings. In order to simplify
notation we denote A1 = AIﬁn , A2 = AII1 ⊕∞ Ap∞ , B1 = B Iﬁn , and B2 = BII1 ⊕∞ Bp∞ . According to this notation, T |A2 : A2 →
B is continuous. Theorem 1 assures the existence of a Jordan ∗-homomorphism S2 : A2 → B2(r2) satisfying that S2(12) = r2,
T (A2) ⊆ {h2}′ and T (z) = h2 ◦r2 S2(z) for all z ∈ A2, where 12 is the unit of A2 and r2 is the range partial isometry of
T (12) = h2. We notice that, for each z ∈ T (A2), r2r∗2z + zr∗2r2 = 2z, and we therefore have r2r∗2z = zr∗2r2 = z.
Proposition 4 implies that T (A1) and T (A2) are orthogonal weak∗ closed inner ideals of B , whose direct sum is B . Thus,
the unit of B decomposes in the form 1B = v + w , where v ∈ T (A1) and w ∈ T (A2). Since v and w are orthogonal we have
1B = 1B1∗B = (v + w)(v∗ + w∗) = vv∗ + ww∗ and 1B = v∗v + w∗w , which shows that vv∗ and ww∗ (respectively, v∗v and
w∗w) are two orthogonal projections in B whose sum is 1B . It follows that vv∗ y = yv∗v = y for every element y in T (A1).
It can be checked that u = v + r2 is a unitary element in B and the mapping
Φ : (B,◦u, u) → (B,◦,∗), x → xu∗
is a Jordan ∗-isomorphism. By noticing that T (A2) is a weak∗ closed inner ideal of B , r2 ∈ T (A2) and B2(r2) is the smallest
weak∗ closed inner ideal containing r2, we have T (A2) = B2(r2). Since B decomposes in the form
B2(v) ⊕∞ B2(r2) = B = T (A1) ⊕∞ T (A2),
we deduce that v ∈ T (A1) ⊆ B2(v), which gives T (A1) = B2(v). We also have
B = Φ(B2(v))⊕∞ Φ(B2(r2))= B2(vv∗)⊕∞ B2(r2r∗2)= vv∗Bvv∗ ⊕∞ r2r∗2Br2r∗2.
The mapping Φ|B2(r2)S2 is a Jordan ∗-isomorphism from A2 onto B2(r2r∗2). Since B2(r2r∗2) is a weak∗ closed ideal of B
and every Jordan ∗-isomorphism preserves the Murray–von Neumann decomposition we deduce that
Φ|B2(r2)S2(A2) ⊆ B2 = BII1 ⊕∞ Bp∞,
that is, Φ(B2(r2)) ⊆ B2. We can similarly prove that Φ ′(B2(r2)) ⊆ B2, where Φ ′(x) := u∗x. Having in mind that B2 is a
weak∗ closed ideal of B we have
T (A2) = h2 ◦r2 S2(A2) ⊆
1
2
(
h1r
∗
2 S(A2) + S(A2)r∗2h2
)
= 1
2
(
h1Φ
′(B2(r2))+ Φ(B2(r2))h2)⊆ 1
2
(h1B2 + B2h2) ⊆ B2.
It follows that T−1(B2) ⊆ A2, and hence T (A2) = B2. Thus
T (A1) = T
(
A⊥⊥1
)= T (A⊥1 )⊥ = T (A2)⊥ = B⊥2 = B1.
Finally, since A1 and B1 are ﬁnite type I von Neumann algebras, Proposition 18 proves that T |A1 : A1 → B1 is continuous,
which shows that T enjoys the same property. 
Remark 20. Let A be a properly inﬁnite or a (ﬁnite) type II1 von Neumann algebra. Corollary 16 shows that every orthog-
onality preserving linear map from A into a C∗-algebra is continuous. We shall present an example showing that a similar
statement doesn’t hold when A is replaced with a ﬁnite type I von Neumann algebra. In other words, the hypothesis of T
being surjective cannot be removed in Theorem 19.
It is well know that a von Neumann algebra A is type I and ﬁnite if and only if A decomposes in the form
A =
∞⊕
i∈I
C
(
Ωi,Mmi (C)
)
,
were the Ωi ’s are hyperstonean compact Hausdorff spaces and (mi) is a family of natural numbers (cf. [29, Theorem V.1.27]).
In particular, every abelian von Neumann algebra is type I and ﬁnite.
Let K be an inﬁnite (hyperstonean) compact set. By [16, Example in page 142], there exists a discontinuous orthogonality
preserving linear map ϕ : C(K ) → C. Let T : C(K ) → C(K ) ⊕∞ C be the linear mapping deﬁned by T ( f ) := ( f ,ϕ( f ))
( f ∈ C(K )). It is easy to check that T is discontinuous and biorthogonality preserving but not surjective.
Following [2] and [7], a linear map T between algebras A, B is called separating or zero-product preserving if ab = 0
implies T (a)T (b) = 0, for all a,b in A; it is called biseparating if T−1 : B → A exists and is also separating. J. Araujo and
K. Jarosz conjectured in [2, Conjecture 1] that every biseparating map between C∗-algebras is automatically continuous.
We can now give a partial positive answer to this conjecture.
Let T : A → B be a symmetric linear mapping between two C∗-algebras. Suppose that T is separating. Then for every a,b
in A with a ⊥ b, we have T (a)T (b)∗ = T (a)T (b∗) = 0, because T is separating. We can similarly prove that T (b)∗T (a) = 0,
which shows that T is orthogonality preserving. The following result follows now as a consequence of Theorem 19.
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