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An estimate on energy of min-max
Seiberg-Witten Floer generators
Weifeng Sun
In [1], Cristofaro-Gardiner, Hutchings and Ramos proved that embedded
contact homology (ECH) capacities can recover the volume of a contact 3-
manifod. In particular, a certain sequence of ratios constructed from ECH ca-
pacities, indexed by positive integers, was shown to converge to the volume in
the index k → +∞ limit. There were two main steps in [1] to proving this the-
orem: The first step used estimates for the energy of min-max Seiberg-Witten
Floer generators to see that the k → +∞ limit of the ratios was a lower bound
for the volume. The second step used embedded balls in a certain symplectic
four manifold to prove that the k →∞ limit of the ratios was an upper bound.
Stronger estimates on the energy of min-max Seiberg-Witten Floer genera-
tors are derived in this paper that give an effective bound for finite index k on
the norm of the difference between the ECH ratio at index k and the volume.
This bound implies directly (by taking k →∞ ) the theorem in [1] that ECH
capacities recover volume.
Section 1 and Section 2 introduce the notation used in this paper and set
the background for the main theorem. Section 3 and Section 4 prove the papers
main theorem. Section 5 is an addendum that talks about the Seiberg-Witten
Floer min-max generators.
1
Contents
1 Notations and prior knowledge 3
1.1 Seiberg-Witten equations . . . . . . . . . . . . . . . . . . . . . 3
1.2 Functionals a, cs and E . . . . . . . . . . . . . . . . . . . . . . 5
2 Introduction to the main conclusions 5
2.1 Actions on min-max generators . . . . . . . . . . . . . . . . . 5
2.2 The key estimate on the energy . . . . . . . . . . . . . . . . . 7
2.3 Application on ECH capacities . . . . . . . . . . . . . . . . . . 8
3 Some preliminary estimates 9
3.1 Estimates from Taubes . . . . . . . . . . . . . . . . . . . . . . 9
3.2 A lower bound of rk . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 An upper bound of rk . . . . . . . . . . . . . . . . . . . . . . 12
4 The crucial estimate 13
4.1 Differential equations . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Integrals and asymptotic comparison estimates . . . . . . . . . 14
4.3 Proof of theorem 2.7 . . . . . . . . . . . . . . . . . . . . . . . 16
5 Existence of min-max generators 17
5.1 Construction of aˆ(r) for any µ . . . . . . . . . . . . . . . . . . 17
5.2 Continuity of aˆ(r) . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3 Piecewise continuity of cˆ(r) for generic µ . . . . . . . . . . . . 22
6 Acknowledgement 23
2
1 Notations and prior knowledge
This section introduces the notations that will be used and reviews some
of the background about the Seiberg-Witten Floer homology.
1.1 Seiberg-Witten equations
Suppose (Y, λ) is a closed, connected, smooth three manifold with a con-
tact form λ, and is also equipped with a metric satisfying :|λ| = 1, |dλ| = 2,
Vol(Y ) =
1
2
λ ∧ dλ. Thus, ∗λ =
1
2
dλ, ∗ dλ = 2λ.
Choose a SpinC structure on Y with spinor bundles S. A connection on
S compatible with the metric on Y is uniquely determined by its induced
connection on detS. Let A denote a connection on detS, and DA denote its
Dirac operator on S. Moreover, choose a fiducial connection A0 and write
A = A0 + 2a.
This paper will only consider the case when c1(detS) is torsion.
Let ψ denote a section of S. A pair (a, ψ) is called a “configuration”, typ-
ically denoted by c. When ψ = 0, it is called reducible, otherwise irreducible.
Definition 1.1. In [4], Taubes considered a perturbed version of Seiberg-
Witten equations:
∗ da = r(ψ+ιψ − iλ) + ∗dµ+ T(a, ψ), (1.2)
2rDAψ = 2rDA0+2aψ = S(a, ψ). (1.3)
Here µ is a one form, T,S are perturbations. Moreover, suppose P is the big
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Banach space of tame perturbations created in [3]. T,S can be chosen to be
the gradient of some g ∈ P with ‖g‖P bounded.
Notation 1.4. Let (SW )r,eµ+g denote the equations (1.2), (1.3).
(SW )r,eµ and (SW )r means “g = 0” and “g = 0, µ = 0” versions respectively.
Let Nr,eµ+g denote the set of all solutions to (SW )r,eµ+g.
Definition 1.5. The book [3] used Nr,mµ+g (for a generic g) to define a “from”
version of Seiberg-Witten Floer homology ĤM−k(Y )r,eµ+g (where −k is the
degree). It is not necessary to recall the full definition here, but the following
is what is needed to know:
(1) For any r and µ, ĤM−k(Y )r,eµ+g is only defined for a generic g. How-
ever, for different (r, µ, g) and (r′, µ′, g′) where it is defined, there is a canonical
isomorphism T : ĤM−k(Y )r,eµ+g → ĤM−k(Y )r′,eµ′+g′ to identify them, so one
can talk about ĤM−k(Y ) without referring to (r, µ, g). I will discuss more
about the isomorphism T later.
(2) The generators of the complex used to define ĤM−k(Y )r,eµ+g are of
two sorts: Each reducible solution contributes infinitely but countably many
generators with different degrees which are bounded from above but not from
below (I will talk more about this later); Each irreducible solution contributes
only one generator with a unique degree, which is also called the degree of the
irreducible solution.
(3) Fix k, µ and suppose ‖g‖P is small and bounded (and g is generic),
then for r large enough, all generators are contributed by irreducible solutions
(see [4]).
(4) Fix r, µ, g (g generic), for k large enough, all generators are contributed
by reducible solutions (this is because there are only finitely many irreducible
solutions for fixed (SW )r,eµ+g, see [4]).
(5) This paper only cares about the mod 2 homologies. And it always
regards gauge equivalence configurations as the same thing (for example, a
sequence of configurations converges to another means they converge modulo
gauge equivalence).
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1.2 Functionals a, cs and E
Definition 1.6. Given a configuration c = (a, ψ), its a, cs and E are defined
as:
E = i
ˆ
Y
λ ∧ (da+ ∗ω¯K), cs = −
ˆ
Y
a ∧ da,
a =
1
2
(cs− rE) + r
ˆ
Y
< DA0+aψ, ψ > .
ω¯K here is a balanced term, whose definition refers to (2.3) of [4] and is
omitted here. Since i
´
Y
λ ∧ ∗ω¯K is just a constant, it is not important when
doing estimates in this paper.
Moreover, when µ and g ∈ P are also chosen, one can define:
eµ = i
ˆ
Y
µ ∧ da,
and
aµ = a+ eµ, aµ,g = a+ eµ + g.
Then (SW )r,eµ+g is equivalent to the assertion that ∇aµ,g(a, ψ) = 0.
2 Introduction to the main conclusions
2.1 Actions on min-max generators
Fix a homology class from ĤM−k(Y ), denoted by {σ}. In [4], the “min-
max” generators were defined in ĤM−k(Y )r,eµ for the class {σ} when µ is
generic and r is large.
However, in this paper, the min-max generator for r ≥ 0, µ, and {σ}
, denoted as cˆ(r)µ, is slightly different from that in [4], and thus carries more
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features. Its definition defers to Section 5 (lemma 5.5).
Now, suppose cˆ(r)µ is given, then there is a number rk related to it:
Definition 2.1. Suppose {σ} is fixed and has degree −k with k large, µ is
chosen to be generic, then
rk = inf{s ≥ 1| cˆ(r) is irreducible whenever r > s}.
Remark 2.2. (1) In fact, rk depends on not only k, but also {σ} and cˆ(r)
(see Section 5 for details). However, {σ} is assumed to be fixed and cˆ(r) is
assumed to be chosen a prior, so they are not indicated in the notation rk.
(2) rk is finite. This will be explained in Subsection 3.3, or see [4].
(3) When r > rk, cˆ(r) must be irreducible. When r ≤ rk, cˆ(r) can be ei-
ther reducible or irreducible. However, there exists a nondecreasing sequence
0 < s1 ≤ s2 ≤ · · · with lim
j→∞
sj = rk such that cˆ(sj) (j = 1, 2, 3, · · · ) are all
reducible.
Property 2.3 below lists all the features of cˆ(r)µ that will be needed in this
paper.
Property 2.3. (1) For any µ, the action aˆ(r) = ar,eµ(cˆ(r)) is a continuous
function of r ≥ 1.
(2) For a generic µ, when r > rk, aˆ(r) is continuous and piecewise differ-
entiable. Its differential,
daˆ(r)
dr
, is equal to −
1
2
Eˆ(r), where Eˆ(r) = E(cˆ(r)) is
only piecewise continuous.
(3) Suppose µ is bounded, degree{σ} = −k and k is large enough, then
cˆ(2) is reducible.
(4) Although cˆ(r) is called min-max generator for convenience, it might
not be an actual min-max component of the homology {σ}. In fact, in [4],
Taubes’s min-max generator (denoted as cˆT (r) here) is an actual min-max
component of {σ}. However, his cˆT (r) is only defined when r ∈ U , where U is
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an open dense subset of (rk,∞). The crucial relationship between cˆT (r) and
cˆ(r) is
lim
r∈U,r→∞
|E(cˆT (r))−E(cˆ(r))| = 0. (2.4)
All the features above will be illustrated in Section 5.
Remark 2.5. (1) cˆ(r) itself is not uniquely determined. But any choice obey-
ing the requirements (1)-(4) of the definition will suffice.
(2) Even when r ∈ U , cˆT (r) might be different from cˆ(r). (If you see
these definitions carefully, cˆ(r) and cˆT (r) are not even solutions to the same
Seiberg-Witten equation. This is because Taubes used some extra r-dependent
perturbation of Seiberg-Witten equation to define cˆT (r), see part (d) of Sec-
tion 3 of [4].) The reason that cˆ(r) is still useful is the identity (2.4).
(3) Although aˆ(r) is a continuous function of r, cˆ(r) might not be contin-
uous. In fact, cˆ(r) is only piecewise continuous when µ is generic and r > rk
(see Subsection 5.3 for details).
(4) Usually {σ} ∈ ĤM−k(Y ) is chosen a prior and then not mentioned
subsequently.
2.2 The key estimate on the energy
Remark 2.6. In this paper, C always means some big enough positive con-
stant which is independent with r, k, but can have different values in different
formulas. Plus, O(· · · ) means absolutely smaller than C · (· · · ).
Granted the definitions in 2.1, here is the main theorem:
Theorem 2.7. Suppose that k is a large integer, degree{σ} = −k; and that
µ is chosen to be generic and have small norm. There exists rk ≥ 2 (see
definition 2.1) such that if r > rk, then
|
Eˆ(r)2
8π2k
− V ol(Y )| = O(k−
1
126 ).
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The proof of Theorem 2.7 is in Section 4.
2.3 Application on ECH capacities
Recall in [1] that lim
r∈U,r→+∞
E(cˆT (r)) = 2πcσ(Y, λ), cσ(Y, λ) is the ECH
capacity. Notice, here {σ} should be understood as a Seiberg-Witten Floer
cohomology class, and cˆT (r) should be understood as the min-max genera-
tor of Seiberg-Witten Floer cohomology. However, the estimates in paper are
still valid for Seiberg-Witten Floer cohomology, so it is safe to use the same
notation as for Seiberg-Witten Floer homology elsewhere. So, together with
formula (2.4), here is a corollary:
Corollary 2.8. |
cσ(Y, λ)
2
2k
− Vol(Y)| = O(k−
1
126 ).
Moreover, suppose {σm}(m = 0, 1, 2, 3, · · · ) is a certain sequence of ECH
classes, whose mth term has a degree km ∈ Z and lim
m→+∞
km = +∞. (In
fact, “certain sequence” here means c1(S) is torsion, so that km can be defined
as an integer, though the way to define it is not unique. This is the case
correspondence to the Seiberg-Witten cohomology discussed in this paper. See
[1] for details.) Then,
lim
m→+∞
cσm(Y, λ)
2
2km
= Vol(Y).
Notice, this gives a purely analytic proof of “ECH capacities recover vol-
ume theorem” (see [1]) with an estimate on the speed.
Remark 2.9. There might be a potential further application of this:
In [2], Irie used “ECH capacities recover the volume” theory to prove that on
compact 3-manifold, Reeb orbits are dense for a generic contact form. As a
corollary, on a compact 2-manifold, closed geodesics are dense for a generic
metric. Corollary 2.8 might carry some hints to a quantitative estimate of
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the above theorem. (For example, as I suppose, on a 2-dimensional compact
manifold with a given metric g, there seems to exist a metric gǫ such that
‖gǫ − g‖ ≤ ǫ and gǫ has a closed geodesic with length at most Cǫ
−δ, where C
is independent with ǫ, and δ is independent with everything.)
Now, let’s start to do analysis!
3 Some preliminary estimates
3.1 Estimates from Taubes
From [4] and [1], many inequalities are obtained to be used. They are
stated in the following:
Lemma 3.1. (1) Suppose (a, ψ) is a solution to (SW )r,eµ+g (g is generic, µ
and g are bounded), then
E ≤ rVol(Y ) + C. (3.2)
(2) If (a, ψ) in (1) is irreducible and suppose its E, r has a positive lower
bound, then
|cs+ 2eµ + 2g − 4π
2k| ≤ Cr
31
16 , (3.3)
|cs+ 2eµ + 2g| ≤ Cr
2
3E
4
3 . (3.4)
(3) If (a, ψ) in (1) is reducible, and r has a positive lower bound, then
cs+ 2eµ + 2g =
1
2
r2Vol(Y ) +O(r), (3.5)
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E = rVol(Y ) +O(1), (3.6)
a = −
1
4
r2Vol(Y ) +O(r). (3.7)
Moreover, a corollary can be derived from the above estimates which will
be used later:
Corollary 3.8. c is a irreducible solution to (SW )r,eµ+g with r ≥ 1 and µ, g
bounded, then
ar,eµ+g(c) > 2π
2k −
1
2
r2Vol(Y)− Cr
31
16 . (3.9)
Proof. This is a corollary directly from (3.3),(3.6) and the fact that, for a
solution, ar,eµ+g(c) =
1
2
(cs− rE) + eµ + g.
3.2 A lower bound of rk
Lemma 3.10. When µ is bounded, and when k is large, then rk ≥ 2.
Proof. This is just because of property (3) in property 2.3.
Theorem 3.11. Here is an estimate on rk:
r2k ≥
8π2k
Vol(Y)
− Ck
32
33 .
Proof. If r2 <
8π2k
Vol(Y)
− Ck
32
33 , let cirr, cred be any irreducible and reducible
solutions to (SW )r,eµ respectively.
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From (3.9) one gets
ar,eµ(cirr) > 2π
2k−
r2
2
Vol(Y)−Cr
31
16 > −
r2
4
Vol(Y)+Ck
33
34+O(r
31
16 ) ≥ −
r2
4
Vol(Y)+Ck
33
34 .
The last step is because k = O(r2), so r
31
16 = o(k
33
34 ).
However, from (3.7) one gets
ar,eµ(cred) < −
1
4
r2Vol(Y) + Cr < −
r2
4
Vol(Y) + Ck
33
34 < ar,eµ(cirr).
Notice aˆ(r) is continuous w.r.t. r, so when 1 < r2 <
8π2k
Vol(Y)
− Ck
32
33 , cˆ(r)
cannot shift between reducible and irreducible (since there is always a positive
gap between their actions).
Since cˆ(2) is reducible, so cˆ(r) must be reducible as long as
r2 <
8π2k
Vol(Y)
− Ck
32
33 , which implies r2k ≥
8π2k
Vol(Y)
− Ck
32
33 .
Remark 3.12. Before moving to the upper bound of rk, I want to introduce a
fake proof of theorem 3.11 (which confused me a lot before), which is incorrect
but carries some hints and clarifications on what to expect:
Since rk is the borderline between where cˆ(r) to be irreducible and re-
ducible, it should satisfy all of (1) (2) (3) in lemma 3.1, which implies
cs(cˆ(rk)) + 2eµ(cˆ(rk)) =
1
2
r2kVol(Y) +O(rk) = 8π
2k +O(r
31
16
k ).
Thus r2k =
8π2k
Vol(Y)
+O(k
31
32 ).
This above argument is invalid because cs(cˆ(rk)) + 2eµ(cˆ(rk)) is not con-
tinuous in general, and also because the spectral flow estimate, i.e., (2) of the
lemma 3.1 (also see [4]) ) is invalid for generators contributed from reducible
solutions, even near the borderline. However, one can still say something about
the degree of reducible generators from the spectral flow, which will imply an
upper bound of rk.
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3.3 An upper bound of rk
Theorem 3.13. Suppose that a + g is used to replace a for some generic,
small normed g ∈ P . If a + g is used to defined the Seiberg-Witten equations
(which will henceforth be assumed), then
r2k ≤
8π2k
Vol(Y)
+ Ck
31
32 .
Proof. From [4] one knows, each reducible generator of the “from” version of
the Seiberg-Witten Floer complex corresponds to an eigenvector of the Dirac
operator DA−irλ+2µ with negative eigenvalue. The degree of such a generator
differs by a constant (independent of the eigenvector, eigenvalue and r) from
-2 times the sum of two numbers, X and Y. These are defined as follows: The
number X is the number of negative eigenvalues above the eigenvalue of the
given eigenvector. Meanwhile, the number Y is the spectral flow for the family
DA−is+2, s ∈ [0, r].
(The reason for the use here of a generic g to perturb a is that, the above
argument requires the Dirac operator to have spectrum with multiplicity 1 for
each eigenvalue, see [4] for details.)
Thus, the degree of a reducible generator (when r ≥ 1) is
−k = −2X− 2Y+ C ≤ −2Y+ C = −
1
8π2
r2Vol(Y) +O(r
31
16 ).
Thus −k ≤ −
1
8π2
r2Vol(Y) + Cr
31
16 , whenever cˆ(r) is reducible.
Thus
1
8π2
r2kVol(Y) ≤ k + Cr
31
16 , which implies theorem 3.13.
Combine theorem 3.11 and theorem 3.13 together, here is the final conclu-
sion about rk:
Theorem 3.14.
r2k =
8π2k
Vol(Y)
+O(k
32
33 ).
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And also,
aˆ(rk) = −
1
4
r2kVol(Y) +O(rk) = −2π
2k +O(k
32
33 ).
The last step is because rk = O(k
1
2 ) ≤ O(k
32
33 ).
4 The crucial estimate
In this section, the goal is to prove theorem 2.7.
4.1 Differential equations
Lemma 4.1. Suppose µ is generic and bounded.
Let y1 =
cˆs(r)− 4π2k + 2eˆµ(r)
r
and y2 =
cˆs(r) + 2eˆµ(r)
r
,
When r > rk, the functions E − y1 and E − y2 are continuous, piece-
wise differentiable; and where they are differentiable, they satisfy the following
equation:
d(Eˆ − yi)
dr
=
yi
r
, i = 1, 2. (4.2)
Proof. From property (2) of property 2.3, one knows
daˆ(r)
dr
= −
1
2
Eˆ(r). (4.3)
Also notice y1 =
−2aˆ− 4π2k
r
+ Eˆ, y2 = −
2aˆ
r
+ Eˆ by definition. Differentiate
these formulas using the formula in (4.3) for derivatives of aˆ, and one gets
(4.2).
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Lemma 4.4. Here are the estimates on initial values:
I1 := (Eˆ − y1)(rk) = rkVol(Y) +O(r
31
33
k ), (4.5)
I2 := (Eˆ − y2)(rk) =
1
2
rkVol(Y) +O(1). (4.6)
Proof. From theorem 3.14, one gets
(Eˆ − y2)(rk) =
−2aˆ(rk)
rk
=
1
2
rkVol(Y) +O(1).
Also,
(Eˆ−y1)(rk) =
−2aˆ(rk)− 4π
2k
rk
= rkVol(Y)+O(1)+
O(k
32
33 )
rk
= rkVol(Y)+O(r
31
33
k ).
The last step is because k = O(r2k).
There is one more estimate to exhibit before moving on:
Lemma 4.7. For any r ≥ rk,
|y1| ≤ Cr
15
16 , (4.8)
|y2| ≤ Cr
−
1
3 Eˆ(r)
4
3 . (4.9)
Proof. (4.8) is directly from the definition of y1 and (3.3).
(4.9) is from the definition of y2 and (3.4) (notice Eˆ is bounded from below
is because {σ} is nontrivial, see [4] for a similar argument).
4.2 Integrals and asymptotic comparison estimates
Now let’s do the integration estimates.
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Lemma 4.10. Suppose r ≥ rk,
Eˆ(r) = rkVol(Y) +O(r
31
33 ). (4.11)
Proof. Plug (4.8) into (4.2), one gets
|(Eˆ(r)− y1(r))− I1)| ≤
ˆ r
rk
Cs−
1
16ds = O(r
15
16 ),
combining with (4.5) and (4.8) again one gets
Eˆ(r) = rkVol(Y) +O(r
31
33
k ) +O(r
15
16 ) = rkVol(Y) +O(r
31
33 ).
The last step is because r ≥ rk and
31
33
>
15
16
.
Lemma 4.12. Suppose
Eˆ(r) = rkVol(Y ) +O(r
δ + rǫk) (4.13)
with δ, ǫ constrained as follows: First 0 < δ < 1, and δ 6=
1
4
). Second,
4δ
3δ + 1
≤ ǫ < 1. Then Eˆ(r) = rk obeys the stronger bound:
Eˆ(r) = rkVol(Y ) +O(r
4
3
δ− 1
3 + rǫk).
Proof. Plug (4.13) into (4.9), one gets
|y2| ≤ Cr
−
1
3 (rkVol(Y ) +O(r
δ) +O(rǫk))
4
3 = O(r−
1
3 r
4
3
k + r
4
3
δ− 1
3 ). (4.14)
Choose r0 ≥ rk, when r ≥ r0, plug the above inequality into (4.2), one
gets
|(Eˆ(r)− y2(r))− (Eˆ(r0)− y2(r0))|
≤ C
ˆ r
r0
s−
4
3 r
4
3
k + s
4
3
δ− 4
3ds
= O(r−
1
3 r
4
3
k + r
−
1
3
0 r
4
3
k + r
4
3
δ− 1
3 + r
4
3
δ− 1
3
0 ).
(4.15)
Thus, use (4.14) again to y2(r) and y2(r0) on the left hand side above, one
has
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|Eˆ(r)− Eˆ(r0)|
= O(r−
1
3 r
4
3
k + r
−
1
3
0 r
4
3
k + r
4
3
δ− 1
3 + r
4
3
δ− 1
3
0 + r
4
3
δ− 1
3 + r
4
3
δ− 1
3
0 )
= O(r−
1
3 r
4
3
k + r
−
1
3
0 r
4
3
k + r
4
3
δ− 1
3 + r
4
3
δ− 1
3
0 ).
(4.16)
Remember r ≥ r0 ≥ rk ≥ 2, so whether or not
4
3
δ −
1
3
is positive, one
always has r
4
3
δ− 1
3
0 = O(r
4
3
δ− 1
3 + rǫk), and r
−
1
3 r
4
3
k ≤ r
−
1
3
0 r
4
3
k .
So together with (4.13) one gets :
Eˆ(r) = rkVol(Y ) +O(r
δ
0 + r
ǫ
k + r
−
1
3
0 r
4
3
k + r
4
3
δ− 1
3 ).
The is also true when rk ≤ r ≤ r0 directly by (4.13).
So by choosing r0 = r
4
3δ+1
k so that r
δ
0 = r
−
1
3
0 r
4
3
k = r
4δ
3δ+1
k = O(r
ǫ
k),
one has Eˆ(r) = rkVol(Y ) +O(r
ǫ
k + r
4
3
δ− 1
3 ).
Lemma 4.17. Same condition as lemma 4.12 , but the result is
Eˆ(r) = rkVol(Y ) +O(r
ǫ
k).
Proof. Starting with any δ, iterating lemma 4.12, by replacing δ with
4
3
δ −
1
3
= 1 −
4
3
(1 − δ) finite many times, and increase a little bit if it
touches
1
4
, until it is below 0, so the corresponding term can be bounded, and
can be absorbed into O(rǫk). Finally one can get,
Eˆ(r) = rkVol(Y ) +O(r
ǫ
k).
4.3 Proof of theorem 2.7
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An appeal to lemma 4.17 can be made starting from δ =
31
33
, ǫ =
4δ
3δ + 1
=
62
63
because of (4.11). This appeal leads to the bound:
Eˆ(r) = rkVol(Y ) +O(r
62
63
k ).
So
Eˆ(r)2 = r2kVol(Y )
2 +O(r
125
63
k ).
So use theorem 3.14 again,
Eˆ(r)2 − 8π2kVol(Y ) = O(r
125
63
k + k
32
33 ) = O(k
125
126 ).
The last step is because rk = O(k
1
2 ), so O(r
125
63
k + k
32
33 ) = O(k
125
126 + k
32
33 ) =
O(k
125
126 ).
Finally, from above, one gets
|
Eˆ(r)2
8π2k
− Vol(Y )| = O(k−
1
126 ).
5 Existence of min-max generators
This section gives the construction of min-max generators.
5.1 Construction of aˆ(r) for any µ
Definition 5.1. Fix r and µ, for any integer m > 1, choose gm ∈ P with
‖gm‖P <
1
m
and generic (so ĤMk(Y )r,eµ+gm is well-defined). Let
aˆ(r)eµ+gm = min{max{ar,eµ+gm(c)| c is a generator of σ}| σ is a representative of{σ}}.
Furthermore, let aˆ(r) = lim
m→+∞
aˆ(r)eµ+gm, then one gets:
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Lemma 5.2. aˆ(r) doesn’t depend on gm.
Proof. Suppose there are two different ways of choosing gm, denoted as gm and
g′m separately. Connect them via a generic path g(s) ∈ P, −∞ < s < +∞
which is defined so that g(s) = gm + eµ where s < −1, and g(s) = g
′
m + eµ
where s > +1. The path can also be chosen to obey the bound ‖
dg
ds
‖ ≤
4
m
.
(The notation here uses ‖ · ‖ to denote the P norm defined in [3].)
Consider the SW trajectories on Y ×R using perturbation g(s). The corre-
sponding instantons on Y ×R give an isomorphism T : ĤM−k(SW )r,gm+eµ →
ĤM−k(SW )r,g′m+eµ .
To be precise, T is the map mˆ defined in definition 25.3.4 of the book [3],
evaluating at the cohomology class “1” of the blown-up configuration space of
Y ×R. The above T is a prior only an homomorphism from ĤM •(SW )r,gm+eµ
to ĤM•(SW )r,g′m+eµ . (See theorem 23.1.5 and its corollary in the book [3].)
Here, HM• stands for the negative completion of the homology, in the sense of
definition 3.1.3 of the book [3]. (This notation is not important in this paper.)
However, in the special case as above, T is an isomorphism and keeps the
degree −k. This is because here c1(S) is torsion and the perturbation is bal-
anced, and the cobordism Y × R is a cylinder. For a generic g(s), the above
T counts the instantons on Y × R in four different ways (see definition 25.3.3
of the book [3], where T has four components which form a 2× 2 matrix. The
four components are correspondence to : (1) irreducible to irreducible, (2)ir-
reducible to reducible, (3)reducible to irreducible, (4) reducible to reducible
respectively). Carefully checking them, one finds that in each component, T
only counts the (possibly broken) instantons on Y ×R which connects elements
in ĤM •(SW )r,gm+eµ to ĤM•(SW )r,g′m+eµ with the the same degree.
Now let c, c′ be solutions to (SW )r,gm+eµ , (SW )r,g′m+eµ both of degree -k,
and with c′ being a component of Tc. Then, there is at least one instanton
trajectory (or possibly a broken one) connecting c to c′. By instanton, I mean
a family of configurations parametrized by the coordinate s for R obeying the
following conditions: First, the s → −∞ limit should be c and the s → ∞
limit should be gauge equivalence with c (still denoted as c′). Second, the
s-dependent family of configuration should obey the equation:
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dds
c(s) = −∇(ar + g(s)).
Although the definition of T (see mˆ in the definition 25.3.4 of the book
[3]) used the blown-up configuration space, the instanton trajectory used here
is only its projection to the configuration space without blown up. Granted
above, then
ar,g′m+eµ(c
′)− ar,gm+eµ(c) =
ˆ
+∞
−∞
d
ds
(ar(c(s)) + g(s)(c(s)))ds
=
ˆ
+∞
−∞
(∇(ar + g(s)) ·
dc(s)
ds
+
dg(s)
ds
(c(s)))ds
=
ˆ
+∞
−∞
(−‖∇(ar + g(s))‖
2 +
dg(s)
ds
(c(s))))ds
≤
ˆ
+∞
−∞
dg(s)
ds
(c(s))ds
≤
ˆ
1
−1
4
m
‖c(s)‖ds ≤
Cr
m
.
(5.3)
Here Cr is some constant independent with m, gm and g
′
m.
Let’s continue the proof, suppose σˆr,gm+eµ is a representative of {σ} and
cˆr,gm+eµ is a component of σˆr,gm+eµ which achieves the min-max of action, i.e.,
ar,gm+eµ(cˆr,gm+eµ) = aˆ(r)gm+eµ.
Let c be any component of σˆr,gm+eµ, then by definition,
ar,gm+eµ(c) ≤ ar,gm+eµ(cˆr,gm+eµ).
Let c′ be any component of Tc, one gets , by the above lemma,
ar,g′m+eµ(c
′) ≤ ar,gm+eµ(c) +
Cr
m
≤ ar,gm+eµ(cˆr,gm+eµ) +
Cr
m
.
Since the above is true for any component of T σˆr,gm+eµ , which is a repre-
sentative of {σ} in the g′m version of SW homology, one gets:
aˆ(r)g′m+eµ ≤ aˆ(r)gm+eµ +
Cr
m
.
Similarly,
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aˆ(r)gm+eµ ≤ aˆ(r)g′m+eµ +
Cr
m
.
So |aˆ(r)g′m+eµ − aˆ(r)gm+eµ | ≤
Cr
m
. Let m→ +∞, it implies lemma 5.2.
5.2 Continuity of aˆ(r)
Theorem 5.4. The aˆ(r) defined just now is continuous along r.
Proof. Fix r0, suppose gm is chosen as in last Subsection for r0. Notice
(SW )r0+ǫ,eµ+e 1
2
ǫλ
+gm is the same equation as (SW )r0,eµ+gm for any ǫ ∈ R,
and when |ǫ| is small (say, when 0 ≤ |ǫ| < δ(r0, m)), ‖gm + e 1
2
ǫλ‖P <
1
m
still
holds true. Thus gm+ e 1
2
ǫλ can also play the role of “gm” with r = r0+ ǫ when
ǫ is small, and they have the same action on min-max generators. Thus, as
long as |ǫ| < δ(r0, m) , |aˆ(r0)gm+eµ − aˆ(r0 + ǫ)| ≤
Cr0+ǫ
m
. Moreover, remember
|aˆ(r0)gm+eµ − aˆ(r0)| ≤
Cr0
m
, thus |aˆ(r0)− aˆ(r0 + ǫ)| ≤
Cr0 + Cr0+ǫ
m
.
Notice Cr is bounded nearby r0 (for |ǫ| < δ(r0, m)), so m → ∞ implies
Cr0 + Cr0+ǫ
m
can be arbitrarily small, which implies aˆ is continuous.
It is always possible to construct cˆ(r) in (SW )r,eµ, if it is only required to
have an action equal to aˆ(r). This is the following lemma:
Lemma 5.5. For each r, one can choose a solution of (SW )r,eµ, denoted by
cˆ(r)µ(or cˆ(r), cˆ for short) , such that ar,eµ(cˆ(r)) = aˆ(r). (The way to choose
may not be unique.) cˆ(r) is called the min-max generator.
Proof. By a standard compactness argument of Seiberg-Witten equation, cˆr,gm+eµ
has a convergent subsequence (modulo gauge equivalence)(see [3]). Just sim-
ply choose a limit of such subsequence.
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Moreover, we have the following theorem:
Theorem 5.6. cˆ(r) satisfies the formula (2.4), i.e.,
lim
r∈U,r→∞
|E(cˆT (r))− E(cˆ(r))| = 0.
Here, U, cˆT (r) has the same meaning as in (4) of property 2.3.
Proof. For r ∈ U , the Seiberg-Witten equations for cˆT (r) and cˆ(r) differ by
only a small normed r-dependent tame perturbation, represented by p(r) ∈ P
(see part (d) of Section 3 in [4] for details). Moreover, p(r) can be chosen
so that ‖p(r)‖P <
1
⌈Cr⌉ + 1
, where Cr is defined in the proof of theorem 5.2,
⌈Cr⌉ is the smallest integer above Cr. Thus, fix an r, p(r) can play the role
of gm in definition 5.1 with m = ⌈Cr⌉. Since cˆT (r) is an actual min-max com-
ponent of the homology class {σ} (see [4]), so by the proof of theorem 5.2,
|aˆT (r)− aˆ(r)| ≤
Cr
⌈Cr⌉
≤ 1.
From the inequalities in Section 3.1 and the definition of actions, it is not
hard to see, in any case
−2a
r
= E +O(r−
1
3E
4
3 ).
Since E(cˆ(r)) is bounded by theorem 2.7, so
lim
r∈U,r→∞
|E(cˆ(r)) +
2aˆ(r)
r
| = 0.
Similarly, E(cˆT (r)) is also bounded (see [4]), so
lim
r∈U,r→∞
|E(cˆT (r)) +
2aˆT (r)
r
| = 0.
Together with |aˆT (r)− aˆ(r)| ≤
Cr
⌈Cr⌉
≤ 1, one gets
lim
r∈U,r→∞
|E(cˆT (r))− E(cˆ(r))| = 0.
Notice, the cˆ(r) constructed above might not be piecewise continuous when
r > rk. The r-dependent choices are made in the next section (after choosing
generic µ) so that the resulting family (parametrized by r) is piecewise con-
tinuous when r > rk.
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5.3 Piecewise continuity of cˆ(r) for generic µ
Reference [4] proved that if µ is generic, then there is a discrete subset
in [2,∞), denoted by {p1, p2, · · · }, with the following significance: If r is not
in this set, then the irreducible solutions of (SW )r,eµ are distinguished by the
values of their actions. Second, for any i ∈ {1, 2, · · · }, the irreducible solutions
of (SW )r,eµ for values of r in the interval (pi, pi+1) can be identified so as to
define continuous and piecewise differentiable families of configurations.
Now choose a family cˆ(r) in the manner explained previously. This defines
the number rk as in Definition 2.1. If r > rk and if r is in some interval
(pi, pi+1) for i ∈ {1, 2, · · · }, then, because the min-max action aˆ varies contin-
uously, it follows from the remarks of the preceding paragraph that cˆ(r) will
vary continuously and piecewise differentiably with r for r ∈ (pi, pi+1).
With the preceding understood, consider next:
Lemma 5.7. When r ∈ (pi, pi+1) and when r > rk, then
daˆ(r)
dr
= −
1
2
E(cˆ).
Proof. This is just because cˆ(r) are continuous solutions, thus
daˆ(r)
dr
= (
d
dr
ar,eµ)(cˆ(r))+ < ∇ar,eµ,
d
dr
cˆ(r) >= −
1
2
E(cˆ(r)).
The proof is almost done. Only the property (3) of theorem 2.3 needs to
be checked. But this property is just a corollary of (4) in definition 1.5.
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