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Abstract
Let G = (V,E) be a simple graph with |V | = n nodes and |E| = m
links, a subset K ⊆ V of terminals, a vector p = (p1, . . . , pm) ∈ [0, 1]m and
a positive integer d, called diameter. We assume nodes are perfect but links
fail stochastically and independently, with probabilities qi = 1 − pi. The
diameter-constrained reliability (DCR for short), is the probability that the
terminals of the resulting subgraph remain connected by paths composed
by d links, or less. This number is denoted by RdK,G(p). The general
computation of the parameter RdK,G(p) belongs to the class of NP-Hard
problems, since is subsumes the complexity that a random graph is con-
nected.
A discussion of the computational complexity for DCR-subproblems is
provided in terms of the number of terminal nodes k = |K| and diameter
d. Either when d = 1 or when d = 2 and k is fixed, the DCR is inside
the class P of polynomial-time problems. The DCR turns NP-Hard even
if k ≥ 2 and d ≥ 3 are fixed, or in an all-terminal scenario when d = 2.
The traditional approach is to design either exponential exact algorithms
or efficient solutions for particular graph classes.
The contributions of this paper are two-fold. First, a new recursive
class of graphs are shown to have efficient DCR computation. Second, we
define a factorization method in order to develop an exact DCR computa-
tion in general. The approach is inspired in prior works related with the
determination of irrelevant links and deletion-contraction formula.
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1. Motivation
The definition of DCR has been introduced in 2001 by He´ctor Cancela and
Louis Petingi, inspired in delay-sensitive applications over the Internet infras-
tructure [PR01]. Nevertheless, its applications over other fields of knowledge
enriches the motivation of this problem in the research community [Col99].
We wish to communicate special nodes in a network, called terminals, by d
hops or less, in a scenario where nodes are perfect but links fail stochastically
and independently. The all-terminal case with d = n − 1 is precisely the
probability that a random graph is connected, or classical reliability problem
(CLR for short). Arnon Rosenthal proved that the CLR is inside the class of
NP-Hard problems [Ros77]. As a corollary, the general DCR is NP-Hard as
well, hence intractable unless P = NP.
The focus of this paper is an exact computation of the DCR in a source-
terminal scenario. The paper is structured in the following manner. In Sec-
tion 2, a formal definition of DCR is provided as a particular instance of a
coherent stochastic binary system. The computational complexity of the DCR
is discussed in terms of the diameter and number of terminals in Section 3.
There, we can appreciate that the source-terminal DCR problem belongs to
the class of NP-Hard problems, whenever d ≥ 3. Therefore, only exponential-
time (i.e. over-polynomial) exact algorithms are feasible, unless P = NP.
The main contributions are summarized in Sections 4, 5 and 6. Specifi-
cally, a new family of graphs with efficient source-terminal DCR computation
is introduced in Section 4. A discussion on the determination of irrelevant
components (links) is provided in Section 5. There, we also include a sufficient
condition to have an irrelevant component, which is stronger than previous
sufficient conditions. Nevertheless, the determination of irrelevant links is still
an open problem. In Section 6, a set of elementary operations that are DCR-
invariants are presented. Additionally, an algorithm combines these invariants
with the deletion of irrelevant links and a recursive decomposition method in
graphs. The spirit is to reduce/simplify the network as most as possible dur-
ing each iteration, in order to return the source-terminal DCR exactly and
efficiently. Finally, a summary of open problems and trends for future work is
included in Section 7.
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2. Terminology
We are given a system with m components. These components are ei-
ther “up” or “down”, and the binary state is captured by a binary word
x = (x1, . . . , xm) ∈ {0, 1}m. Additionally we have a structure function φ :
{0, 1}m → {0, 1} such that φ(x) = 1 if the system works under state x, and
φ(x) = 0 otherwise. When the components work independently and stochas-
tically with certain probabilities of operation p = (p1, . . . , pm), the pair (φ, p)
defines a stochastic binary system, or SBS for short, following the terminology
of Michael Ball [Bal86]. An SBS is coherent whenever x ≤ y implies that
φ(x) ≤ φ(y), where the partial order set (≤, {0, 1}m) is bit-wise (i.e. x ≤ y if
and only if xi ≤ yi for all i ∈ {1, . . . ,m}). If {Xi}i=1,...,m is a set of indepen-
dent binary random variables with P (Xi = 1) = pi and X = (X1, . . . , Xm),
then r = E(φ(X)) = P (φ(X) = 1) is the reliability of the SBS.
We recall a bit of terminology coming from graph theory, which will be
used throughout this treatment. A graph G = (V,E) is bipartite if there
exists a bipartition V = V1 ∪ V2 such that E ⊆ {{x, y} : x ∈ V1, y ∈ V2}.
A vertex cover in a graph G = (V,E) is a subset V ′ ⊆ V such that V ′ meets
all links in E. If P = {V1, . . . , Vc} is a partition of V , the quotient graph is
G′ = (P,E′), where {Vi, Vj} ∈ E′ if and only if i 6= j and there exists an
edge from a vertex of Vi to a vertex of Vj in E. We say vj is reachable from
vi either when vi = vj or there is a path from vi to vj . In a simple graph
G, reachability is an equivalence relation, and c, the number of classes in the
quotient graph, is the number of connected components. A graph G is con-
nected if it has precisely one component. A deletion of link e = {x, y} ∈ E
in graph G = (V,E) produces the graph G − e = (V,E − e). A link con-
traction produces a graph G ∗ e = (V ′, E′), with vertex-set V ′ = V − {x}
and edge-set E′ = E − {{v, x}, v ∈ V } ∪ {{v, y} : {v, x} ∈ E}. Observe
that a contraction may result in a multi-graph (i.e., a graph with multi-
ple edges incident to fixed nodes). A node deletion produces a new graph
G− v = (V − {v}, E − {x, v} : x ∈ V ). A cut-vertex v ∈ V in G = (V,E) is a
vertex such that G− v has more components that G.
Now, consider a simple graph G = (V,E), a subset K ⊆ V and a positive
integer d. A subgraph Gx = (V,Ex) ⊆ G is d-K-connected if dx(u, v) ≤
d,∀{u, v} ⊆ K, where dx(u, v) is the distance between nodes u and v in the
graph Gx. Let us choose an arbitrary order of the edge-set E = {e1, . . . , em},
ei ≤ ei+1. For each subgraph Gx = (V,Ex) with Ex ⊆ E, we identify a
binary word x ∈ {0, 1}m, where xi = 1 if and only if ei ∈ Ex; this is clearly
a bijection. Therefore, we define the structure φ : {0, 1}m → {0, 1} such that
φ(x) = 1 if Gx is d-K-connected, and φ(x) = 0 otherwise. If we assume nodes
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are perfect but links fail stochastically and independently ruled by the vector
p = (p1, . . . , pm), the pair (φ, p) is a coherent SBS. Its reliability, denoted
by RdK,G(p), is called diameter constrained reliability, or DCR for short. A
particular case is Rn−1K,G(p), called classical reliability, or CLR for short.
In a coherent SBS, a pathset is a state x such that φ(x) = 1. A minpath
is a state x such that φ(x) = 1 but φ(y) = 0 for all y < x (i.e. a minimal
pathset). A cutset is a state x such that φ(x) = 0, while a mincut is a state
x such that φ(x) = 0 but φ(y) = 1 if y > x (i.e. a minimal cutset). We will
denote OKd (G) to the set of all d-K-connected subgraphs of a ground graph G.
3. Computational Complexity
The class NP is the set of problems polynomially solvable by a non-
deterministic Turing machine [GJ79]. A problem is NP-Hard if it is at least
as hard as every problem in the set NP (formally, if every problem in NP has
a polynomial reduction to the former). It is widely believed that NP-Hard
problems are intractable (i.e. there is no polynomial-time algorithm to solve
them). An NP-Hard problem is NP-Complete if it is inside the class NP.
Stephen Cook proved that the joint satisfiability of an input set of clauses in
disjunctive form is an NP-Complete decision problem; in fact, the first known
problem of this class [Coo71]. In this way, he provided a systematic procedure
to prove that a certain problem is NP-Complete. Specifically, it suffices to
prove that the problem is inside the class NP, and that it is at least as hard as
an NP-Complete problem. Richard Karp followed this hint, and presented the
first 21 combinatorial problems inside this class [Kar72]. Leslie Valiant defines
the class #P of counting problems, such that testing whether an element should
be counted or not can be accomplished in polynomial time [Val79]. A problem
is #P-Complete if it is in the set #-P and it is at least as hard as any problem
of that class.
Recognition and counting minimum cardinality mincuts/minpaths are at
least as hard as computing the reliability of a coherent SBS [Bal86]. Arnon
Rosenthal proved the CLR is NP-Hard [Ros77], showing that the minimum
cardinality mincut recognition is precisely Steiner-Tree problem, included in
Richard Karp’s list. The CLR for both two-terminal and all-terminal cases are
still NP-Hard, as Michael Ball and J. Scott Provan proved by reduction to
counting minimum cardinality s−t cuts [PB83]. As a consequence, the general
DCR is NP-Hard as well. Later effort has been focused to particular cases of
the DCR, in terms of the number of terminals k = |K| and diameter d.
When d = 1 all terminals must have a direct link, R1K,G =
∏
{u,v}⊆K p(uv),
where p(uv) denotes the probability of operation of link {u, v} ∈ E, and
p(uv) = 0 if {u, v} /∈ E. Furthermore, the reliability of critical graphs (in
the sense that the diameter is increased under any link deletion) is again the
IRRELEVANT COMPONENTS AND EXACT COMPUTATION OF THE DIAMETER
CONSTRAINED RELIABILITY 5
product of all its elementary reliabilities. An example is the complete graph
Kn for diameter d = 1, or a complete bipartite graph when d = 2.
The problem is still simple when k = d = 2. In fact, R2{u,v},G = 1 −
(1 − p(uv))∏w∈V−{u,v}(1 − p(uw)p(wv)). He´ctor Cancela and Louis Petingi
rigorously proved that the DCR is NP-Hard when d ≥ 3 and k ≥ 2 is a
fixed input parameter, in strong contrast with the case d = k = 2 [CP04].
The literature offers at least two proofs that the DCR has a polynomial-time
algorithm when d = 2 and k is a fixed input parameter [Sar13, CCR+13].
Pablo Sartor et. al. present a recursive proof [Sar13], while Eduardo Canale et.
al. present an explicit expression for R2K,G that is computed in a polynomial
time of elementary operations [CCR+13]. E. Canale and P. Romero proved
the remaining cases, showing that DCR computation belongs to the class of
NP-Hard problems in an all-terminal scenario with d ≥ 2.
The whole picture of complexity analysis is shown in Fig. 1 as a function
of the different pairs (k, d).
k (fixed)
d
2 3 . . .
2
3
...
n− 2
n− 1
...
O(n) [CP04] O(n) [CCR+13]
NP-Hard [CP04]
NP-Hard [Ros77] NP-Hard [PB83]
k = n or free
NP-Hard; [CR14]
NP-Hard; [CR14]
Figure 1. DCR Complexity in terms of the diameter d and num-
ber of terminals k = |K|
4. Exact Computation in Special Graphs
So far, an efficient (i.e., polynomial-time) computation of the DCR is
available only for special graphs. Moreover, all of them tend to be sparse
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(i.e., with few links). To the best of our knowledge, the whole list includes
grids [Pet13], weak graphs [CRRS14], ladders and spanish fans [Sar13].
A spanish fan is a wheel without a link of its external cycle. Ladders are
recursively defined in the thesis [Sar13]. The source-terminal DCR computa-
tion for both families of graphs is obtained recursively therein. A graph is weak
if the removal of an arbitrary subset E′ ⊆ E of r links looses the diameter-
connectivity property (specifically, there is a couple of terminals x, y ∈ K such
that d(x, y) > d in the graph (V,E − E′)). Weak graphs with r indepen-
dent of n admit an efficient DCR computation; the key idea of the proof is
that only graphs with more than m − r links should be tested to respect the
diameter-constrained property. It is worth to remark that trees, cycles and
Monma graphs are weak graphs. Since Monma graphs play a central role in
robust network design, weak graphs provides a bridge between both areas, to
know, network reliability and topological network design. Louis Petingi added
grids to the list, which are planar graphs where each region is a square. In its
proof, grids are first reduced, using the deletion of irrelevant links, and then
finds an exact expression. The reader can appreciate from Figure 1 that an
efficient computation is also feasible for diameter d = 2 and a fixed number of
input terminals k [CCR+13]. An explicit expression for RdK,G(p) is provided
in [CCR+13].
We will show that the list of graphs that have exact source-terminal DCR
computation will not include all bipartite graphs, unless P = NP. First, we
name a specific family of graphs, which served as a point of departure in the
analysis of source-terminal DCR.
Definition 4.1. Given a bipartite graph G = (V,E) with V = A ∪ B and
E ⊆ A × B and a diameter d ≥ 3. Consider an elementary path P with
ordered node set V (P ) = {s, s1, . . . , sd−3}. Cancela-Petingi network is defined
as the graph G′ = (V ′, E′) with node-set V ′ = A ∪ B ∪ V (P ) and edge-set
E′ = E ∪ E(P ) ∪ I, being I = {{sd′ , a}, a ∈ A} ∪ {{b, t}, b ∈ B}, and all
links in G′ are perfect but links in I, which fail independently with identical
probabilities p = 1/2.
Figure 2 illustrates Cancela-Petingi network for bipartite graph C6, when
d = 6.
Cancela and Petingi used this family of graphs in order to prove that the
source-terminal DCR belongs to the class of NP-Hard problems [CP04]. They
showed that the reliability computation of these networks of these graphs is at
least as hard as counting vertex covers in bipartite graphs, which is indeed a
#P-Complete problem [PB83].
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s s1 s2 s3
a1
a2
a3
b1
b2
b3
t
Figure 2. Cancela-Petingi network with terminal set {s, t} and
d = 6, for the particular bipartite instance C6.
Corollary 4.1. The general DCR computation in bipartite graphs be-
longs to the class of NP-Hard problems.
Proof. Bipartite graphs include Cancela-Petingi graphs. The DCR com-
putation in Cancela-Petingi graphs is at least as hard as counting vertex covers
in bipartite graphs. 
Curiously, all graphs from the list are sparse. Proposition 4.1 confirms
that it is hard to find the DCR of dense bipartite graphs. The general DCR
computation in complete graphs is NP-Hard as well (all graphs are particular
cases of the complete graph, choosing p(uv) = 0 for some links).
From now on, we will stick to the source terminal case, where the terminal-
set will be named K = {s, t}. The DCR for a new family of graphs will be
efficiently found for this case.
Definition 4.2. Let H and G be two graphs. Let e = xy an distinguished
edge of H and s, t distinguished in G. We define the replacement of e by G in
H, and write H +e G to the graph obtained from H − e ∪G by identifying x
with s and y with t.
For example, if H is a triangle with nodes {1, 2, 3}, we consider e = {1, 2}
and G a triangle with nodes {s, t, u}, then the replacement of e by G in H is the
new graph H+eG with node-set {1, 2, 3, s, t, u} and edge-set {13, 23, su, ut, st}.
Definition 4.3. Let H = (V,E) and G be two graphs, where s, t rep-
resent distinguished nodes in G. The replacement of G in H is denoted
by HG, and is obtained replacing successively all links from H by G. If
E = {{x1, y1}, . . . , {xm, ym}} then:
(1) HG = H + (x1, y1)G+ (x2, y2)G+ . . .+ (xm, ym)G,
In words, we replace each link of H by the source-terminal graph G.
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Proposition 4.2. Consider any fixed graph H , K = {u, v} ⊆ V (H),
{x, y} ∈ E(H), and a positive integer d ≥ 1. Then, RdK,H+eG depends polyno-
mially on Rd{s,t},G for any fixed K = {u, v} in V (H). In particular, the same
result holds for HG.
Proof. Minpaths of a source-terminal scenario are s− t paths. Tese min-
paths in H could consist in a large number of paths, but constant in H, since
H is fixed. Now, the minpaths of HG consists on paths of the form
v10, . . . , v
1
n1 = v
2
0, . . . , v
2
n1 = v
3
0, . . . , v
k−1
nk−1 = v
k
0 , . . . , v
k
nk
,
where
v10, v
2
0, . . . , v
k
0 , v
k
nk
is a minpath in H, and for j = 1, . . . , k
vj0, . . . , v
j
n1 ,
is a minpath in G. Let us notice that the equality vjnj = v
j+1
0 is in HG,
but, though vjnj and v
j+1
0 come from the vertices {s, t}, they could come from
different vertices, for instance, vjnj could come from s but v
j+1
0 from t. By
Inclusion-Exclusion formula, the reliability of H is a polynomial on the relia-
bility of its minpaths. If Ri from i = 1, . . . , L represent the reliability of the i-th
minpaths of H in some order, then, there exits a multinomial P (x1, x2, . . . , xL)
such that
(2) Rd{u,v},H = P (R1, R2, . . . , RL).
Then, if the i-th minpath has length ni, we have
(3) Ri =
∑
d1+...+dni≤d
nj∏
j=1
R
dj
{s,t},G

Proposition 4.2 tells us that the replacement operation is a complexity
invariant.
A closed formula for Rd{s,t},HG is obtained replacing (2) into (3):
(4) Rd{u,v},H = P (
∑
d1+...+dni≤d
nj∏
j=1
R
dj
{s,t},G, . . . ,
∑
d1+...+dnl≤d
nl∏
j=1
R
dj
{s,t},G).
Expression (4) could be useful in order to compare the performance of exact
approaches by replacement in fixed graphs. We recommend to pick a member
G from the list of graphs that accept polynomial-time DCR computation.
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5. Exact computation and Irrelevant Components
In this section, we explore exact computation of the diameter constrained
reliability for general graphs. A natural approach is to enrich this field with
relevant results coming from classical reliability (here, we will term classical
reliability as reliability with no diameter-constraint).
The literature that deals with exact computation in the classical reliability
measure is vast and rich. We invite the reader to find a list of references in the
survey [RVT95], and Chapter 7 from [RT09]. In [RVT95], Suresh Rai et. al.
suggest a classification of exact approaches into three classes, to know:
• Inclusion-Exclusion methods.
• Sum of Disjoint Products (SDPs).
• Factorization methods.
Inclusion-Exclusion methods are still valid for arbitrary stochastic binary sys-
tems. Indeed, the key idea is to enumerate all minpaths M1, . . . ,Mr and to
compute the reliability R in the following manner:
(5) R = P (∪ri=1Mi),
where the last union is developed using inclusion-exclusion principle. The main
drawback of this family of techniques is that they deal with a full enumeration
of minpaths (or cutsets).
The key idea from the second class of methods is to re-write Expres-
sion (5) in a sum of disjoint products, in order to translate that probability
into a sum. Valuable references are available in the classical reliability con-
text [RVT95]. To the best of our knowledge, there is no development of SDPs
to find the diameter-constrained reliability. For instance, Ahmad method finds
all branches from source to terminal, and the sums their probabilities. Ahmad
method [Ahm82] can be adapted in a straightforward manner, by means of a
deletion of branches which are larger than the diameter d. However, a more
efficient method would delete those branches online, while branches are built.
A seminal work from the third class of methods is due to Moskowitz,
inspired in electrical circuits [Mos58]. He observed that in the K-terminal
reliability, the following contraction-deletion formula holds:
(6) RK,G = (1− pe)RK,G−e + pRK′,G∗e,
being G ∗ e the contraction of link e = {x, y}, and K ′ the new terminal set
in G ∗ e, where the identified node is a terminal if and only if x or y are
terminals in G. This idea helps to successively reduce the graph, and finish the
sequence in a trivial graph (non-connected or trivially connected). The process
requires an exponential number of operations in a worst case, but it can be
accelerated choosing the components to delete in a specific order. In network
reliability context, it is recommended to combine deletion-contraction formula
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with the deletion of irrelevant components iteratively, in order to accelerate
the reduction of the network size [RVT95, SW85].
The determination of irrelevant components (links) in classical network
reliability is already understood. However, finding irrelevant links in diame-
ter constrained reliability is a new topic, that has been addressed in recent
works, for the specific source-terminal case [CKP11, Pet13]. Irrelevance in the
diameter-constraint scenario is formalized in the following decision problem.
Definition 5.1 (Relevance of a Link in DCR). INPUT: graph G = (V,E),
nodes s, t ∈ V , link e ∈ E and positive integer d : 2 ≤ d ≤ |V |.
PROPERTY: G has an s− t path P with length not greater than d, such that
e ∈ P .
Suppose that we require to connect the terminals K = {st} in a network
G using d hops or less. Therefore, a link e = {x, y} is irrelevant if there is
no elementary path P with length l(P ) ≤ d such that e ∈ P . The first work
in the area is provided by Cancela et. al. [CKP11]. The authors propose a
sufficient condition to determine when a link is irrelevant. Specifically, they
observed that if d(s, x) + d(y, t) ≥ d and d(s, y) + d(x, t) ≥ d, then e = {x, y}
is irrelevant. However, they pointed out that the idea does not work for the
graph from Figure . There, d(s, x) = 1 and d(y, t) = 2, but link e = {x, y} is
irrelevant when d = 6. Louis Petingi proposed a stronger sufficient condition:
if dG−e(s, x) + dG−e(y, t) ≥ d and dG−e(s, y) + dG−e(x, t) ≥ d, then e = {x, y}
is irrelevant. Observe the condition is identical, but distances are taken in the
graph G − e, since link e should be used only once. Let us call Conditions 1
and 2, in chronological order. In Figure , we can appreciate link e is irrelevant
whenever d ≤ 6. In order to fix ideas, consider d = 5. Condition 1 does not
return link e as irrelevant, since d(s, x) + d(y, t) = 1 + 2 < 5. However, Condi-
tion 2 certificates correctly that e is irrelevant, since dG−e(s, x) + dG−e(y, t) =
1 + 4 = 5 < 6 and dG−e(s, y) + dG−e(x, t) = 4 + 1 = 5 ≥ 5.
s 1
2
3 4 5
6
t
Figure 3. Sample graph G with an irrelevant link e = {1, 2}
when d = 6.
We invite the reader to check that e is irrelevant when d = 6, but Condi-
tions 1 and 2 fail to give a positive certificate of irrelevance. In this paper, we
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will present a stronger sufficient condition (that we will term Condition 3 for
chronological reasons). Let us denote sP t an s− t path, and the concatenation
of paths P1 and P2 as P1P2. The directed path composed by link {x, y} from
x to y is denoted (x, y). The key point is that a successful path sP t should
either present the shape sP1(xy)P2t or sP1(yx)P2t, In both cases, paths P1
does not contain nodes t neither y, and P2 does not contain x neither s must
be disjoint.
Proposition 5.1. Let us consider a simple graph G = (V,E), two ter-
minal nodes {s, t} ∈ K ⊆ V and a link e = {x, y} ∈ E. If dG−y−t(s, x) +
dG−s−x(y, t) ≥ d and dG−x−t(s, y) + dG−s−y(x, t) ≥ d, then e is irrelevant.
Proof. Suppose P is a successful path (i.e., eıP and l(P ) ≤ d). There are
two possible cases:
• P = sP1(xy)P2t where P1 ⊆ G − y − t and P2 ⊆ G − x − s. Then
l(P ) = l(P1) + 1 + l(P2) ≥ dG−y−t(s, x) + 1 + dG−x−s ≥ d+ 1, which is
a contradiction, since l(P ) ≤ d.
• P = sP1(yx)P2t where P1 ⊆ G − t − x and P2 ⊆ G − y − s. Then
l(P ) = l(P1) + 1 + l(P2) ≥ dG−x−t(s, x) + 1 + dG−y−s ≥ d+ 1, which is
a contradiction, since l(P ) ≤ d.
Therefore, there is no successful path, and link e is irrelevant. 
The graph inclusions G − e ⊆ G − y − t and G − e ⊆ G − x − s hold in
general.
Then, dG−e(s, x) + dG−e(y, t) ≤ dG−y−t(s, x) + dG−s−x(y, t). As a conse-
quence, if dG−e(s, x) + dG−e(y, t) ≥ d then dG−y−t(s, x) + dG−s−x(y, t) ≤ d,
and Condition 3 is stronger than Condition 2.
Let us return to Figure 3 for diameter d = 6. Condition 2 fails, since
dG−e(s, x) + dG−e(y, t) = 1 + 4 = 5 < 6. However, Condition 3 gives a positive
certificate of irrelevance, since dG−y−t(s, x) + dG−s−x(y, t) = 1 + 5 = 6 ≥ 6,
and dG−x−t(s, y) + dG−s−y(x, t) =∞ ≥ d. In this case it is impossible to visit
node y before x, and t is unreachable from x in graph G− x− t.
We have already three sufficient conditions to determine whether a certain
link is irrelevant or not. In [CKP11], the authors state that an efficient con-
dition to determine irrelevant links is still an open problem. A classical result
from complexity theory is that finding the Longest Path between two nodes
is an NP-Hard problem (since Hamilton Path can be reduced to it [GJ79]).
More recently, Louis Petingi proved that finding the longest path through a
certain link belongs to the class of NP-Hard problems, where links can assume
integer costs [Pet13]. Let us show here that Relevance of a Link in DCR is a
particular subset of instance of the following decision problem:
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Definition 5.2 (Shortest Path). INPUT: Graph G = (V,E), costs c : E →
Z in the edges, nodes s, t ∈ V , integer k.
PROPERTY: G has an s− t path P with length not greater than k.
Longest Path can be reduced to Shortest Path taking opposite values for
edges. Moreover, a positive certificate of an arbitrary instance for Shortest
Path is directly recognizable. Then, Shortest Path belongs to the class of NP-
Complete problems.
Let us show here that Relevance of a Link in DCR is included in Shortest
Path. First, we warn that this is not a proof of hardness (just to know, it is a
special sub-problem of a hard one). Consider an arbitrary instance (G, s, t, e, d)
for Relevance of a Link in DCR. Assign unit cost c(e′) = 1 to all links e′ ∈
E − {e}, but c(e) = −(d − 1). Consider Shortest Path instance (G, s, t, c, 0),
this is, with cost function c and integer k = 0. If we are able to find a path
P with cost c(P ) ≤ 0, the path necessarily contains edge e. Additionally, if it
has length l(P ) = l then its cost equals c(P ) = (l − 1) − (d − 1) = l − d ≤ 0,
so l ≤ d. In that case, path P is a solution for Relevance of a Link in DCR.
Here, we just elucidate a bridge between Shortest Path an our problem of
interest. However, an efficient determination of irrelevant links in DCR is still
an open problem.
6. Algorithm
We will combine the strength of Moskowitz decomposition formula (that
is adapted in a diameter constrained scenario) with Condition 3 and elemen-
tary operation that are DCR invariants. The spirit of this technique is either
simplify or reduce the size of the graph as most as possible during each iter-
ation. We will stick to the previous notation (graph G, source and terminals
s, t, diameter d):
• Pending-Node: If the source s (idem terminal t) is pending on a link
e = {s, x} with reliability pe, then we contract link e, and replace G
for its contraction G ∗ e. The invariant is Rd{s,t},G = Rd−1{s′,t},G∗e, being
e′ the new source. All non-terminal pending nodes are deleted.
• Perfect-Path: If a path P = {v1, . . . , vn} is an induced subgraph for
G and links have elementary reliabilities p(vi, vi + 1). then we re-
assign the link reliabilities p(vi, vi+1) = 1 for all i = 1, . . . , n − 2 but
p(vn−1, vn) =
∏n−1
i=1 p(vi, vi+1).
• Perfect-Neighbors: if the source s (idem terminal t) has all perfect
links to its neighbors N(s), then s ∪ N(s) is a new vertex in G′ and
Rd{s,t},G = R
d−1
{s,t},G′ .
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• Perfect-Cut-Node: if v is a cut-node (i.e. G − v has more than one
component), first delete components with all non-terminal nodes (ob-
serve that we cannot finish with more than two components). Second,
apply Perfect-Neighbors to v on both sides.
• Parallel-Links: If we find two links e1 and e2 from the same nodes
with elementary reliabilities p1 and p2, they are replaced by a new link
e with reliability p1 + p2 − p1p2.
This set of five elementary operations are combined with Condition 3 and
Moskowitz decomposition in Algorithm IP5M . The name IP5M stands for
the acronym I (deletion of Irrelevant links), P5 (apply the “5P” elementary
operations), and M (Moskowitz decomposition).
Algorithm 1 R = IP5M(G, s, t, d)
1: if HasPefectPath(G, d) then
2: return R = 1
3: end if
4: if Distance(s, t) < d then
5: return R = 0
6: end if
7: G← I(G,Condition3)
8: (G, s, t, d)← 5P (G, s, t, d)
9: e← NonPerfectRandom(E(G))
10: return (1− pe)IP5M(G− e, s, t, d) + peIP5M(G ∗ e, s, t, d)
The block of Lines 1 to 6 tests the termination (either we will have a perfect
path of length d or less, or there is no s − t path with such distance). The
extreme situations are guaranteed since links will take values in {0, 1} during
the process. In Line 7, Condition 3 is revised in every link. Each irrelevant
link is there removed. Line 8 deserves further explanation. There, the five
“P” operations (to know, Pending-Terminal, Perfect-Path, Perfect Neighbors,
Perfect Cut-Node and Parallel-Links) are introduced, following the list order.
Here we remark that each elementary operation takes place until no additional
reduction with that operation is possible. The reader is invited to check that
all elementary operations run in linear time, but Perfect-Cut-Node, where it
could run in order O(|V |2) if the number of cut nodes is O(|V |) (in that case,
this elementary operation will reduce the graph in a large manner).
For a better understanding of Algorithm IP5M , we will introduce network
G from Figure 3 with diameter d = 6 and identical probabilities pe = p ∈ (0, 1)
as a pictorial example. Since s−1−t is a path with length two, Block of lines 1-6
do not meet a termination case. In Line 7, we test links for Condition 3. As seen
before, link {1, 2} is correctly detected as irrelevant. The reader can observe
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that links {2, 3} and {3, 4} are irrelevant as well, but they are not detected
by Condition 3. Then, pending nodes are found. Nodes 2 and 3 are deleted,
while a contraction of nodes s and 1 takes place, and R6{s,t},G = pR
5
{s,t},C5 .
Observe that G has already been reduced to a cycle. Then, Perfect-Path
is applied, and links {1, 4}, {4, 5} and {5, 6} are perfect, while p(5, 6) = p4.
Immediately, Perfect-Neighbors is called, with no effect in this case. The same
occurs with Functions Cut-Node and Parallel-Links. In Line 9, a non-perfect
link is chosen uniformly at random. In the case, links {6, t} and {1, t} are
the only possibilities. Without loss of generality, let us assume that {6, t} is
chosen. Correspondingly, Moskowitz decomposition formula is applied using
link e = {6, t}, and:
(7) R5{s,t},C5 = (1− p4)R5{s,t},P4 + p4R5{s,t},C4
Finally, IP5M is called twice in order to find respectively R
5
{s,t},P4 and R
5
{s,t},C4 .
In the first network P4, pending non-terminal nodes 6 and 5 and then 4 will be
removed, and the only path {1, t} has probability p, so R5{s,t},P4 = p. In the call
for the cycle C4, a perfect path between terminals is found, and R
5
{s,t},C4 = 1.
The result is precisely:
(8) R6{s,t},G(p) = pR
5
{s,t},C5 = p[(1− p4)p+ p4] = (1− p4)p2 + p5.
By a sum of disjoint products, a direct verification is available. Let us consider
Figure 3 again. Links {1, 2}, {2, 3} and {3, 4} are irrelevant. The success
occurs either when path s − 1 − 4 − 5 − 6 − t works (probability p5) or it
does not but path s − 1 − t works (event with probability (1 − p4)p2). Both
events are mutually exhaustive and disjoints for the connectivity success under
diameter constrained d = 6; so, these terms must be added, and Equation (8)
is retrieved.
7. Concluding Remarks and Trends for Future Work
The system under study has perfect nodes but imperfect links, that fail
stochastically and independently. The classical reliability problem aims to find
the connectedness probability of target nodes, called terminals. In our system,
we also require terminals to be within a specified number of hops or less, called
diameter.
The theory of diameter-constrained reliability DCR inherits several ideas
from classical reliability. Its hardness is inherited; hence exponential time exact
algorithms have been presented so far in order to find de DCR of general graphs.
In theK-terminal reliability, an efficient computation of the DCR is available in
specific families of graphs, to know, weak graphs, ladders and spanish fans. In
the source-terminal scenario, a multinomial recursive expression for the DCR
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is presented for complete graphs with four different link classes (i.e., different
elementary reliabilities on their link), and grid graphs (i.e., planar graphs such
that every region is a square) also accept efficient DCR computation.
Additionally, Monte-Carlo based approaches and other approximation tech-
niques have been inherited from classical reliability as well, with minor modifi-
cations. The three classes of methods for exact computation (Sum of Disjoint
Product, Inclusion-Exclusion and Factorization) require adaptations. Remark-
ably, the contraction operation is not feasible (since the diameter is modified),
and Moskowitz rule decomposes the problem in an on-off link state, where “on”
state now means that the link is perfect. A challenging task now is to deter-
mine irrelevant links, even in a source-to-terminal context, when the diameter
constraint is included.
In this work we studied exact DCR computation for source-terminal sce-
nario. We introduce a recursive family of replacement graphs, that receive a
certain graph G that has an exact and efficient DCR computation, and returns
the DCR for a replacement HG of G by each link in H. Replacement is an
complexity invariant.
Additionally, a new sufficient condition for the determination of relevant
links is provided, together with elementary operations that are DCR invariants.
They were combined with Moskowitz decomposition, resulting in an algorithm,
called IP5M . This algorithm iteratively reduces/simplifies the graph putting
all previous results together. A pictorial example shows the strength of this
algorithm for graphs with reduced size.
There are several aspects that deserve future work. A full comparative
analysis between the different exact algorithms in the literature will give an
insight of the effectiveness and performance (in terms of memory and com-
putational effort). An efficient way to determine irrelevant links is still an
open problem. An exhaustive (and efficient) construction of sum of disjoint
products should be explored. For instance, Ahmad method shows to be sim-
ple and satisfactorily finds a sum of disjoint products, called branches, in the
source-terminal classical reliability scheme. These branches have been adapted
to the context of classical K-terminal reliability. A natural step is to extend
Ahmad method for DCR, first in source-terminal and then in K-terminal set-
tings. Different exact algorithms can be compared on the lights of replacement
graphs.
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