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Abstract. Each particle in a swarm maintains its current position and its 
personal best position. It is useful to think of these personal best positions as a 
population of attractors – updates to current positions are based on attractions to 
these personal best positions. If the population of attractors has high diversity, it 
will encourage a broad exploration of the search space with particles being 
drawn in many different directions. However, the population of attractors can 
converge quickly – attractors can draw other particles towards them, and these 
particles can update their own personal bests to be near the first attractor. This 
convergence of attractors can be reduced by having a particle update the 
attractor it has approached rather than its own attractor/personal best. This 
simple change to the update procedure in particle swarm optimization incurs 
minimal computational cost, and it can lead to large performance improvements 
in multi-modal search spaces. 
Keywords: Particle swarm optimization, crowding, niching, population 
diversity, multi-modal search spaces 
1   Introduction 
The development of particle swarm optimization (PSO) includes inspirations from 
“bird flocking, fish schooling, and swarming theory in particular” [11]. Each particle 
(e.g. a simulated bird) is attracted to its personal best position and the best position of 
a neighbouring member of the swarm. In original PSO [11], the neighbourhood for all 
particles is the entire swarm (i.e. a star topology) – the global best position attracts all 
of the other particles towards it. This concentration of search around a single attractor 
can work well in unimodal search spaces, but this level of convergence can also lead 
to poor performance in multi-modal search spaces.  
To improve the balance between exploration and exploitation, standard PSO [1] 
recommends a ring topology – each particle communicates with only two neighbours. 
With this reduced communication, a single good position will not immediately attract 
all of the other particles in the swarm. Specifically, several different positions can 
each act as the attractor for a small subset of particles, and the overall swarm can 
subsequently explore many regions of the search space. This increased exploration 
generally improves PSO performance in multi-modal search spaces [1]. 
The use of a ring topology can lead to local behaviours that are similar to sub-
swarms. For example, if particle 2 is the attractor for particles 1 and 3, and particle 5 
is the attractor for particles 4 and 6, then this six particle swarm could temporarily 
behave like two independent swarms of three particles each. Many multi-swarm 
techniques exist which use sub-swarms (in sequence or in parallel) to explore multiple 
local optima (e.g. [3][10][12]). Compared to standard PSO, these multi-swarm 
techniques tend to have their most consistent performance improvements in multi-
modal search spaces (e.g. as shown for locust swarms in [4]).  
In population search techniques, another way to explore multiple local optima is 
niching (e.g. [2]). The effect of niching is to cause the overall population to divide 
into several sub-populations that each explores the area around a distinct local 
optimum. The intention of niching can be to simultaneously explore multiple local 
optima with the goal of finding many or all of the local optima in a search space.  
A related idea that ultimately allows the population to converge is to reduce 
crowding (e.g. [6][13]). Crowding occurs when two or more population members are 
too close to each other. As crowds gather, population diversity is reduced and the 
explorative capacity of the search technique is similarly reduced. To prevent crowds, 
a new candidate solution should replace a similar solution in the population. This 
replacement strategy ensures that these two solutions will not be able to form a crowd. 
If the personal best positions are viewed as a population of attractors, it can be seen 
that the basic operation of PSO promotes crowding. An attractor draws another 
particle towards it with the explicit purpose of having that other particle search in the 
nearby area. If the attracted particle subsequently finds a new personal best position 
near this local best attractor, it will update its own personal best attractor to be near 
the first attractor – these two attractors have now formed a crowd.  
To reduce crowding, the standard procedure is to compare the new candidate 
solution with several existing members of the population. Among these solutions, the 
minimal loss of diversity occurs if the most similar solution is replaced [6]. 
Transferring this idea to PSO, a new personal best position should be compared with 
the nearest/most similar member in the population of personal best attractors. 
Subsequently, a new update strategy is proposed which allows particles to update the 
personal bests of other particles. 
A modified PSO that implements the above strategy to reduce crowding has been 
developed. Starting with standard PSO [1] (and its ring topology), the procedure to 
update personal best (pbest) positions is changed to first check if the new position is 
close to its local best (lbest) attractor. If the new position is within a threshold 
distance to its lbest attractor, it is compared with and potentially updates this attractor. 
Outside of the threshold distance, normal PSO comparisons and updates occur. The 
effectiveness of this strategy is tested across a broad range of benchmark functions. 
The proposed new strategy to maintain diversity in particle swarm optimization 
draws inspiration from crowding techniques which are reviewed in Section 2. A brief 
introduction to PSO is given in Section 3 before the details of the new update strategy 
are presented in Section 4. Experiments on a broad range of standard benchmark 
problems are performed in Sections 5 and 6. The results of these experiments are 
discussed in Section 7 before the paper is summarized in Section 8. 
2   Background 
The balance between exploration and exploitation is a recurring theme in many 
heuristic search techniques. For example, selection pressure in genetic algorithms will 
increase the proportion of “fit” schemata in a population [8]. However, the unselected 
schemata can be eliminated from the population which will lead to decreased 
diversity. In general, maintaining diversity will reduce the rate of convergence which 
will reduce the likelihood of stagnation in a poor local optimum, and this ability to 
continue progress can ultimately lead to the discovery of a better final solution. 
However, slower convergence also tends to increase the time required by the search 
process to produce a final result, so the balance between exploration and exploitation 
is important for both the efficient and effective performance of many heuristic search 
techniques. 
One method to maintain diversity in a population is to reduce crowding. The basic 
technique is to compare each new candidate solution with its most similar individual 
in a subset of the overall population. The fitter of these two solutions survives as a 
member of the population. The size of the subset to find a neighbour for comparison 
can be small [6], which can cause “replacement errors”, or it can be large, which can 
cause significant increases to the required computational effort [13]. 
The basic crowding technique always replaces the most similar individual in the 
examined subset, but there is no guarantee (especially at early stages of the search 
process) that it would not be beneficial to have both of these solutions survive. This 
effect is related to a replacement error – one effect of a replacement error is that an 
unexamined solution is more similar and that its survival allows a crowd to form, and 
another effect of a replacement error is that a relatively diverse and potentially useful 
solution is unnecessarily removed from the population. This second effect can occur 
even if the crowd size is the entire population.  
These two effects highlight the key objectives of crowd control: maintain a diverse 
set of promising solutions and reduce (premature) convergence. Similar goals are 
useful for the population of personal best attractors in particle swarm optimization. 
Specifically, a particle with crowded personal best and local best attractors will be 
drawn/constrained to this small region of the search space. Since this particle is not 
immediately affected by the position of other attractors, they can be (temporarily) 
ignored. Thus, there are only two attractors of concern, and the new strategy becomes 
similar to crowding with a subset of size two: the personal best and the local best for 
each particle.  
3   Particle Swarm Optimization 
The benchmark and baseline PSO for the current experiments is a constricted LBest 
version (i.e. standard PSO [1]) developed from the published source code for the 
constricted GBest version by El-Abd and Kamel [7]. In a constricted PSO, each 
dimension d of a particle’s velocity v is updated for the next iteration i+1 by 
    didididididi xlbestcxpbestcvv ,,22,,11,,1    (1) 
where χ is the constriction factor, c1 and c2 are weights which vary the contributions 
of personal best and local best attractors, ε1 and ε2 are independent uniform random 
numbers in the range of [0,1], x is the position of the particle, pbest is the best 
position found by the current particle, and lbest is the best position found by any 
particle communicating with the current particle (e.g. all particles in the GBest star 
topology and only two neighbours in an LBest ring topology). The key parameters 
used in [7] are 792.0 , 4944.1** 21  cc  , i.e. 887.121  cc , and p = 40 
particles.  
The following experiments use a fixed number of function evaluations (FE) based 
on the number of dimensions D. The chosen limit of FE = 5000 * D promotes 
consistency with previous results. In particular, results for the original GBest version 
of this benchmark PSO are reported in [5][7], and results for the constricted LBest 
version are available in [4]. 
4   A New Update Strategy for PSO 
In PSO, the update of a particle’s velocity shown in (1) is based on three distinct 
components: a momentum term (m), an attraction to pbest (fp), and an attraction to 
lbest (fl). An example of how these three component vectors might combine to create 
the new velocity vi at iteration i is shown in Fig. 1. Applying this new velocity to the 
previous position leads to a new position xi. 
 
Fig. 1.  A particle’s path is influenced by attractions to pbest and lbest positions. In this 
example, the new particle position has been drawn close to its lbest attractor. 
After determining the new position, the fitness is calculated and the personal best 
position is updated if necessary.  
Pseudo code for the standard update procedure used in PSO 
if f(xi) < f(pbesti-1) then 
  pbesti = xi 
Starting from the example in Fig. 1, assume that f(xi) < f(pbesti-1). The standard 
update procedure will then make xi the new position for pbesti, and this will cause the 
m 
fl fp xi 
lbesti-1 pbesti-1 
vi vi-1 
two attractors to become very close (i.e. form a crowd). During the next iteration after 
the standard update shown in Fig. 2, the closeness of the attractors pbesti and lbesti 
will help to constrain the future search path of this particle to a small area of the 
search space around these two points. Low diversity in the population of attractors 
leads to reduced explorative behaviour in the flight paths of a swarm’s particles.  
 
Fig. 2.  If f(xi) < f(pbesti-1) in the example from Fig. 1, then the standard update procedure will 
update pbest to be next to lbest. 
A small number of converged particles might not be too damaging, but the 
convergence of attractors can have a cascading effect (even with a ring topology). For 
example, assume that the pbest for particle 1 is the lbest attractor for particle 2. After 
an update like the one shown in Fig. 2, it is possible that the new pbest for particle 2 
can become the lbest attractor for particle 3. This third particle will now be drawn 
towards this area with a high concentration of pbest attractors. If it also finds a new 
pbest in this area, then this cascade of convergence in the population of pbest 
attractors can continue until all particles have been drawn into this area. 
Focusing on this population of pbest attractors, the key concept from crowding is 
that a new solution should replace the most similar member in the existing population. 
Therefore, instead of replacing pbest in Fig. 2, the new position x should replace lbest.  
Pseudo code for the new update strategy 
if ||xi – lbesti-1|| < threshold then 
  if f(xi) < f(lbesti-1) 
    lbesti = xi 
else if f(xi) < f(pbesti-1) then 
  pbesti = xi 
In crowding [6], a “crowding factor” specifies the size of the (randomly selected) 
subset from the overall population which can undergo replacement. The new solution 
is compared to the members of this subset, and it replaces the most similar solution (if 
the new solution is fitter). The new update strategy is similar to crowding with a 
crowding factor or two. However, these two solutions are not selected randomly – 
they are the pbest and the lbest for the current particle. Further, the closer of these two 
points is not automatically replaced. The new update strategy also uses a threshold 
function to control the minimum required diversity. As discussed in Section 2, the 
most similar solution in a population can still represent a useful area for further 
exploration. 
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If the new update strategy is applied to the example in Fig. 1, it will prevent the 
creation of a crowd between xi (which becomes pbesti in Fig. 2) and lbesti. Instead xi 
will replace lbesti-1 (see Fig. 3). With this update of lbest, the new strategy separates 
the two roles of pbest: store the best known position and act as an attractor in the 
search space. The swarm as a whole still remembers the best known position (which 
is stored in lbest), but greater diversity is maintained in the population of pbest 
attractors. The effect of reduced crowding is to maintain diversity in the attractors and 
subsequently to encourage a greater exploration of the overall search space.1 
 
 
Fig. 3.  Compared to the standard update procedure, the new update strategy will update lbest 
instead.  This will help maintain diversity in the pbest and lbest attractors. 
5   Results on Multi-Modal Functions 
The value of increased diversity is to lessen the risk of premature convergence to a 
poor local optimum. Since local optima do not exist on unimodal functions, the new 
strategy is not expected to provide benefits on these functions. The following 
experiments compare the performance of standard PSO [1] based on the benchmark 
implementation of [7] with a modified version which replaces the “standard update 
procedure” with the “new update strategy”.  
The functions (with their ranges) for the following experiments are Fletcher-Powell 
],[  , Langerman (with m = 7) ]10,0[ , Rastrigin ]12.5,12.5[ , Schwefel 
]500,500[ , and Shubert ]10,10[ , and all functions are in D = 20 dimensions. The 
details for the benchmark PSO are available in the published source of [7], and the 
key features and parameters are repeated in Section 3. Preliminary experiments with 
this modified PSO determined that a “threshold” parameter was required to properly 
calibrate the new balance between exploration and exploitation.  
                                                          
1 If the distances between the new position x and the previous pbest and lbest positions are both 
less than the threshold, these two distances should both be measured to ensure that x replaces 
its nearest attractor. Without the extra distance calculation, approximately 1% of the updates 
under the new strategy can replace a more distant lbest attractor. However, since pbest and 
lbest must already be quite close for this event to occur, it is not expected to have a large 
effect on the overall performance. 
m 
fp 
lbesti 
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The parameter tuning experiments revealed that the threshold should decay over 
time (to allow the swarm to converge), and that the threshold should only be applied 
to lbest. If the new update strategy is applied to all attractors/pbests in the population, 
the computational effort is much larger and the performance is much worse – a result 
presumably caused by a complete lack of convergence. The threshold used in the 
following experiments starts with an initial value of 10% of the search space diagonal 
(i.e. α = 0.10), and it decays with a cubic function (i.e. γ = 3) – in (2), n is the total 
number of iterations and i is the current iteration. 
     nindiagonalthreshold /**   (2) 
The experiments involve 50 independent runs started with different random seeds. 
The final solution from each technique is collected after 100,000 function evaluations 
(i.e. 5,000 * D). For these 50 runs, the minimum (min), mean, maximum (max), and 
standard deviation (std dev) are presented in Table 1. Except for the maximum and 
the standard deviation on Rastrigin, PSO with the modified update strategy (Mod) 
leads to better results (or same for minimum on Langerman) when compared to 
standard PSO (Std). The p-value for a one-tailed t-tests show that the differences in 
performance have some variability – since the p-values are not all much less than 5%, 
these results represent more of a promising trend than a strongly significant result. 
Table 1.  Results for the new update strategy on several benchmark multi-modal functions 
Function PSO min mean max std dev t-test 
Fletcher-
Powell 
Std 1,245 10,460 34,181 8,173 1.8% Mod 997 7,258 18,828 4,387
Langerman 
m = 7 
Std –0.513 –0.399 –0.100 0.118 5.2% Mod –0.513 –0.440 –0.272 0.086
Rastrigin Std 7.96 28.77 46.76 8.01 3.0% Mod 7.39 23.75 47.96 8.23
Schwefel Std 890 1,605 2,360 347 0.0% Mod 594 1,139 1,780 272
Shubert Std –3.14e+22 –3.77e+21 –6.34e+19 5.16e+21 5.0% Mod –5.75e+22 –7.34e+21 –2.50e+20 1.15e+21
6   Results on Other Functions 
The modified update strategy is designed explicitly for multi-modal search spaces, but 
it is still useful to observe its effects across a board range of search spaces. The 
following experiments use the Black-Box Optimization Benchmarking (BBOB) 
functions [9]. The BBOB problems are broken into five sets – (1) separable functions, 
(2) functions with low or moderate conditioning, (3) unimodal functions with high 
conditioning, (4) multi-modal functions with adequate global structure, and (5) multi-
modal functions with weak global structure. 
The results for standard PSO on the BBOB functions with dimension D = 20 are 
taken from previous work by the authors [4]. These results (means and standard 
deviations) are for 25 independent trials of 100,000 function evaluations each (i.e. 5 
trials on each of the first 5 instances of each BBOB function). On these functions, 
standard PSO is able to get within 1e–8 of the optimal solution on every trial of 
BBOB fn 1, 2, and 5. Errors of this size are considered negligible on the BBOB, so 
these functions are considered as fully solved. The following experiments only 
consider the remaining 21 BBOB functions which cannot be solved by standard PSO. 
Several sets of parameters for the modified PSO were tried. Preliminary 
experiments determined that values of 1 and 4 for γ never led to the best-overall 
results. Thus, the results in Table 2 represent the best performance by the modified 
PSO across a total of eight parameter pairs – 0.01, 0.04, 0.10, or 0.33 for α and 2 or 3 
for γ. For the best set of parameters as shown, the mean errors from optimum (mean), 
standard deviations (std dev), percent improvement in the mean for the results of 
modified PSO compared to the results of standard PSO (%-diff), and the p-value for a 
one-tailed t-test are reported. 
Table 2.  Results for the new update strategy on Black-Box Optimization Benchmarking 
functions 
Set fn Standard PSO Modified PSO Parameters %-diff t-test mean std dev mean std dev α γ 
1 
1 0.00e+0 0.00e+0      
2 0.00e+0 0.00e+0      
3 2.56e+1 4.99e+0 2.18e+1 6.17e+0 0.10 3 14.9% 1.0% 
4 3.23e+1 8.55e+0 2.80e+1 6.492+0 0.04 3 13.4% 2.5% 
5 0.00e+0 0.00e+0      
2 
6 8.53e–1 8.89e–1 7.77e–1 5.20e–1 0.10 3 8.9% 35.8% 
7 7.04e+0 2.68e+0 5.40e+0 2.27e+0 0.04 2 23.4% 1.2% 
8 1.22e+1 3.67e+0 1.07e+1 5.00e+0 0.01 3 11.8% 12.6% 
9 1.55e+1 2.24e+0 1.51e+1 2.95e+0 0.01 3 3.0% 26.7% 
3 
10 6.85e+3 3.39e+3 8.54e+3 3.36e+3 0.01 3 –24.6% 4.2% 
11 6.54e+1 1.71e+1 5.72e+1 1.50e+1 0.01 3 12.6% 3.8% 
12 1.53e+0 4.23e+0 7.38e–1 9.04e–1 0.01 3 51.7% 18.5% 
13 1.50e+0 1.99e+0 1.09e+0 6.16e–1 0.04 3 27.4% 16.6% 
14 1.34e–3 2.66e–4 2.28e–3 4.84e–4 0.01 3 –70.7% 0.0% 
4 
15 6.05e+1 1.46e+1 4.89e+1 1.37e+1 0.01 3 19.2% 0.3% 
16 5.37e+0 1.53e+0 4.42e+0 1.21e+0 0.01 3 17.6% 1.0% 
17 6.61e–1 2.64e–1 4.30e–1 1.49e–1 0.04 2 34.9% 0.0% 
18 2.87e+0 1.28e+0 2.33e+0 8.00e–1 0.10 3 18.9% 4.0% 
19 3.61e+0 4.32e–1 3.50e+0 5.11e–1 0.01 2 3.1% 20.7% 
5 
20 1.14e+0 1.38e–1 9.07e–1 1.46e–1 0.01 2 20.1% 0.0% 
21 1.41e+0 1.21e+0 5.68e–1 7.70e–1 0.33 2 59.8% 0.3% 
22 1.69e+0 1.51e+0 1.05e+0 6.44e–1 0.33 3 38.1% 2.9% 
23 1.33e+0 2.49e–1 1.26e+0 3.02e–1 0.01 2 5.2% 19.3% 
24 1.13e+2 1.12e+1 1.10e+2 1.54e+1 0.01 2 2.6% 22.5% 
 
Although only the best results are shown, it is worth mentioning that the 
unreported results for non-multi-modal functions are highly inconsistent. On many of 
the functions, the modified PSO was able to produce an improvement for only the 
reported parameter set, and none of the eight parameter sets led to an improvement on 
BBOB fn 10 and 14. Conversely, the modified PSO performed much more 
consistently on the multi-modal functions for which it was designed. On these 
functions, the bold values represent statistically significant improvements of more 
than 10%. Further, there is some robustness to these results as each of these functions 
had at least one additional parameter set that also led to an improvement of more than 
10%. From these observations, it is hypothesized that matching the α parameter to the 
spacing of the local optima in the search space will lead to the best performance for 
the proposed strategy, and that the best value for the γ parameter may depend on the 
contour of the fitness landscape around each local optimum.  
7   Discussion 
Standard particle swarm optimization shows broad improvements over original PSO 
across a diverse range of problems [1], but it is still only a starting point for the design 
of a practical application. In accordance with “no free lunch” [14], there is no single 
set of parameters that can be expected to lead to the best possible performance of a 
technique on multiple problems. Therefore, parameter tuning and other modifications 
are a necessary part of achieving the best possible results for any specific application 
of a heuristic search technique. Given the large performance improvements that can 
be achieved with the new strategy, the addition of a new threshold function should not 
be unduly cumbersome. 
The proposed modification to the update strategy in PSO is generally ineffective 
outside of the targeted multi-modal functions. This is not a major concern since multi-
modal functions are the primary application for heuristic search techniques like PSO – 
gradient descent methods tend to be much more effective than heuristic search 
techniques on unimodal functions (e.g. BBOB set 3). The underlying mechanisms of 
the new update strategy attempt to maintain diversity by reducing crowding, and the 
value of this increased diversity is primarily realized in multi-modal search spaces 
where it can help prevent premature convergence to a poor local optimum. 
The new modification is also simple and computationally efficient. To change from 
the “standard update procedure” to the “new update strategy”, only a distance 
calculation between two specific points is required – the position of a particle and the 
position of its lbest attractor. In comparison, other diversification strategies based on 
niching and crowding are either computationally expensive (as distances between a 
new solution and all existing population members must be calculated) or prone to 
“replacement errors” (if only a subset of the population is compared against) [13]. In 
PSO, it is possible to identify the most likely population member that a new candidate 
solution might form a crowd with – its lbest attractor. This insight allows the 
proposed modification to achieve many of the benefits of niching and crowding at a 
fraction of the computational cost.  
8   Summary 
Particle swarm optimization must find the proper balance between exploration and 
exploitation to maximize its performance. The proposed modification to improve 
exploration by maintaining diversity is simple and computationally efficient. The 
reduction in crowding achieved by the new update strategy leads to significant 
performance improvements in the targeted multi-modal search spaces. The key insight 
in the current research is the ability to identify with which existing population 
member a new solution might form a crowd. Future work will attempt to apply this 
insight to other population search techniques.  
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