ABSTRACT In this paper, a concurrent structure-control design is applied to a five-bar parallel robot in order to minimize the tracking error in a high-speed task. The high power necessary to perform the task leads to a challenging problem in handling a physical constraint on the maximum torque as well as on the structurecontrol design parameters. Three constraint-handling techniques, the feasibility rules, ε-constrained method and stochastic ranking have been used to analyze how the design changes as the torque constraint are reduced. Studying torque reduction is important from the energy consumption point of view, as well as the use of lighter and cheaper motors. In addition, a comparison among the three constraint-handling techniques is implemented so as to observe the performance and quality of the obtained results. The final results suggest that stochastic ranking method always obtains feasible and successful solutions in all proposed torque limits.
I. INTRODUCTION
A parallel robot is composed of one or more closed kinematic chains, wherein the end effector is connected to a fixed base by at least two kinematic chains. Although parallel robots have found a niche in various applications such as machine tools, astronomical tracking, space simulators, food packaging, and microchip assemblers; they have not been as successful as serial robots due to their topology. In fact, the performance of a parallel robot heavily lies on the type of mechanical structure and even in higher way of its sizing [1] , [2] .
High stiffness, dexterity, payload and precise positioning capabilities are some advantages of parallel robots manipulators. In addition, parallel robots theoretically should be more accurate than serial robots, since errors in the links must be averaged rather than accumulated as in case of serial robots. Furthermore, parallel robots are faster because motors are assembled on a fixed frame, this results in a low inertia to be moved. Therefore, parallel robots arise as excellent candidates for high-speed tasks [3] .
As there are intricate relationships between the mechanical structure and the controller dynamics, the mechanical structure can not be optimized if the influence of the control is not considered. Thus, the design of the mechanical structure and control must not be separated [4] . In this way, the concept of concurrent design must be used to deal with the mechanical and control performance. The first perspective on concurrent design was proposed by Pil and Asada [5] . In this approach, the design process begins with an initial mechatronic prototype and the control is manipulated until a good performance according to specifications is obtained; if the specifications are met, the design process ends. Otherwise, the structure is modified according to a data analysis. Control is again optimized for the new structure and the performance is again observed. Finally, the process ends until the system reaches an acceptable solution.
In this work, the concurrent design problem is approached as a constrained dynamic optimization problem, where the kinematic and dynamic model of the mechanical structure together with the dynamic model of the controller are simultaneously considered to obtain the system performance criteria. Moreover, the effects of changing motors leading to reducing the maximum torque u max are studied so as to obtain lower energy consumption, lighter and less expensive motors, while performing the same task.
Concurrent design, in mechatronic systems, has been applied to design a pinion-rack Continuously Variable Transmission [6] , Pendubot [7] , a five-bar parallel robot [8] , cable-actuated planar parallel manipulator [9] , etc. The previous works share a common characteristic: there is a dynamic constraint u(t) on the input torque that actuators provide to the system, although in these works conditions on u(t) are respectively the following: there is no limit in u(t), u(t) has a bang-bang profile, a low-speed task is required so transients are smoother, u(t) is either a minimum or maximum constant force. Although in most practical cases there will be a maximum torque limit that actuators can provide, the torque profile is not known, it is time variable, and its derivative could be high depending on the demanded task.
This kind of problem can be solved by mathematical programming methods, although some drawbacks can be generated such as being trapped by local minimums, sensitivity to initial conditions, etc. To deal with these disadvantages and to obtain better solutions than mathematical programming methods, a heuristic-based approach such as evolutionary algorithms has been found useful to solve concurrent mechatronic design problems as suggested in [6] . For this reason, in the present work, Differential Evolution (DE/rand/1/bin) will be used as stochastic optimizer [10] . DE requires few control parameters to be tuned [11] , presents an optimal trade-off between the precision of the solution and the computational efficiency of the algorithm [12] , and exhibits an outstanding performance in optimizing a wide variety of objective functions [13] . DE has been used as a tool to solve a wide range of optimization problems subject to multiple linear and nonlinear constraints because it is reliable, robust, simple, efficient and easy to implement [14] , [15] .
As indicated in [16] , it is not an easy task to handle multiple nonlinear constraint functions and as a consequence several approaches have been studied in the literature. Although there is no standard consensus in the taxonomy of constrainthandling techniques [17] , [18] , it can be identified a simplified first generation as follows [19] : Penalty functions, Decoders, Special operators and Separation of objective function and constraints. In addition, each of these branches can be subdivided into several forms of constraint-handling; for instance, in the case of penalty functions, it is possible to find Static penalty, Dynamic penalty, Annealing penalty, etc. A well-detailed reference on how each of these techniques work can be found in [18] . Some disadvantages of this first generation are premature convergence, need of a careful tuning of parameters and high computational cost.
The second generation of constraint-handling techniques can be categorized as follows: Feasibility rules, ε-constrained method, Stochastic ranking, Ensemble of constraint-handling techniques, Multi-objective Problem (MOP), Novel penalty functions and Novel special operators. The first four approaches can be considered as new constraint-handling techniques. The fifth approach is considered as a new class of constraint-handling technique, and the last two are upgraded versions of the previously mentioned generation.
In this paper, the integrated structure-control design of a five-bar parallel robot for pick and place task is addressed. Geometrical parameters of all links and PID control gains are tuned in order to minimize the trajectory tracking error. The two main contributions of this research are: (1) an empirical analysis of how the structure-control design is modified as the torque constraint on the control input is reduced for the same high-speed task and (2) based on these results, a study of how these differences on u max changes the performance measures of three second-generation constrainthandling techniques, Feasibility Rules (FR) proposed by Deb [15] , the ''epsilon-constrained method'' proposed by Takahama and Sakai [22] , and the Stochastic Ranking (SR) proposed by Runarsson and Yao [23] . The performance of the three constraint-handling techniques is evaluated regarding the ability to find competitive feasible solutions while expending less objective function and constraint evaluations. The constraint-handling techniques and the performance measures will be described in more detail later in this paper.
The remaining of the paper proceeds with a brief review of the constraint-handling techniques used in this work. Section III describes the design parameters used in the structure-control of the five-bar parallel robot, then the problem statement is defined. Section IV presents the solution and discussion of the optimization problem given three different torque limits as well as statistical measures and different performance measures of the three constraint-handling techniques. The paper finishes with some conclusions and future work in Section V.
II. CONSTRAINT-HANDLING TECHNIQUES
The Feasibility Rules (FR), the ε-constrained method, and Stochastic ranking (SR) are the three constraint-handling techniques described in this section. All of them are studied in a Differential Evolution (DE/rand/1/bin) 1 search algorithm whose pseudocode is shown in Algorithm 1.
In this Algorithm, g represents the current generation, NP individuals are created randomly at first, x j,g = x 1,j,g , . . . , x n,j,g is called at the moment of the reproduction as the target vector or parent vector that will generate one trial vector or offspring u j,g . The way the offspring is generated is as follows: first two individuals, x r 1 ,g and x r 2 ,g , from the initial population are randomly taken, then a difference between these two vectors is made and scaled by a user-defined factor F >0. After that, this new vector is added to a third vector x r 0 ,g , called base vector, resulting in a mutant vector. The mutant and target vector are recombined to create a trial vector based on a user-defined parameter, called crossover probability 0 ≤ CR ≤ 1.
A. FEASIBILITY RULES
This method distinguishes between feasible and infeasible solutions. To select one individual over another, Deb proposes the following rules:
Between two infeasible solutions, that one with smaller constraint violation is preferred. 2) Between a feasible solution and an infeasible solution, the feasible one is preferred. 3) Between two feasible solutions, that with better objective function value is preferred. Regarding the first rule, in this work, it is more important to consider the sum of magnitudes of the violated constraints and not the number of violated constraints, as it is expressed in the following equation.
This mechanism transforms a constrained optimization problem into an unconstrained one. The ε-Constrained method presents two main characteristics: (1) the relaxation of the limit so the solution can be considered as feasible (based on the sum of the violated constraints); (2) an ordering mechanism that precedes the minimization of constrained violation over the objective function optimization. The way the ε-Constrained method works is indicated in Eq. (2) with the previous sum of constraint violation stated in Eq. (1).
where x 1 and x 2 are two solutions to be compared. f x 1 , f x 2 are their objective function values and φ x 1 , φ x 2 are their constraint violations. In addition, ε > 0 and as ε tends to zero, the infeasible solutions are compared based on their constraint violation. On the other hand, if ε tends to infinite, only the objective function values are used for comparison. The ε level is controlled according to Eq. (3)
where x θ is the top θ-th individual. t is the current iteration. cp is the parameter to control the speed of constraint tolerance reduction. T c is the control generation; once the number of iterations exceeds the control generation T c , the ε level is set to 0 to obtain solutions with the minimum constraint violation.
C. STOCHASTIC RANKING
In this technique, the dominance of two solutions is balanced by a probability factor Pf , which controls how often infeasible solutions are compared based on either their sum of constraint violation (φ x ) or their objective function value (f (x)). The objective function value is also used when two solutions are feasible, in which case the probability of comparing them is 1, otherwise, it is Pf . After that, a bubble-sort-procedure is used in order to rank solutions in the population as shown in Algorithm 2. When Pf = 0, the ranking tends to an overpenalization because all comparisons are based only on the sum of constraint violation. If Pf = 1, the ranking promotes an under-penalization, all comparisons are based only on the objective function value. Both, over and under penalization are deficiencies that Stochastic Ranking avoids by using the probability factor Pf . In Algorithm 2, N is the number of sweeps in the population; λ are the individuals who will be ranked; u(0, 1) is a uniform random generator. The procedure is halted when no change in the rank order occurs within a complete sweep.
III. OPTIMIZATION PROBLEM
In the present section, the integrated design of dimensional synthesis, shape design and control system is formally established as a dynamic non-linear optimization problem.
A. DYNAMIC MODEL
The five-bar parallel robot consists of five rigid links connected at their ends by five revolute joints. Two of these joints as i ; i = [1, 2] are actuated by a PID controller. These actuated links are connected to the fixed frame of the robot, as it is shown in Figure 1 . The non-actuated links are represented by the suffix j = [3, 4] . In order to obtain the kinematic and dynamic model of the robot, the reduced model technique described by Ghorbel [20] All these variables modify the inertia of each link: mass (m), the center of mass (lc) and the center of mass angle (γ i ), whose calculation is detailed in [8] . On the other hand, the 
Algorithm 2 Stochastic Ranking
begin x j = j∀j ∈ {1, . . . λ} for i = 1 to N do for j = 1 to λ − 1 do u = random(0, 1) if φ x j = 0 φ x j+1 = 0 or u < Pf then if f (x j ) > f (x j+1 ) then swap x j , x j+1 else if f (x j ) > f (x j+1 ) then swap x j ,
B. OBJECTIVE FUNCTION
The single-objective dynamic optimization problem consists on finding the vector p that minimizes the tracking error defined in Eq. (4) min
where 
where 5 , 0]. The positive or negative quadrant is represented with σ ; in our case, the negative quadrant was chosen.
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The desired joint space velocity, which is generated by the actuated joints, is obtained by the following transformatioṅ 
Dependent on the dynamic system described by Ghorbel [20] Eq. (8), the control input can be calculated Eq. (9)
where e i = (q i − q i ),ė i = q i −q i . It is assumed that the initial position of the end effector starts from the rest at the point C = [0.4.−0.58] and after using Eq. (7), the initial condition in the joint space can be calculated for each proposed solution. 
C. CONSTRAINTS
The static constraints are the Grashof criteria, (10) , and the link geometric limits which guarantee that the link can be physically built (11) . Finally, the dynamic constraint, whose result depends on the dynamic system Eq. (8), (u max ) is the maximum torque applied to each motor, see Eq.(12), 
where u max is 10 Nm, 5 Nm or 2 Nm according to the case study. These proposed torque limits correspond to the range of values of a variety of maxon motors such as GP32C or GP42C models. It is expected that the proportional gain in the controller, the mass, the thicknesses and the lengths of the links will be reduced as the torque limit u max does, since less energy is available to perform the task and less inertia should be displaced. The implications of proposing different torque limits are to obtain the minimum torque with which the task can be carried out without losing precision according to the designer. If the design is cost constrained, the solution could provide the less expensive motors or even prevent that motors are not oversized for a task.
In the dynamic optimization problem described by expresions (4)- (12) , there are 35 design parameters (p), 29 design parameters corresponding to the structure design and the remaining six corresponding to the control design. Moreover, there are 13 inequality static linear constraints given by G c (10) and G l (11) , two inequality smooth dynamic nonlinear constraint u max (12) and four equality smooth dynamic nonlinear constraints, corresponding to the trajectory tracking in position and velocity, respectively, see Eq. (5) .
An extra condition must be met: −1 < (−as 2 i+2 + as 2 i + ap 2 n )/(2as i ap n ) < 1; otherwise it is not possible to evaluate the objective function.
IV. RESULTS AND DISCUSSION
In this work, the integrated structure-control design of a fivebar parallel robot is solved. The DE algorithm was used to minimize the trajectory tracking error. This optimization problem is subject to different constraints (see Section 4). The stop criterion was set at 5000 iterations (MAX GEN ). A total population of NP =50 individuals, a scaling factor F = 0.5 and crossover factor CR = 0.9 were chosen according to the study of DE in constrained spaces [21] . Ten runs have been performed for each of the three constraint handling-techniques, whose parameters are shown in Table 1 . Three case studies are considered, when the limits are: u max = 10 Nm, u max = 5 Nm, and u max = 2 Nm. First, the comparison among the three constraint-handling techniques is presented, then the performance of the three constraint-handling techniques is evaluated regarding the ability to find competitive feasible solutions while expending less objective function and constraint evaluations. After that, based on the best solution of each case study the engineering analysis is presented. 
A. COMPARISON AMONG THE THREE CONSTRAINT-HANDLING TECHNIQUES
The constraint-handling techniques considered in this work are the Feasibility Rules [24] , the ε-constraint method [22] , and Stochastic Ranking [23] . Therefore, each variant was denoted as follows: DE with Feasibility Rules, DE(FR); DE with the ε-constrained method, DE(ε), and DE with Stochastic Ranking, DE(SR).
For the three case studies the global optimum was zero, i.e., there is no tracking error. To get an estimated of how difficult is to generate feasible solutions for each case study, the ρ metric was computed according to the following expression in Eq.(13) (as suggested in [17] ):
where |F| is the number of feasible solutions and |S| is the total number of randomly generated solutions. In this work we considered |S| =1,000,000 random solutions. For the three case studies ρ = 0, i.e., generating feasible solutions to solve the optimization problem is a very difficult task. Three experiments were carried out, one for each of the case studies previously described. To evaluate the performance of the three DE variants in each one of the three experiments; six performance measures were employed: Feasibility Probability (FP), Probability of convergence (P), Average number of function evaluations (AFES), Successful performance (SP), Evaluations needed to find the first feasible solution (EVALS), and Progress ratio (PR), which are described as follows:
• FP represents the number of feasible runs divided by the total number of independent runs. To consider a run as feasible, at least one feasible solution should be found. FP values go from 0 to 1, where 1 means that all runs were feasible.
• P is calculated with the number of successful runs divided by the total number of independent runs. In this case, a successful run happens when the best feasible solution found reached the neighborhood of the feasible global optimum. To consider a successful run the following equation should be satisfied:
where f (x * ) is the feasible global optimum and f (x) is the best solution found by each DE variant in a single run. For P, where values go from 0 to 1, a value of 1 is preferred.
• AFES is calculated by averaging the number of evaluations required on each successful run to find the first successful solution. For this performance measure, a lower value is preferred.
• SP combines the two previous measures to calculate the speed and reliability of an algorithm, as indicated in Eq. (14) . For this measure, a lower value is preferred.
SP = AFES P (14)
• EVALS counts the number of evaluations needed by an algorithm to find the first feasible solution in a single run. For this performance measure, low values are preferred, i.e. a low computational cost to find a feasible solution is desirable.
• PR measures the improvement capability of an algorithm inside the feasible region. For this measure a high value is preferred. It is calculated as shown in Eq. (15) .
where f min (G ff ) is the objective function value of the first feasible solution found and f min (MCN ) is the objective function value of the best feasible solution found. For each experiment, the statistical validation was made with the 95%-confidence Kruskal-Wallis test. For the posthoc test, the Bonferroni method was used. 
1) FIRST EXPERIMENT: u max = 10Nm
In this instance of the problem, DE(ε) and DE(FR) obtained the best result of the objective function as shown in Table 2 . However, DE(ε) needed a higher number of evaluations to find feasible solutions (see Table 4 and Figure 3(c) ). In the same way, the number of evaluations required to find highly competitive feasible solutions was smaller when DE(FR) was used (see AFES values in Table 5 ). Based on the final results obtained by each DE variant, the statistical test in Figure 3 (a) showed that DE(FR) and DE(ε) had a similar competitive performance (DE(SR) was outperformed by the other two variants). However, regarding the PR measure (Table 3 and Figure 3(b) ), the statistical test suggests that DE(FR) had a different behavior with respect to the other two variants (DE(ε) and DE(SR)), i.e., DE(FR) presented a better ability to improve solutions inside the feasible region. The statistical results also suggest that DE(ε) and DE(SR) variants achieved a quite similar improvement (but not better than that of DE(FR)) inside the feasible region (See Figure 3(b) ). In addition, those FP and P values in Table 5 indicated that the three variants were competitive because all of them reached the feasible region and found feasible solutions close to the global known optimum. However, DE(FR) showed the best performance using a lower number of evaluations to reach the most competitive solution.
2) SECOND EXPERIMENT: u max = 5Nm
The second experiment was carried out using the case study where u max = 5Nm. Tables 6, 7, 8 and 9 include the statistical results and the values obtained by the used performance measures. According to the final results, DE(FR) obtained the best value of the objective function and required fewer evaluations to reach the feasible region than the other two variants (see Tables 6 and 8 ) . Table 7 indicates that DE(FR) also showed an improved capability of the solutions within the feasible region similar to that provided by DE(SR). The statistical results confirm such finding (see Figure 4(b) ). However, as it can be seen in Table 9 , DE(FR) and DE(ε) failed to consistently reach the feasible region. In addition, for this case study, according to the AFES, P and SP measures, DE(FR) also presented difficulties to find feasible solutions close to the global optimum. The results in Tables 6 and 9 suggest that when |u(t)| ≤ 5 Nm, DE(SR) was the best alternative to deal with that case study. This variant always reached the feasible region and obtained competitive solutions using a lower number of evaluations with respect to the other two variants. 3) THIRD EXPERIMENT: u max = 2Nm
Finally, experiment three aims to analyze the behavior of the three DE variants using the limit u max = 2 Nm. For this case study, DE(ε) is discarded because such variant was unable to generate feasible solutions in any given run. Therefore, the discussion focuses on the other two DE variants.
As regards to the final results and (PR), DE(SR) obtained better values of the objective function and presented a better ability to improve solutions inside the feasible region (see Tables 10 and 11 ). The statistical test showed significant differences between these two variants (see Figure 5 (a), (b) and (c)).
DE(SR) consistently reached the feasible region and also the neighborhood of the best feasible known solution. In contrast, DE(FR) was inconsistent in those two behaviors (see Table 13 ). It is clear that feasible solutions found by DE(FR) were not necessarily successful solutions. Therefore P measure indicates that DE(FR) presented difficulties to reach the neighborhood of the global optimum. Regarding the AFES value, DE(SR) was the most competitive, i.e., DE(SR) found good solutions with a lower number of evaluations. In conclusion, for this case study, the best DE variant was DE(SR). Even this variant needed more evaluations to reach the feasible region and the vicinity of the bestknown solution, it obtained the best competitive solutions at the end of the search process (see AFES values in Table 13 ). Table 14 shows the summary of the best numerical results according to the six performance measures (FP, P, AFES, SP, EVALS, PR), which for the case of numerical equality the performance measure is repeated. The three constrainthandling techniques (DE(FR), DE(ε), DE(SR)) are compared for three different torque limits (u max = 10Nm, u max = 5Nm, u max = 2Nm). In Table 14 , it can be seen that DE(SR) always gets feasible and successful runs (FP = 1, P = 1). In addition, it can be observed that DE(FR) in the three torque limits, the performance measure AFES is the best in the three case studies. 
B. ENGINEERING ANALYSIS
Based on the results of the 10 runs for each case study (see Tables 2, 6 , 10), the solution vectors of the best individuals are shown in Table 15 ; an additional case study, u max = 1, is added in order to observe how the solution is modified by reducing, even more, the torque limit. From this Table 15 , it can be seen that there is no trend of the numerical values that variables can take when the torque limit is reduced. For example, the variable as 1 is longer when the limit is set at u max = 2Nm than in any other case (u max = 10Nm, u max = 5Nm, u max = 1Nm). In the case of gains Kp 1 , Kd 1 it can be said that these variables are decreasing from the limits u max = 5 to u max = 1. It can also be observed that non actuated links are as light as possible. In all solutions, the variable bs i >ds i which can be interpreted as a counterweight. The geometric forms can appear from almost rectangular to polygons, as it can be seen if solutions at u max = 2 Nm and u max = 1Nm are compared from Table 15 . The way in which all variables are related makes it not intuitive to know where to their values will move by changing the torque limit. According to Figure 6 , it can be seen that there is an optimal torque profile u(t) that requires less torque than the set limits |u(t)| ≤ 10Nm and |u(t)| ≤ 5Nm. For this reason, it can be seen from Table 15 that the difference between the objective function J obj @u max = 10 Nm and J obj @u max = 5 Nm is less than J obj @u max = 2 Nm or J obj @u max = 1 Nm.
In Figure 6 it can be appreciated that a saturation on the control action (|u(t)| ≤ 5 Nm) is never achieved in either of the two torque profiles M 1 , M 2 . In addition, motor M 1 requires more torque than motor M 2 during transient time due to the initial conditions of position and speed. The proposed points for making the pick and place operation are the coordinates (x pick = 0.4740, y pick = −0.8247) and (x place = 0.3260, y place = −0.8247). A Lissajous curve has been selected for the pick and place operation because of its smooth trajectories in position and velocity that can be reached by the motors. To see the smooth trajectories in velocity that each motor must follow, the operational space is used as it was expressed in Eq. (7). The desired angular velocity in motors M 1 and M 2 are shown in Figure 8 and Figure 9 respectively. Changes in motor rotation directions are shown in the boxes with zoom, which occur more frequently and in higher magnitude in motor M 1 than in motor M 2 . Errors in Cartesian coordinates are shown in Figure 10 , where it is observed that the tracking on the y-axis generates larger error than on the x-axis reaching the highest peaks in the transient time. These errors indicate that higher displacements on the y-axis are required than on the x-axis as a result of the proposed trajectory. The minimization of the integral of the sum of the errors er 1 and er 2 is what has been proposed as the objective function, as mentioned in Eq. (4). It has been observed that better results are obtained if the errors are proposed in the Cartesian space than in the joint space. Based on this feature, the effects of torque decrease are shown in Figures 11 and 12 , when comparing the same area of operation, it can be seen how the tracking accuracy is lost as the motors' torque decreases. This can be due to the fact that there is a limitation on the required energy to make the necessary changes to correctly track the trajectory, as it can be VOLUME 5, 2017 seen in the zoomed frames of Figures 13 and 14 . From these zoomed boxes it is observed that the signals of motors M 1 and M 2 , when |u(t)| ≤ 2 Nm, not only have higher amplitude but also higher frequency than in the case of |u(t)| ≤ 1 Nm. The effect of the highest frequency needed on trajectory tracking is most noticeable in motor M 2 than in motor M 1 . In all Figures 6, 13 and 14 it can be seen that torque saturation is avoided by using the structure-control design approach. Some of the advantages of avoiding saturation would be decreasing stresses on the mechanical elements, lengthening the motors life, etc.
V. CONCLUSIONS AND FUTURE WORK
Three constraint-handling techniques were used in this research to analyze the effects on the structure-control design of a five-bar parallel robot for high-speed pick and place task at three different torque limits. It has been observed that the DE(SR) method always obtains feasible and successful solutions for all proposed torque limits. In addition, as the torque limit decreases, DE(SR) presents a better ability to improve solutions inside the feasible region and obtains competitive solutions using a lower number of evaluations with respect to the other variants. On the other hand, DE (ε) method achieves competitive results when the limit is u max = 10 Nm and u max = 5 Nm but it can not accomplish any feasible result at u max = 2 Nm. This fact may be due to its lack of ability to improve solutions inside the feasible region for the proposed problem. The intermediate point between DE(SR) and DE(ε) is DE(FR) because it can achieve results at different limit torques but not in a consistent way. Moreover, the engineering implications of solving the u max type constraint are to offer a range of possibilities in the selection of lighter and cheaper motors by using the structure-control approach.
The future paths of research include the multiobjective problem of minimizing the energy consumption and trajectory tracking error considering constraints. Finally, we will propose repair operators due to the fact that it was observed in this research that mechanical structures that looked promising were discarded by the generation of not so good control gains.
