A theorem of McCann [13] shows that for any two absolutely continuous probability measures on R d there exists a monotone transformation sending one probability measure to the other. A consequence of this theorem, relevant to statistics, is that density estimation can be recast in terms of transformations. In particular, one can fix any absolutely continuous probability measure, call it P, and then reparameterize the whole class of absolutely continuous probability measures as monotone transformations from P. In this paper we utilize this reparameterization of densities, as monotone transformations from some P, to construct semiparametric and nonparametric density estimates. We focus our attention on classes of transformations, developed in the image processing and computational anatomy literature, which are smooth, invertible and which have attractive computational properties. The techniques developed for this class of transformations allow us to show that a penalized maximum likelihood estimate (PMLE) of a smooth transformation from P exists and has a finite dimensional characterization, similar to those results found in the spline literature. These results are derived utilizing an Euler-Lagrange characterization of the PMLE which also establishes a surprising connection to a generalization of Stein's lemma for characterizing the normal distribution.
Introduction
A theorem of McCann [13] shows that for any two absolutely continuous probability measures on R d there exists a monotone transformation sending one probability measure to the other. A consequence of this theorem, relevant to statistics, is that density estimation can be recast in terms of transformations. In particular, one can fix any absolutely continuous probability measure, call it P, and then reparameterize the whole class of absolutely continuous probability measures as monotone transformations from P. The advantage of this new viewpoint is the flexibility in choosing the target measure P which can allow prior information on the shape of true sampling distribution. For example, if it is known that the data is nearly Gaussian then choosing a Gaussian P along with a strong penalty on transformations that are far from the identity allows one to construct penalized maximum likelihood estimates which effectively shrink the resulting nonparametric estimate in the direction of the Gaussian target P. Moreover, when there is no knowledge about the true sampling measure, one can simply choose any absolutely continuous P and still construct a completely nonparametric density estimate.
In this paper we utilize this reparameterization of densities, as monotone transformations from some P, to construct semiparametric and nonparametric density estimates. We focus our attention on classes transformations which are smooth, invertible and which have attractive computational properties. Formally, we model our data X 1 , . . . , X n as being generated by some diffeomorphism φ : R d → R d of some fixed but known probably distribution P on R d :
The notation P • φ is taken to mean that the probability of X ∈ A is given by P(φ(A)) where φ(A) = {φ(x) : x ∈ A}. An important observation is that the model (1) implies that φ(X) ∼ P. Therefore, one can imagine estimating φ by attempting to "deform" the data X 1 , . . . , X n by a transformation which satisfies φ(X 1 ), . . . , φ(X n )
iid ∼ P.
One of the main difficulties when working with such a model is the invertibility condition on the maps φ. The nonlinearity of this condition in R d when d > 1 makes constructing rich classes and optimizing over such classes difficult. One of the early attempts at circumventing such difficulties, found in [2] , utilized the class of quasi-conformal maps to generate penalized maximum likelihood estimates of φ. However, these tools were only developed for R 2 with no clear generalization for higher dimension. In this paper we adapt the powerful tools developed by Grenander, Miller, Younes, Trouvé and coauthors in the image processing and computational anatomy literature (see [24] and the references therein) and apply them to the estimation of φ from data X 1 , . . . , X n . Indeed, these techniques allow us to show that a penalized maximum likelihood estimate of φ exists and that the solution has a finite dimensional characterization, similar to those results found in the spline literature (see [23] ).
We start the paper in Section 2 with an overview of using the dynamics of time varying vector field flows to generate rich classes of diffeomorphisms. Then in sections 3 and 4 we define our penalized maximum likelihood estimate (PMLE) of φ and prove not only existence, but also establish a finite dimensional characterization which is key for numerically computing the resulting density estimate. In Section 5 we notice a surprising connection with the Euler-Lagrange equation for the PMLE of φ and a generalization of Stein's lemma for characterizing the normal distribution (see [19] ). In sections 6 and 7 we give examples of our new density estimate, first as a nonparametric density estimate and second as a semiparametric density estimate where a finite dimensional model is used for the target probability measure P. We finish the paper with an appendix which contains some technical details used for the proofs of the existence of the PMLE and for the finite dimensional characterization.
A rich class of diffeomorphisms
In this section we give a brief overview of the technique of using the dynamics of time varying vector field flows to generate rich classes of diffeomorphisms. These time varying flows have been utilized with spectacular success in the fields of computational anatomy and image processing (see [1, 4, 5, 6, 7, 10, 11, 14, 15, 16, 20, 21, 22, 24, 25] , and references therein). The tools developed in this body of work have been shown to be very powerful for developing algorithms which optimize a diverse range of objective functions defined over classes of diffeomorphism. It is these tools that we adapt for density estimation and statistics.
A map φ : 
with boundary condition φ v 0 (x) = x, for all x ∈ Ω (see Theorem 1 below). The interpretation of these flows is that φ t (x) represents the position of a particle at time t, which originated from location x at time t = 0, and flowed according the the instantaneous velocity given by v t . It will be convenient to consider the diffeomorphism that maps time t to some other time s, this will be denoted φ
For the remainder of the paper we will assume that at each time t, v t will be a member of a Hilbert space of vector fields mapping Ω into R d with inner product denoted by ·, · V and norm by · V . Indeed, how one chooses the Hilbert space V will determine the smoothness properties of the resulting class of deformations {φ t } t∈ [0, 1] . Once the Hilbert space V is fixed we can define the following set of time varying vector fields.
One clear advantage of this class is that it can be endowed with a Hilbert space inner product if V is a Hilbert space. Indeed, V [24] ). For the remainder of the paper we typically use v or w to denote elements of V [0, 1] and v t or w t to denote the corresponding elements of V at any fixed time t. An important theorem found in [24] relates the smoothness of V to the smoothness of the resulting diffeomorphism. Before we state the theorem, some definitions will be prudent. The Hilbert space V is said to be continuously embedded in another normed space H (denoted V → H) if V ⊂ H and there exists a constant c such that
functions whose partial derivatives of order k or less all have continuous extensions to zero at the boundary ∂Ω.
To derive our finite dimensional characterization we will make the additional assumption that V is a reproducing kernel Hilbert space of vector fields. This will guarantee the existence of a reproducing kernel K(x, y) : Ω × Ω → R n×n which can be used to compute the evaluation functional. In particular, K has the property that for any x ∈ Ω and f ∈ V the following identity holds
To simplify the following computations we will only work with kernels of the form K(x, y) = R(x, y)I d×d where R : Ω × Ω → R is a positive definite function and I d×d is the d-by-d identity matrix. Now the class of diffeomorphisms we consider in this paper corresponds to the set of all time varying vector field flows evaluated at t = 1: φ v 1 , where v ranges through V [0, 1] . The class V [0,1] will be completely specified by the reproducing kernel R(x, y)I d×d which has the flexibility to control the smoothness of the resulting maps φ v 1 through Theorem 1.
Penalized maximum likelihood estimation
In this section we construct a penalized maximum likelihood estimate (PMLE) of φ . Under mild assumptions on V and the density of P we prove the existence of a PMLE estimate ofv, whereby obtaining an estimate P • φv 1 of the true sampling distribution.
The target probability measure P is assumed known with a bounded density with respect to Lebesque measure on R d . Therefore, by writing the density of P as exp H for some function H : R d → R ∪ {−∞}, the probability measure P • φ v 1 has density given by
where det(Dφ 
The estimated vector fieldv is chosen to be any element of V 
Proof. We first establish sup v∈V [0,1] E λ (v) < ∞ by splitting the energy E λ into three parts
Notice that each term is well defined and finite whenever v ∈ V [0, 1] , since the assumption V → C , which satisfies (2) (also see Theorem 2.5 in [10] ). The term E 2 (v) is clearly bounded from above since sup x∈Ω H(x) < ∞ by assumption. For the remaining two terms notice that the determinant of the Jacobian is given by log det Dφ
Since Ω is bounded, closed finite balls in
, V ) are weakly compact (by [10] ). Therefore we may extract a subsequence from v m (relabeled by m) which weakly converges to av
. Furthermore we have lower semicontinuity of the norm
Now by Theorem 3.1 in [10] we have that φ
This allows us to show that log det Dφ
To see why, one can use similar reasoning as in [7] . First write
where the first term I satisfies
, by Hölder.
For the second term II notice that the map sending v
. By the Riesz representation theorem
Combining the results for I and II we can conclude that log det Dφ
To finish the proof notice that
One of the important facts about any vector field flowv ∈ V [0,1] which maximizes E λ is that the resulting estimated transformation φv 1 is a geodesic (or minimum energy) flow with respect to the vector field norm 
Notice, however, that the log-likelihood term in E λ only depends on φv 1 . This implies that any maximizerv of E λ must simultaneously minimize the penalty ] which has the same terminal value, i.e. φv 1 = φ w 1 . Consequently, the PMLE estimatev must be a geodesic flow. An important consequence is that geodesic flows {v t } t∈ [0, 1] are completely determined by the initial vector fieldv 0 . This will become particularly important in the next section where the initial velocity field will be completely parameterized by n coefficient vectors.
Spline representation from Euler-Lagrange
In this section we work under the additional assumption that V is a reproducing kernel Hilbert space. This assumption allows one to derive the Euler-Lagrange equation for any maximizerv of which satisfies (4) . This leads to a finite dimensional characterization ofv which parallel those results found in the spline literature for function estimation.
Claim 2. Let V be a reproducing kernel Hilbert space, with kernel R(x, y)I d×d , continuously embedded in 
where ] . Therefore E 3 (v + h) is differentiable with respect to with derivative given by
In addition, Theorem 8.10 of [24] implies that φv + h 1 (x) is differentiable at = 0. Now, the assumption H ∈ C 1 (Ω) combined with equation (31), in the Appendix, gives
Finally, Proposition 3, from the Appendix, implies E 3 (v + h) is differentiable at = 0 with derivative given by [3] ). Now from (8), (9) and (10), the energy E λ (v + h) is differentiable with respect to at 0 and
where
with ] was arbitrary, equation (11) implies Ev = 0, which then gives (7) . Remark: we are using the fact that the zero function in a reproducing kernel space is point-wise zero since the evaluation functionals are bounded.
There are a few things things to note here. First, the Euler-Lagrange equation (7) only implicitly characterizesv since it appears on both sides of the equality (β k,t and X k,t also depend onv). Regardless, (7) is useful since it implies thatv must lie within a known n × d dimensional sub-space of V [0, 1] . In particular, as discussed at the end of Section 3, the estimate {v t } t∈[0,1] is completely characterized by it's value at time t = 0, i.e.v 0 (by the geodesic nature ofv). Restricting equation (7) to t = 0 one obtainŝ
Simply stated,v 0 has a finite dimensional spline characterization with spline knots set at the observations X 1 , . . . , X n . Therefore to recover {v t } t∈[0,1] one simply needs to find the n vectors β 1,0 , . . . , β n,0 which satisfy the following fixed point equation
for all k = 1, . . . , n.
Connection to Stein's Method
The Euler-Lagrange equation given in (7) has a surprising connection with a generalization of Stein's lemma for characterizing the normal distribution (see [19] ). The main connection is that the Euler Lagrange equation for the PMLE estimatev t , simplified at initial time t = 0 and terminal time t = 1, can be reinterpreted as an empirical version of a generalization of Stein's lemma. This is interesting in it's own right, however, the connection may also bear theoretical fruit for deriving asymptotic estimation bounds on the nonparametric and semiparametric estimates derived fromv.
In this section we make this connection explicit with the goal of of motivating and explaining the Euler-Lagrange equation forv derived above.
To relatev t at t = 0 with Stein's lemma, and more generally Stein's method for distributional approximation, first notice that (14) implies the coefficients β k,0 , from the implicit equation (13) for v, satisfy β k,0 = ∇ logf (X k ) wheref = e H•φv 1 |Dφv 1 | is the estimated density of X using the pullback of the target measure with the estimated diffeomorphisms φv 1 . Now by computing the inner product of both sides of the Euler-Lagrange equation (13) with any vector field u ∈ V and applying the reproducing property of the kernel R(·, ·) one derives
where E n denotes expectation with respect to the empirical measure generated by the data:
1 n n k=1 δ X k . To relate with Stein first let E denote expectation with respect to the population density f = e H•φ |Dφ| given in our basic model (1) . Notice that a generalization of Stein's lemma shows that if the densities f andf give rise to the same probability measure then
for all u in a large class of test functions U (see Proposition 4 in [19] ). For example, a simple consequence of Lemma 2 in [18] implies that whenf is the density of a d dimensional Gaussian distribution N d (μ, 1) and X ∼ N d (µ, 1) thenμ = µ implies E −(X −μ) · u(X) + div u(X) = 0 for any bounded function u : R d → R d with bounded gradient. Stein's method, on the other hand, generally refers to a technique for bounding the distance between two probability measures f andf using bounds on departures from a characterizing equation, such as (16) for example (see [8] for an exposition). The bounds typically take the form
where H and U are two class of functions related through a set of differential equations. In our case, applying a Hölder's inequality to the Euler-Lagrange equation (15) gives a bound on right hand side of (17) in terms of a regularization measurement on the PMLEv and an empirical process error:
empirical process error (18) where νf ,u = ∇ logf (X)u(X) + div u(X). This makes it clear that theoretical control of the PMLE estimatev t at time t = 0, using the Euler-Lagrange equation characterization (13) , allows asymptotic control of the distance between the estimated densityf and the true density f . At terminal time t = 1, there is a similar connection with Stein's lemma. In contrast to time t = 0, which quantifies the distance between the estimated and population densitiesf and f , time t = 1 quantifies the distance between φ(X) (the target measure) with φv 1 (X) (the push forward of the true population distribution though the estimated map). To make the connection, one follows the same line of argument as above to find that for any
where Ev n denotes expectation with respect to the empirical measure
where γ u = ∇H(X)u(X) + div u(X) and Ev denotes expectation with respect to the push forward of the population density f = e H•φ |Dφ| though the estimated map φv 1 . Since the target measure P is assumed to have density e H , this bounds the distributional distance between φv 1 (X) and P when X ∼ P • φ.
Nonparametric example
In this section we utilize the finite dimensional characterization of the PMLEv at time t = 0, given in (13), to construct nonparametric density estimates of the formf = e H•φv 1 |Dφv 1 | from iid samples X 1 , . . . , X n . As was discussed in the introduction, so long as the target measure P is absolutely continuous, the assumption that X 1 , . . . , X n iid ∼ P • φ encompasses all absolutely continuous measures. Since the class of diffeomorphisms {φ
} is nonparametric, the estimatef = e H•φv 1 |Dφv 1 | is inherently nonparametric regardless of the choice of target probability measure P (with density e H ). In effect, the choice of target P specifies a shrinkage direction for the nonparametric estimate: larger values of λ shrinkf further toward the target P. In this section we illustrate the nonparametric nature of the density estimatef , whereas the next section explores semiparametric estimation with parametric models on the target P. One key feature of our methodology is the use of the Euler-Lagrange equation (7) as a stopping criterion for a gradient based optimization algorithm for constructingv. In fact, to avoid computational challenges associated with generating geodesics with initial velocities given by (13), we consider a finite dimensional subclass of V [0, 1] which have geodesics that are amenable to computation (and for which gradients are easy to compute). The key is that we use the EulerLagrange identity (7) to measure of the richness of the subclass, within the larger infinite dimensional Hilbert space V [0,1] , whereby allowing a dynamic choice of the approximating dimension for a target resolution level.
Claim 2 shows that the PMLE vector fieldv ∈ V [0,1] obeys a parametric form determined up to the identification of the n functions t → β k,t as t ranges in [0, 1]. Moreover, the whole path of coefficients β k,t is determined from the initial values β k,0 , by the geodesic nature ofv. In this way, we are free to optimize, over the vectors {β 1,0 , . . . , β n,0 } ⊂ R d using equation (13) and are guaranteed that the global maximum, over the full infinite dimensional space {φ
}, has this form. Unfortunately, deriving geodesic maps with this type of initial velocity field is challenging. To circumvent this difficulty we choose an approximating subclass of vector fields at time t = 0 which are parametrized by the selection of N knots {κ 1 , . . . , κ N } ⊂ Ω and N initial momentum row vectors {η 1 , . . . , η N } ⊂ R d and have the form:
The knots {κ 1 , . . . , κ N } need not be located at the data points {X 1 , . . . , X n }. Indeed, we will see that alternative configurations of knots can be numerically beneficial. The key point is that vector fields In this example we compare two different knot configurations, in (21), for generating nonparametric density estimates using approximate solutions to the Euler-Lagrange equation (7) . The left column of images shows two different density estimates (red), based on the same data set (blue), using two different knot configurations (top-left uses 10 knots, bottom-left uses 30 knots). The right column of images show the corresponding diagnostic curves which characterize the richness of the approximating subclass generated by the knots. The fact that the two diagnostic curves shown bottom-right are similar suggests that the 30 knots used generate the approximating subclass by (21) is sufficiently rich to reach the stationary points of the penalized log likelihood E λ given in (3). See Section 6 for details.
at time t = 0, which satisfy (21), generate geodesics with respect to norm
V dt 1/2 that are easy to compute. Moreover, the variational derivatives of the terminal map φ v 1 with respect to the initial η coefficients and the knots κ are easily computed when utilizing similar techniques as those developed in [22] and [1] . This enables efficient gradient based algorithms for optimizing the PMLE criterion over the class generated by (21) .
As a first illustration, we show that the naïve choice of initial knots obtained by setting {κ 1 , . . . , κ N } = {X 1 , . . . , X n } in (21) is not sufficient to solve (7); then show how it can be easily fixed using the EulerLagrange methodology. Our data set, shown with blue sticks in Figure 1 , consists of n = 10 independent samples from a mixture of two normals, truncated so the support is [0, 1]. Our target probability measure P is set to the uniform distribution on Figure 1 shows the non-parametric density estimatef = e H•φv 1 |Dφv 1 | in red, generated by applying a gradient based optimization algorithm applied to the subclass (21) where the knots {κ 1 , . . . , κ N } = {X 1 , . . . , X n } are kept fixed and the coefficients η 1 , . . . , η N are optimized by minimizing the penalized log likelihood function E λ (v) given in (3) . To diagnose the richness of subclass (21) To generate knots which are sufficiently rich, in this first example, we apply a discrete approximation at initial time t = 0 to the gradient term ∇ y R(x, y) appearing in the Euler-Lagrange equation (7) . For this approximation we use N = 3n knots in the pattern given by the following approximation
With this new set of knots, the resulting PMLE over the new class is show at bottom left in Figure 1 .
Notice that now the diagnostic function λv 0 − D v 0 (the difference between the black and green line in the bottom-right plot of Figure 1 ) is much closer to zero. Indeed, for every t ∈ [0, 1] the diagnostic function λv t −D v t is similarly close to zero (not pictured). This implies that the maximal rate of change of the penalized log-likelihood within the infinite dimensional Hilbert space V [0, 1] , at our estimate, is very small and hence our knots are sufficiently rich.
In the previous example we used N = 3n knots in (21) to construct a sufficiently rich class for solving the Euler-Lagrange equation (7). Now we demonstrate that with larger data sets and smaller smoothness penalties one can actually use a smaller set of knots, N n, to approximate the solutions to Euler-Lagrange equation (7) . The histograms in the left column of Figure 2 show n = 240 iid samples from the same truncated mixture of normals used in the previous example. The resulting density estimates, shown in red, use a smoothness penalty set to λ = 1/4. The estimate shown top-left utilizes N = n = 240 knots set at the data points whereas the estimate shown bottom-left uses N = 20 knots randomly selected from the data. The right column shows the corresponding diagnostic plots In this example we demonstrate that a small number of knots, in (21), can be enough to approximate solutions to the Euler-Lagrange equation (7) . The left column of images shows two different density estimates (red), based on the same data set of size n = 240 (grey histogram), using two different knot configurations (top-left uses 240 knots, bottom-left uses 20 knots). The right column of images show the corresponding diagnostic curves which characterize the richness of the approximating subclass generated by the knots. The fact that the two diagnostic curves shown bottom-right are nearly identical suggests that the 20 knots used generate the approximating subclass by (21) is sufficiently rich to reach the stationary points of the penalized log-likelihood E λ given in (3). See Section 6 for details.
(λv 0 shown in black and D v 0 shown in green). The relative agreement of the diagnostic curves in the bottom-right plot suggests that 20 knots are reasonably adequate for finding approximate solutions to the Euler-Lagrange equation. We expect this situation to improve as the number of data points increase. This has the potential to dramatically decrease the computational load when applying this estimate to extremely large data sets.
Semiparametric example
In this section we demonstrate how the PMLE φv 1 can be used to generate semiparametric estimation procedures obtained by assuming a parametric model on the target distribution P then introduce a nonparametric diffeomorphism to the target model. Indeed, any parametric model {P θ : θ ∈ Θ ⊂ R m } can be extended to a semiparametric class by considering diffeomorphisms of the data to the parametric target as follows:
iid ∼ P θ it is natural to alternate the optimization of θ and φ to compute the estimatesθ andφ under this semiparametric model. This optimization routine is outlined explicitly in Algorithm 1.
Algorithm 1
Compute the semiparametric estimatesθ,φ 1: Set i = 0 and initialize (θ 0 , φ 0 ).
2:
Set φ i+1 to the PMLE of φ defined in Section 3 under the model X 1 , . . . , X n iid ∼ P θ i • φ. 3: Set θ i+1 to the maximum likelihood estimate of θ ∈ Θ under the following model for the transformed data points:
; else set i ← i + 1 and return to step 2.
To illustrate the semiparametric nature of our estimate we sample from a population density which is a mixture of a χ 2 density (with 20 degrees of freedom) and a Gaussian density (µ = 55 and σ = 3) shown in black on the left column of plots in Figure 3 . The data comprises n = 200 independent samples from this mixture, the histogram of which is shown on the left column of plots in Figure 3 . We consider two different semiparametric estimates of the population density. The first uses a basic location-scale Gaussian family to the parametric target model {P θ : θ ∈ Θ} ≡ {G µ,σ : µ ∈ R, σ ∈ R + } where G µ,σ denotes the Gaussian measure centered at µ with variance σ 2 . The second example uses a mixture of two Gaussian measures
As in Section 6 we use a Gaussian reproducing kernel to generate the Hilbert space V . In this example, however, we use a wider kernel, with standard deviation set to half the sample standard deviation of the data. This is done to illustrate the flexibility in the estimated density obtained by simply changing the kernel width and the penalty parameter λ (which is decreased to 1/2500 in this example). Wider kernels tend to produce estimates which have restricted local variability but can still have sufficient flexibility to model large amplitude variations over large spatial scales.
The estimate obtained from the basic location-scale Gaussian family is shown in red in the top-left plot of Figure 3 . Conversely, the estimated density which uses the mixture target model is shown in red in the bottom-left plot of Figure 3 . The corresponding estimated target density dPθ/dx is shown in green on the left two plots. To numerically approximate the PMLE initial velocity fieldv 0 , needed in step 2 of Algorithm 1, we used the approximating subclass for the initial velocity field given in the form (21) with 200 knots located at the data values. The corresponding time zero diagnostic plots are shown in the right column of Figure 3 (green for λv 0 and black for D v 0 ). Notice that in both cases the semiparametric estimates do a good job at estimating the population density. In the case of the location-scale Gaussian target the estimated target density does a poor job of explaining the true density. However, the presence of a nonparametric diffeomorphism allows this model to fit nearly as well as a fit from a mixture model. Notice also that the semiparametric estimate based on the location-scale Gaussian target overestimates the true sampling density between the two modes. This seems due to the fact that the estimation procedure prefers an overly dispersed target density which allows the estimated diffeomorphism to effectively add mass around the smaller mode. The situation seem to be corrected when using a mixture.
A Technical Details
This section serves to present some technical details which are used in the proofs of Claim 1 and Claim 2. Some of these results can be found in the current literature (for example, Proposition 1, most of Proposition 2 and equation (31) can be found in [24] ). However, the main goal of this section is to establish equation (32) in Proposition 3 which is key to establishing Claim 2. We mention that all of the derivations presented in this section rely heavily on techniques developed by Younes, Tróuve, Miller and co-authors (see [24] and references therein).
To set notation let
is the set of functions in C k (Ω, R d ) whose derivatives of order ≤ k take the value 0 on the boundary ∂Ω. It is a well known fact that C k (Ω, R d ) is a Banach space with respect to the norm:
V dt given in Definition 1 is technically only a semi-norm since one is free to change v t on a set of t ∈ [0, 1] with Lebesque measure zero (and not effect the norm on V [0, 1] ). This is easily fixed by identifying V 
Proof. Notice first that v t V and v t , h t V are measurable functions of t (this can be taken to be implicit in definitional requirement for membership in V 
and which satisfy the ordinary differential equation 
) with boundary condition φ v 0 (x) = x, for all x ∈ Ω. Moreover, by Proposition 8.8 in [24] we have that
where det Dφ
is nonsingular and differentiable in t we have that (see (6.5.53) of [12] , for example)
Therefore log det Dφ 
Combining the above inequality with the fact that φ v st ∞ ≤ sup x∈Ω |x| gives the desired inequality φ
where F (x, y) is monotone and finite in both x and y. Now by equation (30) 
for all | | < M , by equation (8.11) of [24] . Therefore when fixing v, h ∈ V 
