ABSTRACT Topology-transparent scheduling policies do not require the maintenance of accurate network topology information and therefore are suitable for highly dynamic scenarios in self-organized wireless networks. However, in topology-transparent scheduling, it is a very challenging problem to make individual nodes efficiently select their transmission slots in a distributed manner. It is desirable for individual nodes, through time slot selection, to avoid collision on the one hand and utilize as many time slots as possible (i.e., minimize the number of redundant slots) on the other. In this paper, learning-based approaches are employed to solve the time slot scheduling problem. Specifically, the proposed method uses a temporal difference learning approach to address the collision issue and use a stochastic gradient descent approach to reduce the number of redundant slots. Unlike previous works, this learning approach is trained through self-play reinforcement learning without incurring communication overhead for the exchange of reservation information, thereby improving the network throughput. Extensive simulation results validate that our proposal can achieve better efficiency than the existing approaches.
I. INTRODUCTION
The time-division multiple access (TDMA) scheme has been widely used in Internet of Things (IoT) applications to support large and dense networks [1] - [6] . It is a better solution for achieving fair and collision-free scheduling than competition-based schemes (e.g. CSMA/CA) because it allows interfering nodes to transmit in different time slots. To allocate different time slots to interfering nodes, TDMA scheduling schemes usually require the topological information of the network [7] , [8] . However, in a dynamic, large and dense network, acquiring this information may incur massive computational complexity and communication overhead [9] - [11] . Consequently, topology-transparent scheduling schemes have recently attracted considerable research interest [12] , [13] .
In topology-transparent scheduling, each node selects a time slot in a distributed manner without requiring topological information [17] . The main objective is that interfering nodes (i.e., destination node and its neighbors select the transmission slot which has been selected by source node) should select different slots in which to transmit. This is a nontrivial problem due to the lack of topological information. Therefore, this problem has attracted extensive investigation over the past decade [14] - [20] , and the related proposals can be broadly divided into two categories: reservation-based schemes [16] , [18] , [20] and polynomial-based schemes [14] , [15] , [19] . The basic idea of reservation-based schemes is to reserve different slots for interfering nodes and thus avoid collision. However, these schemes require reservation information to be exchanged among nodes, and the exchange of a large amount of reservation information may result in excessive communication overhead. The polynomial-based approach can achieve considerable improvements in efficiency and robustness in mobile environments [19] by taking advantage of the multi-packet reception capability. This capability allows the collision problem to be resolved even when two nodes are transmitting in the same time slot. However, this approach introduces complicated polynomialbased algorithms and requires each node to have the capability of multi-packet reception. Another important problem faced by schemes in both categories is that to avoid potential collisions, the time slots are usually only sparsely occupied by nodes; i.e., redundant slots exist that are not efficiently utilized.
In this paper, we propose an intelligent topologytransparent scheduling policy that can learn and optimize rules for avoiding collisions and utilizing redundant slots. This work requires neither central control nor information exchange among nodes. Most importantly, we make use of artificial intelligence techniques, e.g. temporal difference learning and the experience replay approach, to address the slot selection issue for collision avoidance and redundant slot utilization.
The remainder of this paper is organized as follows. Section II describes the system model. In Section III, we explain the details of the proposed topology-transparent scheduling policy. Section IV reports the validation of the proposal via simulation. Section V concludes the paper.
II. SYSTEM MODEL AND PROBLEM DEFINITION
There are N nodes in the considered self-organized wireless network. The network can be represented by a directed graph G(V , E), where V and E are the sets of nodes and edges, respectively [14] . Let S u denote the neighbors of node u (∀u ∈ V ). D u = |S u | is the degree of node u. The maximum node degree is defined as D max = max u∈V D u . The nodes do not need to support multi-packet reception, and we assume that unsuccessful transmission is caused only by collisions. Suppose that node u is within the interference range of node v; then, for a transmission from node u to node v in slot i, a collision occurs when node v or another neighbor of node v simultaneously intends to transmit in slot i. Therefore, the interfering node set for transmission from u to v is represented by S v ∪ {v} − {u}. FIGURE 1. The topology-transparent frame structure. [12] , [13] .
The conventional topology-transparent scheduling policy is based on Galois field theory [21] . Consider a singlechannel TDMA network, for which the frame has the structure shown in Fig. 1 [12] , [13] . Specifically, each frame is divided into a number of subframes of equal duration; accordingly, each node has multiple transmission opportunities within a frame. Moreover, each subframe further consists of multiple time slots, and a node can select one of these time slots in which to transmit.
The method of selecting transmission slots is a key issue for topology-transparent scheduling. In [12] and [13] , the following slot selection function was proposed:
where k is the maximum number of collisions between two arbitrary nodes in one frame; a i ∈ 0, 1, . . . , p − 1 is a coefficient parameter that randomizes the slot selection (different nodes will select different a i values); x is the index of the current subframe; p is the number of slots in one subframe; and q is the number of subframes in one frame. In accordance with (1), all selected slots for an arbitrary node constitute the following set:
This function indicates the position in the frame of the transmission slot selected for each node. The randomness of f (x) will prevent different nodes from choosing the same slot.
This function indicates the position in the frame of the transmission slot selected for each node. The maximum degree of the function is equal to k. The set GF(x) should include all possible functions. The number of functions covered by GF(x) is p k+1 . To guarantee that each node has at least the minimum guaranteed throughput, each node should be given a unique slot selection function [13] , and thus, the following constraint should be satisfied:
For each node, slot (f (x) mod p) in subframe x will be selected in accordance with the slot selection function f (x). To guarantee that each node has at least one slot in which it can transmit data to any neighbor during each frame, the following constraint should be satisfied:
The basic idea of topology-transparent scheduling is to ensure that different nodes will select different time slots via the randomness of (1). However, two major problems arise. First, collisions still occur. More explicitly, for node u and node v, if f u (i) − f v (i) = 0 (i.e., node u transmits data in the f u (i)-th slot in the i-th subframe), nodes u and v will encounter transmission collision. Second, improper setting of the parameter k may lead to a highly sparse or crowded scheduling policy, which means that in some cases, there may be many redundant slots in the time slot selection process, whereas in other cases, the selected time slots for different nodes will be concentrated within a short period.
Motivated by these challenges, we improve the slot structure to enable a learning process to address the collision issue and reduce the number of redundant slots. As shown in Fig. 2 , in the improved slot structure, each slot is further divided into three intervals: Beacon, DATA and ACK.
The Beacon interval enables each node to collect the slot selection information from its one-hop neighbors during the redundant slot utilization stage. The information collected from each node includes its own slot index, and this information is obtained by receiving broadcasts from neighbors. Thus, each node can determine the number of redundant slots through a simple subtraction calculation. If the value of |f (x)−f neighbor (x)| is equal to '1', this means that there are no redundant slots. Otherwise, redundant slots exist in the time slot selection process. The DATA interval is used to transmit data packets, and the ACK interval is used to acknowledge the DATA transmission. Moreover, the nodes can observe the collision state based on the ACK message. If there is no collision in current slot, node will receive the ACK message. If a node does not receive ACK before time expires, it means collision state.
III. IMPROVED PARAMETER SELECTION
In this section, we propose a flexible and robust time slot selection function that can increase the randomness of slot selection and thus alleviate the collision problem.
In previous studies, the frame length has been minimized by adjusting the parameters p and q while setting k to a fixed value. However, the maximization of the minimum guaranteed node throughput, as introduced in [15] and [20] , has not been considered. As mentioned above, if q ≤ p, then any two nodes may make the same time slot selection at most k times. To maximize the minimum guaranteed node throughput and guarantee that each node has at least one unique slot selection function during each frame, the parameters p and q should be selected in accordance with constraints (3) and (4).
A. ALGORITHM DESCRIPTION
Consider the transmission u → v, ∀u ∈ V , ∀v ∈ S u , with a one-frame duration. We use the same method discussed in [13] and [20] , in which the optimal throughput does not depend on the number of subframes q. Thus, we assume p = q. If any arbitrary pair of nodes have different slot selection functions, then each node can occupy p slots during one frame. Therefore, the minimum guaranteed node throughput can be expressed as
where kD max is the maximum number of collisions between any arbitrary pair of nodes during one frame, p − kD max is the minimum number of guaranteed successful transmissions for each node during one frame, and p 2 is the overall frame length. According to the discussed in [13] , the equation (3) and (4) should be satisfied. To maximize T min as the parameter selection criterion of p and k. The maximal minimum guaranteed node throughput (i.e. upper bound) can be expressed as
Based on the optimal k and p, each node can obtain a unique time slot selection function for randomly choosing transmissions. There are p k+1 available functions covered by GF(x).
Theorem 1: The optimal parameters k and p should satisfy the following:
Proof: To find the maximum value of T min , we should find a p that satisfies
Since p ≥ kD max ≥ 0, we find from (8) that p = 2kD max . T min increases with increasing p when kD max ≤ p ≤ 2kD max and decreases with increasing p when p ≥ 2kD max . From (3) and (4), it should hold that p ≥ max 2kD max , N 1 / (k+1) .
We assume that x = k 0 is the unique positive root of
From (9), we can observe that 2kD max increases with increasing k, while N 1 / (x+1) decreases with increasing k.
In addition, since k ≤ k 0 , N 1 / (k+1) ≥ 2kD max should be satisfied. If k 0 = 0 and k is a non-negative integer, then max (T min (k)) = max (T min (0)). Now, let us consider the scope of k 0 ≥ 1; if 1 ≤ k ≤ k 0 , it can be derived from (6) as shown in (10), as shown at the bottom of this previous page.
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For all k ≤ k 0 , it is found that N 1 / (k+1) ≥ 2kD max , and we have
Because (10) and (11), we find that
As discussed above,
Then, from (10) and (13) ,
To maximize the minimum guaranteed node throughput, we must select the optimal values of k and p under the given N and D max . Based on the above analysis, the optimal k and p can be determined as shown in Algorithm 1:
Thus, we find that the optimal parameters k and p are determined by N and D max instead of by the specific network topology.
Algorithm 1 Algorithm for Determining the Optimal Parameters k and p
1: Obtain k 0 by using (9).
Determine k in the scope of k 0 ≤ k ≤ k 0 from (6). 4: else 5: Find k in the scope of k ≤ k 0 and k ≤ k 0 . 6: end if 7: Calculate the optimal number of slots p by using the optimal k.
B. THROUGHPUT ANALYSIS
In this subsection, we analyze the normalized average node throughput that is guaranteed by the proposed time slot selection algorithm. The average probability that node u successfully chooses at least one open slot during one subframe can be formulated as
The probability that node u collides with at least one interfering node v or other neighbor of node v of S v ∪ {v} − {u} in slot set GF u (x) can be calculated as
where l is the number of interfering nodes that collide with node u in the same slot. The probability that node u does not collide with the other D max − l interfering nodes in slot set GF u (x) can be calculated as
By jointly considering (14) and (15), the probability that node u collides with at least one interfering node in slot set GF u (x) is found to be
Based on (16), the normalized average node throughput is
20224 VOLUME 6, 2018 where I is the number of redundant slots and n is the number of minislots. Considering the issues of collision and redundant slots in the network, we improve upon the conventional topologytransparent scheduling policy by introducing the proposed parameter selection scheme and collision probability calculation. The benefit is that the enhanced policy can be used to adapt to the current requirements of the communication environment. However, the inherent problem of the conventional scheduling policy is not completely resolved; highly sparse and conflicting situations still exist. In the following section, a reinforcement learning model is introduced to address this issue.
IV. REINFORCEMENT LEARNING FOR TOPOLOGY-TRANSPARENT SCHEDULING A. FRAMEWORK OF THE REINFORCEMENT LEARNING MODEL
Reinforcement learning (RL) is usually adopted to solve problems in which a learning agent interacts with its environment to achieve goals related to the state of the environment [22] - [26] . Here, we propose an RL model to allow nodes to optimally select slots while utilizing more redundant slots. The RL model is composed of two stages. First, we use the temporal difference (TD) learning approach to select the collision-free slots in one subframe. In this stage, we build a tree-based structure to search for the maximum expected return. Second, we use the experience replay approach to further optimize the slot utilization in each subframe. In this stage, we consider the expected return obtained in the first stage as a fixed target. Then, we find a slot selection vector that minimizes the sum-squared error between the approximate and real values. Several definitions related to the model are given as follows.
1) STATE
We define S t as the state observed by node i at time t. We use S = {S 1 , . . . , S t } to denote the countable non-empty set of the state space, S t ∈ S. The state transition from S t to S t+1 depends on the corresponding action, and accordingly, the next state S t+1 can be observed when the next action occurs.
2) REWARD
We use r = {r 1 , . . . , r t } to denote the countable non-empty set of the reward space. r t is the reward associated with the (t − 1)-th state transition. The feedback information is stored in minislot 0. If node i selects a slot with no collision at time t, then the reward value is '1'. Otherwise, the reward value is '−1'. To preserve the throughput performance, it is desirable for the time slots to be fully utilized. In the second stage, the negative state is inefficiency slot utilization caused by highly sparse scheduling policy rather than transmission failure. It also can be used to keep the slot scheduling policy working. Therefore, if node i senses that there are no redundant slots at time t, then the reward value is increased to '100'. Otherwise, the reward value remains equal to '1'.
3) ACTION
We define A i,t as the action taken by node i at time t. We use A = {A i,1 , . . . , A i,t } to denote the countable non-empty set of the action space.
4) ACTION-VALUE FUNCTION
The action-value function Q(S t , A t ) is associated with the action A t and the state S t at time t. It is equivalent to the average node throughput as defined in Section II.
B. TEMPORAL DIFFERENCE LEARNING APPROACH FOR COLLISION AVOIDANCE
In the reinforcement learning framework introduced above, each node interacts with the subframe environment. In each discrete time step t, a node observes the current state S t , takes an action A t , and obtains a feedback reward r t . During the slot selection phase, each node uses a unique time slot selection function f (x) to obtain a slot in each subframe. If f u (x)−f v (x) = 0, this means that the slot selection functions of node u and its interfering neighboring node v have the same root. In this case, it is desirable for these interfering neighboring nodes to select different, collision-free slots in the same subframe. We use a temporal difference learning algorithm to evaluate a value function via minimax search [27] - [31] . Fig. 3 shows the search structure. Each child node has a certain expected return value. The state transition from S t to S t+1 has only two possible states: collision or collision-free. If we assume that node i takes action A t to select its slot in accordance with the slot selection function f i (S t ) for the current subframe state S t , then node i receives a scalar reward r t = p−1 k=0 γ k r t+k , which is the total accumulated return from time step t with a discount factor of γ (γ ∈ (0, 1]). The goal of the node is to maximize the expected return from each state S t . The optimal value function Q * (S, A) = max π=greedy Q(S, A) yields the maximum action-value function for state S and action A. The expected reward from each state is given by
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A naive means of achieving optimal slot selection behavior in the tree structure is to list all behaviors and then identify the one that results in the highest possible value for each initial state. However, because the state and action spaces could be very large and very high dimensional in the forward-looking search process, such a policy is not viable. To circumvent this problem, we compute an approximation function to estimate the value function. More explicitly, a slot selection vector w that minimizes the mean square error between the approximate value J (S) and the real value J * (S) should be found.
Suppose that S 1 , . . . , S t , . . . , S p−1 is a sequence of slot selection states. For a given slot selection vector w, we define the temporal difference error of the subframe state transition from S t to S t+1 as
Note that d t quantizes the difference between the reward predicted by J (·, w) in state S t+1 and the reward predicted by J (·, w) in state S t . The real value function J * has the property
This means that if J (·, w) is a proper approximation of J * , then (21) should be satisfied. In other words, node i select a conflict-free slot in states S t and S t+1 .
For the approximation of a linear function, the establishment of a tabular approach can be a viable choice. We can use the feature value to indicate the current slot state. If node i selects a conflict-free slot in state S t , then the feature value will be equal to '1'. Otherwise, the feature value will be equal to '−1'. The ideal tabular features can be expressed as
. . .
1(S
The effect of the slot selection vector w on each individual state can be expressed as
In the above discussion, we store the expected reward values in a feature value table. Similarly, we can apply supervised learning to build a set of real values as the 'training data' obtained from the time slot selection function. This training set can be written as
The slot selection vector w can be updated by using the forward-looking linear temporal difference learning algorithm: 6: for t = 0 to p − 1 do 7: if w = 0 then 8: Node i determines its current action in accordance with the slot selection vector w.
9:
else 10: Node i executes its current action to select a slot.
11:
end if 12: end for 13 : end for 14: Node i selects a slot based on the updated slot selection vector w.
where r t+1 + γ J (S t+1 , w) is a biased sample of the real value set J * and α is a step-size parameter that specifies the update speed of the slot selection vector w. Equation (25) is used to update the vector w successively over time to obtain better predictions of the expected reward J (·, w). For a linear J (·, w), it has been proven that w can converge to a near-optimal solution if the slot selection actions A t are independent of the slot selection vector w [27] .
Each node selects its slot in accordance with the slot selection vector w, which eventually converges to a collisionavoiding solution. The detailed operations for obtaining w are summarized in Algorithm 2. In the initialization phase, each node initializes its slot selection vector w and then observes the resultant state S 0 and reward r 0 , after which the initial action A 0 is executed in accordance with the time slot selection function f (x) S 0 . During the learning phase, node i successively updates its slot selection vector w. If the current slot selection action allows the expected reward value to be reached, it will be executed by node i. Otherwise, node i should determine its current slot selection action in accordance with the updated slot selection vector w.
C. STOCHASTIC GRADIENT DESCENT WITH EXPERIENCE REPLAY FOR UTILIZING REDUNDANT SLOTS
The conventional topology-transparent scheduling policy described in Section II helps to reduce transmission conflicts. However, it is a highly sparse scheduling policy with many redundant slots. To enable full utilization of these redundant slots, we use a stochastic gradient descent approach with experience replay to improve the efficiency and stability of the topology-transparent scheduling policy. Experience replay provides a mechanism for the distribution of reward prediction samples toward rewarding actions [32] - [36] . A higher reward in each subframe is 20226 VOLUME 6, 2018 required to avoid sparse scheduling. Unlike in the above discussion, the state S t here represents the number of redundant slots in subframe t, t ∈ [0, p − 1].
Provided that the approximate collision avoidance value J (S) well approximates the real value J * (S), we obtain a fixed state value function pair < S t , J * (S t ) > without utilizing redundant slots. The main idea of this approach is to store state transitions in a replay memory M = {< S 1 , J * (S 1 ) >, < S 2 , J * (S 2 ) >, . . . , < S q−1 , J * (S q−1 ) >} and then apply stochastic gradient descent updates to sample random transitions from this memory. In such a sampling of transitions from a fixed replay memory, rewarding target states will be oversampled and thus will be learned from more frequently. If we sample sequences directly from the dynamic state value function pairs, then the update results will become unstable. Let ω denote the redundant slot elimination vector. By resampling the previous fixed experience values and randomly utilizing the redundant slots over t subframes, an iterative state value function replay computation is performed that exploits newly discovered states based on reward prediction. This approach can be viewed as a simplified subframe-bysubframe prioritized replay process.
Let J (S, A; ω) be a state value function with the redundant slot elimination vector ω. The mean square error (MSE) between the real value J rs (S) and the fixed value J * rs (S) can be optimized by iteratively minimizing a sequence of i-th loss functions, which can be calculated as
where S is the target state which is a value of expectation. A is the target slot selection action which is a value of expectation. ω − i is the redundant slot elimination vector which corresponding to the target state.
Applying stochastic gradient descent to update the redundant slot elimination vector ω yields
where (J * rs (S t )− J rs (S t , ω)) is the prediction error between the fixed and real values and ∇ ω J rs (S t , ω) is the gradient of the real state value function.
The target redundant slot elimination vector ω satisfies
The above analysis suggests that each node should find a redundant slot elimination vector ω that minimizes the sumsquared error between the real value J rs (S) and the fixed value J * rs (S). In the initialization phase, each node first initializes its replay memory M and its redundant slot elimination vector ω. Next, each node observes the resultant state S 0 and Node i stores the state transitions in the replay memory M . 8: for t = 0 to p − 1 do 9: Node i samples the current state value function pair < S t , J * (S t ) > from M .
10:
Node i optimizes the MSE between the current real value and the fixed value.
11:
Node i updates the redundant slot elimination vector ω via (28).
12: end for 13: Node i periodically updates the replay memory M . 14: end while 15 : end for 16: Node i selects a slot based on the updated redundant slot elimination vector ω.
reward r 0 (the state and reward was observed when nodes take initial slot selection action A 0 ), based on which the time slot selection function f (x) S 0 is computed to specify the initial action A 0 , and the triggered state transition is recorded in the replay memory M . During the learning phase, node i first samples a state value function pair < S t , J * (S t ) > from the replay memory M . Next, node i optimizes the MSE between the sampled fixed value and the current real value, after which the redundant slot elimination vector ω is updated by using a variant of stochastic gradient descent. When ω converges to the least-square solution ω π = arg min ω LS(ω), node i can select a slot based on the updated result of ω (i.e., π is the slot selection policy corresponding to ω). Throughout the entire process, node i should periodically update the replay memory M . The process described above is summarized in Algorithm 3.
V. EVALUATION
We first compare the proposed hybrid topology-transparent scheduling policy with the algorithm proposed by Ju and Li [13] and the algorithm proposed by Liu et al. [19] in terms of the normalized average node throughput. We also compare the performance of the proposed polynomial-based method with that of the method based on the reinforcement learning model. Without loss of generality, we fix the number of nodes to N = 200. The maximum node degree is initialized to 1 and is then incremented by 5 until it reaches 96. A higher VOLUME 6, 2018 node degree indicates that the network is denser and that more nodes will encounter more severe conflicts. The two learning stages are simulated in MATLAB simulation platforms. Fig. 4 presents the performance comparison in terms of the achieved normalized average node throughput versus the maximum node degree. The green line represents the improved topology-transparent scheduling policy without the learning model. The red line represents the improved topology-transparent scheduling policy with the reinforcement learning model. It can be observed that 1) the proposed learning-based approach achieves the best throughput performance; 2) the performance of the improved scheduling approach without learning is close to that of Liu's algorithm when the maximum node degree exceeds 40, whereas the performance gap widens when the maximum node degree increases because the performance of the latter algorithm depends on the numbers of neighbors and reservation packets, with more neighbors resulting in more severe interference; and 3) the performance gap for the improved scheduling approach with and without the RL model is independent of the maximum node degree because the learning policy relies on the updated optimal slot selection behavior based on the proposed approach without learning. Fig. 5 shows the variation of the system throughput with the number of nodes and the maximum node degree under the RL model. The system throughput dramatically changes with both the number of nodes and the maximum node degree. With the RL model, the system throughput is significantly enhanced. High-level performance is maintained in terms of the system throughput. This finding can be explained as follows: 1) the sample space becomes larger as the total number of nodes and the maximum node degree increase, and 2) the nodes have accumulated sufficient historical observations and decision experience with which to train the model. Fig. 6 presents the cumulative distribution functions (CDFs) of the system throughput during the different learning stages. This figure shows that the learning model exceeds the two learning stages in terms of throughput. In addition, the convergence performance of the redundant slot utilization stage is higher than that of the collision avoidance stage. Specifically, the convergence of the RL model exhibits a gradual performance improvement. This behavior is explained by the following three considerations: 1) during the collision avoidance stage, the temporal difference learning approach helps to reduce transmission collisions, but redundant slots are not eliminated; 2) during the redundant slot utilization stage, the experience replay approach helps to optimize slot utilization based on the previous stage; and 3) the RL model further improves the convergence performance by using real experience to update the scheduling policy.
VI. CONCLUSION
In this paper, we present a hybrid topology-transparent scheduling policy that combines the advantages of polynomial based schemes with those of RL-model-based schemes. The presented policy has two main characteristics. First, by employing the TD learning approach, it allows time slots to be allocated to individual nodes in a distributed manner while avoiding collisions. Second, by employing the RL model approach, it eliminates redundant time slots and thus increases the overall utilization of time slots. The proposed learning approaches are trained via self-play reinforcement learning without incurring communication overhead for the exchange of reservation information exchange and therefore are suitable for self-organized wireless networks, especially for next-generation large-scale cognitive wireless networks. 
