Squeezing currently represents the leading strategy to obtain quantum enhancements for precision measurements of single parameters in a variety of continuous-and discrete-variable settings. However, many important physical problems including imaging and field sensing require the simultaneous measurement of multiple unknown parameters. Here, we derive a general, operational concept of multiparameter squeezing from the sensitivity matrix of quantum metrology. Our formalism identifies metrologically useful multiparameter squeezing of arbitrary observables and systems. We provide an analytical solution to the optimization over the measurement observables and the phase-imprinting Hamiltonians to maximize sensitivity. When applied to spin-or continuous-variable systems, our results generalize widely-used concepts of spin-or quadrature squeezing parameters. The squeezing matrix provides a practical and versatile tool for the development of quantum-enhanced multiparameter measurements and the efficient characterization of multimode quantum states.
Squeezing currently represents the leading strategy to obtain quantum enhancements for precision measurements of single parameters in a variety of continuous-and discrete-variable settings. However, many important physical problems including imaging and field sensing require the simultaneous measurement of multiple unknown parameters. Here, we derive a general, operational concept of multiparameter squeezing from the sensitivity matrix of quantum metrology. Our formalism identifies metrologically useful multiparameter squeezing of arbitrary observables and systems. We provide an analytical solution to the optimization over the measurement observables and the phase-imprinting Hamiltonians to maximize sensitivity. When applied to spin-or continuous-variable systems, our results generalize widely-used concepts of spin-or quadrature squeezing parameters. The squeezing matrix provides a practical and versatile tool for the development of quantum-enhanced multiparameter measurements and the efficient characterization of multimode quantum states.
I. INTRODUCTION
Squeezing of quantum observables is a central strategy to improve measurement sensitivities beyond classical limits and has thus become a key concept in quantum metrology, leading to major theoretical and experimental advancements in the field [1] [2] [3] [4] [5] . Furthermore, squeezing is a convenient approach to witness genuine quantum properties such as entanglement [6, 7] or nonclassicality [8] [9] [10] , only requiring knowledge of first and second moments of suitable linear observables that can be obtained experimentally with high efficiency. The concept of squeezing is most useful for the important class of Gaussian states that is routinely generated in atomic and photonic experiments [1, 11] .
In phase space [8] [9] [10] , the notion of squeezing is related to the deformation of the uncertainty circle of coherent states into an ellipse of the same area, with a reduced uncertainty of one quadrature at the expense of an increased uncertainty of the conjugate one [12] . When shifted along a direction perpendicular to the axis of minimum uncertainty, squeezed states become distinguishable faster than coherent states. This has direct implications in improving the estimation sensitivity of a single parameter (e.g., the amplitude of the translation). For instance, single-mode squeezed-vacuum states [13, 14] can enhance the sensitivity of Mach-Zehnder or Michelson-Morley interferometers beyond the shot-noise limit imposed by vacuum fluctuations (determined by the radius of the uncertainty circle of a coherent state), as first proposed by Caves [4] and experimentally realized in gravitational wave detectors [15, 16] and atomic clocks [17] . More fundamentally, such a quantum enhancement is associated to the nonclassicality of squeezed states [18] , as captured by the Glauber-Sudarshan P-representation [8] [9] [10] .
In a discrete-variable setting, parameter estimation is generally based on collective local transformations that, for an ensemble of atomic two-level systems (spin-1/2), correspond to rotations of the state in a generalized Bloch sphere [19] . States characterized by a collective spin variance below the projec-tion noise of coherent (uncorrelated) spin states can enhance the sensitivity in the estimation of a rotation angle provided that the spin (or coherence) length is sufficiently large [5] . Metrological spin squeezing [5] -created, for instance, via particle-particle interaction in a Bose-Einstein condensate or atom-light interaction in a cavity [1] -currently represents the leading strategy to overcome classical precision limits in atomic clocks [20] , magnetometers [21, 22] or atom interferometers [23, 24] . Interestingly, metrological spin squeezing is a witness of multipartite entanglement between the spins [6, 7] and is related to many-body nonlocality [25] [26] [27] .
While well understood in the framework of singleparameter estimation [1] [2] [3] [4] [5] , the existing notion of squeezing is insufficient to characterize the sensitivity of multiparameter estimation. Indeed, the simultaneous estimation of several parameters can be more efficient than the optimal estimation of each parameter separately [28] . This occurs even for local encoding, when entanglement among the different sensing modes is present in the probe state [29] . This interesting prediction is under intensive investigation [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] and is currently understood within the framework of the quantum Fisher information matrix [39] . Yet, this figure of merit is not straightforward to extract experimentally and is also generally hard to determine theoretically. Furthermore, the sensitivity limit defined by the inverse of the quantum Fisher information matrix, namely, the multiparameter quantum Cramér-Rao bound [39] , is, in general, not saturable [40, 41] .
In this work, we provide an efficient characterization of useful quantum resources for multiparameter estimation in terms of mean values and variances of any given set of commuting observables that are simultaneously measured. This allows us to introduce the general notion of metrological multiparameter quantum squeezing. We base our concept on an estimation of the parameters of interest from the mean values of the measured observables. This ensures that the predicted multiparameter sensitivity is saturable by a specific operational approach. Multiparameter squeezing is defined in matrix form from the covariance matrix of the accessible ob-servables and provides an experimentally accessible and saturable lower bound to the quantum Fisher matrix. We further use matrix order inequalities to analytically optimize the measurement observables as a function of the experimental possibilities, in order to obtain the highest achievable precision. Our operational approach is neither limited to specific systems nor to a particular class of observables.
When applied to linear observables, such as collective spins or continuous-variable quadratures, multiparameter squeezing captures the full metrological potential of the class of Gaussian states. For spin systems, our results provide a direct generalization of the concept of spin squeezing introduced by Wineland et al. [5] to multiparameter settings. The spin squeezing matrix allows to put lower bounds on the number of entangled particles in each mode. In a multimode system we can further study the role of nonlocal squeezing, i.e., squeezing in a nonlocal superposition of modes. We show that nonlocal squeezing is not required for multiparameter sub-shotnoise measurements, but it can enhance the sensitivity of specific linear combinations of parameters. Furthermore, nonlocal squeezing is required for sub-shot-noise measurements of nonlocally encoded parameters.
Metrological useful squeezing for multiparameter estimation finds application in quantum imaging [42] , microscopy and astronomy [43] [44] [45] [46] , lithography [47] , networks of sensors [34, 35, 38] and atomic clocks [48] , as well as the detection of inhomogeneous forces, vector fields, and gradients [49] [50] [51] [52] [53] . Exisiting technology with trapped atomic systems allows to coherently control individually accessible entangled subsystems [54] [55] [56] [57] , and, recently, spatially separated squeezed atomic ensembles have been created [58] [59] [60] . Furthermore, optical systems provide an established platform with access to entangled multimode photonic quantum states [61] [62] [63] . Such platforms are suitable to study multiparameter quantum metrology and in particular to implement quantum enhancements based on squeezing [64, 65] . Our theory of multiparameter squeezing provides a common framework to characterize these experiments and to rigorously interpret them in the context of multiparameter quantum metrology.
This article is structured as follows: In Sec. II, we derive a Gaussian lower bound on the multiparameter senstivity following an operational approach. Based on this bound, we define the multiparameter squeezing matrix in Sec. III. In Sec. IV we optimize the multiparameter sensitivity over all available measurement observables and phase-encoding generators and we provide the optimal set of observables. In Sec. V we discuss applications of our formalism to the case of discrete-variable spin systems, where we obtain a generalization of the well-known spin-squeezing coefficient. We study the application to recent atomic experiments, where nonlocal squeezing was reported. In Sec. VI we study continuousvariable systems and express the squeezing matrix in the symplectic formalism of Gaussian continuous-variable states. Finally, in Sec. VII we discuss and conclude our results. For the sake of readability, the technical details are given in the Appendix.
II. MULTIPARAMETER METHOD OF MOMENTS

A. Basic concepts of multiparameter estimation
In multiparameter quantum metrology [39] the goal is to estimate a family of unknown parameters θ = (θ 1 , . . . , θ M ) T that are encoded into a quantum state. A paradigmatic example is distributed sensing in quantum networks or multimode interferometers [29, 34, 35] . In this case, the parameters are imprinted ontoρ by means of commuting (independent) transformations that, in the noiseless scenario, are given by a unitary evolutionÛ(θ) = exp(−iĤ · θ) = exp(−i M k=1Ĥ k θ k ), whereĤ = (Ĥ 1 , . . . ,Ĥ M ) T is a vector of local Hamiltonians in the M different modes and [Ĥ i ,Ĥ j ] = 0 for all i, j. After the phase imprinting, the initial stateρ has evolved intô ρ(θ) =Û(θ)ρÛ(θ) † . Finally, a set of commuting measurement observablesX = (X 1 , . . . ,X M ) T is measured µ times under identical conditions. The parameters θ k are inferred from a set of estimators θ est,k with k = 1, . . . , M, which are functions of the measurement results. The multiparameter uncertainty is quantified by the M × M covariance matrix Σ with elements Σ kl = Cov(θ est,k , θ est,l ). The operational meaning of Σ is that, for an arbitrary M-dimensional real vector of coefficients n = (n 1 , . . . , n M ) T , the quantity n T Σn = ∆ 2 (n 1 θ est,1 +· · ·+n M θ est,M ) yields the variance of the corresponding linear combination of estimators.
B. Moment matrix
We consider here an estimation protocol based on a multiparameter method of moments.
The method is based on the knowledge of the mean values X ρ(θ) = ( X 1 ρ(θ) , . . . , X M ρ(θ) ) T obtained from the calibration of the experimental apparatus as a function of the M parameters θ = (θ 1 , . . . , θ M ) T [66] . IfX is measured µ 1 times, each of its componentsX k yields a sequence of results
where the x (i) k are picked from the eigenvalues ofX k . Each measurement ofX thus yields a vector of results x (i) = (x (i) 1 , . . . , x (i) M ) T that is randomly distributed with mean value X ρ(θ) and covariance matrix (Γ[ρ(θ),X]) kl = X kXl ρ(θ) − X k ρ(θ) X l ρ(θ) . From these measurements we obtain the sam-
As a consequence of the multivariate central limit theorem [67] , for µ 1, the distribution ofX (µ) approaches a Gaussian multivariate distribution
with mean X ρ(θ) and covariance matrix Γ[ρ(θ),X]/µ. We estimate the parameters θ as the values for which X k ρ(θ) =X (µ) k holds for all k = 1, . . . , M, namely, as the multidimensional maximum of Eq. (2.1). Therefore, the method of moments is equivalent to a maximum likelihood estimation for the distribution (2.1) and yields the covariance matrix Σ = Σ mm (see Appendix A for details) where
and we have introduced the moment matrix
and the commutator matrix (C[ρ,Ĥ,X]) kl = −i [X k ,Ĥ l ] ρ . In the case of single parameter estimation (M = 1) we obtain a sensitivity described by the familiar error propagation formula [5, 68] . The moment matrix (2.3) provides a direct generalization to the multiparameter case.
C. Upper bounds
The moment matrix provides a lower bound to the (classical) Fisher information matrix, i.e.,
(2.4)
The above matrix inequality expresses that F − M is a positive semidefinite matrix. The Fisher matrix F[ρ(θ),X] depends on the chosen vector of commuting observables and consists of elements
5)
where p(x|θ) = Tr{Π xρ (θ)} is the probability to obtain the result x = (x 1 , . . . , x M ) T and theΠ = {Π x } x denote the projectors onto the common eigenstates of theX k . For any fixed basis, defined by the projectors Π, the bound (2.4) can be saturated by an optimal choice of the measurement observablesX, leading to max
The short-hand notationX ∈ span(Π) expresses that each of theX k is a linear combination of the elements ofΠ. A proof for these statements and explicit expressions of the optimal observables are provided in Appendix C. The inverse Fisher matrix defines a general lower bound on the multiparameter sensitivity for arbitrary estimators via the multiparameter Cramér-Rao bound [39, 69] , Σ ≥ Σ CR , where
(2.7)
A sensitivity limit for arbitrary measurement observables is given by the quantum Fisher matrix (F Q [ρ,Ĥ]) i j = Tr{ρ(L iL j + L jLi )/2} with the symmetric logarithmic derivatives defined as −i[Ĥ j ,ρ] = (L jρ +ρL j )/2 [39] . The bound F[ρ(θ),X] ≤ F Q [ρ(θ),Ĥ] holds for allX [70] , but can be saturated only under certain conditions [40, 41] . It follows that the moment matrix generally provides a (saturable) lower bound to the quantum Fisher matrix, i.e.,
for allX. A direct demonstration of this inequality, as well as its saturation condition, is given in Appendix D. The intuition behind this bound is that the quantum Fisher matrix contains the full information about the state's sensitivity under transformations generated byĤ, while the moment matrix (2.3) approximates this sensitivity by means of first and second moments of the specific measurement observableX. The quantum Fisher matrix defines the multiparameter quantum Cramér-Rao bound Σ CR ≥ Σ QCR , where
which can be seen as a lower bound for its classical counterparts (2.7) over all measurement bases.
III. MULTIPARAMETER SQUEEZING MATRIX AND NONCLASSICALITY
In the single parameter case, the sensitivity gain obtained by the method of moments is directly related to the squeezing of the measured observable for both continuous and discrete variables [1] [2] [3] [4] [5] . In the following, we devise a generalization of this technique to the multiparameter case, which will provide a basis for the identification of metrological multiparameter squeezing. We define the squeezing matrix by comparing the moment matrix to the classical limit of multiparameter metrology.
A. Multiparameter shot noise limit
The classical precision limit of multiparameter estimation, i.e., the multiparameter shot-noise limit, is defined as the maximal sensitivity that can be achieved by some optimally chosen classical probe state [29] ,
(3.1)
The family of classical probe statesρ cl depends on the system at hand. For a fixed number of particles, the system can effectively be described by discrete variables and a natural definition of classical states is given by particle-separable states [1, 71] . In contrast, for continuous-variable systems we consider mixtures of coherent states as classical [10, 18] . In the single-parameter theory, these families of classical states yield familiar expressions for the shot-noise limit, i.e., the 1/Nscaling of the variance when N is the number of particles, or the uncertainty of the vacuum state for homodyne measurements. These limits can be generalized to the multiparameter case, where the shot-noise matrix (3.1) is diagonal for locally encoded parameters [29] . The shot-noise limit for evolutions generated byĤ is obtained from the quantum Cramér-Rao bound (2.9) by considering the sensitivity of the optimal classical state:
B. Multiparameter squeezing matrix
We define the squeezing matrix of the quantum stateρ for evolutions generated byĤ and measurement observablesX as 
Hence, the squeezing matrix ξ 2 [ρ,Ĥ,X] directly quantifies the quantum gain in a moment-based multiparameter estimation protocol. Any quantum state with the property
5)
can only yield multiparameter shot-noise sensitivity or worse, i.e., Σ ≥ Σ SN . A violation of the matrix inequality (3.5) signals multiparameter squeezing (with respect to the phase-imprinting HamiltoniansĤ and the measurement observablesX): it implies that there exists at least one vector n ∈ R M for which n T Σ mm n < n T Σ SN n holds. In this case, sub-shot-noise sensitivity is achieved for the estimation of n T θ, which describes a particular linear combination of the parameters. The number 0 ≤ r SN ≤ M of negative eigenvalues of the matrix Σ mm − Σ SN defines the shot-noise rank [29] that is achieved by the multiparameter method of moments. Equivalently, r SN corresponds to the number of eigenvalues of ξ 2 that are smaller than one. When r SN = M, the stronger condition ξ 2 [ρ,Ĥ,X] < 1 M for full multiparameter squeezing is satisfied. In this case Σ mm < Σ SN holds, and sub-shot noise sensitivity is achieved for the estimation of arbitrary n T θ.
Since the bound (2.8) implies that M[ρ cl ,Ĥ,X] ≤ F SN [Ĥ], we find that the condition (3.5) holds for all classical statesρ cl . Hence, the observation of multiparameter squeezing implies that the state is nonclassical (i.e., entangled or not a mixture of coherent states). To increase the quantum enhancements, it is thus beneficial to reduce the squeezing matrix as much as possible. It can be shown that the squeezing matrix is minimized by the set of pure states: this is a direct consequence of the convexity of the moment matrix, which is demonstrated in Appendix E.
IV. OPTIMIZATION
We recall that the multiparameter sensitivity (2.2) depends on the chosen measurement observablesX and phase encoding HamiltoniansĤ. In the following, we present an analytical method for identifying the optimal choice ofX in order to achieve the largest possible multiparameter sensitivity gain. We consider here the case of a predefined family of accessible operatorsÂ = (Â 1 , . . . ,Â L ) T with L ≥ M, that may be chosen as the experimentally available observables. The optimization will be realized under the constraint that only linear combinations of the operatorsÂ can be measured. We thus assume thatX, as well as the HamiltoniansĤ, can be expressed as lin-
The real-valued coefficients r k,i and s k,i define M × L-dimensional transformation matrices R and S, respectively. We may writê
and henceforth we assume RR T = SS T = 1 M . We first optimize the choice of the matrix S, i.e., the measurement observables, for any fixed phase encoding transformation specified by the matrix R.
The optimization of the moment matrix (2.3) is given by
The result (4.2) is proven in Appendix F and follows from the matrix inequality
which holds for arbitraryX. Saturation in (4.4) can be fulfilled, e.g., by the following choice of optimal observables:
with an arbitrary invertible matrix T, which can be used to normalize and rearrange the elements ofX opt . This result generalizes the analytical optimization discussed in Ref. [72] to the multiparameter case. Inserting Eq. (4.2) into (3.3), we obtain the optimized squeezing matrix:
Let us also comment on the optimization of R, i.e., the choice of the phase-imprinting HamiltoniansĤ. ReplacingĤ by OĤ does not affect the optimal measurement observablesX opt that is proportional to the M-dimensional identity matrix, the same R that is optimal for M opt [ρ, OĤ,Â] is also optimal for ξ 2 opt [ρ,Ĥ,Â]. In practice, the optimal moment matrix (4.2) can only be achieved by a direct measurement if the elements ofX opt can be measured simultaneously. Similarly, an optimization over the phase-imprinting HamiltoniansĤ must be constrained to physically implementable phase imprinting evolutions. We will see in the following sections that a commuting set of optimal observables and Hamiltonians can be found in experimentally relevant cases of collective spins and continuousvariable systems by considering canonical transformations of a well-defined set of local operators.
Before discussing these applications, let us briefly comment on the generality of our formalism of multiparameter squeezing. It is important to notice that the achievable multiparameter sensitivity and the associated notion of squeezing [recall Eq. (3.3)] are defined with respect to the chosen set of phase-imprinting Hamiltonians and measurement observables. If these are linear operators (i.e., free of interactions), our definition of squeezing will be most suitable for the characterization of Gaussian states, and we will focus on this important scenario in the following. However, the general formulation of our theory allows us to quantify squeezing with respect to nonlinear observables, which will enable the efficient description of multiparameter sensitivity properties of non-Gaussian states.
V. MULTIPARAMETER SPIN SQUEEZING
Discrete-variable multiparameter estimation provides the theoretical framework to model a series of M Ramsey or Mach-Zehnder interferometers that operate in parallel, each with a fixed number of particles N k , with k = 1, ..., M; see Fig. 1 . Each mode represents a collective spin of length N k /2, for k = 1, . . . , M, summing up to a total number of N = M k=1 N k spin-1/2 particles. Linear parameter-encoding HamiltoniansĤ and measurement observablesX can be expressed in terms of the 3M angular momentum operatorŝ
α,k /2 is a collective spin operator on mode k with Pauli matricesσ (i) α,k for α = x, y, z and k = 1, ..., M. The operator basisĴ is larger than necessary since measurements and evolutions that involve the mean spin direction n k,0 = Ĵ k ρ /| Ĵ k ρ | are suboptimal for metrology. Indeed, it suffices to limit the set of accessible operators to two directions orthogonal to n k,0 in each mode (henceforth we label the basis such that n k,0 defines the z axis), leading to the 2M accessible operatorŝ
The shot-noise limit in discrete-variable multimode interferometers is attained by the most sensitive particle-separable
where p γ is a probability distribution and theρ (γ) k are quantum states of particle k. Optimization over separable states leads to the shotnoise limit (3.2) defined in terms of a diagonal quantum Fisher matrix with diagonal elements that are linear in the respective numbers of particles in each mode [29] . Specifically, the classical sensitivity limit as a function of the accessi-
Further details are provided in Appendix G 2. Sensitivities beyond this limit can be achieved only by employing particle entanglement.
A. Spin squeezing matrix for parallel interferometers
Let us consider the particularly interesting case of a series of local interferometers, as described by a family of local parameter-encoding
kĴ k,⊥ , and J k,⊥ = (Ĵ x,k ,Ĵ y,k ). By considering a family of local measurement observablesX =Ĵ s , we obtain the spin-squeezing matrix with elements
and we assumed that the r k and s k are orthonormal vectors in the xy-plane, such that Ĵ z,k ρ = −i [Ĵ s k ,k ,Ĵ r k ,k ] ρ is the length of spin k with meanspin direction along the z axis. On its diagonal, this matrix contains the local spin-squeezing coefficients [5] , for each of the modes k = 1, . . . , M. In addition to these single-parameter contributions, the multiparameter spin-squeezing matrix (5.1) includes off-diagonal terms that are due to mode correlations, i.e., entanglement between the individual interferometers.
Local spin squeezing
The simplest example of a multimode spin-squeezed state is given by an array of atomic ensembles that are squeezed locally and independently of each other. The absence of mode correlations in the quantum stateρ loc =ρ 1 ⊗ · · · ⊗ρ M ensures that the squeezing matrix is diagonal with (see Appendix G 3)
ρ k can be minimized locally through the choice of the r k and s k [1, 2, 5] . The condition (3.5) is violated already if a single mode is squeezed. If all the local statesρ k are squeezed and therefore satisfy ξ 2 [ρ k ,Ĵ r k ,k ,Ĵ s k ,k ] < 1, the full multimode squeezing condition ξ 2 [ρ loc ,Ĵ r ,Ĵ s ] < 1 is met. Such states thus lead to multiparameter sub-shot-noise sensitivities for parameters encoded locally byĴ r .
Nonlocal spin squeezing
Mode entanglement can lead to nonzero off-diagonal elements in the spin-squeezing matrix (5.1). Our general formalism allows to understand under which conditions mode correlations be used to further enhance the sensitivity beyond Eq. (5.2). We consider a linear combination of parameters, defined by the coefficients n = (n 1 , . . . , n M ) T . According to Eqs. (2.2) and (2.3), the variance of the estimation of n T θ = M i=1 n i θ i is given for an arbitrary quantum stateρ by
and in the second step, we used Eq. (5.1). This sum contains the weighted average of local spin-squeezing coefficients (k = l), in addition to the nonlocal squeezing described by covariances (k l). It is clear that if the signs of the nonlocal squeezing terms are chosen properly and in accordance with the n k [29] , they can further enhance the sensitivity. We illustrate the precision enhancement that may arise from nonlocal squeezing with an example in the next section.
B. Application to atomic experiments
Local parameter encoding
A locally squeezed state can be created by subjecting spatially separated ensembles of atoms to a nonlinear evolution, e.g., by means of the one-axis twisting Hamiltonian [73] . In fact, many experiments routinely generate arrays of individually squeezed atomic ensembles in parallel [1] . However, atomic experiments are not limited to the generation of local squeezing: Recently, spatially distributed entanglement in spin-squeezed atomic ensembles has been observed [58] [59] [60] . This is achieved by squeezing an ensemble of atomic spin states by nonlinear evolution before splitting it into two or more external modes, either by letting the system expand before performing spatially resolved measurements [58, 59] or by exciting a spatially inhomogeneous external mode [60] .
Inspired by these experiments, we compare two different spin squeezing strategies. We consider N spin-1/2 particles initialized in the polarized state |Ψ 0 = | ↑ ⊗N , where | ↑ is an eigenstate of the Pauli z matrix. Local squeezing (namely, local in each atomic ensemble) corresponds to
whereĴ y,1 andĴ y,2 are collective spin operators for particles 1, 2, . . . , N/2 and N/2 + 1, . . . , N, respectively, i.e., we have separated the particles into two ensembles of equal size. The nonlinear evolution generates entanglement between the N/2 particles in each ensemble but does not entangle the two ensembles. Nonlocal squeezing is instead described by the collective one-axis-twisting evolution |Ψ nl (t) = e −i(Ĵ y,1 +Ĵ y,2 ) 2 χt |Ψ 0 (5.5) which creates particle entanglement between the N spins and mode entanglement between the two ensembles. Our goal is to estimate linear combinations n T θ = n 1 θ 1 + n 2 θ 2 of locally encoded parameters, generated by the rotationŝ J r 1 ,1 andĴ r 2 ,2 via the transformationÛ(θ) = exp(−iĴ r 1 ,1 θ 1 − iĴ r 2 ,2 θ 2 ). A particular case of interest is the estimation of a magnetic field gradient [49] [50] [51] [52] based on the differential measurement of the field at two spatially separated locations, which corresponds to the difference n − = (1, −1) T / √ 2. A related task is the estimation of the average field, i.e., the sum of parameters n + = (1, 1) T / √ 2. We assume that the local rotation axes r 1 and r 2 (and their corresponding optimal measurement directions) can be adjusted to optimize the local squeezing parameters, i.e., to minimize the diagonal entries of the squeezing matrix (5.1). Such a change of the rotation axis can effectively be realized through local rotations of the respective spin states before submitting them to the interferometric measurement [1] .
The resulting sensitivities for n T ± θ are compared in Fig. 2 for an ensemble of N = 100 atoms as a function of the nonlinear evolution time t. We observe that an estimation of, e.g., n T + θ can be enhanced by nonlocal squeezing (blue continuous line). As a consequence, the sensitivity for n T − θ is reduced A local rotation transforms the sum of parameters into the difference and vice-versa, allowing us to exchange the continuous and dashed lines. We have N = 100 particles in all cases. below the classical limit (blue dashed line). However, a local π-rotation of the state can effectively change the sign of r 2 and transform the sum into the difference and vice-versa. Hence, nonlocal squeezing can be used to reduce the uncertainty of a specific linear combination of parameters. The state cannot be optimal for arbitrary linear combinations at the same time, but local operations can be used to adjust the state prior to the measurement in order to optimally harness the nonlocal squeezing and beat the sensitivity of local squeezing. In contrast, if one is interested in minimizing the uncorrelated average of single-parameter uncertainties described by TrΣ/2, it is always favourable to avoid mode-entanglement altogether [32, 34, 72] .
So far we limited the parameter-encoding Hamiltonians to local operators in the two spatial modes. For the locally squeezed states of the type (5.2), such local phase shifts and measurements are in fact optimal: The block diagonal structure of the matrix M[|Ψ loc (t) ,Ĵ ⊥ ] ensures that the highest multiparameter sensitivity is achieved by encoding each parameter into the respective squeezed local variable viaĤ =Ĵ r and a collection of local observablesX opt =Ĵ s achieves the maximum in Eq. (4.2). A detailed account is given in Appendix G 3. However, as we will see below, such local schemes are generally not optimal in the presence of mode entanglement. The plot shows on dB scale 10 log 10 [(∆θ + ) 2 SN /(∆θ + ) 2 ] (continuous lines) and 10 log 10 [(∆θ − ) 2 SN /(∆θ − ) 2 ] (dashed lines) for the nonlocally squeezed state |Ψ nl (t) (blue lines) with N = 100 particles. The orientation r 1 and r 2 of the encoding generators have been locally optimized to provide the largest quantum gain. While the quantum gain for θ + is maximal, we observe a small gain also for θ − at small times (see inset). The locally squeezed state |Ψ loc (t) provides a weaker quantum gain at relevant short time scales for θ + , and is above shot noise for θ − , given the same choice of nonlocal Hamiltonians (red lines).
Nonlocal parameter encoding
We now extend our analysis of the nonlocal squeezed state |Ψ nl (t) to nonlocal measurements and parameter-imprinting evolutions. Specifically, considerĤ = (Ĥ 1 ,Ĥ 2 ) T withĤ 1 = 1 √ 2 (Ĵ r 1 ,1 +Ĵ r 1 ,2 ) andĤ 2 = 1 √ 2 (Ĵ r 2 ,1 −Ĵ r 2 ,2 ), where r 1 , r 2 are two orthonormal vectors in the xy plane, as well as the measurement observablesX = (X 1 ,X 2 ) T withX 1 = 1 √ 2 (Ĵ r 2 ,1 +Ĵ r 2 ,2 ) andX 2 = 1 √ 2 (Ĵ r 1 ,2 −Ĵ r 1 ,1 ). Even though the elements of X are nonlocal linear combinations of the original spin observables, they commute with each other, and the same holds for the elements ofĤ. This scheme describes a nonlocal encoding of two parameters θ = (θ + , θ − ) T by the evolution U(θ) = exp(−iĤ 1 θ + − iĤ 2 θ − ). We obtain the squeezing matrix (3.3)
After an optimization over r 1 and r 2 , the eigenvalue ξ 2 + coincides with the single-parameter spin-squeezing coefficient for the full ensemble of N atoms: ξ 2
|Ψ nl (t) | 2 withĴ r =Ĵ r,1 +Ĵ r,2 , and indicates significant quantum enhancements (blue line in Fig. 2) . The quantum gain expressed by it can be achieved through the collective evolution and measurement operatorŝ H 1 andX 1 . In contrast, the gain ξ 2 − is accessible only by local measurements on the two spin ensembles. We notice that sub-shot-noise measurements of one parameter do not necessarily imply a reduced sensitivity below the classical limit for the other: At short times, the sensitivity of θ − remains close to the shot-noise limit and even slightly undercuts it for very small χt. For comparison, the weaker sensitivity of the locally squeezed state |Ψ loc (t) is shown (red lines).
For the nonlocally squeezed state, the choice of phaseimprinting generatorsĤ defined above is optimal in the sense of Sec. IV: The eigenvalues M opt [|Ψ nl (t) , H,Ĵ ⊥ ] are maximized by this choice ofĤ. Since the shot-noise matrix F SN [Ĥ] is diagonal, the sameĤ minimize also the eigenvalues of the squeezing matrix ξ 2 opt [|Ψ nl (t) ,Ĥ,Ĵ ⊥ ]. Furthermore, theX satisfy the optimality condition Eq. (4.5), leading to ξ 2 [|Ψ nl (t) ,Ĥ,X] = ξ 2 opt [|Ψ nl (t) ,Ĥ,Ĵ ⊥ ], where the optimal squeezing matrix was defined in Eq. (4.6). Moreover, additional M × M orthogonal transformationsĤ = VĤ can be used to modify the parameter-encoding evolution with the effect of changing the eigenvectors of ξ 2 opt [|Ψ nl (t) ,Ĥ,Ĵ ⊥ ] without changing the eigenvalues. We recall that such transformations have no impact on the optimality of the measurement observables, due to the freedom provided by the matrix T in Eq. (4.5).
VI. MULTIPARAMETER CONTINUOUS-VARIABLE SQUEEZING
Continuous-variable multiparameter estimation studies the sensitivity to a multimode displacement described by phase
These are accessible by homodyne measurement techniques, i.e., by mixing the signal with a strongly populated local oscillator-a well established technique in optical systems [11, 61, 62, [74] [75] [76] , which has become available more recently also in atomic ensembles [77, 78] . Shaping the properties of the local oscillator enables individual addressing of each of the modes, and arbitrary linear combinations of theq are accessible to measurements.
A. Gaussian moment matrix
The 2M × 2M moment matrix, Eq. (4.3), forÂ =q reads [11, 75, 76] . Furthermore, the explicit evaluation of the quantum Fisher matrix of Gaussian statesρ G [79] [80] [81] (i.e. states whose Wigner function is Gaussian [11, 75, 76] ) reveals that it coincides with Eq. (6.1). We thus obtain the exact equality
for arbitrary Gaussian statesρ G , whereas for arbitrary quantum statesρ, Eq. (6.1) represents a Gaussian lower bound to the quantum Fisher matrix, i.e., (see Appendix D)
Making use of upper bounds on the quantum Fisher matrix for specific classes of separable states [29, 82, 83] , the moment matrix can be used to extract detailed information about the multimode entanglement structure [84] .
B. Continuous-variable squeezing matrix
In the continuous-variable case, the family of classical statesρ cl [see Eq. (3.1)] is spanned by all coherent states |α 1 , . . . , α M and mixtures thereof [10, 18] . All pure coherent states lead to shot noise sensitivity for the estimation of a displacement: F SN [q] := maxρ cl F Q [ρ cl ,q] = 1 2M . As a consequence, any state with sub-shot-noise sensitivity for displacement sensing cannot be expressed by a classical mixture of coherent states and therefore necessarily has a nonclassical Glauber-Sudarshan P-representation.
Other families of phase-space operators can be constructed fromq by means of a canonical transformation O as Oq. Canonical mode transformations are described by 2M × 2M orthogonal symplectic matrices O satisfying both O −1 = O T and OΩO T = Ω [11, 75, 76] . Notice that the elements of Oq are in general nonlocal linear combinations of those ofq, but they follow the same commutation relations.
In the following we consider the problem of The continuous-variable squeezing matrix, optimized over the measurement observablesX, is given by Eq. (4.6) and reads:
We may further optimize over the mode basis that is defined by the matrix O to identify the transformation that maximizes the multiparameter squeezing of any given multimode continuous-variable state. We provide such an optimization explicitly for the case of multimode squeezed vacuum states below. Let us first revisit the general squeezing condition for the particular case of the multimode continuous-variable system at hand. A violation of (3.5) implies that (see Appendix H 1)
where λ min denotes the smallest eigenvalue. The condition (6.5) was originally proposed in Ref. [86] as a definition of squeezing in continuous-variable systems that is invariant under passive transformations, i.e., beam splitter operations and phase shifters that leave the number of photons constant. Conversely, if (6.5) holds, one can findĤ andX such that the condition (3.5) is violated. Hence, our general metrological definition of squeezing in multimode systems is equivalent to a well-established definition [86] in the continuous-variable case when considering quadrature operators. By construction, squeezing further reveals that the underlying quantum state must exhibit a nonclassical P-representation. The shot-noise rank r SN , i.e., the number of eigenvalues of ξ 2 opt [ρ,Ĥ] that are smaller than one, provides a step-wise characterization of the multiparameter quantum gain up to full multiparameter squeezing (namely r SN = M). This establishes a natural multiparameter extension of the single-parameter condition (6.5), which merely implies that r SN > 0.
C. Multimode squeezed vacuum states
The class of pure Gaussian continuous-variable states is given by multimode squeezed vacuum states |Ψ 0 [11, [74] [75] [76] . As a consequence of the Williamson theorem and the Bloch-Messiah decomposition [87] , any such state can be generated by a combination of local squeezing and a series of passive operations [11, 76] . Consequently, there always exists a 2M × 2M orthogonal symplectic matrix O, and a corresponding passive operation described byÛ O , that yields
diag(e 2r k , e −2r k ), where r 1 , . . . , r M quantify the squeezing in each of the modes.
Squeezing matrix
The choice of phase-encoding Hamiltonians and measurement observables given bŷ
where U is an arbitrary M × M orthogonal matrix, is optimal and leads to
These operators can be interpreted (see Fig. 4 ) as a phaseimprinting evolution that first disentangles the state and then implements local phase shifts along the respective squeezed quadrature in each mode. The measurement is realized in the corresponding conjugate quadrature. Optimality of Eq. (6.6) is detailed in Appendix H 2 and is expressed by the fact that theX satisfy the optimality condition (4.5) and yield the minimum (4.6). Additionally, the spectrum of Eq. (6.7) contains all the M squeezed variances, whereas the anti-squeezed quadratures are not used for the metrology measurements. If all r k > 0, we have full multiparameter squeezing, enabling sub-shot-noise estimation of arbitrary linear combinations of the parameters θ encoded via the evolution U(θ) = e −i(Ĥ 1 θ 1 +···+Ĥ M θ M ) , withĤ given by Eq. (6.6).
For O = 1 2M and U = 1 M , the parameter encoding realized by the HamiltoniansĤ is local in the modesq. The result (6.7) shows that the multiparameter sensitivity of local transformations is maximized by a mode-local product state. Similarly, for any other choice of O, we can define new modes Oq as nonlocal linear combinations of the originalq, and for transformations that are local in Oq, the sensitivity is maximized by states that are uncorrelated in the modes Oq. These states will generally be mode entangled in the original set of modeŝ q.
We conclude that mode entanglement with respect to the modesq is not necessary to optimize the overall multiparameter sensitivity if the parameter encoding is done locally inq. Conversely, given a transformation that is nonlocal inq, the optimal sensitivity is achieved by a mode entangled state.
Sensitivity enhancement from mode entanglement
The choice (6.6) provides a squeezing matrix (6.7) whose eigenvalues take on their smallest possible values. We have thus identified the parameter-encoding evolution that makes optimal use of the multiparameter sensitivity properties of any given pure Gaussian state. The result can be used to reverseengineer the optimal quantum state for a fixed set of Hamiltonians. These states are optimal because the entire collection of eigenvalues of the squeezing matrix (6.7) is as small as possible. However, if we consider the estimation of a specific linear combination of parameters, local squeezing is still suboptimal, as we already observed in the case of spins in Sec. V B 1; see also Ref. [29] . In this case, we are interested in minimizing a single matrix element rather than all eigenvalues of the squeezing matrix.
Let us now consider a fixed family of phase-imprinting Hamiltonians. Our goal is to identify quantum states that optimize the sensitivity enhancement for an estimation of n T θ, i.e., we minimize the figure of merit µn T Σn = n T ξ 2 opt [|Ψ 0 ,Ĥ]n. We consider the case of a generic unit vector n that has non-zero overlap with all modes k = 1, . . . , M. The fixed choice ofĤ prevents us from recombining the generators via the matrix U in Eq. (6.7) to map the minimal eigenvalue of ξ 2 opt [|Ψ 0 ,Ĥ] onto the eigenvector n. However, we may optimize the state |Ψ 0 by a taylored passive transformationÛ V for the task at hand. We limit ourselves to passive transformations, since we consider the amount of initial squeezing a fixed resource [87] . First, we notice that the mode-local state, with the diagonal squeezing matrix Eq. (6.7), yields an estimation uncertainty of
In particular, in the case of a uniform squeezing level (r k = r for k = 1, . . . , M), we have µn T Σn = e −2r . To identify the corresponding sensitivity limit in the presence of mode entanglement, it is important to realize that the eigenvectors of the squeezing matrix for fixedĤ can be mapped to any other basis of R M by applying a passive trans-formationÛ V to the state |Ψ 0 . A demonstration of this fact, as well as an explicit construction of the corresponding transformation can be found in Appendix H 3. Let us denote n 1 = n and complete it to a basis {n k } M k=1 . Choosing a transformation U V that achieves ξ 2 opt [Û V |Ψ 0 ,Ĥ] = M k=1 e −2r k n k n T k , where r 1 ≥ · · · ≥ r M , we obtain µn T Σn = n T ξ 2 opt [Û V |Ψ 0 ,Ĥ]n = e −2r 1 , (6.9)
which clearly leads to a better precision than (6.8) unless r 1 = · · · = r M , in which case Eq. (6.9) coincides with Eq. (6.8). While Eq. (6.8) makes use of all quadratures and yields the avereage squeezing, weighted by the normalized coefficients n 2 k , Eq. (6.9) maps the maximally squeezed quadrature onto the relevant linear combination of parameters. In other words, we have rotated the state U V |Ψ 0 such that the smallest eigenvector of ξ 2 opt [U V |Ψ 0 ,Ĥ] is given by n. Notice that in order to achieve this mapping for a nonlocal n, the stateÛ V |Ψ 0 becomes mode entangled. The state is, in general, suboptimal for any other linear combination of parameters.
In order to identify the limits of both strategies, we consider the optimal distribution of a finite total amount of squeezing (quantified by the average number of excitations N = M k=1 â † kâ k |Ψ 0 ) over all modes. In the mode-separable case, it is optimal to squeeze the local modes in proportion to the weight n 2 k that is put onto each of the modes in the sum (6.8). Specifically, the optimal choice of e r k = n k / M k=1 e 2r k attains the lower bound [88] (∆θ m−sep ) 2 Clearly, the mode-entangled sensitivity (6.9) is optimized by concentrating all available squeezing into the initial mode that will be mapped byÛ V onto the optimal nonlocal mode, characterized by n, leading to (∆θ m−ent ) 2 = e −2r , (6.11) where sinh 2 r = M k=1 sinh 2 r k for the conservation of the total average particle number. In the following, let us consider, for simplicity, the estimation of an equally weighted linear combination of all parameters, i.e., n 2 k = 1/M for k = 1, . . . , M. This implies that all the r k ≡ r are identically chosen in (6.10) and sinh 2 r = M sinh 2 r. The entanglement-enabled noise suppression factor is given by (∆θ m−ent ) 2 /(∆θ m−sep ) 2 = e −2r /e −2r . In the case r = 0 (that also implies r = 0), we have (∆θ m−ent ) 2 /(∆θ m−sep ) 2 = 1: the mode-entangled and mode-separable strategies perform equally well. As soon as r > 0, we have (∆θ m−ent ) 2 /(∆θ m−sep ) 2 < 1, see Fig. 5 We thus recover the gain factor 1/M for mode-entangled states that has been identified in the literature as the maximal gain due to mode entanglement [28, 29, 34, 35, 38] . Here, the factor 1/M is obtained for Gaussian states and based on the analysis of the multimode squeezing matrix.
Optimality of squeezed vacuum states
In Ref. [89] the intuition about the optimality of squeezed vacuum states for single-parameter estimation with continuous-variable systems [90] was confirmed by a rigorous demonstration; see also Ref. [91] . We now show that analogous results hold for multiparameter estimation problems, where for the optimization we distinguish between the two cases discussed in the previous section.
Let us first discuss the optimization of the spectrum of the quantum Fisher matrix F Q [ρ,Ĥ], as in Sec. VI C 1. For mode-separable probe states the upper sensitivity limit is given by the block-diagonal covariance matrix
|ψ k and the convexity of F Q allows us to limit the optimization to pure states [29] . Since eachĤ k is a local quadrature operator, the local variances satisfy 4(∆Ĥ k ) 2
This bound can be derived by taking the larger of the two eigenvalues of the covariance matrix Γ[|ψ k , (x k ,p k ) T ], and by setting all mean values to zero (which can only increase the covariance matrix). From the Cauchy-Schwarz inequality we obtain
. This upper limit is saturated by a non-displaced squeezed vacuum state, as can be easily verified using 2N k + 1 = cosh 2r k and sinh 2r k = ±2 √ N k (N k + 1). Next, we consider the estimation of a specific linear combination of parameters, defined by the coefficient vector n ∈ R M , as in Sec. VI C 2. The variance µn T Σn = (n T F Q [ρ,Ĥ]n) −1 is minimized by a pure state with F Q [|Ψ ,Ĥ] = 4Γ[|Ψ ,Ĥ]. Assuming n to be normalized to one, the sensitivity limit is given by the largest eigenvalue of the M × M covariance matrix max |Ψ 4Γ[|Ψ ,Ĥ], whereĤ = P M Oq. It is achieved when n represents the corresponding eigenvector. Since O is a canonical transformation, each eigenvalue of Γ[|Ψ ,Ĥ] corresponds to the variance of some quadrature observable that is constructed as a linear combination of the originalq and follows the same commutation relations. Following the arguments from above, we obtain the bound λ max (4Γ[|Ψ ,Ĥ]) ≤ 2N + 1 + 2 √ N(N + 1), which is again saturated by squeezed vacuum states. Here N = M k=1 N k is the total number of particles.
This extends the results of Ref. [89] and demonstrates the optimality of squeezed vacuum also in the multiparameter case.
VII. DISCUSSION AND CONCLUSIONS
We have introduced the notion of metrological multiparameter squeezing as an operational approach based on the estimation of multiple parameters from the average values of a family of commuting observables. The corresponding moment matrix describes the achievable multiparameter sensi-tivity and provides a saturable lower bound to the quantum Fisher matrix. The metrological characterization of squeezing is obtained from the quantum sensitivity gain over the multiparameter shot-noise limit. Our approach is applicable to arbitrary systems, measurement observables and phase-imprinting evolutions. We provided an analytical optimization method to identify the most sensitive measurement strategy as a function of an arbitrary family of measurable observables.
The theoretical framework introduced in this article provides a practical method for the analysis of metrological multiparameter sensitivity beyond standard descriptions in terms of the quantum Fisher matrix. It is widely applicable for the development of quantum-enhanced multiparameter measurement strategies, and for the efficient characterization of quantum correlations and nonclassicality of multimode quantum states. When applied to linear measurement observables, multiparameter squeezing provides a full metrological characterization of Gaussian states of discrete and continuous variable systems. This allowed us to clarify how nonlocal squeezing and mode entanglement of the probe state can be employed in an optimal way to enhance the estimation of specific linear combinations of the parameters. Applications of our framework to nonlinear observables will allow for the efficient and optimal characterization of non-Gaussian states as well.
Our results establish a crucial step for the development and optimization of multimode quantum devices and the efficient detection of an important and practical class of metrologically useful multimode states. Specific applications include the quantum-enhanced estimation of electromagnetic fields with delocalized atomic ensembles [58] [59] [60] and quantum imaging of multiple light sources with non-classical states [46, 64] .
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Appendix A: Multiparameter method of moments
As discussed in the main text, the multiparameter method of moments corresponds to a maximum likelihood estimation using the multivariate Gaussian distribution Eq. (2.1). Maximum likelihood estimation saturates the Cramér-Rao bound [69] and asymptotically in the number of measurements µ leads to the estimator variance Σ = Σ mm with Σ mm = (µF mm [ρ(θ),X]) −1 .
(A.1)
Here, F mm [ρ(θ),X] is the Fisher information for the distribution Eq. (2.1) (that should not be confused with the Fisher information matrix F[ρ(θ),X] of Sec. II C),
the sum running over all possible values ofX (µ) and p(X (µ) |θ) is the probability to observe the sample mean valueX (µ) given that the parameters take on the values θ. The explicit calculation, see Ref. [69] , gives
where the derivatives of the vectors and matrices are defined element-wise. Since we assume µ 1, the contribution of the first term dominates over the second which thus can be neglected, leading to F mm [ρ(θ),X] = µM[ρ(θ),X], where
For a unitary phase imprinting processes U(θ) = exp(−iĤθ), generated by the vector of HamiltoniansĤ = (Ĥ 1 , . . . ,Ĥ M ) T , as considered in the main text, we obtain
and we recover the moment matrix given in Eq. (2.2). Throughout this section, we have assumed that both Γ[ρ(θ),X] and D[ρ(θ),X] are invertible. This is usually the case for a suitable choice of the operatorsX as will be seen in the examples discussed in Secs. V and VI. Rank-deficiency of these matrices may indicate a redundancy in the information provided by the vector of measurement results that can be remedied by reducing the number of observables.
Appendix B: Matrix-valued Cauchy-Schwarz-type inequality
Throughout this appendix, we make repeated use of a generalization of the Cauchy-Schwarz inequality to matrices, cf. Refs. [92, 93] . We denote by Mat(n, m) the space of realvalued n × m matrices. Lemma. Let A ∈ Mat(p, n), B ∈ Mat(p, m) and let B T B be invertible. Then the following matrix inequality holds:
and equality is reached if and only if there is some E ∈ Mat(m, n) such that
Proof. For any K ∈ Mat(m, n), we have that A + BK ∈ Mat(p, n) and (A + BK) for anyρ(θ) and anyX.
Let us now discuss the conditions for the saturation of (C.2). A straightforward solution to the saturation condition (B.2) is obtained by requiring that A = B, which is achieved by the choice
for all k and x. This means that a measurement of the observ-ablesX
leads to saturation of the bound (C.2), i.e., the moment matrix associated with these observables coincides with the Fisher matrix generated by the projectors in their common eigenbasis. Notice that transformations of the typeX k → αX k + βÎ k with arbitrary α, β ∈ R do not alter the moment matrix.
Appendix D: Lower bound on the quantum Fisher matrix
Here we generalize and demonstrate Eq. (2.8). We first introduce a larger family of Hermitian operatorsÂ = (Â 1 , . . . ,Â L ) T , such that we can express the elements ofĤ and We thus obtain n T M[ρ,Â]n ≤ n T F Q [ρ,Â]n for all n, demonstrating the statement (D.2). Let us now turn our attention to the saturation condition. The above derivation shows that the equality M[ρ,Â] = F Q [ρ,Â] can be achieved if for all n, theL n can be expressed as linear combinations of the elements ofÂ. Using the linearity of the condition (D.3), we find that L n = n TL , wherê L = (L 1 , . . . ,L L ) T . A sufficient saturation condition is therefore that for eachÂ j , also the correspondingL j is an element ofÂ.
Equation ( 
where C[ρ,Ĥ,X] = γ p γ C[ρ γ ,Ĥ,X] forρ = γ p γργ . Furthermore, the concavity of the covariance matrix implies that
.g., [29] ) and we finally obtain the convexity property:
Orthogonal transformations.-Let us first note some general transformation properties of the covariance and commutator matrices, respectively. Consider the M×L transformation matrices R and S to express the Hamiltonians and the observables via Eq. (D.1). The following property holds:
where we used that Cov(X k ,X l )ρ = L i j=1 s k,i s l, j Cov(Â i ,Â j )ρ, due to the bilinearity of the covariance. Analogously, The matrix O can be chosen to diagonalize the moment matrix.
We now apply the inequality (B. Let us first consider the full vectorĴ as family of accessible operators. In this case we obtain the commutator matrix
As a skew-symmetric matrix with odd dimension 3M, the matrix (G.1) is singular due to Jacobi's theorem. The singularity can be avoided by restricting the operator basis to the relevant subset. We define a local mean spin direction n k,0 = Ĵ k ρ /| Ĵ k ρ |, which can be extended by two orthogonal vectors n k,⊥ 1 and n k,⊥ 2 to a complete basis. Notice that we can choose any three orthogonal spin operators as a basis to represent linear operatorsĤ k andX k . Locally rearranging the basis to align the mean field direction n k,0 onto the z-direction leads to the commutator matrix
As a consequence, the rows and columns of M[ρ,Ĵ] [see Eq. (4.
3)] belonging toĴ z,k remain zero and it suffices to restrict to the two-dimensional subspace spanned by n k,⊥ 1 and n k,⊥ 2 . In this subspace, the matrix C[ρ,Ĵ ⊥ ] = M k=1 | Ĵ k ρ |ω with ω = 0 1 −1 0 is always invertible and has a structure akin to the symplectic form known from continuous-variable systems [11, 76] , locally rescaled by the spin length Ĵ z,k ρ = | Ĵ k ρ |.
Multiparameter shot-noise limit
Here, we identify the shot-noise limit for the quantum Fisher matrix generated by the set of accessible opera-torsĴ ⊥ . First, we consider the larger setĴ and we obtain supρ p−sep F Q [ρ p−sep ,Ĵ] = sup |Ψ (1) ⊗···⊗|Ψ (N) 4Γ[|Ψ (1) ⊗ · · · ⊗ |Ψ (N) ,Ĵ] due to the convexity of the quantum Fisher matrix [29] . Let us now express the vectorĴ as a sum of single-particle vectorsĴ = N i=1Ĵ
We may expand the single-particle states as
and p (i) k denotes the probability for particle i to be in mode k with M k=1 p (i)
and discarding the first moments [29] , we obtain
, and 0 is the 3 × 3 zero matrix. Using the anticommutativity property of the Pauli matrices we obtain thatΓ[|Ψ (i) k ,ĵ (i) k ] = 1 4 1 for all k, i and arbitrary |Ψ (i) k , where 1 is the 3 × 3 identity matrix. The upper bound F Q [ρ p−sep ,Ĵ] ≤ diag(N 1 1, . . . , N M 1) is obtained by inserting this back into Eq. (G.3), and using that N i=1 p (i) k = N k is the average number of particles in mode k. This upper bound cannot be saturated since not all first moments can be zero simultaneously for a pure single-qubit state. However, by restricting the set of accessible operators to the two directions orthogonal to the mean-spin direction n k,0 , we obtain an analogous result with 2 × 2 instead of 3 × 3 blocks, i.e.,
. This bound is saturated by single-qubit states |Ψ (i) k that are polarized along n k,0 , independently of i.
Local squeezing
In the case of an uncorrelated product of single-mode squeezed states, the moment matrix attains a block-diagonal form,
Furthermore, F SN [Ĥ] = RF SN [Ĵ ⊥ ]R T = diag(N 1 , . . . , N M ) implies that the squeezing matrix, optimized over all measurement observ-ables, reads [see Eq. (4.6)]:
An optimal choice for R is provided when the eigenvalues of the M × M matrix ξ 2 min correspond to the M smallest eigenvalues of the 2M × 2M matrix M k=1 N k M[ρ k ,Ĵ k,⊥ ] −1 (see also the discussion at the end of Sec. IV). Let us therefore consider the eigenvalues this matrix. Each of the 2 × 2 blocks can be written as
correspond to a squeezed and an anti-squeezed variance (renormalized by the mean spin length), respectively. Indeed, λ k,− can be identified as the single-mode spin-squeezing coefficient of mode k [1, 2, 5] , optimized over all local measurements and evolutions [72] , λ −,k = ξ 2 min [ρ k ,Ĵ k,⊥ ] = N k min r k ,s k | [Ĵ s k ,k ,Ĵ r k ,k ] ρ k | −2 (∆Ĵ s k ) 2 ρ k . The uncertainty relation (∆Ĵ x,k )ρ k (∆Ĵ y,k )ρ k ≥ | Ĵ z,k ρ k |/2 excludes that both directions of the same mode can be simultaneously squeezed, i.e., ξ 2 min [ρ k ,Ĵ k,⊥ ] < 1 implies that λ +,k > 1 [95] . Assuming that local squeezing is present in each mode, we conclude that it is optimal to encode all M parameters into the respective squeezed local variables that correspond to the eigenvalues λ −,k for k = 1, . . . , M. with 2∆ ± = (∆Ĵ x,k ) 2 ρ k ± (∆Ĵ y,k ) 2 ρ k . Inserting Eq. (G.6) into Eq. (4.5), it follows immediately that the block-diagonal structures of the matrices Γ[ρ loc ,Ĵ ⊥ ] and C[ρ loc ,Ĵ ⊥ ] (which is block-diagonal for all states) allow for a local set of optimal measurement observables. It follows that local parameter encodings and local measurements are indeed optimal for products of locally squeezed states.
We also remark that we may use the form (G.1) to show explicitly that for local evolutionsĤ r k ,k and measurementŝ X s k ,k , it is favorable to choose the vectors r k and s k orthogonal to each other and to the mean spin direction n k,0 . To see this, note that mode-local M × 3M transformation matrices R = diag(r T 1 , . . . , r T M ) and S = diag(s T 1 , . . . , s T M ) lead to SC[ρ,Ĵ]R T = diag(s T 1 (r 1 × Ĵ 1 ρ ), . . . , s T M (r M × Ĵ M ρ )). The diagonal elements are therefore proportional to the volume spanned by the unit vectors r k , s k and n k,0 , which is maximized by an orthogonal configuration.
We show that in the context of continuous-variable systems and considering quadrature observablesq, the squeezing condition [violation of (3.5)] becomes equivalent to (6.5), which was proposed by Simon et al. in Ref. [86] .
Assume that (3.5) is violated by the matrix ξ 2 [ρ,Ĥ,X] for someĤ = Rq andX = Sq. Since ξ 2 opt [ρ,Ĥ] ≤ ξ 2 [ρ,Ĥ,X] for allX, this implies that also ξ 2 opt [ρ,Ĥ], Eq. (6.4), violates condition (3.5) . This is equivalent to λ min (ξ 2 opt [ρ,Ĥ]) < 1. Because R is an orthogonal projection onto an M-dimensional subspace, the matrix ξ 2 opt [ρ,Ĥ] is a compression of the 2M × 2M matrix 4Ω T Γ[ρ,q]Ω. By the inclusion principle [94] , we obtain 1 > λ min (ξ 2 opt [ρ,Ĥ]) ≥ λ min (4Ω T Γ[ρ,q]Ω) = 4λ min (Γ[ρ,q]), and we used that Ω is an orthogonal matrix. Hence, λ min (Γ[ρ,q]) < 1/4.
Conversely, assume that λ min (Γ[ρ,q]) < 1/4 holds, then there exists an R, such that λ min (ξ 2 opt [ρ,Ĥ]) = λ min (4Ω T Γ[ρ,q]Ω) = 4λ min (Γ[ρ,q]). This yields λ min (ξ 2 opt [ρ,Ĥ]) < 1 and hence the squeezing condition (3.5) can be violated for someX.
Minimizing the squeezing matrix
Let λ 1 ≤ · · · ≤ λ M and λ 1 ≤ · · · ≤ λ 2M denote the eigenvalues of ξ 2 opt [ρ,Ĥ] and 4Ω T Γ[ρ,q]Ω, respectively. The inclusion principle yields λ k ≤ λ k for all k = 1, . . . , M. The minimum spectrum is reached when λ k = λ k holds for all k = 1, . . . , M. To achieve this, we chooseĤ opt = R optq , by picking the rows of R opt as r k = λ k for k = 1, . . . , M, where the λ k are the eigenvectors of 4Ω T Γ[ρ,q]Ω with eigenvalue λ k .
For the squeezed vacuum state, the eigenvectors λ k form the symplectic orthogonal matrix OΩ, where the columns are ordered in pairs acting on the same mode. The projector P M then selects only the squeezed quadratures from each mode, thereby realizing R opt = P M OΩ as described above. From Eq. (4.5) we find the optimal measurement operators asX opt For clarity, let us explicitly construct the matrix W that achieves this. We represent the projector as
represent canonical bases of R M and R 2M , respectively. We define m 2i = (0, n i1 , . . . , 0, n iM ) T and m 2i−1 = (n i1 , 0, . . . , n iM , 0) T for i = 1, . . . , M. The {m i } 2M i=1 form a basis of R 2M . By choosing W = 2M i=1 m i f T i , we obtain the squeezing matrix provided in Eq. (H.1). By construction the matrix W is orthogonal. By writing Ω = M i=1 (f 2i−1 f T 2i − f 2i f T 2i−1 ) and making use of M i=1 n ki n li = n T k n l = δ kl , it is possible to demonstrate explicitly that WΩW T = Ω and thus W is symplectic. Finally, let us consider the optimal measurement observablesX = TP M OΓ[Û V |Ψ 0 ,q] −1q = 4TP M W T M k=1 diag(e −2r k , e 2r k )WOq.
Choosing T = 1 4 diag(e 2r 1 , . . . , e 2r M ) yieldsX = P M Oq. It is interesting to notice that the optimal measurement observables are thus independent of the basis that is chosen by W. Instead they depend only on O, i.e., the phase-imprinting generatorsĤ.
