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Summary
Monin–Obukhov similarity theory (MOST) provides a convenient framework to
model the turbulent exchange in the atmospheric surface layer. However, MOST
applicability is limited in several conditions: e.g., weak wind and very-stable
stratification; complex terrain; presence of non-local, submeso motions. Because
these conditions are common in atmospheric flows and alternative theories are
lacking, their study is important for practical applications and is an area of
active research.
In this work, two years of observations from three Arctic stations (located in
Ny-A˚lesund, Svalbard) are considered, to characterize the near-surface turbu-
lence exchange in the area, which presents critical conditions for MOST appli-
cability: i.e., complex terrain and long-lasting stable conditions, which favour
submeso motions like gravity waves. Particular attention is dedicated to the
similarity relationship between the shear stress, τ , and the vertical velocity
variance, 〈w2〉, which are key variables to characterize the vertical turbulence
exchange. Besides the stability effect predicted by MOST and the topographic
influence, the effect of submeso motions on the τ/〈w2〉 similarity relationship is
considered. This is done by using spectral analysis and by defining a parameter,
Rτ , which quantifies the relative low-frequency contribution to the shear stress,
and thus the strength of the submeso effect.
It is shown that submeso motions affect small-scale turbulence thus modify-
ing the flux-variance similarity relationship, which, besides stability and surface
characteristics, depends on Rτ . In particular, the efficiency of the vertical trans-
port by small-scale turbulence (i.e., τ/〈w2〉 evaluated over short averaging times,
i.e., . 100 s) diminishes for increasing submeso effect (i.e., increasing Rτ ). This
connects MOST applicability with more profound characteristics of the turbu-
lent flow—i.e., the different time scales of the flow and the interplay among
them—giving an alternative interpretation of MOST applicability limits found
by other authors.
The effect of submeso motions on small-scale-turbulence has impacts on
modelling closures and on the form of second-order moment equations. In par-
ticular, considering the budget of 〈uw〉 (i.e., the stream-wise component of the
shear stress), a simple balance among shear production, buoyancy, and pressure
redistribution (parametrized with a Rotta-type closure) does not hold when the
submeso effect is significant (i.e., Rτ & 1). This demands for a modification
of the closures (such as the pressure-redistribution time scale) and/or for an
extension of the budget, with additional terms accounting for unsteadiness, ver-
tical transport of third-order moments, and interaction of submeso motions with
small-scale turbulence.
Concerning the near-surface turbulent exchange in the area, dynamics dom-
inates on stability both for near-neutral and stable conditions. This supports
the important role played by Rτ in determining turbulence behaviour and the
stability independence of the vertical velocity spectrum (and thus of the small-
scale-turbulence length scale), and suggests alternative roots for small-scale-
turbulence production, of topographic or submeso origin.
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1 Introduction
Modelling closures of the turbulent exchange in the atmospheric surface-layer are
based, to a large extent, on conventional paradigms, such as down-gradient tur-
bulent transport expressed through eddy diffusion coefficients, in analogy with
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molecular transport. These concepts, which underlie also Monin-Obukhov sim-
ilarity theory (MOST) (Monin and Obukhov, 1954; Monin and Yaglom, 1971;
Obukhov, 1971), are often used beyond their assumptions, for practical rea-
sons or because alternatives lack. According to MOST and its extensions (e.g.,
Nieuwstadt, 1984b), surface-layer turbulent exchange is driven by the local ver-
tical fluxes of heat and momentum, from which a velocity-, a temperature-, and
a length-scale are obtained. When turbulence statistics are nondimensionalized
with these scales, they become universal functions of stability (the only effect
accounted for by MOST), which are so-called similarity relationships.
In spite of the simple and convenient framework provided by MOST, empir-
ical evidences have also shown its limitations—and, more generally, the limita-
tions of the conventional paradigms on which MOST is based. MOST limitations
in the stable boundary layer (SBL) are well known (Mahrt, 2014). Collapse of
the Richardson-Kolmogorov direct cascade has been observed, and related to
MOST failure for very-stable conditions (Grachev et al., 2013). The key role of
wind speed in the SBL, with this variable that affects turbulence behaviour more
than vertical fluxes of heat and momentum (Sun et al., 2012, 2016; Van de Wiel
et al., 2012a; Mahrt et al., 2013, 2015; Acevedo et al., 2016) has prompted the
adoption of alternative paradigms, such as the Hockey-Stick Transition (HOST)
hypothesis (Sun et al., 2012). Concerning unstable conditions, it is well recog-
nized that horizontal velocity statistics do not follow MOST because of the di-
rect effect of large-scale, convective eddies, which span the entire boundary-layer
depth (Kaimal, 1978; Wilson, 2008). But critical conditions for MOST applica-
bility occur also for near-neutral conditions when wind speed is low (Schiavon
et al., 2019).
The role of submeso motions in limiting MOST applicability—for instance
through non-gradient contributions to the vertical fluxes of heat and momentum—
has also been recognized (Vickers and Mahrt, 2003). According to Mahrt (2014),
we consider “submeso motions” as “motions between the main turbulent eddies
and smallest mesoscale motions, traditionally specified to be 2 km horizontal
scale” (note, however, that a clear scale separation is not always observed).
Being related to many physical phenomena such as gravity waves, inertial oscil-
lations, orographically induced wake vortices, pulsating cold air drainage, and
density flows (Mahrt, 2007), submeso motions are ubiquitous and characterize a
wide range of atmospheric flows (Anfossi et al., 2005; Vickers and Mahrt, 2007;
Mortarini et al., 2016).
Due to their non-local origin, submeso motions are not expected to follow
MOST. Hence, techniques have been developed to filter out the submeso con-
tribution from fluxes and variances used in the evaluation of MOST similarity
relationships. These techniques are usually based on spectral decompositions—
such as multiresolution decomposition (Howell and Mahrt, 1997; Howell and
Sun, 1999; Vickers and Mahrt, 2003)—and on the different spectral features
associated to small-scale turbulence and submeso motions (e.g., Vickers and
Mahrt, 2003; Falocchi et al., 2019). Their goal is the determination of the av-
eraging time, which is chosen, when possible, in the spectral gap that divides
small-scale turbulence and submeso motions. When this gap is absent, which is
often the case for statistics containing horizontal velocity and temperature fluc-
tuations, this separation is not possible and an arbitrary averaging time must be
chosen. Because of the submeso contribution to second-order moments, similar-
ity relationships are sensitive to the averaging time (Vickers and Mahrt, 2003;
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Basu et al., 2006) and to data selection, with particular regard to stationarity
criteria (Babic´ et al., 2016b). Beside the fact that stationarity is among MOST
assumptions, and that it is necessary for the convergence of time averages to en-
semble averages, non-stationarity (over timescales ∼ 1 min–1 hr) is also related
to the presence of submeso motions (Cheng and Brutsaert, 2005; Mahrt, 2007)
and to different turbulence characteristics (Liang et al., 2014; Mortarini et al.,
2016; Stiperski et al., 2019).
The large variability of similarity functions observed over different surfaces
and in different environmental conditions (see de Franceschi et al. 2009 and
Sfyri et al. 2018 for a survey of the literature) suggests that—except in sim-
ple cases such as steady flow over homogeneous surfaces—processes are missing
within the MOST framework, which is challenged especially over complex ter-
rain (Liang et al., 2014; Nadeau et al., 2013; Sfyri et al., 2018). Attempts has
been made to connect this variability to flow characteristics and, in particular,
to understand if a further parameter, besides stability, may affect similarity rela-
tionships. Acevedo et al. (2014) identified this parameter in the relative strength
of submeso motions compared to small-scale turbulence; Stiperski et al. (2019)
recognized it in the turbulence anisotropy degree. According to them, MOST
“universal” similarity relationships correspond to conditions of weak submeso
motions and three-dimensional, almost-isotropic turbulence, respectively. Tur-
bulence anisotropy degree is related to the dominance of different processes in
turbulence production/destruction (Stiperski and Calaf, 2018) and to differ-
ent degrees of interaction between small-scale turbulence and submeso motions
(Vercauteren et al., 2019).
MOST similarity relationships can be obtained from second-order moment
budget equations (e.g. Zilitinkevich et al., 2013) under simplifying assumptions
(i.e., steady and horizontally homogeneous turbulence and negligible divergence
of third-order terms) and with appropriate closures for pressure redistribution
and viscous dissipation (which are generally based on conventional paradigms).
Apart from averaging issues (time averages do not converge in presence of low-
frequency fluctuations), the validity of these equations in their most general form
is independent of the spectral distribution of the considered variables. However,
the leading terms in the budgets and the closures (i.e., velocity-, length, and
temperature-scales) may change. It is thus reasonable that the spectral distribu-
tion of second-order moments may impact the existence and form of similarity
relationships: for instance, differences are expected whether fluxes are domi-
nated by three-dimensional small-scale turbulence or two-dimensional submeso
motions. Furthermore, even when these equations are evaluated for small-scale
turbulence only, because of the submeso effect, terms must be retained ex-
pressing the submeso–small-scale-turbulence interaction, or closures has to be
changed to satisfy the budget (Mortarini et al., 2019): transfer of energy from
submeso motions to small-scale turbulence has been observed in the SBL (Ver-
cauteren et al., 2016). In some cases, such for internal gravity waves, these
additional terms may be modelled (Finnigan and Einaudi, 1981; Baumert and
Peters, 2009; Zilitinkevich et al., 2009). But this is not feasible for all submeso
motions and when there is no scale separation with small-scale turbulence.
In this study, we compare flux-variance similarity relationships observed at
three Arctic stations, located in Ny-A˚lesund, Svalbard, over complex terrain.
We focus mainly on the similarity relationship between the shear stress, τ , and
the vertical velocity variance, 〈w2〉, which are key variables to characterize the
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vertical turbulent exchange and whose similarity relationship is robust (Acevedo
et al., 2014; Stiperski et al., 2019). The effect of different surface characteris-
tics (i.e., regular vs disturbed upwind fetch), averaging time, and stability are
considered. But particular attention is dedicated also to the submeso effect by
defining a parameter, Rτ , that quantifies the relative low-frequency contribu-
tion to the shear stress. Using two years of observations from the three stations,
and focusing mainly on near-neutral and stable conditions (which are the most
common in the area), the main goals of the work are:
 to characterize the near-surface turbulent exchange in the area, contrasting
the general behaviour and differences among stations, and relating them
to the local characteristics of the upstream terrain (e.g., roughness and
intermediate-scale topography);
 to find MOST applicability limits, not only considering stability, but also
in terms of the strength of the submeso effect (i.e., Rτ ), and to relate them
with the validity (or not) of conventional paradigms.
In particular, Sect. 2 describes the experiment (Sect. 2.1) and the observa-
tions used in this study (Sect. 2.2), the technique used to calculate (co)variances
corresponding to different averaging times (Sect. 2.4), the choice of the averaging
time used to separate small-scale turbulence from submeso motions and to de-
fine the high- and the low-frequency contribution to the shear stress (Sect. 2.5),
the definition of the Rτ parameter that quantifies the relative low-frequency
contribution to the shear stress, and thus the submeso effect (Sect. 2.6).
Sect. 3 deals with near-neutral conditions, which are used to characterize
the topographic effect on the τ/〈w2〉 relation, focusing mainly on one station,
which is placed on a small hill (Sect. 3.3). Stable conditions are considered in
Sect. 4, motivating the choice of the stability parameter (Sect. 4.1), considering
the dependence of τ/〈w2〉 on stability (Sect. 4.2), on Rτ , and on the averaging
time (Sect. 4.4). An explanation for the submeso contribution to the shear stress
observed at each station and its effect on τ/〈w2〉 is also provided (Sect. 4.3). The
stability dependence of the peak length scale of the vertical velocity spectrum,
which is a key variable for modelling purposes, is presented in Sect. 4.5. Sect. 5
deals with unstable conditions, focusing on the free-convection limit.
Modelling implications of the presented results are discussed in Sect. 6, start-
ing from second-order moments equations (Sect. 6.1) and discussing the submeso
effect on closures and budgets for the case of internal gravity waves (Sect. 6.4).
Then, the shear-stress budget is evaluated from observations, in stable condi-
tions, for small and large submeso effect (Sect. 6.5). Finally, conclusions are
drawn in Sect. 7.
2 Observations and Data Analysis
2.1 The Experimental Site
Ny-A˚lesund (78◦55′N,11◦55′ E) is located in the north-western side of Spitsber-
gen, Savlbard, Norway, close to the western branch of the Spitsbergen current.
The experimental site faces Kongsfjorden and is surrounded by mountains and
glaciers to the south and west (Fig. 1). Small lakes and rivers are present dur-
ing the summer. Ny-A˚lesund village, made by small buildings, is situated on
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Figure 1: Topography of Kongsfjorden and Ny-A˚lesund area (courtesy of the
Norwegian Polar Institute). The experimental site is also indicated (black
square).
Kongsfjorden coast, to the east of the airport. Roads cross the area especially
in the eastern side, close to the village.
The area is characterized by complex topography and changes in surface
characteristics because of land-sea-ice transitions. During the snow-free season,
the ground is covered by stones and short grass, typical of arctic tundra. Snow
is present from October to May-June.
Being north of the Arctic Circle, Ny-A˚lesund experiences polar night and
polar day conditions. During polar night, a long-lived stable boundary layer
onsets. But long lasting stable conditions may occur also during the polar day
and transition moths, because of the low sun and/or the snow-covered surface.
This, combined with the complex topography, favour the presence of gravity
waves.
Near-surface prevailing winds are from south-east and north-west, due to the
channelling of synoptic winds by the fjord (Mazzola et al., 2016; Maturilli et al.,
2013). For south-easterly winds, strong directional shear is present in the layer
from ≈ 250 m up to ≈ 2 km because of the interaction of the westerly synoptic
flow with the topography (Beine et al., 2001; Argentini et al., 2003; Maturilli
and Kayser, 2017). Shallow drainage flows from the glaciers are also present
and are likely related with the occurrence of gravity waves (Jocher et al., 2012).
2.2 Observations
Two years (2012–2013) of observations from three stations located in the Ny-
A˚lesund area are considered. The characteristics of each station relevant for
this study are described below.
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Figure 2: Close-up of the experimental site: colors refer to elevation in metres
and the vertical scale of the topography is exaggerated (courtesy of A. Schulz,
Alfred Wegener Institute). The three stations (NYA, BAY, and CCT) are also
indicated.
2.2.1 NYA
The NYA station is located near the village of Ny-A˚lesund (Fig. 2) over rela-
tively flat terrain. The village is ≈ 1 km to the north-east; the airport relief
is about at the same distance to the north-west. Several kilometres of unob-
structed upwind fetch correspond to easterly wind. For snow-free conditions,
the roughness length at this station is z0 ≈ 10−3 m, typical of bare ground
(Stull, 1988), while for snow-covered surface z0 ≈ 10−4 m (Fig. S2).
The station is a 2-m mast, equipped with both slow- and fast-response sen-
sors. Slow-response sensors measure wind speed and direction at 2 m (2.5 m after
April 2013); relative humidity at 2.1 m; temperature at 2.1, 1.5, 1, and 0.5 m.
Snow height is measured manually close to the station. An eddy-covariance
(EC) system is placed at 2.1 m, with 20 Hz sampling rate.
In this study, the mean wind speed and direction is evaluated from the sonic-
anemometer at 2.1 m —the same level where fluxes and variances are estimated.
The temperature difference—used, for instance, to calculate the bulk Richardson
number—is evaluated between 2.1 and 1 m, because lower thermometers may
be covered by snow during the winter and changing the layer on which the
temperature difference is evaluated may produce artificial variations in the bulk
Richardson number. Table 1 reports the observational levels used in this study,
for this and for the other stations.
2.2.2 BAY
BAY station is located near the Bayelva river (Fig. 1) and is actually composed
of two stations: an EC station and a meteorological station. The latter is placed
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Table 1: Measurement levels considered in this study for each station: mean
wind and turbulence are measured at z; the temperature difference used to
calculate the bulk Richardson number is evaluated between z1 and z2; heights
are above snow-free ground.
Station z (m) z1 (m) z2 (m)
NYA 2.1 1.0 2.1
BAY 2.9 1.0 2.0
CCT
3.7 4.8 2.0
7.5 10.3 2.0
≈ 100 m to the south-east of the EC station, whose position is shown in Fig. 2.
The EC station is placed at the foot of a small bump with height ≈ 10 m (above
the surrounding terrain) and horizontal scale ≈ 100 m. The roughness length
is z0 ≈ 10−3–10−2 m for snow-free surface, depending on wind direction, and
z0 ≈ 10−4–10−3 m for snow-covered surface (Fig. S2).
At the EC station, an EC system is paced at 2.9 m above the ground, with
20 Hz sampling rate. At the meteorological station, slow-response instruments
measure mean wind at 2 m, relative humidity at the same height, temperature at
2, 1, 0.2, and 0.05 m. Snow depth is measured automatically. In this study, mean
wind is evaluated from the sonic anemometer at the EC station, i.e. at 2.9 m,
while the temperature difference is evaluated at the meteo-station between 2
and 1 m, for the same reason discussed for the NYA station (Table 1).
2.2.3 CCT
The Climate Change Tower (CCT) is a 34-m high tower equipped with fast and
slow response instruments at several levels. The CCT station is placed on a
small relief with height ≈ 50 m and horizontal scale ≈ 500 m, ≈ 1 km to the east
and to the west of the BAY and NYA stations, respectively (Fig. 2). Among the
three stations, it is located on the most heterogeneous terrain. The roughness
length is z0 ≈ 10−4–10−3 m for snow-free surface and z0 ≈ 10−5–10−4 m for
snow-covered surface, depending on wind direction (Fig. S2).
Mean wind, temperature and humidity are measured with slow-response in-
struments at 2, 4.8, 10.3, and 33.4 m above the ground. Three sonic anemome-
ters are placed at intermediate levels, i.e., at 3.7, 7.5 and 20.5 m, with sampling
frequencies of 21, 20, and 10 Hz, respectively. Data from 20.5 m are not consid-
ered in this study, because this level is too high compared with other stations
and may be above the surface-layer (Sect. 3.3). Also for this station, mean
wind is evaluated from sonic-anemometer measurements, while the tempera-
ture difference is calculated between 2 and 4.8 m for the layer corresponding to
z = 3.7 m, and between 2 and 10.3 m for z = 7.5 m (Table 1). Snow height is
measured automatically.
Except when differently indicated, results corresponding to the CCT stations
are obtained combining together observations from 3.7 and 7.5 m, to improve
statistic and because differences in the results for the two levels are generally
small.
8
2.3 Data Processing and Selection
Raw data are divided in 30-min records. For each record, the sonic reference
system is aligned with the 30-min mean wind vector and then (co)variances are
computed as 30-min block averages. Prior to calculate 30-min averages, raw
data are checked for spikes, plausibility limits, and gaps.
Disturbed sectors (by the tower structure, at the CCT station, or by the
sensor, at the NYA and BAY stations) are excluded from the analysis. The
excluded sectors are: 200°–310° at the NYA station; 300°–360° and 0°–50° at
the BAY station; 150°–270° at the CCT station. At the NYA and BAY sta-
tions, spectra in these sectors are dominated by high-frequency noise. The
effect of precipitation and blowing snow has also been checked. The 3.7 m sonic
anemometer at the CCT station turned out to be affected by blowing snow and
thus these records are discarded for this anemometer.
Data corresponding to snow-free and snow-covered surface are considered
together because results do not differ appreciably for the two conditions—the
main effect of the snow cover is the variation of the roughness length, and its
possible impact on the results is discussed in Sect. 3.
2.4 Multiresolution Decomposition
Besides to calculate them from 30-min block averages, (co)variances correspond-
ing to different averaging times are estimated using the multiresolution decom-
position (MRD) (Howell and Mahrt, 1997; Howell and Sun, 1999; Vickers and
Mahrt, 2003). For each 30-min record, MRD spectra are calculated over the
first 2N samples , where N is the largest integer such that 2N ≤ M , M the
number of samples in each 30-min record: with a sampling rate of 20 Hz, this
corresponds to the first ≈ 1600 s of each 30-min record. Then, the (co)variance
corresponding to a given averaging time, T , is calculated integrating1 the MRD
(co)spectra from the smallest time scale up to T . Figure 3 shows an example of
MRD (co)spectrum and corresponding integrated (co)spectrum.
Contrary to Fourier transform, MRD does not require periodicity. And
(co)variances calculated by integrating MRD (co)spectra satisfy Reynolds av-
eraging. Indeed, the MRD (co)variance corresponding to the averaging time
T can be re-obtained dividing the 30-min record in subrecords of duration T ,
computing the (co)variance for each subrecord, and the averaging over all the
subrecords.
Hereafter, the MRD (co)spectrum of α and β (where α and β can be ve-
locity or temperature fluctuations) is indicated by αβ(T ), and corresponds to
the contribution from the timescale T to the (co)variance between α and β.
The MRD integrated (co)spectrum is indicated as 〈αβ〉T , and corresponds to
the (co)variance calculated with the averaging time T (angle brackets indicate
averaging).
2.5 Choice of the Averaging Time
MRD (co)spectra are often used to set the averaging time, which is chosen in the
spectral gap, i.e. the region that separates small-scale turbulence and submeso
motions where (co)spectra attain very small values. For scales smaller than
1The integration, is this case, is actually a summation.
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Figure 3: Examples of (a) spectrum and (b) integrated spectrum from MRD,
in this case for the vertical velocity variance: (a) ww(T ) is the contribution to
vertical velocity variance from the time scale T ; (b) 〈w2〉T is the vertical velocity
variance corresponding to the averaging time T , obtained by summing all the
contributions in (a) from the smallest time up to T .
the gap scale, heat and momentum vertical fluxes are down-gradient; for larger
scales, fluxes are erratic and can have both signs. The gap is more recognizable
in “average” cospectra, obtained combining several cospectra, because the low-
frequency end of single cospectra is characterized by large variability.
Figure 4 shows median MRD spectral distributions of several variables at
the three stations for unstable and stable conditions identified according to the
bulk Richardson number (e.g. Tampieri, 2017)
Rb ≡ βz
2∆Θ(z1, z2)
U2(z)(z2 − z1) , (1)
where U is the 30 min mean wind speed (vectorial average) at the height z
(corrected for the snow depth); ∆Θ(z1, z2) ≡ Θ(z2)−Θ(z1) is the mean potential
temperature difference between z2 (close to z) and z1 (close to the ground);
β ≡ g/Θ(z2) is the buoyancy parameter (the values of z, z1, and z2 for each
station are reported in Table 1).
In Fig. 4, T is the MRD time scale, which is equivalent to the averaging time.
Variances and covariances corresponding to the averaging time T are obtained by
integrating MRD (co)spectra from the shortest time scale up to T . The spectral
gap corresponds to a stationary point in the integrated (co)spectra, i.e., a region
where the (co)variances do not change significantly with the averaging time.
For unstable conditions (Fig. 4a,c,e), the spectral distribution of the verti-
cal velocity variance, the fluxes of heat and stream-wise momentum, and the
temperature variance have a similar shape, with a well defined maximum in
the high-frequency range, at T < 100 s. On the contrary, MRD spectra of the
variances of the horizontal velocity components increase with averaging time
without reaching any maximum. The fact that some variables have similar
spectral shapes, suggest close relationships among them.
For stable conditions (Fig. 4b,d,f), the spectral distribution of the vertical
velocity variance still has a well defined maximum in the high-frequency range,
at T ≈ 1–10 s, but the distributions of the heat and momentum fluxes, and that
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of the temperature variance, change significantly compared to the unstable case.
At all stations, for stable conditions, the median heat flux cospectrum has
a gap at T ≈ 100 s (Fig. 4b, d, and f; black dash-dotted line). This is a typical
gap time scale for the heat flux, and thus T ≈ 100 s is often used to separate
submeso motions and small-scale turbulence (e.g., Vickers and Mahrt, 2003,
2006; Stiperski and Calaf, 2018; Stiperski et al., 2019). We thus use 100 s as
cut-off time to separate the high-frequency contribution due to small scale turbu-
lence (T < 100 s) from the low-frequency contribution due to submeso motions
(100 s < T < 30 min, the record length). In agreement with several authors (cf.,
e.g., Nieuwstadt, 1984b; Basu et al., 2006; de Franceschi et al., 2009; Grachev
et al., 2013; Stiperski and Calaf, 2018; Stiperski et al., 2019) we use a fixed
cut-off time—the effect of this choice is discussed in Sec. 4.3. This is a first
approximation and more refined analyses accounting for the variability of the
cut-off time scale (Vickers and Mahrt, 2003; Falocchi et al., 2019) are left for
future research.
For unstable conditions, the low-frequency contribution to heat flux is gen-
erally negligible (Figs. 4a, c, and e). As it is negligible the low-frequency con-
tribution to the vertical velocity variance, both for stable and unstable con-
ditions. The spectral distribution of these two statistics always peaks in the
high-frequency range and gently decays for T > 100 s. The vertical velocity
variance is always dominated by small scales because vertical velocity fluctua-
tions with scale z are inhibited by the presence of the ground (e.g., Højstrup,
1982). The similar spectral distribution of the heat flux and the vertical ve-
locity variance for unstable conditions roots in the dominance of the gradient
production term (−σ2w∂Θ/∂z) in the heat-flux budget equation (Eq. 20).
The major effect of the low-frequency contribution is thus expected for sta-
ble conditions. Figure 5 shows the heat flux vs the vertical temperature differ-
ence at the NYA and BAY stations, considering 30-min and 100-s covariances,
i.e., 〈wθ〉30min and 〈wθ〉100s, respectively. For unstable temperature stratifica-
tion (∆Θ < zero), the heat flux is well correlated with the local temperature
difference independently of the averaging time. Whereas, for stable tempera-
ture stratification, positive heat fluxes are observed, despite ∆Θ > zero, when
30-min covariances are considered (Figs. 5a,c) while their occurrence is practi-
cally eliminated for 100-s covariances (Figs. 5b,d; cf. Vickers and Mahrt, 2003,
2006). A non-gradient low-frequency contribution to the heat flux estimated
with the eddy-covariance technique can be produced by gravity waves (Foken
and Wichura, 1996; Fritts et al., 2009), which are common in Ny-A˚lesund due
to the topography and the long lasting stable conditions. For instance, gravity
waves have been observed at the NYA station (Jocher et al., 2012).
2.6 The Rτ Parameter
According to Sect. 2.5, T = 100 s is used as cut-off time at all stations for near-
neutral and stable conditions. This defines a high-frequency contribution—from
time scales ≤ 100 s—and a low-frequency contribution—from time scales > 100 s
and ≤ 30 min (the record length). The former is dominated by small-scale
turbulence, the latter, by submeso motions.
Likely related to a variety of non-local phenomena, the the low-frequency
contribution to variances and covariances is not expected to depend on local
flow characteristics, such as stability or wind speed. Figure. 6 shows the vari-
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Figure 4: MRD spectral distribution of several (co)variances, at the three sta-
tions, for unstable (left) and stable (right) stratification. The represented statis-
tics are: the variance of the three velocity components (uu, vv, and ww); the
vertical flux of momentum (stream-wise-, uw, and crosswind-component, vw);
the vertical heat flux (wθ); the temperature variance (θθ). Median (co)spectra
are reported for each statistic (lines); (co)spectra variability, i.e., 25th–75th
percentile range, is reported only for ww (error bars) and uw (grey area); for
representation purposes, spectral distributions of ww, uw, vw, and wθ are mul-
tiplied by 5 and 20 for unstable and stable conditions, respectively. T is the
MRD time scale; the averaging time used in the study for near-neutral and sta-
ble conditions, T = 100 s, is also indicated. CCT (co)spectra refer to z = 7.5 m.
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Figure 5: 30-min and 100-s kinematic heat flux vs potential-temperature differ-
ence at the NYA and BAY stations (z1 and z2 in Table 1). Colours correspond
to the number of data points in each pixel (on a logarithmic scale).
ation with Rb of the high-frequency and the low-frequency contribution to the
shear stress and to the heat flux, for Rb > 0, at all stations. The high-frequency
contribution to the shear stress, τ100s, decreases as R
−1
b up to Rb ≈ 10−2 (be-
cause Rb ∼ U−2 and τ100s ∼ U2) and then levels off (Fig. 6a). This behaviour
is similar to that found when wind speed is used as independent parameter
(e.g., Sun et al., 2012; Van de Wiel et al., 2012b; Mahrt et al., 2015; Acevedo
et al., 2016), because, at least for the considered datasets, variations in Rb are
mainly driven by U . Like τ100s, the high-frequency contribution to the heat flux
(Fig. 6c), 〈wθ〉100s, depends on Rb in a way that is qualitatively consistent with
results from other ABL experiments (Mauritsen et al., 2007) and with MOST
predictions (Van de Wiel et al., 2012b). Conversely, no clear relation exists
between local stability and the low-frequency contribution to the shear stress,
|τ30min − τ100s|, and to the heat flux, |〈wθ〉30min − 〈wθ〉100s|, which are, respec-
tively, ≈ 10−2 m2 s−2 and ≈ 10−3–10−2 K m s−1 on average, independently of
Rb (Fig. 6b,d). The magnitude of the low-frequency contribution to the heat-
and momentum-flux is also independent of the high-frequency contribution, as
can be noted comparing Fig. 6a and c with Fig. 6b and d.
Since the magnitude of the high-frequency contribution decreases with sta-
bility while the low-frequency contribution is almost constant, the relative mag-
nitude of the low-frequency contribution increases with stability (Fig. 7a): on
average, the low-frequency contribution to the shear-stress becomes dominant
for Rb & 10−2. Similarly, because the low- and the high-frequency contribu-
tions are almost independent, on average, Rτ increases with decreasing τ100s
(Fig. 7b). This means that Rτ , Rb, and τ100s are not fully independent—but
they are neither equivalent. Figure 7 also shows that Rτ ≈ 1, Rb ≈ 10−2, and
τ100s ≈ 10−2 m2 s−2 roughly correspond to each other: it will be shown that
13
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Figure 6: High- and low-frequency contribution to the shear stress (i.e., τ100s
and |τ30min − τ100s|, respectively) and to the heat flux (i.e., −〈wθ〉100s and
|〈wθ〉30min−〈wθ〉100s|) vs bulk Richardson number, Rb, at the three stations (all
wind directions) for stable conditions, Rb > 0: data are binned in Rb; median
values (points) and 25th–75th percentile range (shaded area) are shown for each
bin containing at least 10 data points.
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Figure 7: Rτ , Eq. 2, vs (a) Rb and (b) τ100s (for Rb > 0). Data are binned
in Rb and τ100s: median values and 25th–75th percentile range are reported
for each station, along with the “critical” values Rτ = 1, Rb = 10
−2, and
τ100s = 10
−2 m2 s−2
these three values mark the transition towards critical conditions for MOST
applicability (Sect 4).
Because modes with time scale comparable with the record length (i.e., 30
min) are poorly sampled, the low-frequency contribution estimated as the nu-
merator in Eq. 2 is significantly affected by statistical errors and, for each record,
depends on the upper cut-off time in a non-systematic way. However, despite
this uncertainty, a physical interpretation can be given “on average”, by con-
sidering many records (Acevedo and Mahrt, 2010).
According to the above considerations and to use it in the following analysis,
we define the relative low-frequency contribution to the shear stress
Rτ ≡
∣∣∣∣τ30min − τ100sτ100s
∣∣∣∣ , (2)
which quantifies
 the relative strength of submeso phenomena that may cause turbulence to
not be in local equilibrium, and
 the deviation of experimental conditions from those where MOST, Reynold’s
averaging, and eddy-covariance assumptions are fulfilled.
Concerning the general idea, Rτ is similar to the “submeso” index of Acevedo
et al. (2014) and the stationarity index proposed by Foken and Wichura (1996),
and the relative meandering of the shear-stress vector by Mahrt (2007, Eq. 10).
Rτ , Eq. 2, quantifies the submeso effect on the magnitude of the shear stress.
But submeso motions can also change the direction of the shear-stress vector
without modifying appreciably its magnitude. A more restrictive parameter is
thus
R∗τ ≡
√
(〈uw〉30min − 〈uw〉100s)2 + (〈vw〉30min − 〈vw〉100s)2
τ100s
, (3)
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Figure 8: Dependence on Rb of the relative low-frequency contribution to (a)
the vertical velocity variance, 〈w2〉, and (b) the horizontal velocity variance,
〈u2〉+ 〈v2〉, from Eq. (4): bin median and 25th–75th percentile range are shown
for the three stations. The critical values Rww = Ruu+vv = 1 and Rb = 10
−2
are also indicated.
which takes into account also the low-frequency meandering of the shear-stress,
like the index by Mahrt (2007). The impact of using R∗τ instead of Rτ has been
tested on some of the presented results and turned out to be small. Thus, Rτ
is used to classify observations.
The definition of Rτ , Eq. 2, can be extended to any second-order moment
〈αβ〉:
Rαβ ≡
∣∣∣∣ 〈αβ〉30min − 〈αβ〉100s〈αβ〉100s
∣∣∣∣ , (4)
where α and β are, for instance, velocity and temperature fluctuations. Clearly,
the physical interpretation of Eq. 4 as the relative submeso contribution to 〈αβ〉
is unreliable for those variables that do not have a spectral gap around 100 s,
such as 〈u2〉, 〈v2〉, and 〈θ2〉 (Fig. 4b,d,f).
Figure 8 shows the relative low-frequency contribution, Eq. 4, to the vertical
velocity variance, 〈w2〉 and to the horizontal velocity variance, 〈u2〉+ 〈v2〉, plot-
ted against Rb. The low-frequency contribution to the vertical velocity variance,
Rww, is always negligible for Rb . 10−2 and 1 also for Rb > 10−2: Rww = 0,
in first approximation. This is because the distance from the ground acts like
a high-pass filter on vertical velocity fluctuations (Højstrup, 1982), greatly at-
tenuating length scales  z. However, low-frequency (large-scale) fluctuations
can contribute with no limitation to the horizontal velocity components, whose
variances are indeed dominated by the low-frequency contribution (Fig. 8b).
The two-dimensional nature is a distinctive feature of meandering motions in
the surface-layer (Mortarini et al., 2016, 2019).
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3 Near-Neutral Conditions
Because of the different surface characteristics, variations in τ/〈w2〉 among sta-
tions and wind direction sectors are expected (Fortuniak et al., 2013; Babic´
et al., 2016a). Furthermore, when the low-frequency contribution to the shear
stress is significant—which happens also for near-neutral conditions—τ/〈w2〉
depends on the averaging time. It is well known that similarity relationships
found in different experiments differ also in their neutral limit (de Franceschi
et al., 2009). This variability may be explained in terms of different surface
characteristics but also on different choices made by different authors: for in-
stance the choice of the averaging time or the definition of the shear stress, i.e.,
τ ≡ √〈uw〉2 + 〈vw〉2 or τ ≡ 〈−uw〉, (Wilson, 2008). The question is whether
this variability is related also to the low-frequency contribution to τ .
Near-neutral conditions are selected by imposing |Rb| < 0.001. However,
similar results are obtained if |z/Λ100s| . 0.01 is considered, where
Λ100s ≡ − τ
3/2
100s
βκ〈wθ〉100s (5)
is the local Obukhov length (e.g., Nieuwstadt, 1984a) calculated from 100-s
fluxes (with von Ka´rma´n constant κ = 0.4). To restrict the analysis to well
developed turbulence, τ100s > 0.01 m
2 s−2 is also imposed.
3.1 Dependence on Wind Direction
Figure 9 shows the variation with wind direction in the near-neutral value of
τ100s/〈w2〉100s at the three stations, for Rτ < 0.3 and > 1, which, hereafter,
identify cases with small and large low-frequency contribution, respectively.
The near-neutral value of τ100s/〈w2〉100s varies among stations and wind
direction sectors. This variation is consistent with the complex topography of
the area (Fig. 2) and, with the exception of particularly small values found at
the CCT station (Fig. 9c), with the range of values reported in the literature
(de Franceschi et al., 2009): for Rτ < 0.3, τ100s/〈w2〉100s ≈ 0.6–1, 0.5–0.7, and
0.3–0.7 at the NYA, BAY, and CCT station, respectively (green shaded area in
Fig. 9).
Observations suggest that larger τ100s/〈w2〉100s corresponds to more regular
upwind fetch. This is particularly evident at the NYA station (Fig. 9a, green
area), where τ100s/〈w2〉100s ≈ 1 in sectors with most regular fetch, such as 80°–
100° and 340°–350°, and decreases to ≈ 0.6 in more disturbed sectors, such as
around 150° and 320°, where there is the airport relief (Fig. 2). Furthermore,
the smallest values of τ100s/〈w2〉100s are observed at the CCT station that,
among the three stations, is located on the most heterogeneous terrain (Fig. 2).
In particular, τ100s/〈w2〉100s ≈ 0.3 at this station for westerly wind (Fig. 9c),
which is among the directions that correspond to the steepest slope of the CCT
relief—the other, north-east, has few data. The CCT case is further discussed
in Sect. 3.3, using results from experiments and numerical simulations of flow
over hills.
The effect of Rτ on τ100s/〈w2〉100s depends on the station: is negligible at
the BAY station, where the ratio has roughly the same value for Rτ < 0.3 and
> 1 (Fig. 9b); is large at the CCT station, where τ100s/〈w2〉100s is halved for
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Figure 9: τ100s/〈w2〉100s vs wind direction for near-neutral conditions at the
three stations: |Rb| < 10−3, τ100s > 0.01 m2 s−2, and Rτ < 0.3. All data
points (corresponding to each 30-min record) are shown along with median
values (green line) and 25th–75th percentile range (green shaded area) in wind-
direction bins; neutral limits of similarity relationships from Kaimal and Finni-
gan (1994, KF94) and de Franceschi et al. (2009, along valley, unfiltered, dF09u,
and filtered, dF09f) are reported; excluded sectors are also indicated.
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Rτ > 1 (Fig. 9c). This may be due to the characteristic position of the CCT
station, which is placed on a small hill (Fig. 2) and the consequent topographic
effect (Sect. 3.3): topography induces/enhances low-frequency fluctuations of
horizontal velocity components (Sect. 3.3.2) and thus larger Rτ corresponds to
larger topographic effect.
Since topography triggers submeso motions like gravity waves, inertial os-
cillations and wake vortices, the question raises whether Rτ is correlated with
fetch characteristics: that is, whether larger Rτ corresponds to more irregular
upwind fetch. However, a straightforward relation between the variation in Rτ
with wind direction and the characteristics of the upwind fetch up to distances
of ∼ 100 m–1 km from the station is not observed: but topography can enhance
both the low- and the high-frequency contribution without producing a signif-
icant variation in Rτ . At the NYA station, however, the smallest values of
Rτ correspond to the sectors with the most uniform fetch, such as north and
east (Fig. 2). But Rτ at the CCT station is generally lower than at the other
stations, despite the former presents the most irregular fetch.
Concerning the dependence of the relative low-frequency contribution on
surface-roughness (Mahrt et al., 2013)—the low-frequency contribution being
influenced by mesoscale topography, the high-frequency contribution, by sur-
face roughness—only minor and not systematic variations in Rτ correspond to
different surface types: i.e., snow-free vs snow-covered surface. This is why no
distinction is made between cases of snow-free and snow-covered surface.
3.2 Dependence on the Averaging Time
Due to the low-frequency contribution to the shear stress, τ/〈w2〉 depends on
the averaging time. Figure 10 shows the near-neutral value of τ/〈w2〉 at the
three stations for 100-s and 30-min covariances; 〈−uw〉/〈w2〉 is also considered
because, in general, τ 6= 〈−uw〉 (Wilson, 2008).
When Rτ < 0.3, the shear stress, and thus τT /〈w2〉T , do not depend on
T if the averaging time is long enough, i.e., if T & 100 s. Considering all wind
directions together, the near-neutral value of τ100s/〈w2〉100s at the three stations
is in the range reported in the literature (Fig. 10a): considering median values,
τ100s/〈w2〉100s = 0.82 at NYA, 0.59 at BAY, and 0.58 at CCT. NYA is the only
station having unobstructed sectors with flat upwind fetch for distances > 1 km
(Fig. 2): this explains its particularly large τ100s/〈w2〉100s (Fig. 9a). Since the
crosswind component of the 100-s shear stress is small but not always negligible,
〈−uw〉100s/〈w2〉100s < τ100s/〈w2〉100s (compare Fig. 10a and c): considering
median values, 〈−uw〉100s/〈w2〉100s = 0.81 at NYA, 0.51 at BAY, and 0.55 at
CCT.
When Rτ > 1, the shear stress depends on the averaging time. In par-
ticular, τT increases with T also for T > 100 s because of the low-frequency
contribution to the cross-wind component (Fig. S1b,d,f), which is particularly
large at the NYA and BAY stations. Since this low-frequency contribution
augments the shear stress while leaving almost unaffected the vertical veloc-
ity variance, τ30min/〈w2〉30min > τ100s/〈w2〉100s (Fig. 10b). This agrees with
Babic´ et al. (2016b, their Figs. 3,4), who find an increase in the neutral limit of
〈w2〉30min/τ30min as more stationary conditions are selected: which roughly cor-
responds to smaller Rτ in our case. However, no systematic variations are found
when only the stream-wise component is considered: 〈−uw〉30min/〈w2〉30min ≈
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〈−uw〉100s/〈w2〉100s, on average, and the scatter of the data increases (Fig. 10d).
As noted in the previous section, the effect of Rτ on τ100s/〈w2〉100s depends
on the station (compare Fig. 10a and b), being large at CCT and small at BAY.
But, from Rτ < 0.3 to Rτ > 1, 〈−uw〉100s/〈w2〉100s decreases at all stations,
although with different magnitudes (compare Fig. 10c and d).
As it will be shown in Sect. 4.3, a negative submeso contribution to 〈−uw〉 is
observed at all stations for stable conditions. This negative submeso contribu-
tion erodes the positive contribution due to small-scale turbulence thus reducing
〈−uw〉100s/〈w2〉100s for Rτ > 1. τ100s/〈w2〉100s does not decrease to the same
extent because of the submeso contribution to 〈vw〉100s, which balances the de-
creased 〈−uw〉100s. However, there are no evidences of a systematic, negative
submeso contribution to 〈−uw〉100s in this case—i.e., near-neutral conditions
and τ > 0.01 m2 s−2—although there is indeed a systematic submeso contribu-
tion to 〈vw〉100s especially at the NYA and BAY stations (Fig. S1). Because of
this, the 100-s shear stress is not aligned with the 30-min mean wind, 〈−uw〉100s
and 〈vw〉100s having similar magnitudes (Fig. S1b,d,e).
Hence, the decrease 〈−uw〉100s/〈w2〉100s for increasing Rτ suggests an in-
teraction of small-scale turbulence and submeso motions that originates addi-
tional terms in second-order moment budget equations for small-scale turbulence
(Finnigan et al., 1984; Zilitinkevich et al., 2007). Even if evaluated for 100-s
(co)variances, the flux-variance similarity relationships may change because of
these additional terms.
The particularly small values of τ100s/〈w2〉100s and 〈−uw〉100s/〈w2〉100s ob-
served at the CCT station (Fig. 10b,d) are likely related to topographic effects
(Sec. 3.3). Since orography enhances the low-frequency contribution to horizon-
tal velocity components, larger Rτ should correspond to stronger topographic
perturbation.
3.3 Topographic Effects at the CCT Station
The CCT station is placed at the top of a relief, with horizontal length scale
L ≈ 500 m and height H ≈ 50 m. Roughness is assumed uniform in the area of
interest.
From literature (e.g., Zeman and Jensen 1987, Eqs. 13–17 and Ying and
Canuto 2007, Eqs. 42–44) second-order moment equations written in streamline
coordinates contain a term depending on the streamlines curvature, R. More-
over, terms related to horizontal inhomogeneity (i.e., ∂/∂x) cannot be neglected.
This means that, for instance, in steady and neutral conditions, the TKE bud-
get contains—besides shear production and viscous dissipation—further terms
related to ∂EK/∂x, ∂U/∂x, and 〈uw〉U/R, where the latter is the curvature
term. At the hilltop, R > 0, and the curvature term has opposite sign with
respect to shear production, thus acting as a sink of TKE (Zeman and Jensen,
1987, Eq. 16)—in this sense, the curvature effect is similar to the stability effect.
An important scale in this problem is the height of the inner layer, li. Taking
L ≈ 500 m and H ≈ 50 m as representative values for the CCT case, li ≈ 20 m
if the formula by Jackson and Hunt (1975) is used, or ≈ 7 m (i.e., ≈ 1/3 of
the Jackson and Hunt (1975) value), if results by Zeman and Jensen (1987) are
considered. Most of the CCT data refer to z = 7.5 m measurement levels, close
to the latter estimate of li.
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Figure 10: Near-neutral values of τT /〈w2〉T (up) and 〈−uw〉T /〈w2〉T (bottom)
at the three stations, for Rτ < 0.3 (left) and > 1 (right), and T = 100 s and
30 min: median value and 25th–75th percentile range is shown for each station
and averaging time (all wind directions); neutral limits of similarity relation-
ships from Kaimal and Finnigan (1994, KF94), Pahlow et al. (2001, P01), and
de Franceschi et al. (2009, along valley: filtered, dF09f, and unfiltered, dF09u)
are also reported.
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3.3.1 The Neutral Case
At z < li, shear production is important, the eddy time scale is smaller than
the advection time, L/U , and the flow can be considered in local equilibrium.
Observations and numerical simulations show that, in this layer, the increase in
〈−uw〉 with respect to the upstream value is larger than that in 〈u2〉 or 〈w2〉
(Zeman and Jensen 1987, Figs. 4, 5, and 6 and Ying and Canuto (2007, Figs. 5,
7, and 9)), and. Thus the ratios of the velocity variances to the shear stress
should be smaller than over flat terrain.
At z ' li, the inviscid distortion of eddies drives second-order moment pro-
files, which show a minimum around this height. Considering that 〈u2〉/〈w2〉 ' 4
for the unperturbed upstream flow over flat terrain, the TKE should decrease
at this level, but the velocity variances normalized over the local value of the
shear stress should increase (Zeman and Jensen, 1987, Eq. 22).
In the lower part of the outer region, z & li—characterized by inviscid per-
turbation, because the advection time is smaller than the eddy time scale—, the
shear stress is reduced more than the velocity variances compared to upstream
values, so that the variances normalised over the shear stress are expected to be
larger than over flat terrain.
Thus, in neutral conditions, due to the pure topographic effect, 〈u2i 〉/〈−uw〉
increases with height, from values that are smaller than over flat terrain, to
values that are larger.
This is in qualitative agreement with the small values of 〈−uw〉100s/〈w2〉100s
observed at the CCT station when Rτ > 1 (which likely corresponds to stronger
topographic perturbation), and to a measurement level close the height of the
inner layer, li.
3.3.2 Spectra Modification
In general terms, topography induces/enhances large-scale (low-frequency) com-
ponents in the spectra. Some spectra are shown by Gallagher et al. (1988)
(upstream spectra are lacking).
Frank (1996) presents a spectral model accounting for the modification of
large eddies—with amplitude proportional to the square of the mean wind
speed—, rapid-distortion modification for intermediate-size eddies; local equi-
librium near the surface (inner layer), and curvature effects.
A few spectra from Askervein hilltop are presented by Mann (2000), showing
the presence of large amplitudes in the small wavenumber part of the spectrum
(their Fig. 9, right panel) .
Spectra in neutral conditions at Inexpressible Island (Antarctica) are pre-
sented by Mammarella et al. (2005, their Figs. 13, 14 and 15), normalized over
upstream friction velocity. The high-frequency amplitude increases for all the
spectra, and a secondary peak appears in the vertical velocity spectrum. In the
inertial subrange, the increase is consistent with that in the friction velocity
(see their Eq. 11). Near the ground, the spectral peak shifts towards higher
wavenumbers because of the increased wind shear that limits the scale.
From the Bolund experiment, Berg et al. (2011, Fig. 6, central panel; Fig. 11)
also observe a shift of the spectral peak towards higher frequencies (but using
as reference velocity the upstream value, which is smaller than the local one)
and a general increase in amplitude with respect to the upstream values (but
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spectra are normalized with the upstream friction velocity).
Velocity spectra in near-neutral conditions on the hill-top (Black Moun-
tain) are studied by Panofsky et al. (1982) (their Fig. 6)—note that, assuming
 = 〈−uw〉∂U/∂z, spectra are normalized by (u∗〈−uw〉)3/2, where u∗ ≡ z∂U/∂z
is the friction velocity from the wind profile and 〈−uw〉 is the local shear-stress.
In terms of hill parameters, spectra on the hill top conform to Kansas spec-
tra (Kaimal et al., 1972, neutral conditions from the unstable side) for wave-
length . the inner-layer thickness; while a low-frequency deficit, corresponding
to wavelengths & 4 hill length scales, is observed for the stream-wise velocity
components. Having most energy in the high-frequency range, vertical velocity
spectra over complex terrain resemble those over uniform terrain.
Andreas (1987) observes that spectra and cospectra in the near-neutral and
stable surface layer display the expected dependence in the inertial subrange,
with the exception of the uw cospectra, and an excess of energy in the low-
frequency range compared with neutral Kansas spectra.
Cava et al. (2001) find that the orographic perturbation shifts towards lower
frequencies the maximum of the stream-wise velocity spectrum and eliminates
the stability dependence of crosswind and vertical velocity spectra.
4 Stable Conditions
Because the magnitude of 100-s fluxes decreases with stability (Fig. 6a,c) while
the low-frequency contribution is almost constant (Fig. 6b,d), on average, the
relative low-frequency contribution increases with stability (Fig. 7a, Acevedo
et al. 2014). Hence, MOST and Reynold’s averaging assumptions are expected
to be less fulfilled as more stable conditions are approached.
4.1 Choice of the Stability Parameter
Within the MOST framework, the natural stability parameter is z/Λ, where Λ
is the local Obukhov length (cf. Eq. 5). However, self-correlation is an impor-
tant issue when similarity relationships are evaluated using z/Λ as a stability
parameter (e.g., Klipp and Mahrt, 2004; Baas et al., 2006; Grachev et al., 2007;
Nadeau et al., 2013). It is thus appropriate to consider alternative stability
parameters, such as the bulk Richardson number, Rb—the gradient- and the
flux-Richardson-number require the wind shear, ∂U/∂z, which is not available
at the NYA and BAY stations because wind speed is measured at one level only.
Figure 11 shows the relation between Rb, Eq. 1, and z/Λ100s, Eq. 5, at
the three stations. 100-s fluxes are measured at the height z, the same where
the 30-min mean wind is measured. Data are divided according to the relative
low-frequency contribution to the shear stress (Rτ < 0.3 and > 1) and to the
magnitude of the 100-s shear stress (with threshold τ100s = 0.01 m
2 s−2). Also
represented in Fig. 11 are the similarity relationships between Rb and z/Λ100s
obtained by substituting
U(z) =
τ
1/2
100s
κ
[
ln
z
z0
+ ΨU
(
z
Λ100s
)]
(6)
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and
∆Θ(z1, z2) = −〈wθ〉100s
κτ
1/2
100s
[
ln
z2
z1
+ ΨΘ
(
z2 − z1
Λ100s
)]
, (7)
in Eq. (1), with ΨU (x) ≡ ΨΘ(x) ≡ 1 + 5x as a rough approximation of observed
stability functions (Ho¨gstro¨m, 1996), and for two extreme values of z0 represen-
tative for each station (Fig. S2). The dynamic roughness length, z0, has been
calculated from the log profile
U(z) =
τ
1/2
100s
κ
ln
z
z0
(8)
using the 30-min mean wind speed, U , and 100-s shear stress, τ100s, measured at
the height z, and selecting only the 30-min records with |Rb| < 0.001, Rτ < 0.3,
and τ100s > 0.01 m
2 s−2.
When Rτ < 0.3, Rb and z/Λ100s are well correlated (Fig. 11a,c,f), with most
of the data laying between the two similarity relationships plotted in Fig. 11.
Most of the points with Rτ < 0.3 also correspond to τ100s & 10−2 m2 s−2 (i.e.,
well-developed turbulence), z/Λ100s . 1 (which is approximately the upper limit
for which the log-linear profile used in Eqs. (6) and (7) is reliable, e.g., Tampieri
2017), and Rb . 10−2.
When Rτ > 1, Rb and z/Λ100s are poorly correlated, especially for Rb &
10−2 (Fig. 11b,d,f). The correlation is even worse if z/Λ30min is considered (not
shown) because of the non-gradient submeso contribution to the 30-min fluxes
(Fig. 5). Most of the data points with Rτ > 1 corresponds to Rb & 10−2 and
τ100s . 10−2 m2 s−2, which turns out to be critical conditions for MOST.
The drawback of using Rb as a stability parameter is that it is not universal,
because it depends on z1 and z2 (through the temperature difference), and on
z0, through the wind speed. From this point of view, the gradient Richardson
number,
Ri ≡ β∂Θ/∂z
(∂U/∂z)2
, (9)
or the flux Richardson number
(Rf)100s ≡ β〈wθ〉100s〈uw〉100s∂U/∂z (10)
are preferable. For instance, Ri is the stability parameter used in Sorbjan’s
gradient-based similarity theory (Sorbjan, 2010; Sorbjan and Grachev, 2010).
However, in practice, many authors use Rb instead of Ri: beside the fact
that gradients can be unavailable or difficult to determine—because of complex
shapes of velocity and temperature profiles—, observations seems to organize
better when Rb is considered. This is consistent with Rb ∝ U−2 and the key
role of U in determining turbulence behaviour (Sun et al., 2012, 2016; Van de
Wiel et al., 2012b; Mahrt et al., 2013, 2015; Acevedo et al., 2016; Schiavon et al.,
2019).
Figure 12 shows the relation between Rb and the other two stability param-
eters, Ri and (Rf)100s, at the CCT station, where vertical gradients of wind
speed are available. As in Fig. 11, data are classified according to Rτ and τ100s.
For Rτ < 0.3 (Fig. 12a,c), Rb is well correlated with both Ri and (Rf)100s:
Rb ≈ 0.05Ri1.5 (an empirical relationship obtained fitting “by eye” the data);
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Rb ≈ 10−2 corresponds to Ri ≈ (Rf)100s ≈ 0.2–0.3, which are the values that
identifies critical conditions for MOST applicability and collapse of Kolmogorov
(Kolmogorov, 1941) “−5/3” power law in the inertial subrange (Grachev et al.,
2013) . For Rτ > 1 (Fig. 12b,d), the correlation between Ri and Rb is poorer,
especially for increasing Ri (Rb), while Rb and (Rf)100s are uncorrelated over
the whole stability range. The tail observed in Fig. 12c for (Rf)100s → 0, sim-
ilar to that in Fig. 11e for z/Λ100s → 0, is likely due to the poor correlation
between the heat flux and the temperature gradient as neutral conditions are
approached.
Because plots of τ100s/〈w2〉100s vs z/Λ100s are affected by self-correlation,
and because U is available only at one level at the NYA and BAY stations, Rb
is considered as a stability parameter.
4.2 The Stability Dependence of τ/〈w2〉
Both models and observations give different indications about the stability de-
pendence of τ/〈w2〉. According to the z-less paradigm, eddies become detached
from the ground as very stable conditions are approached. Based on second-
order moment budget equations, Nieuwstadt (1984b) and Zilitinkevich et al.
(2013) both account for the z-less regime, but with different results: according
to Nieuwstadt (1984b), τ/〈w2〉 ≈ 0.5, independently of stability (see N84 in
Fig. S3); according to Zilitinkevich et al. (2013, their Eqs. 50c and 60), τ/〈w2〉
increses with stability, from ≈ 0.7 in the neutral limit to ≈ 2 in the z-less regime,
which is approached for z/Λ ≈ 10 (see Z13 in Fig. S3), Ri ≈ 1. Experiments con-
firm that τ/〈w2〉 ≈ constant up to moderate stabilities (i.e., z/Λ ≈ 1, Ri ≈ 0.1)
but disagree for larger stability, either supporting τ/〈w2〉 ≈ constant (Stiperski
et al., 2019, up to z/Λ ≈ 100) or τ/〈w2〉 decreasing with z/Λ (de Franceschi
et al., 2009; Acevedo et al., 2014) and Ri (Sorbjan, 2010; Sorbjan and Grachev,
2010). To further complicate the picure, is that the observed behaviour may
depend on data processing and selection, as the choice of the averaging time
and the application of stationarity tests (Basu et al., 2006; Stiperski et al.,
2019). The fact that very-stable conditions do not correspond, generally, to
well-developed turbulence (Van de Wiel et al., 2012b; Grachev et al., 2013)
limits the validity of concepts that underlie turbulence-closure models such as
MOST.
Figure 13 shows the stability dependence of τT /〈w2〉T and 〈−uw〉T /〈w2〉T at
the three stations, for T = 100 s and 30 min, Rτ < 0.3 and > 1. Rb is considered
as stability parameter, because plots of τT /〈w2〉T vs z/ΛT are affected by self
correlation (plots as those in Fig. 13, but with z/ΛT as stability parameter, are
shown in the Supplementary Material, Fig. S3). The drawback of this choice is
that Rb is not a universal parameter. Hence, the observed stability dependence
can be compared only approximately among the three stations and no similarity
relationships exist from the literature.
We recall that, at least for Rb . 10−2, the relative low-frequency contri-
bution to the vertical velocity variance is negligible, i.e., Rww  1 (Fig. 8a).
Hence, the low-frequency contribution affect the shear stress, while leaving al-
most unaffected 〈w2〉.
When Rτ < 0.3, τ100s ≈ τ30min and, at least up to Rb ≈ 10−2 (τ100s ≈
10−2 m2 s−2, Fig. 6a), the shear stress is aligned with the 30-min mean wind,
i.e., τ100s ≈ 〈−uw〉100s (Fig. S4a,c,e) and τ30min ≈ 〈−uw〉30min (Fig. S5a,c,e).
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Figure 11: Rb vs z/Λ100s at the three stations, for Rτ < 0.3 and > 1: each point
corresponds to a 30-min record. Blue and red points correspond to τ100s larger
and smaller than 0.01 m2 s−2, respectively. The similarity relationship obtained
from Eqs. (6) and (7), for two extreme values of dynamic roughness length
representative of each station, is also shown. The critical value Rb = 10
−2 is
also reported. CCT data refer to z = 7.5 m.
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Figure 12: Rb vs Ri and (Rf)100s at the CCT station (z = 7.5 m) for Rτ < 0.3
and > 1; blue and red points refer, respectively, to τ100s larger and smaller
than 0.01 m2 s−2; data are the same of Figs. 11e and f. The “critical” values
Rb = 10
−2, Ri = (Rf)100s = 0.25 are also indicated, along with the empirical
relationship Rb = 0.05Ri
1.5.
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Figure 13: Dependence of τT /〈w2〉T and 〈−uw〉T /〈w2〉T on Rb, for T = 100 s
and 30 min, and Rτ < 0.3 (filled symbols and errorbars) and > 1 (open sym-
bols and shaded areas). Data are binned in Rb: median values and 25th-75th
percentile range are shown for each station. The neutral limit of Kaimal and
Finnigan (1994, KF94) similarity relationship and the value Rb = 10
−2 are also
indicated.
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Thus, for Rτ < 0.3 (points and errorbars in Fig. 10) and Rb . 10−2, the flux-
variance relationship is the same for T = 100 s and 30 min, and whether the
modulus of the shear-stress or only its stream-wise component is considered: on
average, τT /〈w2〉T (〈−uw〉T /〈w2〉T ) decreases from ≈ 0.6–0.8 in near-neutral
conditions (depending on the station) to ≈ 0.4–0.5, where the largest variation
occurs at the NYA station. For Rb & 10−2, τT /〈w2〉T levels off (Fig. 10a,b;
points and errorbars), while 〈−uw〉T /〈w2〉T continues to decrease (Fig. 10c,d;
points and errorbars), on average. This indicates that τT 6= 〈−uw〉T for Rb &
10−2 (confirmed by Fig. S4 and S5, for τ100s . 10−2 m2 s−2) and—as it will be
discussed in Sect. 4.3— can be explained through a residual (negative) submeso
contribution to 〈−uw〉, even if 100-s covariances are considered.
When Rτ > 1, the shear stress depends on the averaging time and is gen-
erally not aligned with the 30-min mean wind, i.e., τT 6= 〈−uw〉T , especially
for Rb & 10−2 and T = 30 min (Fig. S4 and S5, plots b,d,f). Because of the
submeso contribution to the shear stress, whose relative magnitude increases, on
average, with Rb (Fig. 7a), τ30min/〈w2〉30min increases with Rb (open symbols
with shaded areas in Fig. 13b), while 〈−uw〉30min/〈w2〉30min decreases, becom-
ing negative for Rb & 10−2: this is because the submeso contribution to 〈−uw〉
turns out to be negative at all stations (Sect. 4.3) and thus diminishes the pos-
itive contribution due to small-scale turbulence; while τ increases because the
submeso contribution to 〈vw〉 overwhelms the former effect. When 30-min av-
erages are considered, the scatter of the data increases for Rτ > 1 (Fig. 13b,d),
indicating a weaker relation between the 30-min shear stress and the vertical
velocity variance. τ100s/〈w2〉100s and 〈−uw〉100s/〈w2〉100s for Rτ > 1 are smaller
than for Rτ < 0.3 (Fig. 13a,c). The characteristic behaviour observed at the
CCT station in the near-neutral case (Sect. 3.2) is confirmed for stable condi-
tions: τ100s/〈w2〉100s ≈ 0.3 when Rτ > 1, independently of Rb, suggesting a
strong topographic effect that dominates on stability (Sect. 3.3).
At the NYA station, stability is correlated with wind direction, generally
increasing as wind turns from north-east to south-east. Hence, it is difficult to
disentangle the stability dependence from that on wind direction (Fig. 9a), and
this may play a role in the particularly large variation in τ100s/〈w2〉100s observed
at this station. A similar but less pronounced effect is observed also at the other
stations.
A stronger stability dependence is found when z/Λ is used as stability pa-
rameter (Fig. S3a,b), with τ100s/〈w2〉100s that decreases also for z/Λ100s & 1
(roughly corresponding to Rb & 10−2, Fig. 11) reaching values close to zero
(Fig. S3). This decrease is due to self-correlation—because z/Λ100s is driven
by τ100s—and by the weak dependence of the 100-s shear stress on the vertical
velocity variance for small values of τ100s. This is well demonstrated by Fig 14,
which shows τ100s vs 〈w2〉100s for all the data points used to produce Fig. 13a,
with the only distinction between Rb smaller and larger than 10
−2. When
Rτ < 0.3 (which corresponds mostly to Rb . 10−2 and τ100s & 10−2 m2 s−2),
the vertical velocity variance and the 100-s shear stress are well correlated: at
the BAY and CCT stations (Fig. 14c,d), τ100s/〈w2〉100s ≈ constant ≈ 0.65 (i.e.,
Kaimal and Finnigan 1994 neutral value) in first approximation; while a larger
variation is observed at the NYA station. When Rτ > 1, the correlation be-
tween τ100s and 〈w2〉100s is poor, especially for small τ100s: this is particularly
evident at the BAY station (Fig. 14d), for the cloud of points corresponding
to τ100s . 10−2 m2 s−2: when data are ordered according to τ100s (as roughly
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occurs when z/Λ100s is used as a stability parameter), τ100s/〈w2〉100s decreases
for decreasing τ100s because of self-correlation. Furthermore, Fig. 14f confirms
the characteristic behaviour observed at the CCT station, where the correlation
is poor and data are below Kaimal and Finnigan (1994) neutral value indepen-
dently of τ100s (or Rb).
4.3 Submeso Contribution to τ100s
The physical significance of 100-s covariances—taken as representative of small-
scale turbulence—depends on the existence of a spectral gap and, in this case,
on its time scale compared with T = 100 s. Figure 15 shows MRD integrated
cospectra of −uw, equivalent to 〈−uw〉T , normalized by 〈w2〉100s, for Rτ < 0.3
and > 1, and different intervals of log10(τ100s): τ100s ≈ 10−2 m2 s−2 corresponds
to the yellow lines. A gap in the cospectrum corresponds to a stationary point in
the integrated cospectrum, i.e., a region where the (co)variance depends weakly
on the averaging time. In Fig. 15, stationary points are maxima.
For Rτ < 0.3 (Fig. 15a,c,e) a wide gap exists in −uw cospectra for T & 100 s,
and hence 〈−uw〉T converges for any T & 100 s, at least if τ100s & 10−2 m2 s−2;
for τ100s . 10−2 m2 s−2 the gap is narrower and the flat region in integrated
cospectra becomes a maximum after which 〈−uw〉T /〈w2〉100s decreases with T
(indicating a negative submeso contribution to 〈−uw〉).
When Rτ > 1 (Fig. 15b,d,f), the cospectral gap is narrow, corresponding to
the maximum in 〈−uw〉T /〈w2〉100s. After this maximum, 〈−uw〉T decreases, on
average, at all stations, indicating a negative submeso contribution to 〈−uw〉.
The time scale of the maximum (i.e., of the cospectral gap) shifts towards shorter
times as τ100s decreases (Fig. 15b,d,f), eventually becoming . 100 s as τ100s .
10−2 m2 s−2. Thus, 〈−uw〉100s (and hence τ100s) likely contains a (negative)
residual submeso contribution when Rτ & 1 and τ100s . 10−2 m2 s−2. The fact
that the time scale of the maximum (the gap) is & 100 s for τ100s & 10−2 m2 s−2
(Fig. 15b,d,f) does not guarantee that, in this case, 100-s fluxes are free from
any submeso contribution. Indeed, when Rτ & 1, a wide separation of submeso
motions and small-scale turbulence never occurs: the narrow spectral gap may
not correspond to a real separation, but only to the time scale where the positive
and negative contributions due to small-scale turbulence and submeso motions,
respectively, sum to zero.
A systematic submeso contribution affects also 〈vw〉, with positive or neg-
ative sign depending on the station (Fig. S6b,d,f): as occurs for the negative
contribution to 〈−uw〉 (Fig. 15b,d,f), the magnitude of the submeso contri-
bution to 〈vw〉 normalized by 〈w2〉100s is particularly large at the NYA and
BAY stations. Concerning the magnitude of the shear stress, when Rτ > 1, τT
increases monotonically with T when the submeso contribution to 〈vw〉 over-
whelms the decreasing trend due to the negative submeso contribution to 〈−uw〉
(Fig. S7b,d,f). But τT may also decrease around T = 100 s if the trend due to the
negative submeso contribution to 〈−uw〉 dominates (minimum in τT /〈w2〉100s
around T = 100 s in Fig. S7b,d,f).
Figure 15 confirms the down-gradient nature of the small-scale momentum
flux (i.e., gradient production, −〈w2〉∂U/∂z, with 〈w2〉 dominated by small
scales, is the primary source of small-scale turbulence) and the non-gradient
origin of the submeso contribution. Beside pressure-redistribution, the non-
gradient term in the simplified budget equation for 〈uw〉 is the buoyancy term,
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Figure 14: τ100s vs 〈w2〉100s for Rτ < 0.3 (left) and > 1 (right). Each point
corresponds to a 30-min record: black and green for Rb below and above 0.01,
respectively. The neutral limit of Kaimal and Finnigan (1994, KF94) similarity
relationship is also indicated (red line).
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Figure 15: 〈−uw〉T /〈w2〉 vs T (from MRD integrated cospectra) for different
intervals of log10(τ100s), Rτ < 0.3 and > 1. Curves refer to median cospectra in
each log10(τ100s) interval (log10(τ100s) increases from purple to black). T = 100 s
is also indicated. CCT data refer to z = 7.5 m.
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β〈uθ〉. Hence, the question raises whether the submeso contribution to the
horizontal heat flux, 〈uθ〉 (〈vθ〉), is consistent with the submeso contribution to
the vertical momentum flux, 〈uw〉 (〈vw〉). Figure 16 is analogous to Fig. 15, but
for −〈uθ〉T normalized by zβ/〈w2〉3/2100s: the minus sign is to compare Fig. 16
with Fig. 15. Generally, −〈uθ〉 is negative both for small and large scales, and its
magnitude increases with the averaging time also for T > 100 s: negative 〈uθ〉 is
expected in the SBL, at least for small-scale turbulence (Tampieri, 2017) and the
contribution for large T is because both u and θ are dominated by low-frequency
fluctuations (Fig. 4b,d,f). The negative submeso contribution to −〈uθ〉 and
its increasing relative magnitude for decreasing log10(τ100s) (Fig. 16b,d,f) are
qualitatively consistent with the negative submeso contribution to 〈−uw〉 (with
some exceptions, such as NYA, Rτ > 1, −4 ≤ log10(τ100s) < 3, Fig. 16b). The
submeso contribution to 〈vθ〉 is even more systematic (Fig. S8) and, as it occurs
for the stream-wise component, has the same sign of the submeso contribution
to 〈vw〉 (Fig. S6).
Gravity waves irradiating from the top of the considered layer, which is likely,
close to the ground (i.e., at z ≈ 1–10 m), may also be responsible for a negative
low-frequency contribution to 〈−uw〉 (Sect. 6.4.3). Rτ > 1 indicates significant
submeso effect, while small shear stress is related to weak or calm wind, i.e.,
conditions that favour the presence of gravity waves.
4.4 Dependence on the Averaging Time
Considered that, when Rτ > 1, 100-s averages likely contain a residual submeso
contribution (Fig. 15b,d,f), a shorter averaging time could be more appropriate
in this case, especially as the strength of small-scale turbulence decreases (i.e.,
as τ100s decreases, Rb increases).
Figure 17 shows the ratio between τT (〈−uw〉T ) and 〈w2〉T vs the averaging
time, T , for different intervals of Rb. As expected, τT /〈w2〉T (〈−uw〉T /〈w2〉T )
increases with T in the high-frequency range because, as the (time) scale in-
creases, eddies become less isotropic and more efficient in transporting momen-
tum. Similar considerations are valid when τT /〈w2〉T (〈−uw〉T /〈w2〉T ) is plot-
ted vs TU/z, except that this improves self-similarity in the small-scale range
(Fig. S9).
WhenRτ > 1 (Fig. 17b,d), the increase in τT /〈w2〉T (decrease in 〈−uw〉T /〈w2〉T )
continues also for T > 100 s, because of the positive (negative) submeso con-
tribution to τT (〈−uw〉T ). The maximum in 〈−uw〉T /〈w2〉T occurs, generally,
at time scales < 100 s (Fig. 17d), but its value is close to 〈−uw〉100s/〈w2〉100s.
At all stations and for each Rb interval, 〈−uw〉/〈w2〉 is smaller for Rτ > 1
than for R < 0.3 even if the maximum value in Fig. 17d is considered. Espe-
cially at the NYA and BAY stations, there are no stationary points in τT /〈w2〉T
(Fig. 17b): τT /〈w2〉T for T corresponding to the maximum in 〈−uw〉T /〈w2〉T
is < τ100s/〈w2〉100s. Hence, although 100 s may not be the ideal averaging time
when Rτ > 1, results do not change significantly if shorter averaging times
are considered. This demonstrates that the effect due to the averaging time
is secondary and alternative explanations must be searched for the decrease in
τ100s/〈w2〉100s and 〈−uw〉100s/〈w2〉100s, as Rτ increases. For instance:
 it is not possible to separate small-scale turbulence and submeso motions
(intended as two phenomena with different origin and driving mechanism):
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Figure 16: As in Fig. 15, but for (minus) the stream-wise heat flux, −〈uθ〉T ,
multiplied by zβ(〈w2〉100s)−3/2.
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the spectral gap observed in Fig. 15b,d,f (i.e., the scale where the con-
tribution to 〈uw〉 is ≈ 0) is not a true separation between small-scale
turbulence and submeso motions, but only the scale where the two op-
posite contributions balance. In this case, the high-frequency tail of the
submeso contribution erodes the positive small-scale contribution also for
time scales  the “gap” time scale.
 Even if the separation is possible, additional terms must be retained in
small-scale turbulence second-order moment budget equations because of
the interaction of small-scale turbulence and submeso motions (Sect. 6.4):
thus 〈uw〉/〈w2〉 for small-scale turbulence (≈ 〈uw〉100s/〈w2〉100s) changes.
4.5 The Length Scale of Small-Scale Turbulence
The spectral distribution of the vertical velocity variance is self-similar and
weakly affected by the submeso contribution: spectra collapse on the same curve
when normalized by 〈w2〉100s and plotted vs TU/z (Fig. S10). The stability
effect is small and small differences occur for both small and large Rτ : when
Rτ > 1, w
2 spectra show more energy at the large-scale end (Fig. S10b,d,f).
Since it is always dominated by high-frequencies, 〈w2〉1/2T —with T ≈ 100 s
or longer— can be considered as the velocity scale for small-scale turbulence;
while the turbulent length scale may be related to the peak length scale of the
w2 spectra. For steady, homogeneous turbulence over flat terrain, this length
scale is expected to be ∼ z for near-neutral conditions and to shift towards
smaller values as stability increases, eventually becoming independent of z (z-
less paradigm) for very stable conditions (Kaimal and Finnigan, 1994).
Figure 18 shows the observed stability dependence of the peak length scale
of vertical velocity spectra, λm, obtained from the peak time scale of MRD w
2
spectra, Tm, as λm ≡ TmU—i.e., adopting Taylor’s frozen-turbulence hypothesis
(e.g., Stull, 1988) to switch from time to length scales. 30-min records with very
small Tm (i.e., Tm < 0.2 s) were discarded because of unphysical origin: spectra
dominated by high-frequency noise. Records with very large Tm (i.e.,Tm >
400 s) are also excluded from the analysis, being not representative of small-
scale turbulence: these cases, occurring mainly when Rτ > 1, are shown as red
points in Fig. 18 and are likely related to gravity waves.
At all stations, λm/z ≈ 2 independently of Rb and Rτ (Fig. 18), and close
to the neutral value found over flat terrain (Kaimal and Finnigan, 1994)—the
estimation of λm is sensitive to the spectral technique (cf. Howell and Mahrt,
1997): if Fourier spectra are considered, the same behaviour of Fig. 18 is found
but λm/z ≈ 3 (not shown). The stability independence of λm, observed also by
Cava et al. (2001) on complex terrain, suggests that other (dynamical) effects
dominate on stability. Such effects may be of topographic origin (Sect. 3.3)
or, for instance, related to the interaction between small-scale turbulence and
submeso motions (such as gravity waves, Sect. 6.4). More stable conditions
correspond, on average, to larger Rτ (Figs. 18,S11 and 7), i.e., stronger submeso
activity.
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Figure 17: τT /〈w2〉T and 〈−uw〉T /〈w2〉T vs T (from MRD integrated
(co)spectra) for different intervals of Rb, and for Rτ < 0.3 and > 1. Me-
dian values for each Rb interval are reported (different symbols). Colours refer
to different stations: black, NYA; blue, BAY; red, CCT (z = 7.5 m only).
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Figure 18: Peak wavelength of the w2 MRD spectrum, λm ≡ UTm, normalized
by z, vs Rb, for Rτ < 0.3 and > 1. Points correspond to 30-min records: blue,
Tm < 400 s; red, Tm > 400 s. Open circles and errorbars are median values and
25th–75th percentile range of blue points binned in Rb. The green dashed line
is the neutral limit of Kaimal and Finnigan (1994) similarity relationship.
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5 Unstable Conditions
For unstable conditions, the heat flux and the vertical velocity variance have
similar spectral distributions (Fig. 4a,c,d)—small contribution from time scales
& 100 s, well defined peak at T ≈ 10 s—, suggesting a close relationship between
them. The footprint area, where most of the contribution to the measured
fluxes comes, is expected to be closer to the station than in near-neutral and
stable conditions (Horst and Weil, 1994), thus requiring a shorter uniform fetch
for measured fluxes to be representative of the local surface fluxes. Unstable
conditions prevent the formation of submeso phenomena that rely on the stable
temperature stratification—such as gravity waves, Kelvin-Helmholtz billows or
drainage flows—but favour the onset of large convective eddies, which are an
alternative source of low-frequency contribution. As free-convection conditions
are approached (Kader and Yaglom, 1990), velocity fluctuations are driven by
the vertical heat flux at the surface: buoyancy generated small-scale turbulence.
To select unstable conditions, negative ∆Θ (Rb < 0) or a positive heat flux
at small scales, e.g., 〈wθ〉100s > 0 (z/Λ100s < 0), must be imposed. Indeed,
positive 〈wθ〉30min (z/Λ30min < 0) may correspond to stable cases (i.e., positive
∆Θ, negative 〈wθ〉100s) because of the non-gradient low-frequency contribution
to 30-min averages (Fig. 5a,c), and is thus an inappropriate criterion. However,
once unstable conditions are correctly selected, for instance by imposing neg-
ative ∆Θ, the heat flux does not depend significantly on the averaging time:
〈wθ〉30min ≈ 〈wθ〉100s, well correlated with the vertical gradient of temperature
(Fig. 5, compare plots a and b, and c and d, for ∆Θ < 0).
Up to −z/Λ . 10−1 (−Rb . 10−3) considerations made for near-neutral
conditions apply (Sect. 3): the relation between the shear stress and the vertical
velocity variance is affected by the low-frequency contribution to the former.
According to Kader and Yaglom (1990), for −z/Λ & 10−1, the vertical velocity
variance already follows the free convection scaling, with 〈w2〉 ∼ w2∗, where w∗ ≡
[−βz〈wθ〉]1/3 is the free-convection velocity scale (in the surface layer). This
turns out to be a robust result, both from theoretical and empirical evidences,
with observations that show a remarkably small scatter and good agreement
among sites (e.g., Kader and Yaglom, 1990; de Franceschi et al., 2009; Stiperski
et al., 2019). In these conditions, Rτ is not an important parameter.
Figure 19 shows the vertical velocity standard deviation, (σw)T ≡ 〈w2〉1/2T ,
vs the surface-layer free-convection velocity scale, (w∗)T ≡ (βz〈wθ〉T )1/3, at
the three stations, for T = 100 s (Fig. 19a) and 30 min (Fig. 19b), considering
all 30-min records with −z/Λ100s > 0.3 (without selection on Rτ or wind di-
rection, which are not determinant on the observed behaviour). Observations
follow the free-convection scaling σw = 1.3w∗ (Kaimal and Finnigan, 1994) with
remarkably small scatter and small differences among stations, both for 100-s
and 30-min averages. This confirms that
 the similar shapes of the spectral distributions of the heat flux and the ver-
tical velocity variance (Fig. 4a,c,e)—both dominated by high frequencies—
underlies a close relationship between them;
 when vertical velocity fluctuations are driven by the heat flux they are in
local equilibrium despite the complex terrain.
Figure 20 shows the stability dependence of the peak length scale of the
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Figure 19: Standard deviation of the vertical velocity fluctuations, (σw)T ≡
〈w2〉1/2T , vs local free-convection velocity scale, (w∗)T ≡ (βz〈wθ〉T )1/3, at the
three stations, for (a) T = 30 min and (b) T = 100 s. Data correspond to
z/ΛT < −0.3 and are binned in (w∗)T : median values (points) and 25th–75th
percentile range (shaded areas) are shown for each station. The free-convection
relationship σw = 1.3w∗ (Kaimal and Finnigan, 1994) is also reported.
w2 MRD spectrum for unstable conditions, using z/Λ30min and Rb as stability
parameters. As noted in Sect. 4.5 for stable conditions, the observed behaviour
does not depend on the considered stability parameter—although, as expected,
a better similarity among stations is achieved for z/Λ, because of the non-
universality of Rb. However, contrary to what observed for stable conditions,
for unstable conditions the peak length scale depends on stability, with λm/z
that follows Kaimal et al. (1972) similarity relationship (Fig. 20a), approaching
the free-convection scaling, λm ≈ 6z, for −z/Λ30min & 0.5.
6 Modelling Implications
Results presented in Sects. 3 and 4 have implications on second-order moment
budget equations and their closure assumptions, which may be valid for small-
scale turbulence but are questionable for submeso motions.
6.1 Second-Order Moment Budget Equations
In a reference system aligned with the mean wind, i.e., ~U ≡ (U, 0, 0), assuming
horizontal homogeneity, isotropy at small scales (thus neglecting viscous dis-
sipation in flux budgets and taking the same viscous dissipation rate for the
variances of three velocity components), no directional shear of the wind vector
(i.e. ∂V/∂z = 0), and neglecting the Coriolis effect, the budget equations for the
variance of the three velocity components (〈u2〉, 〈v2〉, and 〈w2〉), the kinematic
fluxes of momentum (〈uv〉, 〈uw〉, and 〈vw〉), the temperature variance (〈θ2〉),
and the kinematic fluxes of heat (〈uθ〉, 〈vθ〉, 〈wθ〉) are, respectively, (e.g. Stull,
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Figure 20: Stability dependence of the peak length scale of the w2 MRD spec-
trum for unstable conditions: i.e., λm/z vs (a) −z/Λ30min and (b) −Rb. Data
are binned in z/Λ30min and Rb: median values (points) and 25th–75th percentile
range (shaded areas) are shown for each station. Kaimal and Finnigan (1994,
KF) similarity relationship and its neutral limit [KF94(0)] are also reported in
(a) and (b), respectively.
1988)
Zuu = −2〈uw〉∂U
∂z
+Quu − 2
3
, (11)
Zvv = Qvv − 2
3
, (12)
Zww = 2β〈wθ〉+Qww − 2
3
, (13)
Zuv = −〈vw〉∂U
∂z
+Quv, (14)
Zuw = −〈ww〉∂U
∂z
+ β〈uθ〉+Quw, (15)
Zvw = β〈vθ〉+Qvw, (16)
Zθθ = −2〈wθ〉∂Θ
∂z
− 2θ, (17)
Zuθ = −〈uw〉∂Θ
∂z
− 〈wθ〉∂U
∂z
−Quθ, (18)
Zvθ = −〈vw〉∂Θ
∂z
−Qvθ, (19)
and
Zwθ = β〈θ2〉 − 〈ww〉∂Θ
∂z
+Qwθ; (20)
where
Zαβ ≡ ∂〈αβ〉
∂t
+
∂Φαβ
∂z
(21)
is the sum of the time derivative and the vertical divergence of third-order mo-
ments , Φαβ , such as turbulent transport; Qαβ is the “pressure-redistribution”
or “return-to-isotropy” term, with Quu + Qvv + Qww = 0 from the continu-
ity equation;  and θ are the viscous dissipation rate of TKE and half the
temperature variance, respectively.
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The equation for the TKE, i.e., EK ≡ (〈u2〉+ 〈v2〉+ 〈w2〉)/2, is obtained by
summing Eqs. (11)–(13) and reads
ZK = −〈uw〉∂U
∂z
+ β〈wθ〉 − , (22)
where ZK ≡ Zuu + Zvv + Zww.
In principle, angle brackets in Eqs. (11)–(22) indicate ensemble averages. In
practice, ensemble averages must be substituted with time (or space) averages.
Variables are separated into a “mean” component and a “turbulent” fluctua-
tion. Time averages converge to ensemble averages if (large) scales responsible
for the mean component are separated from (small) scales responsible for the
“turbulent” fluctuation, i.e., if a spectral gap exists and the averaging time is
chosen in this gap. If this condition is satisfied—along with the assumptions
stated above (i.e., horizontal homogeneity, etc.)—Eqs. (11)–(22) are valid in-
dependently of the spectral distribution of second-order moments, i.e., in our
case, independently of the submeso contribution to them. But closures, such
as MOST, are not independent of the type (i.e., the scales) of motions. For
this reason, variables are separated into three contributions: mean, submeso
motions, and small-scale turbulence. In our case, the mean flow corresponds
to time scales longer than the record length, i.e., 30 min, and U and Θ are
30-min averages; small-scale turbulence corresponds to time scales shorter than
100-s, and 〈αβ〉100s are the relative (co)variances; submeso motions correspond
to the scales in between, and the submeso contribution to 〈αβ〉 is evaluated
as 〈αβ〉30min − 〈αβ〉100s (Sect. 2.5). With this decomposition, Eqs. (11)–(22)
evaluated for small-scale turbulence, i.e., for 100-s (co)variances, should contain
additional terms related to the interaction with submeso motions (Sect 6.4).
The limitation of this approach is that a clear separation between submeso mo-
tions and small scale turbulence (and between submeso motions and mean flow)
often does not exist.
6.2 Closures
Also in the simplified case where Zαβ = 0, to solve Eqs. (11)–(22), closures are
needed for the pressure redistribution and viscous dissipation terms. Closures
developed for small-scale turbulence may non be valid in presence of significant
submeso contribution.
6.2.1 Viscous Dissipation Rate
For modelling purposes, the viscous dissipation rate of TKE is written as
 =
u2
t
≡ u
3/2

`
, (23)
where u, t, and ` ≡ ut are a velocity-, time-, and length-scale, respectively.
A common choice is u ∝ EK (see e.g., Yamada and Mellor, 1975; Nieuwstadt,
1984b; Nakanishi, 2001; Zilitinkevich et al., 2013), and l ∝ z for near-neutral
conditions. However, horizontal velocity variances (and thus EK) are affected
by a significant submeso contribution (Figs. 4 and 8b), whose relative amount
may depend on wind speed (Schiavon et al., 2019) and stability (Fig. 8b). Since
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dissipation is related to small scales and 〈w2〉 is a “small-scale” statistic (Figs. 4,
8a and S10), a proper choice is u ∝ 〈w2〉1/2. Accordingly, the dissipation rate
is written as
 =
σ2w
t
. (24)
A similar parametrization was adopted by Hunt et al. (1987). For near neutral
and stable conditions, Fig. 18 suggests ` ∝ z independent of stability, and
thus t = cz/〈w2〉1/2. Previous analysis at the CCT station indicates c ≈ 1
(Schiavon et al., 2019).
Analogously, the viscous dissipation rate of temperature variance is written
as
θ = cθ
θ2
t
, (25)
where θ is a temperature scale, t is the time scale defined above, and cθ is a pa-
rameter, which may depend on stability. A common choice is θ = 〈θ2〉1/2 (e.g.
Yamada and Mellor, 1975; Nieuwstadt, 1984b; Nakanishi, 2001; Zilitinkevich
et al., 2013), but the significant submeso contribution to the temperature vari-
ance (Fig. 4b,d,f) would suggest an alternative temperature scale. Since there
is no spectral gap in the distribution of 〈θ2〉 (Fig. 4b,d,f), even θ = 〈θ2〉1/2100s
may be inappropriate. This point is left for future research.
6.2.2 Pressure redistribution
The pressure-redistribution terms, Qαβ , are traditionally parametrized using the
“return-to-isotropy” hypothesis (Rotta, 1951). For the three velocity variances
we have
Qαα = − 1
cααt
(
〈α2〉 − 2
3
EK
)
, (26)
for α = u, v, w; and where cαα, taken equal for the three velocity components
(i.e., cuu = cvv = cww ≡ cK), is treated as a universal dimensionless con-
stant expressing the ratio between the pressure-redistribution time scale and the
energy-dissipation time scale, t. Eq. 26 produces unrealistic results for stable
conditions (Zilitinkevich et al., 2013, who propose an alternative parametriza-
tion), weak wind (Schiavon et al., 2019), and in presence of meandering motions
(Mortarini et al., 2019, who take cK dependent on stability and different for me-
andering and non-meandering conditions). The fact that Eq. 26 depends on EK
makes it sensitive to the submeso contribution. Alternative parametrizations
depend also on the wind shear, ∂U/∂z (e.g., Yamada and Mellor, 1975; Nieuw-
stadt, 1984b).
The Rotta-type closure for heat and momentum fluxes is
Qαβ = − 〈αβ〉
cαβt
, (27)
for α, β = u, v, w, θ and α 6= β. Using the “effective-dissipation” hypothesis
(Zilitinkevich and Esau, 2007), supported by large-eddy simulation (LES) data,
Zilitinkevich et al. (2013) write
Qαw + β〈αθ〉 = − 〈αw〉
c∗αwt
, (28)
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for α = u, v, and where c∗αw is the effective-dissipation time-scale constant.
Because t is a time scale for small-scale turbulence, Eqs. (27) and (28) may
become questionable for significant submeso contribution to 〈αβ〉.
6.3 The Flux-Gradient Relationship for 〈uw〉
Because presented results focused mainly on the relation between the shear
stress and the vertical velocity variance (Sects. 3 and 4) here we consider the
budget equation for 〈uw〉, Eq. (15). We assume Zuw = 0, i.e., negligible di-
vergence of third-order moments and steady conditions. Substituting, from
Eq. (27),
Quw = − 〈uw〉
cuwt
(29)
in Eq. (15), it becomes
−〈w2〉∂U
∂z
+ β〈uθ〉 − 〈uw〉
cuwt
= 0. (30)
The buoyancy term, β〈uθ〉, is obtained from Eq. (18), assuming Zuθ = 0 and
taking
Quθ = − 〈uθ〉
cuθt
(31)
from Eq. (27). Substituted in Eq. (30), it results
〈−uw〉
(
1 + βcuwcuθt
2

∂Θ
∂z
)
= cuwt
(〈w2〉+ βcuθt〈wθ〉) ∂U
∂z
(32)
which is a flux-gradient relationship with eddy diffusion coefficient dependent
on the vertical heat flux and the mean temperature gradient.
For neutral conditions, Eq. 32 reduces to
〈−uw〉 = cuwt〈w2〉∂U
∂z
. (33)
Using t = cz/〈w2〉1/2 (Sect. 6.2.1) and the law of the wall for the velocity
profile,
∂U
∂z
=
〈−uw〉1/2
κz
, (34)
Eq. (33) becomes ( 〈−uw〉
〈w2〉
)1/2
=
cuwc
κ
, (35)
which relates the neutral value of the flux-variance ratio to the value of cuw.
Starting again from Eq. (15), with Zuw = 0, but using the effective-dissipation
closure for the pressure redistribution term, i.e., Eq. (28), we have
〈−uw〉 = 〈w2〉c∗uwt
∂U
∂z
, (36)
which looks simpler than Eq. (32) and is equivalent to Eq. (33) for near-neutral
conditions, where cuw = c
∗
uw.
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6.4 Waves and Wave-Turbulence Interactions
In presence of submeso motions, a set of equations like Eqs.(11)–(22) may still
be used for small-scale turbulence—i.e., for 〈αβ〉 evaluated over averaging times
longer than the turbulence time scale but shorter than the submeso time scale—,
but with additional terms due to the interaction with submeso motions.
Among submeso motions that play an important role in the SBL are waves
(Sun et al., 2015). Examples of waves are buoyancy-generated gravity waves,
such as internal gravity waves (IGW), and transverse-vorticity generated waves,
such as Kelvin-Helmholtz (KH) billows. Buoyancy waves are initiated by verti-
cal displacement of streamlines (e.g., flow over hills) and transport momentum
but not heat. Vorticity waves are a result of shear instability and overturning
of the stably stratified flow, and they produce a non-zero heat flux. Concerning
wave-turbulence interaction, IGW can increase/decrease local shear stability
and thus enhance/reduce existing turbulence: waves break generating turbu-
lence that in turns has an impact on the waves evolution. Wave-turbulence
interaction can affect heat transfer at wave frequency and modify wave ampli-
tude.
6.4.1 Finnigan and Einaudi (1981), Finnigan et al. (1984)
Each variable is decomposed into a mean, a wavelike fluctuation, and a turbulent
fluctuation (see Finnigan and Einaudi, 1981, Eqs. 3a,b,c): the averaging rules
are reported in Finnigan et al. (1984, Eq. 2.4). The resulting second-order
moment equations for small-scale turbulence and waves contain coupling terms.
For the kinetic energy of waves and turbulence the averaged equations are
reported by Finnigan et al. (1984, Eqs. 2.15 and 2.16). The TKE equation for
waves written for steady, horizontally homogeneous conditions, and zero vertical
divergence of third-order terms is
0 = −u˜w˜ ∂U
∂z
+ Π + βθ˜w˜ − W (37)
where tilde indicates wavelike fluctuations while the overbar indicates averaging
over a time much longer than the wave period; W is the viscous dissipation of
wave kinetic energy. Under the same conditions, the TKE equation for turbu-
lence is
0 = −uw∂U
∂z
−Π + βθw − T (38)
where T is the viscous dissipation rate of turbulence TKE and
Π = r˜uw
∂u˜
∂z
+ r˜vw
∂v˜
∂z
(39)
is the wave-turbulence interaction term, with (Finnigan et al., 1984, Eq. 2.12)
r˜αw = [αw]− αw (40)
for α = u, v; square brackets denote phase averaging, and αw roughly corre-
sponds to 〈αw〉100s, in our notation, and r˜αw expresses the wavelike modulation
of the “instantaneous” turbulent flux.
For a discussion of the different terms in Eqs. (37) and (38), see Finnigan and
Einaudi (1981, pag. 823 and 824 and Fig. 14). In particular, it turns out that
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Π < 0, i.e., waves feed turbulence: although this occurs mainly at z & 100 m,
while below Π ≈ 0 (see their Fig. 15 and comment at pag. 825). A consistent
result is found by Zilitinkevich et al. (2009) (their ΠW, Sect. 6.4.3).
6.4.2 Baumert and Peters (2009)
Using an EK- closure and an energy budget equation for IGWs, Baumert and
Peters (2009) write a TKE budget equation for turbulence that contains a wave
interaction term, with waves that can both feed turbulence or extract energy
from it. In particular, they define a saturation index, fS : fS = 0 if there is no
external source of energy for waves that, hence, extract energy from turbulence;
fS = 1 if there is an important source of energy for waves that, hence, feed
turbulence. Specifically, their Eq. 34 is for purely wave-generated turbulence in
absence of mean shear, i.e., ∂U/∂z = 0.
6.4.3 Zilitinkevich et al. (2009)
Zilitinkevich et al. (2009) describe wave-turbulence interaction based on second-
order moment equations, tacking into account explicitly the wave motion. Like
Finnigan and Einaudi (1981), variables are decomposed into a mean, a wave fluc-
tuation, and a turbulent fluctuation, but with different averaging rules. Second-
order moment equations for small-scale turbulence contain wave-turbulence
interaction terms, ΠWαβ , which must be added to Eqs. (11)–(22), written for
〈αβ〉100s. In particular, the IGW contribution to the production of
 stream-wise velocity variance, 〈u2〉:
ΠWuu = −2
(〈
〈u2〉W ∂U
W
∂x
〉
W
+
〈
〈uv〉W ∂U
W
∂y
〉
W
+
〈
〈uw〉W ∂U
W
∂z
〉
W
)
,
(41)
which is expected to be positive;
 crosswind velocity variance, 〈v2〉:
ΠWvv = −2
(〈
〈uv〉W ∂V
W
∂x
〉
W
+
〈
〈v2〉W ∂V
W
∂y
〉
W
+
〈
〈vw〉W ∂V
W
∂z
〉
W
)
,
(42)
which is expected to be positive;
 vertical velocity variance, 〈w2〉:
ΠWww = −2
(〈
〈uw〉W ∂W
W
∂x
〉
W
+
〈
〈vw〉W ∂W
W
∂y
〉
W
+
〈
〈w2〉W ∂W
W
∂z
〉
W
)
,
(43)
which is positive if 〈w2〉/(2EK) < 1/3 (Zilitinkevich et al., 2009, Eq. 52),
as it is in ABL flows;
 temperature variance, 〈θ2〉:
ΠWθθ = −2
(〈
〈uθ〉W ∂Θ
W
∂x
〉
W
+
〈
〈vθ〉W ∂Θ
W
∂y
〉
W
+
〈
〈wθ〉W ∂Θ
W
∂z
〉
W
)
,
(44)
which is positive (Zilitinkevich et al., 2009, Eqs. 56 and 57);
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 vertical heat flux, 〈wθ〉:
ΠWwθ = −
(〈
〈uθ〉W ∂W
W
∂x
〉
W
+
〈
〈vθ〉W ∂W
W
∂y
〉
W
+
〈
〈wθ〉W ∂W
W
∂z
〉
W
)
,
(45)
which is positive (Zilitinkevich et al., 2009, Eq. 58);
 the vertical flux of stream-wise momentum, 〈uw〉:
ΠWuw =−
〈
〈u2〉W ∂W
W
∂x
〉
W
−
〈
〈uv〉W ∂W
W
∂y
〉
W
−
〈
〈uw〉W ∂W
W
∂z
〉
W
−
〈
〈uw〉W ∂U
W
∂x
〉
W
−
〈
〈vw〉W ∂U
W
∂y
〉
W
−
〈
〈w2〉W ∂U
W
∂z
〉
W
;
(46)
 the vertical flux of crosswind momentum, 〈vw〉:
ΠWvw =−
〈
〈uv〉W ∂W
W
∂x
〉
W
−
〈
〈v2〉W ∂W
W
∂y
〉
W
−
〈
〈vw〉W ∂W
W
∂z
〉
W
−
〈
〈uw〉W ∂V
W
∂x
〉
W
−
〈
〈vw〉W ∂V
W
∂y
〉
W
−
〈
〈w2〉W ∂V
W
∂z
〉
W
;
(47)
where 〈αβ〉W (α, β = u, v, w, θ) are the instantaneous (co)variances caused by
IGWs (i.e., modulation of tubulent fluxes by IGWs); UW, V W, WW, ΘW are
velocity and temperature wavelike fluctuations; 〈. . . 〉W indicates averaging over
a wave period. The IGW contribution to turbulence-TKE is ΠW ≡ ΠWuu+ΠWvv+
ΠWww (Zilitinkevich et al., 2009, Eq. 49) and is always > 0, in agreement with
Finnigan et al. (1984) (Sect. 6.4.1).
IGWs contribute to the total vertical flux of momentum (i.e., waves + tur-
bulence), i.e. 〈uw〉+ 〈UWWW〉W, which roughly corresponds to our 〈uw〉30min,
while 〈uw〉 to 〈uw〉100s. 〈UWWW〉W < 0, thus enhancing the vertical transport,
if IGWs irradiate from ground (for instance, hilly terrain); 〈UWWW〉W > 0,
if IGWs irradiate from the top of the interested layer (for instance, presence
of a critical layer at the ABL top). We observe positive low-frequency contri-
bution to 〈uw〉30min at all stations (Sect. 4.3), which is consistent with IGWs
irradiating from the top of the layer.
6.5 The Budget of 〈uw〉 at the CCT Station
We now consider the 〈uw〉 budget, Eq. 30, at the CCT station, where ∂U/∂z is
available, and how is affected by the averaging time and Rτ .
The 〈uw〉 relaxation-time constant, cuw, is determined from Eq. 33: taking
κ = 0.37 (Fig. S12a,c), c = 1 (Schiavon et al., 2019), and (〈−uw〉/〈w2〉)1/2 =
0.8 in the neutral limit (Fig. 13c,d; Rτ < 0.3), it results cuw = 0.3. We use
cuw = 0.3 independent of stability.
Figure 21 shows the terms composing the 〈uw〉 budget, Eq. 30, normalized
by
〈
w2
〉3/2
/z, vs Rb, for 100-s and 30-min (co)variances, and Rτ < 0.3 and
> 1.
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For Rτ < 0.3, both for 100-s and 30-min covariances, there is an approx-
imate balance among shear production, buoyancy, and pressure redistribution
(parametrized as in Eq. (29)), at least up to Rb ≈ 10−2. For larger stability,
the residual is larger and increases with Rb. If the further constraint Ruθ < 0.3
(Eq. 4) is imposed on the horizontal heat flux, i.e. a small low-frequency con-
tribution is imposed to all second-order moments composing the 〈uw〉 budget
(the low-frequency contribution to 〈w2〉 is always small, Fig. 8a), few data re-
mains for Rb & 10−2 (Fig. S13a). The fact that, despite Rτ < 0.3, Rb & 10−2
corresponds to large low-frequency contribution to the heat flux, is also visible
in Fig. 21c: using 30-min fluxes, the buoyancy term is large and erratic for
Rb & 10−2, thus producing a large and erratic residual—considering mean val-
ues (full symbols), which differ from median values (open symbols) because of
the large spread.
When Rτ > 1, if 100-s (co)variances are considered (Fig. 21b), a negative
residual ≈ −1 occurs also for Rb < 10−2. The large Rτ affects mainly the
pressure redistribution term (blue triangles in Fig. 21b), which is much smaller
compared to Rτ < 0.3 (i.e., ≈ 0.5 vs ≈ 2): this explains most of the negative
residual. If 30-min (co)variances are considered (Fig. 21d), the low-frequency
contribution to 〈uw〉 and 〈uθ〉 destroys the budget: note the large spread of the
buoyancy and pressure-redistribution terms (and thus of the residual) compared
with the relatively narrow distribution of the shear-production term, which, as
expected, is negligibly affected by the averaging time (compare green circles in
Figs. 21b and d).
Assuming that the budget Eq. 30 is valid also for Rτ > 1, a smaller cuw must
be used to account for the negative residual: i.e., compared to viscous dissipa-
tion, pressure redistribution is more efficient (the characteristic time is smaller)
when Rτ is larger. Alternatively, the budget Eq. 30 must be extended—Zuw 6= 0
and/or additional terms must be considered due to topographic effects (Sect. 3.3,
recall the characteristic behaviour at the CCT station: Fig. 13a,c for Rτ > 1;
Fig. 14f) or the interaction between small-scale turbulence and submeso mo-
tions (Sect. 6.4)—or the Rotta-type closure Eq. 29 is inappropriate—recall that
a residual submeso contribution can affect 100-s fluxes when Rτ > 1 (Fig. 4.3).
7 Conclusions
Two years of observations from three Arctic stations located in Ny-A˚lesund
(Svalbard) has been considered. The turbulent exchange in the atmospheric
surface-layer has been studied focusing mainly on the similarity relationship be-
tween the shear stress, τ , and the vertical velocity variance, 〈w2〉. In particular,
besides the stability effect predicted by MOST and the topographic influence,
the effect of submeso motions on the τ/〈w2〉 similarity relationship has been
investigated. This has been done by defining a parameter, Rτ , which quantifies
the relative low-frequency contribution to the shear stress and thus the strength
of the submeso effect. Results confirm that submeso motions affect small-scale-
turbulence thus modifying the τ/〈w2〉 similarity relationship, which, besides
stability and surface characteristics, depends on Rτ . This connects MOST ap-
plicability with profound characteristics of the turbulent flow—i.e., the different
time scales of the flow and the interplay among them—giving an alternative in-
terpretation of MOST applicability limits found by other authors.
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Figure 21: Dependence on Rb of the terms composing the 〈uw〉T budget,
Eq. 30, normalized by
〈
w2
〉3/2
T
/z, for Rτ < 0.3 and > 1, and for T = 100 s
and 30 min, at the CCT station (z = 7.5 m): shear production, SPT ≡
−(z∂U/∂z)/〈w2〉1/2T ; buoyancy, BUT ≡ zβ〈uθ〉T /
〈
w2
〉3/2
T
; pressure redistribu-
tion, PRT ≡ −(1/cuw)〈uw〉T /〈w2〉T , with cuw = 0.3; residual, RET , evaluated
as the sum of the former terms. Data are binned in Rb: median values (open
symbols), mean values (filled symbols) and 25th–75th percentile range (shaded
areas) are reported.
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In evaluating similarity relationships, the averaging time is crucial. For
near-neutral and stable conditions, an averaging time ≈ 100 s is recommended
at this site to exclude the submeso contribution to the vertical fluxes of heat and
momentum. Compared with longer averaging times (e.g., 30 min), T = 100 s
improves similarity: among observations at a given station, among different
stations, and between these results and those from other experiments. However,
100-s fluxes may still contain a residual submeso contribution when small-scale
turbulence is weak (τ100s . 10−2 m2 s−2). This residual submeso contribution
demands for (i) a more refined choice of the averaging time, in relation to
the variable time scale of the spectral gap, and (ii) a deeper understanding
of the physical significance of the gap—i.e., whether it corresponds to a real
separation between small-scale turbulence and submeso motions or it is only the
time scale where the two contributions sum to zero. For unstable conditions,
30-min averages are appropriate, as far as the vertical velocity variance, the
vertical heat flux, and the temperature variance are considered.
As discussed above, submeso motions are not “inactive” in the surface layer
(in the meaning of Townsend 1961 and Bradshaw 1967) and they contribute to
the vertical fluxes of heat and momentum. For this reason, 〈w2〉1/2, which is neg-
ligibly affected by the submeso contribution, is a better small-scale-turbulence
velocity scale than τ1/2. The systematic submeso contribution to 〈uw〉 (which
is positive at all stations) and 〈vw〉 deserves further investigation concerning,
for instance, its relation with topography or with the presence of particular
submeso motions such as gravity waves.
The main result of the study is that, like stability, the increasing submeso
effect reduces the efficiency of the small-scale-turbulence vertical transport: i.e.,
τ/〈w2〉 evaluated for short averaging times (i.e. < 100 s) decreases for increasing
Rτ . Larger Rτ is related to stronger interaction between small-scale turbulence
and submeso motions and erosion of the positive small-scale contribution to
〈−uw〉 by the high-frequency tail of the negative submeso contribution. At the
CCT station, larger Rτ corresponds also to stronger topographic effect.
Further research is required to better understand the topographic effect at
the CCT station, concerning the interaction of the flow with the CCT relief,
the existence of an internal boundary layer and, eventually, its height. Smaller
topographic effects at the other stations are mainly related to the variation of
the upwind fetch characteristics (homogeneous vs irregular), which determines
the variability in the near-neutral value of τ/〈w2〉 among stations and wind
directions.
For stable conditions, dynamical effects dominate on stability in determining
turbulence behaviour: the shape of the vertical velocity spectrum and the length
scale of small-scale turbulence are stability independent. This supports the im-
portant role of Rτ in stable conditions and suggests alternative roots for small-
scale-turbulence production—of topographic or submeso origin—overwhelming
buoyancy destruction. Furthermore, at least at this site, variations in the bulk
Richardson number and the Obukhov length are mainly driven by the wind
speed and the shear stress, respectively, thus confirming the secondary role of
the temperature stratification and the vertical heat flux. For unstable condi-
tions, as free-convection is approached, small-scale turbulence is driven by the
vertical heat flux, universal relationships hold, and Rτ is no longer an important
parameter.
Because of the complexity of the problem, it is unlikely that MOST applica-
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bility can be defined in terms of only one parameter. It is thus reasonable that
different authors use different parameters and that Rτ  1 is not sufficient for
MOST applicability but Rb . 10−2 (corresponding to Ri,Rf . 0.2–0.3) is also
necessary. In general, extending the analysis to other statistics and consider-
ing the multidimensional space of the R parameters associated to each of them
(e.g., Ruu, Rvv, Rww, Rwθ, etc.), the hypothesis is that MOST applicability
corresponds to the subspace where all the R parameters are  1. To support
this we recall that the simple 〈uw〉 budget— from which the τ/〈w2〉 relationship
stems—holds for Rτ  1 and Rb . 10−2, which is equivalent to Rτ  1 and
Ruθ  1: i.e. the stability limit is related to the R parameter for the horizontal
heat flux, and the budget holds when all the R parameters for its terms are
small.
The effect of submeso motions on small-scale-turbulence has impacts on
modelling closures and on the form of second-order moment equations. In par-
ticular, considering the budget of 〈uw〉 (i.e., the stream-wise component of the
shear stress), a simple balance among shear production, buoyancy, and pressure
redistribution (parametrized with a Rotta-type closure) does not hold when the
submeso effect is significant: i.e., Rτ & 1 and Ruθ & 1. This demands for
a modification of the closures (such as the pressure-redistribution time scale)
and/or for an extension of the budget, with additional terms accounting for
unsteadiness, vertical transport of third-order moments, and interaction of sub-
meso motions with small-scale turbulence (similar to those used by Finnigan
et al. 1984, Baumert and Peters 2009, and Zilitinkevich et al. 2009, to model
wave-turbulence interactions).
Because RANS equations lumps all scales together, but the physics is sen-
sitive to the involved scales and the interplay among them, spectral equations
may represent an alternative approach to the problem.
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Figure S1: MRD integrated (co)spectra normalized over 〈w2〉100s—i.e.,
〈w2〉T /〈w2〉100s, τT /〈w2〉100s, 〈−uw〉T /〈w2〉100s, and 〈vw〉T /〈w2〉100s vs T—for
Rτ < 0.3 and > 1, near-neutral conditions (|Rb| < 0.001), τ100s > 0.01 m2 s−2,
all wind directions: median values (points) and 25th–75th percentile range
(shaded areas); CCT (co)spectra refer to z = 7.5 m.59
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Figure S2: Dynamic roughness length, z0, from Eq. 8, vs wind direction, for
snow-free and snow-covered surface. Each point corresponds to a 30-min record;
median values and 25th–75th percentile range in wind-direction bins are also
reported.
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Figure S3: As in Fig. 13 but with z/ΛT as stability parameter.
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Figure S4: 〈−uw〉100s/τ100s vs τ100s: each point corresponds to a 30-min record;
τ100s = 10
−2 m2 s−2 is also indicated.
62
Figure S5: As in Fig. S4, but for 〈−uw〉30min/τ30min.
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Figure S6: As in Fig. 15, but for the crosswind component of the shear stress,
〈vw〉T .
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Figure S7: As in Fig. 15, but for the modulus of the shear stress, τT
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Figure S8: As in Fig. 16, but for the stream-wise heat flux, 〈vθ〉T .
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Figure S9: As in Fig. 17, but vs TU/z
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Figure S10: As in Fig. 15, but for the vertical velocity variance, 〈w2〉T , and vs
the non-dimensional averaging time TU/z.
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Figure S11: As in Fig. 18, but with z/Λ100s as stability parameter. The red
curve is the similarity relationship from Kaimal and Finnigan (1994); the green
dashed line, its neutral limit.
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Figure S12: Flux-gradient relationship, i.e. (u∗)T /(z∂U/∂z), with (u∗)T =
Sgn(−〈uw〉T )| − 〈uw〉|1/2 and (u∗)T = τ1/2T , vs Rb, for T = 100 s and 30 min,
and for Rτ < 0.3 and > 1. Data are binned in Rb: median values (open symbols)
and 25th–75th percentile range (shaded areas) are reported. The value 0.37 (i.e.,
the von Karman constant for Rτ < 0.3) is also reported. Data refer to CCT
z = 7.5 m.
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Figure S13: As in Fig. 21a, but for alternative data selection: (a) Ruw <
0.3 AND Ruθ < 0.3; (c) Ruw < 0.3; (d) Ruθ < 0.3. (b) is the flux-gradient
relationship for data selected as in (a). Data refer to CCT z = 7.5 m.
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