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Abstract
Elaydi and Yakubu showed that a globally asymptotically stable(GAS) periodic orbit in an
autonomous difference equation must in fact be a ﬁxed point whenever the phase space is
connected. In this paper we extend this result to periodic nonautonomous difference equations
via the concept of skew-product dynamical systems. We show that for a k-periodic difference
equation, if a periodic orbit of period r is GAS, then r must be a divisor of k: In particular sub-
harmonic, or long periodic, oscillations cannot occur. Moreover, if r divides k we construct a
non-autonomous dynamical system having minimum period k and which has a GAS periodic
orbit with minimum period r: Our methods are then applied to prove a conjecture by J.
Cushing and S. Henson concerning a non-autonomous Beverton–Holt equation which arises
in the study of the response of a population to a periodically ﬂuctuating environmental force
such as seasonal ﬂuctuations in carrying capacity or demographic parameters like birth or
death rates.
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1. Introduction
A continuous map F : X-X on a metric space generates an autonomous
difference equation
xnþ1 ¼ FðxnÞ; nAZþ; ð1:1Þ
where for each x0AX ; xn ¼ Fnðx0Þ; F0 ¼ id; and Zþ is the set of non-
negative integers. Another useful way of looking at Eq. (1.1) is to consider the
discrete semi-dynamical system, or semi-ﬂow p on X ; ðX ; pÞ where p : X  Zþ-X is
such that
1: p is continuous;
2: pðx0; 0Þ ¼ x0 for x0AX ;
3: pðpðx0; rÞ; sÞ ¼ pðx0; s þ rÞ with pðx0; nÞ ¼ F nðx0Þ; ð1:2Þ
where F n ¼ F3F3?3F is the nth composition of F : The orbit Oðx0Þ of x0AX is
deﬁned as Oðx0Þ ¼ fFnðx0Þ: nAZþg: A point %x is k-periodic with a minimal period k
if Fkð %xÞ ¼ %x; Frð %xÞa %x for all 0orok: The orbit Oð %xÞ of a k-periodic point is
denoted by ck and is called a k-cycle, ck ¼ f %x1 ¼ %x; %x2 ¼ Fð %x1Þ;y; %xk ¼ Fk	1ð %x1Þg:
If ck ¼ f %x1; %x2;y; %xkg is a k-cycle, then we consider each point in ck as a ﬁxed point
of the map g ¼ Fk:
Elaydi and Yakubu [5] proved the following fundamental result.
Theorem 1.1. Let F : X-X be a continuous map on a connected metric space. If a k-
cycle ck is globally asymptotically stable, then ck must be a fixed point.
One of our main objectives in this paper is to extend this theorem to
non-autonomous difference equations of the form xnþ1 ¼ Fðn; xnÞ: These time-
varying equations are a better ﬁt to model species that are sensitive to
seasonal or environmental variations. The main difﬁculty here is that such
equations fail to deﬁne discrete dynamical systems on the same phase space X
since the semi-group property in (1.2) is lost. However, one may deﬁne a
discrete dynamical system, called a skew-product dynamical system, on an
enlarged space which takes into account that the function F on the right
side is evolving in (discrete) time along with the solution. The concept
of the skew-product dynamical system comes from Sell [10]. It was developed in
Sacker and Sell [8], Sacker and Sell [9]. See also Sacker [6] and [7] for further
discussion.
Since all our dynamical systems in this paper are discrete, we will drop the
adjective discrete in our terminology.
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2. Skew-product dynamical system
Deﬁnition 2.1. Let X and Y be two topological spaces. A dynamical system p ¼
ðj; sÞ on a product space X  Y is said to be a skew-product dynamical system if
there exist continuous mappings j : X  Y  Z-X and s : Y  Z-Y such that
pðx; y; nÞ ¼ ðjðx; y; nÞ; sðy; nÞÞ:
where s is a dynamical system on Y :
If Z is replaced by Zþ; then p is called a skew-product semi-dynamical system.
Now let us construct a skew-product semi-dynamical system from the non-
autonomous difference equation
xnþ1 ¼ Fðn; xnÞ: ð2:1Þ
We ﬁrst deﬁne s: Let C ¼ CðZ X ; XÞ be the space of continuous functions from
Z X to X equipped with the topology of uniform convergence on compact subsets
of Z X : Now for GAC; we deﬁne sðG; nÞ ¼ Gn as the shift map, Gnðt; xÞ ¼
Gðt þ n; xÞ and the Hull of G;HðGÞ6ClfGn : nAZg and set
Y ¼HðFÞ;
where F is given in (2.1). In the general theory of skew-product dynamical systems it
is assumed that s is deﬁned (or extendible) to all of Z: In the present (periodic) case
this is immediate. It is also assumed that Y is compact. By [10] compactness follows
if and only if Fðn; xÞ is bounded on every set of the form Z KCZ X with K
compact. Again, periodicity guarantees the compactness. For GAY the map j is
deﬁned as
jðx0; G; nÞ6Fðn; GÞx0; ð2:2Þ
Hence, letting G0 ¼ G;
pððx; GiÞ; nÞ ¼ ðFðn; GiÞx; GiþnÞ:
The operator F (non-linear, in general) in (2.2) is then given as follows: For GAY set
G0 ¼ G: Then,
Fð0; G0Þ ¼ id;
Fðn; G0Þ ¼Fð1; Gn	1ÞFðn 	 1; G0Þ
¼Fð1; Gn	1ÞFð1; Gn	2ÞyFð1; G0Þ: ð2:3Þ
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Remark 2.2. An autonomous equation,
xnþ1 ¼ HðxnÞ; ð2:4Þ
in this context is one such that sðn; HÞ ¼ H; for all n; i.e. a stationary point of s: For
example, if F in (2.1) is k-periodic
Fðn þ k; xÞ ¼ Fðn; xÞ; for all n40;
then deﬁning HðxÞ6Fðk; FÞx produces an autonomous Eq. (2.4).
Since we are dealing with maps (2.1) which for ﬁxed n are not necessarily invertible
we will refer to the positive semi-orbit as simply the ‘‘orbit’’ of x0 given by
Oðx0Þ ¼ fFðn; FÞx0: nAZþg:
In the case X ¼ Rm; F is in general a non-linear operator acting on X : In case (2.1) is
linear, Fðn; xÞ6AðnÞx; then we can suppress the x-variable and Fðn; AÞ is just the
fundamental matrix of the system
xnþ1 ¼ AðnÞxn; Fð0; AÞ ¼ id:
If p is the projection map, then a skew-product dynamical system can be illustrated
by the following commuting diagram.
For yAY the fiber over y is deﬁned to be Fy6p	1ðyÞ: Thus the above diagram
shows that p is ‘‘ﬁber preserving’’: For every ðy; nÞAY  Zþ; pððp	1 
idÞðy; nÞÞCp	1ðsðy; nÞÞ:
The following example is useful in understanding convergence in the function
space C: Recall that G : Zþ  R-R is in the omega-limit set oF if for each nAZþ
jFtðn; xÞ 	 Gðn; xÞj-0
uniformly for x in compact subsets of R as t-N along some subsequence tG:
Example 2.3. Deﬁne
Fðn; xÞ ¼ ð	1Þn 1þ 1
n
 
x:
There are two elements in oF :
oF ¼ fGþ; G	g;
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where Gþðn; xÞ ¼ ð	1Þnx and G	 ¼ 	Gþ since for each ﬁxed nAZþ
Ftðn; xÞ 	 Gþðn; xÞ ¼ ð	1Þnþtx 	 ð	1Þnx þ ð	1Þ
nþt
n þ t x ¼
ð	1Þnþt
n þ t x-0
as t-N along the subsequence t ¼ 2k: A similar argument holds for G	:
The following notation is sometimes convenient, especially in the construction of
examples. Deﬁne fnðxÞ ¼ Fðn; xÞ so that Eq. (2.1) takes the form
xnþ1 ¼ fnðxnÞ: ð2:5Þ
It is however tempting to believe that subsequential limits of the sequence fn give rise
to autonomous equations (2.5). The previous example should dispel this notion.
Remark 2.4. By deﬁnition, a point ðx0; yÞ is a periodic point with period k if and
only if for all nAZþ
pððx0; yÞ; k þ nÞ ¼ pððx0; yÞ; nÞ ð2:6Þ
By the semi-group property (1.2) it sufﬁces to verify
pððx0; yÞ; kÞ ¼ ðx0; yÞ; ð2:7Þ
i.e. if a point returns to itself after ‘‘time’’ k; then so do all iterates of the point.
We wish to make precise a notion of periodicity in the state space X where this
latter statement fails to hold.
Note that in particular, periodicity implies (letting y ¼ G0) that Gnþk6sðGn; kÞ ¼
Gn: In the simpliﬁed notation, with gnðxÞ ¼ Gðn; xÞ one has gnþk ¼ gn for all nAZþ:
Deﬁnition 2.5 (Geometric r-cycle). Let fn be periodic with period k and let r40 be
an integer, rpk: By a geometric r-cycle we mean an ordered set of points
C ¼ fc0; c1;ycr	1g; ciAX ð2:8Þ
with the property that for i ¼ 0; 1;y; r 	 1
fðiþnrÞmod kðciÞ ¼ ciþ1 mod r for all nAZ:
We have the following lemma which describes the ‘‘layout’’ in X  Y of the orbit
of ðc0; f0Þ under the action of the skew-product ﬂow p:
Lemma 2.6. Let C in (2.8) be a geometric r-cycle and let s ¼ ½r; k; the least common
multiple. Then the p-orbit of ðc0; f0Þ intersects each fiber Fi; i ¼ 1;y; k in exactly
c ¼ s=k points and each of these points is periodic under the skew-product flow with
period s:
ARTICLE IN PRESS
S. Elaydi, R.J. Sacker / J. Differential Equations 208 (2005) 258–273262
Proof. We observe that in the skew-product ﬂow the orbit of ðc0; f0Þ is periodic with
minimum period s and therefore the set
S ¼ fpððc0; f0Þ; nÞ j nAZþgCX  Y
is minimal, invariant under p and consists of s distinct points. Therefore for each
i; 0pior the mapping
fi : S-Fi-S-Fiþ1 mod k
is onto. To see that it is one-to-one, observe that the cardinality
Ci6crdðS-FiÞ
is a non-increasing integer valued function and therefore stabilizes at some ﬁxed
value from which it follows that Ci is constant. Thus each S-Fi contains the same
number of points, namely s=k: &
We next give two examples. The ﬁrst is a 6-periodic difference equation having a
geometric 4-cycle consisting of 2 distinct points. So that the reader is not misled into
thinking that the number of distinct points in a geometric cycle must coincide with
the ‘‘c’’ of Lemma 2.6 we then construct another example of a 6-periodic difference
equation having a geometric 4-cycle consisting of 4 distinct points.
A simple modiﬁcation will then be made to cause these cycles to become locally
asymptotically stable.
Example 2.7. Deﬁne
C ¼ f0; 1; 1; 0g
and
f0ðxÞ ¼ 1	 x;
f2ðxÞ ¼ f0ðxÞ for xp1 and ¼ 0 otherwise;
f4ðxÞ ¼ f0ðxÞ for xX0 and ¼ 1 otherwise;
f1ðxÞ ¼ x;
f3ðxÞ ¼ f1ðxÞ for xp1 and ¼ 1 otherwise;
f5ðxÞ ¼ f1ðxÞ for xX0 and ¼ 0 otherwise;
fn ¼ fn mod 6; nX6: ð2:9Þ
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For the ﬂow in the base Y ¼ f f0;y; f5g deﬁne sð fn; 1Þ ¼ fnþ1 mod 6: It is easily seen
that the functions with the even subscripts interchange ‘‘0’’ and ‘‘1’’ while those with
odd subscripts leave those points ﬁxed. Thus C is a geometric 4-cycle.
Example 2.8. Deﬁne
C ¼ f0; 1; 2; 3g
and
f0ðxÞ ¼ x þ 1;
f2ðxÞ ¼ f0ðxÞ for xp2 and ¼ 3 otherwise;
f4ðxÞ ¼ f0ðxÞ for xX0 and ¼ 1 otherwise;
f1ðxÞ ¼ 3	 x;
f3ðxÞ ¼ f1ðxÞ for xp3 and ¼ 0 otherwise;
f5ðxÞ ¼ f1ðxÞ for xX0 and ¼ 3 otherwise;
fn ¼ fn mod 6; nX6 ð2:10Þ
with the ﬂow in the base deﬁned as before. Then fið0Þ ¼ 1 and fið2Þ ¼ 3 for i even,
while fið1Þ ¼ 2 and fið3Þ ¼ 0 for i odd proving that C is a geometric 4-cycle.
To get the local asymptotic stability in the second example take one function, f0
say, and undeﬁne it in the interval 	1
2
oxo1
2
: Then redeﬁne it in the interval
	1
4
oxo1
4
to be 1þ x
2
and ﬁnally on the remaining two intervals join the end points
with line segments. All the functions are continuous and piecewise linear and
therefore Lipschitz continuous. Letting
g ¼ f53f43?3f0
it is easily seen, looking at difference quotients, that g3g has Lipschitz constant 1
2
at
any of the ﬁxed points giving rise to the periodic orbit described above. The ﬁrst
example is treated similarly.
3. Periodic difference equation
In this section we consider a k-periodic non-autonomous difference equation
xnþ1 ¼ Fðn; xnÞ: ð3:1Þ
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Our aim here is to extend Elaydi and Yakubu Theorem (Theorem 1.1) to Eq. (3.1).
The following result is an extension of Theorem 1.1 (for autonomous equations) to
non-connected metric spaces and will be needed to treat the non-autonomous case.
Recall that the basin of attraction W sðxÞ [3,4] of a ﬁxed point x is deﬁned as
W sðxÞ ¼ x: lim
n-N
FnðxÞ ¼ x
n o
:
Theorem 3.1. Let h :O-O be a continuous map on a metric space O where O is the
union of k components. If h has a globally asymptotically stable r-cycle, then rpk:
Proof. Let g ¼ hr: Then g has r ﬁxed points cr ¼ f %x1; %x2;y; %xrg each of which has a
basin of attraction W sð %xiÞ that is open and invariant under g [4]. Moreover, by
assumption O ¼ Sri¼1 W sð %xiÞ: Let M be one of the components of O; and let
f %xn1 ; %xn2 ;y; %xnlg be all the points in cr that belong to M: Deﬁne Gj ¼ W sðxnj Þ-M:
Then Gjaf and relatively open in M: Hence, if l41; M ¼
Sl
j¼1 Gj is a separation of
M which contradicts the connectedness of M: This implies that M contains at most
one point in the r-cycle cr: Since there are only k components, rpk: &
Even if X is connected, Eq. (3.1) may have globally asymptotically stable cycles of
period k41 in the non-autonomous case. The following example demonstrates this
new phenomenon.
Example 3.2. Consider Eq. (3.1) with X ¼ R; where
f0ðxÞ ¼ 1þ 0:5x; f1ðxÞ ¼ 	0:5þ 0:5x;
f2n ¼ f0; f2nþ1 ¼ f1:
Notice that for any x0AR; x2n converges to 0 and x2nþ1 converges to 1. Thus, the
geometric 2-cycle f0; 1g is globally asymptotically stable.
The following example, which motivates the next theorem, shows that the
relationship between the periods of the equation and its solution is very special.
Example 3.3. Let a; bAð0; 1Þ with aab and deﬁne
f0ðxÞ ¼ 1þ ax; f1ðxÞ ¼ 	aþ ax;
f2ðxÞ ¼ 1þ bx; f3ðxÞ ¼ 	bþ bx;
fn ¼ fn mod 4; n43:
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Then,
f33f23f13f0 ¼ f13f03f33f2 ¼ a2b2x;
f03f33f23f1 ¼ f23f13f03f3 ¼ 1	 a2b2ð1	 xÞ: ð3:2Þ
Thus, again we have a globally asymptotically stable geometric 2-cycle {0,1} in R
while the base Y ¼ ff0; f1; f2; f3g is a 4-cycle.
In the sequel, we will assume that the maps f fng of Eq. (3.1) constitute a k-
periodic sequence, i.e. fnþk ¼ fn for all nAZþ: Hence the space Y ¼ f f0; f1;y; fk	1g
(as deﬁned in Section 2). We now consider the skew-product semi-dynamical system
p on X  Y deﬁned by
pððx; fiÞ; nÞ ¼ ðFðn; fiÞx; fnþiÞ:
We are now ready to state our main result.
Theorem 3.4. Assume that X is a connected metric space and each fiAY is a
continuous map on X : Let cr ¼ f %x1; %x2;y; %xrg be a geometric r-cycle of the k-periodic
Eq. (3.1). If cr is globally asymptotically stable then rjk; i.e. r divides k:
Proof. Let cr ¼ f %x1; %x2;y; %xrg be an r-cycle of Eq. (3.1) and set s ¼ ½r; k; the least
common multiple of r and k: Then by Lemma 2.6 each ﬁber p	1ð fiÞ; 0pipk 	 1;
contains l ¼ s
k
points ðxn1 ; fiÞ; ðxn2 ; fiÞ;y; ðxnl ; fiÞ and each one of these points has
period s in the map
h: O6X  f f1;y; fkg-O;
hðx; fiÞ6ðFð1; fiÞx; fiþ1 mod kÞ:
But X connected implies O has k components so by Theorem 3.1, spk: But s ¼
½r; kXk so s ¼ k: Finally, ½r; k ¼ k gives us r j k: &
The next theorem shows how to construct such a dynamical system given any two
positive integers r and k with rjk:
Theorem 3.5. Given any two positive integers r and k with rjk then there exists a non-
autonomous dynamical system having minimum period k and which has a globally
asymptotically stable geometric r-cycle with minimum period r:
Proof. The proof is constructive. Deﬁne p ¼ k=r and choose aiAð0; 1Þ; i ¼
0; 1;y; p 	 1 such that the ai are independent over the rationals Q; i.e.
Xp	1
i¼0
qiaiAQ and qiAQ imply qi ¼ 0 for all i:
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We next deﬁne function classes, L0; L1;y; Lp	1: For rX2 set n ¼ 1r	1 and
deﬁne
Li ¼ f fi;0; fi;1;y; fi;r	1g; fij :R-R;
where
fi;0ðxÞ ¼ nþ aix; fi;r	1ðxÞ ¼ 	ai þ aix ð3:3Þ
and for k ¼ 1; 2;y; r 	 2;
fi;kðxÞ ¼ ð1þ aiÞnþ 1	 ai
k
 
x: ð3:4Þ
We now deﬁne the base space of our skew-product system to be
Y ¼
[p	1
j¼1
Lj:
Claim. Y consists of pr ¼ k distinct points.
Proof. We ﬁrst look at two functions, one from (3.4), the other from the second
deﬁnition in (3.3). If they agree then for some integer m and for some
g; bAfa0;y; ap	1g
	gþ gx ¼ ð1þ bÞnþ 1	 b
m
 
x; for all x:
Equating the constant part we obtain
nbþ g ¼ 	n
which contradicts the assumption that the a’s are independent over the rationals. The
remaining arguments are similar and this proves the claim. &
We now deﬁne the ﬂow on Y as follows:
f0;0-f0;1-?-f0;r	1-f1;0-
?-f1;r	1-?-fp	1;r	1-f0;0; ð3:5Þ
i.e. ‘‘add and carry base r’’.
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We now compute the orbit of the initial point x0 ¼ 0 starting in the ﬁber over fi;0
for any i:
x0 ¼ 0
x1 ¼ fi;0ð0Þ ¼ n
x2 ¼ fi;1ðx1Þ ¼ 2n
^
xr	1 ¼ fi;r	2ðxr	2Þ ¼ ðr 	 1Þn ¼ 1
xr ¼ fi;r	1ðxr	1Þ ¼ 0 ð3:6Þ
and this is independent of i ! Thus, the ﬁrst (or R) coordinate of the orbit in the
product space through ðx0; f0;0Þ say, takes exactly r steps to return to its initial
starting value x0 ¼ 0 and similarly for other points on the orbit. The global
attraction follows from the linearity of the mappings and the fact that each one is a
strict contraction. We have thus constructed the geometric r-cycle
f0; n; 2n;y; ðr 	 2Þn; 1g:
For r ¼ 1 choose
f0 ¼ 1
2
x; f1 ¼ 1
3
x;y; fk	1 ¼ 1
k þ 1 x
with the sequential ﬂow
f0-f1-?-fk	1-f0
Then x0 ¼ 0 is a globally attracting ﬁxed point. &
4. The Beverton–Holt equation
The Beverton–Holt equation studied extensively by Cushing and Henson [1,2] is
xnþ1 ¼ mKxn
K þ ðm	 1Þxn; x0X0: ð4:1Þ
It is known that for m41; K40; all non-zero solutions converge to the positive
equilibrium point x ¼ K ; and for mo1; K40; all solutions converge to the
equilibrium point x ¼ 0:
A modiﬁcation of this equation that arises in the study of populations living in a
periodically (seasonally) ﬂuctuating environment replaces the constant carrying
capacity K with a periodic sequence fKng of positive carrying capacities. Thus we
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have a periodic Beverton–Holt equation
xnþ1 ¼ mKnxn
Kn þ ðm	 1Þxn; ð4:2Þ
where Knþp ¼ Kn40 for all nAZþ and a minimal period pX2; and m41: Eq. (4.2)
can be written in form (3.1)
xnþ1 ¼ Fðn; xnÞ; where Fði; xÞ ¼ mKix
Ki þ ðm	 1Þx with
Fnþp ¼ Fn for all nAZþ; where Fjði; xÞ ¼ Fði þ j; xÞ: ð4:3Þ
From Remark 2.2 we know that (2.4) with HðxÞ ¼ Fðp; FÞx is autonomous. We next
calculate Fðp; f Þx: An easy calculation shows
Fð2; f Þx ¼ m
2K1K0x
K1K0 þ ðm	 1ÞM1x:
One may show inductively that for xARþ;
Fðp; f Þx ¼ m
pKp	1Kp	2?K0x0
Kp	1Kp	2?K0 þ ðm	 1ÞMp	1x; ð4:4Þ
where Mn satisﬁes the linear difference equation:
Mnþ1 ¼ Knþ1Mn þ mnþ1KnKn	1yK0; M0 ¼ 1: ð4:5Þ
Thus
Mp	1 ¼
Yp	2
j¼0
Kjþ1 þ
Xp	2
m¼0
Yp	2
i¼mþ1
Kiþ1
 !
mmþ1  KmKm	1?K0:
Letting Lp	1 ¼ Kp	1Kp	2yK0 in Eq. (4.5), we obtain
HðxÞ6Fðp; f Þx ¼ m
pLp	1x
Lp	1 þ ðm	 1ÞMp	1x: ð4:6Þ
The mapping xnþ1 ¼ HðxnÞ thus has the unique positive ﬁxed point
%x ¼ m
p 	 1
m	 1
Lp	1
Mp	1
ð4:7Þ
which is globally asymptotically stable either by [1] or the general treatment in the
next section.
By Theorem 3.4, either %x is of minimal period p or of minimal period r where rjp:
However, %x cannot be a ﬁxed point for each component map, i.e. %x ¼ Fði; %xÞ for
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i ¼ 0; 1;yp 	 1: For if so, then K0 ¼ K1 ¼? ¼ Kp	1; which contradicts pX2 being
the minimal period.
Next we investigate conditions under which an r-periodic point %x with a minimal
period rjp exists, i.e. a geometric r-cycle. Once an r-periodic point is found, then there
are no other periodic orbits since %x is globally asymptotically stable.
Notice that if the periodic point in (4.7) has a minimal period r; then
%x ¼ m
p 	 1
m	 1
Lp	1
Mp	1
¼ m
r 	 1
m	 1
Lr	1
Mr	1
: ð4:8Þ
Hence
Mp	1 ¼ m
p 	 1
mr 	 1
 
Kp?KrMr	1 ð4:9Þ
Theorem 4.1. Suppose m41 and Ki40; 0pipp 	 1 and r j p: Then Eq. (4.3) has an r-
periodic point which is globally asymptotically stable if and only if condition (4.9)
holds.
Remark 4.2. Clearly by choosing r to be the smallest integer satisfying both (4.8) and
rjp; we obtain a periodic solution of minimum period r:
5. Extension and generalizations
The results obtained for the autonomous Beverton–Holt equation can be extended
to monotone equations satisfying certain conditions which guarantee the existence of
a positive globally asymptotically stable ﬁxed point.
(i) Thus we consider the more general Ricatti equation
xnþ1 ¼ f ðxnÞ f ðxÞ6ax þ b
cx þ d; ð5:1Þ
where we assume the following conditions:
1: a; c; d40; bX0;
2: ad 	 bca0;
3: bc40 or a4d: ð5:2Þ
The ﬁrst condition in (5.2) guarantees that f :Rþ-Rþ while the second
condition says the mapping is not a constant map. The last condition guarantees
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a positive ﬁxed point and has an alternative which allows application to the
Beverton–Holt equation ðb ¼ 0Þ: We now investigate the behavior of these maps
under composition. Thus let
gðxÞ ¼ ax þ b
gx þ d:
An easy computation yields
g3f ðxÞ ¼ ðaaþ cbÞx þ ðbaþ dbÞðagþ cdÞx þ ðbgþ ddÞ
from which conditions (5.2) are easily veriﬁed.
The following change of variables [3, p. 87]
cxn þ d ¼ ynþ1
yn
reduces (5.1) to
ynþ2 	 pynþ1 	 qyn ¼ 0; ð5:3Þ
where p ¼ a þ d and q ¼ bc 	 ad: The general solution of (5.3) has the form
yn ¼ c1lnmax þ c2lnmin;
where lmax and lmin are the roots of the characteristic equation l
2 	 pl	 q ¼ 0;
lmax ¼
a þ d þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða 	 dÞ2 þ 4bc
q
2
; lmin ¼
a þ d 	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ða 	 dÞ2 þ 4bc
q
2
:
One can show that if c1 ¼ 0 then x0p0; i.e. x0 is either at the unstable ﬁxed
point ‘‘0’’ (in the case b ¼ 0) or x0o0 which is outside our domain of
consideration. Thus c1a0 from which it follows that
ynþ1
yn
-lmax:
From this it follows that
xn-x
6
lmax 	 d
c
;
and therefore x is a globally asymptotically stable ﬁxed point in Rþ:
We now consider the periodic Ricatti equation
xnþ1 ¼ fnðxnÞ6anxn þ bn
cnxn þ dn ; ð5:4Þ
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where the coefﬁcients satisfy (5.2) and have period k40 and k is the smallest
such integer. Referring to Remark 2.2 we compute the function H in (2.4) to be
HðxÞ ¼ fk	13fk	23?3f13f0
which by our previous remarks has the same form (5.1) and satisﬁes (5.2). Thus,
applying Theorem (3.4) we conclude that (5.4) has a globally asymptotically
stable geometric r-cycle and rjk:
(ii) As our ﬁnal extension we consider a class of functionsK which generalizes the
class ‘‘A1’’ of Cushing and Henson [1]. Recall that a concave function
h :Rþ-Rþ is one such that
hðax þ byÞXahðxÞ þ bhðyÞ for all x; yARþ;
where a; bX0; aþ b ¼ 1: The following property is easily veriﬁed: If f ; g are
concave and f is increasing then f 3g is concave. Note however that by requiring
our maps to take values in Rþ and to be deﬁned on all of Rþ; a concave function
is automatically increasing. We next deﬁne the classK to be all functions which
satisfy
(1) f :Rþ-Rþ is continuous,
(2) f is concave (and therefore increasing),
(3) There exist x1 and x2 such that f ðx1Þ4x1 and f ðx2Þox2; i.e. the graph of f
crosses the ‘‘diagonal’’.
We now list some properties of K:
(a) K is closed under the operation of composition, i.e. f ; gAK implies
f 3gAK: Thus K is a semi-group under composition.
(b) Each f has a unique globally asymptotically stable ﬁxed point xf40
(c) If f ; gAK with xfoxg then xfoxf 3goxg and xfoxg3foxg:
Regarding property (a), conditions (1) and (2) are immediate. To
establish (3) take f ; gAK and assume, without loss of generality
xfpxg: If xf ¼ xg then f ðxÞ4x and gðxÞ4x for xoxf and therefore
f 3gðxÞ4x and similarly for x4xf :
If xfoxg then g3f ðxf Þ ¼ gðxf Þ4xf and f 3gðxf Þ4f ðxf Þ ¼ xf : The
second statement of (3) follows from a similar argument using xg in
place of xf :
Regarding property (b), the existence and uniqueness follows
immediately from stated properties of K and the globally asymptotic
stability follows from the fact that for xARþ with xa0; xf ;
f ðxÞ 	 f ðxf Þ
x 	 xf o1:
Finally, property (c) follows by applying the intermediate
value theorem to the composite functions and arguing as in
part (a).
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Thus, for the k-periodic difference equation
xnþ1 ¼ Fðn; xnÞ; xAR ð5:5Þ
if for all n; fnAK; where fnðxÞ ¼ Fðn; xÞ then
gðxÞ6fk	13fk	23?3f13f0AK
and therefore represents an autonomous equation
xnþ1 ¼ gðxnÞ
having a unique globally asymptotically stable ﬁxed point. Therefore (5.5) has a
globally asymptotically stable geometric r-cycle and by Theorem 3.4, rjk:
This completely answers, in the afﬁrmative, the ﬁrst of the two conjectures of
Cushing and Henson [2] not just for the periodic Beverton–Holt equation but any
periodic sequence lying in the class K:
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