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Abstract
A lot of information is conveyed by human beings in the form of facial expression apart from just what is spoken. Proper
recognition of such expression has thus become important for any modern human computer interface. We present here a method 
of facial expression recognition based on Eigenfaces. It is a modified method from the original Eigenfaces approach [1] and starts
out with the human vision as a standard reference point – by making use of the standard JAFFE database and computes the
expression contained by the image of a test face. It is a unique approach which directly classifies a test image as belonging to one
of the six standard expressions - anger, disgust, fear, happy, sad or surprise with great accuracy. In this paper, we present with 
experimental proof the accuracy of such a strategy with analysis and discussion on further ways to improve upon it.
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In the conventional mechanisms of human computer interaction, we have voice or speech being recorded and 
recognized as well as images and gestures. However only knowing what is spoken by a person does not convey all
the information that the person communicated. A lot more information is present in his facial expression as well
which can be interpreted in a face to face conversation. If an intelligent program can be written to perform facial
expression recognition then a lot more information can be derived thereon. This information can help us build a
more complete and robust human computer interface [2] which can take advantage of this additional information.
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Intelligent education systems [8] – which are like computer tutorials that can adjust their pace based on the feedback 
received from this interface, AI games based on a person’s mood, etc. are a few of the fields that could benefit from 
this kind of an interface. This forms the main motivation behind this study. 
There are six basic expressions identified by psychologists along with a neutral expression – happy, sad, angry, 
surprise, disgust, fear. These expressions are universal across all cultures. We have focused our study on 
classification based on these standard expressions. In this paper we have used Eigenspaces in recognition of facial 
expressions. Eigenspaces have been previously used in face detection, and in some cases they have been extended to 
expression recognition as well. In our novel approach we have modified this technique to perform the classification 
of expressions in a robust and accurate way using dimensionality reduction techniques on a large standard dataset. 
 
2. Eigenvectors and Eigenfaces 
Even if we consider 256 x 256 greyscale images the size of the matrices representing them will be huge and 
operations on such matrices quite costly. So what we need is to extract only the relevant information out of a face 
image, encode it efficiently to reduce operational cost and compare such an encoded face image with a set of 
similarly encoded face images. Considering an image as a vector in a high dimensional space, we need to find the 
eigenvectors of the covariance matrix of the set of those images. These eigenvectors represent a set of features that 
together characterize the variation between the images. These eigenvectors if displayed show up as a blurry face 
which is referred to as eigenface. Individual faces can be fully represented in terms of a linear combination of the 
eigenfaces. The higher valued eigenvectors (eigenfaces) represent most of the variance and so ignoring the vectors 
with lower eigenvalues forms a good approximation. The set of best E eigenfaces forms an E-dimensional face 
space of all possible images. 
A 256 x 256 image can be considered as a vector of dimension N2 (N=256), that is of dimension 65,536 – in 
other words it is a point in a 65,536 dimensional space. A set of images (training set) maps to a set of points in this 
huge space. It is difficult to carry out mathematical operations on such huge dimensions – the covariance matrix 
formed out of this will be N2 x N2. As the images of faces will be somewhat similar in nature, they will not be 
uniformly distributed across this huge space. This allows us to represent the face-space in terms of much smaller 
dimensions. If we consider only the best E eigenfaces, which form E points in this N2 dimensional space, then there 
will only be E - 1 meaningful eigenvectors – rest of the eigenvectors having eigenvalue zero. So we can reduce our 
problem to solving an E x E matrix which is computationally feasible. 
 
3. Proposed Method 
In our proposed method, facial expression contained by the input image of a human face in determined by the 
Eigenspaces method [7]. This method is a modified approach to the well-known approach of face detection using 
Eigenspaces but here we have used it for expression recognition and not for identification of the person.  
To demonstrate the feasibility of using Eigenspaces for facial expression recognition, the PCA [3,6,9] 
reconstruction method was used along with the snapsort method to reduce dimensionality. From the standard 
database of images, we divided the images into six classes based on the six universal expressions they represent and 
then compute the Eigenspaces of each class. Fig. 1 shows the six universal expressions. We also project the test 
image into the Eigenspace of each class one at a time. Then we calculate the similarity/Euclidean distance of the 
Eigenspace of the projected test image with the Eigenspace of each of the standard expressions. The test image is 
classified as belonging to the same class to which it has the most similarity. Before starting out to input the training 
and test images for PCA reconstruction, we extract the facial part of the image leaving out the fringe parts of the 
face like hair, ears etc. This reduces irrelevant parts of the facial image which do not represent any expression and 
also compensates for head movements of the subject. 
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3.1. Structure 
 
 
Fig. 1. The six universal expressions represented by one of the models from JAFFE database 
4. Working with Eigenspaces 
In the Eigenspaces approach for facial expression recognition, one possibility is to calculate the Eigenface of 
each facial expression from a labeled database of different persons. This is how the face detection method works. 
Project a test image to each Eigenspace and select the closest matching Eigenspace and the class of the 
corresponding Eigenspace is the class of the input image. However the problem here is that the person whose facial 
expression needs to be classified is unrecognized. The same expressions vary from person to person. But we should 
still be able to classify a smile as a smile. 
In order to deal with this problem we have done some modifications to the original Eigenspaces method. A 
separate subspace is now formed for each class of expression which is a subspace within the total image space 
instead of having a single subspace for all expressions. With these subspaces being available, we could then proceed 
with the classification of expression of the test image. For each new image, instead of projecting it into the common 
subspace of all the training images, we project them to each of the six subspaces corresponding to the six universal 
expressions. The distance between the column vectors of the test image projection and the training image 
projections of each subspace will determine to which class the test image belongs. A major difference between this 
method and the original Eigenspace method is that while in the original method it is the distance within the same 
subspace, between the test image vector and the cluster center of each face identity, here it is the distance between 
the test image vector and the vector subspace of each class of expression. The general process flow is shown in Fig. 
2. 
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Fig. 2. General process flow for our modified approach 
 
5. Result Analysis 
We have tested our results with the JAFFE facial expression database [5]. This database contains 213 images of 
seven facial expressions (six basic expressions along with neutral expression) posed by ten Japanese female models. 
From the database we have used one image of each model for each expression thus using a total of 60 images for 
the training set. For performing the test we have used 120 images other than those used for the training. The results 
are presented in a tabular form in terms of percentage of images where the contained expression was correctly 
classified [4]. It is shown in Table 1. 
Table 1. Accuracy of the result for each expression class using our proposed method 
Expression Class Accuracy (%) 
Anger 95 
Disgust 80 
Fear 90 
Happy 80 
Sad 75 
Surprise 85 
Overall 84.16 
 
While performing our analysis we have also observed that there is a direct correlation between the accuracy and 
the total number of samples used - more the number of samples the greater the accuracy as depicted by the graph in 
fig. 3. The black line on the graph shows the upward trend while the blue line is the plot of the points obtained. 
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Fig. 3. Graph of number of training images used against accuracy in percentage 
Analysis of the results suggest that the best recognized category is Anger (95%) followed by Fear (90%). Out of 
all the expressions Sad was the least recognized expression (75%) which may be due to the fact that it is most 
difficult to pose for or express. Disgust Happy and Surprise are also having comparatively lower accuracy and 
highly confused with each other. Happy and Surprise are confused among each other most likely because of open 
mouth in both cases. This makes the difference between these expressions very hard to discriminate.  
We also made an explicit analysis on the representation of the reconstructed data of the Eigenspaces and its 
variation according to the number of Eigenvalues taken into account. In fig. 4 is a representation of such an account. 
We vary the number of eigenvalues used and observe that we obtain the best result against full representation (using 
all Eigenvalues), while we get a quite close to best accuracy by dropping about half of the eigenvalues. This is a 
very useful observation which can be leveraged to optimize the solution to work for very large images in a robust 
and quick way by further reducing the dimensionality without sacrificing much in terms of quality or accuracy. 
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Fig. 4. Graph of number of eigenvalues used against accuracy in percentage 
In the original Eigenface approach, the average face of each class is determined and each test image is compared 
with these average faces. This approach gives us an overall accuracy of 65.8% which is less than the accuracy of our 
modified method where the overall accuracy is 84.16%. Table 2 lists the accuracy breakdown of each class if the 
original Eigenface approach is used with the same training and test images from JAFFE database. 
Table 2. Accuracy of the result for each expression class using average faces 
Expression Class Accuracy (%) 
Anger 70 
Disgust 75 
Fear 45 
Happy 70 
Sad 45 
Surprise 90 
Overall 65.83 
 
6. Conclusion and Scope for Future Work 
When we human beings think of estimating the expression of another person, it is not only the facial image but 
also the context of the whole situation that comes into account. Previous knowledge about the person, gesture and 
body language, tone of speech all come into our assessment. Similarly the modern human computer interfaces will 
also need to capture all such information and collate everything together to come to a conclusion. This is quite a 
challenge and here lies a clear scope for future improvement in this field. Our current paper focuses on facial 
expression recognition from still images using a modified recognition method, which gives great accuracy as evident 
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from the experimental results. Also during our analysis of the result we have found a way to optimize the solution 
further by reducing some of the dimensionality. 
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