Since damage evolutions of materials play important roles in simulations, such as ballistic impacts and collisions, a new experimental and numerical method is established to determine the revised Johnson-Cook (JC) failure parameters of a 2618 aluminum alloy and a Ti-6Al-4V titanium alloy. Not only the strain distributions, but also the stress triaxialities of designed specimens with different notches, are analyzed and revised using the finite element (FE) model. Results show that the largest strain concentrated on the surface of the circumferential area where the initial damage happened, which coincided with the practical damage evolution in the FE model. The complete damage strain, which denoted the largest strain before fracture calculated by the picture, is put forward to replace the traditional failure strain. Consequently, the digital image correlation (DIC) method and the micro speckle are carried out to measure the complete strain from the circumferential area. In addition, the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature are established by conducting the quasi-static and dynamic experiments under different temperatures. Finally, the simulations for the ballistic impact tests are conducted to validate the accuracy of the parameters of the revised JC damage model.
Introduction
Designing a containment structure for a fan blade is important for aero-engines to improve safety and reliability, even when it is really an expensive and time-consuming process. As the full-scale conventional containment test costs millions of dollars, it always follows relatively inexpensive simulations. These simulations can be used to predict effects of many factors on ballistic performances and failure modes of advanced aero-engine alloys, and also contribute to design and optimization of containment systems. The dynamic mechanical properties of materials under high strain rates can be described through a relationship between a flow stress and strain, a strain rate, a temperature, and a deformation history, known as a constitutive relationship or a constitutive model. The constitutive models have become the core factors, which can significantly influence efficiency and accuracy of simulations [1, 2] . In addition, recent reports indicated that ductile fracture was a complicated process, which was influenced by strain rate, temperature, deformation history, stress triaxiality and microstructure of a material [3] [4] [5] . As the same as the constitutive model, the damage evolutions of materials also play important roles in some simulations, such as ballistic impacts and collisions.
where ∆ε is an increment of an effective plastic strain during an increment in loading, and D is a damage parameter. D = 0 is assumed to be the initial status, and failure is then allowed to occur when D = 1. A failure strain considers stress triaxiality, strain rate and temperature, which can be defined as:
where σ * denote the mean stress normalized by the effective stress which is often referred to as stress triaxiality, and ε * is the normalized effective plastic strain rate. The parameters (i.e., D 1 , D 2 , D 3 , D 4 , and D 5 ) are fracture constants of a material. Both the failure strain and the accumulation of damage are functions of stress triaxiality, strain rate, and temperature. Failed elements are then removed from the FE model with an element erosion algorithm. Research by Kim and Tvergaard also indicated that a microscopic mechanism of ductile failure was influenced by stress triaxiality [20, 21] . As is known, nucleation, growth and coalescence of micro-voids can be considered as the mechanism of the ductile fracture of metals from the micro mechanical point of view. Researches by Anderson et al. pointed out that the growth of voids might be directly affected by the stress triaxiality and put forward that the occurrence of ductile fracture could be determined by the stress triaxiality, which was common in compressive and tensile tests for metals with good plasticity [22] . Researches on ductile fracture and failure models have been conducted for a long time; however, few investigations take an accurate method into account to obtain failure parameters. Specifically, there were few reports on measurement of failure strains. In addition, there is no close connection with the measurement of the failure strain when the stress triaxialities are revised.
In the present work, a new experimental and numerical method was established to determine the revised JC failure parameters of a 2618 aluminum alloy and a Ti-6Al-4V titanium alloy. A series of specimens were designed, and strain distributions of the designed specimens were analyzed by using the FE model. Loading speeds and stress triaxialities of the samples with different notches were also revised by using the FE model to ensure the same strain rate. The digital image correlation (DIC) method and the micro speckle were conducted to measure a strain field since the simulation results clearly indicated that the largest strain concentrated on surface of the circumferential area. The largest strain from the strain field before fracture calculated by the picture was considered as the complete strain, which was used to replace the failure strain. In addition, the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature were established by carrying out the quasi-static and dynamic experiments under different temperatures. Finally, by using the parameters of the revised JC damage model, the simulations for the ballistic impact tests were conducted to validate the accuracy of parameters.
Materials and Testing Specimens

Materials
The 2618 aluminum alloy was provided by AECC Commercial Aircraft Engine Co., LTD., (Shanghai, China). Ti-6Al-4V titanium projectiles, which were used for the ballistic impact tests, were purchased from Western Superconducting Technologies Co., Ltd., (Xi'an, China). A series of mechanical tests for the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were conducted to estimate the uniformity and the stability of the materials, and results showed the flow stresses and the fracture strain of the specimens taken from three directions were almost identical, thus proving the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were isotropic.
Specimens for the JC Constitutive and Damage Model
Smooth cylinder specimens with dimensions of Φ5 × 5 mm were used to characterize both quasi-static and dynamic compressive elastic-plastic behaviors of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy. Furthermore, the quasi-static specimens with a diameter of 5 mm and the smaller dynamic specimens with a diameter of 4 mm (as shown in Figure 1a ) were used to obtain not only the tensile elastic-plastic behavior but also the damage characteristics. In addition, the cylinder specimens with different notch radii and pure torsion specimens were employed to determine the fracture behaviors under different stress triaxialities. Figure 1b shows the specimens with different notch radii for quasi-static tensile experiments, where r is the radius of the minimum cross section, and R is the radius of the circumferential notch. The pure torsion specimens were designed based on the Chinese standard GB/T228-2002. correlation (DIC) method and the micro speckle were conducted to measure a strain field since the simulation results clearly indicated that the largest strain concentrated on surface of the circumferential area. The largest strain from the strain field before fracture calculated by the picture was considered as the complete strain, which was used to replace the failure strain. In addition, the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature were established by carrying out the quasi-static and dynamic experiments under different temperatures. Finally, by using the parameters of the revised JC damage model, the simulations for the ballistic impact tests were conducted to validate the accuracy of parameters.
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The 2618 aluminum alloy was provided by AECC Commercial Aircraft Engine Co., LTD (Shanghai, China). Ti-6Al-4V titanium projectiles, which were used for the ballistic impact tests, were purchased from Western Superconducting Technologies Co., Ltd. (Xi'an, China). A series of mechanical tests for the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were conducted to estimate the uniformity and the stability of the materials, and results showed the flow stresses and the fracture strain of the specimens taken from three directions were almost identical, thus proving the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were isotropic.
Specimens for the JC Constitutive and Damage Model
Smooth cylinder specimens with dimensions of Φ5 × 5 mm were used to characterize both quasi-static and dynamic compressive elastic-plastic behaviors of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy. Furthermore, the quasi-static specimens with a diameter of 5 mm and the smaller dynamic specimens with a diameter of 4 mm (as shown in Figure 1a ) were used to obtain not only the tensile elastic-plastic behavior but also the damage characteristics. In addition, the cylinder specimens with different notch radii and pure torsion specimens were employed to determine the fracture behaviors under different stress triaxialities. Figure 1b shows the specimens with different notch radii for quasi-static tensile experiments, where r is the radius of the minimum cross section, and R is the radius of the circumferential notch. The pure torsion specimens were designed based on the Chinese standard GB/T228-2002. 
Determination of JC Failure Parameters
Quasi-static compressive experiments and tensile experiments were performed using the DNS-100 electronic universal testing machine, which had a maximum load capacity of 10 kN, and the quasi-static torsion experiments were carried out by using an electronic torsion testing machine. In addition, the high strain rate experiments were conducted under different strain rates by employing the split Hopkinson bar. The strain, the stress and the strain rate of the specimen can be calculated based on the one-dimensional elastic-stress wave theory [23] , which can be shown as: 
Quasi-static compressive experiments and tensile experiments were performed using the DNS-100 electronic universal testing machine, which had a maximum load capacity of 10 kN, and the quasi-static torsion experiments were carried out by using an electronic torsion testing machine. In addition, the high strain rate experiments were conducted under different strain rates by employing the split Hopkinson bar. The strain, the stress and the strain rate of the specimen can be calculated based on the one-dimensional elastic-stress wave theory [23] , which can be shown as:
.
where ε R and ε T are the reflected and transmitted strains which can be measured by the strain gages stuck on the input and output bars, respectively; C 0 is the velocity of a longitudinal elastic wave; E is the Young's modulus and A is the cross-sectional area of the loading bars; l s and A s are the length and the cross-sectional area of the specimen, respectively; and σ s is the engineering stress and ε s is the engineering strain. Theoretically, the variations of strain at the circumferential area were not the same when we applied the same loading speed, as shown in Figure 2a . Thus, a corresponding FE model combining the DIC method was performed to determine the loading speed for each kind of specimen, which was supported to avoid the strain rate effect. In detail, the FE model was established by using the JC constitutive parameters, which were obtained from the experiments, and the strain rates were calculated by using the maximum strain-to-time ratio. For the DIC method, the maximum strain in the strain-field-to-time ratio was regarded as the strain rate of specimens with notches. The strain levels were kept the same to make the calculation easier, as shown in the Figure 2c . Moreover, 72 images were captured per second by a high-speed camera, and the calculation process chose one image every 24 images. The strain rate of the quasi-static experiment was set as 10 −3 /s, so the loading speeds of specimens with cross sections of 1.5 mm, 2.0 mm and 2.5 mm notch were set as 0.00135 mm/s, 0.0015 mm/s and 0.0017 mm/s, respectively.
where R ε and T ε are the reflected and transmitted strains which can be measured by the strain gages stuck on the input and output bars, respectively; C0 is the velocity of a longitudinal elastic wave; E is the Young's modulus and A is the cross-sectional area of the loading bars; ls and As are the length and the cross-sectional area of the specimen, respectively; and s σ is the engineering stress and s ε is the engineering strain.
Theoretically, the variations of strain at the circumferential area were not the same when we applied the same loading speed, as shown in Figure 2a . Thus, a corresponding FE model combining the DIC method was performed to determine the loading speed for each kind of specimen, which was supported to avoid the strain rate effect. In detail, the FE model was established by using the JC constitutive parameters, which were obtained from the experiments, and the strain rates were calculated by using the maximum strain-to-time ratio. For the DIC method, the maximum strain in the strain-field-to-time ratio was regarded as the strain rate of specimens with notches. The strain levels were kept the same to make the calculation easier, as shown in the Figure 2c . Moreover, 72 images were captured per second by a high-speed camera, and the calculation process chose one image every 24 images. The strain rate of the quasi-static experiment was set as 10 −3 /s, so the loading speeds of specimens with cross sections of 1.5 mm, 2.0 mm and 2.5 mm notch were set as 0.00135 mm/s, 0.0015 mm/s and 0.0017 mm/s, respectively. In general, the equivalent failure strain is calculated by [12] :
where d0 and d denote the initial and final diameters of specimens. However, the deformation of the notch area was complicated. Thus, the accuracy of the equivalent failure strain was always influenced by many factors, such as necking and uncertainty in the measure. The strain distribution of specimens with 1.5 mm notch in the tensile tests was illustrated by using the FE model, as shown in Figure 2b . The simulation results clearly indicated that the largest strain concentrated on the In general, the equivalent failure strain is calculated by [12] :
where d 0 and d denote the initial and final diameters of specimens. However, the deformation of the notch area was complicated. Thus, the accuracy of the equivalent failure strain was always influenced by many factors, such as necking and uncertainty in the measure. The strain distribution of specimens
5 of 12 with 1.5 mm notch in the tensile tests was illustrated by using the FE model, as shown in Figure 2b . The simulation results clearly indicated that the largest strain concentrated on the surface of the circumferential area. Therefore, the equivalent failure strain was revised by introducing the complete damage strain, which was defined as the maximum strain on the surface before the fracture. Furthermore, the Bridgman method to determine the stress triaxialities was also revised, caused by the fact that the stress triaxiality was not constant during the tensile deformation. Consequently, the FE models were also established to revise the stress triaxialities. Figure 3a sketches the relationships between the stress triaxiality and the strain for three kinds of specimen. As is shown, the initial stress triaxialities in the FE model were the same as the stress triaxialities calculated by the Bridgman equation, and each of the stress triaxialities increased to a stable value accompanied with the plastic deformation. The stress triaxialities of the tensile specimens with notches can be revised by replacing the Bridgman's results with the stable stress triaxialities calculated by FE model. In addition, the stress triaxiality of the smooth specimen was revised by considering the stress triaxiality before fracture, as shown in Figure 3b . Results from the tensile experiments showed the increase of stress triaxiality was almost uniform after the necking happened. Thus, the revised stress triaxiality can be calculated by:
where t 1 is the time spent when the necking starts, and t 2 is the time spent when the fracture happens. By calculating the pixels, Equation (7) can be replaced with:
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where t1 is the time spent when the necking starts, and t2 is the time spent when the fracture happens. By calculating the pixels, Equation (7) can be replaced with:
Finally, the JC damage model was revised by establishing the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature. As mentioned above, the maximum strain concentrated on the surface of the circumferential area. Therefore, the DIC method was applied to measure the strain field during experiments, and the maximum strain in the strain field before fracture calculated by the picture was considered as the complete damage strain, as shown in Figure 4a . It is worth mentioning that the measurement of the complete damage strain faced the challenge caused by the minor area of the notch. The micro speckle was performed using an airbrushing tool and an enamel paint manufactured by GUNZE Japan, as shown in Figure 4b . As mentioned above, the maximum strain concentrated on the surface of the circumferential area. Therefore, the DIC method was applied to measure the strain field during experiments, and the maximum strain in the strain field before fracture calculated by the picture was considered as the complete damage strain, as shown in Figure 4a . It is worth mentioning that the measurement of the complete damage strain faced the challenge caused by the minor area of the notch. The micro speckle was performed using an airbrushing tool and an enamel paint manufactured by GUNZE Japan, as shown in Figure 4b . Dynamic tensile tests were performed to get the parameter D4 of the revised JC damage model. The multiple-stress-wave induced fracture needed to be avoided to ensure the accuracy of the strain at the fracture. Thus, the pulse width of the stress wave was improved to guarantee the single-stress-wave induced fracture, which was validated by checking the high-speed video. The DIC method was also used to calculate the initial damage strain instead of tool measuring, such as a vernier caliper. Afterwards, the parameter D5 of the revised JC damage model was determined based on the quasi-static tensile tests at 373 K, 473 K and 573 K. For both the quasi-static and dynamic tests at high temperatures, two heating furnaces with the high-temperature resistant glass were used not only to heat the specimen, but also to provide an observation port to capture the pictures. Furthermore, a blue light was added to increase the image definition of the micro speckle in the high-temperature tests. It is worthy mentioning that the failure strains in the torsion tests were calculated by using the shear fracture strain as follows:
where f γ is the shear fracture strain which can be calculated by a torsion angle, and this method is based on the assumption that the deformation of specimens is homogeneous along the axial direction until fracture. Figure 5 shows the true stress versus the true strain curves of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy tested at different strain rates. In addition, the fitted curves were also added for comparison. The parameters of the JC constitutive model [3] are listed in Table 1 based on an equation as follows:
Results and Discussion
where σ and ε are the effective stress and effective plastic strain, respectively. * is the normalized effective plastic strain rate; n denotes the work hardening exponent; A, B, C and m are the constants of the material; and the quantity T* is defined as:
where Tm is the melting temperature, and Tr is the reference temperature which is typically taken as 293 K, and the reference strain rates for both the two materials were set as 0.001. The FE models for the revision of strain rates and stress triaxialities were conducted by using these parameters. Dynamic tensile tests were performed to get the parameter D 4 of the revised JC damage model. The multiple-stress-wave induced fracture needed to be avoided to ensure the accuracy of the strain at the fracture. Thus, the pulse width of the stress wave was improved to guarantee the single-stress-wave induced fracture, which was validated by checking the high-speed video. The DIC method was also used to calculate the initial damage strain instead of tool measuring, such as a vernier caliper. Afterwards, the parameter D 5 of the revised JC damage model was determined based on the quasi-static tensile tests at 373 K, 473 K and 573 K. For both the quasi-static and dynamic tests at high temperatures, two heating furnaces with the high-temperature resistant glass were used not only to heat the specimen, but also to provide an observation port to capture the pictures. Furthermore, a blue light was added to increase the image definition of the micro speckle in the high-temperature tests. It is worthy mentioning that the failure strains in the torsion tests were calculated by using the shear fracture strain as follows:
where γ f is the shear fracture strain which can be calculated by a torsion angle, and this method is based on the assumption that the deformation of specimens is homogeneous along the axial direction until fracture. Figure 5 shows the true stress versus the true strain curves of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy tested at different strain rates. In addition, the fitted curves were also added for comparison. The parameters of the JC constitutive model [3] are listed in Table 1 based on an equation as follows:
where σ and ε are the effective stress and effective plastic strain, respectively.
. ε * is the normalized effective plastic strain rate; n denotes the work hardening exponent; A, B, C and m are the constants of the material; and the quantity T* is defined as: where T m is the melting temperature, and T r is the reference temperature which is typically taken as 293 K, and the reference strain rates for both the two materials were set as 0.001. The FE models for the revision of strain rates and stress triaxialities were conducted by using these parameters. Figure 6 shows the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy. As can be seen, the complete damage strains of both two materials decreased as the stress triaxialities increased. However, the equivalent failure strains were relatively larger than the complete damage strains, which were calculated by the DIC method, and this tendency was weakened with the increase of stress triaxiality. It was considered that the necking effect influenced the accuracy of the failure strain calculated by the Bridgman equations. Take the case of the Ti-6Al-4V titanium alloy for example. The fracture morphologies indicated that the failure mode was changed from the ductile fracture to the brittle fracture with the increase of stress triaxiality. The obvious dimples were found in the ductile extension region of the specimen without notch, which were hardly seen in the specimen with the 1.5 mm notch, as shown in Figure 7a ,b. In addition, a transient crack zone existed where the dimples became shallow and less obvious in the center location of the fracture, which proved that the complete damage strains calculated from the surfaces of the specimens avoided the error caused by the change of fracture mode. In addition, the complete damage strains increased with the strain rate, and the toughness of material decreased under high strain rates. Figure 7c shows the fracture morphology of smooth tensile specimen under 2000 s −1 . The secondary cracks were found in the fracture, which indicated that the specimens Figure 6 shows the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy. As can be seen, the complete damage strains of both two materials decreased as the stress triaxialities increased. However, the equivalent failure strains were relatively larger than the complete damage strains, which were calculated by the DIC method, and this tendency was weakened with the increase of stress triaxiality. It was considered that the necking effect influenced the accuracy of the failure strain calculated by the Bridgman equations. Take the case of the Ti-6Al-4V titanium alloy for example. The fracture morphologies indicated that the failure mode was changed from the ductile fracture to the brittle fracture with the increase of stress triaxiality. The obvious dimples were found in the ductile extension region of the specimen without notch, which were hardly seen in the specimen with the 1.5 mm notch, as shown in Figure 7a ,b. In addition, a transient crack zone existed where the dimples became shallow and less obvious in the center location of the fracture, which proved that the complete damage strains calculated from the surfaces of the specimens avoided the error caused by the change of fracture mode. In addition, the complete damage strains increased with the strain rate, and the toughness of material decreased under high strain rates. Figure 7c shows the fracture morphology of smooth tensile specimen under 2000 s −1 . The secondary cracks were found in the fracture, which indicated that the specimens suffered from the tension-shear coupling in the high strain rate tests. Consequently, the complete damage strain increased since the tension-shear coupling induced the decreasing stress triaxiality. Finally, the revised JC failure parameters of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were obtained by fitting the results, as listed in Table 2 . suffered from the tension-shear coupling in the high strain rate tests. Consequently, the complete damage strain increased since the tension-shear coupling induced the decreasing stress triaxiality. Finally, the revised JC failure parameters of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy were obtained by fitting the results, as listed in Table 2 .
(e) (f) Figure 6 . (a) Relationship between the complete damage strain and the revised stress triaxiality of the 2618 aluminum alloy; (b) relationship between the complete damage strain and the revised stress triaxiality of the Ti-6Al-4V titanium alloy; (c) relationship between the complete damage strain and the strain rate of the 2618 aluminum alloy; (d) relationship between the complete damage strain and the strain rate of the Ti-6Al-4V titanium alloy; (e) relationship between the complete damage strain Figure 6 . (a) Relationship between the complete damage strain and the revised stress triaxiality of the 2618 aluminum alloy; (b) relationship between the complete damage strain and the revised stress triaxiality of the Ti-6Al-4V titanium alloy; (c) relationship between the complete damage strain and the strain rate of the 2618 aluminum alloy; (d) relationship between the complete damage strain and the strain rate of the Ti-6Al-4V titanium alloy; (e) relationship between the complete damage strain and the temperature of the 2618 aluminum alloy; and (f) relationship between the complete damage strain and the temperature of the Ti-6Al-4V titanium alloy.
and the temperature of the 2618 aluminum alloy; and (f) relationship between the complete damage strain and the temperature of the Ti-6Al-4V titanium alloy. 
Validation
In previous study, ballistic impact tests on 22 mm 2618 aluminum plates were carried out with two kinds of Ti-6Al-4V titanium alloy projectiles to investigate the impact response at a nominal velocity of 210m/s. Considering the excellent ability of nonlinear analysis, we developed two finite element models by using the commercial software ABAQUS to validate the accuracy of the revised parameters. The mesh pattern and size dependency were examined at first for the purpose of finding an optimized mesh for stability, accuracy, and efficiency of the impact analysis. Both the Ti-6Al-4V titanium alloy projectile and the 2618 aluminum alloy plate were modeled with the eight-node underintegrated hexagonal solid elements (C3D8R). The in-plane mesh pattern was kept the same for all models, and the central part of the target was divided into three different regions, as shown in Figure 8 . In addition, the mesh density was gradually coarsening from the inner region (the potential impact region) to the outer. Mesh transition between regions was good enough to prevent stress wave reflections from the boundary of regions. Simply refining the mesh does not necessarily improve the accuracy since the material-model parameters were calibrated for a specific mesh size and a mode of failure changes during the simulation. Furthermore, there was no clear theoretical guideline on the required mesh density for the range of impacts covered in this study. On account of softening effects and mesh dependent failure algorithms, the only reasonable methodology to find the most appropriate mesh size was trial and error, while the results against a controlled test data were compared. Subsequently, it was possible to arrive at an optimum after meshing were used, and some guidelines for that particular case were drawn. Thus, the thickness of each target was modeled with one mesh density in this study, while more similar experiments were performed during the calibration. For mesh patterns in the thickness direction, the number of through thickness elements was chosen to be 11 for the 22 mm target as a baseline, since implementation of reduced integration solid elements required at least three elements through the thickness to be able to capture the bending deformation modes accurately. A viscosity based stabilization method was used during the simulations to prevent hourglass modes of the reduced integration elements. A contact behavior between the projectile and the target was attained by using a penalty based single-surface-type contact algorithm that used a nodal constraint formulation with an element erosion scheme. 
In previous study, ballistic impact tests on 22 mm 2618 aluminum plates were carried out with two kinds of Ti-6Al-4V titanium alloy projectiles to investigate the impact response at a nominal velocity of 210 m/s. Considering the excellent ability of nonlinear analysis, we developed two finite element models by using the commercial software ABAQUS to validate the accuracy of the revised parameters. The mesh pattern and size dependency were examined at first for the purpose of finding an optimized mesh for stability, accuracy, and efficiency of the impact analysis. Both the Ti-6Al-4V titanium alloy projectile and the 2618 aluminum alloy plate were modeled with the eight-node underintegrated hexagonal solid elements (C3D8R). The in-plane mesh pattern was kept the same for all models, and the central part of the target was divided into three different regions, as shown in Figure 8 . In addition, the mesh density was gradually coarsening from the inner region (the potential impact region) to the outer. Mesh transition between regions was good enough to prevent stress wave reflections from the boundary of regions. Simply refining the mesh does not necessarily improve the accuracy since the material-model parameters were calibrated for a specific mesh size and a mode of failure changes during the simulation. Furthermore, there was no clear theoretical guideline on the required mesh density for the range of impacts covered in this study. On account of softening effects and mesh dependent failure algorithms, the only reasonable methodology to find the most appropriate mesh size was trial and error, while the results against a controlled test data were compared. Subsequently, it was possible to arrive at an optimum after meshing were used, and some guidelines for that particular case were drawn. Thus, the thickness of each target was modeled with one mesh density in this study, while more similar experiments were performed during the calibration. For mesh patterns in the thickness direction, the number of through thickness elements was chosen to be 11 for the 22 mm target as a baseline, since implementation of reduced integration solid elements required at least three elements through the thickness to be able to capture the bending deformation modes accurately. A viscosity based stabilization method was used during the simulations to prevent hourglass modes of the reduced integration elements. A contact behavior between the projectile and the target was attained by using a penalty based single-surface-type contact algorithm that used a nodal constraint formulation with an element erosion scheme. By using the parameters of the revised JC failure criteria in ABAQUS, the impact responses of the Ti-6Al-4V titanium alloy projectile and the 2618 aluminum alloy plate were examined based on an explicit analysis scheme. For the plates impacted by solid plate projectiles and hollow blade projectiles, simulations illustrated that there was no perforation on the targets, which was the same as the experiments. As shown in Figure 9a ,b, the damage morphology and the size were comparatively coincident with the experiments. Moreover, the cracks on the back of the 2618 aluminum alloy plates were predicted as well, and both the experiments and the simulations indicated the same result that the possible initiating origin and the propagation direction of the cracks for the 2618 aluminum alloy plates impacted by solid plate projectiles and hollow blade projectiles were different. In conclusion, the failure mode, the dent formation, the perforation shape of the 2618 aluminum alloy plates in the simulations and the damage of the Ti-6Al-4V titanium alloy projectiles all corresponded well to the test results, which was attributed to the revised JC failure parameters. By using the parameters of the revised JC failure criteria in ABAQUS, the impact responses of the Ti-6Al-4V titanium alloy projectile and the 2618 aluminum alloy plate were examined based on an explicit analysis scheme. For the plates impacted by solid plate projectiles and hollow blade projectiles, simulations illustrated that there was no perforation on the targets, which was the same as the experiments. As shown in Figure 9a ,b, the damage morphology and the size were comparatively coincident with the experiments. Moreover, the cracks on the back of the 2618 aluminum alloy plates were predicted as well, and both the experiments and the simulations indicated the same result that the possible initiating origin and the propagation direction of the cracks for the 2618 aluminum alloy plates impacted by solid plate projectiles and hollow blade projectiles were different. In conclusion, the failure mode, the dent formation, the perforation shape of the 2618 aluminum alloy plates in the simulations and the damage of the Ti-6Al-4V titanium alloy projectiles all corresponded well to the test results, which was attributed to the revised JC failure parameters. By using the parameters of the revised JC failure criteria in ABAQUS, the impact responses of the Ti-6Al-4V titanium alloy projectile and the 2618 aluminum alloy plate were examined based on an explicit analysis scheme. For the plates impacted by solid plate projectiles and hollow blade projectiles, simulations illustrated that there was no perforation on the targets, which was the same as the experiments. As shown in Figure 9a ,b, the damage morphology and the size were comparatively coincident with the experiments. Moreover, the cracks on the back of the 2618 aluminum alloy plates were predicted as well, and both the experiments and the simulations indicated the same result that the possible initiating origin and the propagation direction of the cracks for the 2618 aluminum alloy plates impacted by solid plate projectiles and hollow blade projectiles were different. In conclusion, the failure mode, the dent formation, the perforation shape of the 2618 aluminum alloy plates in the simulations and the damage of the Ti-6Al-4V titanium alloy projectiles all corresponded well to the test results, which was attributed to the revised JC failure parameters. 
Summary and Conclusions
A new experimental and numerical method was carried out to determine the revised JC failure parameters of the 2618 aluminum alloy and the Ti-6Al-4V titanium alloy. The specimens with different notches were designed, and then the loading speeds, the strain distributions and the stress triaxialities were all analyzed and revised by using the FE model. Results clearly indicated that the largest strain concentrated on the surface of the circumferential area. Thus, the traditional failure strain in the JC failure model was replaced by the complete damage strain, which was defined as the largest strain before fracture. Therefore, the DIC method and the micro speckle were conducted to measure the strain field. A series of quasi-static and dynamic experiments under different temperatures were conducted to support the establishment of the relationships between the complete damage strain, the revised stress triaxiality, the strain rate and the temperature. The results showed the Bridgman failure strains were relatively larger than the complete damage strains, which were calculated by the DIC method, and this tendency was weakened with the increase of stress triaxiality. In addition, the complete damage strains increased with the strain rate, and the toughness of material decreased under high strain rates, since the tension-shear coupling induced the decreasing stress triaxiality. Finally, the comparisons between the ballistic impact tests and simulations were conducted. The failure mode, the dent formation, the perforation shape of the 2618 aluminum alloy plates and the damage of the Ti-6Al-4V titanium alloy projectiles in the simulations all corresponded well to the experiments, thus proving the accuracy of the revised JC failure parameters. 
