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ABSTRACT 
In a first theorem it is shown that a multiindexed matrix M = CM,,,) is nonsingu- 
lar, where M, 7 is a multivariate polynomial in q-tuples of nonnegative integers o 
and T. In a sedond theorem a uniqueness relation of multinomial type is established. 
Finally, it is shown that, up to isomorphism, a nonzero function f: M,(K) --f K must 
be the determinant function if f(E) = 0, where E is the n X n matrix with all entries 
l/n, and f satisfies the Binet-Cauchy function equation 
fcAB) = $, E (:)f(A')f@,) 
s ” 
for square matrices A, B E M,(K) and for rectangular matrices A E M, xcn + ,,(K) and 
B E MC,+ i,,,(K). 
1. INTRODUCTION 
If A = (aij> is an n X n matrix over a commutative ring, then the 
permanent of A, per A, is the matrix function defined by 
PerA = c almcl). * * a,,+), 
(T E S” 
LINEAR ALGEBRA AND ITS APPLZCATZONS 140:197-215 (1990) 
0 Elsevier Science Publishing Co., Inc., 1990 
197 
655 Avenue of the Americas, New York, NY 10010 0024-3795/W/$3.50 
198 KONRAD J. HEUVERS AND DANIEL S. MOAK 
and the determinant of A, det A, is the matrix function defined by 
where b(a) = + 1 is the alternating character. 
Both the determinant and permanent functions satisfy Binet-Cauchy 
formulas. In order to simplify our notation we will adopt a formal “product” 
notation for repeated adjacent terms inside n-tuples. Thus 
( d...‘;r,,...,x,) Xl>...> 
81 S” 
will be denoted by &;I,. :. , x>) or (x”), where si is the number of times that 
xi appears together inside the n-tuple. If si = 0 then xi does not appear. 
Thus each si is a nonnegative integer, and for the n-tuple s = (si, . . . , s,,) of 
nonnegative integers we id Is( = s1 + . * . + s,. Let A = [a,, . . ., a,] be an 
n X m matrix with columns aj. j = 1,. . . , m, and let B = (b(i), . . . , b,,,) be an 
m X n matrix with rows bci,, i = 1,. . . , m, where n < m. Then let A” = 
[q, . . . , a”,-] and I?, = (bs,j,..., b$)). For the determinant function the 
Binet-Cauchy formula is given by [5, 41 
det( AB) = c det A” det B,V, (I) 
ISI = n 
where each si = 0 or 1. For the permanent function the Binet-Cauchy 
formula is given by [5, 61 
pertAB)=:, E (y)perA”perB,, 
s n 
(2) 
where 
( 1 
I 
n n. = 
S Sl!...S,. I . 
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In Equation (l), if m = n and A, B E M,(K), the Binet-Cauchy formula 
reduces to 
det(AB) = det Adet B. (3) 
If K is a field of characteristic 0 and if f: M,,(K) + K satisfies 
f(AB) =f(A)f(B), (4) 
it is well known that f(A) = h(det A), where A :K + K is an arbitrary 
multiplicative function on K, i.e., A(xy) = A( for all x, y E K [l, 21. 
S. Kurepa [4] showed that if a nonzero f : M,(K) + K satisfies the 
Binet-Cauchy functional equation for determinants 
f(AB) = c f(A”)f(4) (5) 
(SJ = ?I 
where each si = 0 or 1, n < m Q n + 1, A E M, x,(K), and B E M, x,,(K), 
then f(A) = 4(det A), w h ere 4 : K + K is an isomorphism of K. 
Heuvers, Cummings, and K. P. S. Bhaskara Rao [3] showed that if 
f: M,(K) -+ K is nonconstant and satisfies the Binet-Cauchy functional equa- 
tion for permanents 
.f(AB) =;, s (~)fW)f@,)~ 
s 11 
(6) 
where A,,(K) and f< E) # 0 w h en E = (l/n>, then f(A) = +(perA), where 
4 : K + K is an isomorphism of K. 
It is the intent of this paper to solve the Binet-Cauchy functional 
equation (6) if f : M,(K) + K is a nonzero function with f(E) = 0 which 
satisfies the functional equation for square matrices A, B E M,(K) and for 
rectangular matrices A E Mnx(,,+ij(K) and B E Mc,+l,x,(K). 
In Section 3 results from [7] are generalized to establish the nonsingular- 
ity of a class of multiindexed matrices. In Section 4 we establish a fundamen- 
tal uniqueness relation which plays a crucial role in the solution of Equation 
(6) in Section 5. 
2. NOTATION 
Throughout the paper K will denote a field of characteristic 0, M,(K) will 
denote the set of all n X n matrices over K, and M,,,,(K) will denote the set 
of all m X n matrices over K. 
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The set of nonnegative integers will be denoted by Z, = (0, 1,2,. . . }. For 
q-tuples of nonnegative integers a = ((u,, . . , (Y,) E Z’$ we have )CX( = (pi 
+ . . . + a<,, and 0,_ will denote the set of all such q-tuples satisfying 
JaJ<n. For CY,@EZ~+ welet /3”=/3:‘*-./3,*$. For s=(si,...,s,)~:Z’; let 
s! = SI!...S ,!. If Is1 = n, then 
( 1 
3 denotes the multinomial coefficient 
I n. 
-= 
1 s. 
n! = (,,.n,,,,). sl!. . . s,,,! 
Given 2<q~Z+, we will use o’ to denote a (q - lktuple (Y’ = 
(tu i,...,crg-JEZq+--l 
zQ,+‘. 
and B to denote a (q + l)-tuple ai = (a,, . . . , CY~+ r) E 
Then (Y E ZT can be expressed by (Y = ((~‘,a~), and 6 can be 
expressed by 6 = (a, oq+ i ). Corresponding to this we have l&l = (pi 
+ . * * + (Y~_~, [aI = [cdl+ aq, and lcG(= [a(+ ag+i. 
Two orders will be introduced on Z4+. For (Y, p E ZY, we will say that 
cr < p in the lexicographic order if (pi < pi or if cri = pi, i = 1,. . . , k - 1, and 
(Ye < fik for an integer k satisfying 2 < k < q. We will say that (Y << /? in the 
second order if czi < pi for all i = 1,. . . , q. The symbols <, <<, > ,a, >> , 
and >a have the obvious interpretations. For y E Z4, the set On,q,y = y + 
%-lylJJ ={y+a:I~Irn-Irl}={aEZ4+:1~lfn & y=ga}={aEZ4+: 
-yi < q & Id < rd. 
If n<m and k=(k,,...,k,) is a weakly increasing n-tuple of integers 
with l<k,< < .* . k, < m, let st = s,(k) be the number of occurrences of t 
in k for t = 1,2,. . . , m. Then s = (si,. . . , s,) E Zt;I and Is1 = n, since k has n 
terms. In our notation k = (k,, . . , k,) = cl”], 2,‘~). . . , m”m). For n < m, if A is 
an n x m matrix whose j th column is denoted by aj and B is an m X n 
matrix whose ith row is denoted by b(,,, then A” = Eak,, . . , ak,l = [asI,. . . , af;] 
~~c~;~~~~~s.h~~~~~~.... b:;)) are the n X n matrices with the 
If J denotes the n x n matrix with all entries one, then E = (l/n)] is 
the n x n matrix with all entries l/n. If u E S,, and A E M,(K) is the 
square matrix A=[a,,..., a,] with columns aj and rows a(,), then A” = 
ta u(l), . . . ) a,(“) ] and A, = (a(,(,)), . . . , a(,(,))). Let ei, i = 1,. . . ,n, denote the 
columns and ecjj, j = 1,. . . , n, the rows of the n x n identity matrix. Then 
D=[d lel,...,dnenl= (d,ec,,,...,d,q,, ) is the n x n diagonal matrix with 
diagonal entries d 1, . . . , d ,,. 
For FEZ+ and one indeterminate x, define the pth degree polynomial 
(x), by (x),=1 for p=O and (x),=lJ~Jr-i+l) for l<p. For 9 
indeterminates xi ,..., xq, let x = (xi ,..., x,) and let or =(a,,. ..,a,) E Zg’ 
with (cz(=n. -Define the nth degree polynomial (x)~ by (x),= (xi),, 
. . * (x~)~,. Let 1x1 be the first degree polynomial 1x1= xi + . *. + xg. 
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3. POLYNOMIALS AND MULTIINDEXED MATRICES 
For the q-tuple of indeterminates 3c = (xi,. . . , x,), let 0 E K[x] have 
degree --03 and let 
K.[x]={fEK[x]=K[xi,...,xq]:degf<n}. (7) 
For y E ZU, the set @,q,y = y + On-,y,,q will be given the lexicographic 
order throughout the paper. The cardinalities of fln,4,y and R,_,, 4, are the 
same, and we have 
In “,q>Yl= Ifi n + 9 - IYI nwd/l= ( 9 ). 
The evaluation mapping 
(8) 
(9) 
is clearly linear. The following result shows that the mapping is invertible 
and also gives an explicit representation of polynomials which vanish on 
n %%Y 
The next result establishes the linear independence of a set of polynomi- 
als and generalizes Lemma 2 in [7]. 
PROPOSITION 1. Iff(x1 E K,_,,,hl and $ffb> = 0 jib- all (T E f-&y, 
thenf(r) must be zero. Furthermore, if 0 #f(x) E K[x] and f(a) = 0 for all 
u E fl,,,,, then deg f(x) > n + l- lyl, and f(x) can be expressed by 
f(x) = c (x - Y>PJJx)> (10) 
)uI = ” + 1 
where y<,<cr and each P,(x)EKC~I, i.e., the ideal {f(r>EK[xI:f(7)=0 
fw 7 E K,,,, ) i-s generated by ((x - y)a--y :(+ E a,,,,,). 
Proof. First observe that each cr E n,,q,y can be regarded as a linear 
functional on K,_,,,[r] via f + f(a). Then we need to show that a,,,,, is 
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linearly independent and hence will be a basis for the dual space of 
K,_,,,[xl, since 
It will then 
In order 
is a basis, it 
dim K-~JxI = R,,,, n-t 9 - IYI I=( 9 1. 
follow that f(a) = 0 for all (T E 02n,q,y if and only if f(r) = 0. 
to prove that a k element subset {vi,. . . , ok} of a vector space V 
suffices to show that there exists a k element subset (fl,. . , fk} 
in its dual space such that fi(oj) = 0 if and only if i f j. Consider K,_,,,l[x] 
as the vector space and On,y,y as a subset of its dual space. Since 
(7 - r),_, = 0 for 7 E 0, rl y except for r = (T, when (a - r),_, = 
(a - -y>! # 0, we see that ((i ‘- Y)~_,, :(T E R,,,,,) is a basis for K,_,,,[r] 
and{r:rEO,qy} is a basis for its dual space. 
Thus, if 0 i ](r> E K[r] and f(o) = 0 for (T E nn,q,y, then 
f(r)= c c,(r - r>,-,. 
loll > n + 1 
But if (a(>n+l then cu=a+p, where (a(=n+l.Then 
(r - r>,-, = (r - 7%-,(x - c’>p> 
so f(x)= C,+n+l(~ - y),_,P,(x), where each P,(x) E K[xl. n 
PROPOSITION 2. For x =(x,,...,x~) let {D,<x>>,~~,,~ be u family of 
multivariate polynomials in K[ x] with each D,(O) f 0, and let y E ZT . Then 
{~~D&))a~nn.~ (11) 
and its subset 
~~‘=D,(~)~~E~,,~,~ (12) 
are linearly independent sets of polynomials. 
Proof. The proposition is equivalent to showing that if 
P,,(r) = c c/D,(r) (13) 
a E %j 
is the zero polynomial, then c, = 0 for all cr E R, 4. 
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For P E fk,,, let $@I denote the partial derivative operator P~/(&x)~. If 
aA@’ is applied to xaDa(x>, it follows that E$~~[x”D,(x)]= $!sl<~~>D~(r>+ 
x~E,,~(x), where 1~) > Jo - /3] and E,,u(r)~ K[x]. Then since 8balx” = 
( oy)pr”-a> it follows that 
Now, if P,, is the zero polynomial, evaluate the right hand side at 0 to obtain 
0 = c,(p),DP(0) = j3!cpDP(0). Consequently, cp = 0 for all /3 E R,,,. n 
We now have the following result, which is a generalization of Theorem 1 
in [7]. 
THEOREM 1. Let x =(x,,...,x~), and let {D,(x)},,~ be a family of 
m&variate polynomials with D,(O) # 0 and D,(x) E gz_);c,[x] for euch 
-%I,, , , . Then the multiindexed matrix 
P+yD P+v(” (14) 
is nonsingular. 
Proof. Let C = 1~~1, E o be a multiindexed vector such that MC = 0. 
Then we have 
“.<,.Y 
for all u E R,X 4 y. , , But this is equivalent to the multivariate polynomial 
f(x) = c c~‘Dh-) (16) 
TE %,q.r 
being zero on the set a,,_,. But 
f(x) = c c,z,+~~~+~D~+~(~> =x’(x)> (17) 
LJ E %-lrLY 
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g(x)= c 2pX”i$( X), (18) 
0 E R-lVl.4 
c^p = cp+,,, and b,(x)= Dp+y (XT). Each term xfib,$x) has degree < IpI+ 
n - Iy( - I/31 = n - (71, so deg g(x) < n - ly( and g(x) E K,_,,l[rl. Now, 
f(~) = 0 for 7 E 0, 4 y implies g(T) = 0 for T E a,,,,,. Thus, it follows by 
Proposition 1 that g(x) = 0 and hence f(x) = 0. But then by Proposition 2, it 
follows that C = [c717 E n = 0, and hence M is nonsingular. n KG-Y 
The polynomials D,(r) in Theorem 1 of [7] were given by (n - lx I)“-~“~ 
for u E ozn 9 y, > , and in this paper we will need the polynomials 
(19) 
4. UNIQUENESS RELATIONS 
Let X be a nonempty set, let V be a vector space over K, and let F(X”, V) 
denote the set of all functions 4 :X” + V. In [3] it was shown that the linear 
mapping P,, n : F(X”, V) --, F(X”, V) defined by 
(20) 
is injective. 
A similar uniqueness relation plays a crucial role in the establishment of 
our main result. In the following theorem we show that the linear mapping 
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is injective. 
THEOREM 2. lf 4 :X” -+ V is a function which satisfaes 
(22) 
then 4 must be zero. 
Proof. The essential parts of the proof are contained in two lemmas. 
First we have the following 
LEMMA 1. Let r, p = 1,. . ., n, let b,, . . ., b, E X be distinct, let v’ E 
F(X’,Vj, and let (Y E ZT with IcyI = r. Then 
U’,,,.W(b;‘....> b;d= $ (lrj)c+Vb”). 
r 
(23) 
Proof. We have 
rr,,*(bfl,..., b;P) = c (sr)W(bl”‘l”,...,b~~‘p”), (24) 
1.9 = r 
where s(l) = (sl, . . . , s,,), ~(2) = (s,,+ 1, . . . , s,,+,2)T . . . , s(p) = 
(s,_, +1,.*., 
q=ci th 
s,), all the q > 0, and Js(i)l= pi, i= 1,2 ,..., p. Here if any 
en s 2 (‘1 is empty so pi = Is(i )I = 0, and accordingly the b”i term 
does not appear inside 4(b@>, and cvfi = 1 inside LX@. Rewriting (24) and 
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using the multinomial theorem, we obtain 
rr,rT(b*) = c r! c p,! P,,! 
,p,=r PI! ... P& ,s(i)l=p, s(l)! ... s(r,)q(b”) 
P, . . 
QI . $4( bp) = c A!( bp). n (25) 
IPI = r 
We will also need the following identity. 
LEMMA 2. Forall ~EK~’ 
kgI(;) c (n;k)av(bubrt) 
lul= n - k 
where P aa er, = CO,. . , 0, 1). 
Proof. We have 
(27) 
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Thus, 
(28) 
wherep>aE,=(O ,..., 0,l). n 
Now we can use induction to prove Theorem 2. For all distinct b,, . . . , b, 
E X with p = l,..., 12, set x,,+~ = b, and let (x, ,..., xJ= (b~l,..., bz~) in 
(221, where (Y E Z’: and Ja( = 12 - 1. For p = 1 we obtain 
which implies that cb(b;) = 0. For our induction hypothesis assume that 
+(bf’, . . . , b,“r) = 0 for JkFLJ = n and l<r<p-1. Then for p we have 
0= t c (“, k)+;~,...,x~,b~) 
k=l Isl=n-k 
= kgl, ,_C_k(n,k)~u~(bu47 
D n 
since 
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byLemma1,taking~~(~I,...,~n_k)=~(~1,...,yn_krb~)todefine~:X”-k 
--) V for k = 1,. . , n. But now by Lemma 2 
where /3, > 1. Then by the induction hypothesis we obtain 
for ~‘,P’E OZn_-l,r,_l Eo--l). But with 
the matrix [a’B’DpJcA,:p~E nn_l,p_l,ccp_,j is nonsingular by Theorem 1, so it 
follows that $(bn) = 0 for CY E ZP, with loI= n, and hence we have 4 = 0. 
n 
5. THE MAIN RESULT 
We now show that the Binet-Cauchy theorem characterizes the determi- 
nant function up to an isomorphism provided the function is zero on E and 
the matrices are either both square n X n or rectangular n X (n + 1) and 
(n + 1)X n. 
THEOREM 3. Zf f : M,,(K) ---, K is nonzero and satisfies the Binet-Cauchy 
functional equation 
_f(AB) = A, E (;)f(A”)f@,) 
s n 
(30) 
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fbr A, BE M,(K), and for A E M,xc,+,j(K) and BE MC,+,,,,(K), with 
f(E) = 0, then f(A) = c$(det A), where t$ is an isomorphism of K. 
The essential parts of the theorem are separated into nine lemmas. 
LEMMA 3. For A, B E M,(K) and any CT E S, 
Proof. f(AB)=f(cq lq,, + * . * + a, b,,,) = f(a cc1j b c,,c1jj + . . . + 
cxuc,,b,,(,,,) = f(A”Z3,). Then by Equation (30) we have 
so by Theorem 3 in [3] it follows that f(A)f(B) = f(A”)f(B,). n 
LEMMA 4. If A E M,(K) and if A has a zero column M a zero row, then 
f(A) = 0. 
Proof. If A E M,xcn+,j(K) and L? E Mc,+,jx,,(K), then d =[A,an+l]= 
[a ,,...,a,,~,+,1 and h= (B,b,,+,,) = (b~l,,...,b~,,,b~,+,,). From Equa- 
tion (30) we then have 
=f(AB + a,,+&+,,) 
=A,?,(;) C (“,k)f(A”,a”,+~)f(B.~~~~,+,l) 
IsI = n - k 
+ & ,,; (y)f(A”)fW 
& n 
(31) 
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f(AB + a 
x f(A”, a:+ 1 Mw~+l)). (32) 
Ifwe set ~+~b~,+l) = 0 in Equation (321, it follows that 
0= c (;) c (“; k)f(A”,u~,,)f(B,.b:,.,). (33) 
k=l IsI = n-k 
Now if 
4’(X 1 )...I X”) = f( a, ,...> U,_,,U”)f(b~,),...,b~“_,,,O), 
where xi = (a,, b,,,) for i = 1,2,. . . , n - 1 and x, = (u,,O>, or if 
4°C Xl,...>X”) =f(u,,...,u,_,,O)f(b~,,,...,b~,-,,,b~,,), 
where xi =(ui,bCi,) for i = 1,2,. . ., n - 1 and x, = (0, b,,,), it follows by 
Theorem 2 that 4’ and 4” must be zero. Since f is nonzero, it follows that 
f(a r ,..., ~,_,,O)=O=f(b~r, ,..., b,,_,,,O). Then from Lemma 3 it follows 
that if A has a zero kth column or row, then [f(A)12 = f(A”)f(A,) = 0, 
where o is the transposition (k, n). n 
LEMMA 5. IfD=[d,e,,...,d,e,] is any diagonal matrix, then f< DA) = 
f< D)f(A) = I, andf(D”)=f(D,~)=Ofors#(l,...,l). 
Proof. Using Equation (301, we have 
(34) 
But Ds=[(xlel)‘l,..., (x,e,)‘n] has a zero jth row if any si = 0. Thus, 
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f<D,> = 0 for s # (1,. . . , l), and consequently by Equation (30) 
f(DA) = &&,f(o)f(A) =f(D)f(A). (35) 
Since D is also given by D = ( dlec,), . . . , d,e(,)), a similar argument gives us 
f(AD) =f(D)f(A). n (36) 
In particular the n X n identity matrix Z is diagonal, so f(A) = f(AZ) = 
f(A)f(Z). Consequently, f(Z) = 1, since f(A) f 0. 
LEMMA 6. f(A) is an additive function of the columns and rows of A. 
Proof. We will show that f(A) is an additive function of the columns of 
A. The proof for the rows can be done in the same way. 
In Equation (31) let a,+l = x, bC,+lj = e(,), and B = 1. Then 
=f(a,e(,,+ *.* + a,-,e(,-,j +(a, + r)e~> 
=f(a,,..., a,_,,a, + x>, (37) 
and by Equation (32) we have 
fb l,...,a,_l,a,+x) 
=f(AZ)+$kcl(F) c (n,~)f(A”,~‘)f(Z,,e~“,) 
Isl=n-k 
=f(A)+i 5 (z) c 
. k=l IsI = n - k 
(nTk)f(A”,rL)f(e~~~,....,e;~~l’,,,e~~”n). 
The matrix (e&, . . . , e+j,, e&TSn) will have a zero column unless 1 = s1 = 
. . . = s,_~ = k + s,. But 1~ k and 0 Q s, Q n - k, so we must have k = 1 
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and s, = 0. Thus, f( et;;, . . . , e;;:‘,,, e(“n;‘~~) = 0, unless s = (1,. . . , 1,O) and 
k = 1. So Equation (38) reduces to 
f(u I,..., a._,,a,+r) 
=.f(a 1 ,...) a._,,u,)+f(u,,...,u.-,,x). (39) 
Thus, f(A) is additive with respect to u,, and by Lemma 3 it is additive with 
respect to any uj. n 
LEMMA 7. For any o E S,, f((Z”)“> = f((Z”jS) = 0 $.s # (1,. . , 1). Fur- 
thermore, $A E M,(K) then 
f(A”) =f(AZ”) =f(Z”A) =f(Z”)f(A) (40) 
and 
f( @> = f( Wf( zp> (41) 
far any a,@ E S,. ThUsf(Z”) is a character of degree 1 on S,. 
Proof. For any u E S, the matrix (I”)” has a zero row and the matrix 
(Z”),Y has a zero column if s f (1,. . . ,I). Thus, f ((I”)“) = f(( I”),) = 0 for 
s # (1,. . . , 11, and by Equation (30) we have f(ZaA) = f(Z”)f(A) = f(AZ”). 
Then Equation (40) follows, since A” = AZ”. Then from Equation (40) we 
have 
f(z*P) = f((Z”)P)= f(Z”ZP) = f(ZU)f(ZP). n 
The following lemma provides a proof of the well-known result that the 
only characters of degree 1 on S, are the alternating character and the 
identically one character. 
LEMMA 8. Zf r is any transposition in S, and if CY, is the transposition 
a,=(1,2), thenf(Z’)=f(Z”l)= ~1 undf(Z”)= f<Z,>= +l for any u=Sn. 
Iff(Z*l) = 1, then f(Z”> = 1 for any CT E S,, and $f(Zal) = - 1, then f(Z”) = 
f 1 = C(a) is the alternating character on S,. 
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Proof. For any Z_L E S, with 1_~’ = E we have 1 = f(Z) = f(Z”) = f(Z”“) = 
f(Zp)‘. It is well known that S, is generated by all the transpositions in S, 
and that only the consecutive transpositions cxi = (i, i + l), i = 1,2,. . . , n - 1, 
are needed. Let & = (1,3) and & = (1, kX2, k + 1) for k = 3,. . . , n - 1. Then 
P~=E and &(Y~&=‘Y~ for k=2,3,...,n-1. Nowwehave 
f( [“I) = f( z-y = f( zp”ff( z=k) = f( I”“) 
and of course f(Znk)2 = 1. For i < j we have (i, j) = 
(oioitl.. . ‘Y~_~)cx~_~((Y~_~. . . ( ~+~a~). and it follows that f(Z”xj’) = ~(Z”J-I) 
=f(Zal) = + 1. Thus f is constant on transpositions. If f(Z*l> = 1 then 
f(Z”> = 1 for all u E S,, and if f(Z”l> = - 1, then f(Z”> = _+ 1 = C(o) is the 
alternating character. In either case f(Z”> = f(Z,> = & 1 for all u E S,, since 
1 = f(Z”>f(Z,>. n 
Let 4 : K -+ K be defined by 
44~) =f([=,,e,,...,e,l). (42) 
We will now show that it is an isomorphism of K. 
LEMMA 9. The function C#J satisfies (i) ~(XZJ) = &X)$(Y) and 
(ii) 4(x + y)= 4(r)+ 4(y) fx- all x, y E K. Moreouer, 4(x> = 0 $und only 
if x = 0. Thus, C$ is an ismwrphism of K. 
Proof. Since 
it follows by Lemma 5 that 
f([ryel,e2,...,e,l)=f([rel,ez,...,e,l)f([ye,,e,,...,e,l), 
or 
4(W) =4(r)+(Y). 
Since 
f([(x + y)el,e2,...,e,])=f([xe,,e,,...,e,l)+f([ye,,e,,...,e,l) 
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by Lemma 6, it follows that +(r + y> = 4(x) + (6(y). If x # 0 then 1 = XX-~, 
so 1 = f(Z) = 4(l) = c$(x)+(T-~). Thus, 4(x) # 0 if x # 0. However, if r = 0 
then [0, e2,. . . , e,] has a zero column, so 4(O) = 0. n 
LEMMA 10. f(D) = 4(d, . . . d,) for the diagonal matrix D = 
[d,e,, . . , d,e,l. 
Proof. If D=[d,e,,..., d,e,l, let Di be the diagonal matrix with di in 
the ith diagonal position and l’s elsewhere on the diagonal. Then D = D, D, 
. . - D,. Let 7i = (Ii), i = 2,3,. ..,n. Then Di = ZTg[diel,e2 ,..., e,]I’i, so 
f( Di) = f(ZTt124(di> = &(di). Consequently, f( D> = f( D,) . . * f< 0,) = 
+(d,) * . . +(d,) = 4(d, . . . d,). n 
LEMMA 11. Let i:{l,. .,n} + (1,. ..,n) with k --, i,, and let C = 
[clei,, . . , c,ein]. If i = (+ E S, the f(C)=f(I”)4(cI . ..cn). and if i is not 
injective, i.e. i,, = i, for some p z q, then f(C) = 0. 
Proof. If i, = i, for some p f q, then the matrix C has a zero row, 
since at least one column is missing, and thus f(C) = 0. If i = u E S, then 
C = [c,e,oj,. . . , c,e,J = [e,(,), . . . , e,(,Jc,e,, . . . , c,e,l, ~0 f(C) = 
f(I(T)f[cle,,..., c,e,l= jU”b(c, * . . c,). n 
Now we can complete the proof of the theorem. Thus, if A E M,(K) then 
A = [a,,..., anI= 2 [ai,lei,,a2,...,a,l= C [ai,lei,,.. 
i,=l i, ,..., i,, 
Then by Lemma 6 and Lemma 11 we have 
f’(A) = c f(~a)+(ao(l)l . . .a,,(“)” 
c- E s,, 
.a 
1 
s(n)n . 
If f(Z”> = f 1 = &J> is the alternating character on S,, then f(A) = 
4(det A), and if f(Z”> = 1 f or all u E S, then f(A) = @(per A). But if 
f<Z”> = 1 and f(A) = 4(perA), th en we would have 0 = f(E) = +(per E) = 
+(n!/n”> = n!/n”, which is impossible. Thus if f(E) = 0 and f f 0 then 
f(A) = +(det A). 
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