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LINE AND RATIONAL CURVE ARRANGEMENTS, AND
WALTHER’S INEQUALITY
ALEXANDRU DIMCA1 AND GABRIEL STICLARU
Abstract. There are two invariants associated to any line arrangement: the free-
ness defect ν(C) and an upper bound for it, denoted by ν′(C), coming from a
recent result by Uli Walther. We show that ν′(C) is combinatorially determined,
at least when the number of lines in C is odd, while the same property is conjec-
tural for ν(C). In addition, we conjecture that the equality ν(C) = ν′(C) holds if
and only if the essential arrangement C of d lines has either a point of multiplicity
d − 1, or has only double and triple points. We prove both conjectures in some
cases, in particular when the number of lines is at most 10. We also extend a
result by H. Schenck on the Castenuovo-Mumford regularity of line arrangements
to arrangements of possibly singular rational curves.
1. Introduction
Let S = C[x, y, z] be the graded polynomial ring in three variables x, y, z with
complex coefficients and let C : f = 0 be a reduced curve of degree d in the complex
projective plane P2. The minimal degree mdr(f) of a Jacobian relation for the
polynomial f is the smallest integer m ≥ 0 such that there is a nontrivial relation
(1.1) afx + bfy + cfz = 0
among the partial derivatives fx, fy and fz of f with coefficients a, b, c in Sm, the
vector space of homogeneous polynomials in S of degree m. When mdr(f) = 0, then
C is a union of lines passing through one point. We assume from now on that
(1.2) mdr(f) ≥ 1.
When C is a line arrangement, this condition says exactly that C is essential, i.e. not
all the lines in C pass through one point. Denote by τ(C) the global Tjurina number
of the curve C, which is the sum of the Tjurina numbers of the singular points of C.
Recall that, if (X, 0) is an isolated plane curve singularity at the origin 0 ∈ C2, given
by a local equation g(u, v) = 0, where g ∈ O2, the ring of analytic function germs at
the origin, then the Tjurina number of (X, 0) is by defintion
(1.3) τ(X, 0) = dimC
O2
(g, gu, gv)
,
where gu and gv are the partial derivatives of g with respect to the local coordinates
u and v. We denote by Jf the Jacobian ideal of f , i.e. the homogeneous ideal in S
1 This work has been partially supported by the French government, through the UCAJEDI
Investments in the Future project managed by the National Research Agency (ANR) with the
reference number ANR-15-IDEX-01.
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spanned by fx, fy, fz, and by M(f) = S/Jf the corresponding graded ring, called the
Jacobian (or Milnor) algebra of f . Let If denote the saturation of the ideal Jf with
respect to the maximal ideal m = (x, y, z) in S and consider the local cohomology
group
N(f) = If/Jf = H
0
m
(M(f)).
The graded S-module N(f) satisfies a Lefschetz type property with respect to multi-
plication by generic linear forms, see [14]. This implies in particular the inequalities
(1.4) 0 ≤ n(f)0 ≤ n(f)1 ≤ ... ≤ n(f)⌈T/2⌉ ≥ n(f)⌈T/2⌉+1 ≥ ... ≥ n(f)T ≥ 0,
where T = 3d− 6, n(f)k = dimN(f)k for any integer k, and for any real number u,
⌈u⌉ denotes the round up of u, namely the smallest integer U such that U ≥ u. We
set
ν(C) = max
j
{n(f)j},
and call ν(C) the freeness defect of the curve C. It is known that a curve C is free
(resp. nearly free) if and only if ν(C) = 0 (resp. ν(C) = 1), see [19]. When d = 2m
is even, then the above implies that n(f)3m−3 = ν(C). When d = 2m+1 is odd, then
the above and the self duality of the graded S-module N(f), see [27, 28], implies
that
(1.5) n(f)k = n(f)T−k,
for any integer k, and in particular n(f)3m−2 = n(f)3m−1 = ν(C). The relation
between the invariants ν(C) and mdr(f) is given by the following result, see [11,
Theorem 1.2].
Theorem 1.1. Let C : f = 0 be a reduced plane curve of degree d and let r = mdr(f).
Then the following hold.
(1) If r < d/2, then
ν(C) = (d− 1)2 − r(d− 1− r)− τ(C).
(2) If r ≥ (d− 2)/2, then
ν(C) = ⌈
3
4
(d− 1)2 ⌉ − τ(C).
Note that for (d − 2)/2 ≤ r ≤ (d − 1)/2, both formulas (1) and (2) above apply,
and they give the same result for ν(C), as a direct simple check shows.
Terao’s conjecture says that the freeness of a line arrangement is combinatorially
determined. For more on Terao’s conjecture and free hyperplane arrangements, we
refer to [8, 32]. Note that Terao’s conjecture would follow if the invariant mdr(f)
were combinatorially determined. But examples due to G. Ziegler in [33] show that
the invariant mdr(f) is not combinatorially determined, see also [3, Example 4.3].
The following stronger version of H. Terao’s conjecture was made in [11].
Conjecture 1.2. Let C : f = 0 be a line arrangement in P2. Then the invariant
ν(C) is combinatorially determined.
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Some cases where this conjecture holds are described in [11, Proposition 3.5]. Let
T 〈C〉 denote the vector bundle of logarithmic vector fields along C, as defined and
studied for instance in [3, 4, 15, 21]. Let (dL01 , d
L0
2 ), with d
L0
1 ≤ d
L0
2 , denote the
splitting type of the vector bundle T 〈C〉(−1) along a generic line L0 in P
2. Then [3,
Theorem 1.1] says that
(d− 1)2 − dL01 d
L0
2 = τ(C) + ν(C).
Since the total Tjurina number τ(C) is clearly a combinatorial invariant for C a line
arrangement and since dL01 + d
L0
2 = d− 1, Conjecture 1.2 may be restated as follows.
Conjecture 1.3. Let C : f = 0 be a line arrangement in P2. Then the generic split-
ting type (dL01 , d
L0
2 ) of the vector bundle T 〈C〉(−1) is combinatorially determined.
This conjecture, in the form of a question, was made for the first time in [6,
Question 7.12].
The only general upper bound we know for the invariant ν(C) comes from a deep
result by U. Walther, see [31, Theorem 4.3], bringing into the picture the monodromy
of the Milnor fiber F : f = 1 associated to the curve C : f = 0. For an alternative
proof of this result, see M. Saito [25, Theorem A.1, Appendix]. This upper bound
is recalled in Theorem 2.2 below and is denoted by ν ′(C). When C is a rational
cuspidal curve, this bound ν ′(C) is very sharp, and this fact was used in [19, 20]
to show that most, and very likely all, rational cuspidal curves are either free or
nearly free. In this note we investigate how sharp is this upper bound in the case
of line arrangements. The following conjecture, suggested by the analysis of many
examples, looks quite surprising to us, since it says that the equality ν(C) = ν ′(C)
holds only in two extreme cases.
Conjecture 1.4. Let C : f = 0 be an essential arrangement of d ≥ 3 lines in
P2, and let m(C) be the maximal multiplicity of an intersection point on C. Then
ν(C) = ν ′(C) if and only if either m(C) = d− 1, or m(C) ≤ 3.
In the second section we recall basic facts on the spectrum of a line arrangement
and state U. Walther’s result mentioned above. As a direct application, we extend
a result by H. Schenck on the Castenuovo-Mumford regularity of line arrangements
to arrangements of possibly singular rational curves, see Theorem 2.7.
In the third section we show that Conjecture 1.4 holds, if we add an extracondition
on the line arrangement C : f = 0, namely that the invariant mdr(f) satisfies the
inequality mdr(f) ≥ (d − 2)/2, see Theorem 3.2. This condition is verified by all
line arrangement C having only double and triple points, and by many other line
arrangements. In the fourth section we show that Conjecture 1.4 holds inside the
class of free arrangements with mdr(f) ≥ 2, see Corollary 4.3. And in the final
section we show that all the three Conjectures above hold for arrangements having
at most 10 lines, see Theorem 5.2.
The first author thanks AROMATH team at INRIA Sophia-Antipolis for excellent
working conditions, and in particular Laurent Buse´ for stimulating discussions.
We would like to thank the referee for the very careful reading of our manuscript
and for his very useful suggestions to improve the presentation.
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2. The spectrum of a line arrangement and Walther’s inequality
Let A be an arrangement of d planes in C3, given by a reduced equation
f(x, y, z) = 0.
We assumeA to be central, i.e. any plane in A passes through the origin 0 ∈ C3. This
implies that f is a homogeneous polynomial of degree d, and the curve C : f = 0 in
P2 is the associated line arrangement to A. Consider the corresponding global Milnor
fiber F , defined by f(x, y, z)− 1 = 0 in C3, with monodromy action h : F → F ,
h(x, y, z) = exp(2pii/d) · (x, y, z).
In studying the cohomology H∗(F,Q) of the Milnor fiber or the monodromy action
h∗ : H∗(F,Q) → H∗(F,Q), we can, without any loss of generality, suppose that
the arrangement A is essential, and we do this in the sequel. For basic facts on
mixed Hodge structures in this setting we refer to [8]. For β a d-th root of unity, let
Hj(F,C)β denote the corresponding monodromy eigenspace.
The interplay between the monodromy h∗ : H∗(F,Q) → H∗(F,Q) and the mixed
Hodge structure (MHS) on H∗(F,Q) is reflected by the spectrum of A defined as
(2.1) Sp(A) =
∑
α∈Q
mαt
α,
with
(2.2) mα =
∑
j
(−1)j dimGrpF H˜
j(F,C)β,
where p = ⌊3− α⌋, β = exp(−2piiα) and H˜j(F,C) is the reduced cohomology of the
Milnor fiber F . Here ⌊x⌋ denotes the integral part of the rational number x. Recall
that each cohomology group H˜j(F,C) admits a decreasing Hodge filtration
(2.3)
H˜j(F,C) = F 0H˜j(F,C) ⊃ F 1H˜j(F,C) ⊃ . . . ⊃ F jH˜j(F,C) ⊃ F j+1H˜j(F,C) = 0,
and we set as usual
(2.4) GrpF H˜
j(F,C) =
F pH˜j(F,C)
F p+1H˜j(F,C)
.
Since the monodromy h is a morphism of algebraic varieties, there is an induced linear
mapping h∗ : GrpF H˜
j(F,C) → GrpF H˜
j(F,C), and one considers the corresponding
eigenspaces GrpF H˜
j(F,C)β in the formula (2.2) above. The rational number α is
called a spectral number for the plane arrangement A, if mα 6= 0 in Sp(A). The
corresponding integer mα is called the multiplicity of α. Note that the cohomology
groups Hm(F,Q)1 = ker(h
∗ − Id) and Hm(F,Q)−1 = ker(h
∗ + Id) are mixed Hodge
substructures in Hm(F,Q), as (h∗ − Id) and (h∗ + Id) are MHS morphisms. The
paper [5] gives the following very simple formulas for the coefficients mα. Let νj
be the number of points in the projective line arrangement C associated to A, of
multiplicity j, j ≥ 3.
LINE AND RATIONAL CURVE ARRANGEMENTS, AND WALTHER’S INEQUALITY 5
Theorem 2.1. Assume that the arrangement C is essential. Then the multiplicity
mα = 0 if either α /∈ (0, 3) or αd /∈ Z, where d = |A| is the number of lines in C.
For a rational number α = e
d
∈ ]0, 1] with e ∈ [1, d] ∩ Z, one has the following.
mα =
(
e− 1
2
)
−
∑
j
νj
(
⌈ej/d⌉ − 1
2
)
,
mα+1 = (e− 1)(d− e− 1)−
∑
j
νj(⌈ej/d⌉ − 1)(j − ⌈ej/d⌉),
mα+2 =
(
d− e− 1
2
)
−
∑
j
νj
(
j − ⌈ej/d⌉
2
)
− δe,d,
where ⌈β⌉ := min{k ∈ Z | k ≥ β}, and δe,d = 1 if e = d and 0 otherwise.
The key result of U. Walther in [31, Theorem 4.3] yields the following inequality.
Theorem 2.2. For any reduced plane curve C : f = 0, one has
dimN(f)2d−2−j ≤ dimGr
1
FH
2(F,C)λ,
for j = 1, 2, ..., d and λ = exp(2pii(d+1− j)/d) = exp(−2pii(j−1)/d). In particular,
this inequality gives in the middle range, that is for j0 = ⌈
d+1
2
⌉, the following
ν(C) = dimN(f)2d−2−j0 ≤ ν
′(C) := dimGr1FH
2(F,C)λ0 ,
where λ0 = exp(2pii(d+ 1− j0)/d) = exp(−2pii(j0 − 1)/d).
2.3. The case d even, C line arrangement. Suppose first that d is even, say
d = 2d′ and take j = d′ + 1 in Theorem 2.2. Then dimN(f)2d−2−j = ν(C) and
λ = −1, in other words we get the following.
(2.5) ν ′(C) = dimGr1FH
2(F,C)−1.
Using equation (2.2), we get
m3/2 = − dimGr
1
FH
1(F,C)−1+dimGr
1
FH
2(F,C)−1 = − dimGr
1
FH
1(F,C)−1+ν
′(C).
Since H1(F,C)−1 is a pure Hodge structure of weight 1, see [8, Theorem 7.7], it
follows that
dimGr1FH
1(F,C)−1 =
1
2
dimH1(F,C)−1.
Use next the second equation in Theorem 2.1 for α = 1/2, that is for e = d′, and get
m3/2 = (d
′ − 1)2 −
∑
j
νj(⌈j/2⌉ − 1)(j − ⌈j/2⌉).
Any point p ∈ C of multiplicity kp ≥ 2 gives rise to a kp-ordinary multiple point,
whose local defining equation in suitable local coordinates is a homogeneous poly-
nomial of degree kp. The Tjurina number τ(C, p) of such a singular point is given
by
(2.6) τ(C, p) = (kp − 1)
2.
For j = 2j1 even, we have
(⌈j/2⌉ − 1)(j − ⌈j/2⌉) = (j1 − 1)j1
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and the Tjurina number of a point p of multiplicity j = 2j1 is given by the formula
(2.6), namely
τ(C, p) = (j − 1)2 = 4j21 − 4j1 + 1.
Therefore, one has
(2.7) (⌈j/2⌉ − 1)(j − ⌈j/2⌉) =
1
4
(τ(C, p)− 1).
Similarly, for j = 2j1 + 1 odd, we have
(⌈j/2⌉ − 1)(j − ⌈j/2⌉) = j21
and the Tjurina number of a point p of multiplicity j = 2j1 + 1 is
τ(C, p) = (j − 1)2 = 4j21 .
Therefore, in this case one has
(2.8) (⌈j/2⌉ − 1)(j − ⌈j/2⌉) =
1
4
τ(C, p).
If we sum the equalities in (2.7) and (2.8) for all the multiple points of the arrange-
ment C, we get the following
(2.9) m3/2 =
1
4
(
(d− 2)2 − τ(C) +
∑
j even
νj
)
.
Finally we get, for d even, the equality
(2.10) ν ′(C) =
1
2
dimH1(F,C)−1 +
1
4
(
(d− 2)2 − τ(C) +
∑
j even
νj
)
.
2.4. The case d odd, C line arrangement. Suppose now that d is odd, say
d = 2d′ + 1 and take j = d′ + 1. As above, we get
(2.11) ν ′(C) = dimGr1FH
2(F,C)η.
for η = exp(−2piid′/(2d′ + 1)) = exp(2pii(d′ + 1)/(2d′ + 1)). Using equation (2.2), we
get
mα+1 = − dimGr
1
FH
1(F,C)η + dimGr
1
FH
2(F,C)η,
where α = d′/(2d′ + 1). Since η has order d, it follows that H1(F,C)η = 0 and
dimGr1FH
2(F,C)η = dimH
1,1(F,C)η, see [8, Proposition 7.4]. Use Theorem 2.1 for
e = d′ and get
mα+1 = d
′(d′ − 1)−
∑
j
νj(⌈jd
′/(2d′ + 1)⌉ − 1)(j − ⌈jd′/(2d′ + 1)⌉).
For a point p of multiplicity j = 2j1 even, we have exactly as above
(⌈jd′/(2d′ + 1)⌉ − 1)(j − ⌈jd′/(2d′ + 1)⌉) = (j1 − 1)j1 =
1
4
(τ(C, p)− 1).
Similarly, for a point p of multiplicity j = 2j1 + 1 odd, we have
(⌈j/2⌉ − 1)(j − ⌈j/2⌉) = j21 =
1
4
τ(C, p),
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since j1 < d
′. These formulas imply, by summation over all the multiple points p,
the following.
(2.12) mα+1 =
1
4
(
(d− 1)(d− 3)− τ(C) +
∑
j even
νj
)
.
Finally we get, for d odd, the equality
(2.13) ν ′(C) =
1
4
(
(d− 1)(d− 3)− τ(C) +
∑
j even
νj
)
.
Remark 2.5. Note that for d odd, the invariant ν ′(C) is clearly determined by the
combinatorics, see formula (2.13). For d even, the same is true, in view of formula
(2.10), if the multiplicity of the eigenvalue −1 for the monodromy acting on H1(F,C)
is determined by combinatorics, a fact that is often conjectured, see [24, 29].
2.6. An application of Walther’s inequality to rational curve arrangements.
We conclude this section by giving an application of Walther’s inequality. Recall the
definition of the stability threshold
st(f) = min{q : dimM(f)k = τ(C) for all k ≥ q},
for any reduced plane curve C : f = 0.
Theorem 2.7. Let C : f = 0 be a plane curve of degree d, such that any irreducible
component of C is a rational curve. Then n(f)k = 0 for k ≤ d − 3 or k ≥ 2d − 3.
Moreover, st(f) ≤ 2d− 4, with equality when C is in addition nodal.
H. Schenck has proven this result in [26, Corollary 3.5], but only for line arrange-
ments, and he has phrased it in terms of the Castelnuovo-Mumford regularity reg(f)
of the Milnor algebra M(f). The relation between st(f) and reg(f) is clearly ex-
plained in [12, Theorem 3.4]: one has reg(f) = st(f) if C is a free curve, and
reg(f) = st(f) − 1 otherwise. Note that the proof of H. Schenck is quite different
from ours, as it uses induction on the number of lines.
Proof. Apply Theorem 2.2 for j = 1, and note that in this case λ = 1. It is known
that H2(F,C)1 = H
2(U,C), where U is the complement P2 \ C, see for instance [7,
Equation (5.2.20), p.147]. Since all the components of C are rational curves it follows
from [1, Theorem 2.7] that
dimGr1FH
2(F,C)1 = dimGr
1
FH
2(U,C) = 0.
Then Theorem 2.2 implies that n(f)2d−3 = 0. The vanishings of the integers n(f)k
claimed in Theorem 2.7 follows from the inequalities (1.4) and the equalities (1.5).
The claim about st(f) follows using the formula
n(f)k = dimM(f)k + dimM(f)T−k − dimM(fF )k − τ(C),
where fF = x
d + yd + zd, see [19, Equation (2.8)]. The claim of the equality in the
case of nodal curves follows from [16, Theorem 1.3]. 
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3. Walther’s inequality for line arrangements with double and
triple points
In this section we compute the invariants ν(C) and ν ′(C) for various classes of line
arrangements C. To refer to certain line arrangements in P2, we recall the following
notation from [12]. We say that a line arrangement C of d ≥ 4 lines is of type L(d,m)
if there is a single point of multiplicity m ≥ 3 and all the other intersection points
of C are double points. We say that C is of type Lˆ(m1, m2), with 3 ≤ m1 ≤ m2 if
there is a line L in C containing two points, say p1 of multiplicity m1 ≥ 3 and p2 of
multiplicity m2 ≥ 3, and such that all the other lines in C pass through either p1 or
p2. The monomial line arrangement A(m,m, 3) for m ≥ 2 is given by the equation
C : f = (xm − ym)(xm − zm)(ym − zm) = 0.
We recall the following result.
Proposition 3.1. Let C : f = 0 be a line arrangement of d lines in P2. Then one
has the following.
(1) mdr(f) = 1 if and only if d = 3 and C is a triangle, or d ≥ 4 and C is of
type L(d, d− 1). Any such arrangement is free.
(2) Any arrangement C of type L(d, d−2) for d ≥ 5 is nearly free, with mdr(f) =
2.
(3) Any arrangement Lˆ(m1, m2) is free with mdr(f) = m1 − 1.
(4) An arrangement C : f = 0 has mdr(f) = 2 if and only if C is either of type
L(d, d − 2), or of type Lˆ(3, m2), or linearly equivalent to the monomial line
arrangement A(2, 2, 3).
(5) The line arrangement A(m,m, 3) is free with mdr(f) = m+ 1.
For the claims (1) and (2) we refer to [12, Proposition 4.7], for (3) see [12, Example
4.10], for (4) we refer to [30] or [12, Theorem 4.11], and finally, for (5) see [8, Example
8.6]. In this section we prove the following main result.
Theorem 3.2. Let C : f = 0 be a line arrangement of d ≥ 3 lines in P2.
(1) If the line arrangement C : f = 0 has only double and triple points, then
mdr(f) ≥ (d− 2)/2 and hence
ν(C) = ⌈
3
4
(d− 1)2 ⌉ − τ(C).
In particular, Conjecture 1.2 and Conjecture 1.3 hold in this situation.
(2) For a line arrangement C : f = 0 satisfying mdr(f) ≥ (d− 2)/2, one has
ν(C) = ν ′(C),
i.e. Walther’s inequality in the middle range is an equality, if and only if the
line arrangement C has only double and triple points.
Proof. First we address the claim (1). For a generic line arrangement C : f = 0, i.e.
an arrangement having only points of multiplicity 2, we know that r = mdr(f) =
d− 2, see [17, Theorem 4.1]. If C has only double and triple points, then for d = 4,
we have in addition to the generic arrangement the possibility L(4, 3), when r = 1.
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For d = 5, we have two additional cases besides the generic arrangement, namely
L(5, 3), and Lˆ(3, 3), both with r = 2. For a line arrangement having only double and
triple points, we can use the inequality in [15, Example 2.2 (iii)] and conclude that
r = mdr(f) ≥ 2d/3− 2.
For d ≥ 6, we get 2d/3−2 ≥ (d−2)/2, and hence in all cases we can use the formula
(2) in Theorem 1.1 and get
ν(C) = ⌈
3
4
(d− 1)2 ⌉ − τ(C).
Written down explicitly, this means that for d = 2d′ even, one has ν(C) = 3(d′)2 −
3d′ + 1− τ(C), while for d = 2d′ + 1 odd, one has ν(C) = 3(d′)2 − τ(C).
Now we address the claim (2). Let C : f = 0 be a line arrangement satisfying
mdr(f) ≥ (d − 2)/2. The corresponding invariant ν(C) is then exactly as in the
claim (1). On the other hand, the corresponding integers νj ≥ 0 satisfy the following
two relations ∑
k≥2
νk
(
k
2
)
=
(
d
2
)
and
∑
k≥2
νk(k − 1)
2 = τ(C).
The first equality is well known, see for instance [8, Exercise 2.8], and the second
follows from the fact that the Tjurina number of a point of multiplicity k equals
(k − 1)2, as stated in (2.6). By eliminating ν3, we get
ν2 = 2d(d− 1)− 3τ(C) +
∑
k≥4
νk(k
2 − 4k + 3).
Note that k2 − 4k + 3 > 0 for k ≥ 4, hence the last sum, which we denote by Σ, is
strictly positive if C has points of multiplicity > 3. For d = 2d′ even and C a line
arrangement having only double and triple points, note that H1(F,C)−1 = 0, see [8,
Corollary 5.4]. The formula (2.10) yields ν ′(C) = 3(d′)2 − 3d′ + 1 − τ(C) for a line
arrangement having only double and triple points and
ν ′(C) =
1
2
dimH1(F,C)−1 + 3(d
′)2 − 3d′ + 1− τ(C) +
1
4
Σ
in general. Similarly, for d = 2d′ + 1 odd, the formula (2.13) yields ν ′(C) = 3(d′)2 −
τ(C) for a line arrangement having only double and triple points and
ν ′(C) = 3(d′)2 − τ(C) +
1
4
Σ
in general. These formulas imply the claim (2). 
4. Walther’s inequality for free line arrangements
Let now C : f = 0 be a free line arrangement with exponents (d1, d2), which means
that T 〈C〉, the vector bundle of logarithmic vector fields along C, splits as a direct
sum, namely T 〈C〉(−1) = OP2(−d1) ⊕ OP2(−d2). It is known that d1 + d2 = d − 1
and also d1 = mdr(f), if we assume, as we’ll do in the sequel, that d1 ≤ d2. For a
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free curve C with exponents (d1, d2), one has ν(C) = 0, see [8, Proposition 8.2], and
hence Theorem 1.1 implies that
τ(C) = (d1 + d2)
2 − d1d2.
For free line arrangements of even degree d we have the following.
Theorem 4.1. Let C : f = 0 be a free line arrangement in P2 with exponents (d1, d2),
where d = d1 + d2 + 1 is even. Then one has
0 = ν(C) < ν ′(C),
i.e. Walther’s inequality in the middle range is strict, unless we are in one of the
following cases, when ν ′(C) = 0.
(1) d1 = 1 and any d;
(2) d1 = 2, d = 6 and C is linearly equivalent to the monomial arrangement
A(2, 2, 3).
Proof. For d = 2d′, the formula (2.10) yields
ν ′(C) =
1
2
dimH1(F,C)−1 +
1
4
(
d1d2 − 2(d1 + d2) + 1 +
∑
j even
νj
)
.
We list now the cases when ν ′(C) = 0. To do this, note that ν ′(C) = 0 implies
(4.1) d1d2 − 2(d1 + d2) + 1 = (d1 − 2)(d2 − 2)− 3 ≤ 0.
i) If d1 = 1, then C consists of (d−1) lines passing through a common point, and
an additional secant, see [12]. Then d2 = d−2, ν2 = d−1 andH
1(F,C)−1 = 0,
see [8, Corollary 5.4]. It follows that ν ′(C) = 0.
ii) If d1 = 2, then d ≥ 6 and the possibilities for C are recalled in Proposition
3.1: the corresponding intersection lattice should be L(d, d−2), or Lˆ(3, d−2)
or C is the monomial arrangement A(2, 2, 3). For the intersection lattice
L(d, d−2), the arrangements are nearly free, but not free, see [12, Proposition
4.7]. For the intersection lattice Lˆ(3, d−2), we get ν2 = 2(d−3) and νd−2 = 1.
Here d ≥ 6, hence ν ′(C) > 0 in this case. For the remaining case A(2, 2, 3) we
get ν ′(C) = 0, since d1 = 2, d3 = 3, ν2 = 3 and H
1(F,C)−1 = 0, for instance
by [8, Corollary 5.4].
iii) If d1 = 3, the only case which may yield ν
′(C) = 0 is when d2 = 4, in view
of (4.1) and the fact that d4 must be even. But any arrangement of d = 8
lines, which is free with d1 = 3 satisfies
∑
j even νj > 1. Indeed, using [10,
Theorem 1.2], it follows that the maximal multiplicity of a point in such an
arrangement is at most 5. The integers νj ≥ 0 satisfy the following two
relations
ν2 + 3ν3 + 6ν4 + 10ν5 =
(
8
2
)
= 28
ν2 + 4ν3 + 9ν4 + 16ν5 = τ(C) = 37.
We show first that ν2 = 0 leads to a contradiction. If we multiply the first
equation by 4, the second by 3, make the difference and we assume ν2 = 0, we
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get −3ν4−8ν5 = 1, which is a contradiction. Assume now that ν4 = 0. Then
we get ν3 + 6ν5 = 9, which gives rise to two cases: A : (ν2, ν3, ν5) = (9, 3, 1)
and B : (ν2, ν3, ν5) = (1, 9, 0). To show that the case B is impossible, note
that these data imply that there is a line L containing only triple points of the
arrangement C. But then the intersection number of this line L with the curve
formed by the remaining 7 lines should be an even number, a contradiction
since this intersection number is 7. This shows that ν ′(C) > 0 when d1 = 3.
iv) When d1 ≥ 4, we have d2 ≥ d1 ≥ 4 and hence the condition (4.1) is not
fulfilled. Hence ν ′(C) > 0 when d1 ≥ 4.

For free line arrangements of odd degree d we have the following.
Theorem 4.2. Let C : f = 0 be a free line arrangement in P2, with exponents
(d1, d2), where d = d1 + d2 + 1 is odd. Then one has
0 = ν(C) < ν ′(C),
i.e. Walther’s inequality in the middle range is strict, unless we are in one of the
following cases, when ν ′(C) = 0.
(1) d1 = 1 and any d;
(2) d1 = 2, d = 5 and the intersection lattice of C is of type Lˆ(3, 3);
(3) d1 = 3, d = 7 and the arrangement is linearly equivalent to an arrangement
obtained from the monomial line arrangement A′ = A(2, 2, 3), by adding a
line determined by two double points in A′.
(4) d1 = 4, d = 9 and the arrangement is linearly equivalent to the monomial
line arrangement A(3, 3, 3)
Proof. For d = 2d′ + 1, the formula (2.13) yields
ν ′(C) =
1
4
(
d1d2 − 2(d1 + d2) +
∑
j even
νj
)
.
We list now the cases when ν ′(C) = 0. First note that ν ′(C) = 0 implies
(4.2) d1d2 − 2(d1 + d2) = (d1 − 2)(d2 − 2)− 4 ≤ 0.
i) If d1 = 1, then C consists of (d − 1) lines passing through a common point,
and an additional secant, see [12]. Then d2 = d− 2, ν2 = d− 1 and νd−1 = 1.
It follows that ν ′(C) = 0.
ii) If d1 = 2, we proceed as above. For the intersection lattice Lˆ(3, d − 2), we
get ν2 = 2(d− 3). Here d ≥ 5, hence ν
′(C) = 0 if and only if d = 5.
iii) If d1 = 3, the only cases which may yield ν
′(C) = 0 are d2 = 3 and d2 = 5.
Indeed, d2 must be an odd number such that the pair (d1 = 3, d2) satisfies
the condition (4.2). Consider first the case d2 = 3, i.e. d = 7. Using [10,
Theorem 1.2], it follows that the maximal multiplicity of a point in such an
arrangement is at most 4. The integers νj ≥ 0 satisfy the following two
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relations
ν2 + 3ν3 + 6ν4 =
(
7
2
)
= 21
ν2 + 4ν3 + 9ν4 = τ(C) = 27.
If we multiply the first equation by 4, the second by 3, make the difference, we
get ν2 − 3ν4 = 3. If ν4 = 0, then ν2 = 3, ν3 = 6 and we get the arrangement
described in point (3). If ν4 > 0, then we get ν
′(C) > 0 as well.
We consider now the case d2 = 5, i.e. d = 9 and show that in this situation
ν ′(C) > 0. To do this it is enough to show that
∑
j even νj > 1. As above,
we see that the maximal multiplicity of a point in such an arrangement is at
most 6 and we get the following relations.
ν2 + 3ν3 + 6ν4 + 10ν5 + 15ν6 =
(
9
2
)
= 36
ν2 + 4ν3 + 9ν4 + 16ν5 + 25ν6 = τ(C) = 49.
Exactly as above we get the relation
−ν2 + 3ν4 + 8ν5 + 15ν6 = 3.
If ν5 > 0 or ν6 > 0, the claim is clear since we get ν2 ≥ 5. If we assume
ν5 = ν6 = 0, then only the case ν4 = 1, ν2 = 0 need further discussion.
In this situation we get ν3 = 10, and these data contradict the Hirzebruch
inequality (which holds provided that νd = νd−1 = 0), see [22, Remarks added
in proof],
(4.3) ν2 +
3
4
ν3 ≥ d+ Σk≥5(k − 4)νk.
iv) If d1 = 4, then the only possibility to get ν
′(C) = 0 is d2 = 4, in view of
(4.2). Hence d = 9, and in addition ν2 = ν4 = ν6 = ν8 = 0. The relations
3ν3 + 10ν5 =
(
9
2
)
= 36 and 4ν3 + 16ν5 = τ(C) = 48,
imply ν5 = 0, and hence C is linearly equivalent to A(3, 3, 3).
v) When d1 ≥ 5, we have d2 ≥ d1 ≥ 5 and hence the condition (4.2) is not
fulfilled. Hence ν ′(C) > 0 when d1 ≥ 5.

Corollary 4.3. Conjecture 1.4 holds for any free, essential line arrangement in P2.
5. Conjecture 1.4 holds for arrangements of d ≤ 10 lines
We start with the following.
Lemma 5.1. Let C : f = 0 be a line arrangement of type L(d, d − 2) for d ≥ 6.
Then ν ′(C) > ν(C) = 1.
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Proof. By Proposition 3.1 (2) we know that C is nearly free, and hence ν(C) = 1. To
compute ν ′(C), we consider first the case d = 2d′ even. Then one has ν2 = 2(d−2)+1,
νd−2 = 1 and τ(C) = d
2 − 4d+ 6. The formula 2.10 implies
ν ′(C) ≥
d− 2
2
≥ 2 > 1 = ν(C).
Similarly, for d = 2d′ + 1 odd we get using formula 2.13
ν ′(C) =
d− 3
2
≥ 2 > 1 = ν(C).

Using this Lemma, we can prove the following.
Theorem 5.2. Let C : f = 0 be an arrangement of d lines in P2. If 3 ≤ d ≤ 10,
then Conjecture 1.2, Conjecture 1.3 and Conjecture 1.4 hold for C.
Proof. First recall that the freeness of a line arrangement C is determined by the
combinatorics for d ≤ 10, see [2, 13, 21] and the references given there. For such
arrangements, the generic splitting type of the rank two vector bundle T 〈C〉(−1)
coincides with the exponents, and they are determined by the combinatorics. More-
over we have ν(C) = 0. In view of this remark and of Corollary 4.3, we may assume
in this proof that C is not free.
Let m(C) be the maximal multiplicity of an intersection point in C. Recall that
[10, Theorem 1.2] says that, if the arrangement C is not free, then either
(A) mdr(f) = d−m(C), or
(A′) m(C) ≤ mdr(f) ≤ d−m(C)− 1. In particular, in this case m(C) ≤ (d− 1)/2.
We split the proof into three parts. In each case, to prove that the Conjecture 1.2
and Conjecture 1.3 hold, we have to show that, if there are two line arrangements
C : f = 0 and C ′ : f ′ = 0 with the same combinatorics, with at least one of them
in case A′ above, then ν(C) = ν(C ′). Note that examples due to G. Ziegler in [33]
show one may have mdr(f) 6= mdr(f ′) in such a situation, see also [3, Example 4.3].
The cases d ≤ 8.
Note that in the case A′ we have 2m(C) ≤ 7, and hence m(C) ≤ 3. Hence, if we
have two arrangements C and C ′ as above, then m(C) = m(C ′) ≤ 3 and the claim
follows from Theorem 3.2.
Hence from now on suppose that C is in case A, and prove only Conjecture 1.4.
If mdr(f) ≤ 2, then the claim follows from Proposition 3.1 and Lemma 5.1. On the
other hand, if mdr(f) ≥ (d− 2)/2, then the claim follows from Theorem 1.1 (2) and
Theorem 3.2 (2). Since (d−2)/2 ≤ 3, these two cases cover all the possibilities when
3 ≤ d ≤ 8.
The case d = 9. Note that in the case A′ we have 2m(C) ≤ 8, and hence m(C) ≤ 4.
If m(C) ≤ 3, the claim follows Theorem 3.2. If m(C) = 4, then in both cases A and
A′ we get mdr(f) ≥ (d − 2)/2 = 3.5, and the claim follows from Theorem 1.1 (2)
and Theorem 3.2 (2).
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Hence from now on suppose that C is in case A, and prove only Conjecture 1.4.
The casesmdr(f) ≤ 2 andmdr(f) ≥ (d−2)/2 = 3.5 can be treated as in the previous
case. Therefore we have to consider only the case mdr(f) = 3 and m(C) = 6.
First note that, if there are at least two points O1 and O2 of multiplicity 6 in a line
arrangement C, then the number d of lines in C must be at least 6+6−1 = 11. Indeed,
at most one line in the two sets of 6 lines passing through O1 and respectively O2 can
be in common. So let O be the unique point of multiplicity 6 in our arrangement C
of 9 lines, and denote by C ′ the union of the 6 lines in C passing through O. Then
C is obtained from C ′ by taking the union with an arrangement of 3 lines, denoted
by C3. There are two cases to discuss.
i) C3 has a point of multiplicity 3, say P , and this point is situated on a line in
C ′. Then the arrangement C is of type Lˆ(4, 6), and hence is free. This case
is not possible by our assumption.
ii) In all the other cases C has only points of multiplicity ≤ 3 except the point
O, and ν3 ∈ {0, 1, 2, 3}. The relation
ν2 + 3ν3 + 15ν6 =
(
9
2
)
implies ν2 = 21− 3ν3. This yields
τ(C) = (21− 3ν3) + 4ν3 + 25 = 46 + ν3
and then
ν(C) = 64− 3(9− 3− 1)− (46 + ν3) = 3− ν3.
On the other hand, a direct computation using formula 2.13 yields
ν ′(C) = 6− ν3 > ν(C).
The case d = 10.
For the same reasons as in the case d = 9, we have to consider only the case
mdr(f) = 3 and m(C) = 7, and prove only Conjecture 1.4.
First note that, if there are at least two points O1 and O2 of multiplicity m(C) = 7
in a line arrangement C, then the number d of lines in C must be at least 7+7−1 = 13.
Indeed, at most one line in the two sets of 7 lines passing through O1 and respectively
O2 can be in common. So let O be the unique point of multiplicity 7 in C and denote
by C ′ the union of the 7 lines in C passing through O. Then C is obtained from C ′
by taking the union with an arrangement of 3 lines, denoted by C3.
There are two cases to discuss.
i) C3 has a point of multiplicity 3, say P , and this point is situated on a line in
C ′. Then the arrangement C is of type Lˆ(4, 7), and hence is free. This case
is not possible by our assumption.
ii) In all the other cases C has only points of multiplicity ≤ 3 except the point
O, and ν3 ∈ {0, 1, 2, 3}. The relation
ν2 + 3ν3 + 21ν7 =
(
10
2
)
LINE AND RATIONAL CURVE ARRANGEMENTS, AND WALTHER’S INEQUALITY 15
implies ν2 = 24− 3ν3. This yields
τ(C) = (24− 3ν3) + 4ν3 + 36 = 60 + ν3
and then
ν(C) = 81− 3(10− 3− 1)− (60 + ν3) = 3− ν3.
On the other hand, a direct computation using formula 2.10 yields
ν ′(C) ≥ 7− ν3 > ν(C).

Remark 5.3. To check our Conjectures for line arrangements of d = 11 lines, one
can try to use the same approach as above. The difficult case to discuss is when
m(C) = 4, since both values mdr(f) = 7 and mdr(f) = 4 seem to be possible, and
they lead to distinct values for ν(C), namely 76− τ(C) and respectively 75− τ(C),
by Theorem 1.1. Hence not even the proof of Conjecture 1.2 and Conjecture 1.3 can
be obtained in this way, and a detailed analysis of this situation is necessary.
References
[1] N. Abdallah, On Hodge theory of singular plane curves. Canad. Math. Bull. 59 (2016), 449–460.
2.6
[2] T. Abe, M. Cuntz, H. Kawanoue,T.Nozawa, Non-recursive freeness and non-rigidity, Discrete
Mathematics 339 (2016), 1430–1449. 5
[3] T. Abe, A. Dimca, On the splitting types of bundles of logarithmic vector fields along plane
curves, Internat. J. Math. 29 (2018), no. 8, 1850055, 20 pp. 1, 1, 5
[4] E. Angelini, Logarithmic bundles of hypersurface arrangements in Pn, Collect. Math. 65(2014),
285–302. 1
[5] N. Budur, M. Saito, Jumping coefficients and spectrum of a hyperplane arrangement, Math.
Ann. 347 (2010), 545–579. 2
[6] D. Cook, B. Harbourne, J. Migliore, U. Nagel, Line arrangements and configurations of points
with an unexpected geometric property. Compositio Math. 154(2018), 2150–2194. 1
[7] A. Dimca, Singularities and topology of hypersurfaces, Universitext, Springer-Verlag, New York,
1992. 2.6
[8] A. Dimca, Hyperplane Arrangements: An Introduction, Universitext, Springer, 2017. 1, 2, 2.3,
2.4, 3, 3, 4, 4
[9] A. Dimca, Freeness versus maximal global Tjurina number for plane curves, Math. Proc.
Cambridge Phil. Soc. 163 (2017), 161–172.
[10] A. Dimca, Curve arrangements, pencils, and Jacobian syzygies, Michigan Math. J. 66 (2017),
347–365. 4, 4, 5
[11] A. Dimca, On rational cuspidal plane curves, and the local cohomology of Jacobian rings,
arXiv:1707.05258. to appear in Commentarii Mathematici Helvetici. 1, 1, 1
[12] A. Dimca, D. Ibadula, A. Ma˘cinic, Numerical invariants and moduli spaces for line arrange-
ments, arXiv:1609.06551. 2.6, 3, 3, 4, 4
[13] A. Dimca, D. Ibadula, A. Ma˘cinic, Freeness for 13 lines arrangements is combinatorial,
arXiv:1712.04400. 5
[14] A. Dimca, D. Popescu, Hilbert series and Lefschetz properties of dimension one almost complete
intersections, Comm. Algebra 44 (2016), 4467–4482. 1
[15] A. Dimca, E. Sernesi, Syzygies and logarithmic vector fields along plane curves, Journal de
l’E´cole polytechnique-Mathe´matiques 1(2014), 247-267. 1, 3
16 ALEXANDRU DIMCA AND GABRIEL STICLARU
[16] A. Dimca, G. Sticlaru, Chebyshev curves, free resolutions and rational curve arrangements,
Math. Proc. Cambridge Phil. Soc. 153 (2012), 385–397. 2.6
[17] A. Dimca, G. Sticlaru, Koszul complexes and pole order filtrations, Proc. Edinburg. Math.
Soc. 58(2015), 333–354. 3
[18] A. Dimca, G. Sticlaru, On the exponents of free and nearly free projective plane curves, Rev.
Mat. Complut. 30(2017), 259–268.
[19] A. Dimca, G. Sticlaru, Free and nearly free curves vs. rational cuspidal plane curves, Publ.
RIMS Kyoto Univ., 54:163–179 (2018). 1, 1, 2.6
[20] A. Dimca, G. Sticlaru, On the freeness of rational cuspidal plane curves, Moscow Math. J.
18(2018), 659–666. 1
[21] D. Faenzi, J. Valle`s, Logarithmic bundles and line arrangements, an approach via the standard
construction, J. London Math. Soc. 90 (2014), 675–694. 1, 5
[22] F. Hirzebruch, Arrangements of lines and algebraic surfaces, in: Arithmetic and geometry,
Vol. II, Progr. Math. 36, Birkha¨user, Boston, Mass., 1983, 113–140. 4
[23] P. Orlik and H. Terao, Arrangements of Hyperplanes, Springer-Verlag, Berlin Heidelberg New
York, 1992.
[24] S. Papadima, A. I. Suciu, The Milnor fibration of a hyperplane arrangement: from modular
resonance to algebraic monodromy, Proc. London Math. Soc. 114(2017), 961–1004. 2.5
[25] M. Saito, Hilbert series of graded Milnor algebras and roots of Bernstein-Sato polynomials,
arXiv:1509.06288 1
[26] H. Schenck, Elementary modifications and line configurations in P 2, Comm. Math. Helv. 78
(2003), 447–462. 2.6
[27] E. Sernesi, The local cohomology of the jacobian ring, Documenta Mathematica, 19 (2014),
541-565. 1
[28] D. van Straten, T. Warmt, Gorenstein duality for one-dimensional almost complete
intersections–with an application to non-isolated real singularities, Math. Proc.Cambridge Phil.
Soc.158(2015), 249–268. 1
[29] A. I. Suciu, Hyperplane arrangements and Milnor fibrations, Annales de la Faculte´ des Sciences
de Toulouse 23 (2014), no. 2, 417-481. 2.5
[30] S. O. Toha˘neanu, Projective duality of arrangements with quadratic logarithmic vector fields,
Discrete Math. 339 (2016), 54–61. 3
[31] U. Walther, The Jacobian module, the Milnor fiber, and theD-module generated by f s, Invent.
Math. 207 (2017),1239–1287. 1, 2
[32] M. Yoshinaga, Freeness of hyperplane arrangements and related topics, Annales de la Faculte´
des Sciences de Toulouse, vol. 23 no. 2 (2014), 483-512. 1
[33] G. Ziegler, Combinatorial construction of logarithmic differential forms, Adv. Math. 76 (1989),
116-154. 1, 5
Universite´ Coˆte d’Azur, CNRS, LJAD and INRIA, France
E-mail address : dimca@unice.fr
Faculty of Mathematics and Informatics, Ovidius University Bd. Mamaia 124,
900527 Constanta, Romania
E-mail address : gabrielsticlaru@yahoo.com
