Abstract We present the major features of a new implementation of a QM-MM method that uses the DFT code Siesta to treat the quantum mechanical subsystem and the AMBER force field to deal with the classical part. The computation of the electrostatic interaction has been completely revamped to treat periodic boundary conditions exactly, using a real-space grid that encompasses the whole system. Additionally, we present a new parallelization of the Siesta grid operations which provides near-perfect load-balancing for all the relevant operations and achieves a much better scalability, which is important for efficient massive QM-MM calculations in which the grid can potentially be very large.
a chemical reaction which occurs locally, an alternative is to split the system into a (typically small) part which is treated with QM methods and another treated with molecular mechanics (MM) methods, using force fields (for a recent review, see Ref. [1] ). A QM-MM approach of this kind was described by Crespo et al. [2] and implemented using the Density Functional Theory (DFT) code Siesta [3] for the QM part and the Wang et al. force field parametrization [4] within the AMBER scheme [5] . This QM-MM implementation was intended for the description of molecular effects in which periodic boundary conditions (PBC) did not play a significant role [6, 7, 8] . However, in many cases, and certainly for extended systems, it is desirable to employ PBC, and to account correctly for all the interactions involved, particularly the long-range Coulomb forces.
We have recently implemented a QM-MM approach that builds on the original work of Crespo et al [2] and extends it with the full consideration of periodic boundary conditions. The new functionality can be used with most first-principles codes acting as the QM back-end, but still finds its most efficient expression in combination with the Siesta DFT code, due to its use of localized orbitals.
The efficiency of Siesta makes the approach suitable for very large scale calculations using parallel computers, in which the QM part could contain up to a few thousands of atoms, which is a significant breakthrough with respect to other QM-MM approaches. Nevertheless, the new approach still presents some computational challenges for the description of large systems, even when the QM subsystem is relatively small, since the real-space grid used to represent the QM charge density and potential must be extended to cover the whole system, instead of being restricted to the QM region only. In addition to an increased operation count, the typical spatial inhomogeneity of the quantum/classical atomic distribution implies that issues of load balancing and communication scheduling become very important when executing the simulation in parallel. To address these issues, together with the development of our QM-MM approach, our work has focused on a careful optimization of the parallel implementation of the Siesta routines involved in the real-space grid operations. This has resulted in a much more efficient and scalable parallel performance of the QM calculations with Siesta, which has a big impact on the performance of the new QM-MM method.
In this paper we present the basic ideas behind our QM-MM implementation using PBC, and we document, in the context of the QM-MM method, the improvements made in the parallel execution of Siesta. We stress that these improvements in parallel performance are not restricted to QM-MM simulations, but are of general usefulness also for fully QM calculations, particularly for systems which exhibit a high degree of inhomogeneity, such as clusters, nanowires, and surfaces.
An overview of the QM-MM method
We give here only a brief summary of the method, concentrating on the key new aspects, and on its validation with a small example. Full details, including its application to larger systems, will be presented elsewhere.
Theory and programming scheme
The QM/MM methodologies aim to accurately describe the chemistry of a specific region of interest using a QM method, while the typically much larger surrounding region is modelled by faster MM approaches. The total energy of the combined system is given by [9] :
E QM is the internal Kohn-Sham energy of the quantum subsystem calculated by Siesta (Eq. (53) of Ref. [3] ). The pure classical term, E M M , includes two-, threeand four-body bonded terms as well as non-bonded terms such as van der Waals and Coulomb interactions (Eq. (10) of Ref. [2] ) between classical atoms. The mixed interaction between the QM and MM regions, E QM/M M , only contains van der Waals and Coulomb interactions between the classical and quantum atoms (and electrons). It should be noted, however, that the presence of the classical atoms is taken into account when computing E QM through its effect on the selfconsistent electronic charge density, which is different from that of the isolated quantum subsystem.
As in our previous works, [2] in the present QM/MM implementation, the system can be partitioned in QM and MM regions in such a way that a covalent bond is in the boundary (i.e., one atom in the bond belongs to the QM part and the other to the MM part), which is useful, for instance, in the study of biomolecules. To deal with these cases, we have developed a variant of the scaled position link atom method (SPLAM) [10] . Details of our implementation will be given elsewhere.
The additive character of the energy terms in Eq. 1 allows us to setup the code in a modular way. A front-end driver program takes care of the classical subsystem, and makes calls to the QM back-end module (Siesta in our case) to solve the quantum mechanical problem and return the relevant quantities to the driver, which then computes the total energy and gathers the forces to complete the molecular dynamics step and proceed to the next one. The key steps in the operation of the method are:
i) The calculation of the electrostatic potential generated on the real-space grid by the classical point charges of the MM region. This will act as an additional external potential V M M (r) for Siesta.
ii) The Siesta calculation in the presence of the external potential. The real-space grid operations performed by Siesta during the self-consistent loop include the computation of the Hartree and exchange-correlation potentials (routines poison [sic] and cellxc, respectively), of the grid contribution to the Hamiltonian matrix elements (routine vmat), and, after diagonalization, the calculation of the charge density from the density matrix (routine rhoofd). All these operations are now carried out using the extended grid. This does not in itself increase dramatically the operation count (except in routine poison) because the basis orbitals are still localized in the QM region, but a proper load balancing is essential, as we shall see below.
After reaching self-consistency, Siesta determines the forces on the QM atoms, computes E QM and the electrostatic part of E QM/M M , and sends back to the driver program the electronic charge density ρ(r) on the grid.
iii) The driver program will compute the forces on the classical atoms due to the QM atoms (via ρ(r)) and to the other classical atoms (via the force field), as well as the remaining MM and QM/MM energy terms.
The driver program communicates with the Siesta process via FIFO pipes [11] .
Periodic boundary conditions
The SIESTA code works by default with periodic boundary conditions, in particular computing the Hartree potential from the charge density using a Fourier transform (routine poison). To have consistent periodic boundary conditions for the QM and MM regions, it is convenient to extend the QM simulation box to coincide with the total simulation box (this is not strictly necessary [12] , but it is the simplest option for a code such as SIESTA). To deal explicitly with the point charges in the system we have implemented the Ewald method, both for the calculation of the potential created by the classical ions on the QM grid points, V M M (r), and to compute the electrostatic interaction between the classical ions. The shorter-range bonded interactions and the fast-decaying van der Waals term also take into account PBC, although they do not need the Ewald approach and are implemented using cut-offs.
As the electrostatic interaction of the QM and MM calculations takes place only through the exchange of V M M (r) and ρ(r) on the real-space grid, this approach works for most first-principles codes, which in one way or another implement such a grid. However, SIESTA is particularly suitable since its basis set is associated to the atoms, and hence non-QM regions do not need to be explicitly accounted for in the computation of the electronic structure of the QM sub-system, as would be the case with a plane-wave basis set, for example. In addition, the computation of V M M (r) can be accelerated since it is only needed on those grid points touched by a QM orbital. Furthermore, the short-ranged real-space Ewald contribution of those classical ions far enough from the QM region can be skipped.
Validation of the QM/MM methodology: Water molecules
As an illustration and validation of the QM-MM methodology we present some calculations in systems containing water molecules. We employed the GGA exchange-correlation functional of Perdew-Burke-Ernzerhof (PBE) [13] , and a double-ζ plus polarization basis set optimized for water [14] with relatively short orbital cutoffs (6.1 a.u. and 4.2 a.u. for the longest orbitals of O and H, respectively). This functional and basis set provide a very good description of the properties of liquid water [14] with a low computational cost, although it yields a dipole for the free water molecule of 2.04 D, which is somewhat higher than the one obtained experimentally in the gas phase, i.e. 1.85 D [15] (more complete basis sets are needed to obtain a converged value of the dipole moment [16, 17] ). The classical water molecules were modelled by the TIP3P potential [18] with additional bond and bond angle terms taken from AMBER [5] . This potential produces a dipole of 2.35 D, which largely overestimates the experimental one for the free molecule.
We first considered a small system comprised of two water molecules [19, 20, 21, 22, 23] . The hydrogen bond in this simple system can already put the accuracy of the implemented QM-MM methodology to the test. Table 1 shows the equilibrium O-O distance, angles and binding energy of the water dimer (see Fig. 1 for the definition of the angles). The QM calculation using the GGA-PBE functional provides results which compare very well to experiment [24] . The MM calculation, on the other hand, is less accurate, producing a short O-O distance, and overestimating the binding energy of the dimer. Besides, the φ angle is too small: the right angle is obtained only when the directional charges in the sp 3 lone pairs of the acceptor O atom are properly described, and these effects are absent in the TIP3P potential (which only includes point charges centred on the atoms). The QM-MM calculations with QM description of the donor molecule give similar results to the MM calculation: the O-O distance is too short, the φ angle is too small and the binding energy is too large. However, when the acceptor molecule is described on the QM level, the QM-MM results are close to those of the full QM calculation. This highlights the importance of describing properly the electronic distribution around the acceptor O atom for the description of the hydrogen bond. For comparison, we also show the results of a fully QM calculation, but in which the LDA functional Table 1 Computed O-O distances, angles (defined in Fig. 1 ) and binding energies for a water dimer. QM (GGA) and QM(LDA): A pure QM water dimer using a counterpoise correction to compensate the basis set superposition error (BSSE), using the GGA and LDA functionals, respectively. MM: A pure MM water dimer. We also present two sets of QM/MM results (both using GGA for the QM part), in which the QM molecule is the hydrogen acceptor and donor, respectively.
of Perdew-Wang [25] was used, which highlight the difficulty of a proper description of the dimer, even using fully quantum mechanical calculations. In conclusion, the QM/MM implementation performs well in the description of the water dimer, with errors that reflect the basic limitations of the MM model used.
Our results are similar to those of previous QM-MM implementations [20, 26, 27] .
As a second test, we assess the influence of the MM region on the QM region by calculating the induced dipole moment of a QM molecule in a liquid environment of 215 MM water molecules and under periodic boundary conditions. The dipole of the QM molecule is obtained by a time average during a 10 ps molecular dynamics simulation at 300 K. We obtain a value of 2.73 D, which subtracting the value for the free molecule yields a dipole change induced by the MM region of 0.69 D. This value is close to the experimental one obtained for the difference between the dipole of a water molecule in the gas phase and that in ice, i.e. 0.75 D. [28] .
In summary, our method gives very reasonable results for systems comprised of both QM and MM water molecules.
Optimization of the parallel execution of grid operations
In the original Siesta parallelization the distribution of the real-space mesh data among processors was done in a uniform way. The mesh points were divided in the Y and Z directions (more precisely, along the second and third lattice vectors) over the processors in a 2-D grid, so that each processor was assigned a parallelepipedic sub-mesh that extended along the X (first lattice vector) direction (see Fig. 2(a) ). A highly unbalanced workload resulted for cases with a inhomogeneous ionic distribution (for example, for a cluster centred at the origin, or for a slab perpendicular to the Z direction). In QM-MM calculations one typically has a rather a) b)
Graph of processes c) Fig. 2 Original parallelization of Siesta. a) Sketch of the uniform 2-D real-space domain decomposition; b) Graph showing the all-to-all (or global) communications pattern; c) Execution trace of the four main routines involved in the real-space grid operations. The eight horizontal bars represent eight processes which at a given instant can be computing (blue) or communicating (red and orange). This trace corresponds to a test case involving a set of 262 water molecules distributed inhomogeneously in the simulation box, as shown in Fig. 3(a) .
localized QM region immersed in the classical system, so workload imbalance problems are likely to be the norm. To exemplify the problem we use as one of our test cases a system of liquid water with a total of 7161 molecules (262 QM and 6899 MM). The QM molecules are confined to the central region of a cubic box of 60 Å side (Fig. 3(a) ), and surrounded by the MM molecules. We will compare this case with a system of the same size and number of molecules, but where the QM and MM molecules are uniformly distributed throughout the simulation cell (Fig. 3(b) ).
The imbalance problems can be visualized using the PARAVER tool [29] , which processes trace data obtained during the execution of an instrumented version of the code [30] and displays the information in a convenient way. Figure 2 (c) shows a computation with eight processors for the inhomogeneous system of Fig. 3(a) . The blue, orange and red colours represent computing, global communication and point-to-point communication events, respectively. Global communications and start-end times of the four key Siesta routines described above have been marked. Some problems are immediately obvious from the trace. First, the computation and waiting times are different for each processor. This is a symptom that the workload is unbalanced among the processors. In particular, processors 1, 4, 5, and 8 seem to have been assigned mostly empty regions of the box, with very little computation in all routines except poison. Furthermore, the imbalance is different for every routine, except for rhoofd and vmat, which show similar behaviour. Second, there are too many global communications. These all-to-all communications are trying to make the relevant parts of the distributed data structures available to those processors that need them, but in a quite inefficient way. This is clearly seen in routines rhoofd and vmat, in which pieces of the density matrix and the Hamiltonian, respectively, are passed around. Figure 2 (b) represents this state of affairs as a graph of processes with fully-connected nodes. The edges represent portions of data held by each processor which are sent to others. In this case the data are sent to all other processors, so that many unnecessary data transfers are carried out in the network.
Workload imbalance, even if relatively small, can lead to gross inefficiencies in parallel operation, typically manifested in a reduced speed-up when the number of processors is increased, i.e., reduced scalability. The same is true of the abuse of all-to-all communication patterns. To correct these inefficiencies we have developed new approaches to the problems of mesh distribution and communication scheduling.
Balanced mesh distribution
The key to the choice of an adequate mesh distribution among processors is the use of a weight function which represents the amount of work associated to each mesh point. Seen in this light, the uniform distribution used in the original version is appropriate only if the weight is the same for all points, as is the case in the poison routine, which basically performs an FFT on the data on the grid. In general, though, the amount of calculation in each mesh point is different and, crucially, depends on the type of operation to be performed. Therefore, a properly load-balanced calculation will need not just one, but several distributions, which will alternate during the execution of the program. Routine cellxc involves a bi-valued weight function: 1 if the mesh point is touched by any basis orbital, and 0 otherwise (when there is no charge density to process). Routines vmat and rhoofd need a weight function proportional to the square of the number of orbitals touching the point, since the operations to be performed involve pairs of orbitals. Only poison has a flat weight, as described above.
So Siesta needs three different distributions for the grid operations. For a given weight function, each processor is assigned a parallelepipedic portion of the real-space grid, determined using a recursive bisection algorithm [31] , (see Fig. 4(a) ), which at each step creates new sub-domains corresponding to regions of approximately equal computational cost.
Efficient communication scheduling
In order to improve the efficiency of the communications these are pre-scheduled. The pattern of communication can be represented as before as a graph (of processes) in which nodes represent processes and edges communication between them (Fig. 4(b) ). Rather than using indiscriminate all-to-all broadcasts, as in Fig. 2(b) , it pays to consider in detail the specific communication events really needed to redistribute the appropriate pieces of the density matrix and the Hamiltonian among the processors that need them to complete mesh operations (in routines rhoofd and vmat, respectively). With the use of these point-to-point communications the graph is no longer fully connected.
Furthermore, it becomes possible to schedule communications in such a way that those involving disjoint sets of processors can take place at the same time. Our scheduling algorithm uses the dual graph (of communications) pictured to the right in Fig. 4(b) ,
Graph Graph of processes of communications c) Fig. 4 New parallelization of Siesta. a) Balanced real-space domain decomposition by using a recursive bisection algorithm; b) communication scheduling generated by applying a colouring algorithm to the graph of communications. The same colour means communications that happen at the same time; c) idem Fig. 2(c) .
in which nodes now represent communication events and edges the processors involved, so two nodes are connected by an edge if the same processor is needed for the two communication events. The search for concurrency opportunities in communication is now equivalent to the problem of colouring the graph with the minimum number of colours in such a way that nodes (communication events) connected by lines (processors) do not share the same colour. Communications (nodes) of the same colour can then take place simultaneously (see figure 4(b) ). Graph colouring is an NP-complete problem [32] , but a heuristic can be used to find closely optimal colourings. We use the iterative largest-first algorithm [33] , in which at every step or iteration a non-coloured node is chosen and painted with a different colour from its adjacent nodes. The selected node is one that has the greater number of non-coloreud adjacent nodes. Figure 4 (c), obtained for the same inhomogeneous system as Fig. 2(c) , shows the reduction in global communications and the much better balanced workload for all routines that are achieved using the new parallelization of Siesta. Note that these improvements will be observed in general by all systems, even if they are not intrinsically very inhomogeneous, due to the operation-dependent workload distribution.
Showcase for parallelization results

Execution trace
Scalability tests
To analyze the improvements on the parallel performance of Siesta, we have used the two systems shown in Fig. 3 . While the typical QM-MM calculations have traditionally used a relatively small QM part, in order to analyze the scalability improvements we have considered a moderately large QM subsystem of 262 water molecules. With this benchmark we can employ up to 128 processors while keeping a reasonable load on each processor. The system sizes shows the potential for QM-MM simulations with large QM parts which we aim at performing in the future. In addition, the tests performed will be relevant for more general kinds of systems, and for fully-QM calculations. For both cases in Fig. 3 (inhomogeneous and homogeneous distributions of QM molecules) we compare the performances of the old version of Siesta and of the new version implementing the parallelization improvements. As a measure of performance we use the relative speed-up, conceptually S p = T 1 /T p , which measures how much faster the calculation is when using p processors instead of one. To avoid artefacts stemming from different memory access patterns [34] , we actually use S p = 8T 8 /T p , taking as reference a calculation with eight processors. As the focus of these benchmarks is on the scalability properties of the new parallelization of Siesta, we do not take into account any classical atoms in the calculations. The grid-related operations performed by Siesta are called in the program from a parent routine dhscf, and in what follows we use its overall performance as the approximate figure of merit for the benchmarks, while still discussing the individual performance of the four worker routines already introduced. Figure 5 shows the speed-up curves for the old (upper row) and new (lower row) versions, for both the homogeneous (left side) and inhomogeneous (right side) QM sub-systems. In all cases one observes a progressive degradation of the parallel efficiency (S p /p) with processor count, but the performance reduction of the original parallelization is markedly worse, particularly, as expected, for the Fig. 3 . The overall dhscf speed-up for the new parallelization includes three data re-distributions (communications) for routine pre-scheduling. For direct comparison with the original parallelization, the contribution of these communications is removed from the global speed-up in the curves marked Dhscf-Comm. All calculations use the PBE GGA exchange-correlation functional. Table 2 Parallel execution time in seconds for grid operations (routine dhscf) for both the original and new Siesta parallelizations. The benchmarks are the same as in Fig. 5 . The total dhscf time for the new parallelization includes the time spent in the data re-distributions for routine pre-scheduling, which is also shown under the Comm. heading.
Procs
inhomogeneous case, in which the efficiency drops to 24% (see Fig. 5 (c)) due to the workload imbalance exemplified in Fig. 2 , compared to a more reasonable 64% for the homogeneous case (see Fig. 5(a) ). The new parallelization improves performance significantly, with the efficiency reaching 52% (see Fig. 5(d) ) and 83% (see Fig. 5(b) ) for the inhomogeneous and the homogeneous case, respectively.
Before discussing the performance of the individual routines, it should be noted that the use of three separate data distributions in the new parallelization scheme introduces extra communication needs for re-distribution of the data arrays before and after the relevant operations. The effect of these communications is included in the dhscf curves for the new parallelization ( Fig. 5(b) and (d)). For completeness, we also present in the plots the curves obtained when the time spent in these communications is subtracted from the total count for dhscf. These curves show that these communications are of greater importance for the inhomogeneous case due to the inherent non-uniformity of data distribution. The parallel efficiency goes up to 71% and 87% when the extra communications are not counted. Since there is no meaningful and unambiguous way to assign the communication overhead to any particular sub-routine of dhscf, the individual-routine curves in the bottom plots of Fig. 4 refer to the net speed-up without re-distribution communications. While this communication overhead is obviously relevant for a global assessment of performance, the net speed-up curves are a good measure of the efficiency gains with respect to the old parallelization scheme.
The scalability of the poison routine is the same for both parallelizations and both test cases, homogeneous and inhomogeneous, since its uniform data distribution is intrinsically appropriate and was not modified. This routine, with an efficiency higher than 77%, exhibits the best performance in the original parallel version. In the new parallelization, in contrast, the rest of routines exhibit better or at least similar performance: the cellxc scalability is nearly perfect for the homogeneous case and similar to poison for the inhomogeneous case. Both rhoofd and vmat exhibit a similar scalability, slightly better than poison, as shown in Figs. 5(b) and (d). Table 2 shows the parallel execution time of the dhscf routine. Timings are much improved with the new version in the inhomogeneous case, reaching a factor of 1/3 for 128 processors. So even if the scalability is still not near ideal in the inhomogeneous case, the execution time still decreases significantly, therefore improving overall performance. For the homogeneous case, the total dhscf time values are similar, as an homogeneous molecular distribution naturally leads to a nearly uniform mesh distribution. The data re-distribution time (comm on Table 2 ) reaches ∼33% of the total time for inhomogeneous case and ∼15% for the homogeneous case as the number of processors is increased up to 128.
Overall, Figure 5 and Table 2 show that the new parallelization has a much better parallel performance in both homogeneous and inhomogeneous cases.
Conclusions
We have presented the design and performance results of a new parallelization strategy for the grid operations in Siesta that is particularly appropriate to the demands of a new QM-MM hybrid implementation which deals exactly with periodic boundary conditions in the electrostatic interaction and thus employs large real-space meshes. The new parallelization will be useful for all systems, and particularly for those exhibiting some degree of inhomogeneity in the ionic distribution.
