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a b s t r a c t
We study Maker/Breaker games on the edges of the complete
graph, as introduced by Chvátal and Erdős. We show that in the
(m : b) game played on KN , the complete graph on N vertices,
Maker can achieve a Kq for q =

m
log2(b+1) − o(1)

· log2 N , which
partially solves an open problem by Beck. Moreover, we show that
in the (1 : 1) game played on KN for a sufficiently large N , Maker
can achieve a Kq in only 2
2q
3 poly(q) moves, which improves the
previous best bound and answers a question of Beck. Finally, we
consider the so called tournament game. A tournament is a directed
graphwhere every pair of vertices is connected by a single directed
edge. The tournament game is played on KN . At the beginning,
Breaker fixes an arbitrary tournament Tq on q vertices. Maker and
Breaker then alternately take turns in claiming an unclaimed edge
e and selecting one of the two possible orientations. Maker wins
if his graph contains a copy of the goal tournament Tq; otherwise
Breaker wins. We show that Maker wins the tournament game on
KN with q = (1 − o(1)) log2 N . This supports the random graph
intuition, which suggests that the threshold for q is asymptotically
the same for the game played by two ‘‘clever’’ players and the game
played by two ‘‘random’’ players.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, we study games played by two opponents on edges of the complete graph KN on N
vertices. The two players, called Maker and Breaker, alternately take turns in claiming some number
of unclaimed edges until all edges are claimed. In an (m : b) game, Maker claimsm edges and Breaker
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claims b edges per turn, with Maker going first. Maker aims to create a graph which possesses some
fixed (usually monotone) property P and Breaker aims to prevent Maker from achieving his goal:
Breaker wins if, after all

N
2

edges were claimed, Maker’s graph does not posses P . A widely studied
game of this kind is the q-clique game (sometimes abbreviated by clique game) where P is the property
that the clique number is at least q. An immediate question is how large q can be (in terms of N) such
that Maker can achieve a Kq in the game on KN . Remarkably, for the ordinary (1 : 1) game the exact
solution to this question is known! The following theorem is due to Beck. (Throughout this paper log
stands for the binary logarithm.)
Theorem 1.1 (Theorem 6.4, [7]). For some r = r(N) with r ∈ o(1) we have the following. If q ≤
⌊2 logN − 2 log logN + 2 log e − 3 + r⌋, then Maker has a winning strategy in the (1 : 1) q-clique
game. Otherwise Breaker has a winning strategy.
Random graph intuition. An interesting paradigm, which was pointed out first by Chvátal and
Erdős [11], and was later investigated further in many papers of Beck [2–5] and Bednarska and
Łuczak [8], is the random graph intuition: Let G denote an (m : b) game and let P denote the cor-
responding graph property Maker aims to achieve. In the random game the players are replaced with
‘‘random players’’ which select their edges in each round completely at random; i.e., RandomMaker
claims m random unclaimed edges per move and RandomBreaker claims b random unclaimed edges
per move. So, by the end of the game RandomMaker’s graph looks like a random graph G(N,M)with
M =

m
m+b

N
2

edges. The random graph intuition basically says that if G(N,M) contains P with
high probability, then this indicates thatMaker has awinning strategy inG, and, conversely, ifG(N,M)
with high probability does not contain P , then this indicates that Breaker has a winning strategy in G.
It is well-known that with high probability the size of the largest clique in G

N, 12

N
2

is
(2 − o(1)) logN , thus the threshold where the random q-clique game turns from a RandomMaker’s
win to a RandomBreaker’s win is around q = (2 − o(1)) logN: like in the ordinary (1 : 1) q-clique
game, as shown by Theorem 1.1. So far, for various games it has been proved that they support the
random graph intuition, see, e.g., [4,8,12,15].
For a small number of games it has been established that the random graph intuition fails: In the
(1 : 1) diameter game the graph property Maker aims to achieve is that the diameter (of his graph) is
at least two (i.e., every pair of vertices has distance at most two). It is known (and not very difficult to
show) that in the randomgraphG

N, 12

N
2

with high probability every pair of vertices has distance
at most two. Hence, RandomMaker wins the random (1 : 1) diameter game with high probability.
However, Balogh et al. [1] proved that actually Breaker has a strategy towin the (1 : 1) diameter game,
which yields that the probabilistic intuition fails in this case. Second, for a given b, let GNP(b) denote
the (1 : b) non-planarity game, where the graph propertyMaker aims to achieve is non-planarity. That
is, Maker wins if at the end of the game his graph has no planar embedding. (Note that if b ≤ N6 − 1,
Maker’s graph finally contains 11+b

N
2

> 3N − 6 edges and hence is non-planar. Thus, for b < N6 ,
Maker will always win, nomatter what strategy he uses.) Due to known results about random graphs,
for b ≤ (1− o(1))N , RandomMaker wins the random version of GNP(b)with high probability. On the
other hand, Hefetz et al. [13] showed, applying a result of Bednarska and Pikhurko [9], that Breaker
has a strategy to win GNP(b) for b ≥ N2 . This means that the random graph intuition fails for every b
with N2 ≤ b ≤ (1− o(1))N .
It is an interesting open problem to determine suitable criteria which guarantee that for a given
game the random graph intuition (or maybe some weaker version of it) holds.
We call an (m : b) game biased ifm ≠ 1 or b ≠ 1. For the biased clique game not somuch is known.
Let fN(m, b) denote the largest q such that Maker can occupy a Kq in the (m : b) game. The random
graph intuition suggests that fN(m, b) is roughly 2log(m+b)−logm logN (see, e.g., [10]). Beck poses the
following open problem.
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Open Problem 1.2 (Open Problem 30.2, [7]). Let
gN(m, b) =


2
log(m+ b)− logm · logN − 2 logc logc N + 2 logc e− 2 logc 2
− 1+ 2 log c
log c0
+ o(1)

, ifm > b
2
log(m+ b)− logm · logN − 2 logc logc N + 2 logc e− 2 logc 2− 1+ o(1)

,
ifm ≤ b
where c = m+bm and c0 = mm−b .
Is it true that fN(m, b) = gN(m, b)?
The definition of gN(m, b) ismotivated by the so called BiasedMeta-Conjecture by Beck: an adaptation
of the random graph intuition which also considers some particular criteria guaranteeing a Maker’s
win. Note that by Theorem 1.1 we have fN(1, 1) = gN(1, 1) for N large enough. Moreover, Beck [7]
proved that fN(m, 1) ≥ gN(m, 1) for everym and every large enough N .
We will show that for infinitely many m, b the values fN(m, b) and gN(m, b) are substantially
different.
Theorem 1.3. Let m, b be constants. In the (m : b) game Maker has a strategy to occupy a Kq with
q =

m
log(b+1) − o(1)

· logN.
In particular, for constantm ≥ 6 and large enough N ,
fN(m,m) ≥

m
log(m+ 1) − o(1)

logN > gN(m,m) = (2+ o(1)) logN. (1)
This connects to the following open problem by Beck.
Open Problem 1.4 (Open Problem 31.1, [7]).
(a) Is it true that in the (2 : 2) gameMaker has a strategy to occupy a Kq for q = 2 logN−2 log logN+
O(1)?
(b) Is it true that in the (2 : 2) game Breaker has a strategy to prevent Maker from occupying a Kq for
q = 2 logN − 2 log logN + O(1)?
Open Problem 1.4 is still unsolved but (1) points out that in the (6 : 6) game Maker has a strategy to
occupy a Kq with q = 2.13 logN . So, if in Open Problem 1.4 ‘‘(2 : 2)’’ was replaced with ‘‘(6 : 6)’’, then
the answer to (a) would be ‘‘yes’’ whereas the answer to (b) would be ‘‘no’’. Hence, it is plausible that
the answers are similar in Open Problem 1.4 as well.
Theorem 1.1, Open Problem 1.2, Theorem 1.3 and Open Problem 1.4 are about the issue of building
a q-clique on a complete graph containing as few vertices as possible. Another issue is to build a clique
fast.
Open Problem 1.5 (Open Problem 25.1, [7]). Playing the (1 : 1) game on the infinite complete graph
K∞ (or at least on a ‘‘very large’’ finite KN ), how long does it take for Maker to build a Kq?
Let s(q) denote the minimum number of moves Maker needs to build a Kq. Theorem 1.1 implies the
following.
Corollary 1.6. Maker can build a Kq on KN with N = (1+ o(1))q2 q2 .
Hence, s(q) ≤ 12

N
2

≤ q22q for large enough q. The best known upper bound on s(q) is s(q) ≤ 2q+2,
which has been discovered by Beck [6] and, independently, by Pekeč [14]. From the other side, Breaker
can prevent Maker from building a Kq in 2
q
2 moves, provided q is large enough [6]; thus s(q) ≥ 2 q2 .
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Beck asks whether the bound O(2q) can be improved. We will show that s(q) ≤ 2 2q3 poly(q)where
poly(q) is some polynomial in q.
Theorem 1.7. Maker has a strategy to build a Kq in 2
2q
3 poly(q)moves.
Another variation of the q-clique game is the so called q-tournament game (sometimes abbreviated
by tournament game). A tournament is a directed graph where every pair of vertices is connected
by a single directed edge. The q-tournament game is played on KN . At the beginning Breaker fixes
an arbitrary tournament Tq on q vertices. Maker and Breaker then alternately take turns in claiming
one unclaimed edge e and selecting one of the two possible orientations. Maker wins if his graph
contains a copy of the goal tournament Tq; otherwise Breaker wins.1 Note that a winning strategy for
Breaker in the q-clique game allows him to prevent Maker from achieving any tournament Tq on q
vertices. Hence, Theorem 1.1 yields that for q = (2 − o(1)) logN Breaker has a winning strategy in
the q-tournament game. From the other side, Beck [7] showed that Maker has a winning strategy for
q =  12 − o(1) logN . Actually, he even proved the stronger statement that Maker has a strategy to
achieve that his graph contains a copy of all possible Tq.
The random graph intuition suggests that Maker already has a winning strategy if q = (1 −
o(1)) logN . Beck [7] included the following open problem in his list of the seven most humiliating
open problems of the field of positional games.
Open Problem 1.8. Is it true that Maker has a winning strategy in the q-tournament game for q =
(1− o(1)) logN?
We prove that the answer to Open Problem 1.8 is ‘‘yes’’.
Theorem 1.9. If q ≤ (1− o(1)) logN, then Maker has a winning strategy in the q-tournament game.
Notation. Let G be a graph and let V (G) and E(G) denote the set of vertices and the set of edges of G,
respectively. For U ⊆ V (G), E(U) denotes the set of edges spanned by U and, similarly, for disjoint
subsets U,W ⊆ V (G), E(U,W ) denotes the set of edges with one endpoint in U and the other inW .
For a subset S ⊆ V (G), the subgraph induced by S denotes the graph obtained from deleting all vertices
of V (G) \ S in G.
Suppose that we consider a game played on the edge set of a graph G. Then, for every vertex
v ∈ V (G) we let dB(v) denote the degree of v in Breaker’s graph. We will sometimes refer to the
edge set of G as the board.
Ceiling and floor signs are routinely omitted whenever they are not crucial for clarity.
Organization of this paper. In Section 2 we describe a natural strategy for Maker in the (1 : 1) clique
game and sketch how this strategy can be adapted to prove Theorems 1.3, 1.7 and 1.9. In Section 3
we consider the biased clique game and prove Theorem 1.3, in Section 4 we show how to build a
clique fast by proving Theorem 1.7, and, finally, in Section 5 we prove Theorem 1.9, which supports
the random graph intuition.
2. Proof sketches for Theorems 1.3, 1.7 and 1.9
Maker’s strategy. We will sketch a very natural strategy S for Maker in the ordinary (1 : 1) game,
which allows him to build a Kq with q = (1− o(1)) logN in 2N moves. For the clique size this bound
is weaker than Beck’s result by a factor of 2; however, appropriate adaptations of S form newMaker’s
strategies for some variations of the clique game, allowing us to prove Theorems 1.3, 1.7 and 1.9.
1 We note that here the orientations chosen by Breaker are irrelevant. The rule that Breaker also has to orient his edges is
convenient when studying adapted versions of the tournament game; e.g: At the beginning Breaker fixes Tq and arbitrarily
colors its edges with red and blue. Then Maker and Breaker take turns, as described above. Additionally, an edge is colored red
if it has been claimed by Maker, and blue if it has been claimed by Breaker. Maker wins if there is a (correctly colored) copy of
Tq .
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S looks as follows. Maker first selects an arbitrary vertex v1 of the vertex set of KN . As his ith move
Maker claims a free edge (v1, wi) until all edges incident to v1 are occupied. We refer to this sequence
of moves as processing v1. Note that by processing v1 Maker achieves that at least r := N−12 vertices
w1, w2, . . . , wr are connected to v1 in his graph. So he can restrict himself to building a (q − 1)-
clique in the subgraph induced by {w1, . . . , wr}, which has roughly N2 vertices. This suggests that by
proceeding recursively Maker can, for q ≈ logN , build a q-clique. We note that, actually, there is an
obstacle which has to be taken into account: It is possible that before Maker finishes processing v1,
Breaker already claimed some edges in the subgraph induced by {w1, w2, . . . , wr}, which might be a
handicap for Maker. However, this can be resolved by ignoring all vertices whose degree in Breaker’s
graph is larger than some carefully chosen threshold t , and setting up a more involved recurrence. (A
detailed description will be given in the sequel.)
We now sketch three modifications of S which can be applied to some variations of the clique
game.
The biased game. For the biased clique game, we consider the following modification of S: At the
beginning, instead of selecting one vertex v1, Maker occupies an m-clique on some vertex set
{v1, v2, . . . , vm}. (In the more detailed analysis in Section 3 we will show how this can be achieved.)
As long as there are vertices v for which (v, v1), (v, v2), . . . , (v, vm) are all unclaimed, as his move,
Maker fixes such a v and connects v to v1, . . . , vm. In this way Maker can achieve that in his graph
roughly Nb+1 vertices are adjacent to every vi ∈ {v1, . . . , vm}. So he can restrict himself to occupying a
(q − m)-clique on the graph G′ induced by the set of those vertices w which are adjacent to every vi
with 1 ≤ i ≤ m in his graph.
A handwaving analysis (neglecting again the fact that Breaker might have claimed edges of G′)
gives that Maker can build a Kq if N ≥ (b+ 1) qm , i.e., if q ≤ m logb+1(N) = mlog(b+1) logN . This is close
to the bound we will prove in Theorem 1.3.
Building a clique fast. Let N ≈ q2 2q3 . Maker proceeds in two phases. In the first phase he applies S: This
allows him to occupy roughly N2 edges of the form (v1, w1), (v1, w2), . . . ,

v1, w N
2

. Againwewill not
take into account that Breaker might have claimed edges in the subgraph induced by

w1, . . . , w N
2

.
Thus Maker can proceed recursively on the subgraph induced by

w1, . . . , w N
2

.
By applying S exactly q3 times he can obtain vertices v1, . . . , v q3 and w1, . . . , w N2q/3
= wq2q/3 such
that everywj is connected with every vi in his graph. This will take him roughly
∑q/3
i=1
N
2i
≤ N = q2 2q3
moves.
By Corollary 1.6, Maker can occupy a K 2q
3
on the subgraph induced by {w1, . . . , wq2q/3} (provided q
is large enough); clearly, this takes him at most

q2
q
3
2 ≤ q22 2q3 moves. This forms the second phase.
The two phases together allow Maker to achieve a Kq in roughly 2q22
2q
3 moves.
The tournament game. Finally, for the tournament gameMaker can adapt his strategy S as follows. Let T
be the goal-tournament ofMaker on the vertex set {u1, . . . , uq}. During the gameMaker will maintain
so called candidate sets V1, . . . , Vq such that every vi ∈ Vi is still suitable for the part of vertex ui. In
the first round Maker selects a vertex v1 ∈ V1 and then responds to each Breaker’s move as follows:
If Breaker claims an edge connecting v1 with a vertex in Vi with i ≥ 2, then Maker claims another,
free edge e connecting v1 with Vi (if there is no such edge e, Maker just claims an arbitrary edge).
Otherwise, he claims any free edge e = (v1, vi) with vi ∈ Vi for some i ≥ 2. In either case Maker
orients e in such a way that v1 is the sink of e if and only if u1 is the sink of (u1, ui).
In this way Maker can restrict himself to occupying a copy of T \ {u1} in the subgraph induced by
W2 ∪W3 ∪ . . . ∪Wq whereWj ⊆ Vj is the set of vertices in Vj which are in Maker’s graph adjacent to
v1. By Maker’s strategy, the size of Wj is at least
|Vj|
2 . This suggests that Maker can succeed if
N
q ≥ 2q
(at the beginning every candidate set Vj has size Nq , and in every round at least half of the vertices of
Vj remain candidates), i.e., if q = (1 − o(1)) logN . (Again we did not take into account that some of
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the edges in the subgraph induced byW2 ∪W3 . . .Wq might already have been claimed by Breaker in
the first round.)
3. The biased game
The next statement is a well known fact in graph theory.
Observation 3.1. Let G be a graph on n vertices where every vertex has degree at most d. Then G contains
an independent set of size at least nd+1 .
This can be seen by considering the following greedy algorithm for building an independent set: Start
with an empty set S and then, as long as G contains at least one vertex, iteratively select an arbitrary
vertex v, add it to S and remove v and all its neighbors from G. Finally, at most (d+1)|S| vertices were
deleted and therefore, |S| ≥ nd+1 .
In this paper we will use the following observation several times.
Observation 3.2. Let d ≥ 0, dcrit ≥ 1 be integers, let G be a graph, and let S ⊆ V (G) such that dB(v) ≤ d
for every v ∈ S. Suppose that Breaker claims e additional edges which have at least one endpoint in S. Then
there are at least |S| − 2edcrit verticesw ∈ S where dB(w) ≤ d+ dcrit.
This can be seen as follows. In Breaker’s graph, the sum of vertex-degrees in S is increased by at
most 2e. Let W ⊆ S denote the set of vertices w ∈ S where dB(w) is increased by more than
dcrit. If |W | > 2edcrit , then the sum of vertex-degrees in S (in Breaker’s graph) is increased by at least
|W |dcrit > 2e, which leads to a contradiction. Hence, |W | ≤ 2edcrit . We have dB(v) ≤ d+ dcrit for every
v ∈ S \W , as claimed.
Before proving Theorem 1.3 we formulate some more auxiliary facts. Observation 3.1 directly
implies the next corollary.
Corollary 3.3. Let G be a graph on n vertices where dB(v) ≤ d for every vertex v ∈ V (G). Then there is
an S ⊆ V (G) with |S| ≥ nd+1 such that S is an independent set in Breaker’s graph.
The next proposition shows that Maker can build any clique on a complete graph of sufficiently large
size.
Proposition 3.4. For every integers q,m, b there is an n = n(q,m, b) such that for every n′ ≥ n Maker
has a strategy to build a Kq in the (m : b) game played on Kn′ .
Proof. It suffices to consider the case where m = 1 (Maker can only benefit from larger values). We
proceed by induction on q. Clearly, Maker can always build a K1. Suppose now that q > 1 and let
n˜ = n(q− 1, 1, b).
Let V denote the vertex set of a Kn (n is to be determined later). Maker uses the following strategy.
He first selects an arbitrary vertex v ∈ V . In each of his moves he claims an edge incident to v until all
such edges are occupied. In this way, at least n−1b+1 vertices are connected to v in Maker’s graph. In the
meantime Breaker claimed at most b(n− 1) edges. Maker ignores all vertices in V \ {v} with degree
at least 4b(b+1) in Breaker’s graph. Hence he ignores at most 2b(n−1)4b(b+1) = n−12(b+1) vertices and therefore
has a setW of n−1b+1 − n−12(b+1) = n−12(b+1) vertices where dB(w) < 4b(b+1) for everyw ∈ W , and all edges
in E({v},W ) belong to his graph. By Corollary 3.3, there is a subsetW ′ ⊆ W with |W ′| ≥ |W |4b(b+1) such
that none of the edges in E(W ′) belongs to Breaker’s graph. Note that |W ′| ≥
n−1
2(b+1)
4b(b+1) . By choosing n
appropriately we obtain that |W ′| ≥ n˜, and thus by induction, Maker can build a Kq−1 on W ′, which
together with v forms a Kq. 
Proof of Theorem 1.3. Choose C = C(m, b) in such a way that Maker has a strategy to build a Km in
the (m : b) game played on KC . (Proposition 3.4 guarantees that such a C exists.) Note that since we
consider b and m as constants, C is also a constant. Throughout this section we abbreviate (m : b)
game by game.
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Fig. 1. The drawn edges represent edges in Maker’s graph.
The next lemma shows how Maker can reduce the task of occupying a Kq to the task of occupying
a Kq−m. To this end we consider complete graphs where some of the edges are already occupied by
either Maker or Breaker.
Lemma 3.5. Let G be a complete graph on n vertices where dB(v) ≤ d for every v ∈ V (G) and
n ≥ C(d+ 1). Let
n′ =
n−m−md− 2b

C
2

b+ 1 . (2)
If n′ ≥ 1, then Maker can achieve that there are disjoint sets {v1, . . . , vm}, {w1, . . . , wn′} ⊆ V (G)where
(i) all edges in E({v1, . . . , vm}) ∪ E({v1, . . . , vm}, {w1, . . . , wn′}) belong to Maker’s graph, and
(ii) dB(wi) ≤ d+ 2(b+ 1) for every i, 1 ≤ i ≤ n′.
Fig. 1 shows an illustration of Lemma 3.5(i) for m = 4 and n′ = 6. Before proving Lemma 3.5 we
first show its consequences. Note that if Maker manages to occupy a (q−m)-clique induced by some
vertex setW ⊆ {w1, . . . , wn′}, then he possesses the q-clique induced byW ∪ {v1, . . . , vm}. We will
use this fact to analyze Maker’s strategy recursively. For integers n, dwe let G(n, d) denote the set of
complete graphs G on n vertices where dB(v) ≤ d for every vertex v ∈ V (G). Lemma 3.5 implies the
following.
Corollary 3.6. Let d, n, q be integers with n ≥ C(d + 1) and q ≥ m, let G ∈ G(n, d), and let n′ ≥ 1 be
defined as in Lemma 3.5. Maker can build a Kq in the game on G if for every G′ ∈ G(n′, d + 2(b + 1)) he
can build a Kq−m in the game on G′.
The following corollary is a direct consequence of Corollary 3.3 and the definition of C .
Corollary 3.7. Let G ∈ G(n, d). If n ≥ C(d+ 1), then Maker can build a Km in the game on G.
Let c = m+ 2b

C
2

and let i ≥ 2. By applying Corollary 3.6 (i− 1) times and using Corollary 3.7, we
obtain that in the original game on KN , Maker can occupy a Kim if
N − (c + 0 ·m)
b+ 1 − (c + 2(b+ 1)m)
b+ 1 − (c + 4(b+ 1)m)
...
b+ 1 − (c + 2(i− 2)(b+ 1)m)
b+ 1 ≥ C(d
′ + 1),
where d′ = 2(i− 1)(b+ 1).
Hence, Maker can build a Kim if
N
(b+ 1)i−1 − (c + 2(i− 2)(b+ 1)m)
i−1
j=1
1
(b+ 1)j ≥ C(2(i− 1)(b+ 1)+ 1). (3)
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Since C,m, b are constants, (3) is equivalent to N
(b+1)i−1 ≥ c ′ + c ′′(i − 2), for appropriately chosen
positive constants c ′, c ′′. Let k = c ′ + c ′′. Hence we have the following.
Corollary 3.8. If N ≥ ki(b+ 1)i−1 for some i ≥ 2, then Maker can occupy a Kim in the game on KN .
Let
q =

m
log(b+ 1) −
1
log logN

· logN.
We apply Corollary 3.8 for i = qm (for simplicity, we assume that q is divisible by m). Using that
q ≤ m logN , we get
k
q
m
(b+ 1) qm−1 ≤ k logN(b+ 1)

1
log(b+1)− 1m log logN

logN
= kN logN(b+ 1)− logNm log logN
= kN(b+ 1) log logNlog(b+1)− logNm log logN (since logN = (b+ 1) log logNlog(b+1) )
< N (provided N is large enough).
Hence, Maker can occupy a Kq in the game on KN , which concludes the proof of Theorem 1.3. 
It remains to show Lemma 3.5.
Proof of Lemma 3.5. We assume that no edge of G belongs to Maker’s graph. Otherwise, Maker can
follow his strategy and, whenever this strategy calls for an edge he already possesses, then he takes
an arbitrary free edge: no extra move is disadvantageous for him.
Maker proceeds in two phases.
Phase 1. By assumption, n ≥ C(d + 1) and thus by Corollary 3.3, there is an S ⊆ V (G) with |S| = C
such that none of the edges in E(S) belongs to Breaker’s graph. Maker first builds a Km on some vertex
set {v1, . . . , vm} ⊆ S (this is possible by the choice of C). Note that in the meantime Breaker occupied
at most b

C
2

edges. From now on Maker will ignore all vertices v ∈ V (G) \ {v1, . . . , vm} incident to
one of these edges. Moreover, Maker will also ignore those vertices v ∈ V (G)which are connected to
some vi, i ∈ {1, . . . ,m} in Breaker’s graph. In total Maker ignores at most 2b

C
2

+ md vertices. Let
W denote the set of remaining vertices in V (G) \ {v1, . . . , vm} and note that
|W | ≥ n−m− 2b

C
2

−md. (4)
Every Breaker’s edge incident to a vertex in W has been occupied before Phase 1. So, dB(w) ≤ d for
every w ∈ W . Moreover, no edge in E({v1, . . . , vm},W ) belongs to Breaker’s graph. Using a similar
argument as in the beginning of the proof we can assume, without loss of generality, that no edge in
E({v1, . . . , vm},W ) is assigned to Maker.
Phase 2. As long as there are vertices w ∈ W where (w, vi) is unclaimed for every i ∈ {1, . . . ,m}, as
his move Maker selects such a w and occupies the edges (w, v1), (w, v2), . . . , (w, vm). We refer to
such a move as ‘‘savingw’’.
Let r denote the number of vertices Maker saved and let W ′ = {w1, . . . , wr} denote the
corresponding vertex set. Clearly, r ≥ |W |b+1 . Moreover, after Phase 2 every w ∈ W \W ′ is connected
to some vi with i ∈ {1, . . . ,m} in Breaker’s graph, for otherwise, Maker would have savedw. In total,
Breaker claimed rb edges during Phase 2, at least |W | − r of which are in E(W \ W ′, {v1, . . . , vm}).
Hence, Breaker claimed at most rb− (|W | − r) = r(b+ 1)− |W | edges with an endpoint inW ′. Fig. 2
shows an illustration of the two phases form = 4 and r = 6.
LetW ′′ denote the set of those verticesw ∈ W ′ where dB(w) ≤ d+ 2(b+ 1). By Observation 3.2,
|W ′′| ≥ |W ′| −

2(r(b+1)−|W |)
2(b+1)

= r −

r − |W |b+1

= |W |b+1 . So, {v1, . . . , vm}, W ′′ form the required
sets. 
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Fig. 2. The solid edges represent Maker’s edges and the dotted edges indicate that everyw ∈ W \W ′ is adjacent to some vi in
Breaker’s graph.
Fig. 3. The drawn edges belong to Maker’s graph. None of the edges spanned byW belongs to Breaker’s graph.
4. Building a clique fast
Proof of Theorem 1.7. Throughout this section we consider the (1 : 1) game. We will describe a
strategy which allows Maker to occupy a Kq fast. Maker proceeds in two phases. The next lemma
describes the first phase.
Lemma 4.1. Let i, r ≥ 1 be integers and let N = 9ir2i. Then in the game on KN , Maker can achieve in at
most 2N moves that for some disjoint V ,W ⊆ V (G) with |V | = i and |W | = r,
(i) all edges in E(V ) ∪ E(V ,W ) belong to Maker’s graph, and
(ii) the subgraph induced by W does not contain any edge of Breaker’s graph.
Fig. 3 shows an illustration of Lemma 4.1 for i = 4 and r = 6. We postpone the proof of Lemma 4.1
and continue with the proof of Theorem 1.7. For the second phase we apply Corollary 1.6 for the
subgraph induced by W . Let r = 2q′2 q
′
2 for some large enough q′, and let V ,W be the vertex sets
from Lemma 4.1. By Corollary 1.6, Maker can build a Kq′ on the subgraph induced byW , which takes
him at most
 r
2
 ≤ 2q′22q′ moves. Hence, altogether Maker can build a Ki+q′ in 2N + 2q′22q′ =
36iq′2
q′
2 +i + 2q′22q′ moves. By setting i = q3 and q′ = 2q3 , we obtain Theorem 1.7. 
It remains to show Lemma 4.1. The next lemma describes a main ingredient of Maker’s strategy.
As in the proof of Theorem 1.3 we consider complete graphs where some of the edges are already
occupied by either Maker or Breaker.
Lemma 4.2. Let G be a complete graph on n vertices where dB(w) ≤ d for everyw ∈ V (G), let v ∈ V (G),
and let
n′ = n− (d+ 1)
2
. (5)
If n′ ≥ 1, then Maker can achieve in at most n moves that for some {w1, . . . , wn′} ⊆ V (G), (v,wi)
belongs to Maker’s graph and dB(wi) ≤ d+ 4 for every i, 1 ≤ i ≤ n′.
Proof. As in the proof of Lemma 3.5 we can assume, without loss of generality, that no edge of G
belongs to Maker’s graph. By assumption, dB(v) ≤ d, and hence there is a W ⊆ V (G) \ {v} with
|W | ≥ n − (d + 1) such that none of the edges in E({v},W ) belongs to Breaker’s graph. Maker
proceeds as follows. Until all edges in E({v},W ) are occupied, as his ith move he claims a free edge
(v,wi) ∈ E({v},W ). Suppose that he can make r such moves (note that r ≤ n).
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In themeantime Breaker occupied r edges, including (v,w) for everyw ∈ W \{w1, . . . , wr}, since
otherwise, Maker would have claimed (v,w). So, Breaker occupied at most r− (|W |− r) = 2r−|W |
edges incident to a vertex in {w1, . . . , wr}.
By Observation 3.2, there is a W ′ ⊆ {w1, . . . , wr} with |W ′| ≥ r − 2(2r−|W |)4 = |W |2 ≥ n−(d+1)2
where dB(w′) ≤ d+ 4 for everyw′ ∈ W ′. So,W ′ forms the required vertex set. 
Proof of Lemma 4.1. Maker proceeds in i steps. It will turn out that every step j yields appropriate,
disjoint vertex sets Vj,Wj ⊆ V (G)where all edges in E(Vj) ∪ E(Vj,Wj) belong to Maker’s graph.
Let V0 := ∅ andW0 := V (G). (So, obviously, all edges in E(V0) ∪ E(V0,W0) = ∅ belong to Maker’s
graph.) Let j ≥ 1 and suppose that Maker has finished step j − 1. Thus by induction, he occupied all
edges in E(Vj−1) ∪ E(Vj−1,Wj−1). For every w ∈ Wj−1, let d(j−1)B (w) denote the number of Breaker’s
edges incident to w in the subgraph induced by Wj−1 (note that if j = 0, then d(j−1)B (w) = dB(w) for
every w ∈ V (G)). Moreover, let dmax be the maximum of d(j−1)B (w) over all vertices w ∈ Wj−1 and
let v be an arbitrary vertex ofWj−1. Applying Lemma 4.2 for the subgraph induced byWj−1 gives that
Maker can achieve in at most |Wj−1|moves that for someW ⊆ Wj−1 with |W | = |Wj−1|−(dmax+1)2 , the
edge (v,w) belongs to Maker’s graph and d(j−1)B (w) ≤ dmax + 4 for everyw ∈ W . Let Vj := Vj−1 ∪ {v}
and Wj := W . This completes step j. Note that by construction, all edges in E(Vj) ∪ E(Vj,Wj) belong
to Maker’s graph and d(j)B (w) ≤ d(j−1)B (w) ≤ dmax + 4, for everyw ∈ Wj.
By repeatedly applying Lemma 4.2, we obtain that |Vi| = i,
|Wi| :=
N − (0+ 1)
2
− (4+ 1)
2
− (8+ 1)
...
2
− (4(i− 1)+ 1)
2
,
and that d(i)B (w) ≤ 4i for every w ∈ Wi. Note that Vi and Wi are disjoint and that |Wi| ≥ N2i −
4i

1
2 + 14 + · · · + 12i

≥ N
2i
− 4i ≥ 5ir (the last inequality is due to our choice of N). Finally, Maker
needed at most N + N2 + · · · + N2i−1 ≤ 2N moves to occupy the edges in E(Vi) ∪ E(Vi,Wi).
By Corollary 3.3, there is aW ⊆ Wi with |W | ≥ |Wi|4i+1 such that none of the edges in E(W ) belongs
to Breaker’s graph. We have |W | ≥ 5ir4i+1 ≥ r , and thus Vi,W form the required sets. 
5. Building a tournament
We will consider a modification of the tournament game which is advantageous for Breaker. The
advanced q-clique game is played on KN . At the beginning Breaker fixes a partition V1, V2, . . . , Vq of the
vertex set with |V1| = |V2| = · · · = |Vq| = Nq . (For simplicity we assume here that N is divisible by q.
The case where N is not divisible by q could be handled by fixing q disjoint vertex sets V1, V2, . . . , Vq
with |Vi| = ⌊Nq ⌋ for every i, 1 ≤ i ≤ q.) Maker’s goal is to build a Kq on some vertex set {v1, v2, . . . , vq}
with vi ∈ Vi for every i, 1 ≤ i ≤ q; and Breaker’s goal is to prevent this.
Observation 5.1. Let N be an integer and let T be any tournament on q vertices. If Maker has a strategy
to win the advanced q-clique game on KN , then he has a strategy to occupy a copy of T on KN .
This can be seen as follows. Let {u1, . . . , uq} denote the vertex set of T . Suppose that Maker has a
strategy S to win the advanced q-clique game on KN . To occupy a copy of T , he first fixes an arbitrary
partition V1, V2, . . . , Vq of the vertex set of KN with |Vi| = Nq for every i ∈ {1, . . . , q}, and then, in each
of his moves, he applies S together with the following rule for directing the currently claimed edge e:
If e = (vi, vj) for some vi ∈ Vi, vj ∈ Vj with i ≠ j, then he orients e in such a way that e is directed
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from vi to vj if and only if the edge between ui and uj is directed from ui to uj. Otherwise, e is spanned
by some set Vi, in which case Maker chooses an arbitrary orientation.
Since S is a winning strategy for the advanced q-clique game, Maker manages to occupy a copy of
T in this way.
Proof of Theorem 1.9. By Observation 5.1, it suffices to show that Maker has a strategy to win the
advanced q-clique game, abbreviated by q-clique game in the following, on KN . Let dcrit be an integer
to be determined later. The next lemma shows how a winning strategy for the (q − 1)-clique game
yields a winning strategy for the q-clique game. As in the proof of Theorem 1.3 we let G(n, d) denote
the set of complete graphs G on n vertices where dB(v) ≤ d for every v ∈ V (G).
Lemma 5.2. Let d, n, q be positive integers, let G ∈ G(qn, d), and let V1, V2, . . . , Vq be a partition of
V (G) with |Vi| = n for every i, 1 ≤ i ≤ q. Moreover, let v1 ∈ V1 and let
n′ = n− d
2
− 2nq
dcrit
.
If n′ ≥ 1, then Maker can achieve that for some W2 ⊆ V2,W3 ⊆ V3, . . . ,Wq ⊆ Vq,
(i) |Wi| = n′, for every i, 2 ≤ i ≤ q,
(ii) all edges in E({v1},Wi) belong to Maker’s graph, for every i, 2 ≤ i ≤ q, and
(iii) dB(w) ≤ d+ dcrit, for everyw ∈ W2 ∪W3 ∪ · · · ∪Wq.
Before proving Lemma 5.2 we first consider its consequences.
Corollary 5.3. Let d, n, q be positive integers, let G ∈ G(qn, d) and let n′ ≥ 1 be defined as in Lemma 5.2.
Maker has a strategy to win the q-clique game on G if for every G′ ∈ G((q−1)n′, d+dcrit) he has a strategy
to win the (q− 1)-clique game on G′.
Suppose that dcrit > 4q and let n′ be defined as in Lemma 5.2. Then,
n′ = ndcrit − 4q
2dcrit
− d
2
= n2dcrit
dcrit−4q
− d
2
= n
2+ 8qdcrit−4q
− d
2
. (6)
Let s(q) = 2+ 8qdcrit−4q . By repeatedly applying Corollary 5.3 and (6),we obtain thatMaker has awinning
strategy in the q-clique game on Kqn if n˜ ≥ 1 where
n˜ :=
n
s(q)
− 0/2
s(q− 1) − dcrit/2
s(q− 2) − 2dcrit/2
...
s(2)
− (q− 2)dcrit/2.
Recall that we assumed that dcrit > 4q. Hence, s(q) ≥ 2 and for every 1 ≤ i ≤ j ≤ q, s(i) = 2dcritdcrit−4i ≤
2dcrit
dcrit−4j = s(j). So, n˜ ≥ ns(q)q−1 − (q− 2) dcrit2

1+ 1s(2) + 1s(2)2 + · · · + 1s(2)q−2

≥ ns(q)q − qdcrit.
Corollary 5.4. Let N, q and dcrit > 4q be integers and let n = Nq . If ns(q)q − qdcrit ≥ 1 with s(q) =
2+ 8qdcrit−4q , then Maker has a winning strategy in the q-clique game on KN .
We apply Corollary 5.4 for dcrit = 5q2 and q =

1− 5 log logNlogN

logN . For large enough N we have
s(q) = 2+ 8q
5q2−4q ≤ 2+ 2q . Hence, s(q)q ≤

2+ 2q
q = 2q 1+ 1qq ≤ 2qe. Using that q ≤ logN and
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2q = N
25 log logN
we get
n
s(q)q
− qdcrit ≥ Nq2qe − 5q
3 ≥ 2
5 log logN
e logN
− 5 log3 N ≥ log
4 N
e
− 5 log3 N ≥ 1, (7)
for large enough N . This concludes our proof of Theorem 1.9 
Proof of Lemma 5.2. As in the proof of Lemma 3.5 we can assume, without loss of generality, that
no edge of G belongs to Maker’s graph. Since dB(v1) ≤ d, for every i ∈ {2, . . . , q} there are at most d
vertices v ∈ Vi where (v1, v) belongs to Breaker’s graph. As long as there are unclaimed edges incident
to v1 Maker responds to each Breaker’s move as follows. If Breaker claims an edge of the form (v1, vi)
with vi ∈ Vi for some i ≥ 2 and there are still unclaimed edges in E({v1}, Vi), then Maker occupies
an arbitrary free edge in E({v1}, Vi). Otherwise, Maker claims any free edge incident to v1. He stops
as soon as all edges incident to v1 have been claimed. Hence, Maker and Breaker each made at most
qnmoves. Note that due to his strategy, for every i ∈ {2, . . . , q}Maker occupied at least half of those
edges in E({v1}, Vi) which were initially unclaimed; hence, there is a V ′i ⊆ Vi with |V ′i | = n−d2 such
that all edges in E({v1}, V ′i ) belong to Maker’s graph.
Since Breaker made at most qn moves he claimed at most qn edges; thus, by Observation 3.2, for
every i ∈ {2, . . . , q} there is aWi ⊆ V ′i with |Wi| ≥ |V ′i |− 2qndcrit = n−d2 − 2qndcrit such that dB(w) ≤ d+dcrit
for everyw ∈ Wi. 
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