GENERALIZED MODULAR SYMBOLS AND RELATIVE LIE ALGEBRA COHOMOLOGY AVNER ASH AND DAVID GINZBURG
In this paper we explore the limitations forced on the infinity type of a cohomological automorphic representation given the non-vanishing of an associated period over a generalized modular symbol. After some general remarks, we discuss the example of GL(2n) over a totally real field.
Let G be a reductive group defined over the number field F and TΓ « ®π υ a V cuspidal irreducible automorphic representation of G (A) , where v runs over all the places of F and A denotes the adeles of F. Write ω for the central character of π. Let G^ -HG V where v runs over the archimedean places of F and choose K^ to be a compact subgroup of G^ which contains the connected component of the identity of a maximal compact subgroup of Goo. Denote by X the symmetric space G^jK^Z^ where Z is the center of G. We assume X is non-compact.
Set Gf = UG V where v runs over the non-archimedean places of F and choose a compact open subgroup L of Gj. We let Γ be the arithmetic subgroup of G(F) defined to be the projection of G(F) ΠGOQL into G^. We assume Y\X is orientable. Let g = Lie G^/Z^ and J?oo = image of K^ in We recall the well-known isomorphism of cohomology groups #cus P (Γ\X,C) «®iί*( fl ,/? oo ;L c 2 usp (G(F)\G(A),α;)) L . The latter contains H*(g,K oo ;π oo ) ® πf as a summand (identifying π with its image in L\ (G(F)\G(A),u;) but taking care to remember that the isomorphism TΓ w %Έ V is an abstract one and doesn't "take place" inside L\ ). We let Now let H denote a reductive F-subgroup of G. We assume H^ is connected and if (A) satisfies strong approximation. Choose e £ X fixed by IQQ and set X H = H(F oo )e Cl. We assume M = (#oo Π Γ)\X H is orientable, 337 and we fix an orientation. Then the two propositions of Section 1 of [AGR] imply that for some / in the space of π ίφ= I ω' ι (h)f(h)dh.
H [Z(A)nH{A)]H(F)\H(A)
There is a canonical procedure for finding / given φ or vice versa. Following the argument in Section 5.2 of [AG] , we take a basis 
We call / a cohomological vector for π. We call such an integral a period (of the cuspform / or the cohomology class [φ]) over the (generalized) modular symbol M. In our terminology, a modular symbol is an oriented locally finite cycle such as M arising as the projected orbit of a reductive group.
In [AGR] it is shown that these integrals are absolutely convergent. Combining the topological methods of [RS] with the deRham theorem, it is easy to construct modular symbols M that support non-vanishing periods. Here the reductive group H underlying M will be the fixed points in G of some finite group action.
The non-vanishing of periods seems to be connected with properties of π and its L-functions, e.g. whether π is a lift from some other group, or whether a certain L-function has a pole. This is being investigated by Jacquet, Rallis and others. See [AG] for an example, and the references cited there.
On the local level, a non-vanishing period implies the existence of a nontrivial jffoo-invariant functional on TΓ^, which should be related to whether TΓco is a lift.
In this paper we begin to study the question: Does the non-vanishing of a period put a constraint on the isomorphism type of TΓQO? The case of GL (A) was studied already in [AG] and there led to a proof of the non-vanishing of a p-adic L-function. This paper arose out of an attempt to extend those results to GL(2n) for n > 2. We shall see that although many possibilities for TΓoo are ruled out by the nonvanishing of the period, already for GL (6) and GL (S) there are too many possibilities left to allow the use of the trick in Section 5 of [AG] for n > 2 to prove the non-vanishing of a certain archimedean integral and hence of the p-adic L-function.
In Section 1 we review the Vogan-Zuckerman classification of TΓ^ with nontrivial (ρ, K^)-cohomology. In Section 2 we show how the nonvanishing period enters the picture and prove some propositions that can be used in practice to rule out certain π^s. In Section 3 we outline the example of GL(8) with remarks applying to GL(m) for various ra, notably m = 2,4,6. In the appendix we give a heuristic connection between the existence of a nontrivial K^ Π //oo-fixed vector in the cohomological AT-type of TΓ^ and a nontrivial /foo-invariant continuous linear functional on TΓ^ in the case where
We close this introduction by pointing out a comparison among the results in [A] , [AGR] , and this paper. In [A] the existence of a non-vanishing period for TΓ puts constraints on the local component π v of TΓ at a non-archimedean place, for local reasons. In this paper, we have similarly locally effected results at archimedean places. In [AGR] , vanishing of certain periods was derived from global considerations.
Classification of representations with nontrivial (g,K) -cohomology.
For simplicity we assume in this section G is a semi-simple, real, connected Lie group with finite center. Let g = Lie (G) ® C and K C G a maximal compact subgroup. The modifications needed when G is reductive or non-connected are most easily performed on an ad hoc basis. In [VZ] a finite list of irreducible admissible (g, K) -modules {TΓ} is given such that ίf*(g, Jί; TΓ) / 0 and it is shown that every irreducible unitary Grepresentation with nontrivial (g, K) -cohomology has its Harish-Chandra module isomorphic to some π on the list. Later in [V] and [W] it was shown that each TΓ on the list is the Harish-Chandra module of a unitary G-representation. Hence the unitary nature of a TΓ^ arising from a cohomological cuspform places no restrictions on its isomorphism type. In [VZ] twisting TΓ by a finite dimensional representation is also allowed, but we are interested only in untwisted coefficients here. We summarize the properties of the classification that we will use. See [VZ] for complete details. Let I = Lie(ϋf )®C, θ be the corresponding Cartan involution, and g = tφp the Cartan decomposition. A finite set {q} of 0-stable parabolic subalgebras of g is defined. Write q = ί + u, where £ is a Levi-factor and u the radical of q. One chooses a Cartan subalgebra t of t which is contained in ί and let μ = μ(q) = irreducible representation of K with highest weight 2p (uΓ\p) . Here ρ(uΠp) is one-half the sum of the t weights on u Π p.
We shall call the isomorphism class of μ a cohomological AT-type. It appears in Λ*p. There is a unique irreducible admissible (g, A')-module Λŝ uch that H*(g,K; A q ) = Homχ(Λ*p,Λ q ) φ 0 and the only AT-type shared by Λ*p and A q is μ(q). Moreover for different q's the μ(q)'s (and hence the Aq's) are distinct. Every irreducible admissible (g, Jί)-module TΓ with 7/*(g, K; TΓ) φ 0 is isomorphic to one of the A q 's.
Enter the nonvanishing period.
We maintain all the preceeding notation. Now suppose TΓ^ is isomorphic to A q for some q and that the period of a cohomological vector for π over H (A) doesn't vanish. In this case we shall say that π has a nontrivial iϊ-period. Let d be the dimension of the corresponding modular symbol M, with Y M € Λ^p.
Proposition 2.1. Suppose π has a nontrivial H-period, and π^
« A q . Then (1) μ(q) appears in Λ d p; (2) μ(q) contains a nontrivial vector invariant under H^ Π K; (3) The K-submodule of Λ d p generated by Y M projected onto the μ(q)- isotypic component of Λ rf p is non-vanishing.
Remark.
Although (1) and (2) immediately follow from (3) since Y M is clearly HOQ Π /^-invariant, we stated the three items in order of ease of checking in any given example. 
Proof. As stated we need only prove (3). From the hypothesis, there exists
Extend LΊeAi to a maximal abelian subalgebra to of g, so that to = to Π Lie K\ φ Lie Aγ is a Cartan subalgebra of Lie G\. Let λ be the highest weight o/μ(q) with respect to to. Then Proof. This follows from Proposition 2.1 (2) and Helgason's criterion Theorem 4.1 p. 535 of [H] after complexifying the Lie algebras and taking the hypotheses into account. D
In the following, with a view to our examples in the next section, we go back to the notation of Section 1 and allow G to be reductive and not necessarily connected. Thus g = Lie G^/Z^fi = Lie 7?^, etc.
The group of components Koo/K^ acts on the set of cohomological Ktypes {μ(q)} in the obvious way. If O is an orbit, there is an obvious way to make φ A q into an irreducible (q, A' oo )-module. We will denote it by μ(q)eθ B q for any q such that μ(q) G O. Every irreducible (q, A' oo )-module with nontrivial cohomology is isomorphic to B q for some q. Now let K denote the algebraic R-group such that K(R) = Koo, so Lie K(C) = t. Given q = I + u, we have the Cartan subalgebra t of I contained in t and we choose a Borel subalgebra b = t + n of t such that uCn. We use capital Roman letters to denote subgroups of K(C) whose Liealgebra equals the corresponding small Gothic letter. Thus Q is a parabolic subgroup of K = K(C) with Levi decomposition Q -LU. Also, B is a Borel subgroup of K with Levi decomposition B = TN. We let H stand for
H(C).
We now make the following additional hypothesis. For an illustration of it, see Section 3. 
Fix an irreducible K-submodule V of Λ d β/t with highest weight δ (all weights with respect to t) and let proj denote the 7ί"-equivariant projection onto V. Let Y be a generator of the line
It has weight zero. For any T-module M and weight λ write M\ for the λ-isotypic component of M. For each weight μ in V choose a C-basis {v μi : i = 1,... j μ } of F μ . Since V^ is one-dimensional we write vs in place of υs t ι. 
On the other hand
Comparing the right hand sides, we see that the matrix representation of g on the span of {P k } is a quotient of the contragredient V* of V. Thus P δ generates an L®-module isomorphic to a quotient of Res^o V*. Proof As in the proof of (ii) of Lemma 2.4 we obtain bΈP k sυ k -Σs~λ -P k υ k . From Lemma 2.5 we can equate the terms involving υ$ to get bP δ svs = s~1P δ υ δ or abcP δ = P δ . If α6c / 1, P δ -0 and the conclusion follows from (iii) of Lemma 2.4. D
Examples: GL(2n).
In this section we apply the foregoing to the example whose interest stems from [AG] . We refer the reader to the introduction of that paper for motivation. We let G = GL(2n)/Q for n > 1. Choose K^ = O(2n,R) and H = GL{n) X GL(n). Although H doesn't satisfy all the hypotheses made in Section 1, in this particular example all the conclusions there and in Section 2 remain true, as comparison with Section 5 of [AG] will show.
We found in [AG] that for n = 2, the nonvanishing of the iϊ-period determined π^ uniquely up to isomorphism. The same is easily seen to be the case for n = 1. Here we will investigate n = 3 and n = 4.
Of particular interest in the following calculations is the invariant theory that comes in.
We will present the GL(8) case in detail and summarize our results for the GL(6) case. The methods in both cases are basically the same, but since GL(6) is smaller that GL (8), less variety appears.
Case of GL(N).
First we present the list of irreducible (g, Jί)-modules π with non-trivial cohomology. We thank J.S. Li for providing us with this, which may be derived either from Speh's original article [S] or from the general theory of Vogan and Zuckermann [VZ] .
In this subsection, let G = GL(N,R),K = O(N), 0 = Lie G, t = Lie /ί, g = ! + pa Cartan decomposition. Let €j, 1 < j < [N/2\ be the usual basis for the dual of a Cartan subalgebra of t.
Let Γi,.. .r k be positive integers with m = Γi + + r k < N/2. We allow the case k = 0. There corresponds a 0-stable parabolic subalgebra q = ί + u whose corresponding Levi subgroup is
In the notation of Section 2 the (g, K)-module B q is irreducible, unitarizable and ϋf* (g, ϋΓ; B q ) φ 0. Any such π is isomorphic to B q for some q = q(r 1? .. .r k ) arising this way.
Set m s = Γi + h r s , 1 < s < k. Then the cohomological A'-type of B q has highest weight m 8 -ι<i<m 8 This is the unique K-tγpe of A(q) that occurs in Λ*(fl/C).
Let P be the standard parabolic subgroup of G with Levi component
M = GL(2ri, R) x x GL(2r*, E) x GL(Λ^ -2m, R).

Let π s be the Speh representation of GL(2r s ,K) which is the Langlands quotient of Ind
where σ s is the discrete series representation of GL(2,R) given by σ s = π(μ 5 , -μ s ) with μ s = |(7V -m 5 _χ -ra 5 ). We also let 1 denote the trivial representation of GL(N -2ra, E). Then B q « Indp^x <g> <g> τr A <g> 1). For N -6 and 8 we record this information in tabular form. The case N -4 is already treated in [AG] . We give each representation an identifying number for later reference. In these tables, δ refers to the cohomological A'-type. The e-basis was defined above; (a } ..., b, c) stands for ae λ + 6e n _i + ce n , N = 2n. The /-basis refers to the parametrization of if-types in terms of fundamental weights; draw the Dynkin diagram so that the all but two of the nodes lie along a horizontal line, and the outer automorphism switches the two nodes on the far right; then (a y ..., 6, c) in that basis stands for a times the leftmost weight plus ... plus b times the upper rightmost weight plus c times the lower rightmost weight.
Table for GL(6)
The last entry in each table is the unique representation on the list which could occur as the infinity type of a global cuspidal representation
If π is isomorphic to B q for the q from the i-th line on the list, write 7Γ = 7Γj = πs where δ is the corresponding cohomological /ί-type.
Case of GL(8).
Resume of notations: < #oo = GL(4,E) x GL(4,R), 0OO In the e-basis we have (c<|€j) = δij. Since (β\β) = 2 for all /?, the criterion becomes (δ\β) £ 2Z. Write δ = Ecfe,-. Each β has the form e f ± Cj for i φ j. Thus (δ\β) £ 2Z <£=> all c t 's have same parity <ί=> either all r 5 's have same parity or m k < n and all r 5 's are odd. This eliminates types 3, 7, 9, 13, 14, 15.
The other cases require a more detailed analysis. It will be convenient to complexify and work with a split version of K^. We let K -O(2n,C), P = poo ® C, °p = °poo ® C. However we have to keep track of Hoo when we do this. Let θ be the standard Cartan involution g -> t g~1 and σ be the involution ( /n _ 7 ) so that H is the fixed-points of σ. Then we conjugate θ and σ by the same complex 2n x 2n matrix to get a split form of K and the new H. Let (B opp 
Proof It is easily checked each F 2 is semi-invariant with the designated character. To show these span the space of semi-invariants one can use a result from [P-SR] . The local unramified computation in that paper induces a decomposition of the symmetric algebra of GL(2, C) 3 w GL(2, Cj x GO(4, C). Using this decomposition one gets the desired assertion.
• Now consider types 2, 4, 6, 12. They all have δ 4 = 0. Writing P δ -UP t e \ as we may by Lemma 2.4 (iii), we see that necessarily e 2 = e 3 , since δ = ΓIχ^. Set Then s induces the permutation (23) on the indices of X and Y. Since s(Pί) = fj for i ^ 2,3 and s(P 2 ) = P 3 , s(P 3 ) = P 2 , we have sP* = P tf in the case where δ 4 = 0. Proof. By the proof of Theorem 3.3 p. 64 of [VZ] , if q = £+u corresponds to type δ, then υ δ = aΛβfoτ some β G Λ Λ (uΠp) and some α G (Λ 19 " Λ^Π p) /n *, where # = dimu Π p. Now (Λ*£ Π p)* nc is isomorphic to the space of L°-invariant differential forms on the symmetric space for 2>°, which is in turn isomorphic to the cohomology of the compact dual. The latter is explicitly computed in [B] , We need only consider V contained in the if-span of Y, hence contained in °p. So we may assume a
A case by case calculation based on [B] now shows that in the cases under consideration sa = (-l) m *α and sβ = {-l) mk β. Hence sv δ = v δ . We omit the details, but sketch out one case as an example. Consider type 6. Then k = 2, (r u r 2 ) = (1,1), ra* = 2,β = 12. In this case,
and s acts on L as conjugation by
Since we consider only the traceless matrices in £Π °p we have that (Λ d~~R £ Π °ρ)^n e is isomorphic to the cohomology of
In our case Y = [/(I) x U(l) X SU(4)/SO(4) and s acts nontrivially only on the last factor, and there as conjugation by an element of determinant -1 in 0(4).
-Λ to P
By [B] we know that H*(SU(4)/SO(4)) « E [x 4 ,Xs] where E stands for the exterior algebra generated by generators a?, in deg i. Also s acts on Xi as multiplication by (-l) i+1 . We also know that H*(U (1) Finally, using ^ = α Λ /? and [B] again, one sees that types 1, 5 and 10 can't occur in Λ 190 p. To prove (ii) we must exhibit v δ in the K-span of Y for δ of type 8, 11 and 16. First we treat cases 8 and 11. Setting δ = ΠχJ we find that we must have F^8 = c s P%Pl and P δlι = c λ ιP£P% where c 8 and c n are constants.
Let's treat case 11; case 8 is similar. In the notation of Section 2, we have after specialization A (e + j + k +ί) A ... and if d is a basis vector appearing in the pure wedge /3, and if d doesn't appear in the other 18 terms, then we must keep d from the first term and discard e and /. Now if e is also in β and appears only in the terms shown, we can't get e from the first term any more, so we must get it from the third term and discard j + k + ί.
In this way, we can actually write down the exact formula w 0 Y = φ A β + other-weight-terms for an explicit φ £ Λ 60 p. Moreover φ is a weight zero wedge of vectors from ί Π °p where ί is the Lie-subalgebra of q It follows that proj w 0 Y = c n υs + ί.w.t. and c n φ 0 only if the projection of φ to (Λ 6 (£Π °p)) n is nonzero. Computing this projection of φ is a problem in GL(3). For convenience we apply the Hodge * operator and work in Λ 3 . To see if our explicit form has a nonzero projection to the ί Π ϊ-invariants we look instead (by duality) to see if it fails to lie in the linear span C of vectors of the form (gv -υ),g £ GL(3). We compute C and find that *φ is not in C.
The proof of (ii) in case 16 is similar but easier because we don't have to worry about invariant theory in GL(3). We do have to pick judiciously an element w £ VF 0 such that proj wY = Ci 6 v$ + ί.w.t. In fact, we let 
Types 3, 6, 7 are ruled out by Proposition 2.2. As in the GL(8) case we use Lemma 2.6 to rule out types 1, 2 and 5. The invariant theory for finding Ps reduces to finding weights, since L o in the GL(6) case is a torus. We get sPs -Ps in these cases. A twist occurs for GL(6) because now sY = Y. However computation of £ Π k invariants in Λ*l Π °p using [B] gives that sa = (-l) mfc+1 α in these three cases. We also see that sβ - (-l) mk β so that sυs = -vs.
We rule in types 4 and 8 by explicit computations similar to the GL(8) case. Thus we prove:
Theorem. Several relationships between the existence of a nonzero period for an automorphic representation π and the fact that π is a lift from another group (in the sense of "Langlands' philosophy") are known, and more are conjectured. In particular, if π is a cuspidal irreducible automorphic representation for GL(2n)/F it is conjectured that π has a nonzero period over GL(n) x GL(n) if and only if π is a lift from GO(2n + 1) (cf. the introduction to [AG] ).
We can rephrase this locally at a place υ in terms of L-groups by conjecturing that an irreducible admissible representation π v of GL (2n, F v In this appendix we prove the following proposition which is a heuristic analog of this conjecture in the "geometric" setting for υ a real place:
Proposition.
Let π be an irreducible admissible representation for GL(2n, R) Remark. The connection with a nonvanishing period for H = GL(n) x GL(n) is given by Proposition 2.1.
Proof Suppose π is given by the data (ri,.. .r k ) as in Section 3.1. As in the proof of the theorem in Section 3.2, we apply Proposition 2.2 to show that Vs contains an SO(n) x 50(n)-invariant if and only (i) all the r s have the same parity and (ii) if m k < n then that parity is odd. So we must show that Φ factors through GSp(2n,C) if and only if (i) and (ii) hold. From the description of TΓ as a Langlands' quotient in Section 3.1 it is easy to write down Φ (or more precisely a representative for Φ, which is only determined up to choice of a basis in GL(2n, Q).
Recall that Now suppose Φ factors through GSp(2n, C) up to conjugacy. That means there exists a skew symmetric 2n x 2n matrix J and a character λ of W& such that for any w G WK,
