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Cancer research is constantly one of the most prominent fields of modern me-
dical research. The accurate prediction of tumor types is of crucial importance
to medical science and can be of great profit to the pharmaceutical industry.
It can contribute significantly to the evolution of rational pharmacotherapy,
that is, maximizing the effect of pharmaceuticals while minimizing the risk on
patients. Despite the colossal effort and investment in this field of research,
there are many limitations and constraints regarding technological and many
other sectors of this type of research.
Cancer classification techniques are often morphological and clinical based
and have several drawbacks regarding their diagnostic ability. The huge ge-
netic diversity and complexity within tumors requires a lot of effort, time and
expensive equipment to map and analyze, and is moreover, threatening efforts
to create personalized cancer treatments. However an abstract statistical ap-
proach can overcome some of these drawbacks by minimizing the expenses of
laboratory equipment and in many cases limit the time consumption.
The purpose of this thesis is to improve on an efficient way of testing a
certain popular type of statistical classification of gene expression signatures.
The signatures belong to specific types of cancers, and are to be classified into
specific diagnostic categories, using artificial neural networks. When working
on gene expression tasks, one has to face problems such as the large variable
number - small sample size problem. In such tasks it is hard to find sufficient
gene expression data. The number of samples capable of working with is very
small, while the number of variables of each gene much larger than the number
of samples. From a mathematical point of view this leads to singular matrices
and makes the whole process of classification much harder to deal with. In
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order to confront these problems we use an intuitively reasonable modification
of the process used in the usual situation when matrices are non-singular. It
tries to make this rather demanding case of classification as efficient as possible.
This leads to further technological problems and constraints such as high
computational and storage costs and limitations concerning stability of the
numerical methods used. These problems can be time-consuming and lead to
financial costs. In particular the testing phase is expensive. Therefore, we
developed a fast and efficient way of testing the classification procedure, which
will be thoroughly described in this thesis.
The first chapter concerns basic linear algebra and statistics. Mentioned
are some fundamental definitions and theorems that will be essential in or-
der to fully understand the concept and the mathematical methods used for
classification, as well as a reference to some important numerical methods.
The concept of eigenvalues and eigenvectors is of great importance and will be
extensively described.
The second chapter of this thesis introduces the specific classification
method we will consider, namely Fisher’s linear discriminant analysis. We
will demonstrate it on classification tasks like the popular Iris flower data set,
introduced by Fisher too. The studied gene expression test is mentioned as
well as validation techniques, like the leave-one-out cross-validation method
(LOOCV) used on these tasks and their corresponding algorithms. Lastly
methods of dealing with the the large variable number-small sample size pro-
blem are a significant part of the second chapter.
The third chapter describes an efficient way of using the leave-one-out
cross validation method for testing the FLDA classification procedure, trying
to minimize computational and storage costs and maximize its speed and effi-
cacy. We created a pattern which, for every new iteration of the leave-one-out
method uses information from the previous iteration. For this to be done we
exploit the fact that the two iterations are close in the sense that the data
matrices differ by a matrix of rank one. This can be used to cheaply update
most of the matrices involved from one iteration to another. If n is the sample
size and p, p > n, the number of variables, we show that in this way we can
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avoid order pn2 operations during the process. At the expense of a single order
pn2 matrix-matrix product at the beginning of the entire validation process, all
iterations can be performed with order n2 arithmetic operations except for the
solution of an eigenproblem. The eigenproblems can be obtained with order
n2 log n costs instead of n3 costs using small rank updates and multiplication
with Cauchy-like matrices. Numerical experiments demonstrate the improved
timings.
We conclude this introduction with the official, original scope of the thesis
(before working on it was started).
The scope of the thesis
Modern gene expression tasks require the evaluation of a very high number
of variables (at least in the thousands) whereas it is difficult or often impos-
sible to gather the same number of samples. This so-called small sample size
problem causes the underlying numerical methods to become hard to use. The
involved matrices will be singular and some of the needed eigenvectors cannot
even be defined properly. The purpose of the thesis is to develop new or to
further develop existing strategies in order to cope with these difficulties. Any
improvement is highly desirable in this very active area of research.
12
Chapter 1
Basic linear algebra and
statistics
In this chapter we describe some of the basic facts of numerical linear algebra
and statistics that we will need in the thesis. We used G. Strang’s book [38]
and Saad’s book [37] as the main sources for information concerning numerical
linear algebra, and Rencher’s book [35] for information concerning statistics.
1.1 Basic matrix definitions
Definition 1.1.1 A matrix is a rectangular array of numbers or other mathe-
matical objects, for which operations such as addition and multiplication are
defined. A square matrix is a matrix for which the horizontal and vertical
dimensions are the same.
Unless otherwise stated, we will use arrays of numbers.
Definition 1.1.2 A real matrix is a matrix whose elements consist entirely of
real numbers. The set of real matrices with n rows and p columns is denoted
Rn×p.
Definition 1.1.3 A complex matrix is a matrix whose elements contain com-




Definition 1.1.4 The transpose of a matrix A is a matrix denoted as AT ,
whose rows are the columns of the original, and whose columns are the rows
of the original matrix A.
Definition 1.1.5 A symmetric matrix is a real square matrix that is equal to
its transpose. Formally, the matrix A is symmetric if and only if
A = AT .
Definition 1.1.6 The conjugate transpose of the n× p matrix A is the p× n
matrix B with Bi,j = Āj,i, where Bi,j denotes the entry on position i, j. It is
denoted A∗.
Definition 1.1.7 The entries of the sum C of two matrices A ∈ Cm×n and
B ∈ Cn×p are defined as
cij = aij + bij,
where i = 1, . . . ,m and j = 1, . . . , n. In order for the matrix addition A+B to
be defined, the number of columns and rows of A must be equal to the number
of columns and rows of B.
Definition 1.1.8 The entries of the product D of two matrices A ∈ Cm×n





where i = 1, . . . ,m and k = 1, . . . , p. In order for the matrix multiplication
AB to be defined, the number of columns of A must be equal to the number of
rows of B.
Definition 1.1.9 The identity matrix of size n is the n × n square matrix
with ones on the main diagonal and zeros elsewhere. It is usually denoted as
I or In.
The identity matrix is the neutral element of matrix multiplication. The
inverse element is defined as follows.
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Definition 1.1.10 The inverse of a square matrix A is a matrix A−1 such
that
A−1A = AA−1 = I.
Not every square matrix has an inverse. But if it does, the inverse is unique.
Definition 1.1.11 A square matrix Q is unitary if
Q∗Q = I.
Thus if Q is unitary, its inverse is Q∗. Also, Q∗Q = QQ∗.
Definition 1.1.12 An orthogonal matrix is a square matrix Q with real en-
tries for which
QTQ = I.
We remark that the columns of a unitary or orthogonal matrix have unit
length because if qj is the jth column, then
‖qj‖2 = qj∗qj = ejTQ∗Qej = ejT Iej = 1,
where ej denotes the jth column of the identity matrix I. Similarly, all columns
are orthogonal to each other, i.e
qi
∗qj = 0, i 6= j.
Definition 1.1.13 For any rectangular matrix A ∈ Cn×p with n ≥ p there
exists a factorization of the form
A = QR,
called QR factorization, where Q ∈ Cn×p has orthogonal columns and R ∈ Cp×p
is a square upper triangular matrix.
For the existence of the QR-factorization, see, e.g., [8, Theorem 10.5].
Definition 1.1.14 The rank of a matrix A is the maximum number of in-
dependent rows, or independent columns of A. For every matrix, the column
rank is equal to the row rank (see, e.g., [8, Theorem 1.27]).
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Definition 1.1.15 A singular matrix is a square matrix which does not have
an inverse.
We will now use the concept of the determinant. For a definition and details,
we refer to [8, Chapter 1].
Theorem 1.1.1 A square matrix A of size p is singular if and only if its
determinant is zero, if and only if the columns of the matrix A are linearly
dependent.
Proof: If A is singular, it is not invertible. I.e., there are two vectors c
and d such that Ac = Ad but c 6= d. Then Av = 0, with v ≡ c−d where v 6= 0.
This means that the entries of v are the coefficients of a linear combination
of the columns of A giving the zero vector. Therefore the columns of A are
linearly dependent.
Now, suppose a1, a2, . . . an is a linearly dependent set of vectors of a
column of matrix A, then det(a1, a2, . . . an) = 0. If the vectors are linearly
dependent then one of them can be written as a linear combination of the
others. Without loss of generality, let us say, that vector is a1. Then,
a1 = c2a2 + . . .+ cnan,
for numbers c2, . . . , cn which are not all zero.
Then using the fact that the determinant is a linear function of one
column when the others are held fixed, we have
det(a1, a2, . . . , an) = det(c2a2 + . . .+ cnan, a2, an)
= c2 det(a2, a2, . . . , an) + c3 det(a3, a2, . . . , an) + . . .
+ cn det(an, a2, . . . , an),
where every term in the last expression is zero because det(a1, a2, . . . an) = 0,
if ai = aj for some i 6= j [8, Theorem 1.9]. This condition says that if two
edges of the parallelepiped are the same, then a parallelepiped is degenerate
(i.e. “flat” in Rn) and so should have volume zero.
Now, if the determinant is zero, then the matrix must be singular: Sup-
pose that an inverse does exist. Then
det(A−1A) = det(I) = 1.
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But
det(A−1A) = det(A−1) det(A) = 0
[8, Theorem 1.1]. That means that there is no inverse and therefore, the matrix
is singular. 2
Definition 1.1.16 Let A be a square matrix of size p and v a non-zero vector
such that when multiplied by the matrix A, it yields a multiple of itself:
Av = λv,(1.1)
where λ is the scalar multiplier. In every such case the vector v is an eigen-
vector and λ is its eigenvalue. An eigenspace is the set of all eigenvectors with
the same eigenvalue, together with the zero vector.
In geometry, we can imagine the vector v as an arrow which does not change
direction when multiplied by A. Its corresponding eigenvalue determines how
its length changes, with the sign of the eigenvalue determining whether its
direction is reversed or not.
1.2 Eigenvalues and eigenvectors
Let us re-write the equation (1.1) as
(A− λI)v = 0.
In order for this equation to work for a non-zero vector v, A − λI must be
singular. Suppose A− λI is non-singular: Then
(A− λI)−1(A− λI)v = (A− λI)−10
v = 0(1.2)
but we are talking about a non-zero vector. Thus, A − λI is singular, which
means that
det(A− λI) = 0,
see theorem 1.1.1. This equation represents a polynomial in λ of degree p. It
has at least one root, therefore every matrix always has at least one eigenvalue-
eigenvector pair (eigenpair).
18
Remark 1 Even if a matrix is real, the eigenvalues and the eigenvectors can
be complex.







To find the eigenvalues of the matrix A, we use det(A− λI) = 0, which leads
to λ2 = −1. That means that the eigenvalues of the matrix A are complex,
namely λ1 = i, λ2 = −i.
Now, to find the eigenvectors for each λ use the equation
(A− λI)x = 0.


















is the eigenvector. Now, using Gaussian elimination for row re-

























, t ∈ R
}
where Ei is the eigenspace that corresponds to λ = i. The eigenspace corre-
sponding to λ = −i can be found analogously.
Definition 1.2.1 Suppose the n×n matrix A has n linearly independent eigen-
vectors s1, . . . , sn. We put them into columns of an eigenvector matrix S. Then






where λ1, . . . , λn are the eigenvalues, is the spectral decomposition of A.
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Definition 1.2.2 A Hermitian matrix is a square matrix A with complex en-
tries that is equal to its own conjugate transpose. That is, the element in the
i-th row and j-th column is equal to the complex conjugate of the element in
the j-th row and i-th column, A = A∗.
Theorem 1.2.1 The eigenvalues of a Hermitian matrix are real.
Proof: Let λ be the eigenvalue of A and u an associated eigenvector of
2-norm unity. Let (u, v) denote the inner product (u, v) = v∗u. Then
λ = λ(u, u) = (Au, u) = (u,A∗u) = (u,Au) = (Au, u) = λ,
therefore λ must be real. 2
Definition 1.2.3 The square matrix A is positive definite if xTAx > 0 for
every non-zero vector x. The square matrix A is positive semi-definite if
xTAx ≥ 0 for every non-zero vector x.
Definition 1.2.4 The LU decomposition of an n × n matrix A is a product
of a lower triangular matrix L and an upper triangular matrix U , such that
A = LU.
Definition 1.2.5 The Cholesky decomposition is a decomposition of a Her-
mitian, positive-definite matrix A into the product of a lower triangular matrix
and its conjugate transpose,
A = LL∗,
where L is a lower triangular matrix with real and positive diagonal entries.
Theorem 1.2.2 The eigenvalues of a symmetric, positive definite matrix are
positive. The eigenvalues of a symmetric, positive semidefinite matrix are non-
negative.
Proof: We start from equation (1.1) , using it for an eigenvector x
Ax = λx.
20
Multiplying both sides by xT , we get
xTAx = λxTx.
But the left side is positive according to the definition 1.2.3. That means
that λxTx is also positive and so is the eigenvalue λ. The second claim, for a
semidefinite matrix, follows analogously. 2
Theorem 1.2.3 Let A ∈ Rn×p. Then ATA is symmetric positive semi-definite.




= AT (AT )
T
= ATA,
which means that ATA is symmetric. Furthermore,
xTATAx = (xA)T (Ax) = ‖Ax‖2 ≥ 0,
for every nonzero vector x, which means that ATA is positive semi-definite
according to definition 1.2.3. Ax can be zero, but not when A has a full
column rank. In that case ATA is symmetric positive definite. 2
Theorem 1.2.4 Let A ∈ Rp×n and B ∈ Rn×p, let a1, . . . , an be the columns



























ap2b21 ap2b22 . . . ap2b2p
+ . . .
+






apnbn1 apnbn2 . . . apnbnp
 = AB
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because of definition (1.1.8). 2
Example: If x1, . . . , xn ∈ Rp are n vectors of dimension p and X =






1.3 The generalized eigenproblem
Definition 1.3.1 A generalized eigenproblem is a problem of the form
αAx = βBx,
where A and B is a pair of given matrices, often referred to as a matrix pencil.
We define a generalized eigenvalue of a matrix pencil as a pair (α, β) of com-
plex numbers, for which there is a vector u, called an associated generalized
eigenvector, such that
βAu = αBu.
In other words, (α, β) is an eigenvalue if and only if
det(βA− αB) = 0.
There is a set of difficulties arising from this definition of the eigenvalue. First,
the pair (0, 0) always satisfies the definition. Also there are many pairs (α, β)
that can be termed as ’generalized eigenvalues’ to represent the same ’standard
eigenvalue’ and have the same corresponding eigenvectors. There are three
main ways to resolve this issue. The first is to denote with < α, β > the set
of all pairs that satisfy the definition. A second way is to use pairs but scale
them by some norm in C2 so that for example ‖α‖2 + ‖β‖2 = 1. Finally, the
third way is to take the ratio α
β
as the eigenvalue. This is the definition we
will use in this thesis.
Definition 1.3.2 A generalized eigenproblem is a problem of the form
Ax = λBx,
where A and B are given matrices. If λ and x satisfy the above equation, then
λ is the generalized eigenvalue and x is the generalized eigenvector.
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In the case of the matrix B being non-singular, we can transform the
original problem into
B−1Ax = λx.
This action transforms the pencil (A,B) into (B−1A, I). In case A and B
are symmetric and B is positive definite, we can use another alternative. If
B = LLT is the Cholesky decomposition of B, then multiplying by L−1 from
the left and by L−T from the right we get the standard problem
L−1AL−Ty = λy.
The advantage of this transformation is that when we use it for symmetric
matrices, the symmetry is preserved in contrast with the previous transforma-
tion.
1.4 Numerical methods
Definition 1.4.1 A numerical method is a method to compute a mathematical
problem on a computer.
A numerical method’s quality is mostly measured by 3 things:
1. Computational costs, i.e. the number of arithmetic operations (addi-
tion, subtraction, multiplication, division) needed to solve the underly-
ing mathematical problem. Computational costs are often expressed in
orders of magnitude. For example, Gaussian elimination is of the order
p3 where p is the size of the given square matrix. For details on Gaussian
elimination, which is used for computing LU and Cholesky decomposi-
tions, we refer to [38, Chapter 2].
2. Storage costs, i.e. the amount of memory needed. Storage costs are also
expressed in orders of magnitude. For example, Gaussian elimination
has storage costs of the order p2, where p is the size of the given square
matrix.
3. Stability. A numerical method’s stability concerns how much rounding
errors (the computer needs to round most numbers) and other necessary
23
approximations (often a computer cannot find the exact mathematical
solution because it uses only the basic arithmetic operations) have an
influence on the accuracy of the result.
We will need the following numerical methods:
1. Gaussian elimination for LU and Cholesky decomposition: The computa-
tional and storage costs for this method are mentioned above. Regarding
stability, it is conditionally stable, meaning that it is stable only, when
the entries in the triangular matrix U stay of the same order of magnitude
as those in the original matrix A.
2. The QR method for finding the eigenvalues and eigenvectors of a square
matrix:
Computational and storage costs are of the same order of magnitude
as for Gaussian elimination. For symmetric matrices, an estimate for
the computational costs to find both eigenvalues and eigenvectors, is 9n3
floating point operations [13, Section 8.3]. For symmetric matrices, the
QR method is unconditionally stable.
3. The QZ method for finding the generalized eigenvalues and eigenvectors
of a matrix pencil:
Computational and storage costs of the QZ method are of the same order
of magnitude as for Gaussian elimination. An estimate for the computa-
tional costs to find both generalized eigenvalues and eigenvectors, is 66n3
floating point operations [13, Section 7.7.7]. For symmetric positive def-
inite matrices, they are unconditionally stable. They are unstable if the
matrices of the pencil have a common nullspace.
1.5 Basic statistics definitions
Definition 1.5.1 A random variable, usually written X , is a variable
whose possible values are numerical outcomes of a random phenomenon.
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We can distinguish two types of random variables, discrete and contin-
uous. A discrete random variable can only take a finite or a countable
infinite number of distinct values, while a continuous variable takes an
uncountable infinite number of values (mostly in an interval or a union
of intervals).
Definition 1.5.2 The expected value of a discrete variable X is defined
as
E[X ] = x1p1 + x2p2 + . . .+ xkpk,
where x1, x2, ..., xk are the values X can take and p1, p2, ..., pk are the
probabilities of the corresponding values. In the case of an infinite number





Definition 1.5.3 A continuous random variable X is normally distributed
if the probability that an outcome is smaller than a value t is given by
the integral









A normal distribution in the variable X is fully characterized by its ex-
pected value
E(X ) = µ
and variance
V ar(X ) = E[(X − µ)2] = σ2.
The so-called standard normal distribution is given by taking µ = 0 and
V ar(X ) = 1 in a general normal distribution.
Definition 1.5.4 If X ∈ Rp is a vector of p normally distributed random
variables, then the variance of one single variable Xj is
V (Xj) = E[(Xj − µj)2],
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while the covariance between Xj and another variable Xk is
Cov(Xj,Xk) = E[(Xj − µj)(Xk − µk)],
where µj and µk are the expected values of Xj and Xk respectively.
Definition 1.5.5 The population covariance matrix of the p-dimensional
random vector X is
E[(X1 − µ1)(X1 − µ1)] E[(X1 − µ1)(X2 − µ2)] . . . E[(X1 − µ1)(Xn − µn)]





E[(Xn − µn)(X1 − µ1)] E[(Xn − µn)(X2 − µ2)] . . . E[(Xn − µn)(Xn − µn)]
 .
By the definition of the covariance, this matrix is symmetric.
Definition 1.5.6 A sample of n data (realizations) x = [x1, . . . , xn]
T ∈

















where the numerator is the Euclidean norm of the sample vector x.
Definition 1.5.7 Consider a sample of n data X = [x1, . . . , xn]
T ∈
Rn×p for p variables, i.e xi ∈ Rp for all i, and we denote with x(1), . . . , x(p)







(xij − x(j))(xik − x(k)),
where x(j), x(k) are the mean values of the corresponding row.











A class is a collection of sets or objects that can be defined by a property
all its members share. Classification is the process of categorization of sets or
objects into classes. Sometimes if classes are unknown, a method called cluster
analysis can be used. Cluster analysis is the task of categorizing a set of objects
in groups in such a way that objects in the same group (called a cluster) share
more similar characteristics than those in other groups (clusters).
There are many different ways of classification, among them the ones
described in the following lines.
K nearest neighbors (KNN) is a type of classification using a simple al-
gorithm that classifies cases based on a similarity measure (e.g., distance func-
tions). Classification is done by a majority vote of its neighbors, and the case
is assigned to the class most common amongst its K nearest neighbors mea-
sured by a distance function [1]. If K = 1, then the case is simply assigned to
the class of its nearest neighbor.
Linear discriminant analysis (LDA) is a method used to find a linear
combination of features that characterizes or separates two or more classes of
objects or events [35, Chapter 8]. LDA is useful in cases where reduction of
dimensionality while preserving class discriminatory information, is essential.
27
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In this chapter we focus on Fisher’s LDA, which is a special formulation of
LDA.
Quadratic discriminant analysis (QDA) is closely related to linear dis-
criminant analysis (LDA), however, in QDA there is no assumption that the
measurements from each class are normally distributed and the covariances
of each of the classes are identical. A quadratic classifier is used to separate
measurements of two or more classes of objects or events by a quadric surface.
We used Cover’s paper for information about this method [4].
Support vector machines (SVMs) build learning models with associated
learning algorithms. Given a set of training examples, a SVM training algo-
rithm builds a model that assigns the objects into their corresponding cate-
gories. A SVM model represents the objects as points in space and divides
them in different classes by a gap as wide as possible. New examples are then
mapped by prediction and categorized according to which side of the gap they
fall on. We used Press’s book for information about this method [33].
2.2 Cross-Validation
Cross-validation is often used to predict and estimate the accuracy of a model.
Usually a model is given by a dataset of known data on which training is run,
called the training dataset, and a dataset of unknown data against which the
model is tested, called the testing dataset. Information was taken from [11].
Cross-validation is used:
1. To estimate performance of the learned model from available data using
one algorithm. In other words, to estimate the generalizability of an
algorithm.
2. To compare the performance of two or more different algorithms and find
out the best algorithm for our data.
One round of cross-validation divides a sample of data into complemen-
tary subsets, performing the analysis on the training set, and validating the
analysis on the testing set). In order to reduce variability, multiple rounds of
29
cross-validation are performed using different partitions, and the average of
the validation results is found.
There are many types of cross-validation. One of them is called Leave-
One-Out Cross-Validation. For information about this method we used [29].
Leave-one-out cross-validation (LOOCV) is a special case of k-fold cross-validation
where k equals the number of instances in the data used for testing. In
LOOCV, in each iteration nearly all the data except for a single observation
are used for training and the model is tested on that single observation. An
accuracy estimate obtained using LOOCV is known to be almost unbiased but
it has high variance, leading to unreliable estimates. It is nevertheless widely
used when the available data are very rare.
2.3 Classification using Fisher’s linear discrim-
inant analysis
Fisher’s linear discriminant analysis (FLDA) is a method used in statistics
to find a linear combination of features which characterizes or separates two
or more classes of objects and events. The resulting combination can be used
for dimensionality reduction before later classification. We used J. Duintjer
Tebbens’s and P. Schlesinger’s paper [7] for the information in this section.
Consider a classification task with g groups, g ≥ 2, and assume that n
training objects (xi, yi) with xi ∈ Rp and yi ∈ (1, . . . , g) are available. Using
the mean vector x = 1
n
∑n
i=1 xi and denoting by Nj the index set of objects in




i∈Nj xi the corresponding
group’s mean vector, the between and within-group covariance matrix B and














(xi − x̂j)(xi − x̂j)T .(2.2)
The rank of B is at most min(g − 1, p), while the rank of W is at most
min(n, p). If we assume that p < n, then Fisher’s criterion is to find at most
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which can be translated to finding the largest eigenpairs of the generalized
eigenproblem
(B − λW )c = 0,(2.4)
which in turn, can be transformed to a standard eigenproblem such as (W−1B−
λI)c = 0. Then the FLDA-reduced space of dimension i, where i < g is
spanned by the eigenvectors corresponding to the i largest eigenvalues. They
are ordered decreasingly according to the eigenvalues and are orthogonal to
each other. Many applications just aim at dimension reduction and stop after
mapping onto FLDA-reduced space. In the original classification process, the
simplest and most frequent way to classify is by assigning to the group j of the
transformed group mean vector (c1, . . . , ci)
T x̂j which is closest in the L2-norm.
Theorem 2.3.1 The matrices B and W are both symmetric positive semi-
definite.










where X = [
√
n1(x̂1 − x), . . . ,
√
ng(x̂g − x)]. Thus B is symmetric. It is also
positive semi-definite according to theorem 1.2.3. For the matrix W the claim
follows analogously.
2.3.1 A small example where n > p
Let us illustrate the whole process with an academic example of a very simple
form, where n > p. Suppose we have n = 6 samples with p = 3 variables,
each belonging to some gene expression values. They belong to g = 3 groups
of tumor type.
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Samples 1 and 2 belong to the first tumor type, samples 3 and 4 belong
to the second tumor type and samples 5 and 6 belong to the third tumor type.




























































To do that with FLDA we need to solve the generalized eigenproblem
(B − λW )c = 0,
which can be transformed to the standard eigenproblem (W−1B − λI)c = 0
since the matrix W is not singular.

















while the corresponding eigenvalues are:
λ1 = 39.987 λ2 = 1 λ3 = 0.
We now project the data on the space spanned by the two leading eigen-
vectors, because they contribute to the separation (whereas λ3 = 0 and the
corresponding ratio is zero).
We calculated the projections P1, P2, P3 of the class means onto the 2























Measuring the distances between each projection gives:
‖P1 − Pt‖ = 1.1547 ‖P2 − Pt‖ = 3.2146 ‖P3 − Pt‖ = 8.2057.
We find that the smallest one is the distance of Pt to P1, which means that
the test vector is assigned to the first group, which is what is to be expected
by looking at the samples and t.
2.3.2 The Iris flower data set
Now let us consider a less academic example, namely a famous data set first
studied by R.A Fisher [9].
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The Iris flower data set or Fisher’s Iris data set is a multivariate data
set introduced by Sir Ronald Fisher (1936) which can be used as an example
for testing and performing discriminant analysis. The data set consists of 50
(n = 50) samples from each of three species of Iris: Iris Setosa (figure 2.2, Iris
Versicolor (figure 2.3) and Iris Virginica (figure 2.4) (hence, we classify them
into g = 3 groups). Four features were measured from each sample: the length
and the width of the sepals and petals, in centimeters (hence, the number of
variables is p = 4), see figure 2.1.
Based on Fisher’s linear discriminant model, this data set became a typ-
ical test case for many classification techniques in machine learning such as
support vector machines. The use of this data set in cluster analysis however
is uncommon, since the data set only contains two clusters with rather obvi-
ous separation. One of the clusters contains Iris Setosa, while the other cluster
contains both Iris Virginica and Iris Versicolor and is not separable without
the species information Fisher used. This makes the data set a good example
to explain the difference between supervised and unsupervised techniques in
data mining: Fisher’s linear discriminant model can only be obtained when
the object species are known, class labels and clusters are not necessarily the
same.
Performing the FLDA classification procedure described above and using
the leave-one-out cross-validation method we found 98 percent success rate.
More precisely, using the following pseudo-code:
Algorithm 2.3.1 Testing FLDA with leave-one-out cross validation.
For j = 1 till n:
1. select the jth sample as test vector
2. compute B and W from the remaining n− 1 samples
3. assign the test vector to a class using the FLDA-projection vectors ob-
tained from solving a generalized eigenproblem with B and W
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Figure 2.1: A figure of the general characterictics of the flowers, some of which
are used as variables.
4. if the assignment is correct, then successj = 1, otherwise successj = 0
end




Picture for figure 2.1 was taken from [23]. Pictures for the species of Iris
Setosa were taken from [17] and [18]. Pictures for the species of Iris Vesicolor
were taken from [19] and [20]. Pictures for the species of Iris Virginica were
taken from [21] and [22].
Figure 2.2: Flowers from the species of Iris Setosa
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Figure 2.3: Flowers from the species of Iris Versicolor.
Figure 2.4: Flowers from the species of Iris Virginica.
2.4 Fisher’s criterion for the high dimension/small
sample size problem
This section focuses on the use of Fisher’s linear discriminant analysis when
the number of variables largely exceeds the number of given samples, or the
otherwise stated, ”p  n” problem. In such case, classification based on
FLDA is challenging and the original FLDA needs to be modified, and with
high dimensionality implementation, issues like reduction of computational
and storage costs and improving numerical stability are of crucial importance.
For an overview of classification methods with high-dimensional data, we refer
to [24], for an overview in the general LDA framework to [10],[25] and for
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applications to microarray data to [14].
When p > n the matrix W is singular. In that case the generalized
eigenproblem cannot be transformed to a standard eigenproblem and that
makes the process hard to perform. Furthermore, in cases where p n there
are problems arising concerning storage and computational costs, which makes
the problem even more challenging to solve.
When the covariance matrices are singular, the generalized eigenproblem
is ill-posed. If equation (2.4) is satisfied, then there are eigenvectors c which
satisfy the equation for some value λ. If c lies in the null space of B but not of
W , then λ is a zero eigenvalue. On the other hand, if c lies in the null space
of W but not of B, then we say λ is an infinite eigenvalue. If c does not lie in
the null space of B and neither in the null space of W , then λ must be finite
and nonzero. If c lies in the common null space of B and W , any value λ
is an eigenvalue! The presence of a common null space will make solving the
eigenproblem (2.4) very challenging. The QZ-algorithm may solve generalized
eigenproblems with singular matrices but when it comes to a common null
space it suffers from numerical instability [31]. B and W have a common
nullspace as soon as n + g − 1 < p. Lastly, apart from all the difficulties
mentioned, Fisher’s criterion loses it’s meaning to some extent when it comes
to a singular covariance matrix W because the transformation vectors c in the
nullspace of W would lead to division by zero in (2.3).
To deal with these problems many modifications have been proposed. A
very simple and popular one is to regularize W by adding a small multiple of
the identity matrix,
Ŵ = W + εI, ε > 0(2.5)
and to perform classical FLDA with B and Ŵ . Approaches of this type have
been called perturbation methods [3]. Other approaches include
1. Methods exploiting the Moore-Penrose pseudo-inverse implemented, e.g.
in the R statistical programming language [36]
2. A method based on the GSVD (generalized singular value decomposition)
[27]
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3. The null space method [3]
4. An intuitively reasonable criterion [39]
The last two methods are more extensively described in the lines below.
2.4.1 The nullspace method
The nullspace method fully concentrates on the nullspace of W. This is rea-





This criterion leads to a standard eigenproblem in the nullspace of W.
2.4.2 An intuitively reasonable criterion




However, transformation vectors for which the maximum in this equation
is zero are not interesting anymore; their between- group variance is minimal,
hence they do not contribute to discrimination. Therefore, we first select only
transformation vectors with nonzero between-group variance. If this does not
yield enough (mutually orthogonal) transformation vectors, we leave the null
space of W and select the next transformation vectors in the complement of
the null space of W . Here of course, the ratio cTBc/cTWc is always finite and






2.4.3 Elimination of the common nullspace
Eliminating the common nullspace of the matrices B and W has many ad-
vantages in FLDA-based computations, such as improving stability, lowering
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computational and storage costs and the avoidance of issues related to non-
defined eigenvectors. The vectors c in the common nullspace do not contribute
to discrimination because cTBc = 0 = cTWc. The common nullspace can be






(xi − x)(xi − x)T =
1
n− 1
(XT − x1nT )(X − 1nxT ),
where X ∈ Rn×p is the sample matrix whose ith row contains the ith training
object and 1n = (1, 1, . . . , 1)
T ∈ Rn. For the covariance matrices the following
is true:
Theorem 2.4.1 The common nullspace of B and W is the nullspace of T .
Proof: [7, Lemma 1].
This means that the complement of the common nullspace of B and W
is spanned by the eigenvectors for nonzero eigenvalues of the total covariance
matrix. These eigenvectors can be computed inexpensively. If the total co-
variance matrix T has rank q where q ≤ n, this preprocessing reduces the
original p-dimensional problem to dimension q. And since p  n the benefit
is considerable.
The eigenvectors of T corresponding to nonzero eigenvalues can be com-
puted with the following theorem.
Theorem 2.4.2 Let Z ∈ Rn×p with n < p, let the diagonal matrix D1 contain
the nonzero eigenvalues of ZZT ∈ Rn×n and let the columns of V1 contain
the corresponding eigenvectors. Then the normalized eigenvectors for nonzero




Proof: [7, Lemma 2].
Using the above theorems, we come to a procedure which can be sum-
marized in the following pseudo-code:
Algorithm 2.4.1 FLDA for p n using the modified criterion in subsection
2.4.2 and elimination of the common nullspace.
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1. Compute X − 1nxT ∈ Rn×p
2. Compute T = (X − 1nxT )(X − 1nxT )T ∈ Rn×n
3. Compute the eigenvectors v1, . . . , vq, q ≤ n, belonging to the nonzero
eigenvalues d1, . . . , dq of T
4. Put wi =
(X−1nxT )vi√
di
∈ Rp, i = 1, . . . , q
5. Project the data onto the space spanned by w1, . . . , wq and perform FLDA
with the modified criterion in subsection 2.4.2 in this space.
2.5 Classification of cancers using gene expres-
sion profiling
The example with p  n that we consider in detail in the thesis concerns
classification of cancers to specific diagnostic categories depending on their
gene expression signatures using artificial neural networks (ANNs). The ANNs
were trained using the small, round blue-cell tumors (SRBCTs) that belong
to four diagnostic categories (hence they are classified into g = 4 groups) as
a model. The results of the classification indicates the potential applications
that can be used for tumor diagnosis and the identification of candidate targets
for therapy. We received information concerning the genes used in this section
from [26].
The small, round blue-cell tumors of childhood consist of the four groups
neuroblastoma (NB) (figure 2.5), rhabdomyosarcoma (RMS) (figure 2.6), non-
Hodgkin lymphoma (NHL) (figure 2.7) and the Ewing family of tumors (EWS).
These cancers are difficult to distinguish by light microscopy, or by a single
test. Artificial neural networks (ANNs) are computer-based algorithms which
are modeled on the structure and behavior of neurons in the human brain
and can be trained to recognize and categorize complex patterns. This is
accomplished by adjusting parameters of the ANN by a process that minimizes
errors through learning from experience. Their calibration is achieved by using
various types of input data, such as gene-expression levels generated by cDNA
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Figure 2.5: Microscopic view of a typical neuroblastoma with rosette forma-
tion.
Figure 2.6: Non-contrast computed tomography of head showing a large mass
without any intracranial extension.
(complementary DNA) microarrays, and the output can be grouped into any
given number of categories.
In this experiment cDNA microarrays containing 6567 genes initially were
used. There are 63 (n = 63) training samples that include both tumor biopsy
material and cell lines. For two particular samples, ST486 (BL-C2 and C4)
and GICAN (NB-C2 and C7) that were treated as separate samples, two inde-
pendent microarray experiments were performed to test the reproducibility of
the experiments. By filtering for a minimal level of expression, the number of
genes was markedly reduced. The genes were filtered by requiring that a gene
should have red intensity greater than 20 across all experiments. The number
of genes that passed this filter was 2308 (hence, p = 2308). Each slide was
normalized across all experiments such that the relative (or normalized) red
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Figure 2.7: Micrograph of mantle cell lymphoma, a type of non-Hodgkin lym-
phoma.
intensity (RRI) for each gene was defined as: RRI = mean intensity of that
spot/mean intensity of filtered genes. The natural logarithm (ln) of RRI was
used as a measure of the expression levels.
Summarizing, we end up with a dataset of n = 63 samples containing
p = 2308 genes belonging to g = 4 groups. We will use this training set to
assess the performance of our classification method for p n based on FLDA.
For completeness, we describe the classification procedure used in the original
study in the next paragraph, see also figure 2.5, (a). All figures were taken
from [26].
Hierarchical clustering and MDS (Multidimensional scaling) plots were
performed. The diagnostic classification capabilities of these ANN models were
tested on a set of 25 blinded test samples. A sample is classified to a diagnostic
category if it receives the highest vote for that category and since the classifier
has only four possible outputs, all samples will be classified to one of the four
categories. This enables the rejection on a diagnosis of a sample classified to
a given category. A sample’s diagnosis is rejected if it falls outside the 95th
percentile of the probability distribution of distances between samples and
their ideal output (for example, for EWS it is EWS = 1, RMS = NB = BL =
0).
If we perform the FLDA classification procedure in section 2.4.2 and
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Figure 2.8: a: Schematic illustration of the analysis process. b: Monitoring
the calibration of the models. A pair of lines, purple (training) and gray
(validation), represents one model. The decrease in the classification errors
with increasing epochs demonstrates the learning of the models to distinguish
these cancers. c: Minimizing the number of genes. The average number of
misclassified samples for all 3750 models is plotted against increasing number
of used genes. The misclassifications minimized to zero using the 96 highest
ranked genes.
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Figure 2.9: Classification and diagnosis of the samples.
44
use the leave-one-out cross-validation method using algorithm 2.4.1 we find a
100 percent success rate, indicating that for these data, the modified criterion
in section 2.4.2 seems to be reasonable for classification purposes. We note
however that the usage of PCA (i.e elimination of the null-space of T) before
LDA has been criticized in some publications, see, e.g., [5].
Chapter 3
Efficient leave-one-out cross
validation for FLDA with p > n
In this chapter we propose a cheap way to test Algorithm 2.4.1 (a modi-
fied FLDA method for the p > n case) with leave-one-out cross validation
(LOOCV). When using standard LOOCV, one runs Algorithm 2.4.1 n times
in total, i.e. once for every observation that is left out as test vector. This
means that every run of Algorithm 2.4.1 constructs a new set of training data,
centers them, extracts appropriate eigenvectors from them for dimension re-
duction, etc... However, the training data of the individual runs will be very
similar. In fact, they differ by one observation only, namely by the current ob-
servation that is left out. Our main idea to make LOOCV faster is to exploit
the fact that the training data of two consecutive iterations of the LOOCV pro-
cess are close by using information from the previous iteration for the current
iteration.
3.1 The costs of Algorithm 2.4.1
Let us first investigate in detail the computational costs of Algorithm 2.4.1.
We assume that we are not working with sparse matrices. Possible savings
due to accidentally arising zero entries are incorporated by the fact that we
give approximate operations counts. Computational costs are expressed by the
number of floating point operations (flops). The multiplication of a matrix of
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size n×p with a size p column vector requires n inner products of p-dimensional
vectors. Every such inner product is computed by about p additions and p
multiplications, hence the n inner products require ca. 2pn floating point
operations in total.
The first two steps of Algorithm 2.4.1 are best performed in such a way
that XXT is computed explicitly, because this matrix can be used later in step
5. We compute T (i.e. the first two steps of Algorithm 2.4.1) by using the
following:











































n−dimensional spaces. It requires to multiply XXT with the vector of ones
(n(n − 1) flops), divide with n (n flops), put the resulting vector on n rows
(no flops) and add the result to XXT (n2 flops). Thus we have for steps one
and two:
XXT . . . 2pn2 flops




. . . 4n2 flops
steps 1 and 2 in total ca. . . . 2(p+ 2)n2 flops
In step 3, we solve a symmetric eigenproblem of size n. If we need both
eigenvalues and eigenvectors, which we do, the computational costs using the
standard (stable) QR algorithm are
step 3 in total ca. . . . 9n3 flops
For later use, we denote the diagonal matrix containing the nonzero eigenvalues
of T with D and the matrix with the corresponding eigenvectors with V .
Step 4 needs not be performed explicitly, but it can be incorporated into
the computations of step 5.
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3.1.1 Step five of Algorithm 2.4.1
Before we can address its computational costs, we have to describe in more
detail the way step five of Algorithm 2.4.1 is implemented. We will use an
implementation closely following the one proposed in [7, Algorithm 1]. In step
five we have to:
• Compute the between- and within-covariance matrices in the projected
space (we recall that the goal of the projection was to eliminate the
common nullspace of these two matrices)
• Solve the corresponding generalized eigenproblem
• The modified Fisher criterion in subsection 2.4.2 next requires to se-
lect first the eigenvectors in the nullspace of the within-covariance ma-
trix (they correspond to infinite generalized eigenvalues) and then those
corresponding to finite generalized eigenvalues (i.e. in the nullspace of
neither the between- nor the within-covariance matrix).
• Finally, assign to a class by comparing the distances of the test vector
projected on the space generated by the selected generalized eigenvectors
to the class means projected on the same space.
Let B̃ and W̃ denote the between- and within-covariance matrices pro-
jected onto the complement of the common nullspace of B and W, i.e.
B̃ =
(
























where we used Theorem 2.4.2. In [7, Section 3.3, Lemma 3] it was shown that
the generalized eigenproblem in the projected space,
B̃c = λW̃c
can be transformed to
B̃c = λTc,
where T̃ denotes the (total) covariance matrix projected onto the complement
of the nullspace of T . There are two important advantages in doing so: First,
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W̃ needs not be computed and second, T is nothing but the diagonal matrix
D [7, Section 3.3, Lemma 4]. Therefore, B̃c = λTc can in turn be transformed




2 [7, Section 3.3,
equation (23)].
To compute B̃ we use that
B =
(Ng(G
TX − 1gxT ))TNg(GTX − 1gxT )
g − 1
,
where Ng ∈ Rg×g is the diagonal matrix containing on its diagonal the roots
of the class sizes n1, . . . , ng. Then
B̃ = B̃T1 B̃1, B̃1 =
Ng(G






and the only matrix that needs to be computed is B̃1.
An elegant way to extract the generalized eigenvalues corresponding to
the modified criterion of subsection 2.4.2 in the complement of the common




2 ) is described in [7,
Section 3.3]. As all computations to extract these eigenvectors (the FLDA
transformation vectors in the complement of the common nullspace) live in n-
and g-dimensional spaces, we omit the details. In particular, no p-dimensional
computations are involved in this phase and no order n3 computations either




2 can be solved efficiently using the SVD of
B̃1D
− 1
2 ). Let us store the obtained FLDA transformation vectors in a matrix
E ∈ Rn×g−1.
To perform the final class assignment, we need to project the class means
and the test vector first onto the complement of the common nullspace of B
and W and then onto the FLDA transformation vectors stored in E. Hence,
the resulting projection is onto the space spanned by the columns of
(X − 1nxT )TV D−
1
2E.(3.3)
More precisely, we compute the projected class means matrix ˜̃M and test
vector ˜̃xt,
˜̃M = N−2g G











and assign to the projected class mean (i.e. the row of ˜̃M) which is closest to
˜̃xt in the Euclidean norm.
Let us now summarize the main computational costs of step five of Al-
gorithm 2.4.1. To compute B̃1 in (3.2), we can use (leaving aside the division
with
√







T [X(X − 1nxT )T ]V D−
1
2 −Ng1g[xT (X − 1nxT )T ]V D−
1
2 ,(3.6)
where only the factors between the [ ]-type brackets involve p-dimensional com-
putations. But











and XXT having been computed in step 1 and 2 (see (3.1)) we can compute


















where the lower indices denote the order of multiplication. With this order,
all three multiplications require ca. 2gn2 floating point operations. Similarly,




















For the final projection space (3.3) we cannot exploit the fact that XXT
was computed earlier. Here we need to multiply the p×n matrix (X−1nxT )T
with an n × (g − 1) matrix (V D− 12E). This requires 2pn(g − 1) flops. The
class assignment, finally, requires to multiply a g × p matrix (N−2g GTX) with
a p× (g − 1) matrix for ˜̃M and a 1× p matrix (xTt ) with a p× (g − 1) matrix
for ˜̃xt. These costs are of about 2(g − 1)(g + 1)p flops. As we assume that
p n and naturally n g, the dominant costs of the entire step five are
step 5 in total ca. . . . 2pn(g − 1) flops.
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3.2 The difference between the training data
of two consecutive iterations of LOOCV
The previous section showed that the main computational bottlenecks of Al-
gorithm 2.4.1 are steps one and two (order pn2 flops) and also step 3 (order n3
flops). If we test this classification algorithm using LOOCV, we run it in total
n times, hence the total costs are of order pn3+n4, which will be prohibitive in
many applications. For example, a realistic situation in gene expression tasks
is say p = 1000 and n = 40. If we assume for simplicity that we need exactly
pn3 + n4 flops, then the total flop count for the LOOCV testing process is
1000(40)3 + 404 = 66, 56 · 106 flops. However, if we double the sample size to
80, then the flop count will be 1000(80)3 + 804 = 552, 96 · 106 flops, that is
about nine times as much.
In this section, we present the main tools for lowering the costs of steps
1,2, and 3 of Algorithm 2.4.1 when testing it with LOOCV. As mentioned,
the main idea is to exploit the fact that the training data of two consecutive
iterations of the LOOCV process are very similar.
Let us denote the training data matrix in the jth iteration of the LOOCV
process, where we have left out the jth observation, by Xj ∈ R(n−1)×p and let us
denote the corresponding centered data matrix with Xcj ∈ R(n−1)×p. Similarly,
xj and xj−1 denote the overall mean of the training data in the jth and (j−1)st
iteration, respectively. To exploit information from the (j − 1)st iteration we
will use the following relations.
Lemma 3.2.1 Let
dj = xj − xj−1 ∈ Rp
denote the difference between the jth and the (j−1)st observation, let ej denote
the jth unit vector and let





Xj = Xj−1 − ej−1dTj , xj = xj−1 −
dj
n− 1
, Xcj = X
c
j−1 − fjdTj .
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Proof: We can write Xj = [x1, . . . , xj−1, xj+1, . . . , xn]
T where the xi are the in-
dividual observations and similarly Xj−1 = [x1, . . . , xj−2, xj, . . . , xn]
T . Hence,
Xj and Xj−1 differ only in their (j − 1)st row and the difference is that Xj
contains in that row xj−1 while Xj−1 contains xj in that row. This can be
expressed as
Xj = Xj−1 − ej−1(xj − xj−1)T ,





















j−1 − fjdTj .
2
Thus the data matrix and the centered data matrix of one iteration in
LOOCV can be obtained from respectively the data matrix and the centered
data matrix of the previous iteration with a modification matrix of rank one.
Such matrices are cheap to store (its suffices to store the two vectors which
define them instead of the whole matrix) and to work with, as we will see.




T if we are at the jth iteration of the LOOCV process. In step three
we need its spectral decomposition. The matrix Xcj (X
c
j )




T using the following theorem, which is the basis for
the improvement we propose.







T − fj(Xcj−1dj)T − (Xcj−1dj)fTj + ‖dj‖2 fjfTj .








T − fj(Xcj−1dj)T − (Xcj−1dj)fTj + fjdTj djfTj .
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T differ by a symmetric matrix of
rank three. Please note that the rank-two matrix
−fj(Xcj−1dj)T − (Xcj−1dj)fTj
is symmetric. With the notation Uj = [fj, X
c
j−1dj] it can also be written as
−fj(Xcj−1dj)T − (Xcj−1dj)fTj = −UjUTj .











T − ej−1(Xcj−1dj)T − (Xj−1dj)fTj + ‖dj‖2 ej−1fTj .








T − ej−1(Xcj−1dj)T − (Xj−1dj)fTj + ej−1dTj djfTj .
2




3.3 Eliminating order pn3 costs
We now describe how the results of the previous section can be used to reduce
the order pn3 costs arising when testing Algorithm 2.4.1 with LOOCV. More
precisely, we here focus on improving steps 1 and 2 of the algorithm, but we
will also improve step 5. The order n4 costs of step 3 will be addressed in the
next section.












T − fj(Xcj−1dj)T − (Xcj−1dj)fTj + ‖dj‖2 fjfTj .(3.7)





T available from the previous LOOCV
iteration, to
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1. compute Xcj−1dj, ‖dj‖2 and fj
2. compute the three rank-one matrices in (3.7)
3. add them to Tj−1.
Clearly, the last two items can be done both in order (n− 1)2 flops; there are
p−dimensional computations in the first item only. To avoid these p−dimensional
computations at every iteration of the LOOCV process, we propose to compute
once, before LOOCV is launched, the matrix
S = XXT ∈ Rn×n



























where Sj ∈ R(n−1)×n denotes S without its jth row. Hence, Xcj−1dj can in
every iteration be obtained with about 2n flops. For ‖dj‖2 we have
‖dj‖2 = (xj − xj−1)T (xj − xj−1) = Sj,j + Sj−1,j−1 − 2Sj,j−1.
We see that steps 1 and 2 of Algorithm 2.4.1 can be computed, in every
iteration of LOOCV, with order (n− 1)2 operations instead of order p(n− 1)2
flops. This is a significant improvement; the dependency on p (p is assumed
to be much larger than n) has fully disappeared.
The same independence can be achieved for step 5: A look at (3.6) and
(3.4), which are the cost dominating operations of the step, reveals that both
contain the matrix
X(X − 1nxT )T .
To form this matrix would imply performing p−dimensional computations,
but fortunately this matrix can also be updated from the previous LOOCV
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T − ej−1(Xcj−1dj)T − (Xj−1dj)fTj + ‖dj‖2 ej−1fTj
and requires basically the same operations as the update formula (3.7) we just
discussed. The only difference is that we need Xj−1dj instead of X
c
j−1dj. But
it is clear from the above that Xj−1dj equals simply Sj−1ej − Sj−1ej−1. Hence
again, we are able to avoid all p−dimensional operations and in every iteration
of the LOOCV process, steps 4 and 5 of Algorithm 2.4.1 require costs of order
(n− 1)2 only.
We remark that during the LOOCV process, the group coding matrix
does not remain constant. In fact, it can also be updated similarly to the
matrices in Lemma 3.2.1 with a matrix of rank one. We do not discuss the
details as they do not significantly influence computational costs.
3.4 Eliminating order n4 costs
The improvements of the previous section are of an order of magnitude, from
pn3 to pn2. If p n, the order n4 costs created by running step 3 n times are
often negligible compared to pn3 or even pn2. However, when p > n but not
p n, it may be beneficial to reduce the order n4 costs as well.
3.4.1 A diagonal-plus-small-rank eigenproblem
In step three of Algorithm 2.4.1, we can solve the eigenproblem with computa-
tional costs of order (n− 1)2 log(n− 1) instead of (n− 1)3 as follows. Assume




with a diagonal eigenvalue matrix Dj−1 and an orthogonal eigenvector matrix
Vj−1. Then, using again Theorem 3.2.2,
Tj = Tj−1 − UjUTj + ‖dj‖2 fjfTj
= Vj−1Dj−1V
T
j−1 − UjUTj + ‖dj‖2 fjfTj
= Vj−1
[




If we can compute in a cheap way the spectral decomposition
Dj−1 − V Tj−1UjUTj Vj−1 + ‖dj‖2 V Tj−1fj(V Tj−1fj)T = VjDjV Tj ,(3.8)
with a diagonal eigenvalue matrix Dj and an orthogonal eigenvector matrix






is the spectral decomposition of Tj needed at the jth iteration of the LOOCV
process.
3.4.2 Eigenvalues
The spectral decomposition (3.8) can be obtained with computational costs of
order (n − 1)2 because the matrix to decompose is of the form diagonal plus
small rank. For a proof of this fact for the simplest case where the small rank
matrix is a symmetric rank-one matrix we refer to [13, Section 8.4.3]. For
the general case, a detailed proof is given in the paper [2]. We will here only
present the main results.
Theorem 3.4.1 The eigenvalues of a symmetric rank-k updated diagonal ma-
trix D̂ + ÛkÛ
T
k , Ûk ∈ R(n−1)×k, are the zeros of the function
f(ξ) = det
(
Ik − ÛTk (ξI − D̂)−1Ûk
)
.
The function f(ξ) in the theorem is the so-called modified Weinstein de-
terminant. The computation of its zeros can be done with a function minimizer
like Newton’s method; the main costs are in multiplication with (ξI − D̂)−1,
which is a diagonal matrix of order n − 1. Thus the costs to obtain all n − 1
zeros are of order (n− 1)2.
3.4.3 Eigenvectors
For eigenvectors, the situation is a little more complicated. For simplicity, we
will assume that the original diagonal matrix and its small rank update have
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no common eigenvalues. If ξ is an eigenvalue, then the modified Weinstein
determinant is zero for that ξ and consequently, the matrix
Ik − ÛTk (ξI − D̂)−1Ûk(3.10)
is singular. The non-empty nullspace of this matrix can be used to obtain the
corresponding eigenvector.
Theorem 3.4.2 Let ξ be an eigenvalue of a symmetric rank-k updated diago-
nal matrix D̂ + ÛkÛ
T
k , Ûk ∈ R(n−1)×k, distinct from all diagonal entries of D̂.
Moreover, let yk ∈ Rk be a nonzero vector in the nullspace of (3.10). Then
(ξI − D̂)−1Ûkyk
is an eigenvector corresponding to the eigenvalue ξ.
Consequently, every eigenvector can be obtained with the diagonal scal-
ing of a linear combination of k vectors of size (n− 1). The costs are of order
(n−1), and to compute all eigenvectors we need (n−1)2 flops. To have an or-
thogonal matrix, the eigenvectors should in addition be normalized, requiring
just another (n− 1)2 flops.
Our assumption that the original diagonal matrix and its small rank
update have no common eigenvalues was always satisfied in the experiments,



























Tj1n−1 = 0 1n−1,
showing that 1n−1 is always an eigenvector for the eigenvalue zero. Fortu-
nately, this eigenvector is not needed to perform the elimination of the common
nullspace (see Theorem 2.4.2).
Summarizing, both eigenvalues and eigenvectors of the diagonal plus
rank-three matrix in (3.8) can be computed in order (n − 1)2 flops. How-
ever, if we need the eigenvectors of Xcj (X
c
j )
T , which we do, they are obtained
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as the product of the two orthogonal matrices Vj−1 and Vj in (3.9). This mul-
tiplication requires about 2(n− 1)3 flops in general, making all improvements
so far useless.
3.4.4 Fast multiplication of eigenvector matrices
To perform fast multiplication of the eigenvector matrices Vj−1 and Vj in (3.9)
we exploit the special structure of the eigenvectors described in Theorem 3.4.2.
This will lead us to so-called Cauchy and Cauchy-like matrices, which are
examples of matrices with a small displacement rank. To introduce these
concepts as clearly as possible, we start with the situation where a diagonal
matrix is updated with a symmetric rank-one update. After that, we describe
rank-two updates. In fact, in an implementation we propose to use precisely
this order: First we compute the eigenvectors of
Dj−1 + ‖dj‖2 V Tj−1fj(V Tj−1fj)T(3.11)
in (3.8) and then of its rank-two update
(
Dj−1 + ‖dj‖2 V Tj−1fj(V Tj−1fj)T
)
− V Tj−1UjUTj Vj−1.(3.12)
Let us introduce the notation r = ‖dj‖V Tj−1fj, let us denote the eigen-
values of
Dj−1 + ‖dj‖2 V Tj−1fj(V Tj−1fj)T = Dj−1 + rrT
with ξ1, . . . , ξn−1 and let Ξ denote the diagonal matrix containing these eigen-
values. Let the nonzero entries of the diagonal matrix Dj−1 be denoted as
d1, . . . , dn−1.
Lemma 3.4.3 The eigenvector matrix of (3.11) whose kth column is
(ξkI −Dj−1)−1r
can be written as
diag(r)C(Dj−1,Ξ),(3.13)
where diag(r) is the diagonal matrix whose diagonal entries are the entries of


















hence the entire eigenvector matrix is
r1










which is the Cauchy matrix multiplied with diag(r) from the left. 2
We remark that in order for (3.13) to be an orthogonal matrix, its
columns need to be normalized.
For the rank-two update (3.12), let us introduce the notation [s1, s2] =
V Tj−1Uj ∈ R(n−1)×2, let us denote the eigenvalues of
Dj−1 + rr
T − [s1, s2][s1, s2]T
with λ1, . . . , λn−1 and let Λ denote the diagonal matrix containing these eigen-
values. Also, let for λk the vector y
(k) ∈ R2 denote a vector in the non-trivial
nullspace of
I2 − [s1, s2]T (λkI − Ξ)−1[s1, s2].
Lemma 3.4.4 The eigenvector matrix of (3.12) whose kth column is
(λkI − Ξ)−1[s1, s2]y(k)
can be written as
diag(s1)C(Ξ,Λ)diag(y1 + y2)
where diag(y1) is the diagonal matrix whose diagonal entries are y
(1)
1 , . . . , y
(n−1)
1 ,
diag(y2) is the diagonal matrix whose diagonal entries are y
(1)
2 , . . . , y
(n−1)
2 , and






Proof: As in Lemma 3.4.3, the matrix whose kth column is (λkI−Ξ)−1s1, can
be written as 
s1










which is the Cauchy matrix C(Ξ,Λ) multiplied with diag(s1) from the left.
Similarly, the matrix whose kth column is (λkI−Ξ)−1s2, is the Cauchy matrix
C(Ξ,Λ) multiplied with diag(s2) from the left. The matrix whose kth column
is
(λkI − Ξ)−1[s1, s2]y(k)
has then as kth column
y
(k)
1 diag(s1)C(Ξ,Λ)ek + y
(k)
2 diag(s2)C(Ξ,Λ)ek
and the whole matrix can be written as
diag(s1)C(Ξ,Λ)diag(y1) + diag(s2)C(Ξ,Λ)diag(y2).
2
We have been using the following types of matrices.
Definition 3.4.5 Consider two sequences of real numbers a1, . . . , an and b1, . . . , bn
where
ai 6= bj, i, j = 1, . . . , n.
The Cauchy matrix C(a, b) for these sequences is the matrix whose entry on




Consider two more sequences of nonzero real numbers q1, . . . , qn and t1, . . . , tn.
The Cauchy-like matrix C(a, b) with respect to these sequences is the matrix




Cauchy and Cauchy-like matrices are examples of matrices with a so-
called low displacement rank [32]. Their n2 entries are fully defined with a
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low number of scalars (in the case of a Cauchy-matrix with the 2n scalars
a1, . . . , an, b1, . . . , bn). The crucial fact for our implementation is, that matrices
with a low displacement rank allow matrix-vector multiplication at costs lower
than the usual 2n2 flops. For matrices with a low displacement rank the flop
count is of the order n log n, which can be achieved using techniques like the
fast multipole method [12].
In our situation, we have to multiply the eigenvector matrix of the pre-
vious LOOCV iteration, Vj−1, first with the (normalized) Cauchy-like matrix
given by Lemma 3.4.3. This requires n − 1 matrix-vector products, giving in
total order (n− 1)2 log(n− 1) flops. Then we have to multiply the result with
the (normalized) Cauchy-like matrix in Lemma 3.4.4. This will require another
(n− 1)2 log(n− 1) flops.
Thus the entire third step of Algorithm 2.4.1 requires in every iteration
of the LOOCV process order (n− 1)2 log(n− 1) + (n− 1)2 flops in total.
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3.5 Numerical experiments
In this section we compare the computing costs of leave-one-out cross validation
applied to four classification methods: (1) The perturbation method described
in section 2.4, see (2.5); (2) the nullspace method in subsection 2.4.1; (3) the
intuitively reasonable criterion introduced in subsection 2.4.2 and forming the
basis for Algorithm 2.4.1; (4) its fast implementation proposed in this chap-
ter. We implemented all experiments in GNU Octave [16], a freely available
programming language mainly intended for numerical computations and very
similar to Matlab [30].
The costs for the individual methods are reported in terms of CPU-
timings. However, these timings are in general not very representative for
the actual computational and storage costs of the methods. This is due to
the fact that some functions in Octave are internally linked to packages pro-
grammed in C++ or similar languages, which are significantly faster than
Octave and Matlab (the priorities of Octave are rather numerical stability and
user-friendliness). This holds only for particular functions (for instance, solv-
ing an eigenproblem), whereas others are programmed in Octave, thus making
the overall timing misleading. In our situation, this causes the order of mag-
nitude reductions in computational costs that we described (and proved) not
to be reflected in the CPU-timings. A doubling of the number of genes (n)
does not correspond to a 16 times longer solution process for classical LOOCV
(corresponding to n4 costs) nor to an 8 times longer solution process for our
improved LOOCV (corresponding to n3 costs) as it should. Also, we did not
implement fast solution of eigenproblems using Cauchy matrices, as we were
not able to find an Octave implementation of the multipole method or a dif-
ferent method for order n log n matrix-vector multiplication. Nevertheless, the
presented timings show a clear improvement with the help of the techniques
described in this chapter.
All experiments were performed on a notebook with a quad core Intel(R)
Core(TM) i7 CPU at 1.60 GHz with 8 GB of RAM memory.
We first present the results when using the perturbation method de-
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scribed in section 2.4, see (2.5) and the nullspace method in subsection 2.4.1;
both are modifications of FLDA for the p > n case. We performed LOOCV
with these methods for the complete data set with n = 63 genes, but also
with smaller data sets. More precisely, in subsequent experiments, 1 sample
from each of the four gene groups was deleted, meaning that the total number
of samples was decreased by four, and we measured the timings for this new,
smaller sample size. This was done until the sample size was too small to con-
tain g = 4 groups, which was the case with 35 samples in total. We illustrate
the results in Figure 3.1 below, where the x-axis gives the number of samples
and the y-axis the timing in seconds. In the perturbation method, ε in (2.5)
was chosen as 10−5.
Figure 3.1: Timings of the perturbation method (left) and the nullspace
method (right)
We see that both methods take about one and a half minute to perform
the entire LOOCV process with all gene samples. With a smaller number of
samples, the perturbation method is slower. This can be explained by the
fact that this method solves eigenproblems of dimension p (order p3 costs)
whereas the nullspace method solves eigenproblems of dimension p− n (order
(p − n + 1)3 costs) because the nullspace of W of dimension n − 1 has been
projected out. The successful classification rates for the perturbation method
are, from the smallest sample size to the full sample size n = 63: 100%, 100%,
100%, 96.078%, 96.364%, 96.610% and 96.825%. For the nullspace method the
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successful classification rates are 100%, 100%, 100%, 100%, 100%, 98.305%,
100%.
The poorer performance of the perturbation method may be due to the sensi-
tivity to the choice of ε in (2.5); our choice ε = 10−5 may lead to a problem
too far from original FLDA.
Now we turn our attention to the intuitively reasonable criterion intro-
duced in subsection 2.4.2. The successful classification rate was for this method
always 100%, indicating that the criterion is suited for the studied gene ex-
pression data. If we use its highly optimized implementation presented in [7],
but not the special techniques for LOOCV of this chapter, we obtain the left
part of Figure 3.2. The timings for the total LOOCV process are clearly be-
low one second for the full sample size – a very substantial improvement as
compared to the previous methods (note the different scaling of the y-axes).
For the smallest tested sample size (39 samples), the total time is about 0.2
seconds. But if we use the techniques of this chapter designed for LOOCV
testing, the full sample size requires about as much CPU-time as the small-
est sample size without using our techniques. This is displayed in the right
part of Figure 3.2. Even more important, the slope of the right curve is much
smaller than the slope of the left curve, indicating a lower computational com-
plexity (although it does not, as explained above, correspond to the order of
magnitude improvement which we proved theoretically).
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Figure 3.2: Timings of the standard LOOCV method (left) compared to the
improved one (right) applied to FLDA with the criterion from subsection 2.4.2.
Conclusion
Our contribution to improve classification of gene expression signatures to tu-
mor types does not concern the classification method itself (linear discriminant
analysis) but rather its efficient testing. With typically a very high number
of amino acids but a moderate number of gene samples, cross-validation test-
ing of the classification procedure involves high computational and computer
storage costs with potentially unreliable results due to finite arithmetics. De-
pending on the computer’s available processor and memory, the testing phase
can become useless for practice or simply uncomputable. The thesis shows
that using techniques from linear algebra like low rank updates and Cauchy
matrices, the overall complexity of cross-validation testing can be reduced by
an order of magnitude: If p denotes the number of amino acids and n the
number of genes, the computational costs are reduced from order pn3 + n4
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