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Introduction. Several authors have established that many classical
codes are ideals in certain ring constructions. Berman [3], in the case of
characteristic two, and Charpin [5], in the general case, proved that all gen-
eralized Reed-Muller codes coincide with powers of the radical of the quo-
tient ring A = Fq[x1, . . . , xn]/(x
q1
1 − 1, . . . , xqnn − 1), where Fq is a finite field,
p = charFq > 0 and qi = p
ci , for i = 1, . . . , n, and gave formulas for their
Hamming weights. These codes form an important class containing many
codes of practical value. Properties of error-correcting codes in similar ring
constructions A have also been considered by Poli [12].
This approach helped to improve some parameters of the codes. For
example, Berman [3] showed that in certain cases abelian group codes enjoy
better correcting properties than cyclic codes. Using the underlying algebraic
structure, a new fast decoding algorithm for Reed-Muller codes was developed
by Landrock and Manz [10].
Since the radical ideals have such good code properties, it makes sense to
answer the following question: When does the radical have a single generator
polynomial? Of course, if the radical is a principal ideal, then the same is
obviously true of all its powers, too. Moreover, the radical of an Artinian ring
is principal if and only if all ideals are principal ([1], Propositions 8.7 and 8.8).
Thus the question of when the radical is a principal ideal is crucial for all other
ideals to have single generator.
For example, it is well known that cyclic codes are ideals in the algebra
A = Fq[X]/(X
k − 1), and each ideal in A is generated by one polynomial.
This property is convenient both for representing the code and for developing
encoding and decoding algorithms.
Similar questions have been considered in several papers. For example,
Charpin [4] described extended Reed-Solomon codes which are principal ideals.
Our first main theorem (Theorem 1) answers this question for even more
general ring constructions
IF [x1, . . . , xn]/(f1(x1), . . . , fn(xn)),
1This is a pre-publication version.
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where f1, . . . , fn are arbitrary univariate polynomials and IF is an arbitrary
field. As an immediate corollary (see Corollary 3), we get the main result of
[7].
A few authors have considered codes over the ring ZZ/mZZ = ZZm of
residues modulo m. A new motivation for the study of these codes has been
provided recently by the results of Hammons, Kumar, Calderbank, Sloane and
Sole´. Namely, it is shown in [8] than many important nonlinear codes can be
viewed as binary images of linear codes over ZZ4. Thus, introducing codes over
ZZm makes it possible to apply to nonlinear codes the techniques developed
earlier for linear or even polynomial codes.
Our second main theorem (Theorem 4) describes all finite ring construc-
tions
ZZm[x1, . . . , xn]/(f1(x1), . . . , fn(xn))
whose radicals are principal ideals. It turns out that in this case the description
is essentially more complicated, and does not follow from our first theorem.
After that, we give formulas for the minimum Hamming weight of the
radical and its powers in the quotient ring
IF [x1, . . . , xn]/(x
a1
1 (1− xb11 ), . . . , xann (1− xbnn )).
1. Main theorems. If f = gm11 · · · gmkk , where f ∈ IF [x] and g1, . . . , gk
are irreducible polynomials over IF , then by sp(f) we denote the squarefree
part g1 · · · gk of f . We assume that sp(0) = 0 and regard 0 as a squarefree
polynomial. Since the Jacobson radical and nilradical N (R) of an Artinian
ring R are identical we refer to this as the radical of R.
Theorem 1 Let f1(x1), . . . , fn(xn) be univariate polynomials over an ar-
bitrary field IF , and let R = IF [x1, . . . , xn]/(f1(x1), . . . , fn(xn)). Then the rad-
ical N (R) is a principal ideal of R if and only if the number of polynomials
f1, . . . , fn which are not squarefree does not exceed one.
We shall use the following description of the radical.
Lemma 2 ([2], §8.2). The radical of R = IF [x1, . . . , xn]/(f1(x1), . . . , fn(xn))
is equal to the ideal generated by the squarefree parts of all polynomials f1, . . . , fn.
P r o o f of Theorem 1. The ‘if’ part immediately follows from Lemma 2.
Indeed, if all f1, . . . , fn are squarefree, then N (R) = 0. If fi is not squarefree,
and all the other polynomials are squarefree, then N (R) is generated by the
squarefree part of fi(xi).
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The ‘only if’ part: Suppose to the contrary that the radical of R is a
principal ideal, but two polynomials, say f1(x1) and f2(x2), are not squarefree.
Assume that f1, . . . , fk 6= 0 and fk+1, . . . , fn = 0. Then it follows from
Lemma 2 that the radical N (R) is equal to
N {IF [x1, . . . , xk]/(f1(x1), . . . , fk(xk))} [xk+1, . . . , xn].
To simplify the notation we may assume that k = n, i.e. all f1, . . . , fn are
nonzero.
Then R has finite dimension as a vector space. Therefore it is a direct
sum of local rings ([1], Proposition 8.7). If the radical of a local Artinian ring
is a principal ideal, then all ideals are principal by [1], Proposition 8.8. Thus
R is a principal ideal ring.
Since R/(x3, . . . , xn) is a homomorphic image of R, it is also a principal
ideal ring. Therefore we may assume that n = 2. Let f1(x1) = g
α1
1 (x1) . . . g
αk
k (x1)
where g1(x1), . . . , gk(x1) are irreducible over IF and α1 > 1. Since (g
α1
1 , f2) ⊃
(f1, f2), the ring IF [x1, x2]/(g
2
1(x1), f2(x2)) is a homomorphic image of R and
so it is a principal ideal ring too. Therefore we may assume that from the
very beginning f1(x1) = g
2
1(x1). Given that g1(x1) is irreducible, we see that
Q = IF [x1]/(g1(x1)) is a field. If we regard f2(x2) ∈ IF [x2] ⊆ Q[x2] as a
polynomial over Q it is not squarefree. Consider the factorization f2(x2) =
hβ11 (x2) . . . h
βm
m (x2) where all hi(x2) ∈ Q[x2] are irreducible and β1 > 1. Clearly,
Q[x2] = (IF [x1]/(g1(x1)))[x2] = IF [x1, x2]/(g1(x1)) is a homomorphic image
of IF [x1, x2]. Denote by h(x1, x2) a polynomial in IF [x1, x2] whose image in
Q[x2] equals h1(x2). Consider the ideal I generated by g1(x1) and h(x1, x2) in
IF [x1, x2]. We see that
IF [x1, x2]/I ∼= {IF [x1, x2]/(g1(x1))}/{(g1(x1), h(x1, x2))/(g1(x1))}
∼= Q[x2]/h1(x2)
is a field, because h1(x2) is irreducible over Q. Therefore I is a maximal ideal.
By [6], Proposition 38.4(b), the ring IF [x1, x2] must not have ideals which lie
strictly between I and I2. However, (g1(x1), h
2(x1, x2), g1(x1)h(x1, x2)) strictly
contains I2 and is contained in I. This contradiction shows that at most one
of the polynomials f1, . . . , fn can be squarefree. 2
Theorem 1 immediately gives the main result of [7]:
Corollary 3 ([7]) Let IF be a field, m ≤ n, a1, . . . , am nonnegative inte-
gers, b1, . . . , bm positive integers, and let
R = IF [x1, . . . , xn]/(x
a1
1 (1− xb11 ), . . . , xamm (1− xbmm )).
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If char IF = 0, then the radical of R is a principal ideal if and only if at
most one of the a1, . . . , am is greater than 1.
If char IF = p > 0, then R is a principal ideal ring if and only if one of
the following conditions is satisfied:
(1) a1, . . . , am ≤ 1 and p divides at most one number among b1, . . . , bm;
(2) exactly one of a1, . . . , am, say a1, is greater than 1 and p does not
divide each of b2, . . . , bm.
P r o o f of Corollary 3. Consider the polynomial f = xa(1 − xb). By
[2], Lemma 2.85, a polynomial is squarefree if and only if it is coprime with its
derivative. If charF = 0, then we see that f is squarefree if and only if a = 1.
If however charF = p > 0, then f is squarefree if and only if a = 1 and p does
not divide b. Thus Theorem 1 completes the proof. 2
Let m = pa11 · · · pakk be a positive integer, where p1 < · · · < pk are primes.
Suppose that we want to describe all finite ring constructions
R = ZZm[x1, . . . , xn]/(f1(x1), . . . , fn(xn))
whose radicals are principal ideals. Since ZZm is isomorphic to the direct
product
∏k
i=1 ZZ/p
ai
i ZZ, and the radical of a finite direct product is a principal
ideal if and only if the radicals of all direct components are principal, it easily
follows that we need only to consider the case where m = pa for a prime p.
Let m = pa. Any element of ZZm is uniquely represented by an element
of the integer interval [0,m− 1] = {0, 1, . . . ,m− 1} ⊆ ZZ. Denote by B[x] the
set of all polynomials f ∈ ZZm[x] such that all coefficients of f are represented
by elements of B = [0, p− 1]. Let f 7−→ f denote the natural homomorphism
of ZZm[x] onto ZZp[x] (i.e., reduction of coefficients modulo p).
Obviously, for any polynomial g ∈ ZZp[x] there exists a unique polynomial
g′ ∈ B[x] such that g′ = g. Hence, for any polynomial f ∈ ZZm[x] there exists
a unique polynomial f ′ ∈ B[x] such that f ′ = f . Evidently, f = g if and only
if f ′ = g′.
Similarly, if a > 1, then there exists a unique polynomial f ′′ ∈ B[x] such
that f − f ′ − pf ′′ ∈ p2ZZm. For a = 1, we put f ′′ = 0.
Using this terminology, for any f ∈ ZZm[x], with sp(f) being the square-
free part of f , we define unique polynomials d, u = uf ∈ B[x] and f̂ ∈ ZZp[x]
by the following conditions, d = sp(f)′, u = u′, f = du and f̂ = f ′′ − (ud)′′. It
follows that d = sp(f) and f ′ − ud ∈ pZZm[x]. Since f ′ ∈ B[x] then (f ′)′′ = 0
for any f and we also get f̂ = f ′′ + (f ′ − ud)′′.
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Theorem 4 Let m = pa, where p is a prime and a is a positive integer.
The radical of the ring
R = ZZm[x1, . . . , xn]/(f1(x1), . . . , fn(xn))
is a principal ideal if and only if the following conditions are satisfied:
(i) the number of polynomials f1, . . . , fn which are not squarefree modulo p
does not exceed one;
(ii) if a > 1 and f = fi is not squarefree modulo p, then f̂ is coprime with
uf .
P r o o f of Theorem 4. If a = 1, then ZZ/paZZ is a field, and the
assertion follows from Theorem 1. Further, we assume that a ≥ 2.
The radical N (R) contains the ideal pR, because (pR)a = 0. If all
polynomials f 1(x1), . . . , fn(xn) are squarefree over ZZp, then
R/pR ∼= ZZp[x1, . . . , xn]/(f1(x1), . . . , fn(xn))
is semisimple by Lemma 2, and so N (R) = pR is a principal ideal.
Suppose that exactly one polynomial, say f = f1, is not squarefree. Let
u, d be polynomials in ZZm[x] as defined above then it follows from Lemma 2
that
N (R) = (d, p) = {N (ZZm[x1]/(f1))}[x2, . . . , xn]/(f2, . . . , fn).
Therefore N (R) is a principal ideal if and only if N (ZZm[x1]/(f1)) is principal.
So we may assume that n = 1, x = x1, and R = ZZm[x]/(f(x)).
Suppose that f̂ is coprime with uf = u. Denote by h a polynomial in
ZZm[x] such that h = h
′ and h is the product of all irreducible divisors of f
which do not divide f̂ . Put g = d + ph ∈ ZZm[x]. We claim that the radical
N (R) is equal to the ideal I generated in R by g.
It follows from Lemma 2 that N (R) = (p, d). hence g ∈ N (R) so I ⊆
N (R). Therefore it remains to show that p, d ∈ (g) = I.
The choice of h ensures that f̂ − hu is not divisible by any irreducible
factor of f which does not divide f̂ . If we look at an irreducible factor of
f which divides f̂ , then it does not divide h, and so it does not divide hu,
because u is coprime with f̂ . Thus f̂ − hu and d are coprime.
Hence there exist A,B ∈ ZZm[x] such that A = A′, B = B′ and 1 =
A(f̂−hu)+Bd. Notice that f ′−ud = p[(f ′−ud)′′]+p2w for some w ∈ ZZm[x],
because (f ′ − ud)′ = 0. There exists a unique polynomial f ∗ = (f ∗)′ ∈ ZZm[x]
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satisfying f ∗ = f̂ . Since pa is the characteristic of ZZm then paw = 0 for all
w ∈ ZZm[x]. We can lift the equation from ZZm[x]/pZZm[x] ∼= ZZp[x] to ZZm[x]
and multiply by pa−1 to get the following.
pa−1 = pa−1[A(f ∗ − hu) +Bd]
= pa−1[A{f ′′ + (f ′ − ud)′′ − hu}+Bd]
= pa−2[A{pf ′′ + (f ′ − ud)− phu}+ pBd]
= pa−2[A(f ′ + pf ′′)− Au(d+ ph) + pBd]
= pa−2[Af − (Au− pB)g].
Therefore pa−1 ∈ (g, f) ⊂ ZZm[x], and so pa−1 ∈ I.
Since pa−1 belongs to both I and N (ZZpa), we can factor out the ideal
generated by pa−1 in R and consider the ideal I/pa−1I in R/pa−1R. Also
clearly ZZpa/p
a−1ZZpa ∼= ZZpa−1 . We identify f, g ∈ ZZpa [x] with their images
in f, g ∈ ZZpa−1 [x]. We can now lift the equation from ZZp[x] to ZZpa−1 [x]
and multiply by pa−2 and repeat the argument above with pa−1w = 0 for all
w ∈ ZZpa−1 [x] to get pa−2 ∈ (g, f) ⊂ ZZpa−1 [x]. Identifying pa−2 ∈ ZZpa [x] with
its image pa−2 ∈ ZZpa−1 [x] then pa−2 ∈ I/pa−1I so pa−2 ∈ I. Repeating this
argument a− 3 times we get p ∈ I.
Next we prove that d ∈ I. Since g, p ∈ I then d = g − ph ∈ I. Thus
I = N (R). This means that N (R) is a principal ideal.
Conversely, suppose that the radical is a principal ideal generated by
some polynomial g ∈ ZZm[x].
Since (g) = (d) = N (ZZp[x]/(f)), we get g = td + ef for some t =
t′ ∈ ZZm and e(x) ∈ ZZm[x]. There exists an integer s = s′ ∈ ZZm such that
ts ≡ 1(mod p). Since s(g − ef) = std = d and (g) = (d) then g generates the
same ideal as s(g − ef) in R = ZZm[x]/(f), so we can replace g by s(g − ef).
To simplify the notation we assume that g = d, and so g′ = d.
Given that p ∈ N (R), we get p = Af+Bg for some A,B ∈ ZZm[x]. Since
(Af + Bg)′ = (A′f ′ + B′g′)′ = 0, it follows that A′f ′ + B′g′ = 0. Therefore
B′ = −A′u whence B′ = −A′u+ pz for some z = z′ ∈ ZZm[x].
Further, p = (A′ + pA′′)(f ′ + pf ′′) + (B′ + pB′′)(g′ + pg′′) + p2w, for
some w ∈ ZZm[x]. Notice that f ′ = (ug′)′ because f ′ = f = ug′. Since
u = u′ and g = g′ then ug′ = (ug′)′ + p(ug′)′′ = f ′ + p(ug′)′′. It follows that
f ′ − ug′ = −p(ug′)′′. Therefore we get
pa−1 = pa−2[(A′ + pA′′)(f ′ + pf ′′) + (−A′u+ pz + pB′′)(g′ + pg′′)]
= pa−2[A′(f ′ − ug′ + pf ′′)− A′upg′′ + pA′′f ′ + pg′(z +B′′)]
= pa−1[A′(−(ug′)′′ + f ′′)− uA′g′′ + A′′(ug′)′ + g′(z +B′′)],
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Given that pa = 0, then pa−1v = pa−1w if and only if v = w where v, w ∈
ZZm[x]. Hence
1 = A′(−(ug′)′′ + f ′′)− u(A′g′′) + A′′((ug′)′) + g′(z +B′′)
= A′f̂ − u(A′g′′) + A′′ug′ + g′(z +B′′).
Since all irreducible factors of u divide g′ = d, they also divide the
polynomial −u(A′g′′)+A′′ug′+g′(z +B′′), and we see that u must be coprime
with f̂ . This completes the proof. 2
2. Hamming weights. Let IF be a field, a1, . . . , an nonnegative inte-
gers, b1, . . . , bn positive integers, and let
R = IF [x1, . . . , xn]/(x
a1
1 (1− xb11 ), . . . , xann (1− xbnn )).
Ideals of the form (xa11 (1−xb11 ), . . . , xann (1−xbnn )) are called periodic ideals (see
[9] Definition 6.16 p.2817). Denote by I the radical N (R) of R. Lemma 2
tells us that I is generated by the squarefree parts of the polynomials xa11 (1−
xb11 ). The Hamming distance or minimum Hamming weight wH(I) of I in
the basis B = {xe11 · · ·xenn |0 ≤ ei < ai + bi for 1 ≤ i ≤ n} is the minimum
number of nonzero coordinates in B of nonzero vectors in I. It is an important
characteristic, and in particular determines the number of errors the code I
can detect or correct (see [11]). Clearly, wH({0}) = 0. We shall give formulas
for the Hamming weight of powers of I with respect to the basis B.
Let w(r) be the Hamming weight of r ∈ R and let w(J) be the minimum
Hamming weight of an ideal J ⊂ R with respect to B.
Suppose that IF has zero characteristic. We may assume that a1 ≥
. . . ≥ ak > 1 and ak+1, . . . , an ≤ 1. Then the radical I is generated by all
polynomials xi(1 − xbii ), for i = 1, . . . , k. It follows that I is also generated
by all polynomials gi = xi(1 − xbi+ai(bi−1)i ), for i = 1, . . . , k. Since gaii = 0
and gji = x
j
i (1 − xbi+ai(bi−1)i ) modulo xaii (1 − xbii ), we see that the linear span
of all powers gji has Hamming weight 2, for j = 1, . . . , ai − 1. Therefore, the
theorem in Section 2 of [13] gives us the following formula for the Hamming
weight w(Ih) of Ih:
w(Ih) =
{
2` if a1 + · · ·+ a`−1 − `+ 1 < h ≤ a1 + · · ·+ a` − `
0 if a1 + · · ·+ ak − k ≤ h.
Let IF be a field of characteristic p > 0. First, we consider the case where
a1 = · · · = an = 0.
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For each i = 1, . . . , n, we write bi = p
cidi where p does not divide di. We
may assume that c = c1 ≥ c2 ≥ . . . ≥ cn ≥ 0. Denote by z ≥ 0 the number
of elements c1, . . . , cn which are equal to 0 or, in other words, the number of
elements b1, . . . , bn not divisible by p.
Then the radical I is generated by all elements fi = 1 − xdi , for i =
1, . . . , n− z.
Following Berman [3], for a ≥ 0, denote by `a the number of exponents
ci such that ci > a. In particular, `0 = n−z and `c = 0. Put ma = `a(p−1)pa.
The nilpotency index of I is N = pm0+m1+···+mc . Suppose that h < N .
Then there exists b such that
∑c
a=b+1ma ≤ h <
∑c
a=bma. We can find t such
that h =
∑c
a=b+1ma + t(p − 1)pb + s and t(p − 1)pb ≤ h −
∑c
a=b+1ma <
(t + 1)(p − 1)pb. Then w(Ih) is equal to the following number (see [3], [5] or
[13])
w(h; c1, . . . , cn) =
{
0 if h ≥ pm0+m1+···+mc
p`b+1+`b+2+···+`bc+t(1 + dsp−be) otherwise.
Next, consider the case where n = 1. Put a = a1, b = b1, c = c1, d = d1.
Then R = IF [x]/(xa(1−xb)) and b = pcd. It is routine to verify that the radical
of R is generated by g = x(1−xb+a(b−1)) and f = xa(1−xd). Since xa−1g = 0,
the linear span V of g, xg, . . . , xa−2g annihilates f . Hence I = V + (f). For
any v ∈ V and y ∈ (f) it is clear that w(v+ y) ≤ w(y). Exactly as in the case
of characteristic zero, w(V ) = w(V 2) = · · · = w(V )a−1 = 2. For h ≥ a, we get
Ih = (f)h. Thus we have the following formula
w(Ih) =
{
2 if h < a
w(h; c) otherwise.
In the general case, the algebra R is a tensor product of ring constructions
Ri = IF [xi]/(x
ai(1− xbi)),
where i = 1, . . . , n. The radical of R is generated by all gi = xi(1−xbi+ai(bi−1)i )
and fi = x
a
i (1 − xdi). As we have seen, the weight of the radical Ii of every
Ri is equal to the weight of an element of the form g
k
i or f
k
i for some positive
integer k. It follows from the theorem in Section 2 of [13] that the weight of
Ih is equal to the weight of some element of the form qk11 (x1) · · · qknn (xn), where
qi ∈ {fi, gi} and k1 + · · ·+ kn ≥ n. Therefore,
w(Ih) = min
{∏
w(Ikii ) | k1 + · · ·+ kn ≥ n; all ki ≥ 0
}
.
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Let [1, n] = {1, 2, . . . , n}. Denote by L the set of all i such that ai > pci .
Let S = [1, n]\L. For any T ⊆ [1, n], put aT = ∑i∈T ai − |T |. Combining the
formula above with the formulas for the weights of Ihi , we get the following
w(Ih) =
 2 if h < a1 + · · ·+ an−zmin
T⊆[1,n−z]
{2|L|+|T |w(h− aL − aT ;S\T )} otherwise.
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