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Abstract
We will show on the flag variety of the symplectic group of degree 4 over a field of positive characteristic
p  5 that the direct image under the Frobenius morphism of any invertible sheaf defined by a p-regular
weight is tilting. In particular, the derived localization theorem holds on the flag variety for the modules of
finite type over the endomorphism ring of the direct image under the Frobenius morphism of the structure
sheaf, which is locally a central reduction of the ring of crystalline differential operators.
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0. Introduction
After the spectacular success of Bezrukavnikov, Mirkovic and Rumynin [9] in establishing the
derived localization theorem for the sheaf D of algebras of crystalline differential operators on
the flag variety in positive characteristic, we started in [16] an investigation into such for a central
reduction D¯ of D to find it to hold on the projective spaces and on the flag variety of SL3. The
present work tests and verifies the derived localization theorem for D¯ on the flag variety of Sp4.
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of G1T , G1 the Frobenius kernel of G and T a maximal torus of G, carries much information
on the representation theory of G itself and is often more accessible. In turn, a G1T -module is
the same as a T -equivariant Dist(G1)-module with Dist(G1) the algebra of distributions on G1,
which is a central reduction of the universal enveloping algebra U of the Lie algebra of G. On
the flag variety B = G/B of G, B a Borel subgroup of G, the ideal of the Frobenius center
of U to obtain Dist(G1) also centrally reduces D to yield D¯ = ModB(1) (OB,OB) the sheaf
of endomorphism algebras of the structure sheaf of B over the structure sheaf of the Frobe-
nius twist B(1) of B. The derived localization theorem for D¯ follows from Beilinson’s lemma
[5,6] if the dual (F∗OB)∨ of the direct image of the structure sheaf of B under the absolute
Frobenius endomorphism F on B is tilting. In this paper we will describe for the invertible
sheaf L(μ) on B associated to any p-regular weight μ of the Borel subgroup B how the direct
image F∗L(μ) of L(μ) under the Frobenius endomorphism decomposes on the flag variety of
G = SL2,SL3,Sp4, and show that such F∗L(μ) is tilting iff p  h the Coxeter number of G, to
obtain the localization theorem for D¯(μ) =ModB(1) (L(μ),L(μ)); (F∗L(μ))∨ is isomorphic to
F∗L(2(p − 1)ρ − μ), ρ a half sum of the positive roots of G. The decomposition of F∗L(μ) is
obtained by the determination of the structure on the associated Humphreys–Verma G1B-module
of highest weight μ, building on [4].
Throughout the paper k will denote an algebraically closed field of positive characteristic p.
The sheaf of crystalline differential operators on a smooth variety X over k coincides with Berth-
elot’s sheafD(0)X/k of the k-algebras of arithmetic differential operators of level 0 on X over k. Let
D(m)
X/k
be the sheaf of k-algebras of arithmetic differential operators on X over k of level m [7]. We
let FX be the absolute Frobenius endomorphism of X and Fm+1X/k :X → X(m+1) be the (m+ 1)st
Frobenius morphism relative to k. Then
D¯(m)
X/k
=ModO
X(m+1) (OX,OX)
is a central reduction of D(m)
X/k
. One has
lim−→
m→∞
D(m)
X/k
 lim−→
m→∞
D¯(m)
X/k
Diff X/k
the sheaf of k-algebras of classical differential operators on X over k, so we will denote Diff X/k
by D(∞)
X/k
or D¯(∞)
X/k
. For a k-linear space V we let V ∗ denote the k-dual of V while on a variety
X if V is an OX-module, V∨ will denote the OX-dual of V . Unless otherwise specified, ⊗ will
denote the tensor product over k. We let ⊗X denote the tensor product over the structure sheaf
of X. For short we will write “iff” to mean “if and only if.”
In application to the representation theory it will be desirable to have the localization theorem
for D¯(0)B/k to be T -equivariant. To this end, we will first write down some details on the formalities
of equivariant D(m)- and D¯(m)-modules.
1. Arithmetic enveloping algebras
1.1. Let C be a commutative ring and G an affine group scheme over C. Put A = C[G],
mG = ker(εG)  A with εG the counit of G, Distn(G) = {μ ∈ ModC(A,C) | μ(mn+1) = 0},G
238 M. Kaneda, J. Ye / Journal of Algebra 309 (2007) 236–281n ∈ N, IA = ker(diag = mult :A ⊗C A → A), and PnG = PnG/C = (A ⊗C A)/In+1A , Diff nG =
ModA(P nG,A). Let Dist(G) =
⋃
n∈N Distn(G) be the algebra of distributions over C and
Diff G = Diff G/C =
⋃
n∈N Diff nG the C-algebra of differential operators of A over C.
Let η ∈ SchC(G ×C G,G ×C G)× be an automorphism of C-schemes on G ×C G such that
(x, y) 	→ (x, yx). If ΔG :A → A ⊗C A is the comultiplication on A, the comorphism η of η
may be described by
η :a ⊗ b 	→ a
∑
i
b′i ⊗ bi with ΔG(b) =
∑
i
bi ⊗ b′i . (1)
It induces a commutative diagram of A-linear bijections [23, 4.4.2]
A⊗C A A⊗C A∼
η
A ⊗C mG IA,∼
(2)
and hence also an A-linear bijection for each n ∈ N
ηn :P
n
A → A⊗C
(
A/mn+1G
)
. (3)
In turn, dualizing ηn yields
Proposition. Assume G is infinitesimally flat over C [19, I.7.9]. ∀n ∈ N, ηn induces an A-linear
bijection
A⊗C Distn(G) → Diff nG via a ⊗μ 	→ a(μ⊗C A) ◦ΔG.
1.2. Let G be a linear algebraic group over k. For a smooth variety X over k we observed
in [16] that each D(m)
X/k
, m ∈ N, admits a presentation
D(m)X/k  Tk
(Diff 2pm−1X/k )/(λ− λ1OX, δ ⊗ δ′ − δ′ ⊗ δ − [δ, δ′], δ ⊗ δ′′ − δδ′′ |
λ ∈ k, δ′′ ∈Diff pm−1
X/k
; δ, δ′ ∈Diff pm
X/k
)
,
after which we introduce the mth arithmetic enveloping algebra of G to be
U(m) = Tk
(
Dist2pm−1(G)
)
/
(
λ− λεG,μ⊗μ′ −μ′ ⊗μ− [μ,μ′],μ′′ ⊗μ−μ′′μ
∀λ ∈ k, ∀μ,μ′ ∈ Distpm(G), ∀μ′′ ∈ Distpm−1(G)
)
.
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commutative diagram of k[G]-modules
k[G] ⊗k Dist(G) ∼ Diff G
k[G] ⊗k U(m) D(m)G
with lim−→m U
(m)  Dist(G) and the bottom horizontal map surjective.
1.3. Assume now that G is a Chevalley Z-group scheme. Thus Z[G] is free over Z [19,
II.1.1], and G is infinitesimally flat over Z [19, II.1.12.1]. In particular [19, I.7.4], for each
commutative ring C
Dist(G)⊗Z C  Dist(GC) with GC = G⊗Z C.
In the notation of [19, II.1.12] with a Chevalley system (X±α,Hi | α ∈ R+, i ∈ [1, rkG]) one
has from [19, I.7.8 and 7.4.2] that
Distn(G) is free over Z of basis
ek
k!
(
h
r
)
f 
! , |k| + |r| + || n, (1)
where
ek
k! =
∏
α∈R+
X
kα
α
kα! ,
(
h
r
)
=
rkG∏
i=1
(
Hi
ri
)
,
f 
! =
∏
α∈R+
X
α−α
α! , |k| =
∑
α∈R+
kα,
|r| =
rkG∑
i=1
ri, || =
∑
α∈R+
α.
Let gZ(p) = Lie(G)⊗Z Z(p), U(gZ(p) ) the universal enveloping algebra of gZ(p) over Z(p), and
U(m)
Z(p)
the mth arithmetic enveloping algebra of GZ(p) , m ∈ N.
Lemma. There are natural imbeddings of Z(p)-algebras
U(gZ(p) )  U(0)Z(p) U
(m)
Z(p)
Dist(GZ(p) ).
Proof. Let us first check the isomorphism U(gZ(p) )  U(0)Z(p) . As
Dist1(GZ(p) ) = Z(p)εGZ(p) ⊕ gZ(p) ,
there is a homomorphism of Z(p)-algebras φ : U(gZ(p) ) → U(0)Z(p) such that x 	→ x, ∀x ∈ gZ(p) .
There is also a homomorphism of Z(p)-algebras ψ : U(0)Z(p) → U(gZ(p) ) such that γ εGZ(p) 	→ γ ,∀γ ∈ Z(p), x 	→ x, ∀x ∈ gZ(p) , which is an inverse of φ.
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(m)
Z(p)
→ Dist(GZ(p) ) are both injective,
we have only to verify the injectivity of the latter. By (1)
Dist2pm−1(GZ(p) ) =
∐
|k|+|r|+||2pm−1
Z(p)
ek
k!
(
h
r
)
f 
! .
If n ∈ ]pm,2pm − 1], write n = pm + n′. Then ∀α ∈ R, ∀i ∈ [1, rkG],
X
pm
α
pm!
Xn
′
α
n′! =
(
n
pm
)
Xnα
n! and
(
Hi
pm
)(
Hi
n′
)
∈
(
n
pm
)(
Hi
n
)
+
∑
r<n
Z
(
Hi
r
)
with
(
n
pm
)
∈ (Z(p))× as
(
n
pm
)
≡ 1 mod p.
For the latter see [18, 26.1]. It follows from the commutator relations in [18, §26] that U(m)
Z(p)
is a
Z(p)-span of elements of the form
{ ∏
α∈R+
X
k0α
α
k0α!
(
X
pm
α
pm!
)k1α}{rkG∏
i=1
(
Hi
r0i
)(
Hi
pm
)r1i }{ ∏
α∈R+
X
0α−α
0α!
(
X
pm
−α
pm!
)1α}
,
where k0α, r0i , 
0
α ∈ [0,pm − 1]; k1α, r1i , 1α ∈ N. As those elements remain linearly independent
over Z(p) in Dist(GZ(p) )  UZ(p) the Kostant Z(p)-form of U over Z(p), the natural map U(m)Z(p) →
Dist(GZ(p) ) is injective. 
1.4. Keep the assumptions of 1.3. Berthelot’s ring of arithmetic differential operators can be
defined over Z(p) when the variety is defined over Z(p), and admits a presentation of the same
type. Thus let D(m)GZ(p) = Γ (X,D
(m)
GZ(p)
). As Z(p)[GZ(p)] is free over Z(p), one obtains from 1.1
a commutative diagram of Z(p)[GZ(p)]-linear maps
Z(p)[GZ(p)] ⊗Z(p) Dist(GZ(p) ) ∼ Diff GZ(p)
Z(p)[GZ(p)] ⊗Z(p) U(m)Z(p) D
(m)
GZ(p)
.
It follows that the bottom horizontal map is injective. It is also surjective by the presentation
of D(m)GZ and by 1.1. We have thus obtained(p)
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Z(p)[GZ(p) ] ⊗Z(p) Dist(GZ(p) ) ∼ Diff GZ(p)
Z(p)[GZ(p) ] ⊗Z(p) U(m)Z(p) ∼ D
(m)
GZ(p)
such that
lim−→
m
U(m)
Z(p)
 Dist(GZ(p) ).
1.5. Let G be a reductive algebraic group over k. As G carries a structure split over Z, we
obtain
Corollary. ∀m ∈ N, there is a commutative diagram of k[G]-modules
k[G] ⊗k Dist(G) ∼ Diff G
k[G] ⊗k U(m) ∼ D(m)G
with
lim−→
m
U(m)  Dist(G).
2. EquivariantD-modules
Let G be a linear algebraic group over k, X a smooth variety over k with G-action a :G ×k
X → X, and DX ∈ {D(m)X/k, D¯(m)X/k | m ∈ [0,∞]}. Put DX = Γ (X,DX). We will suppress k in ×k
and ⊗k. For a morphism f :X → Y of smooth varieties we will writeDf→ for the inverse image
f ∗DY =OX ⊗f−1OY f−1DY under f of DY and put Df→ = Γ (X,Df→). The sheaf Df→ is
equipped with a structure of (DX,f−1DY )-bimodule [8, 2.1.1], [20, 2.4], so that Df→ forms a
(DX,DY )-bimodule.
2.1. We begin with a few preliminary lemmas; most of them are straightforward and we will
omit the proofs. If Y is another smooth variety over k, one has an isomorphism of sheaves of
k-algebras
DX×Y →DX DY via 1 	→ 1 ⊗ 1, (1)
taking the global sections of which yields an isomorphism of k-algebras
DX×Y  DX ⊗DY .
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atic use of Dη→, suggested by Tanisaki, is a key throughout this section.
Lemma.
(i) There is a natural isomorphism of right DY -modules Dη→  DY .
(ii) Let Z be another smooth k-variety. ∀ξ ∈ Schk(Y,Z), there is an isomorphism of (DX,DZ)-
bimodules
Dξ◦η→  Dη→ ⊗DY Dξ→.
(iii) There is an isomorphism of functors from the category qc(DY ) of quasi-coherent DY -
modules to the category DXMod of left DX-modules
Γ (X, ?) ◦ η∗  (Dη→ ⊗DY ?) ◦ Γ (Y, ?) : qc(DY ) → DXMod.
2.3. Let Y ′ be another smooth k-variety and let p2 :Y ×X → X, p23 :Y ′ × Y ×X → Y ×X
be the projections.
Lemma. Let η1 ∈ Schk(Y ×X,Y ×X)× and η2 ∈ Schk(Y ′ × Y ×X,Y ′ × Y ×X)×.
(i) There are an isomorphism of right DX-modules
Dp2◦η1→  Γ (Y,OY )⊗DX  Dp2→
and an isomorphism of (DY×X,DX)-bimodules
Dp2◦η1→  Dη1→ ⊗DY×X Dp2→.
(ii) If Z is another smooth k-variety, ∀ξ1 ∈ Schk(X,Z) and ∀ξ2 ∈ Schk(Y × X,Z), there are
an isomorphism of (DX,DZ)-bimodules
Dξ1◦p2→  Dp2→ ⊗DX Dξ1→
and an isomorphism of (DY ′×Y×X,DZ)-bimodules
Dp23◦η2→ ⊗DY×X Dξ2→  Dξ2◦p23◦η2→.
(iii) There are isomorphisms of functors qc(DX) → DY×XMod
Γ (Y ×X, ?) ◦ p∗2  (Dp2→ ⊗DX ?) ◦ Γ (X, ?),
Γ (Y ×X, ?) ◦ (p2 ◦ η1)∗  (Dp2◦η1→ ⊗DX ?) ◦ Γ (X, ?),
and of functors qc(DY×X) → DY ′×Y×XMod
Γ (Y ′ × Y ×X, ?) ◦ p∗23  (Dp23→ ⊗DY×X ?) ◦ Γ (Y ×X, ?),
Γ (Y ′ × Y ×X, ?) ◦ (p23 ◦ η2)∗  (Dη2◦p23→ ⊗DY×X ?) ◦ Γ (Y ×X, ?).
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Lemma. Let η ∈ Schk(X,X)×. There are an isomorphism of left DX-modules
Dη→  DX,
and an isomorphism of (DX,DX)-bimodules
Dη→ DX ⊗DX Dη→.
Proof. ∀δ ∈DX , define δη ∈DX to be
δη =
{
(η)−1 ◦ δ ◦ η if DX = D¯(m)X/k,
(η)−1 ◦ δ ◦ (η × η) if DX =D(m)X/k,
(1)
where (η × η) :PX/k,(m) → PX/k,(m) is a natural morphism induced by η [7, 2.1.1, Re-
mark 2.1.3, 2.1.4.3]. Then ∀δ′ ∈DX ,
(δδ′)η = δηδ′η. (2)
In the case of D(m)
X/k
one may write δη = (η)−1 ◦ δ ◦ η on Diff 2pm−1
X/k
, which can be extended
to the whole of D(m)
X/k
using the presentation [16]. But both sides are computed inside Diff X/k,
and hence agree by (2).
Identifying Dη→ with DX as right DX-modules, the structure of (DX,DX)-bimodule on Dη→
reads as
δ1 · δ · δ2 = δη1δδ2. (3)
In particular, there is an isomorphism of left DX-modules
Dη→ → DX via δ 	→ δη−1 , (4)
and hence the first assertion. Sheafifying (3) yields the second. 
2.5.
Lemma. Assume Y is affine and let p2 :Y × X → X be the projection. ∀η ∈ Schk(Y × X,
Y ×X)×, there is a functorial isomorphism
(p2 ◦ η)∗ ◦ (DX ⊗DX ?)  (DY×X ⊗DY×X ?) ◦ (Dp2◦η→ ⊗DX ?) :DXMod → qc(DY×X).
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G×X
p
G×G×X p13p23
p3
G×X
p
X
be the projections, and let aˆ ∈ Schk(G×X,G×X)× such that (g, x) 	→ (g, gx). By the preced-
ing we have the following isomorphisms:
Da→  k[G] ⊗DX  Dp→ as right DX-modules, (1)
Daˆ→  DG×X as right DG×X-modules, (2)
Da→  Daˆ→ ⊗DG×X Dp→ as (DG×X,DX)-bimodules, (3)
Dmult×X→  DG×a→  Dp23→  Dp13→  k[G] ⊗DG×X as right DG×X-modules, (4)
Dmult×X→ ⊗DG×X Da→  Da◦(mult×X)→  DG×a→ ⊗DG×X Da→,
DG×a→ ⊗DG×X Dp→  Dp◦(G×a)→  Dp23→ ⊗DG×X Da→,
Dmult×X→ ⊗DG×X Dp→  Dp◦(mult×X)→  Dp23→ ⊗DG×X Dp→, (5)
all as (DG×G×X,DX)-bimodules,
Γ (G×X, ?) ◦ aˆ∗  (Daˆ→ ⊗DG×X ?) ◦ Γ (G×X, ?)
as functors qc(DG×X) → DG×XMod, (6)
Γ (G×X, ?) ◦ p∗  Dp→ ⊗DX Γ (X, ?), Γ (G×X, ?) ◦ a∗  Da→ ⊗DX Γ (X, ?)
both as functors qc(DX) → DG×XMod, (7)
Γ (G×G×X, ?) ◦ p∗23  (Dp23→ ⊗DG×X ?) ◦ Γ (G×X, ?),
Γ (G×G×X, ?) ◦ (mult ×X)∗  (Dmult×X→ ⊗DG×X ?) ◦ Γ (G×X, ?),
Γ (G×G×X, ?) ◦ (G× a)∗  (DG×a→ ⊗DG×X ?) ◦ Γ (G×X, ?) (8)
all as functors qc(DG×X) → DG×G×XMod,
Daˆ→  DG×X as left DG×X-modules, (9)
Daˆ→ DG×X ⊗DG×X Daˆ→ as (DG×X,DG×X)-bimodules, (10)
p∗(DX ⊗DX ?)  (DG×X ⊗DG×X ?) ◦ (Dp→ ⊗DX ?),
a∗(DX ⊗DX ?)  (DG×X ⊗DG×X ?) ◦ (Da→ ⊗DX ?) (11)
both as functors DXMod → qc(DG×X), and
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(mult ×X)∗ ◦ (DG×X ⊗DG×X ?)  (DG×G×X ⊗DG×G×X ?) ◦ (Dmult×X→ ⊗DG×X ?),
(G× a)∗ ◦ (DG×X ⊗DG×X ?)  (DG×G×X ⊗DG×G×X ?) ◦ (DG×a→ ⊗DG×X ?) (12)
all as functors DG×XMod → qc(DG×G×X).
2.7.
Definition. We say M ∈ qc(DX) is G-equivariant iff M is equipped with a DG×X-linear iso-
morphism ΔM :a∗M→ p∗M verifying the cocycle condition
(c) (mult ×X)∗a∗M
∼
(mult×X)∗ΔM

(mult ×X)∗p∗M
∼
{
a ◦ (mult ×X)}∗M
{
a ◦ (G× a)}∗M
∼
(G× a)∗a∗M
(G×a)∗ΔM
(G× a)∗p∗M
∼(
p ◦ (G× a))∗M {p ◦ (mult ×X)}∗M
(a ◦ p23)∗M
∼
(p ◦ p23)∗M
p∗23a∗M
p∗23ΔM
p∗23p∗M.
∼
We will denote the category of G-equivariant quasi-coherent DX-modules by qcG(X).
∀φ ∈ Schk(X,Y ), there is an isomorphism of DX-modules φ∗OY = OX ⊗φ−1OY φ−1OY OX via f ⊗ 1 	→ f , and hence OX is naturally equipped with a structure of G-equivariant
DX-module. For each μ ∈ Dist2pm−1(G) let δμ = (μ ⊗ k[G]) ◦ ΔG be the image of μ in DG
under 1.2, and let δμ,X be the image of μ in Diff 2p
m−1
X/k
 DX induced by the structure of G-
equivariant OX-module on OX , see 2.9 (4). Then we have in Da→  k[G] ⊗DX
δμ · (1 ⊗ 1) = 1 ⊗ δμ,X. (1)
2.8. We say M ∈ qc(DX) is quasi-G-equivariant iff M is equipped with an OG  DX-
linear isomorphism a∗M→ p∗M verifying the cocycle condition (c). E.g.,DX itself is naturally
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morphism θ :a∗DX → p∗DX via
OG×X ⊗a−1OX a−1DX  f ⊗ δ 	→ f (1 δ)aˆ
−1 · (1 1) ∈OG DX =Dp→, (1)
regarding 1 δ as an element of DGDX DG×X . For each g ∈ G(k) let ig ∈ Sch(X,G×X)
be the closed immersion x 	→ (g, x), and let ıg :p∗DX → ig∗i∗gp∗DX  ig∗DX be the adjunction.
Then at each point (g, x) ∈ (G×X)(k) ∀f ∈OG×X,(g,x) and ∀δ ∈DX,gx ,
ıg ◦ θ(f ⊗ δ) = ig(f )AdX(g)δ, (2)
where AdX(g)δ = δa(g−1,?) with a(g−1, ?) ∈ Schk(X,X)× such that x 	→ a(g−1, x) = g−1x; for
g1, g2 ∈ G one has AdX(g1g2)δ = AdX(g2)AdX(g1)δ. Likewise
ıg
(
(1 ⊗ δ)aˆ · (1 ⊗ 1))= AdX(g−1)δ. (3)
Using these identities, one checks that θ equips DX with a structure of quasi-G-equivariant DX-
module.
2.9. Let M ∈ qc(DX). Put
DX(M) =
{D(m)
X/k
(M) = lim−→nModX(PnX/k,(m) ⊗X M,M) if DX =D(m)X/k,
D¯(m)
X/k
(M) =ModX(m+1) (M,M) if DX = D¯(m)X/k.
In the caseDX =D(m)X/k let (εn)n be the associated stratification onM, and θn ∈ ModX(M,M⊗X
Pn
X/k,(m)
) corresponding to εn under the Frobenius reciprocity. By [7, 2.3.2] one has a commu-
tative diagram of OX-rings
δn (M⊗X δn) ◦ εn
D(m)
X/k
D(m)
X/k
(M)
Modk(M,M) (M⊗X δn) ◦ θn
(1)
∀δn ∈ D(m)X/k,n = (PnX/k,(m))∨. Let Diff nX/k(M) =ModX(PnX/k,(∞) ⊗X M,M), n ∈ N, be the
sheaf of differential operators of M of order  n. As P2pm−1
X/k,(m)
P2pm−1
X/k,(∞), one has under (1)
D(m)
X/k

D(m)
X/k
(M)
Diff 2pm−1
X/k
Diff 2pm−1
X/k
(M)
δ δM.
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Dˆ(m)
X/k
(M) = Tk
(Diff 2pm−1
X/k
(M))/(λ− λ idM, δ ⊗ δ′ − δ′ ⊗ δ − [δ, δ′], δ′′ ⊗ δ − δ′′δ |
λ ∈ k, δ, δ′ ∈Diff pmX/k(M), δ′′ ∈Diff p
m−1
X/k (M)
)
,
using the presentation of DX yields a commutative diagram
D(m)
X/k
Dˆ(m)
X/k
(M)
D(m)X/k(M).
Assume now that M is G-equivariant with the structure morphism ΔM. If DX(M) =
Γ (X,DX(M)), taking the global sections of the morphism of OX-rings DX →DX(M) yields
a homomorphism of k-algebras
DX

DX(M)
Diff 2pm−1
X/k
Diff 2pm−1
X/k
(M).
(2)
On the other hand, ΔM defines as in [12, II.4.5, 4.6] a commutative diagram of k-algebras,
except for the ones involving the 3rd row which are only k-linear:
Dist(D) Diff X/k(M)
Dist(Gm+1)op D¯(m)X/k(M)
Dist2pm−1(G) Diff 2pm−1X/k (M)
(U(m))op D(m)X/k(M),
(3)
248 M. Kaneda, J. Ye / Journal of Algebra 309 (2007) 236–281where the second (respectively the fourth) row is relevant according to the case DX = D¯(m)X/k
(respectively D(m)
X/k
). In particular, one has a commutative diagram
Dist(Gm+1)op D¯(m)X/k
Dist2pm−1(G) Diff 2pm−1X/k
(U(m))op D(m)X/k.
(4)
Put M = Γ (X,M). Taking the global sections of ΔM equips M with a structure of Gop-module,
i.e., of left k[G]-comodule ΔM , via
Γ (G×X,a∗M) Γ (G×X,ΔM)

∼
Γ (G×X,p∗M)
∼
Da→ ⊗DX M
∼
Dp→ ⊗DX M
∼
k[G] ⊗M k[G] ⊗M.
M
ΔM
Proposition. The structure of Gop-module on M is such that
(i) The actions of Dist(Gm+1)op if DX = D¯(m)X/k (respectively (U(m))op if DX = D(m)X/k), on M
restricting (3) and (4) to Dist2pm−1(G) coincide
Dist2pm−1(G)

DX(M).
DX
(ii) If we let Gop act on DX via AdX from 2.8, then the action of DX on M is G-linear:
g(δv) = (AdX(g)δ)(gv) ∀g ∈ G, δ ∈ DX, v ∈ M.
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Definition. A G-equivariant DX-module, or a (G,DX)-module for short, is a DX-module M
equipped with a structure of Gop-module such that:
(EQ1) the actions of Dist2pm−1(G) on M induced by the structure of Gop-module and by the
k-algebra homomorphism Dist(Gm+1)op → DX ifDX = D¯(m)X/k (respectively (U(m))op →
DX if DX =D(m)X/k) coincide: the commutative diagram of 2.9 (i) holds;
(EQ2) the action of DX is G-linear in the sense of 2.9 (ii).
We will denote the category of (G,DX)-modules by (G,DX)Mod.
2.11. A converse of 2.9 holds. For that, however, we first need a lemma.
Lemma. Let M ∈ (G,DX)Mod with ΔM :M → k[G] ⊗ M the left comodule map making M
into a Gop-module. Define a k[G]-linear map ΔˆM by commutative diagram
k[G] ⊗M ∼
k[G]⊗¯ΔM
(
k[G] ⊗DX
)⊗DX M ∼ Da→ ⊗DX M
ΔˆM
k[G] ⊗M ∼ (k[G] ⊗DX)⊗DX M ∼ Dp→ ⊗DX M.
Then ΔˆM is a DG×X-linear bijection verifying the cocycle condition:
(C) Dmult×X→ ⊗DG×X Da→ ⊗DX M
∼
Dmult×X→⊗DG×X ΔˆM

Dmult×X→ ⊗DG×X Dp→ ⊗DX M
∼
Da◦(mult×X)→ ⊗DX M
∼
DG×a→ ⊗DG×X Da→ ⊗DX M
DG×a→⊗DG×X ΔˆM
DG×a→ ⊗DG×X Dp→ ⊗DX M
∼
Da◦p23→ ⊗DX M
∼
Dp◦(mult×X)→ ⊗DX M
Dp23→ ⊗DG×X Da→ ⊗DX M
Dp23→⊗DG×X ΔˆM
Dp23→ ⊗DG×X Dp→ ⊗DX M.
∼
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(
k[G] ⊗¯ σG ⊗M
) ◦ (k[G] ⊗ΔM) ◦ (k[G] ⊗¯ΔM)
= idk[G]⊗M =
(
k[G] ⊗¯ΔM
) ◦ (k[G] ⊗¯ σG ⊗M) ◦ (k[G] ⊗ΔM),
where σG is the antipode on k[G].
We check next the DG×X  DG ⊗DX-linearity of ΔˆM . By 1.2 the k[G]-algebra DG is gen-
erated by Dist2pm−1(G) through
Dist2pm−1(G) → DG via μ 	→
(
μ⊗ k[G]) ◦ΔG,
where ΔG is the comultiplication on k[G]. By definition ΔˆM is already k[G]-linear; note that the
structure of k[G]-module on both Da→ ⊗DX M and Dp→ ⊗DX M is given by the multiplication
to the left. Denoting the image of μ ∈ Dist2pm−1(G) in DG by δμ, one has
ΔˆM
(
δμ · (1 ⊗ v)
)= ΔˆM(1 ⊗ δμ,Xv) by 2.7 (1)
= ΔˆM(1 ⊗μv) by (EQ1).
If ΔM(v) =∑i fi ⊗ vi , fi ∈ k[G], vi ∈ M , on the other hand,
δμΔˆM(1 ⊗ v) = δμΔM(v) =
∑
i
δμ(fi)⊗ vi.
∀g ∈ G(k), one has
(g ⊗M)ΔM(μv) = g(μv) = g(μ⊗M)ΔM(v) = g
∑
i
μ(fi)vi =
∑
i
μ(fi)gvi
while
(g ⊗M)
∑
i
δμ(fi)⊗ vi
=
∑
i
g
(
δμ(fi)
)
vi =
∑
i
g
((
μ⊗ k[G])ΔG(fi))vi
=
∑
i
(μ⊗ g)ΔG(fi)vi = (μ⊗ g ⊗M)
∑
i
ΔG(fi)⊗ vi
= (μ⊗ g ⊗M)
∑
i
fi ⊗ΔM(vi) as (ΔG ⊗M) ◦ΔM =
(
k[G] ⊗ΔM
) ◦ΔM
=
∑
i
μ(fi)gvi,
and hence ΔˆM(1 ⊗μv) = ΔM(μv) = δμΔˆM(1 ⊗ v), as desired.
We examine next the DX-linearity of ΔˆM . Let δ ∈ DX and write δ · (1 ⊗ 1) =∑j aj ⊗ δj in
k[G] ⊗DX  Da→. Then in k[G] ⊗M  Dp→ ⊗DX M
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(
δ · (1 ⊗ v))= ΔˆM
(∑
j
aj ⊗ δj v
)
=
∑
j
ajΔM(δj v)
while
δΔˆM(1 ⊗ v) = δ
∑
i
fi ⊗ vi =
∑
i
δfi · (1 ⊗ vi)
=
∑
i
fiδ · (1 ⊗ vi) as k[G] and DX commute in DG×X  DG ⊗DX
=
∑
i
fi ⊗ δvi .
Then ∀g ∈ G(k),
(g ⊗M)ΔˆM
(
δ · (1 ⊗ v))=∑
j
aj (g)g(δj v) = g
(∑
j
aj (g)δj v
)
= g(AdX(g−1)δv) by 2.8 (3)
while
(g ⊗M)δΔˆM(1 ⊗ v) =
∑
i
fi(g)δvi = δ
∑
i
fi(g)δvi = δgv
= g(AdX(g−1)δ)v by (EQ2),
and hence ΔˆM(δ · (1 ⊗ v)) = δΔˆM(1 ⊗ v), as desired. We have now verified that ΔˆM is DG×X-
linear.
Finally, to check the cocyclicity, if we write ΔM(vi) =∑j fij ⊗mij ,
∑
i
ΔG(fi)⊗ vi = (ΔG ⊗M) ◦ΔM(v) =
(
k[G] ⊗ΔM
) ◦ΔM(v) =∑
i,j
fi ⊗ fij ⊗ vij ,
and hence the diagram (C) commutes, as desired. 
2.12. We have thus obtained
Proposition. ∀M ∈ DXMod, a k-linear map ΔM :M → k[G] ⊗ M makes M into a (G,DX)-
module iff ΔˆM is a DG×X-linear bijection verifying the cocycle condition.
2.13.
Corollary. The functor DX ⊗DX ? :DXMod → qc(DX) restricts to a functor (G,DX)Mod →
qcG(DX).
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that any M ∈ qc(DX) admits a mono M I in qc(DX) with I injective in DXMod. In par-
ticular, any injective in qc(DX) remains injective in DXMod. As qc(DX) is thick in DXMod by
[13, 2.2.2], one obtains
D+
(
qc(DX)
) D+qc(DX). (1)
Also,
hd
(
qc(DX)
)

{
2 dimX if DX = D¯(m)X/k,
3 dimX if DX =D(m)X/k.
(2)
For the projection p2 :Y ×X → X with any Y the functor p∗2 : qc(DX) → qc(DY×X) is exact,
so therefore is (p ◦ η)∗  η∗ ◦ p∗ for each η ∈ Schk(Y × X,Y × X)×. As the cohomological
dimension of Γ (Y ×X, ?) is  dim(Y ×X) by the Grothendieck vanishing, the functor
RΓ (Y ×X, ?) ◦ (p2 ◦ η)∗ : Db
(
qc(DX)
)→ Db(DY×X)
makes sense [21, Ex. I.23].
Lemma. Assume Y is affine. ∀η ∈ Schk(Y ×X,Y ×X)×, there is a functorial isomorphism
RΓ (Y ×X, ?) ◦ (p2 ◦ η)∗  (Dp2◦η→ ⊗DX ?) ◦ RΓ (X, ?) : Db
(
qc(DX)
)→ Db(DY×X).
Proof. If I is an injective DX-module, ∀i ∈ N,
Hi
(
Y ×X, (p2 ◦ η)∗I
) Hi(Y ×X,η∗p∗2I) Hi(Y ×X, (η−1)∗p∗2I)
 Hi(Y ×X,p∗2I) by the degeneracy of the Leray spectral sequence as (η−1)∗ is exact
 Hi (Y ×X,OY  I)
 k[Y ] ⊗ Hi (X,I) by the Künneth formula as Y is affine
= 0 if i  1 as I is flasque [21, II.2.4.6].
Then
RΓ (Y ×X, ?) ◦ (p2 ◦ η)∗  R
{
Γ (Y ×X, ?) ◦ (p2 ◦ η)∗
}
 R{(Dp2◦η→ ⊗DX ?) ◦ Γ (X, ?)} by 2.3 (iii)
 (Dp2◦η→ ⊗DX ?) ◦ RΓ (X, ?) as Dp2◦η→  k[Y ] ⊗DX by 2.3 (i) is flat over DX. 
2.15.
Remark. (i) As DU is Noetherian for each affine open U of X by [7, 2.2.5], DX is a sheaf
of coherent rings [7, 3.1]. Then by [17, I.4.4.4] and a result of Kleiman [15, Ex. III.6.8]
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DX-modules consisting of the complexes whose cohomologies are all coherent. One can thus
define
Db
(
coh(DX)
)
Db(DX).
Db(DX)
RΓ (X,?)

(ii) In case X is projective, as D¯(m)
X/k
is finite-dimensional, one has
Db
(
coh
(D¯(m)
X/k
))

RΓ (X,?)
Dbfin
(
D¯
(m)
X/k
)
∼
Db
(
D¯
(m)
X/k
mod
)
,
where Dbfin(D¯
(m)
X/k
) is the full subcategory of Db(D¯(m)
X/k
) consisting of the complexes whose coho-
mologies are all of finite type over D¯(m)
X/k
.
(iii) Assume X = B = G/B a flag variety with G a semisimple group and B a Borel subgroup
of G, and that DB =D(0)B/k. According to [9, 3.1.8], for p > h the Coxeter number of G,
RΓ (B,M•) ∈ Db(DBmod) ∀M• ∈ Db
(
coh(DB)
)
.
2.16.
Definition. For ∗ ∈ {−, b} we say M ∈ D∗(qc(DX)) is G-equivariant iff there is ΔM ∈
D∗(qc(DG×X))(a∗M,p∗M)× verifying the cocycle condition in D∗(qc(DG×G×X)). If V ∈
D∗(qc(DX)) is another G-equivariant object, we say φ ∈ D∗(qc(DX))(M,V) is G-equivariant
iff in D∗(qc(DG×X))
a∗M
a∗φ
ΔM 
a∗V
ΔV
p∗M
p∗φ
a∗V .
We will denote the category of G-equivariant objects and morphisms of D∗(qc(DX))
by D∗ (qc(DX)).G
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M,Dp→ ⊗DX M)× verifying the cocycle condition in D∗(DG×G×X). If V ∈ D∗(DX) is also
G-equivariant, we say f ∈ D∗(DX)(M,V ) is G-equivariant iff in D∗(DG×X)
Da→ ⊗DX M
Da→⊗DXf
ΔˆM 
Da→ ⊗DX V
ΔˆV
Dp→ ⊗DX M
Dp→⊗DXf
Dp→ ⊗DX V.
We will denote the category of G-equivariant objects and morphisms of D∗(DX) by D∗G(DX).
2.17.
Proposition. The functor RΓ (X, ?) : Db(qc(DX)) → Db(DX) restricts to a functor
DbG
(
qc(DX)
)→ DbG(DX).
Proof. By 2.14
ΔˆRΓ (X,M) := R(G×X,ΔM) :Da→ ⊗DX RΓ (X,M) → Dp→ ⊗DX RΓ (X,M)
defines a structure morphism on RΓ (X,M). 
2.18.
Remark. (i) If X is projective, one obtains likewise
RΓ (X, ?) : DbG
(
coh
(D¯(m)
X/k
))→ DbG(D¯(m)X/kmod).
(ii) In case X = B, the main theorem of [9] implies for p > h that
RΓ (X, ?) : DbG
(
coh
(D(0)B/k))→ DbG(D(0)B/kmod)
is a triangulated equivalence.
2.19.
Lemma. Assume Y is affine. For each η ∈ Schk(Y × X,Y × X)× there is a functorial isomor-
phism
(p2 ◦ η)∗ ◦
(DX ⊗LDX ?) (DY×X ⊗LDY×X ?) ◦ (Dp2◦η→ ⊗DX ?) : D−(DX) → D−(qc(DY×X)).
Proof. Recall from 2.3 (i) that Dp2◦η→  k[Y ] ⊗DX is flat over DX .
If P qis→ k[Y ] (respectively Q qis→ M) is a flat resolution of k[Y ] (respectively M) in DY Mod
(respectively DXMod), then
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(
k[Y ] ⊗M)
 (DY DX)⊗LDY⊗DX (P ⊗Q)
 (DY ⊗DY P ) (DX ⊗DX Q)
 ((OY ⊗k[Y ] DY )⊗DY P ) (DX ⊗DX Q) as Y is affine
 (OY ⊗k[Y ] P) (DX ⊗DX Q)
OY  (DX ⊗DX Q) as DY is locally free, hence flat over k[Y ]
 p∗(DX ⊗DX Q)  p∗
(DX ⊗LDX M).
Thus (DY×X ⊗LDY×X ?) ◦ (Dp2→ ⊗DX ?)  p∗2 ◦ (DX ⊗LDX ?). (1)
Then
DY×X ⊗LDY×X (Dp2◦η→ ⊗DX M) DY×X ⊗LDY×X (Dη→ ⊗DY×X Dp2→ ⊗DX M) by 2.3 (i)
 (DY×X ⊗DY×X Dη→)⊗LDY×X (Dp2→ ⊗DX M)
as Dη→ is flat as left DY×X-module by 2.4
Dη→ ⊗LDY×X (Dp2→ ⊗DX M) by 2.4 again
 (η∗DY×X)⊗LDY×X Dp2→ ⊗DX M  η∗
(DY×X ⊗LDY×X Dp2→ ⊗DX M)
 η∗p∗2
(DX ⊗LDX M) by (1)
 (p2 ◦ η)∗
(DX ⊗LDX M),
hence the assertion. 
2.20.
Proposition. The functor DX ⊗LDX ? : D−(DX) → D−(qc(DX)) induces a functor D−G(DX) →
D−G(qc(DX)).
Proof. If ΔˆM ∈ D−(DG×X)(Da→ ⊗DX M,Dp→ ⊗DX M) is the structure morphism of M ∈
D−G(DX), DG×X ⊗LDG×X ΔˆM equips DX ⊗LDX M with a structure of D−G(qc(DX)) by 2.18:
a∗
(DX ⊗LDX M)
∼ 
p∗
(DX ⊗LDX M)
∼
DG×X ⊗LDG×X (Da→ ⊗DX M) DG×X⊗LDG×X ΔˆM
DG×X ⊗LDG×X (Dp→ ⊗DX M),
verifying the cocycle condition by 2.6 (12). 
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Remark. If gl dimDX < ∞, DX ⊗LDX ? restricts to
DbG(DX) → DbG
(
qc(DX)
)
.
If, moreover, DX is coherent, it further restricts to
DbG(DXmod) → DbG
(
coh(DX)
)
.
To see that the structure morphism DG×X ⊗LDG×X ΔˆM stays in Db(qc(DG×X)), as Dp→ 
k[G]DX as left DG DX-module, it is enough to have pdDG(k[G]) < ∞; k[G] is projective
over D¯
(m)
G/k
by [14, 1.8.1] while gl dimD(m)
G/k
= 2 dimG by [7, Remark, p. 221].
2.22.
Corollary. When there holds a derived localization theorem, if DX is coherent, the localization
induces G-equivariant equivalences
DbG(DXmod)
DX⊗LDX ?
DbG
(
coh(DX)
)
RΓ (X,?)
quasi-inverse to each other.
Proof. When the derived localization theorem holds, one will have
lgl dim(DX) = hd(DX) 2 dimX
by [21, Ex. I.17] and [15, Ex. III.6.4, 6.5]. 
3. Decomposition of the direct images of invertible sheaves under the Frobenius morphism
3.1. Let G be a simply connected simple algebraic group over an algebraically closed field k
of characteristic p > 0, B a Borel subgroup of G, T a maximal torus of B , Λ = Grpk(B,GL1)
the weight group of B , R the root system of G relative to T , R+ the positive system of R such
that the roots of B are −R+, Rs the set of simple roots of R+, Λ+ the set of dominant weights
of Λ, and Λ1 = {λ ∈ Λ+ | 〈λ,α∨〉 < p ∀α ∈ Rs}. Let B = G/B and F = FB :B → B be the
absolute Frobenius endomorphism on B. If FB/k :B → B(1) is the Frobenius morphism on B
relative to k, G1 the Frobenius kernel of G, and if q :G/B → G/G1B is the natural morphism,
one has a commutative diagram of schemes
B
FB
q
FB/k
B structure

Spec(k)
G/G1B ∼ B(1)
φ
Spec(k),
Fk
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is a G-(respectively B-)module,
φ∗LB¯
(
M1 ⊗k M [1]2
) M1 ⊗k LB(M2). (1)
Let ∇ˆ = indG1BB be the Humphreys–Verma induction functor from the category of B-modules
to the category of G1B-modules. ∀μ ∈ Λ, one has an isomorphism of OB-modules
F∗L(μ)  φ∗LB¯
(∇ˆ(μ)).
We will denote the G1T -socle series on ∇ˆ(μ) by 0 = soc0(∇ˆ(μ)) < soc1(∇ˆ(μ)) < soc2(∇ˆ(μ)) <
· · · , and put soci (∇ˆ(μ)) = soci (∇ˆ(μ))/soci−1(∇ˆ(μ)). Then each socle layer soci (∇ˆ(μ)) is
equipped with a structure of G1B-module to admit a decomposition
soci
(∇ˆ(μ)) ∐
λ∈Λ1
L(λ)⊗k G1Mod
(
L(λ), soci
(∇ˆ(μ)))
as G1B-modules. Put soci,λ(∇ˆ(μ)) = L(λ)⊗k G1Mod(L(λ), soci (∇ˆ(μ))) and soci,λ(∇ˆ(μ))1 =
G1Mod(L(λ), soci (∇ˆ(μ)))[−1]. Recall that we say μ ∈ Λ is p-regular iff p  〈μ + ρ,α∨〉
∀α ∈ R. We will show in this section
Proposition. Let G ∈ {SL2(k),SL3(k),Sp4(k)} and assume p  h the Coxeter number of G.
Then for any p-regular μ ∈ Λ one has a decomposition
F∗LB(μ) 
∐
i∈N
φ∗LB¯
(
soci
(∇ˆ(μ)))∐
i
∐
λ∈Λ1
LB
(
soci,λ
(∇ˆ(μ))1)⊗k L(λ)
with ModB(LB(soci,λ(∇ˆ(μ))1),LB(soci,λ(∇ˆ(μ))1))  k for each nonzero LB(soci,λ(∇ˆ(μ))1).
In particular, all nonzero LB(soci,λ(∇ˆ(μ))1) are indecomposable, and by Krull–Schmidt–
Azumaya the decomposition of F∗LB(μ) into indecomposables is unique up to isomorphism.
3.2. Let us first make some general preparations. In this subsection G may be any reductive
group over k. In what follows we will often suppress the subscripts from L. Recall first from
[19, II.4.5 and 5.4] the vanishing theorems of Kempf and Andersen:
Hi
(B,L(ν))= 0 ∀ν ∈ Λ+ and i  1 (1)
while
H•
(B,L(ν))= 0 if ν ∈ (−ρ +Λ+) \Λ+, (2)
and from [19, II.5.5] the Borel–Weil–Bott theorem for small dominant weights:
Hi
(B,L(w · ν)) δi(w)H0(B,L(ν)) ∀ν ∈ −ρ +Λ+ with 〈ν + ρ,α∨〉 p ∀α ∈ R+. (3)
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anOB-module with filtrationM>M1 >M2. IfM1/M2 is a direct summand ofM1 and also
of M/M2, then M1/M2 is a direct summand of M. Precisely, given a diagram
M πˆ M/M2
π ′
M1
j
π
M1/M2
j¯
i
such that πˆ ◦ j = j¯ ◦ π and π ◦ i = idM1/M2 = π ′ ◦ j¯ , one has
π ′ ◦ πˆ ◦ j ◦ i = π ′ ◦ j¯ ◦ π ◦ i = idM1/M2 . (4)
To determine the structure of B-module on each soci,λ(∇ˆ(μ))1, recall from [19, II.5.20] that
∀λ,μ ∈ Λ,
Ext1B(λ,μ) 
{
k if λ−μ = prα ∃r ∈ N, α ∈ Rs,
0 otherwise.
(5)
Let α be a simple root, Pα the minimal standard parabolic subgroup of G associated with α,
and ω the corresponding fundamental weight.
Lemma. [19, II.5.2] Assume p  3.
(i) H0(Pα/B,L(ω)) is (up to isomorphism) a unique B-extension of ω − α by ω.
(ii) H0(Pα/B,L(2ω)) is a unique B-extension of 2ω − 2α by ω ⊗k H0(Pα/B,L(ω)), and a
unique B-extension of (ω − α)⊗k H0(Pα/B,L(ω)) by 2ω.
Proof. The unicity follows from (5). 
3.3. We next make some reductions. If λ ∈ Λ and M ∈ BMod, one has an isomorphism of
G1B-modules
(
L(λ)⊗M [1])∗  L(λ)∗ ⊗ (M [1])∗  L(λ)∗ ⊗ (M∗)[1].
Also M [1] and hence M is determined uniquely by L(λ)⊗M [1] as
M [1]  G1Mod
(
L(λ),L(λ)⊗M [1]).
Now let μ ∈ Λ be p-regular and assume that the decomposition 3.1 holds:
LB¯
(∇ˆ(μ))∐
i
LB¯
(
soci
(∇ˆ(μ))).
If radi denotes the ith radical layer of the radical series,
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(∇ˆ(2(p − 1)ρ −μ)) LB¯(∇ˆ(μ)∗) by [19, II.9.2]
 LB¯
(∇ˆ(μ))∨ ∐
i
LB¯
(
soci
(∇ˆ(μ)))∨ ∐
i
LB¯
(
soci
(∇ˆ(μ))∗)

∐
i
LB¯
(
radi−1
(∇ˆ(μ)∗))∐
i
LB¯
(
radi−1
(∇ˆ(2(p − 1)ρ −μ)))

∐
i
LB¯
(
socdimB−i+2
(∇ˆ(2(p − 1)ρ −μ))) by [3, 5.4, 5.6]. (1)
Also, by the unicity there is an isomorphism of B-modules
socdimB−i+2,−w0λ
(∇ˆ(2(p − 1)ρ −μ))1  (soci,λ(∇ˆ(μ))1)∗. (2)
For each ν ∈ Λ the functor ? ⊗k pν :G1T Mod → G1T Mod is an equivalence with quasi-
inverse ? ⊗k p(−ν), preserving G1BMod under restriction. Thus for each λ ∈ Λ1 and for each
i ∈ N there is an isomorphism of G1B-modules
soci
(∇ˆ(μ+ pν)) soci(∇ˆ(μ)⊗ pν) soci(∇ˆ(μ))⊗ pν
and an isomorphism of B-modules
G1Mod
(
L(λ), soci
(∇ˆ(μ+ pν))) G1Mod(L(λ), soci(∇ˆ(μ)))⊗ pν,
and hence an isomorphism of B-modules
soci,λ
(∇ˆ(μ+ pν))1  soci,λ(∇ˆ(μ))1 ⊗ ν. (3)
It will then follow from the decomposition for LB¯(μ) that
LB¯
(∇ˆ(μ+ pν)) LB¯(∇ˆ(μ))⊗B¯ LB¯(pν) ∐
i
LB¯
(
soci
(∇ˆ(μ)))⊗B¯ LB¯(pν)

∐
i
LB¯
(
soci
(∇ˆ(μ))⊗ pν)∐
i
LB¯
(
soci
(∇ˆ(μ+ pν))). (4)
Assume now that μ and ν belong to the same alcove. Then the translation functor
Tνμ :G1T Mod → G1T Mod is an exact equivalence with quasi-inverse Tμν , preserving G1BMod
under restriction [19, II.9.19]. Let λ ∈ Λ1 with soci,λ(∇ˆ(μ)) = 0. Fix a weight η ∈ Λ of
soci,λ(∇ˆ(μ))1; in particular, λ + pη ∈ Wp · μ. If η′ ∈ Λ is another weight of soci,λ(∇ˆ(μ))1,
then
η′ ∈ η + ZR. (5)
If λ′ ∈ Λ1 with λ′ +pη ∈ Wp · ν, i.e., Tνμ(L(λ)⊗pη)  L(λ′)⊗pη, one has an isomorphism of
G1B-modules
Tνμ
(
soci,λ
(∇ˆ(μ))) soci,λ′(∇ˆ(ν)) L(λ′)⊗ (soci,λ(∇ˆ(μ))1)[1]. (6)
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dominant box Π+ = {ξ ∈ λ | 〈ξ + ρ,α∨〉 ∈ ]0,p[ ∀α ∈ Rs}. We will show that for each i, j ∈ N
with i > j and for each λ, ν ∈ Λ1
Ext1B
(LB(soci,λ(∇ˆ(2(p − 1)ρ))1),LB(socj,ν(∇ˆ(2(p − 1)ρ))1))= 0. (1)
Then the decomposition 3.1 will follow from 3.2 (4). In turn, by 3.3 (4) and (6) the decomposition
will hold for any μ+pξ , ξ ∈ Λ, with μ contained in the top alcove of Π+, and hence by 3.3 (1)
and (2) also for any μ+ pξ , ξ ∈ Λ, with μ in the bottom dominant alcove.
At this moment Proposition 3.1 for G = SL2(k) or SL3(k) follows from [16]; the assertion (1)
has been proved there. We will thus assume G = Sp4(k) throughout the rest of this section with
the simple roots α1 and α2, α1 short. Let ω1 and ω2 be the corresponding fundamental weights.
Then the socle layers of ∇ˆ(2(p − 1)ρ) are given as follows by [3], [4, 3.1], where we abbreviate
soci (∇ˆ(2(p−1)ρ)) as soci , soci,λ(∇ˆ(2(p−1)ρ)) as soci,λ and soci,λ(∇ˆ(2(p−1)ρ))1 as soc1i,λ:
soc1 = soc1,(p−2)ρ,
soc2 = soc2,(p−2)ω1+ω2 ⊕ soc2,(p−3)ω2 ⊕ soc2,(p−4)ω1,
soc3 = soc3,2ω1+(p−3)ω2 ⊕ soc3,0 ⊕ soc3,(p−4)ω1+ω2,
soc4 = soc4,2ω1+(p−2)ω2 ⊕ soc4,(p−2)ω1+ω2,
soc5 = soc5,0.
Lemma. Assume p  5.
(i) There are isomorphisms B-modules
soc11,(p−2)ρ  ρ  soc12,(p−2)ω1+ω2,
soc12,(p−3)ω2  soc13,0,
soc13,2ω1+(p−3)ω2  ω1 ⊗ H0
(
Pα1/B,L(ω1)
)
,
soc14,2ω1+(p−2)ω2  ω2, soc14,(p−2)ω1+ω2  ω1,
soc15,0  k.
(ii) There is an isomorphism soc13,0  soc12,(p−3)ω2 of B-modules, which is a unique B-
extension of ω1 ⊗ H0(Pα1/B,L(ω1)) by 2ω2, and also is a unique B-extension of ω2 by
ω2 ⊗ H0(Pα2/B,L(ω2)).
(iii) soc13,(p−4)ω1+ω2 is a unique B-extension of ω2 ⊗ H0(Pα2/B,L(−ω1 + ω2)) by ρ, and is a
unique B-extension of ω1 by H0(Pα1/B,L(ρ)).
(iv) soc12,(p−4)ω1 is a unique B-extension of ω2 ⊗ H0(Pα2/B,L(−ω1 + ω2)) by 2ω1 ⊗
H0(Pα1/B,L(ω1)), is a unique B-extension of ω1 by ω1 ⊗ H0(Pα1/B,L(2ω1)), and also is
a unique B-extension of soc13,(p−4)ω1+ω2 by 3ω1.
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To see the unicities, it suffices to show
k  Ext1B
(
2ω1 ⊗ H0
(
Pα1/B,L(ω1)
)
,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
 Ext1B
(
ω1 ⊗ H0
(
Pα1/B,L(2ω1)
)
,ω1
)
 Ext1B
(
3ω1, soc13,(p−4)ω1+ω2
)
. (2)
Consider three long exact sequences
Ext1B
(
3ω1,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
→ Ext1B
(
2ω1 ⊗ H0
(
Pα1/B,L(ω1)
)
,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
→ Ext1B
(
ρ,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
→ Ext2B
(
3ω1,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
, (3)
ExtiB(3ω1,ω1) → ExtiB
(
3ω1,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))→ ExtiB(3ω1,−ω1 + 2ω2),
(4)
i ∈ N, and
Ext1B(ρ,ω1) → Ext1B
(
ρ,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
→ Ext1B(ρ,−ω1 + 2ω2) → Ext2B(ρ,ω1). (5)
As p  5 by the standing hypothesis, H•(B,L(−2ω1)) = 0 by Andersen, 3.2 (2), and hence the
spectral sequence
Eij2 = ExtiG
(
k,Hj
(B,L(−2ω1))) ExtiG(k,Rj indGB (−2ω1)) ⇒ Exti+jB (k,−2ω1)
degenerates to yield
0 = Ext•B(k,−2ω1)  Ext•B(3ω1,ω1).
Likewise
Ext•B(3ω1,−ω1 + 2ω2) = 0 = Ext•B(ρ,ω1).
It follows from (4) that
Ext•B
(
3ω1,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))= 0,
and from (5)
Ext1B
(
ρ,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)) Ext1B(ρ,−ω1 + 2ω2)
 H1(B,−α1)  k.
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Ext1B
(
2ω1 ⊗ H0
(
Pα1/B,L(ω1)
)
,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
 Ext1B
(
ρ,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))
 k,
that is the first isomorphism of (2). Likewise the rest.
Now soc12,(p−4)ω1 has a filtration of B-modules
soc12,(p−4)ω1 > soc
1,1
2,(p−4)ω1 > soc
1,2
2,(p−4)ω1 > soc
1,3
2,(p−4)ω1 > 0
such that
soc12,(p−4)ω1/soc
1,1
2,(p−4)ω1  3ω1,
soc
1,1
2,(p−4)ω1/soc
1,2
2,(p−4)ω1  ρ,
soc
1,2
2,(p−4)ω1/soc
1,3
2,(p−4)ω1  −ω1 + 2ω2,
soc
1,3
2,(p−4)ω1  ω1.
Just suppose that the short exact sequence of B-modules
0 → soc1,32,(p−4)ω1 → soc
1,2
2,(p−4)ω1 → (−ω1 + 2ω2) → 0
split. Then there would be a G1B-submodule M of soc2 containing soc1 such that M/soc1 
L((p − 4)ω1)⊗ p(−ω1 + 2ω2). That would induce an exact sequence of G-modules
indGG1B
(
M ⊗ p(ω1 − 2ω2)
)→ L((p − 4)ω1)→ R1indGG1B(soc1 ⊗ p(ω1 − 2ω2))
with
indGG1B
(
M ⊗ p(ω1 − 2ω2)
)
 indGG1B
(∇ˆ(2(p − 1)ρ)⊗ p(ω1 − 2ω2))
 H0(B,L((3p − 2)ω1 − 2ω2))= 0.
But R1indGG1B(soc
1 ⊗ p(ω1 − 2ω2)) has no G-composition factor whose G1-irreducible part is
L((p − 4)ω1), absurd. It follows by the unicity 3.2 (i) that
soc
1,2
2,(p−4)ω1  ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)
as B-modules. Likewise the short exact sequence of B-modules
0 → soc1,2 → soc1,1 → ρ → 02,(p−4)ω1 2,(p−4)ω1
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by (iii) one obtains an isomorphism of B-modules
soc
1,1
2,(p−4)ω1  soc13,(p−4)ω1+ω2 .
Also the exact sequence of B-modules
0 → soc1,12,(p−4)ω1 → soc12,(p−4)ω1 → 3ω1 → 0
does not split, and by (2)
Ext1B
(
3ω1, soc13,(p−4)ω1+ω2
) k.
It follows that soc12,(p−4)ω1 is a unique B-extension of soc
1
3,(p−4)ω1+ω2 by 3ω1.
Now just suppose that the exact sequence of B-modules
0 → ρ → soc12,(p−4)ω1/
{
ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)}→ 3ω1 → 0
split. Then, as Ext1B(3ω1,−ω1 + 2ω2) = 0 = Ext1B(3ω1,ω1),
Ext1B
(
3ω1,ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
))= 0,
and hence 3ω1  soc12,(p−4)ω1 , which would force the epi soc
1
2,(p−4)ω1 → 3ω1 to split as
soc12,(p−4)ω1 is multiplicity-free, absurd. Thus one obtains an isomorphism of B-modules
soc12,(p−4)ω1/
{
ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)} 2ω1 ⊗ H0(Pα1/B,L(ω1))
by 3.2 (i). Moreover, if the exact sequence
0 → ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)→ soc12,(p−4)ω1 → 2ω1 ⊗ H0(Pα1/B,L(ω1))→ 0
were split, then
{
ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)}⊕ ρ  ker(soc12,(p−4)ω1 → 3ω1) soc13,(p−4)ω1+ω2,
contradicting (iii), and hence the sequence does not split. It follows from (2) that soc12,(p−4)ω1 is
a unique B-extension of ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2)) by 2ω1 ⊗ H0(Pα1/B,L(ω1)).
Finally, just suppose that the exact sequence of B-modules
0 → H0(Pα1/B,L(ρ))→ soc12,(p−4)ω1/ω1 → 3ω1 → 0
split. Then, as Ext1B(3ω1,ω1) = 0, one would have 3ω1  soc12,(p−4)ω1 , splitting the epi
soc12,(p−4)ω1 → 3ω1, absurd. Then by 3.2 (ii)
soc12,(p−4)ω /ω1  H0
(
Pα1/B,L(2ω1)
)⊗ω11
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soc12,(p−4)ω1 , and hence
ω1 ⊕ (−ω1 + 2ω2)  ker
(
soc12,(p−4)ω1 → H0
(
Pα1/B,L(2ω1)
)⊗ω1)
 ω2 ⊗ H0
(
Pα2/B,L(−ω1 +ω2)
)
,
contradicting 3.2 (i). As Ext1B(H0(Pα1/B,L(2ω1)) ⊗ ω1,ω1)  k by (2) again, soc12,(p−4)ω1 is
also a unique B-extension of ω1 by H0(Pα1/B,L(2ω1))⊗ω1, as desired. 
3.5. We now finish the verification of 3.4 (1) for μ = 2(p−1)ρ. As each argument is straight-
forward, however, let us just explain a most complicated one to show
Ext1B
(L(soc13,(p−4)ω1+ω2),L(soc12,(p−3)ω2))= 0.
There is an exact sequence
Ext1B
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ Ext1B
(L(soc13,(p−4)ω1+ω2),L(soc12,(p−3)ω2))→ Ext1B(L(soc13,(p−4)ω1+ω2),L(2ω2)). (1)
On the other hand, one has an exact sequence of G-modules
ModB
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ ModB
(L(ω1),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ Ext1B
(L(H0(Pα1/B,L(ρ))),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ Ext1B
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ Ext1B
(L(ω1),L(ω1 ⊗ H0(Pα1/B,L(ω1)))) (2)
with for each j ∈ N
ExtjB
(L(ω1),L(ω1 ⊗ H0(Pα1/B,L(ω1)))) Hj (B,L(H0(Pα1/B,L(ω1))))
 δ0jH0
(B,L(ω1))
and
Ext1B
(L(H0(Pα1/B,L(ρ))),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
 H1(B,L(H0(Pα1/B,L(ρ))∗ ⊗ω1 ⊗ H0(Pα1/B,L(ω1))))
 H1(G/Pα1,L(H0(Pα1/B,L(ω1 − 2ω2))⊗ H0(Pα1/B,L(ω1))⊗ H0(Pα1/B,L(ω1)))).
As H0(Pα1/B,L(ω1))⊗H0(Pα1/B,L(ω1)) has a Pα1 -filtration with the subquotients H0(Pα1/B,
L(2ω1)) atop of ω2,
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(
Pα1/B,L(ω1 − 2ω2)
)⊗ H0(Pα1/B,L(ω1))⊗ H0(Pα1/B,L(ω1))
admits a Pα1 -filtration of the subquotients
H0
(
Pα1/B,L(ω1 − 2ω2)
)⊗ H0(Pα1/B,L(2ω1))
atop of
H0
(
Pα1/B,L(ω1 − 2ω2)
)⊗ω2  H0(Pα1/B,L(ω1 −ω2)).
In turn,
H0
(
Pα1/B,L(ω1 − 2ω2)
)⊗ H0(Pα1/B,L(2ω1))
has a Pα1 -filtration of the subquotients H0(Pα1/B,L(3ω1 − 2ω2)) atop of H0(Pα1/B,
L(ω1 −ω2)), and hence
H0
(
Pα1/B,L(ω1 − 2ω2)
)⊗ H0(Pα1/B,L(ω1))⊗ H0(Pα1/B,L(ω1))
has a Pα1 -filtration of the subquotients
H0
(
Pα1/B,L(3ω1 − 2ω2)
)
, H0
(
Pα1/B,L(ω1 −ω2)
)
and H0
(
Pα1/B,L(ω1 −ω2)
)
from the top in order. As H•(B,L(ω1 −ω2)) = 0, one obtains
Ext1B
(L(H0(Pα1/B,L(ρ))),L(ω1 ⊗ H0(Pα1/B,L(ω1)))) H1(B,L(3ω1 − 2ω2))
 H0(B,L(ω1)).
There is also an exact sequence
ModB
(L(ρ),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ ModB
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ Ext1B
(L(ρ),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
with
Ext•B
(L(ρ),L(ω1 ⊗ H0(Pα1/B,L(ω1)))) H•(B,L(ω1 −ω2))= 0,
and hence
ModB
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
 ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(ω1 ⊗ H0(Pα1/B,L(ω1)))),
which fits in an exact sequence
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(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(ω2))
→ ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(ω1 ⊗ H0(Pα1/B,L(ω1))))
→ ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(2ω1))
with
ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(ω2))
 H0(B,L(H0(Pα2/B,L(−ω1 +ω2))∗))
 H0(B,L(H0(Pα2/B,L(−ω1 +ω2)))) H0(B,L(−ω1 +ω2))= 0
and
ModB
(L(ω2 ⊗ H0(Pα2/B,L(−ω1 +ω2))),L(2ω1))
 H0(B,L((−ω2)⊗ H0(Pα2/B,L(ρ))))
= 0 as H•(Pα2/B,L(−ω2))= 0.
Thus the exact sequence (2) reads as
0 → H0(B,L(ω1))→ H0(B,L(ω1))
→ Ext1B
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))→ 0,
and hence
Ext1B
(L(soc13,(p−4)ω1+ω2),L(ω1 ⊗ H0(Pα1/B,L(ω1))))= 0
by the irreducibility of H0(B,L(ω1)). Finally, there is an exact sequence
Ext1B
(L(H0(Pα1/B,L(ρ))),L(2ω2))→ Ext1B(L(soc13,(p−4)ω1+ω2),L(2ω2))
→ Ext1B
(L(ω1),L(2ω2))
with
Ext1B
(L(H0(Pα1/B,L(ρ))),L(2ω2)) H1(B,L(H0(Pα1/B,L(ω1)))) H1(B,L(ω1))= 0
and
Ext1B
(L(ω1),L(2ω2)) H1(B,L(−ω1 + 2ω2))= 0,
and hence Ext1B(L(soc13,(p−4)ω1+ω2),L(2ω2)) = 0. It now follows from (1) that
Ext1B
(L(soc13,(p−4)ω1+ω2),L(soc12,(p−3)ω2))= 0,
as desired.
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soc1
(∇ˆ(0))= soc1,0(∇ˆ(0)),
soc2
(∇ˆ(0))= soc2,2ω1+(p−2)ω2(∇ˆ(0))⊕ soc2,(p−2)ω1+ω2(∇ˆ(0)),
soc3
(∇ˆ(0))= soc3,2ω1+(p−3)ω2(∇ˆ(0))⊕ soc3,0(∇ˆ(0))⊕ soc3,(p−4)ω1+ω2(∇ˆ(0)),
soc4
(∇ˆ(0))= soc4,(p−2)ω1+ω2(∇ˆ(0))⊕ soc4,(p−3)ω2(∇ˆ(0))⊕ soc4,(p−4)ω1(∇ˆ(0)),
soc5
(∇ˆ(0))= soc5,(p−2)ρ(∇ˆ(0)),
where as B-modules
soc1,0
(∇ˆ(0))1  k,
soc2,2ω1+(p−2)ω2
(∇ˆ(0))1  −ω2,
soc2,(p−2)ω1+ω2
(∇ˆ(0))1  −ω1,
soc3,2ω1+(p−3)ω2
(∇ˆ(0))1  −(ω1)⊗ H0(Pα1/B,L(ω1 −ω2)),
soc4,(p−2)ω1+ω2
(∇ˆ(0))1  soc5,(p−2)ρ(∇ˆ(0))1  −ρ,
soc3,0(∇ˆ(0))1  soc4,(p−3)ω2(∇ˆ(0))1 is a unique nonsplit B-extension of −2ω2 by (−ω1) ⊗
H0(Pα1/B,L(ω1 −ω2)) and is a unique nonsplit B-extension of (−ω2)⊗H0(Pα2/B,L(−2ω1 +
ω2)) by −ω2, soc3,(p−4)ω1+ω2(∇ˆ(0))1 is a unique nonsplit B-extension of H0(Pα1/B,L(ω1 −
2ω2)) by −ω1 and is a unique nonsplit B-extension of −ρ by (−ω2)⊗H0(Pα2/B,L(−ω1+ω2)),
and soc4,(p−4)ω1(∇ˆ(0))1 is a unique nonsplit B-extension of (−2ω1) ⊗ H0(Pα1/B,L(ω1 −
ω2)) by (−ω2) ⊗ H0(Pα2/B,L(−ω1 + ω2)), is a unique nonsplit B-extension of (−ω1) ⊗
H0(Pα1/B,L(2ω1 − 2ω2)) by −ω1, and is a unique nonsplit B-extension of −3ω1 by
soc3,(p−4)ω1+ω2(∇ˆ(0))1.
3.7. For μ = 2(p − 1)ω1 + (p + 1)ω2 we omit the computations entirely similar to those in
the case of 2(p − 1)ρ. One has, abbreviating soci (∇ˆ(2(p − 1)ω1 + (p + 1)ω2)) as soci ,
soc1 = soc1,(p−2)ω1+ω2,
soc2 = soc2,0 ⊕ soc2,(p−4)ω1+ω2 ⊕ soc2,2ω1+(p−3)ω2,
soc3 = soc3,2ω1+(p−2)ω2 ⊕ soc3,(p−3)ω2 ⊕ soc3,(p−4)ω1 ⊕ soc3,(p−2)ω1+ω2,
soc4 = soc4,0 ⊕ soc4,(p−4)ω1+ω2 ⊕ soc4,(p−2)ρ,
soc5 = soc5,(p−3)ω2 ,
where as B-modules
soc11,(p−2)ω1+ω2  soc12,(p−4)ω1+ω2  ρ,
soc12,2ω +(p−3)ω  soc13,(p−3)ω  ω1 ⊗ H0
(
Pα1/B,L(ω1)
)
,1 2 2
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soc13,(p−2)ω1+ω2  soc14,(p−2)ρ  ω1,
soc14,0  soc15,(p−3)ω2  k,
soc14,(p−4)ω1+ω2  H0
(
Pα1/B,L(ω1)
)
,
soc12,0 is a unique nonsplit B-extension of ω1 ⊗ H0(Pα1/B,L(ω1)) by 2ω2 and is a unique
nonsplit B-extension of ω2 by ω2 ⊗ H0(Pα2/B,L(ω2)), and soc13,(p−4)ω1 is a unique nonsplit
B-extension of ω1 ⊗ H0(Pα1/B,L(2ω1 − ω2)) by ρ and is a unique nonsplit B-extension of
H0(Pα1/B,L(ω1)) by H0(Pα2/B,L(ρ)).
Dualizing ∇ˆ(2(p − 1)ω1 + (p + 1)ω2) yields the G1T -socle series of ∇ˆ((p − 3)ω2). One
thus obtains for all p-regular μ the decomposition
F∗LB(μ) 
∐
i∈N
φ∗LB¯
(
soci
(∇ˆ(μ)))∐
i
∐
λ∈Λ1
LB
(
soci,λ
(∇ˆ(μ))1)⊗k L(λ).
Thus, denoting an alcove by A, one may symbolically express the decomposition as
LB¯
(∇ˆ(A))∐
i
LB¯
(
soci
(∇ˆ(A))). (1)
We postpone verification of the assertion that
ModB
(LB(soci,λ(∇ˆ(μ))1),LB(soci,λ(∇ˆ(μ))1)) k
till we see in Section 4
ExtkB
(LB(soci,λ(∇ˆ(μ))1),LB(socj,ν(∇ˆ(μ))1))= 0 ∀k  1, ∀λ, ν ∈ Λ1,
which helps the computation of the endomorphisms. Then we will obtain the unicity of the
decomposition of F∗L(μ) into indecomposables by Krull–Schmidt–Azumaya [22, 1.6.1].
4. Localization of D¯-modules
In this section we will show for G ∈ {SL2(k),SL3(k),Sp4(k)} that F∗LB(μ) for μ ∈ Λ is
tilting on the flag variety B = G/B only if p  h the Coxeter number of G, and that if p  h,
then all F∗LB(μ) for p-regular μ ∈ Λ are indeed tilting. It will follow from the Beilinson–Baer
that for such p and μ the derived localization theorem holds on B for D¯(0)B (μ) = Γ (B, D¯(0)B (μ)),
D¯(0)B (μ) =ModB(1) (LB(μ),LB(μ)); F∗LB(2(p − 1)ρ − μ)  (F∗LB(μ))∨ induces triangu-
lated equivalences
Db
(
D¯
(0)
B (μ)mod
) D¯
(0)
B (μ)⊗L
D¯
(0)
B (μ)
?
Db
(
coh
(D¯(0)B (μ)))
RΓ (B,?)
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the derived category of coherent D¯(0)B (μ)-modules. In case μ = 0 by what we have formulated in
Section 2 the equivalence is G-equivariant:
DbG
(
D¯
(0)
B mod
) D¯
(0)
B ⊗L
D¯
(0)
B
?
DbG
(
coh
(D¯(0)B )).
RΓ (B,?)
4.1. Let us first consider in some general framework. Let thus X be any smooth projective
variety over k. We say a coherent OX-module M is tilting iff:
(T1) ExtiX(M,M) = 0 ∀i  1,
(T2) M Karoubian generates Db(coh(X)), i.e., the smallest triangulated subcategory of
Db(coh(X)) containing M and closed under taking a direct summand is the whole
of Db(coh(X)),
(T3) gl dim ModX(M,M) < ∞.
Let L be an invertible OX-module and set D¯(m)X (L) = ModX(m+1) (L,L), D¯(m)X (L) =
Γ (X, D¯(m)X (L)) = ModX(m+1) (L,L), m ∈ N. Let Db(coh(D¯(m)X (L))) be the bounded derived cat-
egory of the category coh(D¯(m)X (L)) of coherent D¯(m)X (L)-modules, and Db(D¯(m)X (L)mod) the
bounded derived category of the category D¯(m)X (L)mod of D¯(m)X (L)-modules of finite type. Let
FX :X → F be the absolute Frobenius endomorphism of X. One has from Beilinson’s lemma
[5,6].
Lemma. If (Fm+1X∗ L)∨ is tilting on X, there arise triangulated equivalences
Db
(
coh
(D¯(m)X (L)))
RΓ (X,?)
Db
(
D¯
(m)
X (L)mod
)
D¯(m)X (L)⊗L
D¯
(m)
X
(L)
?
quasi-inverse to each other.
Proof. To ease the notation, we will suppress X when appropriate.
Assume (Fm+1∗ L)∨ is tilting. Put Dˆ(m)X (L) = ModX(Fm+1∗ L,Fm+1∗ L). There are natural k-
algebra isomorphisms
Dˆ
(m)
X (L)op  ModX
((
Fm+1∗ L
)∨
,
(
Fm+1∗ L
)∨)
via f 	→ f ∨ (1)
and
Dˆ
(m)
(L)  ModX(m+1) (L,L)(−m−1) = D¯(m)(L)(−m−1) via δ 	→ δ, (2)X
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ξ ∈ k. By Beilinson–Baer [5,6] one has triangulated equivalences
Db
(
coh(X)
) RModX((Fm+1∗ L)∨,?)
Db
(
modDˆ(m)X (L)op
)
?⊗L
Dˆ
(m)
X
(L)op
(Fm+1∗ L)∨
(3)
quasi-inverse to each other. On the other hand, recall from [14, 3.4.2] Morita-equivalence
coh
(
X(m+1)
) L⊗X(m+1)?
coh
(D¯(m)X (L)).
Mod
X(m+1) (L,OX(m+1) )⊗D¯(m+1)(L)?
(4)
One has also an isomorphism of sheaves of rings on X
OX(m+1) OX via a ← a. (5)
Thus putting (1)–(5) together yields a triangulated equivalence
Db
(
coh
(D¯(m)(L)))
∼
V
Db
(
coh
(
X(m+1)
))
∼
ModX(m+1) (L,OX(m+1) )⊗LD¯(m)(L) V
Db
(
coh(X)
)
∼
ModX
(
Fm+1∗ L,OX
)⊗LD¯(m)(L) V
Db
(
modDˆ(m)(L)op)
∼
RModX
((
Fm+1∗ L
)∨
,ModX
(
Fm+1∗ L,OX
)⊗LD¯(m)(L) V).
Db
(
Dˆ(m)(L)mod)
∼
Db
(
D¯(m)(L)mod)
(6)
Now if V → E is an injective resolution of D¯(m+1)(L)-modules,
RModX
((
Fm+1∗ L
)∨
,ModX
(
Fm+1∗ L,OX
)⊗D¯(m)B (L) V)
 ModX
((
Fm+1∗ L
)∨
,ModX
(
Fm+1∗ L,OX
)⊗ ¯ (m) E)DB (L)
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(OX, (Fm+1∗ L)⊗X ModX(Fm+1∗ L,OX)⊗D¯(m)(L) E)
 Γ (X,ModX(Fm+1∗ L,Fm+1∗ L)⊗D¯(m)(L) E) Γ (X,Fm+1∗ E) Γ (X,E)(−m−1)
 RΓ (X,V)(−m−1) as E is flasque by [21, 2.4.6(vii), p. 99],
where Γ (X,E)(−m−1) is the abelian group Γ (X,E) with the k-linear structure twisted by ξ 	→
ξp
m+1
and likewise RΓ (X,V)(−m−1). Thus, coupled with the twist in (2), the equivalence (6)
reads as V 	→ RΓ (X,V).
Likewise in the opposite direction. 
4.2. Let G be any reductive algebraic group over k. If ν ∈ Λ, as FB/k∗L(μ + pν) 
(FB/k∗L(μ))⊗B(1) L(ν)(1) by the projection formula, one has an isomorphism of OB-rings
D¯(0)B (μ+ pν)  D¯(0)B (μ). (1)
It also follows, as F∗L(μ+ pν)  (F∗L(μ))⊗B L(ν), that
F∗L(μ+ pν) is tilting iff F∗L(μ) is tilting. (2)
Note also that
Ext•B
(
F∗L
(
2(p − 1)ρ −μ),F∗L(2(p − 1)ρ −μ)) Ext•B((F∗L(μ))∨, (F∗L(μ))∨)
 Ext•B
(
F∗L(μ),F∗L(μ)
) (3)
and that
D¯
(0)
B
(
2(p − 1)ρ −μ)op
= ModB(1)
(L(2(p − 1)ρ −μ),L(2(p − 1)ρ −μ))op
 {ModB(F∗L(2(p − 1)ρ −μ),F∗L(2(p − 1)ρ −μ))(1)}op
 ModB
((
F∗L
(
2(p − 1)ρ −μ))∨, (F∗L(2(p − 1)ρ −μ))∨)(1)
 ModB
(
φ∗
(LB¯(∇ˆ(2(p − 1)ρ −μ))∨), φ∗(LB¯(∇ˆ(2(p − 1)ρ −μ))∨))(1)
 ModB
(
φ∗LB¯
(∇ˆ(2(p − 1)ρ −μ)∗), φ∗LB¯(∇ˆ(2(p − 1)ρ −μ)∗))(1)
 ModB
(
φ∗LB¯
(∇ˆ(μ)), φ∗LB¯(∇ˆ(μ)))(1)
 ModB
(
F∗L(μ),F∗L(μ)
)(1)  D¯(0)B (μ). (4)
If F∗LB(2(p − 1)ρ − μ)  (F∗LB(μ))∨ is tilting, then by Beilinson–Baer 4.1 we will have
triangulated equivalences
Db
(
coh
(D¯(0)B (μ)))
RΓ (B,?)
Db
(
D¯
(0)
B (μ)mod
)
D¯(0)B (μ)⊗L
D¯
(0)
B (μ)
?
(5)
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Not all F∗L(μ) are tilting, however. For example, if μ = (p − 1)ρ, ∇ˆ((p − 1)ρ) is the Stein-
berg G-module St, and hence
F∗L
(
(p − 1)ρ) φ∗(St ⊗k OB¯)  St ⊗k OB.
If F∗L((p − 1)ρ) were tilting, so would be OB , and hence RModB(OB, ?)  RΓ (B, ?) would
yield a triangulated equivalence Db(coh(B)) → Db(modk); ModB(OB,OB)  k. But L(−ρ) ∈
coh(B) with RΓ (B,L(−ρ)) = 0, absurd.
There is also a restriction on the characteristic of k.
Proposition. Let G ∈ {SL2(k),SL3(k),Sp4(k)} and μ ∈ Λ. If F∗L(μ) is tilting on B, then
p  h.
Proof. We may assume G is either SL3(k) or Sp4(k). If F∗L(μ) is tilting, we will have by (5)
the derived localization theorem holding for D¯(0)B (2(p − 1)ρ − μ). By (2) we may assume
2(p − 1)ρ −μ ∈ Λ1.
Assume first G = SL3(k) in characteristic 2. Then 2(p − 1)ρ −μ ∈ {0,ω1,ω2, ρ}. One has
L(−2ω1) OB ⊗B(1) L(−ω1)(1) ∈ coh
(D¯(0)B ),
L(−ω1)  LB(ω1)⊗B(1) L(−ω1)(1) ∈ coh
(D¯(0)B (ω1)),
L(−ω2)  LB(ω2)⊗B(1) L(−ω2)(1) ∈ coh
(D¯(0)B (ω2)),
L(−ω1 +ω2)  LB(ρ)⊗B(1) L(−ω1)(1) ∈ coh
(D¯(0)B (ρ))
with
RΓ
(B,L(−2ω1))= RΓ (B,L(−ω1))= RΓ (B,L(−ω2))= RΓ (B,L(−ω1 +ω2))= 0
by [19, II.5.5 and 5.4], 3.2 (2) and (3). It follows that if p = 2, no F∗L(μ) can be tilting. Likewise
for Sp4(k) in small characteristic. 
4.3. Assume p  h and that μ ∈ Λ is p-regular. We now verify (T1)–(T3) for F∗L(μ).
By 4.2 (2) and by our decomposition of F∗L(μ) in 3.1 we have only to check for a single μ in
each alcove contained in a box. Thus the assertion holds for G = SL2(k) by [16, 4.2]. Also for
G = SL3(k) we know that F∗L(2(p − 1)ρ)  (F∗OB)∨ is tilting from [16]. Then (T1) and (T3)
holds for F∗OB by 4.2 (3) and (5), and the verification of (T2) for F∗OB is entirely analogous to
the case of (F∗OB)∨. Thus we may assume G = Sp4(k) and have only to check (T1)–(T3) for
F∗L(2(p − 1)ρ) and F∗L(2(p − 1)ω1 + (p + 1)ω2), and to check (T2) for (F∗L(2(p − 1)ρ))∨
and (F∗L(2(p − 1)ω1 + (p + 1)ω2))∨.
4.4. Verification of (T1)
Let G = Sp4(k) and retain the notations from Section 3. One has
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(
F∗L(μ),F∗L(μ)
) Ext•B(φ∗LB¯(∇ˆ(μ)), φ∗LB¯(∇ˆ(μ)))
 Ext•¯B
(LB¯(∇ˆ(μ)),LB¯(∇ˆ(μ))) as φ is an isomorphism of schemes
 H•(B¯,LB¯(∇ˆ(μ)∗ ⊗k ∇ˆ(μ))) by [15, III.6.3, 6.7]
 H•(B¯,LB¯(∇ˆ(2(p − 1)ρ −μ)⊗k ∇ˆ(μ))) by [19, II.9.2]
 H•(B¯,LB¯(∇ˆ((2(p − 1)ρ −μ)⊗k ∇ˆ(μ)))) by the tensor identity
 H•(B¯, q∗LB((2(p − 1)ρ −μ)⊗k ∇ˆ(μ))) by [19, I.5.18]
 H•(B,LB((2(p − 1)ρ −μ)⊗k ∇ˆ(μ))). (1)
Consider first the case μ = 2(p − 1)ρ; we are to show Hi (B,L(∇ˆ(2(p − 1)ρ))) = 0 ∀i  1.
This has been done in [4]. Let us, however, write down a simpler proof readily applica-
ble to other μ’s. Recall from 3.4 the structure of G1B-modules on the G1T -socle layers of
∇ˆ(2(p − 1)ρ). As the weights of ω1 ⊗ H0(Pα1/B,L(ω1)) are all dominant, it suffices to show
Hi
(B,L(H0(Pα1/B,L(ρ))[1]))= 0 ∀i  1.
The Pα1 -irreducible H0(Pα1/B,L(ρ))[1] of highest weight pρ fits in an exact sequence of Pα1 -
modules
0 → H0(Pα1/B,L(s1,1 · pρ))→ H1(Pα1/B,L(s1 · pρ))→ H0(Pα1/B,L(ρ))[1] → 0
with s1,1· being the reflection on the wall {x ∈ λ | 〈x + ρ,α∨1 〉 = p}. For each i  1
Hi
(B,L(H0(Pα1/B,L(s1,1 · pρ)))) Hi(B,L(s1,1 · pρ))= 0,
and hence Hi (B,L(H0(Pα1/B,L(ρ))[1]))  Hi+1(B,L(s1 · pρ)) = 0 by the standard vanishing
for s1 · pρ [1], as desired.
Consider next the case μ = 2(p − 1)ω1 + (p + 1)ω2. We must show
Hi
(B,L((p − 3)ω2 ⊗k ∇ˆ(2(p − 1)ω1 + (p + 1)ω2)))= 0 ∀i  1.
In view of the G1T -socle series of ∇(2(p− 1)ω1 + (p+ 1)ω2) in 3.7 it suffices to show for each
i  1
Hi
(B,L((p − 3)ω2 ⊗k (soc14,(p−4)ω1+ω2)[1]))= 0 = Hi(B,L((p − 3)ω2 ⊗k (soc13,(p−4)ω1)[1])).
Moreover, by the first equality the second equality will follow from
Hi
(B,L((p − 3)ω2 ⊗k H0(Pα2/B,L(ρ))[1]))= 0 ∀i  1. (2)
For the first we must show
Hi
(B,L((p − 3)ω2 ⊗k H0(Pα1/B,L(ω1))[1]))= 0 ∀i  1. (3)
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exact sequence of Pα1 -modules
0 → H0(Pα1/B,L((p − 3)ω2 + pω1 − α1))→ H1(Pα1/B,L((p − 3)ω2 + s1 · pω1))
→ (p − 3)ω2 ⊗ H0
(
Pα1/B,L(ω1)
)[1] → 0.
As
Hi
(B,L(H0(Pα1/B,L((p − 3)ω2 + pω1 − α1)))) Hi(B,L((p − 2)ρ))= 0 ∀i  1
by Kempf, it follows that
Hi
(B,L((p − 3)ω2 ⊗ H0(Pα1/B,L(ω1))[1]))
 Hi(B,L(H1(Pα1/B,L((p − 3)ω2 + s1 · pω1))))
 Hi+1(B,L((p − 3)ω2 + s1 · pω1))
 Hi+1(B,L(s1 · (pω1 + (p − 3)ω2)))
= 0 by [1, Fig. 1, p. 255] again.
Turning to (2),
Hi
(B,L((p − 3)ω2 ⊗k H0(Pα2/B,L(ρ))[1]))
 Hi(G/Pα2 ,L(H0(Pα2/B,L((p − 3)ω2))⊗k H0(Pα2/B,L(ρ))[1]))
with
H0
(
Pα2/B,L
(
(p − 3)ω2
))⊗k H0(Pα2/B,L(ρ))[1]
an irreducible Pα2 -module of highest weight pω1 + (2p − 3)ω2, which therefore fits in a short
exact sequence of Pα2 -modules
0 → H0(Pα2/B,L((3p − 4)ω1 +ω2))→ H1(Pα2/B,L(s2 · (pω1 + (2p − 3)ω2)))
→ H0(Pα2/B,L((p − 3)ω2))⊗ H0(Pα2/B,L(ρ))[1] → 0.
As
Hi
(
G/Pα2 ,L
(
H0
(
Pα2/B,L
(
(3p − 4)ω1 +ω2
)))) Hi(B,L((3p − 4)ω1 +ω2))= 0 ∀i  1,
by Kempf, it follows that
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(
G/Pα2 ,L
(
H0
(
Pα2/B,L
(
(p − 3)ω2
))⊗k H0(Pα2/B,L(ρ))[1]))
 Hi(G/Pα2 ,L(H1(Pα2/B,L(s2 · (pω1 + (2p − 3)ω2)))))
 Hi+1(B,L(s2 · (pω1 + (2p − 3)ω2)))
= 0 by [1, Fig. 1, p. 255].
Thus (T1) holds for F∗L(2(p − 1)ω1 + (p + 1)ω2).
Let us now complete the proof of 3.1 by verifying
ModB
(LB(soci,λ(∇ˆ(μ))1),LB(soci,λ(∇ˆ(μ))1)) k.
Again, we will only write down an argument for a most complicated case to show
ModB
(L(soc3,(p−4)ω1(∇ˆ(2(p − 1)ω1 + (p + 1)ω2))1),
L(soc3,(p−4)ω1(∇ˆ(2(p − 1)ω1 + (p + 1)ω2))1)) k. (4)
We will suppress ∇ˆ(2(p − 1)ω1 + (p + 1)ω2) for simplicity. One has by (T1) a long exact
sequence
ModB
(L(ρ),L(soc13,(p−4)ω1))
→ ModB
(L(soc13,(p−4)ω1),L(soc13,(p−4)ω1))
→ ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1))→ 0.
There is an exact sequence
ModB
(L(ρ),L(H0(Pα1/B,L(ω1))))→ ModB(L(ρ),L(soc13,(p−4)ω1))
→ ModB
(L(ρ),L(H0(Pα2/B,L(ρ))))
with
ModB
(L(ρ),L(H0(Pα1/B,L(ω1)))) H0(B,L((−ω1)⊗ H0(Pα1/B,L(ω1 −ω2))))= 0
as H•(Pα1/B,L(−ω1)) = 0, and
ModB
(L(ρ),L(H0(Pα2/B,L(ρ)))) H0(B,L((−ω2)⊗ H0(Pα2/B,L(ω2))))= 0
as H•(Pα2/B,L(−ω2)) = 0. It follows that
ModB
(L(ρ),L(soc13,(p−4)ω1))= 0 (5)
and
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(L(soc13,(p−4)ω1),L(soc13,(p−4)ω1))
 ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1)),
which fits in an exact sequence
0 → ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
→ ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1))
→ ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(ρ))
→ Ext1B
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
→ Ext1B
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1)) (6)
with
ExtiB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
 Hi(B,L(H0(Pα1/B,L(2ω1 −ω2))⊗ H0(Pα1/B,L(2ω1 −ω2))))
 Hi(G/Pα1,L(H0(Pα1/B,L(2ω1 −ω2))⊗ H0(Pα1/B,L(2ω1 −ω2))))
and
ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(ρ))
 H0(B,L(ω2 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
 H0(B,L(H0(Pα1/B,L(2ω1)))) H0(B,L(2ω1)).
As H0(Pα1/B,L(2ω1 −ω2))⊗H0(Pα1/B,L(2ω1 −ω2)) has a Pα1 -filtration of the subquotients
H0(Pα1/B,L(4ω1 − 2ω2)), H0(Pα1/B,L(2ω1 −ω2)) and k from the top in order,
Hi
(
G/Pα1,L
(
H0
(
Pα1/B,L(2ω1 −ω2)
)⊗ H0(Pα1/B,L(2ω1 −ω2))))

{
H0(G/Pα1 ,L(k))  k if i = 0,
H1(B,L(4ω1 − 2ω2))  H0(B,L(2ω1)) if i = 1,
0 elsewhere.
Thus sequence (6) reads as an exact sequence
0 → k → ModB
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1))→ H0(B,L(2ω1))
→ H0(B,L(2ω1))→ Ext1B(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1)). (7)
As H0(B,L(2ω1)) is G-irreducible, it suffices to show that Ext1B(L(ω1 ⊗ H0(Pα1/B,
L(2ω1 − ω2))),L(soc13,(p−4)ω1)) does not have H0(B,L(2ω1)) as its composition factor. There
is by (T1) an exact sequence
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(L(3ω1 −ω2),L(soc13,(p−4)ω1))
→ Ext1B
(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1))
→ Ext1B
(L(H0(Pα1/B,L(ω1))),L(soc13,(p−4)ω1))= 0.
Moreover,
Ext1B
(L(3ω1 −ω2),L(soc13,(p−4)ω1)) H1(B,L((−3ω1 +ω2)⊗ soc13,(p−4)ω1))
fits in an exact sequence
H1
(B,L((−3ω1 +ω2)⊗ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
→ H1(B,L((−3ω1 +ω2)⊗ soc13,(p−4)ω1))
→ H1(B,L((−3ω1 +ω2)⊗ ρ))
with
H1
(B,L((−3ω1 +ω2)⊗ ρ)) H1(B,L((−2ω1 + 2ω2))) H0(B,L(ω2))
while
H1
(B,L((−3ω1 +ω2)⊗ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))))
 H1(B,L((−2ω1)⊗ H0(Pα1/B,L(2ω1))))
 H0(G/Pα1 ,L(H1(G/Pα1 ,L(−2ω1))⊗ H0(Pα1/B,L(2ω1))))
 H0(G/Pα1 ,L(H0(G/Pα1 ,L(2ω1 − α1))∗ ⊗ H0(Pα1/B,L(2ω1)))) by the Serre duality
 H0(G/Pα1 ,L((−ω2)⊗ H0(Pα1/B,L(2ω1)))) H0(B,L(2ω1 −ω2))= 0.
Thus
H1
(B,L((−3ω1 +ω2)⊗ soc13,(p−4)ω1))H0(B,L(ω2)).
It follows that there is an epi
H0
(B,L(ω2)) Ext1B(L(ω1 ⊗ H0(Pα1/B,L(2ω1 −ω2))),L(soc13,(p−4)ω1)),
and hence
ModB
(L(soc13,(p−4)ω1),L(soc13,(p−4)ω1)) k,
as desired.
4.5.
Remark. (T1) holds for (F∗OB)∨ in characteristic 2 and 3 also.
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1+4.6. Verification of (T2)
Let G = Sp4(k). Consider first the case μ = 2(p−1)ρ. Let Λ0 = {0,ω1,2ω1,3ω1,ω2,2ω2,−ω
2ω2, ρ} be the set of weights of all soci,λ(∇ˆ(2(p − 1)ρ))1, i ∈ [1,5], λ ∈ Λ1. By our decom-
position of F∗L(2(p − 1)ρ) we have all L(ν), ν ∈ Λ0, contained in the triangulated subcat-
egory of Db(coh(B)) Karoubian generated by F∗L(2(p − 1)ρ). It thus suffices to show that
{L(ν) | ν ∈ Λ0} Karoubian generates Db(coh(B)).
Let 〈Λ0〉 be the triangulated subcategory of Db(coh(B)) Karoubian generated by L(ν),
ν ∈ Λ0. By [16, 5.1] one has only to check L(ξ) ∈ 〈Λ0〉 ∀ξ ∈ Λ. ∀λ ∈ Λ+, put ∇(λ) =
Γ (B,L(λ)). Recall
ch∇(ω1) = eω1 + eω1−ω2 + e−ω1 + e−ω1+ω2 . (1)
Then there is an exact sequence of OB-modules [16, 5.1.1]
0 →OB → L(ω1)⊕(
4
3) → L(2ω1)⊕(42) → L(3ω1)⊕(41) → L(4ω1) → 0. (2)
As all but the last term belong to 〈Λ0〉,
L(nω1) ∈ 〈Λ0〉 ∀n ∈ Z. (3)
Next, 〈Λ0〉  L(ω2)⊗∇(ω1)  L(ω2 ⊗∇(ω1)) with L(ω2 ⊗∇(ω1)) having by (1) a filtration
of the subquotients L(ρ), L(ω1), L(−ω1 + ω2), and L(−ω1 + 2ω2). As all but L(−ω1 + ω2)
belong to 〈Λ0〉, so does L(−ω1 + ω2). Likewise 〈Λ0〉  L(ρ) ⊗ ∇(ω1)  L(ρ ⊗ ∇(ω1)) with
L(ρ ⊗∇(ω1)) having a filtration of the subquotients L(2ω1 +ω2), L(2ω1), L(ω2), and L(2ω2),
and hence L(2ω1 +ω2) ∈ 〈Λ0〉 also. Thus L(kω1 +ω2) ∈ 〈Λ0〉 ∀k ∈ [−1,2]. Then by (2)
L(nω1 +ω2) ∈ 〈Λ0〉 ∀n ∈ Z. (4)
In turn, 〈Λ0〉  L(nω1 +ω2)⊗∇(ω1)  L((nω1 +ω2)⊗∇(ω1)) with L((nω1 +ω2)⊗∇(ω1))
having a filtration of the subquotients L((n+1)ω1 +ω2), L((n+1)ω1), L((n−1)ω1 +ω2), and
L((n− 1)ω1 + 2ω2). It follows from (3) and (4) that L((n− 1)ω1 + 2ω2) ∈ 〈Λ0〉, and hence
L(nω1 + 2ω2) ∈ 〈Λ0〉 ∀n ∈ Z. (5)
Repeat the argument with nω1 +ω2 replaced by nω1 + 2ω2 to obtain all L(nω1 + 3ω2) ∈ 〈Λ0〉,
n ∈ Z, and then all L(nω1 +mω2) ∈ 〈Λ0〉, m ∈ N.
Finally, 〈Λ0〉  L(nω1)⊗∇(ω1)  L(nω1 ⊗∇(ω1)) with L(nω1 ⊗∇(ω1)) having a filtration
of the subquotients L((n + 1)ω1), L((n + 1)ω1 − ω2), L((n − 1)ω1), and L((n − 1)ω1 + ω2).
It follows that L((n + 1)ω1 − ω2) ∈ 〈Λ0〉, and hence L(nω1 − ω2) ∈ 〈Λ0〉 ∀n ∈ Z. Repeat the
argument replacing nω1 by nω1 − ω2 to obtain all L(nω1 − 2ω2) ∈ 〈Λ0〉, and then all L(nω1 −
mω2) ∈ 〈Λ0〉, m ∈ Z. Thus L(nω1 +mω2) ∈ 〈Λ0〉, ∀n,m ∈ Z, as desired.
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(F∗L(2(p− 1)ρ))∨ Karoubian generates Db(coh(B)). The same arguments apply to F∗L(2(p−
1)ω1 + (p+ 1)ω2) and to F∗L((p− 3)ω2)  (F∗L(2(p− 1)ω1 + (p+ 1)ω2))∨, and hence (T2)
holds for all F∗L(μ), μ ∈ Λ p-regular, by 4.3.
4.7. Verification of (T3)
Let G = Sp4(k). To see that (T3) is holding for F∗L(μ), we have only to show that its dis-
tinct indecomposable direct summands form a strong exceptional collection [10], [16, 3.3], i.e.,
that the OB-endomorphism ring of each of these sheaves is isomorphic to k, and that the graph
of these sheaves as the vertices with an arrow from one to another iff there is a nonzero mor-
phism of OB-modules from the one to the other does not contain a circuit. We will abbreviate
(soci,λ∇ˆ(μ))1 as soc1i,λ.
Consider first the case μ = 2(p− 1)ρ. One first checks that all nonzero summands L(soci,λ)1
have 1-dimensional endomorphism algebra over OB . Thus the distinct indecomposable direct
summands of F∗L(2(p − 1)ρ) are OB , L(ω1), L(ω2), L(ρ), L(ω1 ⊗ H0(Pα1/B,L(ω1))),
L(soc13,0), L(soc13,(p−4)ω1+ω2), and L(soc12,(p−4)ω1). Using the characterizations of soc13,0,
soc13,(p−4)ω1+ω2 , and soc
1
2,(p−4)ω1 in 3.5 and using (T1) that those sheaves have no mutual OB-
extensions, one finds the graph to be
OB
L(ω1) L(ω2)
L(ω1 ⊗ H0(Pα1/B,L(ω1))) L(soc13,(p−4)ω1+ω2)
L(soc13,0) L(soc12,(p−4)ω1)
L(ρ)
verifying (T3).
Likewise if μ = 2(p − 1)ω1 + (p + 1)ω2, the distinct indecomposable direct summands of
F∗L(2(p − 1)ω1 + (p + 1)ω2) are OB , L(ω1), L(ω2), L(ρ), L(H0(Pα1/B,L(ω1))), L(ω1 ⊗
H0(Pα1/B,L(ω1))), L(soc1 ), and L(soc1 ), the graph of which is given by2,0 3,(p−4)ω1
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L(H0(Pα1/B,L(ω1)))
L(ω1)
L(ω2) L
(
soc13,(p−4)ω1
)
L(ω1 ⊗ H0(Pα1/B,L(ω1)))
L(soc12,0)
L(ρ)
without circuits.
4.8. This completes the proof of the first statement of
Proposition. Let G ∈ {SL2(k),SL3(k),Sp4(k)} and μ ∈ Λ. If F∗L(μ) is tilting on B, then
p  h, in which case for μ p-regular, F∗L(μ) is tilting and hence the derived localization theo-
rem holds for D¯(0)B (μ). In particular, for p  h and μ p-regular all D¯(0)B (μ) are derived Morita
equivalent.
Proof. The last assertion follows from the Morita equivalence of D¯(0)B (μ) and OB(1) . 
4.9. By what we have formulated in Section 2 we obtain
Corollary. For G ∈ {SL2(k),SL3(k),Sp4(k)} if p  h, the derived localization theorem for D¯(0)B
is G-equivalent; there are equivalences
DbG
(
D¯
(0)
B mod
) D¯
(0)
B ⊗L
D¯
(0)
B
?
DbG
(
coh
(D¯(0)B ))
RΓ (B,?)
quasi-inverse to each other.
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