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We study the estimation of the additive components in additive regression models,
based on the weighted sample average of regression surface, for stationary :-mixing
processes. Explicit expression of this method makes possible a fast computation and
allows an asymptotic analysis. The estimation procedure is especially useful for additive
modeling. In this paper, it is shown that the average surface estimator shares the
same optimality as the ideal estimator and has the same ability to estimate the
additive component as the ideal case where other components are known. Formulas
for the asymptotic bias and normality of the estimator are established. A small
simulation study is carried out to illustrate the performance of the estimation and
a real example is also used to demonstrate our methodology.  2000 Academic Press
AMS 1991 subject classifications: 62G07, 62H10, 60F05, 60G10.
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In recent years non-linear time series analysis has gained attention because
of limitations of linear time series models in describing natural phenomena
such as asymmetric limit cycles, time irreversibility, amplitude-dependent
frequency, and chaos. See Tong (1990), Granger and Tera svirta (1993),
Tjo% stheim (1994), and Ha rdle et al. (1997) for detailed expositions and
reviews of the current literature. Modern computational power and develop-
ments in nonparametric regression and curve estimation are also major
contributors to the recent surge of interest. There are many nonlinear forms
to be explored. Of importance is the additive modeling. The interest in
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nonlinear additive time series and regression models has been increasing in
econometrics as well as in related fields. See more references later.
Let [Xi , Yi]i=& be jointly stationary processes with Xi=(X
T
1i , X
T
2i)
T
and X1i and X2i taking values in Rr and Rq, respectively, where the dimen-
sions r0, q0, d=r+q1, and T denotes the transpose of a matrix or
vector. Assume E |Y1|< and define the multivariate regression function
m(x1 , x2)=E(Y | X1=x1 , X2=x2), (1.1)
where (X1 , X2 , Y) has the same distribution as (X1i , X2i , Y i). It is well-
known that the regression function m( } , } ) plays a predominant role in
data analysis, in particular, in forecasting in the time series context. The
additive regression model is a useful statistical tool for high-dimensional
data analysis. In this paper, we focus on the additive model
m(x1 , x2)=++ f1(x1)+ f2(x2), (1.2)
where + is a constant. In the above additive model, we assume that the
variables X1 and X2 are continuous. For identifiability, we assume without
loss of generality that E[ f1(X1)]=E[ f2(X2)]=0. This general setup was
considered by Fan et al. (1998; henceforth FHM) in an independent and
identically distributed (iid) setting. The need for nonlinear time series
modeling and forecasting (see Tong, 1990; Chen and Tsay, 1993a, 1993b;
Cai et al. 1998; Cai and Masry, 1999) motivates us to consider the above
model for dependent data.
Model (1.2) is wide enough to include many useful statistical models in
time series. Some of these are as follows. Consider
Xt= f (Xt&1 , ..., Xt& j1)+ g(Xt&1 , ..., Xt& j2) &t , (1.3)
where f ( } ) and g( } ) are Lebesgue measurable functions, and [&i] are a
sequence of iid random variables with mean zero and variance one. It is
easy to show that the conditional mean and variance are respectively given
by
E(Xt | Xt&1 , ..., Xt& j0)= f (Xt&1 , ..., Xt& j1) (1.4)
and
Var(Xt | Xt&1 , ..., Xt& j0)= g
2(Xt&1 , ..., Xt& j2), (1.5)
where j0=max( j1 , j2). The classes defined by (1.3) include many of more
familiar nonlinear parametric models commonly encountered in econometrics
(see, e.g., Tjo% stheim and Auestad, 1994, hereafter referred to as TA): the
threshold model and its various modifications, the autoregressive conditional
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heteroscedastic (ARCH) model as defined by Engle (1982), the exponential
autoregressive model introduced in Tong (1990), and the multivariate adap-
tive splines (MARS) models in Lewis and Stevens (1991). The nonparametric
kernel-type estimation of the conditional mean (see (1.4)) and the conditional
variance (see (1.5)) was studied in detail by TA (1994) using the projection
method. The appeal of imposing the additive structure on f ( } ) or g( } ) is in
avoiding the so-called ‘‘curse of dimensionality.’’ In particular, the following
additive model is included in our setting via taking Yt=Xt and Xt=
(Xt&1 , ..., Xt& j1)
T:
Xt=++ :
j1
j=1
fj (Xt& j)+ g(Xt&1 , ..., Xt& j2) &t .
The model is a useful extension of the classical autoregressive model. Our
approach will enable one to construct an explicit estimator of [ fj ( } )]
which possesses certain optimality criterion and hence to predict the future
value of the series. The general setup also includes partial (semi-parametric)
autoregressive models such as
Xt=++ :
j1
j=1
f j (Xt& j)+ :
j2
j=1
;jXt& j1& j+ g(Xt&1 , ..., Xt& j3) &t . (1.6)
The models have flexibility of modeling some of components nonparametri-
cally (reducing possible modeling bias) and other components linearly
(reducing effective number of parameters). We refer to the paper by Gao
and Liang (1995) for the theoretical work (asymptotic normality) to model
(1.6). There are many applications of model (1.6) in various fields. For
applications in econometrics, we refer to the book by Granger and Tera svirta
(1993). An illustrative example of semi-parametric models is given by Engle et
al. (1986), who modeled electricity sales using a number of predictor variables.
A similar situation arose in Shumway et al. (1988) in a study of mortality as
a function of weather and pollution variables in the Los Angeles region. Also,
see Tjo% stheim (1994) for a brief discussion. Recently, Lin and Pourahmad
(1998) used model (1.6) to explore the Canadian lynx data, benchmark status
in the literature of time series.
Model (1.2) includes the additive model in the nonparametric regression
with independent data
m(x1 , ..., xq)=++ :
q
j=1
fj (x j). (1.7)
A thorough discussion of this model can be found in Buja et al. (1989) and
Hastie and Tibshirani (1990) for the iid setting and in Chen and Tsay
(1993b) for time series situations. The additive components [ fj ( } )] can be
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estimated with the one-dimensional nonparametric rate; see, e.g., Stone
(1985, 1994) for details. In most papers, for the estimation of additive com-
ponents, algorithms have been proposed, based on the iterative backfitting
procedures such as the ACE algorithm and the BRUTO algorithm. But
their asymptotic properties are not well understood due to the implicit
definition of the estimator. For some recent theoretical developments, see
Opsomer and Ruppert (1997) and Wand (1999). Also, computation can be
intensive in the high-dimensional case and the issues of algorithmic con-
vergence can arise. To attenuate the difficulty of the iterative procedures, in
Auestad and Tjo% stheim (1990), TA (1994), Linton and Nielsen (1995), and
FHM (1998), a direct method has been proposed based on ‘‘average regres-
sion surface.’’ The procedure was referred to as the ‘‘projection method’’ by
Auestad and Tjo% stheim (1990) and TA (1994) and as the ‘‘marginal
integration method’’ by Linton and Nielsen (1995) and Linton (1997). As
pointed out by FHM (1998), the direct method has some advantages: it
does not use iterations, it allows fast computation to be implemented, and
it allows detailed asymptotic analysis. Efficient estimation of additive com-
ponents was creatively studied in Linton (1997) and FHM (1998) by using
two independent approaches. Linton (1997) used the one-step backfitting
approach, and FHM (1998) employed the weight function procedure. Masry
and Tjo% stheim (1997) and Cai and Masry (1999) extended the applicability of
the average surface idea to the additive nonlinear ARX time series. A useful
modification of the average surface idea is given 3 in an unpublished work by
N. W. Hengartner.2
The aim of this paper is to estimate the low-dimensional additive compo-
nent f1( } ) in (1.2). Analogously, f2( } ) can be estimated in the same fashion.
The basic idea for estimating f1( } ) is to first estimate directly the high-
dimensional regression surface m(x1 , x2) and then average the regression
surface over variables X2 to stabilize the variance. The regression surface is
estimated by using local polynomial fitting, which has been studied exten-
sively by, for example, Tsybakov (1986), Fan (1993), Ruppert and Wand
(1994), Fan and Gijbels (1996), Masry (1996), and Masry and Fan (1997).
It is well known that the local linear method has advantages over the
NadarayaWatson regression estimator. In particular, it reduces bias of the
NadarayaWatson estimator and copes well with the edge effect. For more
details, see Fan and Gijbels (1996). We show that the average regression
surface approach has the following advantages. With an appropriate choice
of the weight function, additive components can be efficiently estimated: An
additive component can be estimated with the same asymptotic bias and
variance as if the other components were known. An application of local
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2 N. W. Hengartner, Rate optimal estimation of additive regression via the integration
method in the presence of many covariate, submitted for publication.
linear fit reduces bias. The results reveal insightfully new phenomena of
additive modeling.
The paper is organized as follows. In the next section, we introduce our
estimation procedure. In Section 3 the main results of the paper, asymptotic
bias and normality, are formulated, but their proofs are deferred to Section 6,
based on some lemmas, which are proved in the Appendix. An application to
the additive model is discussed in Section 4. In Section 5, a small simulation
study is carried out to illustrate the estimation and the methodology is also
applied to a real example. Finally, the assumptions used throughout the paper
are gathered together in Section 6 for easy reference, followed by some brief
comments.
2. AVERAGE OF REGRESSION SURFACE
We first introduce some notation. Denote by X1i=(X1, i , ..., Xr, i)T, X2i=
(Xr+1, i ..., Xd, i)T, Xi=(XT1i , X
T
2i)
T=(X1, i , ..., Xd, i)T, and m(x)=E(Y | X=x).
Let W( } ): Rq  R be a known weight function with E[W(X2)]=1. Observe
that, under model (1.2),
E[m(x1 , X2) W(X2)]=++ f1(x1)+E[ f2(X2) W(X2)]
=+0+ f1(x1)#f 1*(x1), (2.1)
where
+0=++E[ f2(X2) W(X2)]. (2.2)
Thus, f1( } ) can be constructed, within a constant shift, via averaging the
regression surface with respect to variable X2 . This in turn suggests a direct
estimation procedure: Estimate the regression function m( } ) first and then
average out the estimated regression surface with respect to the variable
X2 . The constant factor is not related to the final estimator, since f1( } ), in
practice, is centered to have mean zero for identifiability purpose. This kind
of averaging idea was studied by TA (1994) under time series models, and
by Linton and Nielsen (1995) for the iid setting, and was further extended
by FHM (1998). The weight function W( } ) is introduced here to optimize
the estimation procedure and to reduce the adverse impact of the estimated
regression surface at sparse regions on the estimate of the additive compo-
nent. Also, it plays a role in the asymptotic derivations. See Remark 1
(below) and later for details.
Consider the local linear approximation of f1(u1) at a fixed point x1 ,
f1(u1)ra(x1)+bT (x1)(u1&x1),
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where u1 lies in a neighborhood of x1 . Also, the local constant approxima-
tion of f2(u2) at a fixed point x2 is applied:
f2(u2)rc(x2) for u2 rx2 .
Thus, we can approximate m(u1 , u2) locally by a linear term in a neighbor-
hood of (x1 , x2),
m(u1 , u2)r#+;T (u1&x1) (2.3)
for some # and ;, depending on x1 and x2 . The reason for introducing the
local constant approximation to the ‘‘nuisance function’’ f2( } ) is to reduce
the number of local parameters so that the method can be more easily
implemented in practice. Higher order approximation can also be employed
for the function f2( } ) at expenses of introducing more local parameters and
theoretical results continue to hold.
Let K( } ) and L( } ) be the kernel functions and let h1>0 and h2>0 be the
bandwidths. Given the observations [Xi , Yi]ni=1 , consider the multivariate
weighted least squares
:
n
i=1
[Yi&#&;T (X1i&x1)]2 Kh1(X1i&x1) Lh2(X2i&x2), (2.4)
where Kh1( } )=K( } h1)h
r
1 and Lh2( } )=L( } h2)h
q
2 . Minimizing (2.4) with
respect to # and ; gives the estimates of # and ;, respectively. Let #^(x) and
; (x) be the solution to (2.4). Thus, our local linear estimator of m( } ) is
m^(x)=#^(x). The explicit expression of m^(x) is given in (6.1) (below). By
computing the weighted sample average of m^( } ), the following average
regression surface estimator is proposed in FHM (1998):
f 1*(x1)=
1
n
:
n
i=1
m^(x1 , X2i) W(X2i), (2.5)
f 1(x1)=f 1*(x1)& f 1* and f 1*=
1
n
:
n
i=1
f 1*(X1i). (2.6)
This is a functional of m^(x) and possesses good sampling properties. The
averaging reduces significantly the variance, but not bias, of the resulting
estimate f 1( } ). This enables us to obtain an optimal estimate of f 1( } ) via
adjusting the bandwidths. Note that when the local constant fit is
employed (i.e. ;=0) in (2.3), the resulting estimate #^ is the multivariate
kernel regression estimator, which was discussed in TA (1994) and Masry
and Tjo% stheim (1997). For details, see the relations (5) and (6) in TA (1994).
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3. MAIN RESULTS
Although our interest in additive modeling is motivated by the nonlinear
time series analysis, we introduce our methods in a more general setting
(:-mixing) which includes time series modeling as a special case. Our
theoretical results are derived under :-mixing assumption.
Before we state our main result, we introduce the mixing coefficient. Let
Fba be the _-algebra of events generated by [(Xi , Yi); a jb]. The
stationary process [Xi , Yi]i=& is called strongly mixing (:-mixing), if,
:(k)=sup[ |P(AB)&P(A) P(B)| : A # F0& , B # F

k ] a 0
as k  . :(k) is called the strong mixing coefficient in the literature.
Among various mixing conditions used in the literature, :-mixing is
reasonably weak and has many practical applications. Many stochastic
processes and time series are known to be :-mixing. Gorodetskii (1977)
and Withers (1981) obtained various conditions for linear process to be
:-mixing. Under certain weak assumptions autoregressive and more generally
bilinear time series models are strongly mixing with mixing coefficients decay-
ing exponentially fast. Auestad and Tjo% stheim (1990) provided illuminating
discussions on the role of :-mixing (including geometric ergodicity) for model
identification in nonlinear time series analysis. Under some mild conditions,
Masry and Tjo% stheim (1995, 1997) showed that both ARCH process and
additive autoregressive process with exogenous variables, which are parti-
cularly popular in econometrics and finance, are stationary and :-mixing.
For easy reference, we introduce the following notation. Let p(x1 , x2) be
the joint density of (X1 , X2), and p1(x1) and p2(x2) be the marginal
densities of X1 and X2 , respectively. Let
&K&l=| |K(u)| l du and +2(K)=| uuTK(u) du.
All limits will be taken as n  ; this will not be mentioned explicitly in
the body of the paper. Then, under Assumptions (1)(9) stated in Section 6,
we have the following theorem which generalizes one of the main results in
FHM (1998) to the dependent case.
Theorem 1. Under Assumptions (1)(9) stated in Section 6, if the band-
widths are chosen such that h1  0, h2  0 in such a way that
nhr+41 =O(1), h
l1
2
h21  0, and nh
r
1h
q
2 log n  , (3.1)
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then,
(nhr1)
12[ f 1*(x1)& f 1*(x1)& 12 h
2
1 tr[ f "1(x1) +2(K)]] w
d N(0, v(x1)), (3.2)
where f "1(x1) is the second order partial derivative of f1(x1),
v(x1)=&K&2 p1(x1) E[1 2(X) _2(X) | X1=x1] (3.3)
with
1(x1 , x2)=
p2(x2) W(x2)
p(x1 , x2)
, (3.4)
and
_2(x)=Var(Y | X=x). (3.5)
In practice, a simple and quick way to estimate the asymptotic variance
in (3.3) is proposed as follows. Since all curve estimates at a fixed point are
averages nt=1 wn, tYt of the observations Yt , their variance can be estimated
by nt=1 w
2
n, te
2
t , where et=Yt&+^& f 1(Xit)& f 2(X2t) are the residuals. Here
we implicitly use the fact that the local correlation is negligible as shown
in Theorem 1.
Remark 1. If we consider weight function W( } ) that minimizes v(x1),
the optimal weight function is
W(X2)=c&1
p(x1 , X2) p1(x1)
_2(x1 , X2) p2(X2)
, (3.6)
where
c= p1(x1)2 E[_&2(X) | X1=x1].
The optimal minimal variance is
v0(x1)#min
W
v(x1)=
&K&2
p1(x1)
[E[_&2(X) | X1=x1]]&1, (3.7)
and minW v(x1)=&K&2 _2p1(x1) if _2(x)=_2. For details, see (3.4)(3.6)
in FHM (1998). Note that the optimal weight (3.6) depends on unknown
functions. FHM (1998) proposed a method to choose the optimal weight
function based on the data. The idea is as follows: divide the sample into
a relatively small subsample and a relatively large second subsample; estimate
the design densities consistently by the first subsample; and estimate the
regression function using the other subsample. This shows that the optimal
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variance can be achieved, at least theoretically. In the ideal situation where
f2( } ) is known, one can estimate f1( } ), by directly regressing Y& f2(X2) on
X1 and such an ideal estimator is optimal in an asymptotic minimax sense
(see Fan, 1993). Surprisingly, the average surface estimator (2.5) has the
same asymptotic bias and variance as the ideal estimator when _2(x) is a
constant, even though the former does not rely on the knowledge of f2( } ).
See FHM (1998) for the further comments.
Theorem 1 indicates that the asymptotic bias of f 1*(x1) is 12 h
2
1_
tr[ f "1(x1) +2(K)] and the asymptotic optimal variance is v0(x1). The
optimal bandwidth for estimating f 1*(x1) can be defined to be the one mini-
mizing the squared bias plus variance. Therefore, the optimal bandwidth is
given by
h1, opt=_ rv0(x1)tr[ f "1(x1) +2(K)]&
1(r+4)
n1(r+4). (3.8)
Recently, Fan and Gijbels (1995) and Ruppert et al. (1995) developed
data-driven bandwidth selection schemes based on asymptotic formulas for
the optimal bandwidths, which are less variable and more effective than the
conventional data-driven bandwidth selectors such as the cross-validation
bandwidth rule. Similar algorithms can be developed for the estimation of
additive models based on (3.8); this is, however, beyond the scope of this
paper.
4. AN APPLICATION TO ADDITIVE MODEL
As an application of model (1.2), we now consider the additive model
m(x)=E(Y | X=x)=++ :
q
k=1
gk(xk), (4.1)
where [gk( } )] are univariate functions satisfying the identifiability
condition
E[gk(Xk)]=0, k=1, ..., q,
+ is an unknown parameter, and X=(X1 , ..., Xq)T is a continuous random
vector having a joint density p( } ). Our goal is to estimate each additive
component gk( } ) using the average surface method. As in (2.1), let gk*( } ) be
the average of regression function
gk*(xk)#E[m(Xk) Wk(X&k)]= gk(xk)++k , (4.2)
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where +k=++j{k E[ gj (Xj) Wk(X&k)], Xk=(X1 , ..., Xk&1 , xk , Xk+1 , ...,
Xq)T, X&k=(X1 , ..., Xk&1 , Xk+1 , ..., Xq)T having the density p&k( } ) and
Wk( } ): Rq&1  R is the weight function such that E[Wk(X&k)]=1. For
the given observations [Xi , Yi]ni=1 , the average surface estimator g^k*( } ) is
defined as in (2.6) but now using the bandwidths h1=h1k and h2=h2k ,
g^k*(xk)=
1
n
:
n
i=1
m^(Xki ) Wk(X
&k
i ), (4.3)
where Xki =(X1, i , ..., Xk&1, i , xk , Xk+1, i , ..., Xq, i)
T, m^( } ) is the local linear
estimator, and X&ki =(X1, i , ..., Xk&1, i , Xk+1, i , ..., Xq, i)
T.
Theorem 2. Suppose that the conditions of Theorem 1 hold for each
component k. Then we have the joint asymptotic normality
- nh11 [ g^1*(x1)& g1*(x1)& 12 h211 g"1(x1) +2(K)]
\ b + wd N(0, 7), (4.4)- nh1q[ g^*q(xq)& gq*(xq)& 12 h21q g"q(xq) +2(K)]
where 7=&K&2 diag[_21(x1), ..., _2q(xq)] with
_2k(xk)= pk(xk) E __
2(X) p&k(X&k)2 W 2k(X
&k)
p2(X) }Xk=xk& . (4.5)
Remark 2. If the ideal weight function in (3.6) applies to each additive
component, the weight function Wk( } ) should become
Wk(X&k)=
p(Xk) pk(xk)
_2(Xk) p&k(X&k) _|
p(Xk) pk(xk) dX&k
_2(Xk) &
&1
, (4.6)
and the ideal variance is &K&2[E[_&2(X) | Xk=xk] pk(xk)], which becomes
&K&2_2pk(xk) when _2(x)=_2.
5. SIMULATION AND AN APPLICATION
5.1. Simulated Example
We begin the illustration with a simulated example of model (1.2). In the
simulation, the innovational series [=t] are iid N(0, 1). In this example, we
121AVERAGE REGRESSION SURFACE
consider an AR process with a sine function and a linear component.
Figure 1a shows 300 observations generated from the model
Yt= f1(Yt&2)+ f2(Yt&3)+=t
with f1(x)=1.5 sin(0.5?x) and f2(x)=0.75x (5.1)
and Figs. 1b and 1c give the scatterplots of Yt versus Yt&2 and Yt against
Yt&3 , respectively. The estimated curves of f1( } ) and f2( } ) based on local
linear fitting (dotted line) and NadarayaWatson method (dashed line),
coupled with the true curves (solid line), are displayed in Figs. 1d and 1e.
FIG. 1. (a) Time series plot of simulated data from model (5.1). (b) Scatterplot of Yt
versus Yt&2 with true curve f1( } ). (c) Scatterplot of Yt versus Yt&3 with true curve f2( } ).
(d) and (e) Solid line true curve; dotted line, local linear estimator; dashed line, Nadaraya
Watson estimator. (f) and (g) Local linear estimate with its 950 confidence intervals.
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When we computed f 1( } ), we used the bandwidths h1=0.75 and h2=0.4
for the local linear method and the NadarayaWatson approach as well,
and h1=0.4 and h2=0.75 were used for computing f 2( } ). Dashed lines in
Figs. 1f and 1g have been added to indicate the pointwise variance of the
curve estimates based on local linear fitting. These lines are different from
the curve estimates by 1.96 times the (estimated) pointwise standard devia-
tion of the curve estimates, which give the approximate 950 confidence
interval (without bias correction). There is a strong evidence that local
linear fitting performs well and outperforms the NadarayaWatson method
in terms of bias. It is not surprising because the NadarayaWatson uses the
local constant approximation to the regression function so that it could not
fit the peaks well (see Fig. 1d).
5.2. Real Example
Finally, we illustrate our methodology with the Canadian lynx data (on
a natural logarithmic scale) for the years 18211934. The time series plot
is presented in Fig. 2a and the scatterplots of Yt versus Yt&1 and Yt against
Yt&2 are given in Figs. 2b and 2c, respectively. There is a vast literature to
explore this benchmark data set. See Tong (1990) and Lin and Pourahmad
(1998) for the detailed comparison of modeling methods. According to Lin
and Pourahmad (1998), among several models considered by them, the
following partial additive autoregressive model is one of the best models
Yt=:+;Yt&1+ f2(Yt&2)+=t . (5.2)
To understand better about the nonlinear structure of this data set, we
consider the additive model
Yt= f1(Yt&1)+ f2(Yt&2)+=t (5.3)
by using the techniques described above. Figures 2d and 2e depict the
estimated curves of f1( } ) and f2( } ) based on both local linear (solid line)
with the approximate 950 pointwise confidence interval (without bias
correction, dashed lines) and NadarayaWatson (dotted line). For both
methods, we used the same bandwidths h1=0.9 and h2=0.6 for the first
component and h1=0.6 and h2=0.9 for the second component. By a
comparison of Figs. 2d and 2e with the other methods such as the semi-
parametric approach in Lin and Pourahmad (1998, p. 199), we conclude
that the local linear performs much better than the NadarayaWatson.
Also, this is further evidence that the NadarayaWatson fitting has larger
bias and serious boundary effects. Furthermore, we support the use of the
semiparametric additive model (5.2) to analyze the Canadian lynx data.
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FIG. 2. (a) Time series plot of the Canadian lynx data. (b) Scatterplot of Yt versus
Yt&1 . (c) Scatterplot of Yt versus Yt&2 . (d) and (e) Solid line, local linear estimator; dashed
lines, local linear estimator plusminus twice estimated standard errors; dotted line, Nadaraya
Watson estimator.
6. CONDITIONS AND DERIVATIONS
Before we embark on the proofs of theorems, let us collect the conditions
to be used throughout the paper.
Conditions. (1) The weight function W( } ) has a bounded support D
and is uniformly continuous. The function f2( } ) is bounded on the support D.
(2) The kernel functions K( } ) and L( } ) are symmetric and have
bounded supports. Furthermore, L( } ) is an order l1 kernel.
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(3) The function f1( } ) has a bounded second derivative in a neigh-
borhood of x1 and f2( } ) has a bounded l1 th order derivative. Furthermore,
for u1 in a neighborhood of x1 and u2 # D, the density p(u1 , u2) has bounded
partial derivatives up to order 2 with respect to u1 and up to order l1 with
respect to u2 , and it also satisfies
inf
x2 # D
u1 # N(x1)
p(u1 , x2)>0,
where N(x1) is a neigborhood of x1 .
(4) The functions _2(u) and b(u)=E( |Y&m(u)|2+$ | X=u) are
continuous at the point u1=x1 , and
E(b(X) |1(X)|2+$ | X1=x1)<
is bounded for all x1 for some $>0.
(5) The joint conditional density f(X1 , Xi) | (Y1 , Yi ) of (X1 , Xi) given
(Y1 , Yi) satisfies, for all i>1 and all values of arguments involved,
f(X1 , Xi ) | (Y1 , Yi )(u, v | y1 , y2)M<
for some positive constant M.
(6) The processes [Xi , Yi] are strongly mixing with i=1 u
a[:(i)]$(2+$)
< for some a>$(2+$), where $ is given in Assumption (4).
(7) Assume that there is a sequence of positive integers satisfying
vn   and vn=o(- nhr1 ) such that (nhr1)12 :(vn)  0.
(8) The conditional distribution of G( y | u) of Y given X=u is
continuous at the point u1=x1 .
(9) nhr1 h
2q
2 log
2n   and h41 log nh
q
2  0.
Remark 3. Consider the popular choice for the bandwidth hr1=dn
&%*
(d>0, 0<%*<1); one can show that a sufficient condition for Assumption
(7) is :(n)=O(n&\) with \>(1+%*)(1&%*). In particular, if %*=15,
then \>32. Also, a sufficient condition for Assumption (6) is :(n)=
O(n&\$) with \$>2+2$. Therefore, if %*=15, and $=2, then a sufficient
condition for Assumptions (6) and (7) is :(n)=O(n&\") with \">3. For
details, see Masry and Fan (1997). In Assumption (5), the joint density is
meant to be the distinct random variables in the set (X1 , Xi , Y1 , Yi). Note
that this assumption is also used in Masry and Tjo% stheim (1995, 1997) for
kernel type estimation.
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Note that by the nominated convergence theorem, it can be easily shown
from Assumption (8) that for any J>0, the functions
mJ (u)=E(YI( |Y|J) | X=u) and _2J(u)=Var(YI( |Y|J) | X=u)
are continuous at the point u1 = x1 . Also, for each L > 0, _~ 2J (u) =
Var(YI( |Y|>J) | X=u) is continuous at the point u1=x1 .
Remark 4. Condition (9) is imposed to simplify the proof of Theorem 1.
In the proof, we approximate the matrix S&1n (see (6.1)) by a deterministic
sequence. If we used a higher-order stochastic expansion of S&1n , Condition
(9) could be weakened. Note that if the local polynomial of order d is used
to approximate the function f2( } ), then the result of Theorem 1 continues
to hold with relaxed Condition (9) and without conditions on the derivatives
of p(x1 , x2). In other words, these conditions are not essential to our
estimation procedure.
Before we give the proofs of theorems, we first present the explicit
expression for m^(x). Let X*n_(r+1)=X*(x1) be the matrix with the i th row
(1, (X1i&x1)
T) and W*n_n=W*(x) be the diagonal weight matrix with
the i th diagonal element Wi*(x)=Kh1(X1i&x1) Lh2(X2i&x2), to the least-
squares problem (2.4). Then, the simple algebra shows that m^(x) can be
expressed as
m^(x)=eT1 S
&1
n (x) X*
T (x1) W*(x) Y= :
n
i=1
Kn(Xi&x) Yi , (6.1)
where eT1 =(1, 0, ..., 0), Sn(x)=X*
T (x1) W*(x) X*(x1), Y=(Y1 , ..., Yn)T,
and
Kn(t&x)=Kn(t1&x1 , t2&x2)
=eT1 S
&1
n (x) \ 1t1&x1+ Kh1(t1&x1) Lh2(t2&x2). (6.2)
It follows from the least-squares theory that, for all x,
:
n
i=1
Kn(Xi&x)=1 and :
n
i=1
Kn(Xi&x)(X1i&x1)=0. (6.3)
Proof of Theorem 1. Let Xi=(xT1 , X
T
2i)
T. Then, by (2.1) and Assumptions
(1) and (6), and applying the central limit theorem for stationary :-mixing
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sequences (see, for example, Theorem 18.5.3 in Ibragimov and Linnik, 1971,
p. 346), we have
1
n
:
n
i=1
m(Xi) W(X2i)= f 1*(x1)+Op(n&12). (6.4)
Thus,
f 1*(x1)& f 1*(x1)=
1
n
:
n
i=1
[m^(Xi)&m(Xi)] W(X2i)+Op(n&12). (6.5)
Let =i=Yi&E(Yi | /i)=Yi&m(/ i) and si (x)=m(/ i)&m(x)& f $1(x1)T_
(X1i&x1). Then, it follows from (6.1)(6.3) that
m^(x)&m(x)= :
n
i=1
Kn(/i&x)[= i+si (x)]
=eT1 S
&1
n (x) \ 1X11&x1
} } }
} } }
1
X1n&x1+ W*(x) =
+eT1 S
&1
n (x) \ 1X11&x1
} } }
} } }
1
X1n&x1+ W*(x) s(x), (6.6)
where ==(=i)n_1 and s(x)=(s i (x))n_1 . Let H=diag[1, h&11 , ..., h
&1
1 ] be a
(r+1)_(r+1) diagonal matrix and an=(nhr1 h
q
2 log n)
&12. Then, owing to
the uniform weak convergence of the kernel density estimator (cf. Thm. 1
in Masry, 1996) and by Assumptions (2)(6), we have
Sn*(x)#
1
n
HSn(x) H=
1
n
:
n
i=1
W i*(x) \
1
X1i&x1
h1 +
2
converges to S(x)= p(x)( 10
0
+2(K)
) in probability uniformly in x, where
A2=AAT for a matrix or vector A, and
1
n
HSn(x) H=
1
n
:
n
i=1
W i*(x) \
1
X1i&x1
h1 +
2
=E {W1*(x) \
1
X11&x1
h1 +
2
=+Op(an)
=\ p(x)h1+2(K) p(1, 0)(x)
h1p(1, 0)(x)T +2(K)
p(x) +2(K) ++Op(cn),
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uniformly in x, where cn=h21+h
l1
2
+an and p (1, 0)( } ) denotes the vector of
partial derivatives of p( } ) with respect to x1 . Now note that
\ p(x)h1 +2(K) p(1, 0)(x)
h1 p(1, 0)(x)T +2(K)
p(x) +2(K) +
&1
=\p(x)0
0
p(x) +2(K)+
&1
+
h1
p(x) \
0
+2(K) p(1, 0)(x)
p(1, 0)(x)T +2(K)
0 +
+Op(h21).
Therefore,
neT1 S
&1
n (x) H
&1= p&1(x)(1, h1 p(1, 0)(x)T +2(K))+Op(cn). (6.7)
Likewise, using the same argument as above, and by Assumptions (2)(6),
one has
1
n
H \ 1X11&x1
} } }
} } }
1
X1n&x1+ W*(x) s(x)
=
1
n
:
n
i=1
Wi*(x) s i (x) \
1
X1i&x1
h1 +=Op(cn) (6.8)
uniformly in x. Substitute (6.7) and (6.8) into (6.6) to obtain
eT1 S
&1
n (x) \ 1X11&x1
} } }
} } }
1
X1n&x1 + W*(x) s(x)
=p&1(x) {1n :
n
i=1
Wi*(x) s i (x)=
+ p&1(x) p(1, 0)(x)T +2(K) {1n :
n
i=1
Wi*(x) si (x)(X1i&x1)=+Op(c2n)
=
1
2
h21 tr[ f "1(x1) +2(K)]+ p
&1(x) Bn(x)+op(h21)+Op(c
2
n), (6.9)
where
Bn(x)=
1
n
:
n
i=1
Wi*(x)[ f2(X2i)& f2(x2)][1+ p(1, 0)(x)T +2(K)(X1i&x1)].
Also, note that
S*&1n (x)=S
&1(x)[I+(S(x)&Sn*(x)) S*&1n (x)].
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Then, S*&1n (x) converges to S
&1(x) in probability uniformly in x. It then
follows that S*&1n (x)=S
&1(x)(1+op(1)), where op(1) is uniform in x, and
nS&1n (x) H
&1=HS&1(x)(1+op(1)). Therefore,
neT1 S
&1
n (x) H
&1= p&1(x) eT1 (1+op(1)). (6.10)
Substituting (6.10) into (6.6), one obtains
eT1 S
&1
n (x) \ 1X11&x1
} } }
} } }
1
X1n&x1+ W*(x) ==(1+op(1)) p&1(x) Tn(x),
(6.11)
where
Tn(x)=
1
n
:
n
i=1
Wi*(x) = i .
Substituting (6.9) and (6.11) into (6.6), after some algebra, we obtain
m^(x)&m(x)= 12 h
2
1 tr[ f "1(x1) +2(K)]
+p&1(x)[Tn(x)+Bn(x)]+op(h21)+Op(c
2
n). (6.12)
Thus, by (6.5), (6.12) and the strong law of large numbers (see, for
example, Cai and Roussas, 1992), we have
f 1*(x1)& f 1*(x1)& 12 h
2
1 tr[ f "1(x1) +2(K)]
=T n*(x1)+Bn*(x1)+op(h21)+Op(c
2
n+n
&12), (6.13)
where with A(x)=W(x2)p(x),
T n*(x1)=
1
n
:
n
i=1
Tn(Xi) A(Xi) and Bn*(x1)=
1
n
:
n
i=1
Bn(Xi) A(Xi).
(6.14)
A simple algebra leads to
T n*(x1)=
1
n
:
n
i=1
Kh1(X1i&x1) 1(X
i) =i
+
1
n
:
n
i=1
Kh1(X1i&x1)[1n(X
i)&1(Xi)]=i
#Gn(x1)+Gn*(x1), (6.15)
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where 1( } ) is defined in (3.4) and
1n(x1 , x2)=
1
n
:
n
i=1
Lh2(X2i&x2) A(X
i). (6.16)
Substituting (6.15) into (6.13), one has
f 1*(x1)& f 1*(x1)& 12 h
2
1 tr[ f "1(x1) +2(K)]
=Gn(x1)+Gn*(x1)+Bn*(x1)+op(h21)+Op(c
2
n+n
&12). (6.17)
In order to complete the proof, we need the following two lemmas but their
proofs are relegated to the Appendix since they are quite involved. To this
end, let
=i*=1(Xi) =i=
[Yi&m(Xi)] p2(X2i) W(X2i)
p(x1 , X2i)
, (6.18)
and
‘i=‘i (x1)=Kh1(X1i&x1) = i*. (6.19)
Then, by (6.15) and stationarity,
Gn(x1)=
1
n
:
n
i=1
‘i and
n Var(Gn(x1))=Var(‘1)+2 :
n
i=2 \1&
i
n+ Cov(‘1 , ‘i).
Lemma 1. Under the assumptions of Theorem 1, we have
nhr1 Var(Gn(x1))  v(x1) and h
r
1 :
n
i=2
|Cov(‘1 , ‘i)|  0,
where v(x1) is defined in (3.3).
Lemma 2. Under the assumptions of Theorem 1, we have,
Gn*(x1)=op((nhr1)
&12), and Bn*(x1)=op((nhr1)
&12).
It follows from (6.17), Lemma 2 and the conditions on the bandwidths
(see (3.1) and Assumption (9)) that
f 1*(x1)& f 1*(x1)& 12 h
2
1 tr[ f "1(x1) +2(K)]=Gn(x1)+op((nh
r
1)
&12). (6.20)
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We remark that the third term in the left hand side of (6.20) can be viewed
as the ‘‘asymptotic bias’’ of f 1*(x1), and the ‘‘asymptotic variance’’ of f 1*(x1)
is v(x1) defined in (3.3).
We now turn to show (3.2). This is equivalent to demonstrating the
asymptotic normality of Gn(x1) in (6.20). In discussing the convergence in
(3.2), we use the familiar technique of ‘‘big blocksmall block’’ procedure.
More precisely, partition the set [1, ..., n] into 2kn+1 subsets with large
block of size un and small block of size vn , where k=kn=wn(un+vn)x.
Now we first consider the choices of the block sizes. Assumption (7) implies
that there is a sequence of positive constants #n   such that
#nvn=o(- nhr1 ) and #n(nhr1)12 :(vn)  0. (6.21)
Define the large block size un by un=w(nhr1)12#n x and the small block size vn .
Then, it can easily be shown from (6.21) that, as n  ,
vn un  0, unn  0, un(nhr1)
&12  0, and (nun) :(vn)  0.
(6.22)
Ignore the dependence on x1 , and for j=1, ..., kn , set rj*=( j&1)(un+vn),
and
!j= :
rj*+un
i=rj*+1
‘ i , ’j= :
r*j+1
i=rj*+un+1
‘ i , and !k+1= :
n
i=r*k+1+1
‘i .
Write
nGn(x1)= :
k
j=1
!j+ :
k
j=1
’j+!k+1=Gn, 1+Gn, 2+Gn, 3 . (6.23)
It will be shown that, as n  ,
hr1
n
[E[Gn, 2]2+E[Gn, 3]2]  0, (6.24)
hr1
n
:
k
j=1
E(!2j )  v(x1), (6.25)
}E[exp(itGn, 1)]& ‘
k
j=1
E[exp(it! j)] } 0, (6.26)
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and
hr1
n
:
k
j=1
E _!2j I \ |!j |>= v(x1) nhr1 +& 0 (6.27)
for every =>0. (6.24) implies that Gn, 2 and Gn, 3 are asymptotically negligible
in probability; (6.26) shows that the summands [!j] in Gn, 1 are asymptoti-
cally independent; and (6.25) and (6.27) are the standard LindebergFeller
conditions for asymptotic normality of Gn, 1 for the independent setup.
Let us first establish (6.24). Observe that
E(Gn, 2)2= :
k
j=1
Var(’j)+2 :
1l< jk
Cov(’l , ’ j)#I1+I2 . (6.28)
It follows from stationarity and Lemma 1 that
I1=knVar(’1)=kn Var \ :
vn
i=1
‘i+=knvnh&r1 [v(x1)+o(1)]. (6.29)
Next consider the second term I2 in the right hand side of (6.28). Since
rj*&rl*un for all j>1, we therefore have
|I2 |2 :
1l< jk
:
vn
j1=1
:
vn
j2=1
|Cov(‘rl*+un+ j1 , ‘rj*+un+ j2)|
2 :
n&un
j1=1
:
n
j2= j1+un
|Cov(‘j1 , ‘j2)|.
By stationarity and Lemma 1, one obtains
|I2 |2n :
n
i=un+1
|Cov(‘1 , ‘i)|=o(nh&r1 ). (6.30)
Hence by (6.28)(6.30), we have
hr1
n
E[Gn, 2]2=O(kn vnn&1)+o(1)=o(1). (6.31)
It follows from stationarity, (6.22) and Lemma 1 that
Var(Gn, 3)=Var \ :
n&kn (un+vn)
i=1
‘i+=O((n&kn(un+vn)) h&r1 )=o(nh&r1 ).
(6.32)
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Combining (6.28), (6.31), and (6.32), we establish (6.24). As for (6.25), by
stationarity, (6.22) and Lemma 1, it is easily seen that
hr1
n
:
kn
j=1
E(!2j )=
hr1kn
n
E(!21)=
knun
n
}
hr1
un
Var \ :
un
i=1
‘i + v(x1).
In order to establish (6.26), we make use of Lemma 1.1 in Volkonskii and
Rozanov (1959) (see also Ibragimov and Linnik, 1971, p. 338) to obtain
}E[exp(itGn, 1)]& ‘
kn
j=1
E[exp(it! j)]}16(nun) :(vn)
tending to zero by (6.22).
Finally, we will establish (6.27). To this end, we now employ a truncation
technique as follows. Let bJ ( y)= yI( | y|J), where J is a fixed positive
number, and ‘Jn, i=‘
J
n, i(x1)=[bJ (Yi)&mJ (Xi)] Kh1(X1i&x1) 1(X
i), then,
Gn(x1)=GJn(x1)+G
J
n(x1), where
GJn(x1)=n
&1 :
n
i=1
‘Jn, i and G
J
n(x1)=n
&1 :
n
i=1
[‘ i&‘Jn, i].
By using the same arguments as those employed in the proof of Lemma 1,
one has, as n  ,
vn, J (x1)=nh r1 Var(G
J
n)  vJ (x1)=&K&
2 p1(x1) E[_2J(X) 1
2(X) | X1=x1].
The boundedness of K( } ) and 1( } ) implies that |‘Jn, i |Bh
r
1 for some
B>0. This in turn implies that - nhr1 max1 jkn |!
J
j |Bq1 - nhr1  0, by
(6.22). Therefore, [ |!Jj |<= - vJ (x1) nhr1 ] is an empty set when n is large
sufficiently. Hence, it follows that (6.27) holds true for !Jj . Consequently,
we have established the following asymptotic normality
- nhr1 GJn(x1) w
d N(0, vJ (x1)) (6.33)
as n  . Observe that, for any t # R1,
|E exp(it - nhr1 Gn)&exp(&v(x1) t22)|
|E exp(it - nhr1 (GJn+G Jn))&exp(&vJ (x1) t22)|
+|exp(&vJ (x1) t22)&exp(&v(x1) t22)|
|E exp(it - nhr1GJn)&exp(&vJ (x1) t22)|+E |exp(it - bhr1 G Jn)&1|
+|exp(&vJ (x1) t22)&exp(&v(x1) t22)|.
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As n  , the first term goes to 0 by (6.33) for each J>0 and the third
term also goes to 0 as J   by the dominated convergence theorem. In
order to complete the proof, it suffices to show that the second term goes
to 0 as n   and then J  . To this end, using the fact that |eix&1|
2 |x| for all x # R and the CauchySchwartz inequality, we have
E |exp(it - nhr1 G Jn)&1|2 - nh r1 Var(G Jn).
Note that G Jn has the same structure as Gn , except that Yi is replaced by
Yi I( |Yi |>J). Then, using the same arguments as those used in the proof
of Lemma 1, we obtain, as n  ,
nhr1 Var(G
J
n)  &K&
2 p1(x1) E[_~ 2J(X) 1
2(X) | X1=x1].
It can be easily shown that the right hand side goes to 0 as J  . This
completes the proof of the theorem. K
Proof of Theorem 2. By (6.20), the direct estimator of each component
g^k*(xk) has the stochastic representation
g^k*(xk)& gk*(xk)=Tk, n+ 12 h
2
1k g"k(xk) +2(K)+op((nh1k)
&12), (6.34)
where
Tk, n=
1
n
:
n
i=1
Kh1k(Xk, i&xk) 1k(X
k
i ) =i and
1k(Xk)=
Wk(X&k) p&k(X&k)
p(Xk)
.
In order to show (4.4), it suffices to show from (6.34) that
- nh11 T1, n
\ b + N(0, 7), (6.35)- nh1q Tq, n
It suffices to show from Theorem 1 that the asymptotic covariance between
Tk, n and Tl, n should be zero for k{l. In other words, we will show that
- n2h1kh1l Cov(Tk, n , Tl, n)  0. (6.36)
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To this effect, by stationarity, we have
Cov(Tk, n , Tl, n)
=
1
n
E[Kh1k(Xk&xk) Kh1l (X l&x l) 1k(X
k) 1l (Xl) =2]
+
1
n2
:
n
i1{i2
E[Kh1k(Xk, i1&xk) Kh1l (Xl, i2&xl) 1k(X
k
i1
) 1l (X li2) =i1=i2]
#F1+F2 . (6.37)
It is easily seen by Thm. 1 in Sun (1984) that
F1=O(n&1). (6.38)
Employing the same arguments as those used in the proof of (A.5) (below),
and by stationarity, we have
|F2 |
1
n
:
n
i=2
[ |E[Kh1k(Xk, 1&xk) Kh1l (Xl, i&xl) 1k(X
k
1) 1l (X
l
i) =1=i]
+E[Kh1k(Xk, i&xk) Kh1l (Xl, 1&xl) 1k(X
k
i ) 1l (X
l
1) =1=i]|]=O(n
&1).
This, in conjunction with (6.37) and (6.38), concludes that (6.36) holds
true. Therefore, this completes the proof of the theorem. K
APPENDIX: PROOFS OF LEMMAS
Proof of Lemma 1. It is easily seen by stationarity that
n Var(Gn(x1))=Var(‘1)+2 :
n
i=2 \1&
i
n+ Cov(‘1 , ‘i)#J1+J2 . (A.1)
For J1 , since E(‘i)=0, we have
hr1J1=h
r
1E(‘
2
1)=| K2(u1) _2(x1+h1u1 , u2)
_1 2(x1 , u2) p(x1+h1u1 , u2) du1 du2 .
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By Thm. 1 in Sun (1984) and Assumptions (2)(4), we then have
hr1 J1  &K&
2 | _2(x1 , u2) 1 2(x1 , u2) p(x1 , u2) du2
= &K&2 p1(x1) E[_2(X) 1 2(X) | X1=x1]=v(x1). (A.2)
It remains to show that hr1J2  0. To this end, choose a sequence of positive
integers satisfying ?n=O(h&$ra(2+$)1 ), where a is given in Assumption (6).
Then
?n=o(h&r1 ) and h
&$r(2+$)
1 :
i?n
:$(2+$)(i)  0. (A.3)
We decompose the sum into three terms due to the possible overlap between
X1 and Xi ,
:
n
i=2
|Cov(‘1 , ‘i)|= :
d&1
i=2
+ :
?n
i=d
+ :
n
i=?n+1
#J21+J22+J23 , (A.4)
For J21 , there is an overlap between the components of X1 and Xi but not
in J22 or J23 . Let us consider J22 first. By Assumptions (1)(5), and the
CauchySchwartz inequality, we have
|Cov(‘1 , ‘i)|=|E(‘1‘i)|
M |
1
hr1
K \u1&x1h1 + |1(x1 , u2)|
1
hr1
K \v1&x1h1 + |1(x1 , v2)|
_[E(Y21)+|m(u)+m(v)| E |Y1|
+|m(u) m(v)|] du1 du2 dv1 dv2
const. | |W(u2) W(v2)| [E(Y21)+| f2(u2)+ f2(v2)|
_[E |Y1|+| f1(x1)|]+2 | f1(x1) |E |Y1|+ f 21(x1)+| f1(x1)|
_| f2(u2)+ f2(v2)|+| f2(u2) f2(v2)|] p2(u2) p2(v2) du2 dv2<.
(A.5)
Hence,
hr1 |J22 |const. :
?n
i=d
hr1=O(?n h
r
1)=o(1) (A.6)
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by the choice of ?n . Next, work with J21 . To this end, let r~ be the number
of the common elements in (X11 , X1i). Employing the exactly same arguments
as those used in the proof of (6.10) in Masry and Tjo% stheim (1997) and (A.5),
one can show that
hr1 |J21|const. :
d&1
i=2
h r&r~1 =O(h1)=o(1). (A.7)
For J23 , we apply Davydov’s inequality (see, e.g., Hall and Heyde, 1980,
Corollary A.2) to obtain,
|Cov(‘1 , ‘i)|8:$(2+$)(i&1)(E |‘1|2+$)2(2+$).
It is easily seen that
h (1+$) r1 E |‘1|
2+$
=:
u3
| |K(u1)|2+$ b(x1+h1u1 , u2) |1(x1 , u2)|2+$p(x1+h1u1 , u2) du1 du2
 &K&2+$ p1(x1) E(b(X) |1(X)|2+$|X1=x1)<
as n  . Therefore,
E |‘1|2+$const. h&(1+$) r1 .
Thus,
|Cov(‘1 , ‘i)|const. :$(2+$)(i&1) h&2(1+$) r(2+$). (A.8)
Thus,
hr1 |J23 |const. h
&$r(2+$) :
i?n
:$(2+$)(i)  0, (A.9)
as n   by (A.3). Thus, by (A.4), (A.6), (A.7) and (A.9), we have
hr1 :
n
i=2
|Cov(‘1 , ‘i)|  0.
Consequently,
hr1 |J2 |  0 (A.10)
Combining the above expression with (A.1) and (A.2) completes the proof
of the lemma. K
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Proof of Lemma 2. By (6.15) and (6.16),
Gn*(x1)=
1
n
:
n
i=1
Kh1(X1i&x1)[1 n*(X
i)&1(Xi)]=i
+
1
n
:
n
i=1
Kh1(X1i&x1)[1n(X
i)&1 n*(Xi)]=i
#G*n, 1(x1)+G*n, 2(x1), (A.11)
where 1n( } ) is defined in (6.16) and
1 n*(x)=E[1n(x)]=|
R q
L(u) A(x1 , x2+h2u) p2(u) du. (A.12)
Clearly, as n  ,
1 n*(x)  1(x). (A.13)
Let {i={n, i (x1)=Kh1(X1i&x1)[1 n*(X
i)&1(Xi)]=i . Then,
nhr1 Var(G*n, 1(x1))=h
r
1 Var({1)+2h
r
1 :
n
i=2 \1&
i
n+ Cov({1 , {i)#F3+F4 .
(A.14)
A simple algebra gives
F3=hr1 E[K
2
h1(X11&x1)[1 n*(X
1)&1(X1)]2 _2(X1)]
=| K2(u1)[1 n*(x1 , u2)&1(x1 , u2)]2
_p(x1+h1u1 , u2) _2(x1+h1u1 , u2) du1 du2
=o(1) (A.15)
by (A.13). Similar to (A.4), we decompose the sum into three terms due to
the possible overlap between X1 and Xi ,
:
n
i=2
|Cov({1 , {i)|= :
d&1
i=2
+ :
?n
i=d
+ :
n
i=?n+1
#F41+F42+F43 , (A.16)
For F41 , there is an overlap between the components of X1 and Xi but not
in F42 or F43 . For F41 , by the CauchySchwartz’s inequality and (A.15), we
have
hr1 F41=o(1). (A.17)
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Following the same lines as those employed in the proof of (A.6) and
(A.10), we have
hr1 F42=o(1) and h
r
1F43=o(1).
This, in conjunction with (A.14)(A.17), implies that
nhr1 Var(G*n, 1(x1))=o(1). (A.18)
Next we show that G*n, 2(x1) is negligible. To this end, let Fn( } ) denote the
empirical distribution of [X2i]ni=1 , and let F( } ) be the distribution of X2 .
By (6.16) and (A.12), we obtain
1n(x)&1 n*(x)=|
R q
Lh2(u&x2) A(x1 , u) d[Fn(u)&F(u)]. (A.19)
Let L ( } ) be the Fourier transform of L( } ). Substitute
L(u)=(2?)&q |
R q
e&iv } uL (v) dv
into (A.19) to obtain
1n(x)&1 n*(x)=(2?)&q |
R q
L (v) eiv } x2 h2 dv
_|
R q
1
hq2
e&iv } uh2 A(x1 , u) d[Fn(u)&F(u)]
=|
R q
L (v) eiv } x2 h2I12(x1 , v) dv, (A.20)
where
I12(x1 , v)=(2?)&q |
R q
1
hq2
eiv } uh2A(x1 , u) d[Fn(u)&F(u)].
Substituting (A.20) into G*n, 2(x1) of (A.11), we have
G*n, 2(x1)=|
Rq
I11(x1 , v) I12(x1 , v) L (v) dv, (A.21)
where
I11(x1 , v)=
1
n
:
n
i=1
eiv } X2i h2 Kh1 (X1i&x1) =i .
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I11(x1 , v) can be analyzed by following the same lines as those employed in
the proof of Lemma 1 to obtain
sup
v # Rq
E[ |I 211(x1 , v)|]=O((nh
r
1)
&1). (A.22)
As in (6.61) of Masry and Tjo% stheim (1997),
sup
v # Rq
E[ |I 212(x1 , v)|]=O((nh
2q
2 )
&1). (A.23)
By the CauchySchwartz inequality, (A.21)(A.23) and Assumptions (2)
and (9),
E |G*n, 2(x1)| sup
v # R q
[E[ |I 211(x1 , v)|] E[ |I
2
12(x1 , v)|]]
12 |
R q
|L (v)| dv
=O((n2hr1h
2q
2 )
&12)=o((nhr1)
&12). (A.24)
This completes the proof of the first part of lemma. Finally, as in FHM
(1998), by calculation of the first two moments in the manner of the proofs
of Lemma 1 and the first part of this lemma, one can show that
Bn*(x1)=op((nhr1)
&12).
This concludes the lemma. K
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