A random map is discrete-time dynamical system in which one of a number of transformations is randomly selected and applied at each iteration of the process. Usually the map τ k is chosen from a finite collection of maps with constant probability p k . In this note we allow the p k 's to be functions of position. In this case, the random map cannot be considered to be a skew product. The main result provides a sufficient condition for the existence of an absolutely continuous invariant measure for position dependent random maps on [0, 1]. Geometrical and topological properties of sets of absolutely continuous invariant measures, attainable by means of position dependent random maps, are studied theoretically and numerically.
Introduction
Ergodic theory of dynamical systems is concerned with the qualitative analysis of iterations of a single transformation. Ulam and von Neuman [17] suggested the study of more general systems where, at each iteration, a transformation is selected randomly from ✩ The research of both authors was supported by NSERC grants. * Corresponding author.
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a collection of transformations. Such dynamical systems have recently found application in the study of fractals [1] and in modeling interference effects in quantum mechanics [3] . for each measurable set A. In [15] the following sufficient condition is used to ensure the existence of absolutely continuous invariant measures for these random maps:
for some constant γ . In [14] a spectral decomposition theorem is proved.
There is a rich literature on position independent random maps which are often treated as random perturbations of transformations (see [4, 6, 8, 13] ) and on position dependent random contracting maps in the context of iterated function systems (IFS) or learning models (see [1, 5] ), where the basic maps are monotonic. In this paper we consider maps which are piecewise monotonic, piecewise C 2 and expanding.
In Section 2 we present the notation and the Frobenius-Perron operator framework in which we study the existence of absolutely continuous invariant measures for position dependent random maps. In Section 3 sufficient conditions are presented for the existence of an absolutely continuous invariant measure. In Section 4 we describe a method of approximating the invariant densities of a general position dependent random maps by means of the fixed points of matrix operators. In Section 5, we describe sets of invariant densities that are attainable by means of position dependent random maps.
Random map with position dependent probabilities
Let (X, B, ν) be a probability space where ν is a underlying measure. Let τ k : X → X, k = 1, . . . , K, be piecewise one-to-one, nonsingular transformations on a partition P k of X: P k = {I We define the transition function for the random map T = {τ 1 , . . . , τ K ; p 1 (x), . . . , p K (x)} as follows:
where A is any measurable set and {p k (x)} K k=1 is a set of (position-dependent) B-measurable probabilities, i.e., K k=1 p k (x) = 1, p k (x) 0, for any x ∈ X, and χ A denotes the characteristic function of the set A. The transition function P induces an operator P * on measures on (X, B) defined by
If µ has a density f with respect to ν, then P * µ has also a density which we denote by P T f . By a change in variables, we obtain
where J τ k i is the Jacobian of τ k i with respect to the measure ν. Since this holds for any measurable set A we obtain an a.e. equality
where P τ k is the Frobenius-Perron operator corresponding to the transformation τ k (see [2] for more details). We call P T the Frobenius-Perron operator corresponding to the random map T . It is easy to see that an absolutely continuous measure µ is invariant under operator P * or as we will say under the random map T if and only if its density f is invariant under the operator P T .
The existence of absolutely continuous invariant measure
Below we will prove the existence of an absolutely continuous invariant measure for a random map T under additional assumptions.
We assume that X = [a, b] = I is a bounded interval, B is a σ -algebra of Lebesgue measurable sets and the underlying measure ν = λ is the normalized Lebesgue measure. We further assume, for simplicity, that K = 2, i.e., we consider only two transformations τ 1 , τ 2 : I → I and assume that both are piecewise monotonic, piecewise C 2 and expanding.
This means that there exist partitions P k = {I
. We will also assume that the probabilities p k (x), k = 1, 2, are piecewise C 1 functions. We can assume that p k is piecewise C 1 on partition P k , k = 1, 2; otherwise, we can refine the partitions. The space of functions of bounded variation on I will be denoted by BV(I ).
Theorem 1. Let the random map T satisfy the assumptions above, i.e., there exist partitions
where
Proof. Let f ∈ BV(I ).
To estimate V I (P T f ) it is enough to consider fine partitions of I . Since f is Riemann integrable, for an arbitrary ε > 0 we can find a δ such that for any interval
i+1 ] and any partition finer than δ: a
Let a = x 0 < x 1 < · · · < x r = b be such a fine enough partition of I . We can assume that it contains all the endpoints of intervals τ k i 
We divide the sum on the right hand side into three parts: Let us estimate (I) first. We will perform the estimates only for k = 1. For k = 2 they are done in exactly the same way.
We now consider subsums (II) and (III) together. Again, we do it only for k = 1.
i ), i.e., if x j and x j −1 are on opposite sides of an endpoint of τ 1 (I (1) i ). For each I (1) i , we can have at most one pair x j , x j −1 like this and another pair x j / ∈
i ). Thus, subsums (II) and (III) can be estimated by
Since s i = φ 1 i (x j ) and r i = φ 1 i (x j −1 ) are both points in I (1) i , we can write
|f |λ (dx). Hence, the righthand side of (6) is bounded by
Combining estimates (5) and (7) for k = 1, 2, we obtain
Since ε is arbitrarily small this proves the theorem. ✷ (d) For higher dimensional piecewise expanding maps τ k (see [10] ).
(e) For piecewise expanding maps of the whole R (see [12] ).
Corollary 1.
Under the assumptions of Theorem 1, if additionally τ 1 , τ 2 are piecewise onto, then Proof. These are the standard consequences of an inequality of type (4) . ✷
For the list of properties of quasicompact operator and maps with quasicompact Frobenius-Perron operator, as well as their proofs, see [2] . 
be a finite union of intervals and let
This is easy to justify using formula (3). If τ 1 , τ 2 satisfy the assumption of Theorem 1, then the T -invariant density is the same as τ 3 -invariant density.
Example 2. Let us consider two piecewise linear Markov maps τ 1 , τ 2 defined on the same partition as shown in Fig. 1 . For such maps the Frobenius-Perron operator reduces to a matrix [2] . The corresponding matrices are 
where t denotes the transposition and diag(f ) is the diagonal matrix made of vector f . For any linear combination of invariant densities f τ 1 and f τ 2 : f = af τ 1 + bf τ 2 , a, b 0, Eq. (9) can be solved for p (we assumed p 5 = 1 2 ):
Since p 1 usually is different from p 2 , this also shows that most of these combined densities cannot be obtained by random maps with constant probabilities.
Some density vectors cannot be produced by this random map; for example, if f = [1, 1, 2, 1 2 , 1 2 ], the required "probabilities" are
which, of course, are not probabilities. Even some density vectors which are "piecewise" combinations of f τ 1 and f τ 2 cannot be obtained. Let
Then, the probabilities must be
It is easy to see that for any probability p 5 the probability p 3 becomes larger than 1 as a 1 approaches 1 and a 2 approaches 0, which is meaningless.
The number of absolutely continuous invariant measures. This problem for a random map T can be studied in a way analogous to [9] , using graph theoretic and Markov processes methods. In particular, the following proposition can be proved: 
Proof. We only sketch the proof here. Our assumptions imply that densities f (n) , n = 1, 2, . . ., exist. Moreover, the Frobenius-Perron operators P (n) T satisfy inequalities analogous to (4) with uniform constants. This implies that the densities f (n) , n = 1, 2, . . ., have uniformly bounded variation, and thus they form a precompact set in L 1 . Let f * be a limit point of {f (n) } ∞ n=1 . To simplify the notation, we assume that f (n) → f * as n → +∞. This convergence is actually in BV. It is now enough to show that P T f * = f * . We have
The third summand is 0 by definition of f (n) . The other three converge to 0 since
Approximation by matrix operators
In this section we describe a method of approximating the fixed point of the operator P T by the fixed points of matrix operator. The idea of such approximations goes back to Ulam [16] . We adapt it to our situation.
Let T = {τ 1 , . . . , τ K ; p 1 , . . . , p K } be a random map with position dependent probabilities, satisfying the assumptions of Theorem 1. Let P (n) = {J 1 , . . . , J n } be a partition of the interval [a, b] into n subintervals. We assume that max J i ∈P (n) λ(J i ) goes to 0 as n → +∞.
(Often subintervals of equal lengths are used.) Let M (n) k be the matrix of transition probabilities between the elements of P (n) for the map τ k , k = 1, . . . , K:
be a subspace of L 1 consisting of functions which are constant on elements of the partition P (n) . We will represent functions in L (n) as vectors:
which is a finite dimensional approximation to the operator P T .
Theorem 3. For α of Theorem 1 sufficiently large, if f * n is a normalized fixed point of P
(n)
Proof. The proof follows the reasoning for random perturbations of mappings, e.g., [8] . First, we notice that P
Since the operator Q (n) does not increase variation, all the operators P (n) T satisfy inequalities similar to (4) with the same constants. This implies that the fixed points {f * n } ∞ n=1 have uniformly bounded variation and are uniformly bounded. Thus, they form a precompact set in L 1 . Let f * n m → f * in L 1 (and thus in BV). We have
The last difference converges to 0 because of (10) and the fact that Q (n) g → g uniformly on any precompact set in L 1 . This completes the proof of Theorem 3. ✷
Attainable invariant densities
We return to the general setting of Section 2. The positive part of Example 2 leads to the following: k = 1, . . ., K. For any positive constants a k , k = 1, . . . , K, there exists a system of  probability functions p 1 , . 
where we assume that 0/0 = 0.
Proof. It is enough to check that P T f = f . By Eq. (3), we have
The negative part of Example 2 shows that generalizing Theorem 4 may be difficult.
Theorem 5. Let {τ 1 , . . . , τ K } be a collection of maps. The set of densities invariant under random maps
K }, then there exists a set of probabilities p 1 , . . . , p K such that the density f = αf (1) + βf (2) (1) αf (1) + βf (2) (2) αf (1) + βf (2) , k = 1, 2, . . ., K.
Again, we assume 0/0 = 0.
Proof. It is enough to check that P T (αf (1) + βf (2) ) = αf (1) + βf (2) . By Eq. (3), we have P T (αf (1) + βf (2) 
k f (2) = αf (1) + βf (2) . ✷ Let Γ = {τ 1 , . . . , τ K } be a collection of maps. Let A Γ be the set of densities which are invariant for some random map T = {τ 1 , . . . , τ K ; p 1 , . . . , p K }. Theorems 4 and 5 state that A Γ is convex and contains all τ k -invariant densities, k = 1, . . . , K. It is worth noting that if we use only constant probabilities, then the corresponding set of invariant densities is not convex. Γ = {τ 1 , . . . , τ K } contains the identity map, then the set A Γ of attainable densities is equal to the set of all densities.
Corollary 2. If
which can be made arbitrary small by the appropriate choice of ε and n large enough n. For the second summand in (11), we have
Since g(τ k )q Proof. Let f (n) ∈ A Γ , n = 1, 2, . . ., and f (n) → f * weakly in L 1 as n → +∞. Then, by Lemma 1, f * ∈ A Γ . This proves weak closedness of A Γ . The norm closedness follows. ✷ Another natural question arises: Given a set of maps Γ = {τ 1 , . . . , τ K } and a density f , can we find an algorithmic method to decide whether f ∈ A Γ ? The next proposition is an attempt to answer this question.
Proposition 3. We are given a set of maps on an interval
and a density f . Let P (n) be a sequence of partitions as described in Section 4, and let Q (n) , n = 1, 2, . . ., be the associated projection operators. Let M (n) k denote the matrix approximation of operators P τ k associated with
K } be the set of piecewise linear semi-Markov maps defined by the matrices M (n) k [11] . We assume that the constant α of Theorem 1 is sufficiently large. Then, f ∈ A Γ if and only if there exists a sequence of densities
Proof. The proof consists of the combination of the proofs of Lemma 1 and Theorem 3. ✷
Numerical experiments
In this section we describe results of numerical experiments with random map generated by two piecewise expanding maps of the interval [0, 1]. Such experiments are reliable in the sense that the experimental results approach the theoretical ones. This can be proved by methods presented in [10] . We considered two tent maps (1) Let
We set values of p 1 (x) and p 2 (x) only for the points x for which the values were not set before, i.e., outside the set . In practice, the procedure must be stopped after a finite number of steps. Then, we define p 1 (x) = p 2 (x) = 1/2 on all points x on which the probabilities are not yet defined. Figure 2 shows the invariant density of T = {τ 1/3 , τ 16/17 ; p 1 (x), p 2 (x)} with probabilities defined by 4 steps of the above procedure for A = [0, 1/2]. 2 . Figure 3b shows the set A of all attainable pairs [f 1 , f 2 ]. This is the 1-1 projection of the set of all attainable densities f . The computer generated shape is a nonconvex approximations of a convex sets A. Remark. In Examples 3-5, the set A of attainable densities has nonempty interior and its extremal points correspond to probabilities with values 0 or 1 only, which correspond to the nonrandom "random maps" discussed in Example 1.
Open questions
We end the paper with a number of open questions:
(a) Given a set of maps Γ = {τ 1 , . . . , τ K }, does the set of attainable densities A Γ always have nonempty interior in the set of all densities? Of course, except for pathological cases. (b) Given a set of maps Γ = {τ 1 , . . . , τ K }, do the extremal points of A Γ always correspond to nonrandom "random maps," i.e., to probabilities with values 0 or 1 only? (c) Does there exist a set of maps Γ = {τ 1 , . . . , τ K }, such that A Γ is equal to the set of all densities? Again, except for pathological cases.
