Predictive coding is a theoretical framework that provides a functional interpretation of top-down and bottom up interactions in sensory processing. The theory has suggested that specific frequency bands relay bottom-up and top-down information (e.g. "γ up, β down"). But it remains unclear whether this notion generalizes to cross-frequency interactions. Furthermore, most of the evidence so far comes from visual pathways. Here we examined cross-frequency coupling across four sectors of the auditory hierarchy in the macaque. We computed two measures of cross-frequency coupling, phase-amplitude coupling (PAC) and amplitude-amplitude coupling (AAC). Our findings revealed distinct patterns for bottom-up and top-down information processing among cross-frequency interactions. Both top-down and bottom-up made prominent use of low frequencies: low-to-low frequency (θ, α, β) and low frequency-to-high γ couplings were predominant top-down, while low frequency-to-low γ couplings were predominant bottom-up. These patterns were largely preserved across coupling types (PAC and AAC) and across stimulus types (natural and synthetic auditory stimuli), suggesting they are a general feature of information processing in auditory cortex. Moreover, our findings showed that low-frequency PAC alternated between predominantly top-down or bottom-up over time.
1 Significance timescales. The phase of low-frequency oscillations could modulate the amplitude of high-frequency oscillations, putatively allowing control of spiking activity [Buzsáki et al., 2012, Ray and Maunsell, 2011] . AAC has also been shown to correlate with behavior [Canolty and Knight, 2010] , but has been less explored mechanistically. Here we obtained estimates of both PAC and AAC strength as measures of cross-regional information processing in the bottom-up and top-down direction, allowing the two measures to be contrasted and compared in terms of informational content.
One prevalent theory of information processing in the brain which separates bottom-up and top-down components is predictive coding. In this (Bayesian) view of the brain, expectations are formed about incoming sensory information. These top-down predictions (expectations) are compared with bottom-up sensory information (outcomes) and representations are then potentially updated based on a prediction error (surprise), which is the difference between sensory inputs and their expectations. Neural implementations of predictive coding suggest that lower-order feedforward prediction errors are carried by a high frequency (e.g. γ) rhythm, while higher-order areas incorporate these errors into predictions which are fed back by a relatively lower frequency rhythm (e.g. θ,α,β) , Friston, 2008 . Several studies have supported this view [Michalareas et al., 2016 , Bastos et al., 2015 , Fontolan et al., 2014 , though not without exceptions.
Here we probe this prediction by examining differences in cross-frequency coupling strength in the bottom-up and top-down direction across the frequency spectrum. It remains unknown whether this prediction can be generalized to cross-frequency interactions. Based on the predictive coding framework , Friston, 2008 , we would expect the phase of the modulating (source) rhythm to be lower in frequency (e.g. θ,α,β) in the top-down direction, and higher in frequency (e.g. γ) in the bottom-up direction. Alternatively, the same frequency bands could be employed in both directions. This may be possible by coupling to different ranges of the target amplitude spectrum, for instance. Also, bottom-up and top-down coupling could alternate in time, as has been suggested in a previous study [Fontolan et al., 2014] .
Previous work has shown differences in how auditory cortical areas process natural and synthetic sounds [Anonymous, 2014] . It is possible that these differences translate into systematic differences in CFC patterns. If the revealed CFC pattern is a more general hallmark of inter-areal communication though, it should not be specific to stimulus type: natural and synthetic stimuli should show similar overall coupling patterns.
Our work revealed signature patterns of top-down and bottom-up processing in cross-regional PACs and AACs. These patterns were conserved across coupling types and across natural and synthetic stimuli, although overall reduced coupling strength was found for synthetic stimuli. We found that low frequencies featured prominently in both top-down and bottom-up information processing across the auditory hierarchy. , 20 synthetic envelope-preserved sounds (EPSs) or 20 synthetic spectrum-preserved sounds (SPSs). Electrodes were partitioned into four sectors along the caudorostral axis (S1: A1/ML (primary auditory cortex/middle lateral belt), S2: R (rostral core region of the auditory cortex / AL (anterior lateral belt region of the auditory cortex), S3: RTL (lateral rostrotemporal belt region of the auditory cortex), S4: RTp (rostrotemporal pole area)). We decomposed the signal into its time-frequency representation, and obtained amplitude and phase components for each sector. We investigated two types of coupling across sectors: amplitude-amplitude and phase-amplitude coupling. We computed both types of coupling in the bottom-up and top-down direction. Top-down coupling was defined as coupling in which the source electrode came from a sector of higher order than the target electrode, and vice versa for bottom-up coupling.
3 Methods and Materials
Subjects
Three adult male rhesus monkeys (Macaca mulatta) weighing 5.5-10 kg were used for recordings. All procedures and animal care were conducted in accordance with the Institute of Laboratory Animal Resources Guide for the Care and Use of Laboratory Animals. All experimental procedures were approved by the National Institute of Mental Health Animal Care and Use Committee.
Stimuli
The stimuli used for the main experiment included 20 conspecific monkey vocalizations (VOC) and two sets of 20 synthetic stimuli each (envelope-preserved sound, EPS; and spectrum preserved sound, SPS) derived from the original VOC stimuli. The VOC stimulus set consisted of 20 macaque vocalizations employed in a previous study [Kikuchi et al., 2010] .
In order to obtain EPS from VOC stimuli, the envelope of a particular vocalization was estimated based on the amplitude component of the original stimulus' Hilbert transform. The amplitude envelope was then multiplied by broadband white noise to create the EPS stimulus. Thus, all 20 EPS stimuli exhibited flat spectral content; these stimuli could not be discriminated based on spectral features, while the temporal envelopes (and thus the durations) of the original vocalizations were preserved. SPS stimuli were obtained by first generating broadband white noise with a duration of 500 ms and computing its Fourier transform. The SPS stimulus' amplitude in the Fourier domain was then replaced by the average amplitude of the corresponding VOC stimulus, before transforming back to the time domain by computing the inverse-Fourier transform. This resulted in a sound waveform that preserved the average spectrum of the original vocalization, while exhibiting a flat temporal envelope, random phase, with a duration of 500 ms.
A 2 ms cosine rise/fall was then imposed on the stimulus to avoid abrupt onset/offset-effects. Hence, all 20 SPS stimuli exhibited nearly identical, flat temporal envelopes; these stimuli could not be discriminated using temporal features, while the average spectral power of the original vocalizations was preserved.
A total of 60 different stimuli were presented in pseudorandom order, with an interstimulus interval of 3 s.
Each stimulus was presented 60 times. The sound pressure levels of the stimuli measured by a sound level meter ranged from 65 to 72 dB at a location close to the animal's ear. Stimulus duration ranged from around .15 to 1 second (Anonymous, 2014).
Recordings
Custom-designed µECoG arrays (NeuroNexus Technologies, MI, USA) were used to record field potentials from macaque auditory cortex. Arrays were machine fabricated on a very thin polyimide film (20 µm), with each array featuring 32 recording sites, 50 µm in diameter each, on a 4 x 8 grid with 1 mm spacing (i.e., 3 x 7 mm rectangular grid) (Anonymous, 2014 (Anonymous, , 2012 . Two animals, monkeys B and K, were implanted with arrays each in the left hemisphere, while one animal, monkey M, was implanted with arrays in the right hemisphere. Three of the arrays in each monkey were placed on top of STP, in a caudorostrally oriented row (Anonymous, 2014). The implantation procedure was described in detail previously (Anonymous, 2014 (Anonymous, , 2012 .
Stimulus presentation and recording parameters
The experimental procedure was described in detail previously [Anonymous, 2014] . The monkey was placed in a sound-attenuating booth for the experiment (Biocoustics Instruments). The sound stimuli were presented while the monkey sat in a primate chair and listened passively with its head fixed. Auditory evoked potentials from the 128 channels of the ECoG-array were bandpassed between 2-500 Hz, digitally sampled at 1500 Hz, and stored on hard-disk drives by a PZ2-128 preamplifier and the RZ2 base station (Tucker Davis Technology).
Data Pre-Processing
Data analysis was performed using MATLAB R2017a (MathWorks) software. Since there was little significant auditory evoked power above 250 Hz, recordings were low-pass filtered and resampled at 500 Hz to enhance calculation speed and reduce memory requirements. The signal was bandpassed at 60Hz with a narrow-band filter to eliminate the possible presence of line-noise.
The 96 sites on the STP were grouped based on the characteristic frequency maps obtained from the high-gamma power of the evoked response to a set of pure-tone stimuli [Anonymous,2012 [Anonymous, ,2014 . The change in frequency tuning along the STP reverses across areal boundaries, and these reversals were therefore used to identify the areal boundaries. This resulted in a grouping of electrodes into four sectors (Fig 1) , which were estimated to correspond to the following subdivisions at a caudorostral-level within macaque auditory cortex: Sec (Sector) 1, A1/ML (primary auditory cortex/ middle lateral belt); Sec 2, R (rostral core region of the auditory cortex)/AL (anterior lateral belt region of the auditory cortex); Sec 3, RTL (lateral rostrotemporal belt region of the auditory cortex); Sec 4, RTp (rostro-temporal pole area). The recorded signal from each site partitioned into sectors 1-4 was re-referenced by subtracting the average of all sites within a particular sector [Fontolan et al., 2014 , Kellis et al., 2010 .
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We defined the following terminology to refer to particular frequency spaces throughout this paper: delta range: 0 -2.5 Hz; theta range: 2.5 -7.5 Hz; alpha range: 7.5 -12.5 Hz; low beta range: 12.5 -22.5 Hz; high beta range: 22.5 -42.5 Hz; low gamma range: 42.5 -67.5 Hz; high gamma range: > 67.5 Hz. The delta frequency band (0 -2.5 Hz) was not included in the analysis since the pre-amplifier employed during the recording sessions does not allow for recording frequency components below 2 Hz and the power in this band was expectedly low.
3.6 Phase-amplitude (PAC) and amplitude-amplitude (AAC) cross-frequency coupling (CFC) Calculation
Frequency Transformation
For Figures 1-5, the field potential data was first transformed into frequency space by computing the fast Fourier transform (FFT) of the signal in every channel using a 200 ms Hanning window, stepped by 200 ms. Thus, we obtained a frequency representation of the data at a 5Hz bandwidth ranging from 2.5Hz -132.5Hz, which satisfies the Nyquist-criterium. We obtained the phase and amplitude information in a given source and target region for every channel and normalized the amplitude information in each frequency band by the corresponding power in that frequency band, averaged across the entire experiment, so as to account for decreasing power with frequency ( Fig. S1 ).
Obtaining CFCs using canonical correlation
We computed two types of cross-frequency coupling, phase-amplitude (PAC) and amplitude-amplitude (AAC) coupling. Couplings were calculated for every channel pair across the four sectors (S1-S4), resulting in 6 possible cross-sector pairs (S1-S2, S1-S3, S1-S4, S2-S3, S2-S4, S3-S4). We obtained estimates of coupling strength in two directions, bottom-up and top-down. In the former case, the source component was derived from a recording site in a sector lower in the auditory hierarchy than the target component (referred to as bottom-up coupling), while in the latter case the source component came from a sector higher in the auditory hierarchy than the target component (referred to as top-down coupling) ( Fig. 1 ). Ultimately, we were interested in examining the difference in coupling strength in the top-down and bottom-up directions across the auditory hierarchy. Results are presented collapsed across all cross-sector pairs (Fig. 2) , as well as separately for every cross-sector pair ( Fig.   3 ), averaged across all channel pairs and across the three animals in both cases.
We used canonical correlation analysis (CCA), to compute both types of coupling. The advantage of CCA is that it computes coupling among multivarite observations in the source and target regions. This framework, therefore, allows CFC values to be computed across the entire frequency range simultaneously. Furthermore, some approaches to calculating AAC and PAC first carry out dimensionality reduction on the source and target region signals separately, and then calculate correlations in the low dimensional space. If the variance preserving dimensions in the source and target space are not the dimensions that maximize correlations between the source and target space, interactions may be missed. CCA on the other hand finds the low dimensional representations that maximize coupling between the source (X) and target (Y ) space. In CCA, one is seeking projections (linear combinations) U = XA and V = Y B such that the correlation corr(U, V ) among these derived directions is maximal [Durstewitz, 2017] .
We carried out our analyses using a Granger Causal framework. Therefore, we first carried out CCA between amplitude in the target region and time lagged versions of the amplitude (Eqs 1-2), obtaining an estimate of the the coupling strength Y that could be inferred purely from coupling of the signal at the target electrode onto itself. We used the first singular value only to obtain Y ; results did not differ from those obtained from including all entries. We then obtained the residual from this analysis ( Y = Y − Y ), and used this residual when we examined the interactions between regions. Subsequent analysis was performed using the residuals Y from this regression as the signal for the target region.
We then computed phase-amplitude (PAC) and amplitude-amplitude (AAC) cross-frequency couplings across the four sectors ( Fig. 1 (1200 trials * 9 windows) observations for VOC and SPS stimuli and n = 10773 observations (1197 trials * 9 windows) for EPS stimuli, and k = 25 * 2 and k = 25 predictors for PAC and AAC, respectively (Eq 3).
After obtaining the canonical coefficient matrices B and A within the CCA framework (Eq 3), one can obtain the coupling matrix P by multiplying the B and A matrices with the singular values S of the correlation matrix (Eq 4). We used the first 10 directions (and singular values of S) that captured most of the interaction;
results did not differ from those obtained from including all entries. For AAC, the final cross-frequency coupling matrix is P . For PAC, one combines the sine and cosine components of P by computing their Euclidian norm, yielding the final coupling matrix P * P A .
Obtaining the difference between top-down (TD) and bottom-up (BU) coupling
We .
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Frequency Transformation
For computing cross-frequency coupling over time ( Fig. 6 ), the field potential data was first transformed into frequency space by bandpassing the signal and subsequently employing the Hilbert transform. Here, we wanted to examine modulation of the amplitude signal in the target region by a θ (2.5Hz-7.5Hz) phase rhythm from the source region (cross-sector PAC); we focused on the θ band since it contained the most power ( Fig. S1 ). With this in mind, we bandpassed the signal from the source region at a 5Hz bandwidth and the signal from the target region at a 10Hz bandwidth with zero-phase digital filtering (Matlab filtfilt). The bandwidth of the amplitude component in the target region was chosen to be twice as wide as the bandwidth of the modulating phase component in order to ensure the amplitude bandwidth includes the side peaks produced by modulating θ-range phase rhythm [Aru et al., 2015] . The signal from both source and target regions was subsequently transformed into the frequency space by applying the Hilbert transform. We then obtained the instantaneous phase and amplitude signal for a given source and target region, respectively, in every channel. It is possible that due to the nature of the filter choice, signal leaked to earlier time windows (in particular to before stimulus onset) thus leading to higher coupling estimates; however, we were interested in examining differences in bottom-up and top-down coupling here, and signal leak would have affected both directions equally, in other words there is no a priori reason to expect coupling estimates to be higher in one direction over the other.
As a check to ensure our results were not driven by filter choice, we also obtained FFT-ed data at a 25Hz bandwidth ranging from 2.5Hz to 132.5Hz, using a window size of 40ms. The larger bandwidth size resulted from the necessity to achieve sufficient temporal resolution.
Obtaining CFCs over time
CFCs were then computed within the canonical correlation framework as described above. PACs were estimated from the Hilbert-transformed (or FFT-ed) signal by computing the canonical correlation between the phase signal from the source region and the residual (from regressing out Y 's past as described above) of the amplitude signal from the target region. In contast to the analyses described above, now separate estimates for bi-directional coupling coefficients were obtained for every time window, using n = 1200 trials for VOC and n = 1197 trials for EPS/SPS. for normality was conducted for each frequency pair in order to ensure the normality assumption was satisfied, and histogram plots were inspected for select frequency pairs ( Fig. S2,S3 ). In order to assess overall differences in coupling strength for natural and synthetic stimuli ( Fig. 2C/F,Fig. 4 ,S4,S6,S7,S10,S11), paired t-tests were conducted across all channel pairs, cross-regional pairs and animals altogether. In order to assess coupling differences per regional pair ( Fig. 3,S5 ,S8,S9,S12,S13), paired t-tests were conducted separately for each regional pair, across all channel pairs and animals altogether. When assessing coupling differences across time ( Fig.   6 ,S14), paired t-tests were conducted separately for every window, across all channel pairs and animals.
Statistical Analysis
Couplings significant post FDR-correction with α = 0.01 are highlighted with black contours in every figure.
Additionally, as a more conservative test against type I errors, significance of the difference between top-down and bottom-up coupling (∆P ) was also computed using the cluster-permutation method (Fig. S4 ,S7,S11) [Maris and Oostenveld, 2007] .
Results
We analyzed local field potentials recorded simultaneously from multiple cortical areas in the auditory cortex of three macaques while the animals listened to auditory stimuli (Fig. 1) . These auditory stimuli consisted of 20 natural conspecific vocalizations, 20 envelope-preserved stimuli (EPS) and 20 spectrum-preserved stimuli (SPS), which were derived from the original vocalizations [Anonymous,2014] . A previous study established the approximate rostrocaudal location of implanted micro-electrocorticography (µECoG) arrays along the auditory hierarchy by the characteristic frequency of each electrode contact (Anonymous, 2014 (Anonymous, , 2012 . This partitioned the recording sites into four sectors (S1-S4), putatively spanning the caudorostral levels from the core A1 (S1) to RTp (S4), including some of the surrounding belt areas (Fig. 1) . We operationally defined feedforward to occur from earlier to later sectors (bottom-up direction), and feedback to occur from later to earlier sectors (top-down direction).
We wanted to examine cross frequency interactions across the auditory hierarchy. Phase-amplitude coupling is the correlation between the phase at a single frequency in one site, and the amplitude in another site, while November 30, 2018 11/44 amplitude-amplitude coupling is the correlation between the amplitude at a single frequency in one site, and the amplitude at another (and also the same) frequency at another site. When all frequency-frequeny interactions are considered, a matrix of coupling coefficients is generated. To carry out the analysis we first decomposed the signal from every trial and every site into its spectral components using the short-time fast Fourier transform.
This resulted in time-phase and time-amplitude data (Fig. 1 ). Next, we obtained measures of phase-amplitude and amplitude-amplitude coupling strength using canonical correlation analysis (CCA), which allowed us to estimate coupling between all frequencies in the source area and all frequencies in the target area, simultaneously.
Analyses were further carried out in a Granger Causal framework. Therefore, for all analyses we first estimated activity in the target region, using time lagged activity from the same region. We then calculated the residual from this analysis, and used these residuals when examining coupling from other areas (see Methods and Materials). Thus, the coupling coefficients represent correlations over and above coupling that could be inferred from past activity in the target region, on itself.
We computed coupling strength across the frequency spectrum for each cross-regional pair, separately in the top-down and bottom-up direction (Fig. 1 ). Top-down coupling was defined as coupling in which the source electrode came from a sector of higher order than the target electrode, and vice versa for bottom-up coupling.
For example, coupling between the phase (or amplitude) in S4 and the amplitude in S1 is defined as top-down, and coupling between the phase (or amplitude) in S1 and the amplitude in S4 is defined as bottom-up in the case of PAC (or AAC). This definition is in accordance with a previous approach [Fontolan et al., 2014] .
Distinct cross-frequency coupling signatures for bottom-up and top-down coupling, both involving low frequencies
We first examined PAC and AAC across the four sectors, in auditory evoked potentials to 20 conspecific vocalizations (VOC). Both CFC measures peaked in the θ frequency range and showed relatively strong coupling across all the target amplitude frequencies ( Fig. 2A,B ,D,E). The field potential signal showed the highest power in the same frequency band decaying with the typical 1/f pattern thereafter ( Fig S1) , thus satisfying a pre-requisite for the presence of physiologically meaningful CFC [Aru et al., 2015] .
Among PACs, both top-down and bottom-up coupling was dominant between θ phase and broadband amplitude ( Fig. 2A,B ). Examining differences in coupling strength in the two directions more closely (Fig. 2C) ,
PACs showed dominant top-down coupling in the low-frequency space (θ, α, β phase to θ, α, β amplitude), as well as between low frequency phase and high-γ (>67.5Hz) amplitude. Bottom-up PAC was dominant between low frequency phase and low-γ (47.5-62.5Hz) amplitude. The same trends were found when computing significance at p=0.01 using cluster-permutation testing (Fig. S4A ). In addition, bottom-up coupling was dominant between θ phase and θ amplitude, low β (12.5-22.5) phase and high-γ amplitude (127.5-132.5Hz), and between high γ phase and high γ amplitude. These interactions did not show up significant with cluster-permutation testing (Fig. S4A) [Maris and Oostenveld, 2007] .
AACs showed a similar pattern to PACs in both directions, but coupling strength and differences in coupling strength were overall lower than for PACs (Fig. 2D,E) . AACs replicated the pattern oveserved in PACs with dominant θ to broadband coupling in both directions. Additionally, and unlike in PACs, coupling strength among same-frequency couplings was pronounced in both directions with strongest coupling in the low-frequency range (Fig. 2D,E ). Examining differences in coupling strength in the two directions more closely (Fig. 2F) , AACs displayed a similar pattern to PACs but showed less significant frequency pairs than PACs across the entire frequency spectrum. AAC coupling differences did not show up significant with cluster-permutation testing (Fig.   S4B ) [Maris and Oostenveld, 2007] . 4.2 Cross-regional coupling mainly driven by interactions between A1 and higher order sectors
To examine cross-regional patterns in coupling across the auditory hierarchy ( Fig. 1 ) more closely, we analyzed differences between top-down and bottom-up coupling strength separately across the six cross-regional pairs (Fig.   3 ). This revealed that the overall coupling pattern (Fig. 2) was mostly driven by interactions between S1
(A1/ML) and S2-S4 (higher-order sectors) ( Fig. 3 A,B,C) , rather than by interactions among higher-order sectors ( Fig. 3 D,E,F) .
More specifically, interactions between S1 (A1/ML) and S2 (R/AL) show dominant top-down coupling only ( Fig. 3A) , which is overall less widespread across low and high frequency amplitudes than for the cross-regional pairs S1 (A1/ML)-S3 (RTL) (Fig. 3B ) and S1 (A1/ML)-S4 (RTp) (Fig. 3B ). The full pattern as manifested in Fig. 1 only gains full prominence among cross-regional pairs S1-S3 (3B) and S1-S4 (3B), which also include predominant bottom-up coupling between low frequency phase and low-γ amplitude. Interactions between higher-order sectors (3 D,E,F) show fewer differences between top-down and bottom-up coupling. A similar trend was observed among AACs, though differences were overall smaller compared to PACs and there was less widespread low frequency to highγ coupling among S1-S3 and S1-S4 ( Fig. S5) . To examine whether the observed coupling patterns are a general feature of inter-areal communication, we also analyzed coupling strength in two types of synthetic stimuli derived from the natural vocalizations.
Envelope-preserved sounds (EPS) were obtained by leaving the original temporal envelope of the vocalization intact but flattening its spectral content, while spectrum-preserved sounds (SPS) were obtained by leaving the November 30, 2018 16/44 spectral information of the original vocalization intact but flattening its temporal envelope [Anonymous, 2014] (see Methods and Materials 3.2).
EPS and SPS stimuli showed similar bottom-up and top-down coupling patterns to natural stimuli, with
pronounced θ-to-broadband coupling strength in both directions (Fig. S6,S10 ). Examining differences between top-down and bottom-up coupling strength in both types of synthetic stimuli (Fig. 4,S7 , S11), we found that they reflected the same coupling asymmetries across the frequency spectrum as natural stimuli did (Fig. 2) . This was true for PAC ( Fig. 4A,C) and AAC (Fig. 4B,D) alike. More specifically, both types of synthetic stimuli showed dominant top-down coupling among low-to-low frequency and low-to-high γ interactions, and dominant bottom-up coupling among low-to-low γ interactions, like natural stimuli did. Both types of synthetic stimuli also showed similar coupling asymmetries to natural stimuli when examining cross-regional pairs separately (Fig. S8,   S9 , S12, S13), with most of the pattern driven by interactions between A1 and higher-order sectors, as in natural vocalizations.
Spectrally flat stimuli show more differences in bi-directional coupling to natural stimuli than spectrally intact stimuli
To examine differences in coupling strength between natural and synthetic stimuli more closely, we compared coupling strength across stimuli separately in the top-down and bottom-up direction (Fig. 5 ).
EPS stimuli showed lower coupling strength than natural stimuli in both directions for both PACs and AACs (Fig. 5 ). Among PACs more specifically (Fig. 5A-B ), natural stimuli showed higher coupling strength in the top-down direction for select frequency pairs in the low frequency space as well as among low frequency to high-γ coupling (Fig. 5A ). In the bottom-up direction, coupling strength for natural stimuli was enhanced among low frequency to low and high γ couplings (Fig. 5B ). There were also select coupling values in the low and high γ frequency target amplitude space for which coupling was stronger in EPS stimuli.
Among AACs, coupling strength was increased for natural stimuli across the entire frequency spectrum in both directions (Fig. 5 C-D) ; compared to PACs, AACs showed more significant differences between natural and EPS stimuli in the high-frequency space, in both directions ( Fig. 5 C,D) . Altogether, coupling strength is enhanced for natural stimuli over envelope-preserved but spectrally flat synthetic stimuli (EPS) in both directions and across the entire frequency spectrum, with AACs displaying more significant differences in the high-frequency space. SPS stimuli showed more similar coupling patterns to VOC stimuli. Among PACs, there were much less significant differences in both directions ( Fig. 6A-B ) than there were between EPS and natural stimuli ( Fig.   5A-B ). This also held true among AACs (Fig. 6C-D) , especially in the top-down direction (Fig. 6C ) which displayed much less significant differences across the frequency spectrum than for EPS stimuli (Fig. 5C ). SPS and natural stimuli still showed differences among AACs in the bottom-up direction (Fig. 6D ) across the entire November 30, 2018 18/44 frequency spectrum, mostly with increased coupling strength for natural stimuli. Altogether, spectrally rich (but envelope flat) stimuli (SPS) showed less widespread differences to natural stimuli in both directions for both types of coupling; most of the differences were observed in the bottom-up direction among AACs, with natural stimuli showing higher coupling strength across the frequency spectrum. Overall, top-down and bottom-up cross-frequency coupling signatures were preserved among synthetic stimuli, albeit at overall reduced coupling strength. Envelope-flattened (but spectrally intact) SPS stimuli showed smaller differences in coupling strength to VOC stimuli than spectrally-flat (but envelope preserved) EPS stimuli. AACs revealed more widespread differences in coupling strength than PACs among synthetic stimuli, in particular in the γ frequency range.
Top-down and bottom-up coupling alternate across time
To examine the pattern of PAC coupling over time in more detail, we focused on the θ frequency phase band which showed the highest coupling strength ( Fig. 2A-B) . We bandpassed the signal and obtained instantaneous phase and amplitude information by applying the Hilbert-transform (as described in Methods and Materials 3.7).
We then computed PAC for every time window separately, obtaining a time-resolved picture for coupling between the θ (2.5-7.5Hz) phase band in the source sector and θ/α (2.5Hz-12.5Hz) amplitude band in the target sector ( Fig. 7) .
Both bottom-up and top-down coupling strength (Fig. 7A) was increased in the period around stimulus onset (-50ms to 200ms). Examining the difference in coupling strength in the two directions over time (Fig. 7B) ,
we observed that top-down coupling was enhanced immediately before and during stimulus onset ( -50 to 10ms), When examining differences in coupling strength over time at the level of individual cross-regional pairs ( Fig. S14) , we found an alternating pattern across all but one pair though the exact pattern differed somewhat across pairs. The second peak of bottom-up coupling (around 100ms) was present for all pairs but for interactions between S1 and S2 (Fig. S14A ). Hence, this second peak of bottom-up coupling could represent the delayed processing of bottom-up information as signal propagates to higher-order sectors.
We also computed coupling over time from Fourier-transformed, instead of Hilbert transformed, data (see Methods and Materials) to make sure the effect we were observing was not was not a by-product of filter choice, and we obtained a similar result (Fig. S15 ). Bi-directional coupling strength was enhanced in the period around stimulus onset, with enhanced top-down coupling before and during stimulus onset followed by enhanced bottom-up coupling around 100ms (Fig. S15A,B) 
Discussion
We found distinct cross-frequency signatures for top-down and bottom-up information processing in auditory cortex. These patterns were similar across phase-amplitude and amplitude-amplitude couplings, and across stimulus types (albeit at lower coupling strength in synthetic spectrum-flat stimuli). More specifcally, we observed dominant top-down coupling among low-to-low and low-to-high γ frequency interactions, and dominant bottom-up coupling among low-to-low γ frequency interactions. Spectrally intact (but envelope-flattened) synthetic stimuli showed smaller differences in coupling strength to natural vocalization stimuli than did spectrally flat (but envelope preserved) synthetic stimuli. AACs showed more widespread differences in coupling strength than PACs among synthetic stimuli, in particular in the γ frequency range. Altogether, our results suggest these cross-frequency signatures are a general hallmark of bottom-up and top-down information processing in auditory cortex. Moreover, they suggest information need not be propagated along separate frequency bands up and down the auditory hierarchy; rather, low frequencies (θ,α,β) may be prominently involved in both bottom-up and top-down information processing by coupling to different ranges of the target frequency spectrum, and by alternating bottom-up and top-down procesing across time.
The top-down coupling profile we observed is in accordance with previous results, but we also found more prominent involvement of low frequencies in bottom-up information processing than previously reported.
Previous studies found that feedforward (or bottom-up) influences were mediated by gamma frequency range rhythms [Michalareas et al., 2016 , Bastos et al., 2015 , Fontolan et al., 2014 , Bosman et al., 2012 . However, across each of these studies, there were examples of a broader frequency range being employed for bottom-up information transmission. [Fontolan et al., 2014] reported higher bottom-up coupling of delta (1-3Hz) frequency phase in left A1 to high gamma (80-100Hz) amplitude in left association auditory cortex using human depth recordings. [Bastos et al., 2015] found that theta-channels were being used in addition to gamma-frequency channels in feedforward information transmission among primate visual areas. Finally, [Michalareas et al., 2016] did not observe stronger alpha-beta frequency range feedback (top-down) modulation in 8 out of 21 primate visual cortex area pairs (with 2 pairs showing the opposite pattern), and no stronger gamma frequency range feedforward (bottom-up) modulation in 5 out of 21 pairs. We observed dominant bottom-up coupling between low frequency (θ,α,β) phase (or amplitude) and low-γ amplitude among phase-amplitude couplings (and amplitude-amplitude couplings,respectively). Differences in exact frequency ranges reported may be due to regional (visual versus auditory cortex) variation [Tort et al., 2009 , Canolty et al., 2006 ] and species-related variation. Overall, these findings suggest there is no clear association of particular frequency bands with direction, pointing to a picture of top-down and bottom-up processing that is more complex than the previously hypothesized 'β-down vs. γ-up' , Fontolan et al., 2014 .
Rather, our findings point to the existence of conserved cross-frequency signatures of bottom-up and top-down information processing in auditory cortex. These patterns revealed a prominent role for low frequencies in mediating both bottom-up and top-down processing, by coupling to different ranges of the target amplitude frequency spectrum. By coupling to γ rhythms, low frequency oscillations could shape neuronal excitability directly. High-frequency (e.g. γ range) oscillations have been shown to correlate with spiking events. It is also possible for low-frequency oscillations to shape neuronal excitability more indirectly, by coupling to low-frequency rhythms. Through a hierarchically organized oscillation structure, these low-frequency rhythms, in turn, can couple to high-frequency rhythms. Both mechanisms may be at play in regulating information processing in the two directions, but our findings suggest top-down coupling may exert a greater influence over γ rhythms.
We observed the same pattern of results in synthetic stimuli. The overall lower coupling strength we observed in synthetic stimuli could be a consequence of the coding differences that were previously observed between synthetic and intact stimuli (Anonymous, 2014), or they could be driving these coding differences. We observed more widespread differences in coupling strength across the frequency spectrum between the two stimulus types among amplitude-amplitude than among phase-amplitude couplings. The γ frequency range differences in coupling strength among amplitude-amplitude couplings in particular appear to be more sensitive to acoustic features. Therefore, γ range amplitude-amplitude coupling could underlie encoding of stimulus features, whereas phase-amplitude couplings may reflect a more general hallmark of inter-areal communication.
The observation of overall decreased coupling strength in spectrally flat stimuli (EPS) suggests enhanced encoding and processing of information-rich, environmentally relevant stimuli such as the natural vocalization employed here. The fact that envelope-flattened (and spectrally rich) stimuli elicit a coupling profile that resembles natural vocalization stimuli (VOC) more closely suggests some aspects of auditory processing are relatively unhindered by envelope manipulations. This is also consistent with our previous results that showed information about spectrally rich stimuli (SPS) was better maintained than information about spectrally flat stimuli (EPS), at least across the first two sectors (S1,S2) of the auditory hierarchy. In the highest-order auditory sector (S4), decoding performance showed differences across a broader frequency range among VOC and EPS than among VOC and SPS [Anonymous, 2014] .
Bottom-up PAC can be relevant to stimulus encoding. For example, an oscillation-based theory of speech encoding [Hyafil et al., 2015a, Giraud and Poeppel, 2012] predicts that cortical theta oscillations track the syllabic rhythm of speech and, in turn, reset the spiking of neurons at a gamma frequency level through θ-γ PAC.
This ensures that neural excitability is optimally aligned with incoming speech. Our finding of dominant low frequency phase to γ amplitude coupling bottom-up fits within a framework that requires theta-gamma coupling for accurate speech encoding [Hyafil et al., 2015a] . Cross-regional θ-γ PAC as we observed here across A1 and higher order sectors could be responsible for coordinating information processing along the auditory cortical hierarchy. Our observation that these patterns are consistent across stimulus classes implies that this may be a generalized mechanism of auditory information processing which is co-opted during speech processing. However, our finding of enhanced low-to-high frequency phase-amplitude coupling in the top-down direction shows these couplings also mediate top-down influences on information processing.
Coupling in the top-down direction has been of particular interest in theories of the effect of attention on November 30, 2018 23/44 auditory information processing. Attention is thought to to sample stimuli rhythmically, fluctuating at a 4-10 Hz rhythm [Landau and Fries, 2012] , and was shown to enhance the processing of degraded speech in the anterior and posterior STS [Wild et al., 2012] . Frontal top-down signals in the delta and theta frequency range have been shown to modulate low-frequency oscillations in human auditory cortex, increasing their coupling to continuous speech [Park et al., 2015] . The same delta and theta frequency bands have been shown to be more strongly coupled to gamma-range burst rate within monkey A1 during periods of task entrainment [Lakatos et al., 2016] .
In visual cortex, delta frequency oscillations have been shown to entrain with the rhythm of stimuli in the attended stream [Schroeder et al., 2010 , Lakatos et al., 2008 , and top-down beta-band modulation was found to be enhanced with attention [Bastos et al., 2015] . Increased power in low-frequency range oscillations may also, in turn, enhance bottom-up rhythms through top-down (cross-frequency) coupling [Bressler and Richter, 2015, Lee et al., 2013] ; indeed, top-down beta-band activity was found to be maximally correlated with bottom-up gamma-band activity when top-down preceded bottom-up activity [Richter et al., 2017] . In addition, top-down couplings may also reflect the modulatory activity of predictive processes on auditory/speech perception & processing [Chao et al., 2018 , Arnal and Giraud, 2012 , Gagnepain et al., 2012 , Davis et al., 2011 , Wild et al., 2010 , Poeppel et al., 2008 . Our findings of dominant low-to-low and low-to-high frequency coupling are consistent with these accounts, and could well serve to enhance the animals engagement in the task [Lakatos et al., 2016 , Park et al., 2015 . In addition, the top-down coupling signal we observed may also be carrying predictive information, being consistent with frequency ranges which have been shown to carry prediction-update signals [Chao et al., 2018] . We cannot dissociate between attentive or predictive signals here, however.
We found PAC and AAC to offer similar accounts of information processing. This could be due to a high degree of shared informational content between the two measures; it remains unclear how these measures differ, and how AAC could function mechanistically in the brain. To the degree that PAC and AAC offer complementary, non-overlapping information, it is possible that top-down influences are exerted more broadly through various CFC types including both PAC and AAC, and others such as phase synchronization [Fries, 2005] .
Comparisons of bottom-up and top-down coupling strength are relevant to models of neural information processing such as predictive coding. We found that low frequencies were prominently involved in both bottom-up and top-down information processing through cross-frequency coupling. Thus the prediction of highf requencies(γ)up, lowf requencies(β)down does not generalize to cross-frequency interactions. Rather, we found preserved signatures for bottom-up and top-down information processing among cross-frequency interactions, in which low frequencies predominantly targeted different γ amplitude ranges in the two directions.
Within a cross-frequency coupling framework, prediction errors and predictions may thus be propagated up and down the cortical hierarchy, respectively, through PAC: low frequency (θ,α,β) phase to highγ couplings could be November 30, 2018 24/44 used mainly to propagate predictions top-down, adjusting lower-order receptivity according to expectations.
Meanwhile, prediction errors could be relayed to higher order areas through cross-regional low frequency-to-lowγ interactions. Also, information could be relayed using the same frequency ranges by alternating coupling across time, as we have observed among low frequency PAC. Future studies may establish whether (and to what extent) cross-frequency interactions carry prediction and prediction error signals.
In summary, we revealed distinct cross-frequency signatures of top-down and bottom-up information processing. These signatures are largely preserved across coupling types and stimulus types, suggesting they are a general hallmark of information processing in auditory cortex. Our findings suggest that information need not be , depicted for all cross-regional pairs. A S2=>S1 (red), S1=>S2 (blue) B S3=>S1 (red), S1=>S3 (blue) C S4=>S1 (red), S1=>S4 (blue) D S3=>S2 (red), S2=>S3 (blue) E S4=>S2 (red), S2=>S4 (blue) F S4=>S3 (red), S3=>S4 (blue)
