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Transportation departments are required to monitor the condition of road signs
through appropriate condition assessment mechanisms to improve road safety and keep
drivers properly informed. Typically, these mechanisms include visual inspection or
specialized equipment such as retroreflectometers. These methods are costly, tedious, and
risky since they need direct contact with road signs. Efforts to use emerging computer vision
techniques for the assessment of road signs condition combined with the availability of road
data inventories are allowing the automation of these processes, thus easing the inspection
process, reducing costs of equipment, and decreasing the risks associated with the need for
maintenance crews to be in direct contact with road signs.
In this dissertation, a system is developed for automating road sign condition
assessment using imaging databases. The system integrates several local discriminative
features with support vector machine (SVM) methods to generate condition information on
road signs. This work has several contributions that have been demonstrated by experimental
results, including: 1) improving the detection and shape recognition results even when a road
sign is partially occluded or tilted; 2) the ability to identify tilted road signs; 3) the ability to
evaluate the condition of road signs in terms of partial occlusion and partial breakage; 4) the
ability to evaluate possible road sign vandalism; and 5) the ability to evaluate road sign
deterioration in terms of quality and readability.

This system has been tested using images from three different road sign databases.
The experimental results successfully demonstrated the efficiency of the automated road sign
condition assessment system proposed in this dissertation.
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CHAPTER 1
INTRODUCTION

1.1 Transportation management and road inventory data
Transportation management has gained significance in the last two decades due to the
large increase in vehicles and roads [1]. The transportation environment consists mainly of
the road and vehicle. Any transportation system can be evaluated according to two criteria: 1)
Mobility which relates to travel time, speed, and other traffic parameters, and 2) Safety of the
driver and vehicle on the road even if this will affect the mobility criterion [2]. To build a
healthy transportation system that satisfies both mobility and safety, the conditions of the
vehicles and the roads (pavements and signs) must be periodically monitored and assessed
[2].
Investment in transportation research has led to developing automated systems to
establish safer roads and more comfortable driving conditions using a variety of methods
such as intelligent vehicles and road infrastructure, resulting in a large database of
information about highways and roadways to be used with these automated intelligent
transportation systems [3, 4].
1.1.1 Road network data
Inventory data collection offers a large database of information about roadways,
including descriptive data about roads, pavements, bridges, signs, and geo-reference data
which describes the position of these objects [4]. In the last two decades, roadway data
collection has been improved through several methods [3]:
•

Manual data collection: depends on a person who goes through the field using his
measuring and recording devices [5, 6].
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•

Photolog: provides a visual recording of the roadway elements using film cameras [3, 5,
6].

•

Videolog: digital video images captured can be geo-referenced using continuous GPS
navigation system [3, 5, 6].

•

Aerial Photography and Remote Sensing: road network imaging from an elevated
position without actual contact with the network [5, 6].

•

Mobile Mapping System (MMS): using multi-sensor data acquisition system along with
one or more positioning sensors. There are many mobile mapping systems in the United
States and Canada in full implementation such as GPSVan, GPSVision, ON-SIGHT, and
VISAT [7, 8].
Among roadway inventory data, road sign condition information are increasingly

becoming the focus of researchers who are developing automated systems that help in
monitoring roadway hardware condition to create safer roads. Such automated systems will
naturally have to employ road sign detection and recognition algorithms.
1.1.2 Automated road sign detection and recognition
Road sign detection and recognition techniques can be used in many applications such as
[9, 10]:
•

Autonomous intelligent vehicle in which road sign recognition (RSR) would be used with
other functionalities to control the vehicle.

•

Driver assistance systems in which a driver can get instructions from road sign
recognition systems (RSRS) according to regulating and warning signs.

•

Road sign maintenance: Instead of manual evaluation of road signs status, road sign
recognition (RSR) can help in determining the visibility of road signs.
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•

Building geographical information systems (GIS) and data fusion with aerial images to
help in determining the position and type of road sign on a GIS map.
Road sign recognition is a very complex task, with many possible problems. These

problems can be classified in three different groups [11, 12]:
•

Weather conditions and surrounding environment: Road signs can be affected by weather
conditions such as the sun and the wind either by fadedness and deterioration or tilting.
Road signs can also be occluded partially or completely by surrounding trees or other
sign posts cross the road.

•

Acquisition problems: Lighting conditions, camera settings, acquisition time during the
day, and van speed during acquisition can affect the overall process of recognition,
especially the segmentation and detection stages.

•

Vandalism: Vandalism can deface the road sign through breaking which affects the shape
of the sign or painting and writings which affect the sign content.
Many pattern recognition algorithms can be used in road sign detection and recognition,

but each one of these algorithms has its limitations. Some algorithms have a problem with
orientation, size, color intensity, or partially broken or hidden signs.
In general, road sign recognition systems are divided into stages or cascaded methods
(Figure 1.1):
•

Color based method (segmentation)

•

Shape based method (shape detection)

•

Content based method (classification)
Many researches have been focusing in the last two decades on these individual stages,

and they are finally beginning to integrate them to create hybrid RSR systems to increase the
3

efficiency and the computation speed. Modern RSR systems use color first to classify signs in
order to narrow the road set, shape could be used next to narrow the road set more and finally
the classification can take place with smaller road set than the original one. We should notice
that this whole process is dependable on each stage which means that failing to detect road
sign at any stage will lead to miss this sign by necessity [13].

RS Image
Acquisition

Color
Segmentation

Shape
Detection

Classification

Figure 1.1: General road sign recognition system.

Research can be done on any stage to enhance the overall system. Road sign recognition
systems still have efficiency problems especially with scale, rotation, and partially occlusion.
RSR systems have to take care of luminance in addition to deploy different methodology on
segmentation and shape detection if we are working on USA road signs other than European
road signs.
1.2 Motivation and significance
Road signs suffer from many visibility problems such as occlusion, vandalism, and
deterioration. Maintenance agencies need to keep track with the condition of road signs by
following traditional methods of inspection and condition assessment. Typically, these
mechanisms include visual inspection or specialized equipment such as retroreflectometer.
These methods are costly, tedious, and risky since they need direct contact with road signs
[14].
Latest emerging computer vision techniques can be mobilized for usage in road sign
inspection provided the availability of road data inventories in appropriate formats and their
4

applicability to automated processes. Using these techniques will ease the inspection process,
reduce costs of equipment, and decrease the risk associated with direct contact of a person
with road signs on roads [14, 15]. Road sign detection and recognition techniques are being
used in these automated inspection and condition assessment systems.
Visibility parameter such as retroreflectivity has been addressed by several researchers
but most works in this sense have been done under the same illumination by using a fixed
light source. Partial occlusion and vandalism have been addressed by several researchers in
road sign recognition systems as a problem that has to be gotten over; but not as a defect that
has to be detected.
In the last twenty years a huge research was done on road sign detection and recognition
[1, 16], but since that a great challenges have arisen. These challenges are concluded on
processing time which is critical on driver assistant systems (DAS), classification efficiency
since we have hundreds of road signs, and defected road signs detection and recognition.
Road sign detection and recognition systems have many problems to work with; these
problems can be classified in three different groups:
•

Road sign placement and circumstances: weather conditions may affect road signs either
by fading them which will result on unreadable signs or rotating them by wind. Some
road signs can be hidden partially by trees or street sign posts, in addition to problems
resulted from placing two road signs together (see Figure 1.2).
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Figure 1.2: Partially occluded and tilted road signs.
•

Road sign imaging conditions: imaging conditions which implement the acquisition unit
in any road sign recognition system play a basic role in recognition because different
lighting conditions mean different gray levels for the same road sign. Lighting conditions
can vary by using different camera systems, different camera settings, or different times
during the day. Blurred image is another problem resulted from imaging from a moving
vehicle; this depends on the MMS used and on the vehicle speed (see Figure 1.3).

Figure 1.3: Dark and blurred road sign images.
•

Manmade obstructions: manmade objects with the same colors as road signs can make the
classification more complicated while vandalism can deface the road sign through
breaking which affect the shape of the sign or painting and writings which affect the sign
content (see Figure 1.4).
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Figure 1.4: Vandalized road sign and road sign with similar background.
Several pattern recognition algorithms have been proposed for road sign detection and
recognition but limitations and drawbacks of these algorithms poses implementation
challenges. Problems with identification of orientation, size, color intensity, or partially
broken or partially hidden should be resolved and recognition efficiency needs to be
increased.
Previous works on shape detection and recognition methods have either neglected
addressing road sign partial occlusion and sign tilting problems or proposed partial solutions
for these problems. In [17], partial occlusion of road sign side dimensions was considered
while occlusion of vertices has not been addressed. In [18], only mild partial occlusion
problems have been addressed. In [19], occlusion of the road sign content has been addressed
while borders occlusion has been neglected.
Road sign detection and recognition methodology depends mainly on the system
being used for. In driver assistant systems (DAS), the purpose is to build a real time
recognition system with high efficiency while time has less importance if we are applying a
recognition algorithm to build geographic information systems (GIS) or if it is used by
transportation departments or maintenance agencies to detect problems of road signs.
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The significance of this work is to automate the detection and recognition of
regulatory and warning road signs used in the United States (U.S.) by integrating road signs’
color information and outline shape data. This detection and recognition method should
overcome partially occluded sign problem or titled signs by incorporating symmetry
properties of signs’ shapes. In addition; this work aims to benefit from mobile mapping
system (MMS) inventory data to assess the condition of road signs’ visibility as a
replacement of traditional methods which depend on visual inspection.
1.3 Research goals
In this dissertation, I try to address the following research problems:
•

Detection and recognition of partially occluded road sign shapes by suggesting a new and
simple geometric method which benefits from road sign color information and road sign
shape vertices and dimensions.

•

Tilt detection and computation of road signs using the symmetry properties of road sign
shape outline since tilting can affect the overall driver visibility of road sign. We will try
to address this problem through suggesting a methodology that has the ability to decide if
specific sign is tilted or rotated in addition to determine the degree of tilting.

•

Evaluation of road sign shape visibility in terms of partial occlusion and partial broken
signs which affect the efficiency of detection and recognition systems and also affect the
visibility of the driver on the roadway. I used the Distance to Border (DtB) vector as a
feature of road signs to determine the shape visibility by training these vectors on Support
Vector Machine (SVM).

•

Evaluation of road sign visibility in terms of vandalism which affects the driver visibility
of road signs and can have wrong information in some situations. Gaussian-kernel
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support vector machine has been deployed on gray-scale images of road signs to detect
vandalized from non-vandalized ones.
•

Evaluation of road sign visibility in terms of deterioration which also affects the driver
visibility of road signs especially at nighttime. A feature vector of red, green, blue, and
gray of road sign background has been used with linear support vector machine to detect
deteriorated from non-deteriorated ones. This inspection system can help transportation
departments or maintenance agencies on keep tracking with the signposting and the status
of road signs in addition to Driver Assistant Systems which can use this algorithm in the
detection stage to increase the efficiency.

1.4 Dissertation outline
The remaining chapters of this dissertation are described as follows:
In Chapter ΙΙ, I present a definition of road signs in the united states and mobile
mapping systems in addition to some common techniques currently used in road sign
detection and recognition and road sign maintenance and condition assessment. Section 2.1
summarizes the concept of mobile mapping systems and introduces the VISAT system and
road signs in the United States. Section 2.2 summarizes traditional methods of road signs
maintenance and condition assessment in addition to computer vision methods used in this
area. Section 2.3 summarizes some common detection techniques used in road sign
recognition systems (RSRS) based on color and shape information. Section 2.4 summarizes
most common road signs’ classification techniques.
In Chapter III, I present theoretical background and concepts that are used in this
dissertation. Section 3.1 defines the concept of support vector machine (SVM). Section 3.2
defines the concept of k-nearest neighbor algorithm. Section 3.3 introduces cross-validation
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methods. Section 3.4 defines the concept of particle swarm optimization (PSO). Section 3.5
summarizes the classification performance measurements.
In Chapter ΙV, I present an automated geometric road sign shape recognition and
tilting computation methodology. Section 4.1 deploys color thresholding segmentation on
road sign frames. Section 4.2 summarizes a cascade of geometric detectors used to recognize
road sign shapes. Section 4.3 proposes an automated geometric methodology of road sign tilt
detection and angle computation that is able to detect if a road sign position has been altered
(i.e. tilted or rotated).
In Chapter V, A new methodology is proposed that inspects road signs’ visibility, this
framework evaluates the visibility of road sign in terms of partial occlusion or broken,
vandalism, and deterioration. Section 5.1 introduces a shape feature extraction using distance
to border (DtB) technique. Section 5.2 detects defective shapes (partially occluded or
partially broken) using linear support vector machine (SVM). Section 5.3 evaluates road sign
vandalism using Gaussian-kernel support vector machine. Section 5.4 shows road sign
condition assessment of deterioration.
Chapter VI presents the results of the proposed system under different parameters.
Section 6.1 presents the methods used to acquire road signs data. Section 6.2 shows the color
segmentation and shape recognition results. Section 6.3 summarizes the results of tilting
computation method. Section 6.4 summarizes the results of partial occlusion condition
assessment while Section 6.5 and section 6.6 summarize the results of both vandalism and
deterioration condition assessment.
Chapter VΙI describes basic achievements and conclusions in addition to some plans of future
work. Section 7.1 summarizes results and achievements. Section 7.2 introduces conclusions,
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recommendations, and limitations. Section 7.3 summarizes the contributions. Section 7.4
discusses some future research directions.
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CHAPTER 2
LITERATURE REVIEW
Monitoring transportation network is enormous task that has to work with huge
databases. Mobile mapping systems offer both descriptive and geo-reference data of road
networks. This data which includes road signs, road crossings, and pavements has to be
managed and used in the best possible way. Road signs are one of the most road network
elements; since they play a critical role in driver safety. Transportation departments have the
challenge of keeping track with road signs to maintain them in a good shape in terms of
visibility.
Computer vision techniques are applied in road sign management and condition
assessment instead of traditional methods. Using computer vision techniques will ease the
condition assessment process, reduce costs of equipment, and decrease the risk associated
with direct contact of a person with road signs on roads [14, 15]. Road sign detection and
recognition techniques are being used in these automated condition assessment systems.
This chapter presents a definition of road signs in the United States and mobile
mapping systems; in addition to some common techniques in road sign detection and
recognition systems and visibility estimation techniques in the literature. Section 2.1
summarizes the concept of mobile mapping systems and introduces the VISAT system and
road signs in the United States. Section 2.2 summarizes both traditional methods and
computer vision methods that are normally used in road signs’ condition assessment. Section
2.3 summarizes some common detection techniques used in road sign recognition systems
(RSRS) based on color and shape analysis. Section 2.4 summarizes most common
classification techniques in addition to some road sign recognition systems (RSRS) in the
literature.
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2.1 Mobile mapping systems and road signs
Road signs inventory data is collected using mobile mapping systems. These mobile
mapping systems have the ability to collect such a data with an efficient time rate and under
the traffic speed. These systems provide photometric data with high resolutions and provide
accurate geo-reference data [4].
2.1.1 Mobile mapping systems (MMS)
Mobile mapping systems consist of two main units [3, 7]:
•

Positioning Sensors (Navigation), which helps in finding the geo-reference data of any
image or object and it has two categories:
a. Environment-dependent positioning sensors such as global positioning system
(GPS) and radio navigation systems.
b. Self-contained inertial positioning sensors like inertial navigation system
(INS), gyroscopes, and accelerators.

•

Mapping Sensors (Imaging), this helps in finding the descriptive data of the road
infrastructure such as video and digital camera images. Figure 2.1 shows a general MMS.
Among roadway inventory data, road sign condition information are increasingly

becoming the focus of researchers aiming to develop automated systems that help in
monitoring roadway hardware condition for safer roads. Such automated systems will
naturally employ road sign detection and recognition algorithms.
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Figure 2.1: General mobile mapping system (MMS) [3].

2.1.2 VISAT mobile mapping system
University of Calgary has developed VISAT mobile mapping system in cooperation
with Geofit, inc. [20]. The system collects road data with position accuracy at a maximum
vehicle speed of 60 km/h. It consists of navigation and imaging sensors [20]:
•

Navigation sensors: VISAT uses a strap-down inertial navigation system (INS) and two
L1/L2 global positioning system (GPS) receivers as positioning sensors. This integration
of INS and GPS helps in providing accurate position and orientation of the VISAT
system. The GPS provides the position of the vehicle and controls INS errors. On the
other hand, INS gives camera attitude information and bridges GPS outages. In addition,
VISAT system uses an anti brake system (ABS) to keep a fixed distance between camera
exposures.
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•

Imaging sensors: VISAT uses a cluster of eight video cameras and an SVHS camera, to
provide 3D positioning with respect to VISAT vehicle and two of any object. Figure 2.2
shows VISAT Van.

Figure 2.2: VISAT van [21].

On-line synchronization of GPS, INS, ABS, and camera images is a very important
process to get true road data. In addition, the position of the object of interest can be
determined later in the post-processing stage through photogrammetric triangulation from
two images. This process depends on several information such as position of camera at
exposure time, camera orientation at exposure time, interior geometry of the camera sensor,
and the lens distortion parameters [3, 8, 22]. Figure 2.3 shows the VISAT data acquisition
system.

VISAT Data Acquisition Module

Video Images
(S-VHS)

Digital Images
(CCD)

Position
(GPS)

Attitude
(INS)

Figure 2.3: VISAT data acquisition system structure [22].
15

Displacement
(ABS)

2.1.3 Road signs in the United States
Road signs are very informative source of information for drivers. It is placed along,
beside, and above the highway or roadway to warn, regulate, and guide the traffic flow.
There are three main classes of signs according to their functionality:
•

Regulatory Signs: “Regulatory signs shall be used to inform road users of selected
traffic laws or regulations and indicate the applicability of the legal requirements”
[23]. Figure 2.4 shows regulatory road signs in the US.

Figure 2.4: Regulatory road signs in the US [24].

•

Warning Signs: “Warning signs call attention to unexpected conditions on or
adjacent to a highway, street, or private roads open to public travel and to situations
that might not be readily apparent to road users” [23]. Figure 2.5 shows warning road
signs in the US.
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Figure 2.5: Warning road signs in the US [24].
•

Guide and Informational Signs: “Guide signs are essential to direct road users along
streets and highways, to inform them of intersecting routes, to direct them to cities,
towns, villages, or other important destinations” [23]. Figure 2.6 shows guide and
informational road signs in the US.

Figure 2.6: Guide and informational road signs in the US [24].
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Signs can be divided according to their shapes into Octagon, Equilateral Triangle,
Pentagon, Diamond, and Rectangle. In general, each shape has a meaning but as the number
of sign sides increases the significance increases. Figure 2.7 shows road sign shapes in the
US.

Figure 2.7: Road sign shapes in the US [24].

Signs have many colors for legend and background: Black, Blue, Brown, Green,
Orange, Red, White, Yellow, and Purple. Each color corresponds to specific information that
has to be delivered to the driver. Figure 2.8 shows road sign colors in the US.

Figure 2.8: Road sign colors in the US [24].
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2.2 Road signs maintenance and condition assessment
The purpose of road signs is to provide proper information and warnings to drivers
over roadways and highways. In order for drivers to drive safely, they should be able to read
these signs which inform them of any unexpected condition. Visibility problems of road signs
can lead to a situation where the driver does not receive the message or receives a wrong one.
These visibility problems are highly correlated to road sign surrounding and aging, weather
conditions and manmade obstructions. Such problems usually are categorized as: tilting,
partial occlusion, vandalism, and deterioration [25].
2.2.1 Traditional methods of maintenance and condition assessment
Road signs should be posted in a proper position and fixed to resist tilting by the wind
or displacement by vandalism. Maintenance agencies should be aware of proper road sign
posting, cleanliness, legibility, and visibility during daytime and nighttime. In addition,
maintenance agencies should have their own schedule for road sign inspection, cleaning, and
replacement. Damaged or deteriorated signs should be replaced. Occluded road signs should
be reported by maintenance agencies to make a proper solution later. Replacement of
deteriorated road signs can be done after measuring their retroreflectivity [23].
Different methods are used in road sign assessment and replacement to maintain them
in a good condition [23, 26]:
•

Visual inspection: maintenance agencies employees can report any defected road sign
during daytime by visual inspection. Nighttime inspection can also be accomplished by a
trained inspector in a moving vehicle to assess the retroreflectivity of road signs. The
trained inspector can record the condition of any road sign using paper and pencil or
using a laptop; in addition, location of defective road sign (georeference data) can be
gathered using a GPS device. This method is prone to judgment errors. Replacement of
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defective or low retroreflectivity road signs that are visually identified by the inspector
can be accomplished by maintenance agencies.
•

Sign retroreflectivity measurement: sign retroreflectivity can be measured using a
retroreflectometer. Retroreflectometer is placed directly on the sign or an impulse
retroreflectometer is manually directed toward road sign and manually fired where a laser
beam is bounced toward the road sign and the reflected laser energy is then used to
calculate the retroreflectivity. Signs with retroreflectivity below the minimum levels
should be replaced. This method is tedious, expensive, and dangerous since it includes
direct contact between a person and traffic. Examples of retroreflectometers are
RetroSign GR3 and DELTA RetroSign 4500TM digital retroreflectometer.

•

Sign age: road sign age recorded at the installation date is compared to the expected sign
life in specific geographic area. Signs older than the expected life should be replaced.
This method could be inaccurate since there are many other factors other than age that
affect sign retroreflectivity.

•

Blanket replacement: signs in a specific area or route or of a given type can be replaced
periodically. The advantage of such a method is that it does not need to assess road sign
condition. This method is costly since non-defective signs can be replaced.

•

Control signs: a sample of road signs (control signs) are taken in specific area to measure
the performance of all road signs in that area. These control signs are assessed in terms of
retroreflectivity and if they have lower values than the minimum levels; all signs
represented by them have to be replaced.

•

Computer vision techniques: computer vision techniques can be applied to road signs to
evaluate their condition by establishing specific visibility measurement parameters.
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2.2.2 Road sign deterioration and retroreflectivity
Road sign deterioration can affect roadway drivers’ visibility at daytime and nighttime
[23, 25, 26]. Road sign deterioration is normally estimated by measuring its’ retroreflectivity
by visual inspection, hand-held devices, or computer vision techniques. Retroreflectivity is
defined as the ability of road sign material to reflect the light toward the original source [27].
Road signs should maintain a minimal retroreflectivity level in order to inform the driver
with a proper message regarding unexpected road condition. The coefficient of
retroreflection, which is defined as the amount of reflected light from a material to the
amount of light coming from the source, is used to determine the retroreflectivity which is
denoted by RA [27]. The driver will observe road signs with high retroreflectivity in a better
way than those which have lower values [26, 27].
Sheeting material determines the ability of road sign to reflect light. Different sheeting
materials are used in the united states for road signs faces: glass beads, encapsulated glass
beads, and prismatic. Encapsulated glass beads and prismatic sheeting materials have higher
retroreflectivity than glass beads sheeting material [23, 28].
There are many factors that affect the retroreflectivity of road signs, these factors can be
concluded in: the type of sheeting material [27, 28], the color of sheeting material [29], the
age of road sign [27], the amount of dirt build up on the sign [30], and the orientation of road
sign with respect to sun.
Retroreflectivity of red road signs is a good measure in predicting their visibility while
white and yellow road signs have a good visibility even with degradation of retroreflectivity
[29].
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Table 2.1: Minimum maintained retroreflectivity levels.
Sheeting Type
Sign Color

Beaded Sheeting
I

II

Prismatic Sheeting
III

III, IV, VI,VII, VIII, IX, X

G ≥ 7 W; G ≥ 15 G ≥ 25

W ≥ 250; G ≥ 25

White on Green
G≥7

W ≥120; G ≥ 15

Black on Yellow or

-

Y ≥ 50; O ≥ 50

Black on Orange

-

Y ≥75; O ≥ 75

White on Red

W ≥ 35; R ≥ 7

Black on White

W ≥ 50

Figure 2.9 shows the relation between retroreflectivity and road sign age recorded by a
report from Indiana department of transportation along with minimum retroreflectivity
values.

Figure 2.9: The relation between retroreflectivity and road sign age along with minimum
retroreflectivity [27].
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2.2.3 Roadway data and computer vision condition assessment methods
Computer vision techniques are used nowadays in many roadway inventory projects
to automate the process of detecting and recognition of road signs from such a database [1, 4,
31, 32]. In [4], road signs along with other road inventory data are extracted from the
GPSVision mobile mapping system to build geographic information system (GIS) of road
networks and to fuse roadway inventory data with aerial photographs. In [31, 32], road sign
detection and recognition techniques were deployed on roadway inventory images instead of
human operator. In [33], color segmentation, blob detection, and recognition of road signs for
inventory purposes were addressed.
Road maintenance agencies need to keep track with road signs condition which
normally done by either visual inspection or using equipments like retroreflectometer. These
methods are expensive, tedious, and risky since they need direct contact with road signs over
roads [14, 29].
Currently, a new trend toward using computer vision methods in road sign condition
assessment is being suggested since many road data inventory systems are available. Using
computer vision techniques will ease the condition assessment process, reduce costs of such
equipments used, and decrease the risk resulted from direct contact of a person with road
signs on roads [14, 15, 29, 34].
In [14], a visibility parameter has been suggested to determine if the road sign is
deteriorated or not. This visibility parameter depends on the gray level and the distance to
camera of road sign. Road sign images have been captured at night using headlamps as light
source to make the inspection process or the visibility parameter invariant to illumination.
Road sign detection and recognition techniques were used to determine region of interest in

23

addition to road sign classification. This method has been tested on only three different road
signs under the same illumination.
In [15], retroreflectivity has been measured as a function of road sign distance from
the camera and luminance. Infrared illuminator has been used to apply infrared light to the
sign and the reflected light is captured by two cameras to make the process invariant to
illumination. Image segmentation techniques were used to extract road sign elements (text,
border, and background), retroreflectivity of each element is measured to decide the status of
road sign. Data acquisition process has some limitations due to the usage of infrared
illuminator and to avoid geometric distortion.
In [29], a digital video image analysis system has been proposed to measure road sign
brightness from images captured at nighttime. GPS coordinates are used to determine the
location of road signs. This method also works under the same illumination level.
In [34], retroreflectivity is calculated by measuring both road sign foreground and
background intensities. A light source flash is applied from active-sensor system and an
intensity sensor is used to gather the reflected light.
In [35], an estimation of traffic sign visibility has been proposed. The difference
between road sign region and road sign surrounding sub-region has been considered to
estimate the visibility of specific road sign. This difference feature vector consists of average
color difference, complexity difference, and color distribution difference between road sign
region and surrounding sub-regions. In [36], more visibility parameters like visual size, the
degree of occlusion, and lighting conditions were considered to estimate the overall visibility
of specific road sign.
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In [37], road sign visibility was estimated from laser scanner data. Tilt angle, road
sign flatness, and standard deviation of sign retroreflectivity were measured. The
methodology was tested on small portion of road signs.
In [38], a visibility measurement of traffic signals has been set up by measuring the
detectability which is defined as the disability of a driver to find a traffic sign and
discriminability which is defined as the disability of a driver to recognize the sign. In [39], a
visibility measurement has been established by estimating a fog density from images.
In fact, a major challenge on the automation of road sign recognition and condition
assessment systems is illumination variations. Visibility parameters such as retroreflectivity
have been addressed by several researchers but most works to measure reflectivity have been
done using a light source.
Mobile mapping system images have not been used to automate the measurement of
road signs visibility. Some visibility parameters such as partial occlusion and vandalism are
still inspected using visual inspection. Partial occlusion and vandalism have been discussed
by several researchers [9, 40, 41] as a problem that needs to be addressed but they were not
considered as defects.
2.3 Road sign detection
Road signs have specific known colors such as red, yellow, and white and specific
symmetric shapes such as triangular, rectangular, diamond, pentagonal, octagonal, and
circular each with specific properties. Color and shape properties were used by many
researchers to detect road sign region of interest (ROI) from a scene image either by
integrating color and shape information together [10, 19, 33, 42] or by applying shape
analysis techniques on without incorporating color information [43, 44].
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2.3.1 Color- based segmentation
Color model is a mathematical representation of color information. Color space is a
wider convention which represents color model in addition to mapping function [45].
RGB color model consists of red, green, and blue arranged in the Cartesian coordinate
system where each colored image can be divided into three different images assigned to each
one of the basic colors. RGB is the most common color space used since it is compatible with
hardware implementation [46]. The Hue Saturation Intensity (HSI) color space is similar to
the way human recognize colors, it consists of hue which represent the dominant color value,
saturation which represent the purity of color, and intensity [47].
Segmentation is the process of partitioning an image into disjoint regions according to
specific patterns such as gray-level intensity, shapes, edges, and boundaries. A good
segmentation method should result in uniform and homogeneous separate regions with
respect to the specific pattern used. Hence, color image segmentation is a process of
extracting from the image domain one or more connected regions satisfying uniformity
(homogeneity) criterion which is based on features derived from the spectral components
[48].
In [49] , color segmentation methods have been classified into three groups:
1. Feature-space based techniques
These techniques deploy color information to segment image by clustering or
histogram thresholding. These methods do not provide any spatial information.
2. Image-domain based techniques
These techniques try to deploy both color and space information to segment an image.
They combine the color homogeneity and spatial features compactness. This group
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include techniques such as split-and-merge, region growing, edge based, and neural
network based classification techniques [50].
3. Physics based techniques
These techniques are based on constructing physical models that represent the
interaction of light with a material.

Road sign color segmentation as the first stage in road sign recognition systems plays
a critical role in the next steps since failing to segment the road sign properly will lead
necessarily to miss it in the detection stage. In general, road signs have specific colors as
mentioned previously but the most common colors in most countries are: red, yellow, and
white. Being able to detect these colors within a traffic scene will produce a binary image
which has the road sign in white color and the background in black. This Region of interest
(ROI) which is the white one will reduce the searching area within the image and increase the
chance to recognize the road sign by the road sign recognition system (RSRS) in addition to
decreasing the training time. Many segmentation methods were suggested in the literature to
detect this ROI but lighting conditions or illumination is a very challenging problem since
road sign images are normally taken at different times during the day and at different weather
conditions.
Most researches in the literature suggested color thresholding on specific color space
to segment road sign scene image. Different road sign colors and shapes are used in the
world; but the most common colors used are: red, yellow, orange, green, blue, and white. In
[51, 52], RGB normalized thresholding was used to get over illumination changes:
r= R/(R+G+B), g= G/(R+G+B), and b= B/(R+G+B); where r+g+b=1. Threshold values
were set up to segment red and yellow road signs as follows:
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True, if r (i, j ) ≥ ThR and g (i, j ) ≤ ThG
Re d (i, j ) = 
False, otherwise

(2.1)

True, if (r (i, j ) + g (i, j )) ≥ ThY
Yellow(i, j ) = 
False, otherwise

(2.2)

where ThR = .4 , ThG = .3 , and ThY = .95

RGB color space thresholding was used also in [19, 53-55] to segment road sign
scene images according to road sign colors while HIS color space thresholding was used in
[10, 56-58]to segment road sign images. In [18, 59], clustering the pixels in L*a*b color
space was applied based on color features to get ROI. Color gradient and edge maps were
used to detect road signs.
In [60, 61], a shadow and highlight invariant segmentation method was proposed.
This method applies region growing on seed image and hue image by converting RGB image
to normalized HSV image and using normalized saturation and value to discard achromatic
data from the hue image. Seed values are obtained from the hue image.
RGB difference was applied to perform achromatic decomposition in [51] to segment
white road signs as follows:
True, if R(i, j ) − G (i, j ) ≤ ThA1 and

G (i, j ) − B(i, j ) ≤ ThA2 and

Achr (i, j ) = 
B(i, j ) − R(i, j ) ≤ ThA3

 False, otherwise

True, if ThR1 ≤ R(i, j ) ≤ ThR2 and

ThG1 ≤ G (i, j ) ≤ ThG 2 and

White(i, j ) = 
ThB1 ≤ B (i, j ) ≤ ThB2

 False, otherwise
Where ThA1 = 32 , ThA2 and ThA3 = 40
ThR1 , ThR2 , ThG1 , ThG 2 , ThB1 , and ThB2
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(2.3)

( 2. 4)

2.3.2 Shape detection and recognition
Shape can be used as a first stage in road sign detection from gray scale images or a
second stage on the color segmented image.
Different methods were used to detect and recognize road sign shapes, these methods
can be concluded in: geometric methods, neural network, distance to border vector, Hough
transform, genetic algorithms, and radial symmetry methods.
In [19, 58], four vectors of border to bounding box distances were trained with
support vector machine (SVM) to recognize road sign shape. In [9, 11], distance to border
(DtB) vector was used as a shape feature to train linear support vector machine in order to
recognize circular, triangular, square, and semi-ellipse road sign shapes. In [18, 59], Five
different road signs were recognized (circle, triangle, rectangle, octagon, and pentagon) by
calculating number of sides of each shape. Number of sides was calculated as the number of
maximum points in the distance to border vector. Sign location was adopted with color and
shape information in addition to haar features to recognize road sign objects [62]. Local
contour pattern operator was deployed on binary images after applying canny edge detector
to detect circular and triangular road sign shapes [63, 64].
Principal component analysis (PCA) with k-nearest neighbor (KNN) classifier was
used to detect the sign in [12, 54]. Boosted detector cascade was trained with dissociated
dipoles to detect ROI while Hough transform and radial symmetry were used to recognize
triangular or circular shape road signs [43]. Haar-like features were used in [44] while
Genetic algorithm used in [10] to detect road sign shape. In [57], area and multilayer
perceptron (MLP) network was used for shape analysis.
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In [65], fast radial symmetry was used to detect circular speed signs from a gray-scale
image without using color information. Also, in [66], a set of Haar wavelet were used to
detect road signs using Adaboost training while in [67], Gaussian pyramids of edges and
color opponents are used to detect road signs. In [68], a self-organizing map (SOM) has been
used on Gabor wavelet convoluted images to distinguish road signs from non-road sign
objects.
In [69], detection of triangular and circular road sign shapes has been accomplished
by applying canny edge detector with dynamic thresholds to preserve object contours;
followed by Hough transform to detect triangular and circular signs using both closed and
almost closed contours. Hough transform has also been used in [70] to detect circular and
triangular road sign shapes. In [61], a fuzzy shape recognizer was used to determine
triangular and circular road sign shapes. Ellipticity (E) and Triangularity (T) of filtered
objects in the segmented image were used as inputs to the fuzzy shape recognizer. This shape
recognition process was invariant to scale and rotation since moments were used to represent
these objects.
2.4 Road sign recognition and classification
Most recognition algorithms in the literature use data from the detection stage as an
input; they do not work with colored or gray-scale images. Recognition stage normally uses
BLOBs from the detection stage to classify road signs. Different methodologies were
suggested to improve classification efficiency and processing time, these methodologies can
be categorized into three groups:
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2.4.1 Artificial Neural Network (ANN)-based methods
Artificial Neural Network (ANN) is a very popular method in recognition since it
does not require mapping input to another space and has the ability to generalize knowledge
after training phase [71, 72]. Drawbacks of Neural Network based methods can be
summarized in 1) high computational overhead, 2) over-fitting problems, and 3) difficulty of
fine tuning the performance. ANN was used by several researchers as reported in the
literature to detect and recognize road signs.
In [10], the detected triangular and circular signs were normalized to the dimensions
30x30 then two NNs were trained with nine triangular signs and nine circular signs, a
recognition rate between 65% and 95% of different road signs has been registered by the
authors. In [73], a multi-layer network with feed forward architechture was used in
classification. Six neural networks were trained using back propagation approach for six road
sign classes. Each network has input size of 2500 (50x50) and one or two hidden layers
where the output layer size depends on the number of road signs in each class. This algorithm
was deployed on 200 different signs and results on recognition rate between 80% and 90%.
Another multi-layer network was used in [57] to recognize six different road signs.
Back propagation (BP) and Scaled Conjugate Gradient (SCG) were used to train six neural
networks where each network has different input size and output size. Scaled Conjugate
Gradient (SCG) resulted in 96% successful recognition rate while Back propagation (BP)
resulted in 91% only. In [74], the Conjugate Gradient descent optimization algorithm was
used improve performance and learning speed. This Feed Forward multi-layer network used
sinusoidal activation function to make the classes more separable. Other researchers used two
backpropagation neural networks on possible triangular and circular shapes only and reported
succces rates of 97.2% for road signs detection and 98.5% for road signs recognition [69].

31

2.4.2 Cross correlation-based methods
Cross correlation is used to determine how two signals are similar. In image
processing where we have 2-D discrete images, cross correlation can be used to determine if
two images are similar since one of these images acts as a template and the cross correlation
acts as a template matching tool [46]. In [75], a normalized cross correlation was applied
between test images and template images, two thresholds were used to define a correlation
range. Normalized cross correlation allowed the system to be invariant to luminance and
scale. A detection rate of 97% was recorded while the identification rate was 46%.
In [41], a nonlinear composite filter was suggested to apply different distortion levels
(rotation, scale, illumination) to both Fourier transformed test and template images before
correlation. Inverse Fourier transform is then applied to the correlated result image to get the
correlation plane which has a peak if matching had took place. Both peak value and peak
position are used in determining a matching and the position of matched object in the test
image.
Joint transform correlation (JTC) was also proposed as a tool for road sign recognition
in [18,54]. Using joint power spectrum (JPS) values between a test image and a template one
to compute correlation output; if two peaks or two spots were detected, a match has been
identified. A fringe-adjusted JTC (in which a fringe-adjusted filter is multiplied by JPS
before inverse Fourier transform) is used to enhance results against changing illumination
conditions. Additionally, to improve their results, a Synthetic Discrimination Function (SDF)
was used instead of the reference image. SDF was computed by combining the reference
image itself with several distorted versions of it.

32

2.4.3 Feature matching-based methods
Feature matching aims assigning specific pattern to specific class by comparing
features of this pattern to the features of templates stored. Feature extraction plays critical
role in recognition since bad or not enough features of an object will lead to misclassification.
Features or descriptors can be constructed by expert; otherwise, a general approach can be
used.
Most of the research on road sign recognition (RSR) depends on selecting features of
road sign that is invariant to scale, rotation, and partial occlusion. Road sign features can be
statistical, structural or spectral. Picking a good classifier will help improving the
performance and increasing the learning speed.
Histogram was used as an image descriptor. The grayscale detected road sign image
was partitioned to seven rings with the same size. The histogram was computed for each ring
in the target image and the reference image where each ring histogram was assigned with a
specific weight. The Euclidian distance was calculated between the target and reference rings
histograms with the specified weight; if the distance above specific threshold then the
reference image can be assigned to the target image class. This method is effective with
occluded and rotated signs and has satisfied 93.9% classification rate [53].
In [19], a road sign detection and recognition system was built using support vector
machine (SVM). For the detection stage; distance to border vector along with linear support
vector machine were constructed to determine the shape of road sign. The candidate blob
resulted from detection stage was normalized to 31x31 grayscale pixels before classifying it
using Gaussian kernel SVM. This system has the advantage of being invariant to lighting
conditions, scale, rotation, and partial occlusion. Another advantage is short classification
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time since each input candidate or blob does not need to be matched with the whole road sign
set, it is compared with road signs in the same shape category.
A classification rate of 99.2% was done using principal component analysis (PCA)
along with Euclidian distance on both detection and recognition stages. Euclidian distance
between the Eigen-image of road sign shape templates and training Eigen-image was used
after RGB segmentation to reject unwanted shapes if the distance is below specific threshold.
In the recognition stage, another Euclidian distance measure was suggested to determine the
road sign class. This system was recorded to be invariant to translation, scale, rotation, and
lighting conditions [54].
Zernike moment was used to represent the detected road sign image. Zernike moment
is rotation invariant and noise robust. Support vector machine (SVM) was deployed as a
classifier to classify five different speed signs and seven warning signs [42].
Scale-invariant feature transform (SIFT) was used as a feature descriptor of road sign.
SIFT uses Difference of Gaussian (DoG) of road sign image at multiple scales to get
maxima/minima keypoints which will be processed and smoothed to discard non informative
ones. Euclidian distance measure was used to classify the target image according to these
keypoints features [1, 76].
Traffic sign detection (TSD) system was presented in [44] that use symmetric haarlike features proposed by Viola and Jones in addition to asymmetric features to represent
STOP sign, YIELD sign, and speed limit signs. These template features were trained using
cascaded adaboost detectors to detect firstly the presence of a sign in an image, secondly a
STOP sign detector is applied, and thirdly a YIELD sign detector is applied before the fourth
detector took place which is speed limit sign detector. Results was presented using only
symmetric features and using a combination of both symmetric and asymmetric features, it
34

was recorded that using the combination of symmetric and asymmetric features performs
better in a sense of reducing false alarm rate. Another advantage of such a system is its
efficiency with computations.
A road sign recognition system with 80% recognition accuracy was presented in [43].
This system consists of detection stage and recognition stage. A boosted detector cascade was
trained with dissociated dipoles used as an image features; these cascaded has the ability to
detect region of interest (ROI) of triangular and circular road signs. In the recognition stage, a
road sign boundary detector was applied to determine the boundary of road sign before the
classification process took place. Fast radial symmetry was used for circular signs while
Hough transform was used for triangular road signs. Classification was achieved using Forest
Error-Correcting Output Code (F-ECOC) strategy where triangular road sign is compared to
triangular database while circular road sign is compared to circular database.
Bayesian generative modeling was used to classify road sign in [66] while color
distance transform (CDT) was used in [77, 78] as a feature to classify road signs. Scaleinvariant feature transform was used to select appropriate road sign features which are then
used by KNN classifier [1].
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CHAPTER 3
COMPUTER VISION AND MACHINE LEARNING BACKGROUND

Automated road sign inspection and condition assessment systems can benefit from
computer vision techniques and machine learning algorithm. In such systems, human
operator that is used traditionally in the condition assessment process would be replaced by
computer. A good automated condition assessment system can save time and effort and
improve the efficiency of classification since the human operator is not prone to errors.
This chapter introduces some common mathematical background and concept
materials that will be used throughout the dissertation. Section 3.1 defines the concept of both
linear support vector machine (SVM) and Gaussian-kernel support vector machine (SVM).
Section 3.2 summarizes the concept of the k-nearest neighbor classifier. Section 3.3
introduces common cross-validation methods. Section 3.4 defines the concept of particle
swarm optimization (PSO) which would be used in parameter selection of the Gaussiankernel support vector machine. Section 3.5 summarizes performance measurement that is
used to validate classification results.
3.1 Support vector machine (SVM)
Support vector machine (SVM) is a linear classifier that deploys statistical learning
theory and kernel function for classification. SVM with sigmoid kernel function is similar to
two-layer feed forward neural network response but SVM is more efficient than neural
network in solving complex problems with large data set and high dimensionality and
avoiding overfitting [79-81]. The concept of SVM stands on suggesting the optimal
hyperplane that maximize the margin between the hyperplane itself and the closest vectors
belonging to both classes. Figure 3.1 shows three hyperplanes where H3 does not separate the
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two classes and H1 separate the classes without maximum margin while H2 separate the
classes with maximum margin [81-83].
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Figure 3.1: SVM hyperplanes and optimal hyperplane examples.

In a case where input space is:
{x1,x2,x3,………,xn}
and output space is:
y ∈ {-1,1}
The hyperplane separating the two classes can be represented by:
→ →

w. x + b = 0

(3.1)

where w (weight) is the orthogonal vector to the hyperplane determining its orientation and b
(bias) is the distance from the origin to the hyperplane.
Any training sample should satisfy:
→ →

w . x + b ≥ 1 for y = +1

( 3 .2 )
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→ →

w . x + b ≤ −1 for y = −1

(3.3)

Any training sample should satisfy:
→ →

w . x + b ≥ 1 for y = +1

(3.4)

→ →

w . x + b ≤ −1 for y = −1

(3.5)

These two inequalities can be combined to get:
→ →

y ( w . x + b) − 1 ≥ 0

(3.6)

The formulation of this problem would be:

max imize

2
1
or min imize w
w
2

2

(3.7)

→ →

Such that y ( w. x + b) − 1 ≥ 0
To solve this optimization problem, a Lagrange multiplier is suggested and the problem
becomes:
2

l
l
→ →
1 →
min imize L p ≡ w − ∑ α i y i ( x i . w+ b) + ∑ α i
2
i =1
i =1

Such that

(3.8)

α i ≥ 0 Where α is the Lagrange multiplier.

The solution has the form:
n
r
r
w = ∑ α i y i xi =
i =1

∑α

i

r
y i xi

(3.9)

i∈SV

We can get b from:

r r
yi ( wT xi + b) − 1 = 0,
r
where xi is sup port vector
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The result of solving SVM with Lagrange is a decision function in terms of Lagrange
multipliers α and bias (b) for test input xt:
→

l

→

y t = ∑ α i y i < x i . xt > + b

(3.10)

i =1

If data is not linearly separable; Slack variables ξi can be added to allow mis-classification of
difficult or noisy data points and the formulation would be (see Figure 3.2):
minimize

n
1
2
w + C ∑ ξi
2
i =1

where C is a cost function with

yi ( wT xi + b) ≥ 1 − ξ i and ξ i ≥ 0

Figure 3.2: Support vector machine with slack variables.

In the case where the two classes are not linearly separable, a mapping function φ (x)
can be used to map the input space into a higher dimension space where the classes can be
separated linearly as shown in Figure 3.3. This method is called kernel trick. The feature
space is defined as the inner product of the mapping function:
k ( x, x ' ) = φ ( x) T .φ ( x)

(3.11)

and the decision function becomes as
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l

y t = ∑ α i y i k ( xi , x t ) + b

(3.12)

i =1

Kernel function can have different forms such as [81, 84]:
Polynomial: K ( xi , x j ) =< xi , x j > d

Gaussian: K ( xi , x j ) = exp( −

xi − x j
2σ 2

(3.13)
2

)

(3.14)

T
Sigmoid: K ( xi , x j ) = tanh( β 0 xi x j + β1 )

(3.15)

φ

φ( )
φ
()
φ( )
φ( )
φ( )
φ( )
φ( )
φ( )
φ( )
φ( )
φ( )
φ( )

Figure 3.3: Non separable case and mapped feature space.
3.2 K-nearest neighbor algorithm (KNN)

The k-nearest neighbor algorithm is one of the simplest machine learning algorithms.
Any test instance is assigned to its nearest neighbors’ class by adopting majority voting.
Nearest neighbors are determined by measuring a distance metric which could be the
Euclidean distance, the hamming distance, or the correlation. Number of nearest neighbors is
defined by K which is a problem dependent parameter [85, 86].
K-nearest neighbor has two stages; determining the nearest k neighbors and
determining the class by majority voting. Figure 3.4 shows an example of a 3-nearest
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neighbor classifier with two classes (A and B) and three test samples (s1, s2, and s3). In this
example; s1 is assigned to class A since its three nearest neighbors belong to A; s3 is
assigned to class B since its three nearest neighbors belong to B; and s2 is assigned to class A
since it has two of its nearest neighbors belong to A and only one nearest neighbor belong to
B.

Figure 3.4: Three-nearest neighbor classifier example.

3.3 Cross-validation

It is a statistical method used in performance evaluation, model selection, and
parameter tuning of learning algorithms by segmenting the training data into multiple folds
(training set and validation set). Accuracy can be assessed over the validation set after
optimizing the learning algorithm model parameters using the training set [87, 88].
Different methods were suggested to partition the training data; these methods determine the
type of cross-validation.
a. Hold-out validation
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Training data is partitioned randomly into training set and validation set. The model
performance can be evaluated over the validation set using model parameters resulted from
the training set. This process can be repeated to evaluate the model performance over
different validation sets. Disadvantages of this method is that some validation sets may not be
tested while some of them may be tested more than one time in addition, some training sets
may not contribute in the learning process [88].
b. K-fold cross-validation
Training data is partitioned to k equally sized folds. K iterations are performed on the
training data where each fold is used as a validation set one time while the other k-1 folds are
used as training sets. The number of folds is user-defined parameter where some researchers
have suggested 10 folds as the best solution. Figure 3.5 shows an example of 5-fold crossvalidation process [88].
c. Leave-one-out cross-validation
It is a special case of k-fold cross-validation where number of folds equals number of
training data instances. One instance is used as a validation set in each iteration while the
remaining training data instances are used as training sets [88].
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Figure 3.5: Five-folds cross-validation example.

3.4 Particle swarm optimization (PSO)

It is a swarm Intelligence algorithm used to optimize a problem by exploring the best
parameter within a search space that maximize or minimize a particular objective function.
PSO is modeled by a population of particles that share information with each other and
interact with their environment. Although there is no centralized control that governs how
these particles interact, the local, and somehow random, interaction between these particles
leads to global solution. PSO is most suited for problems which have a solution that can be
represented by a point on a surface or n-dimensional space and has the advantage that it does
not stuck at local minima or maxima [89].
Particle swarm optimization can be used in pattern recognition problems to increase
the classification rate by selecting the best classifier parameters. PSO starts by suggesting a
population (swarm) of candidate solutions (particles) in the search space of the objective
function. Each particle has a position, which consists of the candidate solution and its
corresponding fitness function, and velocity. These particles move in the search space
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according to their own best known positions (best local positions) and the entire swarm best
position (global best position) [90, 91].
Particles movement in the solution space is evaluated according to a fitness function
in each iteration. These particles are then accelerated towards the particle with the best value
for the fitness function. The advantage of using this approach over the other algorithms is that
the large number of particles moving in the solution space prevents the algorithm from being
trapped in local minima or maxima.
PSO consists of three steps which are repeated until a termination condition is met [89]:
a. Evaluate fitness function of each particle in the swarm.
b. Determine local and global best fitness functions.
c. Update the position and velocity of each particle.
The update of velocity and position of each particle is governed by the following two
equations:

vki +1 = wvki + c1r1 ( pki − xki ) + c2 r2 ( pkg − xki )

(3.16)

xki +1 = xki + vki +1

(3.17)

where:
x ki : Particle position.

vki : Particle velocity.
p ki : Best remembered individual particle position.
p kg : Best remembered swarm position.

c1 ,c2 : Cognitive and social parameters.
r1 ,r2 : Random numbers between 0 and 1.
w : The inertia weight.
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3.5 Classification performance measurement

Performance measurement of binary classification problems is done normally using
sensitivity and specificity. In such binary classification problems where two classes are
available: defective and non-defective; four test results can be obtained for any new instance:
•

True positive (TP): truly classified defective instance.

•

False positive (FP): falsely classified non-defective instance.

•

True negative (TN): truly classified non-defective instance.

•

False negative (FN): falsely classified defective instance.

In this sense, sensitivity and specificity are defined as:

Sensitivity =

TP
TP + FN

Specificity =

TN
TN + FP

(3.18)

(3.19)

Sensitivity measures the ability of defective instances’ recognition while specificity
measures the ability of non-defective instances’ recognition. The ideal case of any
classification problem is to have a performance with 100% of both sensitivity and specificity.
These two performance measurement metrics have to be achieved together since doing one of
them alone would not necessarily determine the right performance of the classifier [92, 93].
The overall accuracy of any classifier can be defined as:

Accuracy =

TP + TN
TP + FN + TN + FP

(3.20)

The relation between sensitivity and specificity can be represented graphically using
receiver operating characteristic (ROC) curve where the x-axis would be the false positive
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rate and the y-axis would be the true positive rate. Figure 3.6 shows an example of ROC
curve with three different classifiers: A, B, and C. Classifier A is the best since it has higher
sensitivity and lower specificity error while classifier B on the diagonal line is a random
guess with accuracy equals 50%, classifier C is the worst since it has low sensitivity and high
specificity error.

Figure 3.6: ROC curve example of three classifiers.
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CHAPTER 4
ROAD SIGN SHAPE RECOGNITION AND TILT DETECTION

In this proposed framework, a method with the ability to evaluate road sign visual
appearance, and detects any sign tilting is developed. This method has the ability to
determine the degree of tilting of the underlying road sign and to evaluate road sign condition
in terms of its being partially occluded or partially broken, vandalized, or deteriorated. Color
information along with geometric measurements is used to discard the background and all
non-road sign regions and to recognize the shape of the detected region. Tilt angle of road
sign is computed using measurements of the geometric features of road signs’ polygons.
Since partially occluded and partially broken road signs have different shape outlines than the
normal ones, Distance to Border (DtB) signature is used as a feature vector to distinguish
defective road sign shape from the non-defective one with respect to occlusion. Linear
Support Vector Machine (SVM) is used in this stage as a classification tool using the
Distance to Border vector (DtB) information.
Gaussian-kernel support vector machine is used with gray-scale images of detected
road signs in a one-versus-all fashion to recognize vandalized road signs from nonvandalized ones. A feature vector of red, green, blue, and gray channels of road sign
background is built and used with linear support vector machine to recognize deteriorated
road signs.
The proposed framework which is shown on Figure 4.1 has seven main cascaded stages:
1) Color segmentation: used to detect regions of interest (ROIs) of road signs according
to their colors.
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2) Geometric detection and shape recognition: uses geometric metrics such as area,
solidity, and the proportional positions of road sign vertices to discard non-road sign
regions. In addition, dimensions ratios are used to recognize sign shape.
3) Tilting detection and computation: in this stage, tilted road signs are detected using
the relative locations of their vertices, tilting direction and angles are also computed
for any tilted road sign.
4) Distance to border extraction: the distance from centroid to road sign boundary is
generated as a feature of road sign shape outline.
5) Partial occlusion condition assessment: linear support vector machine is used to
distinguish partially occluded road signs from non-occluded ones.
6) Vandalism condition assessment: Nonlinear Gaussian-kernel SVM is being applied to
classify vandalized road signs from non-vandalized ones.
7) Deterioration condition assessment: A feature vector of red, green, blue, and gray
components of road sign is used with linear support vector machine to recognize
faded or visually deteriorated road signs.
In this chapter, the first three stages of the proposed framework for road sign condition
assessment are presented while the last four stages are presented in chapter five. Section 4.1
summarizes color segmentation stage. Section 4.2 presents the road sign shape detection and
recognition stage. Section 4.3 summarizes the detection of sign tilting.

4.1 Color segmentation
Since regularity and warning signs have specific colors (red, white, and yellow),
segmentation of road sign inventory images has been applied to get all regions which is most
likely to be a road sign. The output of this segmentation process is a binary image with a
binary ‘1’ given to all pixels expected to be a road sign (ROI) and all others are assigned ‘0’.
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Figure 4.1: The proposed framework for the road sign condition assessment stages.

Each road sign inventory image would be segmented three times according to red,
white and yellow colors resulting on three binary images (red sign frame, white sign frame,
and yellow sign frame). These binary images can be processed on the next stage to discard
those who has no objects or those whose objects do not satisfy specific conditions. The
binary images in addition to their content importance carry important information regarding
road sign shapes. Red sign frame would most likely have either octagon or equilateral
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triangle where white sign frame would have rectangle and yellow sign frame would have
either pentagon or diamond shape.

4.1.1 RGB normalization
This normalized RGB space was deployed instead of RGB space which is sensitive to
illumination changes to ease thresholds choice and it is less sensitive to illumination changes.
This would result a normalized image with respect to R+G+B where the sum of the three
normalized RGB colors would be 1.
R
R+G+ B
G
Normalized _ Green =
R+G+ B
B
Normalized _ Blue =
R+G+ B
Normalized _ Re d + Normalized _ Green + Normalized _ Blue = 1
Normalized _ Re d =

(4.1)
(4.2)
(4.3)

4.1.2 Red and yellow colors segmentation
We have used color thresholding in the RGB space to segment red and yellow road
signs colors; thresholds were chosen such that any red or yellow color in the inventory road
sign image would be segmented regardless its brightness or illumination changes. This
thresholding process could YIELD many objects, where most of these objects are not road
signs and they will be discarded in the second stage of the system.
Red and yellow sign frames were gained by applying the following two algorithms [51]:
True , if r (i , j ) ≥ ThR and g (i , j ) ≤ ThG
Re d (i , j ) = 
 False , otherwise

( 4 .4 )

True , if ( r ( i , j ) + g ( i , j )) ≥ ThY
Yellow ( i , j ) = 
 False , otherwise

( 4 .5)
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4.1.3 White color segmentation
White color is very sensitive to light and it has a wide range in the RGB color space.
Chromatic/achromatic decomposition has been applied to get a gray image with no color
information. This chromatic/achromatic decomposition can be done by applying RGB
differences; and since gray images have equal or close RGB components, specific thresholds
would be used to determine the closeness of these RGB components. After getting the gray
image (Achromatic image), another threshold values can be set up to segment the bright part
of this gray image which is most likely would be the white color. This process will output
many objects in the white sign frame because of illumination changes which can be discarded
in the next stage of the system according to geometric measurements.
The gray image (Achromatic) can be created by applying the following algorithm [51]:
 True , if R ( i , j ) − G ( i , j ) ≤ ThA 1 and

G ( i , j ) − B ( i , j ) ≤ ThA 2 and

Achr ( i , j ) = 
B ( i , j ) − R ( i , j ) ≤ ThA 3

 False , otherwise


( 4 .6 )

White color can be segmented by applying the following algorithm on the gray image [51]:

True , if ThR 1 ≤ R ( i , j ) ≤ ThR 2 and

ThG 1 ≤ G ( i , j ) ≤ ThG 2 and

White ( i , j ) = 
ThB 1 ≤ B ( i , j ) ≤ ThB 2

 False , otherwise

( 4 .7 )

4.2 Road sign detection and shape recognition
This stage has the three sign frames inputs (White, Red, and Yellow) created on the
segmentation stage. The goal of this stage is to discard all non-sign objects in these frames
and keep the ones which are most likely the road sign in addition to shape recognition of road
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signs. This process can be achieved by applying specified geometric measurements on
specified road sign shapes. Each color frame resulted from color segmentation is assigned to
specific sets of shapes as shown in Figure 4.2.

Color

Figure 4.2: A presentation of the correspondence between colors and shapes of road signs.

4.2.1 Geometric detectors
Each color frame would be tested geometrically to discard non-road sign regions by
applying a set of geometric measurements on its dimensions since it has normally many
objects other than the road sign. A set of cascaded geometric detectors are used to check the
identity of each object on the segmented color frame as shown in Figure 4.3. These geometric
detectors have different parameter values for each segmented color frame.
Three cascaded geometric detectors are used to check the identity of each object against
the color frame:
1) Area: which implements the area of road sign background and foreground; it is used to
discard all small and huge objects in the segmented frame which is most likely not road
signs.
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Figure 4.3: Geometric detectors of segmented color frame objects.
2) Solidity (SR): defined as the ratio between the number of all background pixels to total
number of pixels in ROI.

SR =

∑ ROI background

∑ ROI background

pixels

pixels + foreground pixels

( 4 . 8)

This detector has proven to be an excellent factor to identify objects which have solidity
value falls within a predefined range that belongs to road signs and discard objects which are
extremely solid or extremely non-solid. Additionally, this detector is useful in identifying the
red sign frame and thus allowing for the distinction between the STOP road sign and the
YIELD road sign since they have different solidity values as shown in Figure 4.4 and Figure
4.5. In fact, this detector overcomes the problem of partial occlusion impact on the accuracy
of results since SR values would not change sharply if a sign is occluded or broken. This is
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due to the fact that SR ratio would be impacted in almost similar proportions if sign is
occluded (partial occlusion affects both foreground area and background area together so the
ratio will not be changed significantly).

Figure 4.4: Solidity values of segmented red sign frame road signs. a) STOP sign with
average solidity equals 0.83. b) YIELD sign with average solidity equals 0.77.

Figure 4.5: Red sign frame geometric detectors.
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3) Dimensions ratio: The purpose of this detector is to accept or discard a possible object
forwarded from the previous detector ROIs and determine if the shape of the object does
belong to one of the road sign shapes. This process is accomplished by suggesting eight
different points which implement object vertices and testing their relation positions in
addition to dimensions ratio of these objects which should satisfy predefined threshold
values and used to discard any non-symmetric object since all road signs have symmetric
shapes.
Also, in this stage, partial occlusion that may occur on either the top or right sides of road
sign is addressed by testing only left and bottom vertices and compute dimensions among
these vertices only. In addition, this stage has the ability to detect tilted road signs and decide
the direction of tilting.
Figure 4.6 shows all possibilities for road sign vertices and dimensions of both tilted and nontilted shapes as follows:
Top-Left: Tl ; Top-Right: Tr ; Right-Top: Rt ; Right-Bottom: Rb ; Bottom-Right : Br ;
Bottom-Left: Bl ; Left-Bottom: Lb ; Left-Top: Lt
The proportional positions of these eight points are used to measure the dimensions of
road sign shapes and to determine if the shape is tilted and its tilting direction which would
be used in the next stage of the proposed framework. Two points with Euclidean distance less
or equal to specific threshold are considered the same point.
Euclidean Distance ( D ) between two vertices is computed to allow for shape recognition,

D (t , r ) = ( x t − x r ) 2 + ( y t − y r ) 2

( 4 .9 )
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Figure 4.6: Road sign shapes with the eight vertices and dimensions. (a-c) non-tilted and
tilted right and left rectangular road signs. (d-f) non-tilted and tilted right and left
triangular road signs. (g-i) non-tilted and tilted right and left octagonal road signs. (j-l)
non-tilted and tilted right and left diamond road signs. (m-o) non-tilted and tilted right
and left pentagonal road signs.
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4.2.2 Rectangular road sign shape recognition
According to the proportional positions of the eight points, two cases are available for
possible rectangular road sign as shown in Figure 4.6 (a-c) considering partial occlusion
cases as shown in Figure 4.7:
• Non-tilted rectangular road sign:
This happens when the following constraint is satisfied:

T l ≈ L t & B l ≈ L b & ( R b ≈ B r or T r ≈ R t )

( 4 . 10 )

• Tilted right or left rectangular road sign:
This happens when the following constraint is satisfied:

B r ≈ B l & L b ≈ L r & (T l ≈ T r or R t ≈ R b )

( 4 . 11 )

where l1 = D ( B r , L b ) ; l 2 = D ( R t , B r ) ; l 3 = D (Tl , R t ) ; l 4 = D ( L b , Tl );
l 5 = D ( L b , R t ) ; l 6 = D (T l , B r )

Rectangular road sign shape should satisfy the following constraint:

l5 ≈ (l1 ) 2 + (l2 ) 2 or l6 ≈ (l1 ) 2 + (l4 ) 2
Tl , Lt

Tr , Rt

l6

(4.12)
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Figure 4.7: Partial occluded rectangular road sign shapes that can be recognized by the
proposed system.
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Figure 4.8 shows the flow chart of rectangular road sign dimensions ratio.

White Sign Frame Object

Find
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Tl ≈ Lt & Bl ≈ Lb &

Yes

No
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No
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Rectangular Road
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Not Rectangular Road
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Rectangular
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Figure 4.8: Flow chart of white frame objects’ dimensions ratio detector.
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4.2.3 Triangular road sign shape recognition
According to the proportional positions of the eight points, two cases are available for
possible rectangular road sign as shown in Figure 4.6(d-f) considering partial occlusion cases
as shown in (Figure 4.9):
• Tilting right with more than 30 degrees
This happens when the following constraint is satisfied:
Lt ≈ Lb ≈ Bl ≈ B r

( 4 . 13 )

• No tilting or tilting with less than 30 degrees
This happens when the following constraint is satisfied:

Lt ≈ Lb & Bl ≈ B r
Tl , Lt , Lb

( 4.14 )
Tl , Lt , Lb

Tr , Rt , Rb

Tl , Lt , Lb

Bl , Br

Bl , Br
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T,l Tr
Lt , Lb

Lt , Lb

Bl , Br

Bl , Br

Bl , Br, Lb, Lt

Bl , Br , Rt , Rb

Figure 4.9: Partial occluded triangular road sign shapes that can be recognized by the
proposed system.

4.2.4 Octagonal road sign shape recognition
According to the proportional positions of the eight points, two cases are available for
possible octagonal road sign as shown in Figure 4.6 (g-i) considering partial occlusion cases
as shown in Figure 4.10:
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• Non-tilted octagonal road sign:
This happens when the following constraint is satisfied:
Bl ≠ Br & Lt ≠ Lb & (Rb ≠ Rt or Tl ≠ Tr )

(4.15)

• Tilted right or left octagonal road sign:
This happens when the following constraint is satisfied:
Br ≈ Bl & Lb ≈ Lr & (Tl ≈ Tr or Rt ≈ Rb )

(4.16)

where l1 = D(Br , Lb ) ; l2 = D(Rt , Br ) ; l3 = D(Tl , Rt ) ; l4 = D( Lb ,Tl )

Octagonal road sign shape should satisfy the following constraint:
l1
l
≈ 1 or 1 ≈ 1
l2
l4

( 4 .17 )
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Figure 4.10: Partial occluded octagonal road sign shapes that can be recognized by the
proposed system.

Figure 4.11 shows the flow chart of octagonal road sign dimensions ratio.
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Tl , T r , R t , R b , B r , B l , L b , L t

Bl ≠ Br & Lt ≠ Lb &
( Rb ≠ Rt or Tl ≠ Tr )
Br ≈ Bl & Lb ≈ Lr &
(Tl ≈ Tr or Rt ≈ Rb )

l1 = D( Br , Lb ) ; l2 = D(Rt , Br ) ;
l3 = D(Tl , Rt ) ; l4 = D( Lb ,Tl )

l1
l
≈ 1 or 1 ≈ 1
l2
l4

Figure 4.11: Flowchart of octagonal road signs’ dimensions ratio detector.

4.2.5 Yellow road sign shape recognition
Dimensions ratios are used to distinguish between diamond and pentagon shapes and
to discard other yellow objects in the yellow sign frame as shown in Figure 4.12 where each
shape should satisfy specific constraints:
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Yellow Sign Frame Object

No

No

2000 <Area< 25000

.5<Solidity< .85

Possible Yellow Road Sign

Satisfy
Diamond Dimensions
Ratio

Yes

Satisfy
Yes
Pentagon Dimensions
Ratio

Diamond Shape

Pentagon Shape

Rejected Yellow Shape

Figure 4.12: Yellow sign frame geometric detectors.

62

Figure 4.13 shows the flow chart of yellow road sign dimensions ratio.

Yellow Sign Frame Object

Find
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l 4 = D (T l , L t ) ; l 5 = D (T l , B l )
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l
≈ 1 or 1 ≈ 1) &
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l4 1
l
1
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2

l1 + l2 & l1 ≠ l 2 )
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≈
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l4
5
≈
)
l1
2
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Yes

or (

2

l6
l
≈ 2 or 5 ≈ 2 )
l1
l1

Yes

l3 = D(Tl , (Bl + Br ) / 2) ; l4 = D(Lb , Lt )

Non-rotated
Pentagonal
Road Sign

Rotated
Pentagonal
Road Sign

Not Desired
Yellow Sign

Diamond
Road Sign

Figure 4.13: Flowchart of yellow road signs’ dimensions ratio detector.
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4.2.5.1 Diamond road sign shape recognition
According to the proportional positions of the eight points, we have one case for possible
diamond road sign as shown in Figure 4.6 (j-l) considering partial occlusion cases as shown
in Figure 4.14.
• Non-tilted and tilted diamond road sign:
This happens when the following constraint is satisfied:

Bl ≈ Br & Lt ≈ Lb &(Rb ≈ Rt or Tl ≈ Tr )

(4.18)

where l1 = D ( B r , Lb ) ; l 2 = D ( R t , B r ) ; l 3 = D (Tl , R t ) ; l 4 = D ( Lb , Tl );
l 5 = D ( Lb , R t ) ; l 6 = D (Tl , B r )

Any diamond shape should satisfy the following constraint:

l
l
l
l
( 1 ≈1 or 1 ≈1) &( 6 ≈ 2 or 5 ≈ 2)
l2
l4
l1
l1

(4.19)
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Figure 4.14: Partial occluded diamond road sign shapes that can be recognized by the
proposed system.
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4.2.5.2 Pentagonal road sign shape recognition
According to the proportional positions of the eight points, we have two cases for possible
pentagonal road sign as shown in Figure 4.6 (m-o) considering partial occlusion cases as
shown in Figure 4.15.
• Non-tilted pentagonal road sign:
This happens when the following constraint is satisfied:

Lb ≠ Lt & Bl ≈ Lb

(4.20)

where l1 = D(Br , Lb ) ; l2 = D( Rt , Br ) ; l3 = D(Tl , ( Bl + Br ) / 2) ; l4 = D( Lb , Lt )
Pentagonal road sign shape should satisfy the following constraint:

l4 1
l 1
≈ or 4 ≈
l1 2
l3 2

(4.21)

• Tilted right or left pentagonal road sign:
This happens when the following constraint is satisfied:

Br ≈ Bl & Lb ≈ Lr &(Tl ≈ Tr or Rt ≈ Rb )

(4.22)

where l1 = D ( B r , Lb ) ; l 2 = D ( Rt , B r ) ; l 3 = D (Tl , Rt ) ; l 4 = D ( Lb , Tl );
l 5 = D ( Lb , Rt ) ; l 6 = D (Tl , B r )

Pentagonal road sign shape should satisfy the following constraint:

2

2

( (l6 ≈ l1 + l2 ) & (l1 ≠ l2 )) or (

l4
l
5
≈ 2 ) or ( 4 ≈
)
l1
l1
2
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(4.23)
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Figure 4.15: Partial occluded pentagonal road sign shapes that can be recognized by the
proposed system.

4.3 Tilt detection and computation of road sign shapes
Tilt angle is computed geometrically. Dimensions and vertices positions along with
tilting direction from section 4.2 are used to compute the tangent of our desired angle. Figure
4.16 shows the angle between two dimensions.

θ

Figure 4.16: Angle between two dimensions
The tangent can be computed by the ratio between the opposite and the adjacent sides as:
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tan (θ ) =

a
b

The angle between the adjacent and the hypotenuse sides can be computed by the inverse
tangent between opposite and adjacent sides as:

a
b

θ = tan −1 ( )
Tilt angle of road signs is computed using the concept of tangent since all road signs
has symmetrical geometric shapes. Our framework uses the bottom and left points of any
road sign shape to compute the tilting angle since it works with partial occlusion either on top
or on right of road sign shape. Each road sign shape from the five shapes that our framework
accommodates is being processed separately to compute its tilt angle.
The opposite side is defined for all cases (except for YIELD sign with tilt right angle more
than 30) as the vertical length between Left-Bottom ( L b ) and Bottom-Left ( B l ) points while
the adjacent side is defined as the horizontal length between them.
Opposite = X Bl − X Lb

( 4 . 24 )

Adjacent= YBl − YLb

(4.25)

4.3.1 Rectangular road sign tilt angle computation
Angle of tilting of such rectangular road signs can be found by calculating the opposite
and adjacent length dimensions from the eight points vertices, we have two cases for the tilt
angle (see Figure 4.17):
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•

No tilting and Tilted right

θ =

•

180

π

* tan

−1

(

X

Bl

− X

Lb

)

( 4 . 26 )

)) − 90

( 4.27)

Y B l − Y Lb

Tilted left

θ =(

180

π

* tan −1 (

X Bl − X Lb
YBl − YLb

l3

l4

l3

l3
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θ + 90
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l1
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l4
l2
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l1
θ + 90

l1
θ + 90
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Figure 4.17: Rectangular signs tilt angle possibilities and the corresponding tilting decisions.
a) no tilting b) tilted right c) tilted left d) no tilting e) no tilting f) no tilting g) tilted right h)
tilted right i) tilted left j) tilted left.
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4.3.2 Triangular road sign tilt angle computation
Angle of tilting can be found by calculating the opposite and adjacent length dimensions
between Left-Bottom( L b ) and Bottom-Left( Bl ) points except for tilting right with more than
30 degrees case where bottom and top vertices would be used. An angle of 60 should be
considered as an original angle of tilting for all cases (see Figure 4.18).
•

Tilting right with more than 30 degrees

180

θ =(

π

•

* tan−1 (

YTl − YLt
X Tl − X Lt

)) + 30

(4.28)

No tilting or tilting with less than 30 degrees

180

θ =(

π

* tan −1 (

X Lt − X Bl
YLt − YBl

)) − 60

(4.29)
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60

θ =0

θ =0

θ =0

60
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60
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b

c

d

θ + 60

θ − 30

a

θ =0

θ + 60
g

f

h

θ + 60

θ − 30

e

θ + 60

θ + 60
i

j

k

θ + 60
l

Figure 4.18: YIELD sign tilt angle possibilities and the corresponding tilting decisions. a) no
tilting b) no tilting c) no tilting d) no tilting e) tilted right less than 30 f) tilted right more than
30 g) tilted left less than 30 h) tilted left more than 30 i) tilted right less than 30 j) tilted right
more than 30 k) tilted left less than 30 l) tilted left more than 30.

4.3.3 Octagonal road sign tilt angle computation
Angle of tilting of such diamond road signs can be found by calculating the opposite and
adjacent length dimensions from the eight points vertices, we have two cases for the tilt angle
and an angle of 45 should be considered as an original angle of tilting for all cases (see
Figure 3.19):
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•

θ=

No tilting and tilted right

180

π

•

* tan −1 (

X Bl − X Lb
YBl − YLb

) − 45

( 4.30 )

Tilted left

θ =(

180

* tan −1 (

π

X B l − X Lb
Y B l − Y Lb

)) − 45

( 4 .31)
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Figure 4.19: STOP sign tilt angle possibilities and the corresponding tilting decisions. a) no
tilting b) tilted right c) tilted left.

4.3.4 Diamond road sign tilt angle computation
Angle of tilting of such diamond road signs can be found by calculating the opposite and
adjacent length dimensions from the eight points vertices, we have two cases for the tilt angle
and an angle of 45 should be considered as an original angle of tilting for all cases (see
Figure 4.20):
•

θ=

No tilting and tilted right

180

•

π

* tan −1 (

X Bl − X Lb
YBl − YLb

) − 45

( 4.32 )

Tilted left
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θ =(

180

π

* tan −1 (

X Bl − X Lb
YBl − Y Lb

)) − 45

( 4.33)
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Figure 4.20: Diamond signs tilt angle possibilities and the corresponding tilting decisions. a)
no tilting b) tilted right c) tilted left d) no tilting e) no tilting f) no tilting g) tilted right h)
tilted right i) tilted left j) tilted left.

4.3.5 Pentagonal road sign tilt angle computation
Angle of tilting of such diamond road signs can be found by calculating the opposite and
adjacent length dimensions from the eight points, we have three cases for the tilt angle (see
Figure 4.21):
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•

θ =

No tilting and tilted right

180

π

•

θ =(
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−1

(

X B l − X Lb
Y Bl − Y Lb

)

( 4 . 34 )

Tilted left

180

* tan −1 (
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( 4.35)
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Figure 4.21: Pentagonal signs tilt angle possibilities and the corresponding tilting decisions.
a) no tilting b) tilted right c) tilted left d) no tilting e) no tilting f) no tilting g) no tilting h)
tilted right i) tilted right j) tilted left k) tilted left.
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CHAPTER 5
CONDITION ASSESSMENT FRAMEWORK OF DEFECTIVE ROAD SIGNS
Partial occlusion, vandalism, and deterioration condition assessment of road signs are
presented in this chapter. Distance to border (DtB) vector is constructed by generating the
shape outline signatures. Then, taking advantage of linear support vector machine (SVM)
methods, with these DtB vectors, allowed for the classification of partially occluded road
signs against the non-occluded ones. Gaussian-kernel SVM is deployed on gray scale images
in a one-versus-all fashion to classify vandalized signs from non-vandalized ones.
Deterioration condition assessment of red road signs is performed by building a
feature vector that consists of red channel, green channel, blue channel, and gray channel of
road sign background. Feature vectors of both deteriorated and non-deteriorated road signs
are used by linear SVM to classify faded or deteriorated road signs from non-deteriorated
ones.
The condition assessment process of partially occluded, vandalized, and deteriorated
road signs is done either by linear SVM or Gaussian-kernel SVM after extracting appropriate
features that describe the road sign image in terms of one of these three defects. Figure 5.1
shows the general description of the proposed condition assessment system. This chapter
introduces the last four stages of the condition assessment system. Section 5.1 presents the
DtB feature extraction used in partial occlusion condition assessment in Section 5.2. Section
5.3 presents the condition assessment of vandalized road signs while Section 5.4 presents the
condition assessment of deteriorated road signs.
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Figure 5.1: A presentation of the proposed condition assessment system using local image
features and SVM. a) training phase b) testing phase.

5.1 Distance to border feature extraction
Distance to Border (DtB) is a 1-D vector representation of object boundary attributes.
Different geometric shapes have different distance to border (DtB) vectors. DtB vector can be
defined in different ways but for our algorithm, we have used the Euclidean distance from the
centroid of road sign shape to the boundary of it. Figure 5.3 shows different synthesized road
sign shapes and the corresponding DtB vector.
The centroid of road sign shape is defined over the filled area of that sign as the mean of all
x-axis points and the mean of all y-axis points:

xC =

1 n
∑ xi
n i =1

(5.1)

yC =

1 n
∑ yi
n i =1

(5.2)

where xi and yi are the ith pixel coordinates in the filled area within the underlying ROI.
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The Euclidean Distance between the centroid ( xC , yC ) and any point on the boundary ( xB ,

y B ) is defined as:

D = ( xC − xB ) 2 + ( yC − y B ) 2

(5.3)

and the distance to border (DtB) is defined as the Euclidean distance from the centroid to the
boundary from θ = 0 to 360o:
360

DtB = ∑ ( xC − x B (θ )) 2 + ( y C − y B (θ )) 2

(5.4)

θ =0

In general, DtB vector is invariant to translation and variant to rotation and scale. In
our framework, we have normalized the DtB with respect to the maximum value to make it
invariant to scale. In order to make DtB invariant to rotation, we have used rotation
information from section 3.3 to have the same starting point. Figure 5.2 shows DtB vector for
geometric shapes with different scale and different rotation.

θ

θ

θ

θ

θ

θ

Figure 5.2: A presentation of the DtB feature vector. a) DtB vector for two different size
circular shaped ROIs b) DtB vector for two different tilting angle square shapes.
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θ

θ

θ
θ

θ

θ
Figure 5.3: Synthetic road sign shapes and their corresponding DtB signatures. a) rectangular
shape and b) its DtB signature c) triangular shape and d) its DtB signature e) octagonal shape
and f) its DtB signature g) diamond shape and h) its DtB signature and i) pentagonal shape
and j) its DtB signature.
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Partially occluded or broken road signs will have defective outline shapes which will
generate defective DtB signatures. By making DtB vectors invariant to rotation and scale,
unique signatures for partially occluded road signs can be guaranteed. Partially occluded
synthetic shapes with their corresponding DtB signatures are shown in Figures 5.4 through
5.8 and as explained in the following section.
5.2 Partially occluded road signs condition assessment
Linear SVM is used to classify road sign into partially occluded or non-occluded
signs. The input to this linear SVM is the DtB vector generated in the previous stage. Five
binary linear SVM classifiers have been used to evaluate the five road sign shapes. Each
linear SVM would have a pre-specified DtB signature as an input since color information and
geometric measurements were used for successful shape recognition as was presented in
section 4.2. This classification process is invariant to translation, scale, and rotation since
DtB vectors are normalized with a fixed predetermined starting point.

Figure 5.4: Rectangular shape and corresponding DtB. a) non-occluded rectangular shape and
its corresponding DtB b) partially occluded rectangular shape and its corresponding DtB.

Figure 5.5: Triangular shape and corresponding DtB. a) non-occluded triangular shape and its
corresponding DtB b) partially occluded triangular shape and its corresponding DtB.
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Figure 5.6: Octagonal shape and corresponding DtB. a) non-occluded octagonal shape and its
corresponding DtB b) partially occluded octagonal shape and its corresponding DtB.

Figure 5.7: Diamond shape and corresponding DtB. a) non-occluded diamond shape and its
corresponding DtB b) partially occluded diamond shape and its corresponding DtB.

Figure 5.8: Pentagonal shape and corresponding DtB. a) non-occluded pentagonal shape and
its corresponding DtB b) partially occluded pentagonal shape and its corresponding DtB.
Each linear SVM has two classes: partially occluded and non-occluded road sign
which can be labeled as defective versus non-defective classes. The choice of using linear
SVM is more suitable of nonlinear methods because of the nature of the training data, being a
1-dimensional vector and the data of each class is separable. Each classifier has two phases:
training and testing as shown in Figure 5.9.
The training data are labeled as:
→

→

{ x i , yi } where i = 1 ,......, n ; yi ∈ {1,−1} ; x i ∈ {ℜ d }
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→

x i is the DtB vector, yi is the class which can attain the values of 1 or -1, i is the number of
training data, and d is the dimension of the DtB vector.
The hyperplane separating the two classes can be represented by:
→ →

w. x + b = 0
→

where w (weight) is the orthogonal vector to the hyperplane determining it’s orientation, and

b (bias) is the distance from the origin to the hyperplane.
Any training sample should satisfy:
→ →

w . x + b ≥ 1 for y = +1 or
→ →

w . x + b ≤ −1 for y = −1

These two inequalities can be combined to get:
→ →

y ( w . x + b) − 1 ≥ 0

To solve this inequality Lagrange multipliers are suggested and the inequality becomes:
2

l
l
→ →
1 →
L p ≡ w − ∑ α i y i ( x i . w+ b ) + ∑ α i
2
i =1
i =1

( 5.5)

With the following constraint:
l

∑α y
i

i

=0

i =1

where α i are Lagrange multipliers.
The result of solving SVM with Lagrange is a decision function in terms of Lagrange
→

multipliers α and bias b for test input xt :
l

→

→

y t = ∑ α i y i < xi . x t > + b

(5.6)

i =1

→

→

where yt is the class to which the new test input xt belongs and xi are the support vectors.
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Figure 5.9: Training and testing phases of the partial occlusion condition assessment model.

5.3 Vandalized road signs condition assessment
Vandalism of road signs has many types and may contribute at different levels to the
danger on the road. Some types of vandalism impacts drivers’ safety by the loss of
information on the signs or misinformation that may be delivered as shown in the sample of
vandalized road signs in Figure 5.10.
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Figure 5.10: Vandalized road signs. a) vandalized STOP sign with paint b) speed limit of 30
sign vandalized to show a different speed limit c) STOP sign with graffiti.

Nonlinear Gaussian kernel SVM is applied to classify vandalized and non-vandalized
road signs of the same shape. This classification process has training and testing phases as
shown in Figure 5.11 and has been achieved using three one-versus-one SVM classifiers with
STOP sign, YIELD sign, and school sign. Rectangular and diamond road signs have been
assessed using two one-versus-all SVM classifiers (Figure 5.12). Each one-versus-one
classifier of the STOP sign, YIELD sign, and school zone signs would assign the road sign to
either vandalized or non-vandalized. Each one-versus-all classifier of rectangular and
diamond road signs will have three classes as shown in Figure 5.13. Also in Table 5.1, the
classes of each road sign shape are presented.

Figure 5.11: Training and testing phases of the vandalism condition assessment model.
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Table 5.1: Vandalism assessment classes of each shape.
Road sign shape

Number of
classes

Classes

Octagonal

2

Vandalized and Non-vandalized STOP sign

Pentagonal

2

Vandalized and Non-vandalized School sign

Triangular

2

Vandalized and Non-vandalized YIELD sign

Rectangular

3

Non-vandalized Speed-limit, Vandalized, and Others

Diamond

3

Vandalized Pedestrian or Signal Ahead, Nonvandalized, Others

Figure 5.12: Road sign vandalism condition assessment sequence using different one-versusone and one-versus-all SVM classifiers.
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The input to each SVM is a gray scale image where each SVM has been trained with
r
vandalized and non-vandalized road signs. A nonlinear mapping function φ (x ) has been used

to map input data to a higher feature space where a linear classification becomes possible.
Since SVM relies on calculating the dot product between all pairs of training data, a kernel
function can be used explicitly to be equal to the dot product of the training data in the new
feature space.

r r
r
r
k ( xi , x j ) = φ ( xi ) . φ ( x j )

(5 .7 )

A Gaussian kernel has been chosen to used in this work since it has better generalization
ability over linear SVM when the input data is complex or has high dimension.

r r
k ( xi , x j ) = e

r
r
− xi − x

2
j

2σ

2

(5 .8 )

and the decision function, when testing, is:
Ns
Ns
r
r
r
r r
y ( x t ) = sgn( ∑ α i y iφ ( s i ).φ ( x t ) + b ) = sgn( ∑ α i y i k ( s i , x t ) + b )
i =1

(5 .9 )

i =1

r
where si are the support vectors, N s is the number of support vectors, α i are the Lagrangian
multipliers, b is the bias, k is the kernel function, yi is the class label, and xt is the test data.
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Figure 5.13: Vandalism condition assessment classifiers structure. a) rectangular road sign
vandalism classifier b) diamond road sign vandalism classifier c) triangular, octagonal, and
pentagonal road sign vandalism classifier structure.

5.4 Deteriorated road signs condition assessment
Over time, road signs colors are affected by weather conditions, sign posting, and aging.
A deteriorated road sign would fail to reflect the light back toward the driver which means
that it does not satisfy the main goal of it which is warning the driver of road conditions in a
timely manner. Figure 5.14 shows an example of two faded signs. Retroreflectivity is used
normally to measure the degree of deterioration and the fading colors of road signs. Red
color road signs are the most affected by color fading. In this dissertation, deterioration
condition assessment has been tested on red signs, namely STOP and YIELD signs. The
condition assessment process should have the ability to decide if a specific red road sign is
deteriorated or not.
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Figure 5.14: Deteriorated road signs. a) deteriorated STOP sign and b) deteriorated
YIELD sign.

A feature vector of RED, GREEN, BLUE, and GRAY components of road sign
background has been suggested in this work as follows:
Feature vector (FV) = [RED, GREEN, BLUE, GRAY]
Road sign legend was discarded and only background was considered in the feature
vector. Different feature vectors of both deteriorated and non-deteriorated road signs were
combined with linear SVM to build a model or structure of the condition assessment
(classification) process. Figure 5.15 shows the procedure of both training and testing phases
of the deterioration condition assessment model.
the training data are labeled as:
→

→

{ x i , yi } where i = 1 ,......, n ; yi ∈ {1,−1} ; x i ∈ {ℜ d }
→

x i is the feature vector, yi is the class which has two values 1 and -1, i is the number of

training data, and d is the dimension of the feature vector.
The hyperplane separating the two classes can be represented by:
→ →

w. x + b = 0
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The result of solving SVM with Lagrange is a decision function in terms of Lagrange
→

multipliers α and bias ( b ) for test
tes input xt :
l

→ →

yt = ∑αi yi < xi . xt > + b

(5.10)

i =1

→

where yt is the class to which the new test input xt belongs (deteriorated or non-deteriorated)
non
→

and xi are the support vectors.

raining and testing phases of the deterioration condition assessment model.
Figure 5.15: Training
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CHAPTER 6
EXPERIMENTAL RESULTS AND VALIDATION
To validate the proposed framework in this dissertation, real road sign images are
gathered and used. To increase number of images with defects, synthetic defects were added
to defect free images to simulate defects in the acquired road sings. Therefore, all realistic
conditions were already available or added to test the robustness of proposed methods such
as: 1) scale or size of ROI, 2) partial occlusion on the top or right side of the sign, 3) tilting,
4) illumination variations, 5) vandalism, 6) deterioration, and 7) geometric distortions.
This chapter is organized as follows: Section 6.1 introduces road sign images
acquisition and preparation; Section 6.2 presents the color segmentation and shape
recognition stage results; Section 6.3 introduces tilt angle detection and computation results;
Section 6.4 presents the results of road sign partial occlusion condition assessment stage;
Section 6.5 presents the results of road sign vandalism condition assessment; and Section 6.6
presents road sign deterioration condition assessment results.
6.1 Road sign image acquisition and preparation
Three road sign image databases were used, these are:
1. Images captured using SAMSUNG ST65 digital camera, still pictures
2. Images from VISATTM mobile mapping system [21], taken using a moving van with
60m/hr speed limit.
3. Images from Michigan Department of Transportation (MDOT) [94].
Images from these three different databases were all color pictures but with different
resolution. Preprocessing steps were enforced to rescale these images to 864x648 pixels
for SAMSUMG camera images, 640x480 pixels for MDOT images, and 802x617 pixels
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for VISATTM images. Since these images were captured under different circumstances
and using different equipment, they have different levels of quality in terms of distortion,
sharpness, noise, and contrast. Proposed methods were implemented using MATLAB
environment and a 2.67-GHz Pentium4 and are independent of the source of data.
Additionally, data were normalized to remove ROI actual size impact.
Some images contained real defects that were captured by the SAMSUNG camera or
extracted from VISATTM database while others contained simulated defects that were
added into the images. Defects were added include tilting, partial occlusion, and
vandalism. For example, partial occlusion defect was added by applying a mask to road
sign background and ROI outline while vandalism defect has been achieved by painting
on road sign’s content. Figure 6.1 shows real and synthetic defects in a sample of road
sign images.

Figure 6.1: Real and simulated defects appearing in road signs. a) real partial occlusion of
a speed limit sign b) synthetic partial occlusion of a warning sign c) real graffiti on a
STOP sign d) synthetic graffiti of paint to transform a 30 speed limit to an 80 one.
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6.2 Color segmentation and shape recognition results
Shape recognition has been satisfied geometrically by using color thresholding first
and then applying a set of cascaded detectors. Threshold values of the color segmentation
stage were chosen to segment different illumination levels images. Table 6.1 shows threshold
values used in color segmentation stage.
Table 6.1: Color segmentation threshold values.
Threshold values
Red color

ThR = .3 ; ThG = .22

Yellow color

ThY = .95
ThA1 = 32 ; ThA 2 = 40 ; ThA 3 = 40 ;

White color

ThR 1 = 160 ; ThR 2 = 240 ; ThG 1 = 160 ;
ThG 2 = 240 ; ThB 1 = 160 ; ThB 2 = 240

Area and solidity thresholds of ROI in the detection stage were also chosen to discard
non-road sign objects from the segmented frame. For each road sign shape, different road
signs were tested to get the minimum and maximum solidity values considering partial
occlusion; these values are used as the lower and upper bounds of solidity thresholds range.
In fact, a safety margin was added to expand this solidity thresholds range since partial
occlusion would have small effect on the solidity value.
Vertices and Dimensions ratio in the shape detection and recognition stage were also
found within 3% tolerance of dimension length to assure the right process of the recognition
stage. Table 6.2 shows shape detection and recognition threshold values of area, solidity, and
dimensions-ratio tolerance used.
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Table 6.2: Shape detection and recognition threshold values.
Area Solidity

Triangle
Octagon

[2000-25000]

Rectangle

Dimensions-Ratio Tolerance

[0.6-0.85]

3%

[0.71-0.77]
[0.77-0.85] 3%

Diamond

[0.5-0.85]

3%

Pentagon

[0.6-0.7]

3%

The shape detection and recognition methodology was applied on 420 images. Some
images have no road signs and some have more than one road sign. Table 6.3 shows the
results of the detection and recognition methodology. Number of existed road signs was 408,
Five road signs were recognized falsely while twenty eight of the sample tested were not
detected as road signs. This error is the result of segmentation and detection errors. The
detection and recognition methodology has an accuracy of about 91.9%.
Table 6.3: Summary of shape detection and recognition results.
Number of frames

420

Number of existed road signs

408

Number of detected road signs

380

Number of recognized road signs

375

Number of missed road signs

28

Number of Falsely recognized road signs 5

Table 6.4 shows the detection and recognition rate of each road sign shape. These shapes’
recognition results are also shown in Figure 6.2.
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Table 6.4: Shape detection and recognition rates or each road sign shape.
Number of Signs

Detected

Missed

Falsely recognized

All Signs

375

28

5

Rectangular

98

12

0

Diamond

97

9

0

Triangular

50

3

0

Pentagonal

42

2

4

Octagonal

88

2

1

Total number of existed signs

408

450
400
350
300
250
200

Falsely recognized

150

Missed
Detected

100
50
0

Figure 6.2: Road sign shapes detection and recognition rate.

Figure 6.3 shows the shape detection process of speed sign. Figure 6.4 shows the shape
detection process of partial occluded warning sign while Figure 6.5 shows the shape
detection process of tilted STOP sign.
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Figure 6.3: Shape recognition process of speed sign. a) original frame b) segmented frame c)
detected road sign.

Figure 6.4: Shape recognition process of partially occluded warning sign. a) original frame b)
segmented frame c) detected warning sign.

Figure 6.5: Shape recognition process of partially occluded STOP sign. a) original frame
b) segmented frame c) detected STOP sign.
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6.3 Tilt computation results
A total of 105 images that contained all road sign shapes with real and synthetic tilting
defect were used. Additionally, the methodology has been tested under different conditions:
1) Scale; 2) Partial occlusion; and 3) Geometric distortion. In Table 6.5, the results of tilt
angle computations under these different conditions are presented. It shows the maximum
error and the average accuracy for all road signs tested. Figures 6.6, 6.7, and 6.8 show the
results of tilt detection and the value of titling angle for a geometrically distorted warning
sign, a tilted STOP sign, and partially occluded speed sign, respectively.
Table 6.5: Summary of tilting computation results.
Type of defect

Number of signs Maximum error Average accuracy

Partial occlusion

40

2o

.5o

Scale variations

40

2o

1o

Geometric distortion

25

4o

2.5o

The methodology has limitations in terms of maximum tilt angle values that can be
computed due to the fact that we compute the tilt angle using only the shape outline
regardless of sign content. For example, incorporating the content of the STOP sign in the
direction calculation allowed for an increase in the range of its tilt angles. The method has the
ability to determine the tilt angle up to ±45o for rectangular, diamond, octagonal and
pentagonal shaped signs and up to ±60o for triangular shaped signs.
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θ = − 4 .1

Figure 6.6: Geometrically distorted warning sign. a) original frame b) segmented frame c)
detected shape with tilt angle.

θ = 23 .4

Figure 6.7: Tilted STOP sign [18]. a) original frame b) segmented frame c) detected shape
with tilt angle.

θ = −18.3

Figure 6.8: Partially occluded tilted speed sign. a) original frame b) segmented frame c)
detected shape with tilt angle.
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6.4 Partial occlusion condition assessment results
Five linear support vector machines (SVM) were trained using DtB vectors, one for each
of the occluded and non-occluded five road sign shapes. In addition, another five KNN
classifiers were used as a benchmark to compare and evaluate the performance of the
proposed SVM. The partial occlusion assessment method has been tested using 375 different
road signs as shown in Table 6.6 with 225 non-occluded signs and 150 partially occluded
ones. The testing data set has different conditions than the training set in terms of: 1) Scale;
2) Rotation; 3) Geometric distortion; and 4) Different levels of partial occlusion.

Table 6.6: Partial occlusion test data classification.
Shape tested

Test Data

Sign Shape

Non-occluded Partially Occluded Total

Octagonal

55

33

88

Rectangular

58

40

98

Diamond

62

35

97

Triangular

30

20

50

Pentagonal

20

22

42

All Signs

225

150

375

The performance of both the KNN and SVM classifiers was evaluated under different
number of training data; 16, 20, and 24 and different DtB vector sizes; 50, 100, and 200. Four
possible cases are available for any test instance:
•

True positive (TP): partially occluded road sign correctly identified as partially occluded.

•

False positive (FP): non-occluded road sign incorrectly identified as partially occluded.

•

True negative (TN): non-occluded road sign correctly identified as non-occluded.

•

False negative (FN): partially occluded road sign incorrectly identified as non-occluded.
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The performance is evaluated in terms of sensitivity, specificity, and accuracy as follows:
Sensitivity =

TP
TP + FN

(6.1)

Specificity =

TN
TN + FP

( 6. 2)

Accuracy =

TP + TN
TP + FN + TN + FP

(6.3)

The performance of the KNN classifier is better than the performance of the SVM
when a small training data used but as the training data increases; SVM outperformed KNN.
Table 6.7 shows the performance of both SVM classifier and KNN classifier with DtB vector
equals 200.

Table 6.7: SVM and KNN performance with DtB vector equals 200.

TP

FN FP Sensitivity Specificity Accuracy

16

198 125

25

27

83.3

88

86.1

20

214 131

19

11

87.3

95.1

92

24

218 139

11

7

92.6

96.8

95.2

16

206 128

22

19

85.3

91.5

89.1

20

213 130

20

12

86.6

94.6

91.5

24

215 134

16

10

89.3

95.5

93.1
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SVM

TN

KNN

Training Data

The DtB vector length has an effect on the classifier performance, as DtB vector
length decreases; the classifier accuracy decreases. Figure 6.9 shows the relation between
classification accuracy and DtB vector length. Also, in figures 6.10 and 6.11, the ROC curves
of KNN and SVM classifiers versus DtB vector length of 200 and 50 respectively, are shown.
SVM is a more accurate than KNN.

Figure 6.9: The relation between classification accuracy and DtB vector length.

Figure 6.10: ROC curve of both KNN and SVM. a) ROC curve with DtB length of 200 b)
ROC curve with DtB length of 50.
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Figure 6.11 shows an example of both occluded and non-occluded STOP signs along with
their DtB.

θ

θ

Figure 6.11: Occluded and non-occluded STOP signs and their corresponding DtB.

6.5 Vandalism condition assessment results
The classification process between vandalized and non-vandalized road signs has been
achieved using three one-versus-one Gaussian-kernel SVM classifiers with STOP sign,
school sign, and YIELD sign. Rectangular and diamond vandalized road signs have been
inspected using two one-versus-all Gaussian-kernel SVM classifiers (Figure 5.10). The input
of each SVM is a gray scale image of size 40x40 pixels where each SVM has been trained
with vandalized and non-vandalized road signs.
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Parameter values of Gaussian-kernel SVM σ
(

, C) were selected using two different

methods:
•

Grid search (GS) in which the best parameter values combination is selected from
exponentially growing sequences of σ

and C. Sequences are defined as

C ∈ {2 −5 , ........, 2 −15 }; σ ∈ {2 −1 ,........, 2 7 } and the best combination is selected using
cross-validation for checking the accuracy [95, 96].
•

Particle swarm optimization (PSO) where each particle is characterized in the parameter
space by a 2-dimensional vector x= [ σ, C]. Each particle is initialized randomly with C
and σ ; then the fitness function which is the classification rate is calculated by training
SVM after partitioning the training data to 6 partitions as shown in Figure 6.12. The
fitness function of the best particle would be used to update particles’ positions and
velocities and the operation will repeat until the termination condition is satisfied [97,
98]. Table 6.8 shows the values of both σ and C for each classifier using both PSO and
GS.

Figure 6.12: PSO-SVM model.
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Table 6.8: Gaussian-kernel SVM parameter values using PSO and GS.
Parameter Octagonal Rectangular Triangular Pentagonal Diamond

σ
C

σ
C

11.898
38.0546

19.652
96.26

6.5692
48.44

19.854
54.24

18.878
28.78

PSO

11.25
38.1

54.35
52.2

11.1
48.5

20.85
32.5

32.5
48.45

GS

Vandalism assessment methodology has been tested separately on each road sign shape
with different vandalized and non-vandalized road signs as shown in Table 6.9. The accuracy
of both rectangular and diamond shapes represents the accuracy of the assessment classifier.
The overall accuracy of the vandalism assessment methodology is 88.7%. Figure 6.13 shows
the ROC curve of vandalism assessment performance using Gaussian-kernel SVM with PSO,
Gaussian-kernel SVM with GS, linear SVM, and KNN classifiers where SVM has
outperformed KNN. Additionally, Gaussian-kernel SVM with PSO parameter selection has
the best accuracy among the four classifiers.
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Table 6.9: Summary of vandalism condition assessment results using SVM-PSO.

Sign shape

TN

TP

FN

FP Sensitivity Specificity Accuracy

Octagonal

49

41

2

5

95.3

90.7

92.8

Triangular

31

27

2

6

93.1

83.8

87.9

Pentagonal

26

23

1

5

95.8

83.9

89.1

Rectangular

66

54

6

13

90

83.5

86.3

Diamond

64

51

4

11

92.7

85.3

88.5

All signs

236 196

15

40

92.9

85.5

88.7

Figure 6.13: ROC curve of the vandalism condition assessment methodology
performance.
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6.6 Deterioration condition assessment results
Linear support vector machines (SVM) was trained using a feature vector of road sign
background’s red, green, blue, and gray channels of both deteriorated and non-deteriorated
red signs. The deterioration methodology has been tested over 91 different red road sign
objects with 58 non-deteriorated objects and 33 deteriorated ones. Road signs’ test data has
different conditions in terms of illumination level.
The feature vector was built by extracting a small portion from the road sign background
with size equals 30x30 pixels where the different channels were computed from it. Figure
6.14 shows the process of extracting the feature vector components from the original road
sign object. Two feature vectors (FV) were suggested in the training process of support
vector machine, the first feature vectors (FV1) is defined as [Red; Green; Blue; Gray] while
the second feature vector (FV2) is defined as [Red, Green, Gray]. The classifier was trained
with 30 different instances with 15 deteriorated signs and 15 non-deteriorated ones. All road
signs in the training and testing subsets were classified visually as deteriorated or nondeteriorated.

Figure 6.14: Feature vector extraction method from road sign background. a) nondeteriorated road sign with background and the four channels b) deteriorated road sign with
background and the four channels.
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The performance of SVM classifier was evaluated with the two feature vectors as shown
in Table 6.10 and Figure 6.15 using the four possible test results mentioned in Section 3.5:
•

True positive (TP): deteriorated road sign correctly identified as deteriorated.

•

False positive (FP): non-deteriorated road sign incorrectly identified as deteriorated.

•

True negative (TN): non-deteriorated road sign correctly identified as non-deteriorated.

•

False negative (FN): deteriorated road sign incorrectly identified as non- deteriorated.
The overall accuracy of the SVM with FV1 is slightly better than that with FV2.

Table 6.10: Summary of deterioration condition assessment results.
Feature vector TN TP FN

FP Sensitivity Specificity Accuracy

FV1

51

31

2

7

93.9

87.9

90.1

FV2

49

31

2

9

93.9

84.5

87.9

Figure 6.15: ROC curve of the deterioration condition assessment methodology
performance.
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CHAPTER 7
CONCLUSION

7.1 Summary
In this dissertation, a framework to automate the condition assessment of road signs in
terms of tilting, partial occlusion, vandalism, and deterioration has been developed. The
framework methodology includes a defect-invariant method for sign detection and shape
recognition. The framework consists of the following stages:
1. Road sign detection using color segmentation;
2. Road sign shape recognition based on sign geometry and color;
3. Sign tilt detection and computation using geometric dimensions of shape outline;
4. Partial occlusion assessment using distance to border (DtB) feature vector and linear
support vector machine (SVM) as a classifier;
5. Vandalism condition assessment of road signs based on Gaussian-kernel SVM; and
6. Deterioration condition assessment of road signs using color channels and linear
SVM.
The framework was tested and validated on three different road sign image databases.
Furthermore, in addition to the real defects in the dataset, synthetic defects were added to
some of the real images to satisfy certain conditions and to increase the number of images
with sign defects.
The proposed framework can be applied to any mobile mapping system images. This
automated inspection and condition assessment system should improve the process of road
sign maintenance that is currently achieved by a human operator going through the field.
Maintenance agencies and departments of transportation can benefit from such a system by
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providing an automated mechanism for tracking the condition of road signs among other
applications such as intelligent vehicle information system.

7.2 Limitations and recommendations
The condition assessment framework demonstrated in this dissertation can be improved
by increasing its efficiency and reducing it execution time. Limitations of this system include:
1) the lighting condition problem is still a challenge, affecting the detection of road signs
especially the white colored ones; 2) the tilt angle values are limited due to the fact that we
compute the tilt angle using only the shape outline regardless of sign content; and, 3) the
algorithms for the assessment methodology and detection of signs are computationally
demanding.
Recommendations for improvements to enhance performance may include:
–

Proposing another color segmentation technique that is more robust to variation in
illumination;

–

Improving the efficiency of detection of small size road sign objects by postprocessing of already segmented frames;

–

Including the possibility of partial occlusion occurring on the left side of the road sign
which can be useful in detecting defects such as breakage in left side of sign and
graffiti; and, .

–

Investigating deterioration further by using real images with pre-determined
retroreflectivity to validate the results of this work and perhaps to establish a better

106

understanding of the correspondence between sign retroreflectivity and deterioration
perception from an image.
7.3 Contributions
Contributions of this dissertation are:
•

Detection and recognition of partially occluded and tilted road signs by using geometric
features integrated with color information.

•

Tilt detection and value computation of road signs using the symmetry properties of road
sign shapes.

•

Evaluation of road sign shape visibility in terms of partial occlusion and partial breakage
using DtB feature vector and SVM methods.

•

Evaluation of road sign visibility in terms of vandalism using Gaussian-kernel SVM.

•

Evaluation of road sign visibility in terms of deterioration using color based feature
vector and linear SVM.

7.4 Future research directions
Extensions to this work should investigate other methods for the shape detection and
recognition instead of the color segmentation based method used in this work to improve
computational efficiency. Assessment of road sign visibility and deterioration stages using
background homogeneity should also be addressed in the future to establish a correspondence
with road sign retroreflectivity measurements. The deterioration detection can also be
enhanced by allowing for multi-level assessment and classification of defects as opposed to
the current binary result of being either a defective or non-defective road sign within specific
categories of defects.
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Assessment of road sign deterioration can be compared to retroreflectivity
measurements of any maintenance agency to establish a relation between deterioration and
retroreflectivity. Visibility parameters can also be combined to set up one visibility parameter
with multi-levels that describes the overall status of road signs.
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