Traffic congestion detection plays an important role for road management. However, it is difficult to automatically report traffic congestion when it occurs in large-scale road network. One of key challenges for rapidly and precisely identifying early congestion is huge variations in appearance caused by illumination, weather, camera settings and other traffic conditions. To address it, we proposed a trafficoriented model to classify congestion from large dataset of ultra-low frame rate video captured from traffic surveillance system. The proposed deeply supervised traffic congestion detector has two modules: attention proposal module and deeply supervised inception network. Specifically, within the shallow layers, the binary edge/corner density features are used in attention proposal module to generate the rang of interest (ROI) mask automatically. This strategy keeps the training process focusing on the congestion features without disturbances. Following the attention proposal module, a very deep structure based on the inception network was used together to effectively extract rich and discriminative features then detect traffic congestion. The approach was tested on a self-established dataset based on empirical data, which contains images captured from 14470 surveillance cameras for monitoring 5,215 km of freeway in Shaanxi province, China. The experimental results show that the accuracy of the proposed method could reach 95.77% considering various disturbances, conditions and other limitations, which is improved than unsupervised networks.
I. INTRODUCTION
Traffic congestion detection plays an important part for road management. Distinction of traffic condition facilitate better decision making in accident rescuing, extended congestion preventing and traffic efficiency improving. Traffic congestion could be observed visually through roadside cameras. However, as an abnormal always generate accidentally, rapidly identifying a congestion requires some operators to watch videos continuously. The monitoring is tedious and
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Automatic congestion detection based on freeway surveillance system was developed to lighten the burden of monitoring. Currently, most successful methods for congestion detecting are based on successive video frames. These methods perform well in the performance of real-time and accuracy but limited by the capability of transmitting and processing, applications which based on the high frame-rate video for a large-scale road network are always resource consuming. a congestion detection system for large-scale freeway network always require massive resource investment.
Humans could identify congestion just by one image. This imply that one image still provides much information about the congestion. Some pervious works have focused on this approach. Compare with the approach based on consecutive sequence of frames, the approach based on one image could significantly reduce the computational complexity, but the performance is still limited by the feature representations. In recent years, with the great developments of artificial intelligent (AI), many typical tasks in computer vision, such as Classification [1] - [5] , Object Detection [6] - [9] , Semantic Segmentation [10] - [12] , have scored remarkable achievements. The artificial intelligent methods have more powerful representation than traditional methods in various tasks. Motivated by the great success of AI, we attempted to adopt some artificial neural network (ANN) based methods to solve the weak representation problem of one image-based congestion detecting method.
In our previous work [13] , [14] , we explored the use of deep convolution neural network (CNN) for congestion detecting. The results show the powerful representation of CNN in congestion detecting task. However, deep features in these methods are extracted from a resized image. For images whose region with congestion have a relatively small area, the extracted features may bring potential inaccuracy because the process of detection may be affected by amount of useless information. Therefore, in this paper, we attempt to solve the attention problem for congestion detection using deep feature based methods and reduce the negative impact of uninterested region.
The contribution of this paper is: (i) We proposed an unsupervised spatial attention proposal module. The module could crop the region with much information for identifying the traffic conditions. (ii) we established a novel architecture of deep convolution neural network for further improving the performance. (iii) We attempted the data augmentation mechanism for informative enrichment and overfitting prevention. The paper is organized as follows: Background and related peer studies are described in section I and section II. The proposed deep learning-based approach and data preprocessing method are provided in section III. The classification accuracy is analyzed and compared with that of the typical data-driven method in section IV. In the end, conclusions are provided in section V.
II. RELATED WORK
Currently, congestion detection methods could be categorized into three groups roughly: methods using successive video frames, methods using adjacent video frames and methods using one video frame based.
A. METHODS USING SUCCESSIVE VIDEO FRAMES
Many works have been proposed to classify traffic condition using successive video frames. The features for classification could be categorized into the vehicle density, vehicle motion and vehicle flow. The vehicle density feature is a relationship between road pixels and vehicle pixels. References [15] - [17] get the get vehicle object regions and road regions using the frame subtraction method and background subtraction method, then take the ratio vehicle area/road area, energy density, texture density as features to classify the traffic conditions. Vehicle motion feature always refers to the moving speed. References [18] - [20] extract motion feature by using the optical flow method or the motion compensation information in video compression. Then classify images by the calculated velocity. The vehicle flow feature always refers to the count of vehicles in a time period. Reference [21] proposed a method to count entering cars using virtual line, the traffic condition can then be identified based on the number of vehicles. In [22] , a method based on background modeling and vehicle detection was proposed. The traffic condition could be classified by counting vehicles on background image. In addition, some new attempts were proposed, Reference [23] used a CNN-based method to extract multi-dimensional visual features. The features combine the features mentioned above: traffic density, traffic occupancy, traffic velocity and traffic flow. Then integrate these features with entropy of CNN to detect congestion. Reference [24] , [25] proposed a spatial-temporal feature map from video sequence using 3D filters, the conditions could be classified with this map. Generally, the methods using successive video frames perform well with high accuracy and stability. However, the feature extraction in these methods require to process the video frame by frame, thus massive computation make the detection for a large-scale network become resource-consuming.
B. METHODS USING SEVERAL ADJACENT FRAMES
There are two approaches for congestion detecting using several adjacent frames. One way is to compare the similarity of frames. References [26] , [27] used some low-level image features, such as LBP (local binary pattern), Harr-like features and middle-level image features (sparse encoding), to compare the similarity of two adjacent frames, then images with high similarity are identified as congestion. Another way [28] is similar to the vehicle density based methods using successive video frames, but the vehicle and road are detected by the sematic segmentation technique with CNN method, which is more efficiently than the method based on the frame subtraction. For instance, predict pixel-wise class label using the SegNet firstly. Then classify the traffic conditions by the ratio of vehicle area/road area. Compared with the methods using successive video frames, the methods mentioned in this part could reduce computation significantly. However, the similarity and the ratio of vehicle area/ road area have less power in the representation for congestion detection, it may easily cause to fail the detection.
C. METHODS USING ONE FRAME
Methods using one frame are totally different from the methods using successive frames or adjacent frames. They ignore the motion features and identify the traffic conditions by image content only. For instance, References [29] , [30] classify the traffic conditions based on some low-level image features (such as color, edge, texture and key-point features) and middle-level features (such as codebook descriptors) extracted from one image. The methods are speed but inaccuracy and instable owing to a lack of powerful representations. In order to improve the capabilities of feature representation while reducing the computation, we attempted to extract deep features by using CNN in previous work [13] , [14] . The deep features have more powerful representation in congestion detection. However, the results are easily influenced by surrounding landscape.
III. DEEPLY SUPERVISED TRAFFIC CONGESTION DETECTOR A. ATTENTION PROPOSAL MODULE (APM)
Human vision allows us to fix the visual attention on a particular region when perceiving a surrounding image, then do the inference accordingly. Inspired by this, the region with rich appearance features for congestion detection should be separated from the complicated background to further improve the detection accuracy. Many works devoted on the attention mechanism in computer vision and some are used in image caption and classification [31] , [32] . Most methods are based on CNN with attention [32] , [33] or reinforcement learning [34] . However, these methods take images with a fixed resolution as input, all images should be resized before input. If congested regions are small in an original image, image resizing before analysis might lost much detail information.
In order to automatically crop the region of road and minimize the losses of key details before feature extraction. We proposed a simple yet effective method for identifying the image patch with road, the method based on a simple analysis of the density of the binary edges of the original images. By assuming that dense edges represent a large quantity of vehicles, the congested area is extracted based on binary edge image. The steps in the proposed method are listed as follows.
Step 1: Extract the binary edge density of the original image using the Canny algorithm. We smooth the image with a filter based on a 3 × 3 Gaussian kernel, and get intensity gradient with a 3 × 3 Sobel operator. Then we use the nonmaximum suppression and double thresholding to get the perfect edge. The two thresholds are 100 and 200.
Step 2: Count the number of edge pixels in all rows and columns.
where I b (m, n) is the binary edge image, c r (m), c c (n) are the number of edge pixels in of the mth row and the nth column, sgn(·) stands for the sign function:
Step 3: Calculate the 5th and 95th quantile. The purpose of this step is to determine the range of edge pixels' count and reduce the influence of outlying values. For instance, some images are stamped with subtitles, this may enlarge the range of accumulated value of edge pixels in all rows. For images we used in this work, the height of titles are no greater 5% height of image, thus we choose the 5th and 95th quantile in this paper. And the quantile is adjustable for specific task.
Step 4: Set a scale factor and calculate the threshold of edge pixels' count for cropping. By observing the captured images, we found that the edge pixels' count increases quickly in regions with road or congestion. Thus, the region with high edge pixels' count may be the region of interest in this task. We could determine a proportional threshold by the range of edge pixels' count to check its edge-intensiveness. The threshold could be calculated as follows:
where c r,0.05 , c c,0.05 , c r,0.95 , c c,0.95 , are the 5th, 95th quantile, c r,th , c c,th are count thresholds of edge pixels in rows and columns. f th is the scale factor. By trial and error, a scale factor of 0.6 is used in this step.
Step 5: Calculate the coordinates of cropping box based on the count thresholds derived in Eq (3) . We assume that the region with dense edges is the road or congestion region. Thus, the maximum and minimum value of lines number or column number whose count of edge pixels exceed the threshold, are the boundary coordinates.
where (x tl , y tl ), (x br , y br ) denote the top-left and bottom-right points coordinates of cropping box.
B. DEEP LEARNING-BASED CLASSIFIER 1) MODIFIED ALEXNET AND MODIFIED VGGNET Inspired by the great success of CNN, in this paper, we take the modified AlexNet [1] and modified VGGNet [5] architecture as the baseline models.
The AlexNet consists of 5 Convolutional layers, 2 fullyconnected hidden layers and one fully-connected output layer. To make the architecture of network deeper, the VGGNet proposed the idea of using blocks. The basic blocks of VGGNet consist of a sequence of convolutional layers and followed by a max pooling layer. The architecture we used in this paper has 5 convolutional blocks. The first two blocks contain two convolutional layers each and the latter three blocks have four convolutional layers each. Since the network has 16 convolutional layers and 3 fully-connected layers in total, it is generally known as VGG-19.
Both models take the 224 × 224 × 3 RGB images as input. The ReLU (Rectified linear unit) activation function is used to solve nonlinear problems. The function is shown as below:
where x is the output of hidden layer. The gradient of function is 1 if x is positive and 0 otherwise, and this helps the model to be effectively trained. Both AlexNet and VggNet are modified by replacing the fully-connected (FC) output layers to perform successful binary classification.
2) FORMED DEEPLY SUPERVISED INCEPTION NETWORK (DSIN)
To further improve accuracy and reduce computation of classifier. We proposed a former deeply supervised inception network (DSIN). The DSIN extract image features based on Inception-v3 [3] , Inception-v3 is the third version in a series of deep convolutional network with inception module [2] . Inception network [3] suggests to take the sparsely network architecture to replace the densely connected architecture. This could maintain the computation while increasing the depth and width of the network. Thus, compared to the classical CNN models, such as AlexNet, VGGNet and ResNet, the Inception module has powerful representation with less parameters. A smaller number of parameters means less computation and faster inference, and this is an important advantage in practice. In order to get a trade-off between accuracy and speed, we established the backbone network based on the Inception modules. Figure 3 (b) shows the architecture of DISN. To further reduce the number of parameters without decreasing the network efficiency, suggests some improvements. The improved inception modules use smaller factorized convolution to replace the large convolution in Inception V1, and they are referred to the Inception module A, B and C. As shown in Figure 3 (c), in an early layer, the Inception module A takes two 3 × 3 convolutions to replace one 5 × 5 convolution in Inception-V1, the number of parameters is reduced from 5 × 5 to 3 × 3 + 3 × 3. In a deeper layer with medium gridsizes, the module B further factorizes one large convolution into two asymmetric convolutions. As shown in Figure 3 (d), one n × n convolution in Inception-V1 could be replaced by one n × 1 convolution followed by one 1 × n convolution. The number of parameters is reduced from n 2 to 2n. In the last few layers, for removing the representational bottleneck caused by the excessive reduction in dimensions, the Inception module C expand the filter banks by replacing one 3 × 3 convolution to one 1×3 convolution and one 3×1 convolution The model weights of original Inception-v3 are pre-trained on the ImageNet dataset. We retrained the model on the self-established traffic image database. The following parts are two techniques for model training: Label smoothing and auxiliary classifier.
Classic models always use one-hot encoded labels, the model would learn to predict the every training example extremely confidently. This is a signature of overfitting, and is not good for generalization. To further reduce over-fitting, label smoothing is used to instead one-hot encoded vector. The smoothing relax the confidence by decreasing the target value 1 and increasing target value 0 slightly. In this work, the smoothing could be expressed as:
where the ground-truth label distribution y = (y 1 , . . . , y K ) is replaced by a new distribution y = (y 1 , . . . , y K ). y k , y k denotes the kth label in K candidate labels. ε is a weight factor for smoothing and it was set to 0.1. DISN has 159 layers, it is unstable during training for vanishing gradient and forgetting information. suggests to add auxiliary classifier to the middle part of network. The loss from auxiliary classifier is added to the loss of final classifier with a fixed weight in training time. This could provide additional feedback signals to the network and alleviate the vanishing gradient problem effectively. The total loss of network could be expressed as:
where loss final , loss aux are loss of final classifier and auxiliary classifier, loss total is the total loss for training. 0.4 is the weight for auxiliary classifier.
C. DATA AUGMENTATION
Due to the congestion occurs less frequently, original dataset only has a small number of samples, training on this dataset would easily cause the overfitting problem. To add more training data with good diversity in varying sizes, lighting conditions and poses, images in original dataset were augmented via a combination of affine transformations include rotating, zooming, flipping and shifting. These affine transformations were applied to the original images using the following equation:
where x , y is a pixel position in a transformed image, x, y is the pixel position in an original image, A is an affine transformation matrix and B is a translation vector. Moreover, transformation will produce some results that will be not in original sample, thus, the mapping value should be corrected between two discrete space. In this work, the nearest neighbor algorithm is chosen for interpolation. FIGURE 4 shows some results which are generated based on these basic geometric transformations. 
IV. EXPERIMENTS A. TRAFFIC CONGESTION DATASET
From the freeway management's perspective, traffic stopped moving completely cause greater harm than be slow. Thus, in this work, the congestion is defined as the condition which traffic has totally stopped on any side of freeway. The traffic congestion dataset is established based on an existing surveillance system, which includes 14470 cameras used for freeway monitoring by the Traffic Management Bureau in Shaanxi Province, China. More than 30 thousand original images are collected from a surveillance system to identify congested and uncongested. The initial images were labeled by onsite staff in the surveillance center. We rechecked the images and picked only a few images in certain scenes and traffic conditions. Congestion generally occurs for two reasons: accident or heavy traffic, these abnormal states appear less frequently, thus images with congestion are not commonly found in practice. A balanced dataset has some advantages for the classification performance. To improve the performance of classification, a balanced dataset should be established, and to establish a balanced dataset, more attention should be pay on the images with congestion. In practice, the image with high traffic density may have similar appearance with congestion. Thus, specific classification schemes should be studied to improve the quality of the training database. Subjective standards are difficult to apply in the classification of congested and uncongested images in the current system. In order to reduce the negative impact of subjective classification. We labeled the images based on the video. If all lanes have more than one vehicle stopped on either side of freeway, images from the video should be labeled as congestion. If all vehicles on the freeway move slowly, the image should be labeled as non-congestion. In addition, various factors, including illumination, visibility, and weather condition can drastically impact the appearance of images. It is difficult to give a unified standard by using the traditional image processing method.
When congestion occurs, capturing images at a fixed rate can yield a large number of images, but the images are similar in appearance. Similar appearance may have similar features representation in a training process, this will be bought some problems for model. Hence, in order to increase the diversity of data, we picked only a few images from each scene for a given period. Representative images of established database are presented in Figure 1 . After the initially classified congested and non-congested images are stored, each image must be manually checked to identify incorrectly classified and blurry images. The initial traffic image database is then established.
Moreover, some captured images have unusual appearances, such as no signal, strong noise, blur or no road, these images could not provide enough information for classification, and may confuse the classifier, hence, they should be removed from the dataset.
B. IMPLEMENT DETAILS
Transfer learning could reduce the training time and the data requirement to achieve a custom task. Thus, to develop a model with powerful representation by using the small-scale dataset, we transferred the knowledge learnt from the Ima-geNet, fine-turned the DSIN using a pre-trained inception-v3 model.
In the training process, we take the cross-entropy as the loss function. Cross-entropy can well represent the difference between the expected output and the predicted outputs. The cross entropy can be expressed as follows:
where p represents the expected output and q represents the predicted output . H (p, q) is the cross entropy of p and q. Moreover, we take the stochastic gradient descent (SGD) as the optimization operator to update the parameters of model. We trained and tested the proposed method on a platform with an Intel i7 CPU @ 4.2 GHz, 16GB RAM, GeForce GTX 1080 GPU and the CUDA programming environment. The methods are implemented in Python 3.5. More than 30000 images were used to train the models and more than 1000 images were used to evaluate the performance of models. Modified networks are built based on modified AlexNet, modified VGGNet, DSIN and DSIN with APM. The learning rate and dropout hyperparameters are listed in Table 2 . The loss and accuracy are compared in Figure 6 . In the early stage of the iteration, the training loss dramatically decreases and then steadily decreases at a stable rate. As the training loss approaches zero in the overfitting stage, the rate changes little. The training accuracy dramatically increases in the initial stage, and as the value approaches 1, the rate of the increase stabilizes.
C. EVALUATION
In this work, we evaluate the performance of classification via accuracy. The accuracy can be expressed as follows:
where ACU represents the accuracy, P represents the number of true positive cases, N represents the number of true negative cases, TP represents the number of correctly classified positive cases, TN represents the number of correctly classified negative cases. In this paper, congestion is defined as a positive case, and non-congestion is a negative case.
V. RESULT
To analyze and interpret the effects of using data augmentation, the DSIN network and APM we proposed above in the congestion detection. We compared the ACU derived from five methods and visualized some filters and feature maps of proposed network. The methods include the modified AlexNet obtained from a dataset without augmentation, which is mentioned in our previous work, and the modified AlexNet, modified VGGNet, DSIN without and with APM, last four models were obtained from an expended dataset with data augmentation. All methods were tested on a dataset with 2930 images. Table 3 lists the set value of mini-batch size, iterations for model training, the accuracy of five methods in training and testing process, and mean time to detect (MTTD). The minibatch size and iterations could represent the training cost for obtaining a reasonable model to a certain extent. As the methods with DSIN have a deeper and wider architecture than the VGGNet and the AlexNet, the training processes require more time.
A. COMPARISON OF RESULTS OF FIVE METHODS
In our previous work, we trained several CNN models using the dataset without data augmentation. Compare the results in the previous work, the accuracy of modified AlexNet in this work improved from 88% to 90.44%. This proves the data augmentation for congestion dataset facilitates the modeling of classifier.
The VGGNet have the accuracy a little higher than AlexNet, since the depth of the VGGNet architecture is deeper than AlexNet. This may indicate that a deeper network architecture has the capability extracting features with more powerful representation.
Inception module performs convolution operations with multiple sizes at the same level, this make the network architecture wider rather than deeper. The expanded filter banks could decrease the representation bottleneck caused by reducing dimension too much, and improve the performance of classification further. As shown in Table 3 , due to the existence of inception module, the accuracy of DSIN (without APM) could rise to 94.71%. It proves the beneficial result of making filter banks wider instead.
As can be seen in the Table 3 , the accuracy of DSIN with APM could reach 95.77% on test dataset, and it presents higher accuracy than DSIN without APM. This indicates that the attention proposal module could improve the classification performance, and the proposed method for attention box predication is effective in the application of congestion detection.
In addition, without considering transmission factor, mean time to detect (MTTD) of each model is in several milliseconds. For methods based on successive video frames or adjacent frames, the limiting value of MTTD is never less than one frame period of the video (25fps means update every 40ms) in principle. This shows the great advantage of our attempts, and the MTTD of DSIN is about 12ms, the speed and accuracy prove the efficiency of the proposed methods in this paper. In practical engineering, the bottleneck of the method is transmission. If the delay is negligibly small, the detection is in real-time.
B. VISUALIZATION OF THE LAYER OUTPUTS
To better understand the performance of the architecture of neural network, we visualized some filters in different layers and heatmap of class activation mapping [35] . Figure 7 shows some filters in different convolutional layers. From the top to bottom, images in each row are filters come from convolutional layer 3, layer 5 and layer 19. The filters are derived from the gradient of network by taking a random noise image as input. Filter images could provide the patterns which neural network recognized, and the patterns can be interpreted to some degree. This may help us to understand the deep features. As shown in Figure 7 , filters in layer 3 extracted some points and edges in images. Filters in layer 5 extracted some patterns like vehicles in congested regions. As the network depth increase, the features become more difficult to interpret, for example, filters in layer 19 shows the patterns are hardly recognized in original image.
The class activation map is a weighted linear combination of different visual patterns, the map is derived from the predicted class and the previous convolutional layer. We followed the method in, in this way, the regions which are most relevant to the marked category are identified. Figure 8 shows the class activation mapping in different color, where different colors represent the importance for identification. For congested images, the network mainly focus on the region with lots vehicles, and there is nearly no difference between the original images and cropped images. For uncongested images, the activated region seems no fixed principle, most parts are located on the clear road. and for images without cropping, some activated regions are located on the region with sky or buildings. It is obvious that the area outside of road and vehicles could not provide evidence for congestion identifying. Thus, these attention maps may bring some errors in detection. The attention proposal module could extract the region of interest, and keep the road region. In this view, the proposed APM may be of advantage to congestion detection.
VI. CONCLUSION
To improve the accuracy of traffic congestion detection congested roads using the current surveillance system, we proposed a systematic method based on the attention proposal module and a deeply supervised inception network. The model is trained using images selected from 14470 freeway surveillance cameras in Shaanxi Province, China. The experimental results show that the accuracy of the proposed method can reach up to 95.77% for the test data set for various disturbances, conditions and other limitations. It demonstrates the efficiency of our method. In the future, we will conduct the research on how to improve the stability of extracting attention region and how to further integrate the attention Mechanisms with deep features to build more powerful congestion detector.
