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Introduction
In this paper, we consider elementary properties (i.e., properties which are definable in the first order language)
of endomorphism rings of Abelian p-groups.
The first result on relationship of elementary properties of some models with elementary properties of
derivative models was proved by A. I. Maltsev in 1961 in [21]. He proved that the groups Gn(K) and Gm(L)
(where G = GL, SL,PGL,PSL, n,m ≥ 3, K, L are fields of characteristic 0) are elementarily equivalent if and
only if m = n and the fields K and L are elementarily equivalent.
This theory was continued in 1992 when with the help of the construction of ultraproduct and the iso-
morphism theorem [10] C. I. Beidar and A. V. Mikhalev in [3] formulated a general approach to problems of
elementary equivalence of various algebraic structures, and generalized Maltsev’s theorem for the case where
K and L are skewfields and associative rings.
In 1998–2001 E. I. Bunina continued to study some problems of this type (see [5, 6, 7, 8]). She generalized
the results of A. I. Maltsev for unitary linear groups over skewfields and associative rings with involution, and
also for Chevalley groups over fields.
In 2000 V. Tolstykh in [28] studied a relationship between second order properties of skewfields and first
order properties of automorphism groups of infinite-dimensional linear spaces over them. In 2003 (see [9]) the
authors studied a relationship between second order properties of associative rings and first order properties of
categories of modules, endomorphism rings, automorphism groups, and projective spaces of infinite rank over
these rings.
In this paper, we study a relationship between second order properties of Abelian p-groups and first order
properties of their endomorphism rings.
The first section includes some basic notions from the set theory and model theory: definitions of first order
and second order languages, models of a language, deducibility, interpretability, basic notions of set theory,
which will be needed in next sections.
The second section contains all notions and statements about Abelian groups which will be needed for our
future constructions. We have taken them mainly from [15].
In the third section, we show how to extend the results of S. Shelah from [24] on interpreting the set theory
in a category for the case of the endomorphism ring of some special Abelian p-group, which is a direct sum of
cyclic groups of the same order.
In Sec. 4, we describe the second order group language L2, and also its restriction L
κ
2 by some cardinal
number κ, and then in Sec. 4.2 we introduce the expressible rank rexp of an Abelian group A, represented as
the direct sum D ⊕G of its divisible and reduced components, as the maximum of the powers of the group D
and some basic subgroup B of A, i.e., rexp = max(r(D), r(B)). In Sec. 4.2, we also formulate the main theorem
of this work.
Theorem 1. For any infinite p-groups A1 and A2 elementary equivalence of endomorphism rings End(A1)
and End(A2) implies coincidence of the second order theories Th
rexp(A1)
2 (A1) and Th
rexp(A2)
2 (A2) of the groups
A1 and A2, bounded by the cardinal numbers rexp(A1) and rexp(A2), respectively.
Note that rexp(A) = |A| in all cases except the case where |D| < |G|, any basic subgroup of A is countable,
and the group G itself is uncountable. In this case, rexp(A) = ω.
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In Sec. 4.3, we prove two “inverse implications” of the main theorem.
Theorem 2. For any Abelian groups A1 and A2, if the groups A1 and A2 are equivalent in the second order
logic L2, then the rings End(A1) and End(A2) are elementarily equivalent.
Theorem 3. If Abelian groups A1 and A2 are reduced and their basic subgroups are countable, then
Thω2 (A1) = Th
ω
2 (A2) implies elementary equivalence of the rings End(A1) and End(A2).
Therefore for all Abelian groups, except the case where A = D ⊕G, D 6= 0, |D| < |G|, and |G| > ω, a basic
subgroup in A is countable, and elementary equivalence of the rings End(A1) and End(A2) is equivalent to
Th
rexp(A1)
2 (A1) = Th
rexp(A2)
2 (A2).
In Sec. 4.4, we divide the proof of the main theorem into three cases:
1. A1 and A2 are bounded;
2. A1 = D1 ⊕G1, A2 = D2 ⊕G2, D1 and D2 are divisible, G1 and G2 are bounded;
3. A1 and A2 have unbounded basic subgroups.
In Secs. 5–7, these three cases are under consideration.
In Sec. 8, we prove the main theorem, combining all three cases in one proof.
1 Basic Notions from Model Theory
1.1 First Order Languages
A first order language L is a collection of symbols. It consists of (1) parentheses (, ); (2) connectives ∧ (“and”)
and ¬ (“not”); (3) the quantifier ∀ (for all); (4) the binary relation symbol = (identity); (5) a countable set of
variables xi; (6) a finite or countable set of relation symbols Q
n
i (n ≥ 1); (7) a finite or countable set of function
symbols Fni (n ≥ 1); (8) a finite or countable set of constant symbols ci.
Now we introduce the most important for us examples of first order languages: the group language LG and
the ring language LR.
We assume that in the group language there are neither function nor constant symbols, and there is a unique
3-place relation symbol Q3, which corresponds to multiplication. Instead of Q3(x1, x2, x3) we shall write x1 =
x2 · x3, or x1 = x2x3.
For the ring language we shall also suppose that there are neither function nor constant symbols, and
there are two relation symbols: a 3-place symbol of multiplication Q31 (instead of Q
3
1(x1, x2, x3) we shall write
x1 = x2 · x3, or x1 = x2x3) and a 3-place symbol of addition Q
3
2 (instead of Q
3
2(x1, x2, x3) we shall write
x1 = x2 + x3).
A symbol-string is defined as follows: (1) every symbol α of the language L is a symbol-string; (2) if σ and ρ
are symbol-strings, than σρ is a symbol-string. A designating symbol-string σ for a symbol-string ρ is the
symbol-string σ := ρ, or ρ := σ (σ is a designation for ρ). If a symbol-string ρ is a part of a symbol-string σ,
staying in one of the three following positions: . . . ρ, ρ . . ., . . . ρ . . ., then ρ is an occurrence in σ.
Some symbol-strings constructed from the symbols of the language L are called terms and formulas of this
language.
Terms are defined as follows:
1. a variable is a term;
2. a constant symbol is a term;
3. if Fn is an n-place function symbol and t1, . . . , tn are terms, then F
n(t1, . . . , tn) is a term;
4. a symbol-string is a term only if it can be shown to be a term by a finite number of applications of (1)–(3).
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In the cases of the languages LG and LR, terms have the form xi.
The elementary formulas of the language L are symbol-strings of the form given below:
1. if t1 and t2 are terms of the language L, then t1 = t2 is an elementary formula;
2. if Qn is an n-place relation symbol and t1, . . . , tn are terms, then the symbol-string Q
n(t1, . . . , tn) is an
elementary formula.
For the language LG the elementary formulas have the form xi = xj and xi = xj ·xk, and for the language LR
they have the form xi = xj , xi = xj · xk, and xi = xj + xk.
Finally, the formulas of the language L are defined as follows:
1. an elementary formula is a formula;
2. if ϕ and ψ are formulas and x is a variable, then (¬ϕ), (ϕ ∧ ψ), and (∀xϕ) are formulas;
3. a symbol-string is a formula only if it can be shown to be a formula by a finite number of applications of
(1)–(2).
Let us introduce the following abbreviations:
(ϕ ∨ ψ) stands for (¬((¬ϕ) ∧ (¬ψ)));
(ϕ⇒ ψ) stands for ((¬ϕ) ∨ ψ);
(ϕ⇔ ψ) stands for ((ϕ⇒ ψ) ∧ (ψ ⇒ ϕ));
(∃xϕ) is an abbreviation for (¬(∀x (¬ϕ)));
ϕ1 ∨ ϕ2 ∨ · · · ∨ ϕn stands for (ϕ1 ∨ (ϕ2 ∨ · · · ∨ ϕn));
ϕ1 ∧ ϕ2 ∧ · · · ∧ ϕn stands for (ϕ1 ∧ (ϕ2 ∧ · · · ∧ ϕn));
∀x1 . . . ∀xnϕ stands for (∀x1) . . . (∀xn)ϕ;
∃x1 . . . ∃xnϕ stands for (∃x1) . . . (∃xn)ϕ.
Let us introduce the notions of free and bound occurrences of a variable in a formula.
1. All occurrences of all variables in elementary formulas are free occurrences.
2. Every free (bound) occurrence of a variable x in a formula ϕ is a free (bound) occurrence of the variable x
in the formulas (¬ϕ), (ϕ ∧ ψ), and (ψ ∧ ϕ).
3. For any occurrence of a variable x in a formula ϕ, the occurrence of the variable x in the formula ∀xϕ is
bound. If an occurrence of a variable x in a formula ϕ is free (bound), then the occurrence of x in ∀x′ ϕ
is free (bound).
Therefore, one variable can have free and bound occurrences in the same formula. A variable is called a free
(bound) variable in a given formula if there exist free (bound) occurrences of this variable in this formula. Thus
a variable can be free and bound in the same time.
A sentence is a formula with no free variables.
Let ϕ be a formula, t be a term, and x be a variable. The substitution of a term t into the formula ϕ for
the variable x is the formula ϕ(t | x), obtained by replacing every free occurrence of the variable x in ϕ by the
term t. The substitution ϕ(t | x) is called admissible if for every variable x′ occurring in the term t no free
occurrence of x in ϕ is a part of a subformula ∀x′ ψ(x′) or ∃x′ ψ(x′) of the formula ϕ.
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For example, in the case of the group language LG terms are variables. If we have a formula ∀x1 (x2 = x1),
then the substitution of the term x1 for x2 is not admissible, and the substitution of the term x3 for x2 is
admissible.
For the formula ∀x1 (x2 = x1 · x3) the substitution x1 | x2 is not admissible, and the substitution x3 | x2 is
admissible.
Now let us introduce the following convention of notation: we use t(x1, . . . , xn) to denote a term t whose
variables form a subset of {x1, . . . , xn}. Similarly, we use ϕ(x1, . . . , xn) to denote a formula whose free variables
form a subset of {x1, . . . , xn}.
We need logical axioms and rules of inference to construct a formal system. Logical axioms are cited below.
Purely logical axioms.
1. ϕ⇒ (ψ ⇒ ϕ).
2. (ϕ⇒ (ψ ⇒ χ))⇒ ((ϕ⇒ ψ)⇒ (ϕ⇒ χ)).
3. (¬ϕ⇒ ¬ψ)⇒ ((¬ψ ⇒ ϕ)⇒ ψ).
4. ∀xϕ(x)⇒ ϕ(t|x) if t is a term such that the substitution t | x is admissible.
5. (∀x(ψ ⇒ ϕ(x)))⇒ (ψ ⇒ (∀xϕ)) if ψ does not contain any free occurrences of x.
Identity axioms.
1. x = x.
2. y = z ⇒ t(x1, . . . , xi−1, y, xi+1, . . . , xn) = t(x1, . . . , xi−1, z, xi+1, . . . , xn).
3. y = z ⇒ (ϕ(x1, . . . , xi−1, y, xi+1, . . . , xn) ⇔ ϕ(x1, . . . , xi−1, z, xi+1, . . . , xn)), where x1, . . . , xn, y, z are
variables, t is a term, and ϕ(x1, . . . , xn) is an elementary formula.
There are two inference rules.
1. The rule of detachment (modus ponens or MP): from ϕ and ϕ⇒ ψ infer ψ.
2. The rule of generalization: from ϕ infer ∀xϕ.
Let Σ be a collection of formulas and ψ be a formula of the language L. A sequence (ϕ1, . . . , ϕn) of formulas
of the language L is called a deduction of the formula ψ from the collection Σ if ϕn = ψ and for any 1 ≤ i ≤ n
one of the following conditions is fulfilled:
1. ϕi belongs to Σ or is a logical axiom;
2. there exist 1 ≤ k < j < i such that ϕj is (ϕk ⇒ ϕi), i.e., ϕi is obtained from ϕk and ϕk ⇒ ϕi by the
inference rule MP;
3. there exists 1 ≤ j < i such that ϕi is ∀xϕj , where x is not a free variable of any formula from Σ.
Denote this deduction by (ϕ1, . . . , ϕn) : Σ ⊢ ψ.
If there exists a deduction (ϕ1, . . . , ϕn) : Σ ⊢ ψ, then the formula ψ is called deducible in the language L
from the set Σ, and the deduction (ϕ1, . . . , ϕn) is called a proof of ψ.
A (first order) theory T in the language L is some set of sentences of the language L. A set of axioms of
the theory T is any set of sentences which has the same corollaries as T .
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1.2 Theory of Classes and Sets NBG
The set theory of von Neumann, Bernays, and Go¨del NBG (see [22]), which will be a base for all our con-
structions, has one relation symbol P 2, which denotes a 2-place relation, no function, and no constant symbols.
We shall use Latin letters X , Y , and Z with subscripts as variables of this system. We also introduce the
abbreviations X ∈ Y for P (X,Y ) and X /∈ Y for ¬P (X,Y ). The sign ∈ can be interpreted as the symbol of
belonging.
The formula X ⊆ Y is an abbreviation for the formula ∀Z (Z ∈ X ⇒ Z ∈ Y ) (inclusion), X ⊂ Y is an
abbreviation for X ⊆ Y ∧X 6= Y (proper inclusion).
Objects of the theory NBG are called classes. A class is called a set if it is an element of some class. A class
which is not a set is called a proper class. We introduce small Latin letters x, y, and z with subscripts as special
variables bounded by sets. This means that the formula ∀xA(x) is an abbreviation for ∀X (X is a set⇒ A(X)),
and it has the sense “A is true for all sets”, and ∃xA(x) is an abbreviation for ∃X (X is a set ∧ A(X)), and it
has the sense “A is true for some set.”
A1 (the extensionality axiom). ∀X ∀Y (X = Y ⇔ ∀Z (Z ∈ X ⇔ Z ∈ Y )). Intuitively, X = Y if and only if
X and Y have the same elements.
A2 (the pair axiom). ∀x∀y ∃z ∀u (u ∈ z ⇔ u = x ∨ u = y), i.e., for all sets x and y there exists a set z such
that x and y are the only elements of z.
A3 (the empty set axiom). ∃x∀y ¬(y ∈ x), i.e., there exists a set which does not contain any elements.
Axioms A1 and A3 imply that this set is unique, i.e., we can introduce a constant symbol ∅ (or 0), with
the condition ∀y (y /∈ ∅).
Also we can introduce a new function symbol f(x, y) for the pair, and write it in the form {x, y}. Further,
let {x} = {x, x}. The set 〈x, y〉 ≡ {{x, {x, y}} is called the ordered pair of sets x and y.
Proposition 1. ⊢ ∀x∀y ∀u ∀v (〈x, y〉 = 〈u, v〉 ⇒ x = u ∧ y = v).
In the same way we can introduce ordered triplets of sets, ordered quadruplets of sets, and so on.
AS4 (the axiom scheme of existence of classes). Let
ϕ(X1, . . . , Xn, Y1, . . . , Ym)
be a formula. We shall call this formula predicative if only variables for sets are bound in it (i.e.,
if it can be transferred to this form with the help of abbreviations). For every predicative formula
ϕ(X1, . . . , Xn, Y1, . . . , Ym)
∃Z ∀x1 . . . ∀xn (〈x1, . . . , xn〉 ∈ Z ⇔ ϕ(x1, . . . , xn, Y1, . . . , Ym)).
The class Z which exists by the axiom scheme AS4 will be denoted by
{x1, . . . , xn | ϕ(x1, . . . , xn, Y1, . . . , Ym)}.
Now, by the axiom scheme AS4, we can define for arbitrary classes X and Y the following derivative classes:
X ∩ Y ≡ {u | u ∈ X ∧ u ∈ Y } (the intersection of classes X and Y );
X ∪ Y ≡ {u | u ∈ X ∨ u ∈ Y } (the union of classes X and Y );
X¯ ≡ {u | u /∈ X} (the complement of a class X);
V ≡ {u | u = u} (the universal class);
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X \ Y ≡ {u | u ∈ X ∧ u /∈ Y } (the difference of classes X and Y );
Dom(X) ≡ {u | ∃v (〈u, v〉 ∈ X)} (the domain of a class X);
Rng(X) ≡ {u | ∃v(〈v, u〉 ∈ X)} (the image of a class X);
X × Y ≡ {u | ∃x∃y (u = 〈x, y〉 ∧ x ∈ X ∧ y ∈ Y )} (the Cartesian product of classes X and Y );
P(X) ≡ {u | u ⊆ X} (the class of all subsets of a class X);
∪X ≡ {u | ∃v (u ∈ v ∧ v ∈ X)} (the union of all elements of a class X).
Introduce now other axioms.
A5 (the union axiom). ∀x∃y ∀u (u ∈ y ⇔ ∃v (u ∈ v ∧ v ∈ x)).
This axiom states that the union ∪ x of all elements of a set x is also a set.
A6 (the power set axiom). ∀x∃y ∀u (u ∈ y ⇔ u ⊆ x).
This axiom states that the class of all subsets of a set x is a set, which will be called the power set of x.
A7 (the separation axiom). ∀x∀Y ∃z ∀u (u ∈ z ⇔ u ∈ x ∧ u ∈ Y ).
This axiom states that the intersection of a class and a set is a set.
Denote the class X×X by X2, the class X×X×X by X3, and so on. Let the formula Rel(X) be an abbre-
viation for the formula X ⊆ V 2 (X is a relation), Un(X) be an abbreviation for the formula ∀x∀y ∀z (〈x, y〉 ∈
X ∧ 〈x, z〉 ∈ X ⇒ y = z) (X is functional), and Fnc(X) be an abbreviation for X ⊆ V 2 ∧ Un(X) (X is
a function).
A8 (the replacement axiom). ∀X ∀x (Un(X)⇒ ∃y ∀u (u ∈ y ⇔ ∃v (〈v, u〉 ∈ X ∧ v ∈ x))).
This axiom states that if the class X is functional, then the class of second components of pairs from X such
that the first component belongs to x is a set. The following axiom postulates existence of an infinite set.
A9 (the infinity axiom). ∃x (0 ∈ x ∧ ∀u (u ∈ x⇒ u∪{u} ∈ x)). It is clear that for such a set x we have {0} ∈ x,
{0, {0}} ∈ x, {0, {0}, {0, {0}}} ∈ x,. . . If we now set 1 := {0}, 2 := {0, 1},. . . , n := {0, 1, . . . , n− 1}, then
for every integer n ≥ 0 the condition n ∈ x is fulfilled and 0 6= 1, 0 6= 2, 1 6= 2,. . .
A10 (the regularity axiom). ∀X (X 6= ∅⇒ ∃x ∈ X (x ∩X = ∅)).
This axiom states that every nonempty set is disjoint from one of its elements.
A11 (the axiom of choice AC ). For every set x there exists a mapping f such that for every nonempty subset
y ⊆ x we have f(y) ∈ y (this mapping is called a choice mapping for x).
The list of axioms of the theory NBG is finished.
A class P is called ordered by a binary relation ≤ on P , if the following conditions hold
1. ∀p ∈ P (p ≤ p);
2. ∀p, q ∈ P (p ≤ q ∧ q ≤ p⇒ p = q);
3. ∀p, q, r ∈ P (p ≤ q ∧ q ≤ r ⇒ p ≤ r).
If, in addition,
4. ∀p, q ∈ P (p ≤ q ∨ q ≤ p),
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then the relation ≤ is called a linear order on the class P .
An ordered class P is called well-ordered if
5. ∀q (∅ 6= q ⊆ P ⇒ ∃x ∈ q (∀y ∈ q (x ≤ y))), i.e., every nonempty subset of the class P has the smallest
element.
A class S is called transitive if ∀x (x ∈ S ⇒ x ⊆ S).
A class (a set) S is called an ordinal (an ordinal number) if S is transitive and well-ordered by the relation
∈ ∪= on S.
Ordinal numbers are usually denoted by Greek letters α, β, γ, and so on. The class of all ordinal numbers
is denoted by On. The natural ordering of the class of ordinal numbers is the relation α ≤ β :=α = β ∨ α ∈ β.
The class On is transitive and linearly ordered by the relation ≤.
There are some simple assertions about ordinal numbers:
1. if α is an ordinal number, a is a set, and a ∈ α, then a is an ordinal number;
2. α+ 1 ≡ α ∪ {α} is the smallest ordinal number that is greater than α;
3. every nonempty set of ordinal numbers has the smallest element.
Therefore the ordered class On is well-ordered. Thus On is an ordinal.
An ordinal number α is called a successor if α = β + 1 for some ordinal number β. In the opposite case α
is called a limit ordinal number.
The smallest (in the class On) nonzero limit ordinal is denoted by ω. Ordinals which are smaller than ω are
called natural numbers.
Classes F which are functions with domains equal to ω are called infinite sequences. Functions with domains
equal to n ∈ ω are called finite sequences.
Sets a and b are called equivalent (a ∼ b) if there exists a bijective function u : a→ b.
An ordinal number α is called a cardinal if for every ordinal number β the conditions β ≤ α and β ∼ α
imply β = α. The class of all cardinal numbers is denoted by Cn. The class Cn with the order induced from
the class On is well-ordered.
The axiom of choice implies that for every set a there exists a unique cardinal number α such that a ∼ α.
This number α is called the power of the set a (denoted by |a|, or carda). A set of power ω is called countable.
A set of power n ∈ ω is called finite. A set is called infinite if it is not finite. A set is called uncountable if it is
neither countable, nor finite. The cardinal number c := |P(ω)| is called the power of continuum.
To denote cardinals we shall use small Greek letters (as in the case of ordinals): ξth infinite cardinal will be
denoted by ωξ (i.e., the cardinal number ω will also be denoted by ω0).
A set X is said to be cofinal in α if X ⊂ α and α = ∪X . The cofinality of α, written cfα, is the least
cardinal β such that a set of power β is cofinal in α.
A cardinal κ is said to be regular if cfκ = κ, i.e., for every ordinal number β for which there exists a function
f : β → κ such that ∪ rng f = κ the inequality κ ≤ β holds, where ∪ rng f = κ means that for every y ∈ κ
there exists x ∈ β such that y < f(x). A cardinal κ is said to be singular if it is not regular.
The continuum hypothesis states that |P(ω)| = ω1, i.e., the power of continuum is the smallest uncountable
cardinal number.
We shall assume the continuum hypothesis if we need it.
1.3 Models, Satisfaction, and Elementary Equivalence
We now suppose that all our constructions are made in the theory NBG.
A model of a first order language L is a pair U = 〈A, I〉 consisting of a universe A (i.e., some class or set
of the theory NBG) and some correspondence I that assigns to every relation symbol Qn some n-place relation
R ⊂ An on A, to every function symbol Fn some m-place function G : Am → A, and to every constant symbol c
some element of A.
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A simple example of a model of the group language is the set 1 := {∅} = {0}, where I(Q2) = {〈0, 0, 0〉}.
Another simple example of a model of the group language is the set 2 := {∅, {∅}} = {0, 1}, where I(Q2) =
{〈0, 0, 0〉, 〈0, 1, 1〉, 〈1, 0, 1〉, 〈1, 1, 0〉}.
The power of a model U = 〈A, I〉 is the cardinal number |A| (if the universe A is a set). For all models which
will be considered in this paper, the universe A is a set. A model U is called finite, countable, or uncountable
if |A| is finite, countable, or uncountable, respectively.
Models U and U ′ of a language L are called isomorphic, if there exists a bijective mapping f of the set
(universe) A onto the set A′ satisfying the following conditions:
1. for each n-place relation symbol Qn and any a1, . . . , an from A
〈a1, . . . , an〉 ∈ I(Q
n) if and only if 〈f(a1), . . . , f(an)〉 ∈ I
′(Qn);
2. for each m-place function symbol Fm of the language L and any a1, . . . , am ∈ A
f(I(Fm)(〈a1, . . . , am〉)) = I
′(Fm)(〈f(a1), . . . , f(am)〉);
3. for each constant symbol c of the language L
f(I(c)) = I ′(c).
Every mapping f satisfying these conditions is called an isomorphism of the model U onto the model U ′ or an
isomorphism between the models U and U ′. The fact that f is an isomorphism of the model U onto the model U ′
will be denoted by f : U ∼= U ′, and the formula U ∼= U ′ means that the models U and U ′ are isomorphic. For
convenience we use ∼= to denote the isomorphism relation between models.
Indeed, unless we wish to consider the particular structure of each element of A or A′, for all practical
purposes U and U ′ are the same if they are isomorphic.
Now we shall give a formal definition of satisfiability. Let ϕ be an arbitrary formula of a language L, let all
its variables, free and bound, be contained in the set x1, . . . , xq, and let a1, . . . , aq be an arbitrary sequence of
elements of the set A. We define the predicate
ϕ is true on the sequence a1, . . . , aq in the model U , or a1, . . . , aq satisfies the formula ϕ in U .
The definition proceeds in three stages. Let U be a fixed model for L.
1. The value of a term t(x1, . . . , xq) at a1, . . . , aq is defined as follows (we let t[a1, . . . , aq] denote this value):
1. if t is a variable xi, then t[a1, . . . , aq] = ai;
2. if t is a constant symbol c, then t[a1, . . . , aq] = I(c);
3. if t is Fm(t1, . . . , tm), where t1(x1, . . . , xq), . . . , tm(x1, . . . , xq) are terms, then
t[a1, . . . , aq] = I(F
m)(〈t1[a1, . . . , aq], . . . , tm[a1, . . . , aq]〉).
2.
1. Suppose that ϕ(x1, . . . , xq) is an elementary formula t1 = t2, where t1(x1, . . . , xq) and t2(x1, . . . , xq) are
terms. Then a1, . . . , aq satisfies ϕ if and only if
t1[a1, . . . , aq] = t2[a1, . . . , aq].
2. Suppose that ϕ(x1, . . . , xq) is an elementary formulaQ
n(t1, . . . , tn), whereQ
n is an n-place relation symbol
and t1(x1, . . . , xq), . . . , tn(x1, . . . , xq) are terms. Then a1, . . . , aq satisfies ϕ if and only if
〈t1[a1, . . . , aq], . . . , tn[a1, . . . , aq]〉 ∈ I(Q
n).
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For brevity, we write
U  ϕ[a1, . . . , aq]
for: a1, . . . , aq satisfies ϕ in U .
3. Now suppose that ϕ is any formula of L and all its free and bound variables are among x1, . . . , xq.
1. If ϕ is θ1 ∧ θ2, then
U  ϕ[a1, . . . , aq] if and only if U  Θ1[a1, . . . , aq] and U  Θ2[a1, . . . , aq].
2. If ϕ is ¬Θ, then
U  ϕ[a1, . . . , aq] if and only if it is not true that U  Θ[a1, . . . , aq].
3. If ϕ is ∀xi ψ, where i ≤ q, then
U  ϕ[a1, . . . , aq] if and only if U  ψ[a1, . . . , ai−1, a, ai+1, . . . , aq] for any a ∈ A.
It is easy to check that the abbreviations ∨, ⇒, ⇔, and ∃ have their usual meanings. In particular, if ϕ is
∃xi ψ, where i ≤ q, then U  ϕ[a1, . . . , aq] if and only if there exists a ∈ A such that
U  ψ[a1, . . . , ai−1, a, ai+1, . . . , aq].
The following proposition shows that the relation
U |= ϕ(x1, . . . , xp)[a1, . . . , aq]
depends only on a1, . . . , ap, where p < q.
Proposition 2. 1. Let t(x1, . . . , xp) be a term, and let a1, . . . , aq and b1, . . . , br be two sequences of elements
such that p ≤ q, p ≤ r, and ai = bi whenever xi is a free variable of the term t. Then
t[a1, . . . , aq] = t[b0, . . . , br].
2. Let ϕ be a formula, let all its variables, free and bound, belong to the set x1, . . . , xp, and let a1, . . . , aq and
b1, . . . , br be two sequences of elements such that p ≤ q, p ≤ r, and ai = bi whenever xi is a free variable
in the formula ϕ. Then
U |= ϕ[a1, . . . , aq] if and only if U |= ϕ[b1, . . . , br].
This proposition allows us to give the following definition. Let ϕ(x1, . . . , xp) be a formula, and let all its
variables, free and bound, be contained in the set x1, . . . , xq, where p ≤ q. Let a1, . . . , ap be a sequence of
elements of the set A. We shall say that ϕ is true in U on a1, . . . , ap,
U |= ϕ[a1, . . . , ap]
if ϕ is true in U on a1, . . . , ap, . . . , aq with some (or, equivalently, any) sequence ap+1, . . . , aq.
Let ϕ be a sentence, and let all its bound variables be contained in the set x1, . . . , xq. We shall say that ϕ is
true in the model U (notation: U |= ϕ) if ϕ is true in U on some (equivalently, any) sequence a1, . . . , aq.
This last phrase is equivalent to each of the following phrases:
ϕ holds in U ;
U satisfies ϕ;
U is a model of ϕ.
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In the case where σ is not true in U , we say that σ is false in U , or that σ does not hold in U , or that U is
a model of the sentence ¬σ. If we have a set Σ of sentences, we say that U is a model of this set if U is a model
of every sentence σ ∈ Σ. It is useful to denote this concept by U |= Σ.
As we have said above, a theory T of the language L is a collection of sentences of the language L. A theory
of a model U (of the language L) is the set of all sentences which hold in U .
Two models U and V for L are called elementarily equivalent if every sentence that is true in U is true
in V , and vice versa. We express this relationship between models by ≡. It is easy to see that ≡ is indeed
an equivalence relation. We can note that two models are elementarily equivalent if and only if their theories
coincide.
Any two isomorphic models of the same language are elementarily equivalent. If two models of the same
language are elementarily equivalent and one of them is finite, then these models are isomorphic. If models are
infinite and elementarily equivalent, they are not necessarily isomorphic. For example, the field C of all complex
numbers and the field Q¯ of all algebraic numbers are elementarily equivalent, but not isomorphic.
Together with first order languages we need to consider second order languages, in which we can also quantify
relation symbols, i.e., use relation symbols as variables. Such languages will be described in Sec. 1.4.
1.4 Second Order Languages and Models
Now we shall introduce all notions, similar to the notions of Secs. 1.1 and 1.3, for second order languages and
models.
A second order language L2 is a collection of symbols, consisting of (1) parentheses (, ); (2) connectives
∧ (“and”) and ¬ (“not”); (3) the quantifier ∀ (for all); (4) the binary relation symbol = (identity); (5) a countable
set of object variables xi; (6) a countable set of predicate variables P
l
i ; (7) a finite or countable set of relation
symbols Qni (n ≥ 1); (8) a finite or countable set of function symbols F
n
i (n ≥ 1); (9) a finite or countable set
of constant symbols ci.
Terms of the language L2 are defined as follows:
1. a variable is a term;
2. a constant symbol is a term;
3. if Fn is an n-place function symbol and t1, . . . , tn are terms, then F
n(t1, . . . , tn) is a term;
4. a symbol-string is a term only if it can be shown to be a term by a finite number of applications of (1)–(3).
Therefore terms of the language L2 coincide with terms of the language L.
Elementary formulas of the language L2 are symbol-strings of the form given below:
1. if t1 and t2 are terms of the language L2, then t1 = t2 is an elementary formula;
2. if P l is a predicate variable and t1, . . . , tl are terms, then the symbol-string P
l(t1, . . . , tl) is an elementary
formula;
3. if Qn is an n-place relation symbol, and t1, . . . , tn are terms, then the symbol-string Q
n(t1, . . . , tn) is an
elementary formula.
Therefore elementary formulas of the second order group language have the form xi = xj , xi = xj · xk, and
P l(xi1 , . . . , xil), where l ≥ 1.
Formulas of the language L2 are defined as follows:
1. an elementary formula is a formula;
2. if ϕ and ψ are formulas and x is an object variable, then (¬ϕ), (ϕ ∧ ψ), and (∀xϕ) are formulas;
3. if P l is a predicate variable and ϕ is a formula, then the symbol-string (∀P l(v1, . . . , vl)ϕ) is a formula;
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4. a symbol-string is a formula only if it can be shown to be a formula by a finite number of applications of
(1)–(3).
Let us introduce the following abbreviations:
∃P l(v1, . . . , vl)ϕ is an abbreviation for ¬(∀P
l(v1, . . . , vl) (¬ϕ));
∀P l11 (v1, . . . , vl1) . . . ∀P
ln
n (v1, . . . , vln)ϕ is an abbreviation for
(∀P l11 (v1, . . . , vl1)) . . . (∀P
ln
n (v1, . . . , vln))ϕ;
∃P l11 (v1, . . . , vl1) . . . ∃P
ln
n (v1, . . . , vln)ϕ is an abbreviation for
(∃P l11 (v1, . . . , vl1)) . . . (∃P
ln
n (v1, . . . , vln))ϕ.
Introduce the notions of free and bound occurrence of a predicate variable in a formula of the language L2.
1. All occurrences of all predicate variables in elementary formulas are free occurrences.
2. Every free (bound) occurrence of a variable P l in a formula ϕ is a free (bound) occurrence of a variable P l
in the formulas (¬ϕ), (ϕ ∧ ψ), and (ψ ∧ ϕ).
3. For any occurrence of a variable P l in a formula ϕ, the occurrence of the variable P l in the formula
∀P l(v1, . . . , vl)ϕ is bound. If an occurrence of a variable P
l
1 in a formula ϕ is free (bound), then the
occurrences of P l1 in the formulas ∀xϕ and ∀P
m
2 (v1, . . . , vm)ϕ are free (bound).
As in Sec. 1.1, any formula such that all its free object and predicate variables are among the set {x1, . . . , xn, P
l1
1 , . . . , P
lk
k }
will be denoted by ϕ(x1, . . . , xn, P
l1
1 , . . . , P
lk
k ).
To our five purely logical axioms from Sec. 1.1 we shall add the sixth purely logical axiom:
6. (∀Pn(v1, . . . , vn) (ψ ⇒ ϕ) ⇒ (ψ ⇒ (∀P
n(v1, . . . , vn)ϕ)) if ψ does not contain any free occurrences of the
variable Pn.
To the identity axioms we add the fourth identity axiom:
4. ∀Pn(v1, . . . , vn) (y = z ⇒ (P
n(x1, . . . , xi−1, y, xi+1, . . . , xn)⇔ P
n(x1, . . . , xi−1, z, xi+1, . . . , xn)).
The rule of generalization can be changed to “from ϕ infer ∀xϕ and ∀Pn(v1, . . . , vn)ϕ.”
A model of a second order language L2 (see Sec. 1.3) is a pair U = 〈A, I〉 consisting of an object A (i.e.,
some class or set of the theory NBG) and some correspondence I that assigns to every relation symbol Qn some
n-place relation in A, to every function symbol Fn some n-place function in A, and to every constant symbol c
some element of A.
Now we shall give a definition of satisfaction. Let ϕ be any formula of the language L2 such that all its free
and bound variables are among x1, . . . , xq, P
l1
1 , . . . , P
ls
s , and let a1, . . . , aq, b
l1
1 , . . . , b
ls
s be any sequence, where
a1, . . . , aq are elements of the set A, b
li
i ⊂ A
li . We define the predicate
ϕ is satisfied by the sequence a1, . . . , aq, b
l1
1 , . . . , b
ls
s in the model U .
1. The value of a term t(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) at a1, . . . , aq, b
l1
1 , . . . , b
ls
s is defined as follows (we let
t[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ]):
1. if t is a variable xi, then t[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] = ai;
2. if t is a constant symbol c, then t[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] = I(c);
12
3. if t is Fm(t1, . . . , tm), where t1(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ), . . . , tm(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) are terms, then
t[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] = I(F
m)(〈t1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ], . . . , tm[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ]〉).
2.
1. Suppose that ϕ(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) is an elementary formula t1 = t2, where t1(x1, . . . , xq, P
l1
1 , . . . , P
ls
s )
and t2(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) are terms. Then a1, . . . , aq, b
l1
1 , . . . , b
ls
s satisfies ϕ if and only if
t1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] = t2[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ].
2. Suppose that ϕ(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) is an elementary formula Q
n(t1, . . . , tn), where Q
n is an n-
place relation symbol and t1(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ), . . . , tn(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) are terms. Then
a1, . . . , aq, b
l1
1 , . . . , b
ls
s satisfies ϕ if and only if
〈t1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ], . . . , tn[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ]〉 ∈ I(Q
n).
3. Suppose that ϕ(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) is an elementary formula P
li
i (t1, . . . , tli), where t1(x1, . . . , xq,
P l11 , . . . , P
ls
s ), . . . , tn(x1, . . . , xq, P
l1
1 , . . . , P
ls
s ) are terms. Then a1, . . . , aq, b
l1
1 , . . . , b
ls
s satisfies ϕ if and only
if
〈t1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ], . . . , tn[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ]〉 ∈ b
li
i .
3. Now suppose that ϕ is any formula such that all its free and bound variables are among x1, . . . , xq,
P l11 , . . . , P
ls
s .
1. If ϕ is θ1 ∧ θ2, then
U  ϕ[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] if and only if
U  Θ1[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] and U  Θ2[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ].
2. If ϕ is ¬Θ, then
U  ϕ[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] if and only if it is false that U  Θ[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ].
3. If ϕ is ∀xiψ, where i ≤ q, then
U  ϕ[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] if and only if
U  ψ[a1, . . . , ai−1, a, ai+1, . . . , aq, b
l1
1 , . . . , b
ls
s ] for any a ∈ A.
4. If ϕ is ∀P lii (v1, . . . vli)ψ, where i ≤ s, then
U  ϕ[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ] if and only if
U  ψ[a1, . . . , aq, b
l1
1 , . . . , b
li−1
i−1 , b, b
li+1
i+1 , . . . , b
ls
s ] for any b ⊂ A
li .
The proposition that
U |= ϕ(x1, . . . , xp, P
l1
1 , . . . , P
lt
t )[a1, . . . , aq, b
l1
1 , . . . , b
ls
s ]
depends only on the values a1, . . . , ap, b
l1
1 , . . . , b
lt
t , where p < q, s < t, is the same as Proposition 2.
All other definitions are also similar to definitions from Sec. 1.3.
We shall say that two models of the second order language L2 are equivalent in L2 if for every sentence of
this language the sentence is true in one model if and only if it is true in the other model.
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2 Basic Concepts about Abelian Groups
2.1 Preliminaries
The word “group” will mean, throughout, an additively written Abelian (i.e., commutative) group. That is, by
group we shall understand a set A such that with every pair of elements a, b ∈ A there is associated an element
a+ b of A, which is called the sum of elements a and b; there is an element 0 ∈ A, the zero, such that a+0 = a
for every a ∈ A; for each a ∈ A there is an x ∈ A with the property a+ x = 0, this x = −a is called the inverse
(opposite) to a; finally, we have both commutative and associative laws: a+ b = b+ a, (a+ b) + c = a+ (b+ c)
for every a, b, c ∈ A.
A sum a + · · · + a (n times) is abbreviated as na, and −a − · · · − a (n times) as −na. By the order of
a group A we mean the power |A| of the set of its elements. If the power |A| is a finite (countable) cardinal,
then the group A is called finite (countable).
A subset B of A is a subgroup if ∀b1, b2 ∈ B (b1 + b2 ∈ B). If B is a subgroup consisting of the zero alone
or of all elements of A, then B is a trivial subgroup of A; but a subgroup of A that is different from A is called
a proper subgroup of A. We shall write B⊳A to indicate that B is a subgroup of A. Let B⊳A and a ∈ A. The
set a+B = {a+b | b ∈ B} is said to be a coset of A modulo B. An element of the coset is called a representative
of this coset. A set consisting of representatives, one for each coset of A modulo B, is called the complete system
of representatives of cosets modulo B. Its power is called the index of B in A, and denoted by |A : B|.
The cosets of A modulo B form a group A/B known as the quotient group (of A with respect to B). If S is
any subset in A, then by 〈S〉 we denote the subgroup of A, generated by S, i.e., the intersection of all subgroups
of A containing S. In particular, if S consists of the elements ai (i ∈ I), we also write 〈S〉 = 〈. . . , ai, . . . 〉i∈I or
simply 〈S〉 = 〈ai〉i∈I . The subgroup 〈S〉 consists exactly of all finite linear combinations of the elements of S,
i.e., of all sums n1a1 + · · · + nkak with ai ∈ S, ni integers, and k an arbitrary nonnegative integer. If S is
empty, then we put 〈S〉 = 0. In the case 〈S〉 = A we say S is a generating system of A and the elements of S
are generators of A. If there is a finite generating system, then A is said to be a finitely generated group.
If B and C are two subgroups of A, then the subgroup 〈B,C〉 generated by them consists of all elements
of A of the form b + c, where b ∈ B and c ∈ C. Therefore we shall write 〈B,C〉 = B + C. Similarly, for some
set of subgroups Bi of A we shall write B = 〈Bi〉i∈I =
∑
i∈I
Bi.
The group 〈a〉 is the cyclic group generated by a. The order of 〈a〉 is also called the order of a (notation:
o(a)). If every element of A is of finite order, then A is called a torsion or periodic group. If all elements of A,
except 0, are of infinite order. then A is torsion free. Mixed groups contain both nonzero elements of finite
order and elements of infinite order.
A primary group or p-group is defined to be a group, the orders of whose elements are powers of a fixed
prime p.
Given a ∈ A, the greatest nonnegative integer r for which prx = a has a solution x ∈ A is called the p-height
hp(a) of a. If p
rx = a is solvable whatever r is, then a is of infinite p-height, hp(a) = ∞. If it is completely
clear from the context which prime p is meant, then we call hp(a) simply the height of a and write h(a). For
a group A and an integer n > 0, let nA = {na | a ∈ A} and A[n] = {a | a ∈ A, na = 0}.
A map α : A→ B is called a homomorphism (of A into B) if
∀a1, a2 ∈ A α(a1 + a2) = αa1 + αa2.
The kernel of α (Kerα⊳A) is the set of all elements a ∈ A such that αa = 0. The image of α (Imα⊳B) consists
of all b ∈ B that for some a ∈ A satisfy αa = b. If Imα = B, then α is called a surjective homomorphism, or an
epimorphism. If Kerα = 0, then α is called an injective homomorphism, or a monomorphism. A homomorphism
that is injective and surjective simultaneously is called an isomorphism.
Now we consider the most important types of Abelian groups.
Cyclic groups were defined above as groups 〈a〉 for some a. Note that all subgroups of cyclic groups are
likewise cyclic.
For a fixed prime p, consider the pnth complex roots of unity, n ∈ N ∪ {0}. They form an infinite mul-
tiplicative group; in accordance with our convention, we switch to the additive notation. This group, called
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a quasicyclic group or a group of type p∞ (notation: Z(p∞)) can be defined as follows. It is generated by
elements c1, c2, . . . , cn, . . ., such that pc1 = 0, pc2 = c1, . . . , pcn+1 = cn, . . . . Here o(cn) = p
n, and every element
of Z(p∞) is a multiple of some cn. It is clear that all the quasicyclic groups corresponding to the same prime p
are isomorphic.
Let p be a prime, and Qp be the ring of rational numbers whose denominators are prime to p. The
nonzero ideals of Qp are principal ideals generated by p
k with k = 0, 1, . . .. If one considers the ideals (pk)
as a fundamental system of neighborhoods of 0, then Qp becomes a topological ring, and we may form the
completion Q∗p of Qp in this topology. Q
∗
p is again a ring whose ideals are (p
k) with k = 0, 1, . . ., and which is
complete in the topology defined by its ideals.
The elements of Q∗p may be represented as follows: let {t0, t1, . . . , tp−1} be a complete set of representatives
of cosets of pkQp modulo p
k+1Qp. Let π ∈ Q
∗
p, and let an ∈ Qp be a sequence tending to π. According to the
definition of fundamental sequence, almost all its elements (i.e., all with a finite number of exceptions) belong
to the same coset modulo pQp, say, to that represented by s0. Almost all differences an − s0 belonging to
pQp belong to the same coset of the ring pQp modulo p
2Qp, say, to that represented by ps1. So proceeding,
π uniquely defines a sequence s0, ps1, . . ., and we associate with π the formal infinite series s0 + s1p+ . . .. Its
partial sums bn = s0 + s1p + · · · + snp
n form in Qp a fundamental sequence which converges in Q
∗
p to π, in
view of π − bn ∈ p
kQ∗p. From the uniqueness of limits it follows that, in this way, different elements of Q
∗
p are
associated with different series. Therefore we can identify the elements π of the ring Q∗p with the formal series
s0 + s1p+ s2p
2 + . . . with coefficients from {0, 1, . . . , p− 1} and write
π = s0 + s1p+ s2p
2 + . . . (sn = 0, 1, . . . , p− 1).
The arising ring is a commutative integral domain (i.e., the commutative ring without zero divisors) and is
called the ring of p-adic integers.
2.2 Direct Sums
Let B and C be two subgroups of A such that:
1. B + C = A;
2. B ∩ C = 0.
Then we call A the direct sum of its subgroups B and C (A = B ⊕ C).
If the condition (2) is satisfied, then we say that the groups B and C are disjoint.
If Bi (i ∈ I) is a family of subgroups of A such that
1.
∑
i∈I
Bi = A;
2. ∀i ∈ I Bi ∩
∑
j 6=i
Bj = 0,
then we say that the group A is a direct sum of its subgroups Bi, and write A =
⊕
i∈I
Bi, or A = B1 ⊕ · · · ⊕Bn,
if I = {1, . . . , n}. A subgroup B of the group A is called a direct summand of A if there exists a subgroup
C ⊳ A such that A = B ⊕ C. In this case, C is called the complementary direct summand or simply the
complementation.
Two direct decompositions of A, A =
⊕
i
Bi and A =
⊕
j
Cj , are called isomorphic if the components
Bi and Cj may be brought into a one-to-one correspondence such that the corresponding components are
isomorphic.
If we have two groups B and C, then the set of all pairs (b, c), where b ∈ B and c ∈ C, forms a group A if
we set (b1, c1) = (b2, c2) if and only if b1 = b2 and c1 = c2, and (b1, c1) + (b2, c2) = (b1 + b2, c1 + c2).
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The correspondences b 7→ (b, 0) and c 7→ (0, c) are isomorphisms between the groups B, C and the subgroups
B′, C′ of A. We can write A = B ⊕ C and call A the (external) direct sum of B and C.
Let Bi (i ∈ I) be a set of groups. A vector (. . . , b, . . . ) over the groups Bi is a vector with ith coordinate
for every i ∈ I equal to some bi ∈ Bi. Equality and addition of vectors is defined coordinatewise. In this way,
the set of all vectors becomes a group C, called the direct product of the groups Bi,
C =
∏
i∈I
Bi.
The correspondence ρi : bi 7→ (. . . , 0, bi, 0, . . . ), where bi stands on the ith place, and 0 everywhere else, is an
isomorphism of the group Bi with a subgroup B
′
i of C. The groups B
′
i (i ∈ I) generate in C the group A of all
vectors (. . . , bi, . . . ) with bi = 0 for almost all i ∈ I, and A =
⊕
i∈I
B′i. The group A is also called the (external)
direct sum of Bi. If A is a group and κ is a cardinal number, then by
⊕
κ
A we shall denote the direct sum of
κ groups isomorphic to A, and by
∏
κ
A = Aκ we shall denote the direct product of κ such groups.
Proposition 1 ([15]). Every torsion group A is a direct sum of p-groups Ap belonging to different primes p.
The groups Ap are uniquely determined by A.
The subgroups Ap are called the p-components of A. By virtue of Proposition 1, the theory of torsion groups
is essentially reduced to that of primary groups.
Proposition 2 ([15]). If there exists a projection π of the group A onto its subgroup B, then B is a direct
summand in A.
2.3 Direct Sums of Cyclic Groups
Proposition 3 ([15]). For a group A the following conditions are equivalent :
1. A is a finitely generated group;
2. A is a direct sum of a finite number of cyclic groups.
A system {a1, . . . , ak} of nonzero elements of a group A is called linearly independent if
n1a1 + · · ·+ nkak = 0 (ni ∈ Z)
implies
n1a1 = · · · = nkak = 0.
A system of elements is dependent if it is not independent.
An infinite system L = {ai}i∈I of elements of the group A is called independent if every finite subsystem of L
is independent. An independent systemM of A is maximal if there is no independent system in A containingM
properly. By the rank r(A) of a group A we mean the cardinality of a maximal independent system containing
only elements of infinite and prime power orders.
Proposition 4. The rank r(A) of a group A is an invariant of this group.
Theorem 1 ([23, 1]). A bounded group is a direct sum of cyclic groups.
Theorem 2 ([15]). Any two decompositions of a group into direct sums of cyclic groups of infinite and prime
power orders are isomorphic.
Theorem 3 ([19]). Subgroups of direct sums of cyclic groups are again direct sums of cyclic groups.
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2.4 Divisible Groups
We shall say that an element a of A is divisible by a positive integer n (n | a) if there is an element x ∈ A such
that nx = a. A group D is called divisible if n | a for all a ∈ D and all natural n. The groups Q and Z(p∞) are
examples for divisible groups.
Theorem 4. Any divisible group D is a direct sum of quasicyclic groups and full rational groups Q. The powers
of the sets of components Z(p∞) (for every p) and Q form a complete and independent system of invariants for
the group D.
Corollary. Any divisible p-group D is a direct sum of the groups Z(p∞). The power of the set of components
Z(p∞) is the only invariant of D.
Theorem 5 ([15]). For a group D the following conditions are equivalent :
1. D is a divisible group;
2. D is a direct summand in every group containing D.
2.5 Pure Subgroups
A subgroup G of A is called pure if the equation nx = g ∈ G is solvable in G whenever it is solvable in the
whole group A. In other words, G is pure if and only if
∀n ∈ Z nG = G ∩ nA.
Proposition 5 ([26]). Assume that a subgroup B of A is a direct sum of cyclic groups of the same order pk.
Then the following statements are equivalent :
1. B is a pure subgroup of A;
2. B is a direct summand of A.
Corollary. Every element of order p and of finite height can be embedded in a finite cyclic direct summand of
the group.
Theorem 6 ([18]). A bounded pure subgroup is a direct summand.
Corollary 1 ([12]). A p-subgroup B of a group A can be embedded in a bounded direct summand of A if and
only if the heights of the nonzero elements of B (relative to A) are bounded.
Corollary 2. An element a of prime power order belongs to a finite direct summand of A if and only if 〈a〉
contains no elements of infinite height.
2.6 Basic Subgroups
A subgroup B of a group A is called a p-basic subgroup if it satisfies the following conditions:
1. B is a direct sum of cyclic p-groups and infinite cyclic groups;
2. B is pure in A;
3. A/B is p-divisible.
According to this definition, B possesses a basis which is said to be a p-basis of A.
Every group, for every prime p, contains p-basic subgroups [14].
We now focus our attention on p-groups, where p-basic subgroups are particularly important. If A is a p-
group and q is a prime different from p, then evidently A has only one q-basic subgroup, namely 0. Therefore,
in p-groups we may refer to the p-basic subgroups simply as basic subgroups, without danger of confusion.
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Theorem 7 ([27]). Assume that B is a subgroup of a p-group A, B =
∞⊕
n=1
Bn, and Bn is a direct sum of
groups Z(pn). Then B is a basic subgroup of A if and only if for every integer n > 0 the subgroup B1⊕ · · ·⊕Bn
is a maximal pn-bounded direct summand of A.
Theorem 8 (Bear, Boyer [4]). Suppose that B is a subgroup of a p-group A,
B = B1 ⊕B2 ⊕ · · · ⊕Bn ⊕ . . . ,
where
Bn ∼=
⊕
µn
Z(pn).
The subgroup B is a basic subgroup of A if and only if
A = B1 ⊕B2 ⊕ · · · ⊕Bn ⊕ (B
∗
n + p
nA),
where n ∈ N,
B∗n = Bn+1 ⊕Bn+2 ⊕ . . . .
Since the group B has a basis and the factor group A/B is a direct sum of groups isomorphic to Z(p∞)
(i.e., A/B also has a generating system which can be easily described), it is natural to combine these generating
systems and to obtain one for A.
We write
B =
⊕
i∈I
〈ai〉 and A/B =
⊕
j∈J
C∗j , where C
∗
j = Z(p
∞).
If the direct summand C∗j is generated by cosets c
∗
j1, . . . , c
∗
jn, . . . modulo B with pc
∗
j1 = 0 and pc
∗
j,n+1 = c
∗
jn
(n = 1, 2, . . . ), then, by the purity of B in A, in the group A we can pick out cjn ∈ c
∗
jn of the same order as c
∗
jn.
Then we get the following set of relations:
pcj1 = 0, pcj,n+1 = cjn = bjn (n ≥ 1, bjn ∈ B),
where bjn must be of order at most p
n, since o(cjn) = p
n.
The system {ai, cjn}i∈I, j∈J, n∈ω will be called a quasibasis of A.
Proposition 6 ([13]). If {ai, cjn} is a quasibasis of the p-group A, then every a ∈ A can be written in the
following form:
a = s1ai1 + · · ·+ smaim + t1aj1n1 + · · ·+ trajrnr , (1)
where si and tj are integers, no tj is divisible by p, and the indices i1, . . . , im as well as j1, . . . , jr are distinct.
The expression (1) is unique in the sense that a uniquely defines the terms sai and tcjn.
Theorem 9 (Kulikov [20]). If B is a basic subgroup of a reduced p-group A, then
|A| ≤ |B|ω.
The final rank of a basic subgroup B of a p-group A is the infimum of the cardinals r(pnB). Note that if
the rank of B is equal to µ1 and the final rank of B is equal to µ2, then A = A1 ⊕ A2, where the group A1 is
bounded and has the rank µ1, and a basic subgroup of the group A2 has the rank µ2 which coincides with its
final rank.
Theorem 10. If two endomorphisms of a reduced Abelian group coincide on some of its basic subgroups, then
they are equal.
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2.7 Endomorphism Rings of Abelian Groups
If we have an Abelian group A, then its endomorphisms form a ring with respect to the operations of addition
and composition of homomorphisms. This ring will be denoted by End(A).
We need some facts about the ring End(A).
1. There exists a one-to-one correspondence between finite direct decompositions
A = A1 ⊕ · · · ⊕An
of the group A and decompositions of the ring End(A) in finite direct sums of left ideals
End(A) = L1 ⊕ · · · ⊕ Ln;
namely, if Ai = eiA, where e1, . . . , en are mutually orthogonal idempotents, then Li = End(A)ei.
2. An idempotent e 6= 0 is called primitive if it can not be represented as a sum of two nonzero orthogonal
idempotents. If e 6= 0 is an idempotent of the ring End(A), then eA is an indecomposable direct summand
of A if and only if e is a primitive idempotent.
3. Let A = B⊕C and A = B′⊕C′ be direct decompositions of the group A, and let e : A→ B and e′ : A→ B′
be the corresponding projections. Then B ∼= B′ if and only if there exist elements α, β ∈ End(A) such
that
αβ = e and βα = e′.
Theorem 11 (Baer [2], Kaplansky [17]). If A and C are torsion groups, and End(A) ∼= End(C), then
A ∼= C.
Theorem 12 (Charles [11], Kaplansky [17]).The center of the endomorphism ring End(A) of a p-group A
is the ring of p-adic integers or the residue class ring of the integers modulo pk, depending on whether A is
unbounded or bounded with pk as the least upper bound for the orders of its elements.
3 Beautiful Linear Combinations
In this section, we shall completely follow the paper [24] of S. Shelah.
Suppose that we have some fixed Abelian p-group A ∼=
⊕
µ
Z(pl), where µ is an infinite cardinal number and
End(A) is its endomorphism ring.
For any f ∈ End(A) let Rng f be its range in A and ClB (or 〈B〉) be the closure of B ⊂ A in A, i.e., the
minimal subgroup in A containing B.
As usual, ~x denotes a finite sequence of variables ~x = 〈x1, . . . , xn〉. A linear combination k1x1 + · · ·+ knxn,
where ki ∈ Z, will also be denoted by τ(x1, . . . , xn), or τ(~x). Such a combination will be called reduced if all ki
are distinct and not equal to zero.
Let {ai | i ∈ I} be some independent subset of elements of order p
l in the group A. It is clear that every
function h : {ai | i ∈ I} → A has a unique extension
h˜ ∈ Hom(Cl{ai | i ∈ I}, A).
LetB be some set and h be a function fromB intoB. For every x ∈ B, we define its depth (Dp(x) = Dp(x, h))
as the least ordinal number (or infinity) satisfying the following conditions:
1. Dp(x) ≥ 0 if and only if x ∈ B;
2. Dp(x) ≥ δ if and only if Dp(x) ≥ α for every α ∈ δ such that δ is a limit ordinal number;
3. Dp(x) ≥ α+ 1 if and only if for some y ∈ B we have h(y) = x and Dp(y) ≥ α.
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Lemma 1. Let {ai | i ∈ I} ⊂ A be an independent set consisting of elements of order p
l, and h be a function
from I into I. Define h˜ by the formula
h˜(k1ai1 + · · ·+ knatn) = k1ah(t1) + · · ·+ knah(tn).
Then
a. h˜ ∈ End(Cl{ai | i ∈ I});
b. Dp(k1at1 + · · ·+ knatn , h˜) ≥ min
i∈{1,...,n}
Dp(ti, h);
c. if in (b) the linear combination k1at1 + · · ·+ knatn is reduced and ti are distinct, then the equality holds.
Proof. (a) Immediate.
(b) We prove by induction on ordinal numbers α that
min
i∈{1,...,n}
Dp(ti, h) ≥ α⇒ Dp(k1at1 + · · ·+ knatn , h˜) ≥ α.
This suffices for the proof of (b). If α = 0 or α is a limit ordinal, then this is trivial. For α = β + 1,
by the assumption and definition of depth, there are si ∈ I such that h(si) = ti and Dp(si, h) ≥ β. Then
min
i
Dp(si, h) ≥ β, whence by the induction hypothesis
Dp(k1as1 + · · ·+ knasn , h˜) ≥ β,
but
h˜(k1as1 + · · ·+ knasn) = k1at1 + · · ·+ knatn ,
whence
Dp(k1at1 + · · ·+ knatn , h˜) ≥ β + 1 = α.
(c) It suffices to prove by induction on α that
Dp(k1at1 + · · ·+ knatn , h˜) ≥ α⇒ Dp(ti, h) ≥ α
for all i. If α = 0 or α is a limit ordinal, then this is trivial. For α = β+1, by the definition of depth, there are
a reduced linear combination l1as1 + · · ·+ lmasm and distinct si such that
1. h˜(l1as1 + · · ·+ lmasm) = k1at1 + · · ·+ knatn and
2. Dp(l1as1 + · · ·+ lmasm , h˜) ≥ β.
By (2) and the induction hypothesis, for i = 1, . . . ,m we have Dp(si, h) ≥ β.
By (1) and the definition of h˜,
l1ah(s1) + · · ·+ lmah(sm) = k1at1 + · · ·+ knatn .
As the linear combination k1at1 + · · ·+ knatn is reduced and the ti are distinct,
{t1, . . . , tn} ⊆ {h(s1), . . . , h(sm)}.
Thus, for each i = 1, . . . , n there is ki, 1 ≤ ki ≤ m, such that ti = h(ski). Hence
Dp(ti, h) ≥ Dp(ski , h) + 1 ≥ β + 1 = α.
Lemma 2. Let h1 and h2 be commuting functions from B into B. Then for any x ∈ B we have
Dp(x, h1) ≤ Dp(h2(x), h1).
20
Proof. We prove by induction on α that
Dp(x, h1) ≥ α⇒ Dp(h2(x), h1) ≥ α.
If α = 0 or α is a limit ordinal, this is immediate.
Now we consider α = β + 1.
If Dp(x, h1) ≥ β + 1, then for some y ∈ B we have h1(y) = x and Dp(y, h1) ≥ β. Thus h1(h2(y)) =
h1 ◦ h2(y) = h2 ◦ h1(y) = h2(x), and by the induction hypothesis Dp(h2(y), h1) ≥ β (since Dp(y, h1) ≥ β)),
whence Dp(h2(x), h1) ≥ Dp(h2(y), h1) + 1 ≥ β + 1 = α.
Lemma 3. Let {ai | i ∈ I} ⊂ A be an independent set with elements of the same order p
l and let A′ = Cl{ai |
i ∈ I}. Let J ⊆ I, |I \ J | = |I|, J =
⋃
α∈α(0)
Jα, and B = Cl{ai | i ∈ J}. Then we can find f ∈ End(A
′) such
that
a. i ∈ Jα ⇒ Dp(ai, f) = α;
b. if g ∈ End(A′), g ◦ f = f ◦ g, and g maps B into B, then for every α ∈ α(0)
i ∈ Jα ⇒ g(ai) ∈ Cl
{
aj
∣∣∣∣ j ∈ ⋃
α≤β<α(0)
Jβ
}
;
c. every function g : {ai | i ∈ J} → B satisfying the condition (b) can be extended to an endomorphism of
End(A′) that commutes with f and maps B into B.
Proof. By renaming we can assume that I \ J = I0 ∪ {〈0, t, η〉 | t ∈ Jα, α < α(0), l(η) > 0, η is a decreasing
sequence of ordinals, η0 < α}∪{〈1, t, n〉 | 0 < n < ω} and we identify 〈0, t, 〈 〉〉 and 〈1, t, 0〉 with t. Let us define
a function h on I:
1. for s ∈ I0
h(s) = s;
2. for t ∈ J , 〈0, t, 〈η, β〉〉 ∈ I, where β is an ordinal number,
h(〈0, t, 〈η, β〉〉) = 〈0, t, η〉;
3. for t ∈ J
h(〈1, t, n〉) = 〈1, t, n+ 1〉.
Let f = h˜. It is easy to prove that if t ∈ J and l(η) = n, then Dp(〈0, t, η〉, h) = ηn. Hence (a) follows
immediately by (c) of Lemma 1, and f ∈ End(A′) by (a) of Lemma 1.
Let now g ∈ End(A′) commute with f , g map B into B, i ∈ Jα, α ∈ α0. Suppose that the linear combination
g(ai) = k1as1+ · · ·+knasn is reduced. Since g maps B into B and g(ai) ∈ B, we see that sk ∈ J for k = 1, . . . , n.
Therefore we can assume that sk ∈ Jαk . By (c) from Lemma 1 and the remarks above,
Dp(g(ai), f) = Dp(k1as1 + · · ·+ knasn , f) = min
k
Dp(sk, h) = min
k
αk.
On the other hand, by Lemma 2, as g commutes with f ,
α ≤ Dp(ai, f) ≤ Dp(g(ai), f).
Combining both, we get α ≤ αk for k = 1, . . . , n. Hence g(ai) ∈ Cl{ai | i ∈ Jβ , α ≤ β < α0}, so we have
proved (b).
(c) Extend g to a function g1 : {ai | i ∈ I} → A
′ in the following way: if g(at) = k1at1 + · · ·+ knatn , then let
g1(a〈0,t,η〉) = k1a〈0,t1,η〉 + · · ·+ kna〈0,tn,η〉,
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g1(a〈a,t,m〉) = k1a〈1,t1,m〉 + · · ·+ kna〈1,t2,m〉,
g1(as) = as for s ∈ I0.
It is easy to check that g1 is well defined (because t ∈ Jα and tk ∈ Jβ imply α ≤ β) and it has a unique
extension to g2 ∈ End(A
′). In order to check that g2 and f commute, it suffices to prove that for every s ∈ I
f ◦ g2(as) = g2 ◦ f(as),
and this is quite easy.
A linear combination τ(x1, . . . , xn) = k1x1+ · · ·+knxn is called beautiful (see [24], where similar terms were
called beautiful terms) if
1. we have τ(τ(x11 , . . . , x
1
n), τ(x
2
1, . . . , x
2
n), . . . τ(x
n
1 , . . . , x
n
n)) = τ(x
1
1, . . . , x
n
n);
2. we have τ(x, . . . , x) = x.
The condition (2) implies k1 + · · · + kn = 1. It is clear that the condition (1) implies kikj = δijki for all
i, j = 1, . . . , n.
We can see that all kj , except one (let it be ki), are equal to zero, and ki = 1, i.e., all beautiful linear
combinations have the form xi for some i ∈ I. Therefore the following lemma is trivial.
Lemma 4. The set of beautiful linear combinations is closed under substitution.
Theorem 1. There is a formula ϕ˜(. . .) such that the following holds. Let {fi}i∈µ be a set of elements of
End(A′). Then we can find a vector g¯ such that the formula ϕ˜(f, g¯) holds in End(A′) if and only if f = fi for
some i ∈ µ.
Proof. Suppose that a set {ai | i ∈ I
∗} ⊂ A is independent, consists of elements of the same order, and
Cl{ai | i ∈ I
∗} = A′. Let J ⊆ I∗ and µ = |J | = |I∗ \ J |. For notational simplicity let J = {〈α, β〉 | α, β ∈ µ},
a〈α,β〉 = a
β
α.
Lemma 5. There is a formula ϕ(f) with one free variable f such that ϕ(f) holds in End(A′) if and only if
there is an ordinal number α ∈ µ such that for all β ∈ µ
f(aβ0 ) = a
β
α.
Now we shall show the proof of Theorem 1 with the help of Lemma 5.
Let a function f∗0 : A
′ → A′ map the set {aα0 | α ∈ µ} onto the set {at | t ∈ I
∗}, and let f∗0 (a
β
α) = f
∗
0 (a
β
0 ).
Suppose that we have a set {fi}i∈µ and let the function f
∗ : A′ → A′ be such that
f∗(aβα) = fα ◦ f
∗
0 (a
β
α).
Let f∗1 : A → A map the set {at | t ∈ I
∗} onto the set {aβ0 | β ∈ µ}. Let the formula ϕ˜(f
′, . . .) say that there
exists f ∈ End(A′) such that
1. ϕ(f);
2. f ′ ◦ f∗0 ◦ f
∗
1 = f
∗ ◦ f ◦ f∗1 .
Then  ϕ(f) if and only if there exists α ∈ µ such that
∀β ∈ µ f(aβ0 ) = a
β
α.
Therefore
f ′ ◦ f∗0 ◦ f
∗
1 (at) = f
∗ ◦ f ◦ f∗1 (at)⇔ f
′ ◦ f∗0 (a
β
0 ) = f
∗ ◦ f(aβ0 )
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⇔ f ′ ◦ f∗0 (a
β
0 ) = f
∗(aβα)⇔ f
′ ◦ f∗0 (a
β
0 ) = fα ◦ f
∗
0 (a
β
0 ).
Let f∗0 (a
β
0 ) = atβ . Then
f ′(atβ ) = fα(atβ ),
what we needed.
Proof of Lemma 5. We partition our proof to three cases.
Case I. µ = ω.
Introduce the following mappings
1. f∗2 ∈ End(A
′) such that f∗2 (at) = a
0
0 for all t ∈ I
∗;
2. f∗3 ∈ End(A
′) such that t ∈ I∗ \ J ⇒ f∗3 (at) = a
0
0, t ∈ J ⇒ f
∗
3 (a
m
n ) = a
m
n+1;
3. f∗4 ∈ End(A
′) such that t ∈ I∗ \ J ⇒ f∗4 (at) = a
0
0, t ∈ J ⇒ f
∗
4 (a
m
n ) = a
m+1
n ;
4. f∗5 ∈ End(A
′) such that t ∈ I∗ \ J ⇒ f∗5 (at) = a
0
0, t ∈ J ⇒ f
∗
5 (a
m
n ) = a
n
m;
5. f∗6 ∈ End(A
′) such that t ∈ I∗ \ J ⇒ f∗6 (at) = a
0
0, t ∈ J ⇒ f
∗
6 (a
m
n ) = a
n
n;
6. f∗7 ∈ End(A
′) such that t ∈ I∗ \ J ⇒ f∗7 (at) = a
0
0, t ∈ J ⇒ f
∗
7 (a
m
n ) = a
0
n.
Suppose that
B0 = Cl{a
0
0},
B1 = Cl{a
0
n | n ∈ ω},
B2 = Cl{a
m
n | n,m ∈ ω},
B3 = Cl{a
m
0 | m ∈ ω}.
Introduce now the following first order formulas.
1. ϕ1(f ; . . . ) says that the restriction of the function f on the set B1 is a function with the image in B1,
commuting with f∗3 |B1 . As a formula we have the following:
ϕ1(f ; . . . ) = (ρB1 ◦ f ◦ ρB1 = f ◦ ρB1) ∧ (f ◦ ρB1 ◦ f
∗
3 ◦ ρB1 = f
∗
3 ◦ ρB1 ◦ f ◦ ρB1),
where ρB1 is the projection onto B1.
2. Similarly, ϕ2(f ; . . . ) says that the formula ϕ1(f ; . . . ) holds and the image of f |B2 is included in B2 and
fB2 commutes with f
∗
4 |B2 .
3. The formula ϕ3(f ; . . . ) says that the formula ϕ2(f ; . . . ) holds and (f
∗
5 ◦ f ◦ f
∗
5 ◦ f)|B0 = (f
∗
6 ◦ f)|B0 .
4. The formula ϕ4(f ; . . . ) says that the formula ϕ3(f ; . . . ) holds and (f
∗
2 ◦ f)|B0 = f
∗
2 |B0 .
5. The formula ϕ∗5(f ; . . . ) says that there exists f
′ ∈ End(A′) such that f ′|B3 = f |B3 and the formula
ϕ4(f
′; . . . ) holds.
Now we note the following.
1. The formula ϕ1(f ; . . . ) holds if and only if
f(a0n) = q1a
0
n+l1 + · · ·+ qka
0
n+lk
for some q1, . . . , qk ∈ Z, l1, . . . , lk ∈ ω for any n ∈ ω.
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Actually, f : B1 → B1 means that f(a
0
n) = s1a
0
n1
+ · · ·+ ska
0
nk
, and f |B1 ◦ f
∗
3 |B1 = f
∗
3 |B1 ◦ f |B1 is equivalent
to the condition that for any n ∈ ω
f ◦ f∗3 (a
0
n) = f
∗
3 ◦ f(a
0
n).
Let f(a00) = r1al1 + · · ·+ rkalk . Then f(a
0
1) = f
∗
3 ◦ f(a
0
0) = r1a1+l1 + · · ·+ rka1+lk and so on by induction.
2. The formula ϕ2(f ; . . . ) holds if and only if
f(amn ) = r1a
m
n+l1 + · · ·+ rka
m
n+lk
.
Actually, from ϕ1(f) it follows that for any n ∈ ω
f(a0n) = r1a
0
n+l1 + · · ·+ rka
0
n+lk ,
and
f(a1n) = f ◦ f
∗
4 (a
0
n) = f
∗
4 ◦ f(a
0
n) = f
∗
4 (r1a
0
n+l1 + · · ·+ rka
0
n+lk
) = r1a
1
n+l1 + · · ·+ rka
1
n+lk
,
and so on by induction.
3. The formula ϕ3(f ; . . . ) holds if and only if the formula ϕ2(f ; . . . ) holds, where l1, . . . , lk are distinct and the
corresponding linear combination τ satisfies the condition (1) of the definition of beautiful linear combination.
Actually, let the formula ϕ2(f) be true and τ be the corresponding linear combination. Then
f∗5 ◦ f ◦ f
∗
5 ◦ f |B0 = f
∗
6 ◦ f |B0 ⇔ f
∗
5 ◦ f ◦ f
∗
5 ◦ f(a
0
0) = f
∗
6 ◦ f(a
0
0)
⇔ f∗5 ◦ f ◦ f
∗
5 (τ(a
0
l1
, . . . , a0lk)) = f
∗
6 (τ(a
0
l1
, . . . , a0lk))⇔ f
∗
5 ◦ f(τ(a
l1
0 , . . . , a
lk
0 )) = τ(a
l1
l1
, . . . , alklk)
⇔ f∗5 (τ(τ(a
l1
l1
, . . . , alkl1 ), . . . , τ(a
l1
lk
, . . . , alklk)) = τ(a
l1
l1
, . . . , alklk)
⇔ τ(τ(al1l1 , . . . , a
l1
lk
), . . . , τ(alkl1 , . . . , a
lk
lk
)) = τ(al1l1 , . . . , a
lk
lk
).
It is equivalent to the condition (1) from the definition of linear combination. The converse condition is proved
in the same manner.
4. The formula ϕ4(f ; . . . ) holds if and only if
f(amn ) = τ(a
m
n+l1 , . . . , a
m
n+lk),
where τ(x1, . . . , xk) is a beautiful linear combination, i.e., f(a
m
n ) = a
m
n+ls
.
Since ϕ4(f)⇒ ϕ3(f), we only need to show that a
0
0 = τ(a
0
0, . . . , a
0
0).
Actually,
f∗2 ◦ f |B0 = f
∗
2 |B0 ⇔ f
∗
2 ◦ f(a
0
0) = f
∗
2 (a
0
0)⇔ f
∗
2 (τ(a
0
l1
, . . . , a0lk)) = a
0
0 ⇔ τ(a
0
0, . . . , a
0
0) = a
0
0.
5. The formula ϕ5(f) holds if and only if
f(an0 ) = τ(a
n
l1
, . . . , anlk)
for some beautiful linear combination τ and l1, . . . , lk ∈ ω for all n ∈ ω.
This follows immediately from f∗5 ◦ f
∗
7 ◦ f
∗
5 (a
m
0 ) = f
∗
5 ◦ f
∗
7 (a
0
m) = a
m
0 .
Case II. The cardinal number µ = |J | is regular and µ > ω.
Let I∗ \ J = I0 ∪ {〈α, δ, n〉 | α ∈ µ, δ ∈ µ, cfδ = ω, n ∈ ω}, |I0| = µ, and let us denote a
β,n
α = a〈α,β,n〉.
For every limit ordinal δ ∈ µ such that cfδ = ω, choose an increasing sequence (δn)n∈ω of ordinals less than δ
such that their limit is δ and for each β ∈ µ, n ∈ ω the set {δ ∈ µ | β = δn} is a stationary subset in µ (see [25]).
Let us define some f∗i by defining f
∗
i (at) for some t ∈ I
∗ and understanding that when f∗i (at) is not explicitly
defined, it is a00.
So let for α, β ∈ µ
f∗2 (a
β
α) = a
0
0; f
∗
3 (a
β
α) = a
0
α; f
∗
4 (a
β
α) = a
β
0 ; f
∗
5 (a
β
α) = a
α
β ; f
∗
6 (a
β
α) = a
α
α;
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let for δ ∈ µ, cfδ = ω
f∗7 (a
δ
α) = a
δ,0
α ;
and let for δ ∈ µ, cfδ 6= ω
f∗7 (a
δ
α) = a
δ
α;
and, further,
f∗8 (a
β
α) = a
β
α, f
∗
8 (a
δ,n
α ) = a
δ,n+1
α ;
f∗9 (a
β
α) = a
β
α, f
∗
9 (a
δ,n
α ) = a
δn
α .
Let
B0 = Cl{a
0
0},
B1 = Cl{a
0
α | α ∈ µ},
B2 = Cl{a
β
0 | β ∈ µ},
B3 = Cl{a
β
α | α, β ∈ µ},
B4 = Cl{a
β
α, a
β,n
α | α, β ∈ µ, n ∈ ω},
B5 = Cl{a
β
0 , a
β,n
0 | β ∈ µ, n ∈ ω},
B6 = Cl{a
β
0 | β ∈ µ, cfβ = ω},
B7 = Cl{a
β
α | α, β ∈ µ, cfβ = ω}.
Clearly f∗3 , f
∗
4 , and f
∗
9 are projections onto B1, B2, and B3, respectively. Let f
∗
10, f
∗
11, and f
∗
12 be projections
onto B4, B5, and B6, respectively.
Now we apply Lemma 3 with J = {〈α, β〉 | α, β ∈ µ}, Jβ = {〈α, β〉 | α ∈ µ}, I = I
∗, and f = f∗13 ∈ End(A
′).
Let the first order formula ϕ1(f, g; . . . ) say that
1. f and g are conjugate to f∗2 ;
2. Rng f,Rng g ⊂ B3;
3. ∃h ∈ End(A′) (h ◦ f∗13 = f
∗
13 ◦ h ∧ Rng h|B3 ⊆ B3 ∧ h ◦ f = g).
We shall write ϕ1(f, g; . . . ) also in the form f ≤ g.
If f and g are conjugate to f∗2 , f(a
0
0) = a
β
α, and g(a
0
0) = τ(a
β1
α1
, . . . , aβkαk), then f ≤ g if and only if β ≤ β1, . . . ,
β ≤ βk, which is easy to see from Lemma 3.
Let the first order formula ϕ2(f) say that
1. Rng f |B2 ⊆ B3; Rng f |B5 ⊆ B4; Rng f |B0 ⊆ B1; Rng f |B6 ⊆ B7;
2. for any g ∈ End(A′) conjugate to f∗2 , if Rng g ⊆ B2, then g ≤ f ◦ g;
3. f |B5 commutes with f
∗
7 , f
∗
8 , and f
∗
9 ;
4. f |B3 commutes with f
∗
3 .
Statement 1. The formula ϕ2(f) holds in End(A
′) if and only if for any β ∈ µ
f(a00) = τ(a
β
α1
, . . . , aβαk) and f(a
β,n
0 ) = τ(a
β,n
α1
, . . . , aβ,nαk )
for some linear combination τ and ordinal numbers α1, . . . , αk ∈ µ (which do not depend on β).
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Proof. Assume that ϕ2(f) holds for a given function f , and let
f(aβ0 ) = τβ(a
γβ,1
αβ,1 , . . . , a
γβ,kβ
αβ,kβ
).
Without loss of generality we can assume that the ordinal numbers αβ,i grow as i grows.
Choose g such that g(at) = a
β
0 for all t ∈ I
∗. Then g is conjugate to f∗2 , Rng g ⊆ B2, and therefore, by (2),
g ≤ f ◦ g. Since g(a00) = a
β
0 and f(a
0
0) = τβ(a
γβ,1
αβ,1 , . . . , a
γβ,kβ
αβ,kβ
), we have that β ≤ γβ,i for all i = 1, . . . , kβ.
Since the cardinal number µ is regular and µ > ω, we have that for any β0 < µ
sup{γβ,i | i = 1, . . . , kβ ; β ∈ β0} < µ.
Hence the set
S = {β0 | β0 ∈ µ ∧ ∀β (β ∈ β0 ∧ 1 ≤ i ≤ kβ ⇒ γβ,i ∈ β0)}
is an unbounded subset in µ; and by its definition it is closed (indeed, β1 = sup{γβ,i | i = 1, . . . , kβ , β ∈ β0},
β2 = sup{γβ,i | i = 1, . . . , kβ , β ∈ β1}, . . . , β¯ =
⋃
l∈ω
βl, whence β¯ < µ, β¯ ∈ S, and so on).
Now we shall prove that for δ ∈ S, cfδ = ω implies γδ,i = δ. Suppose that γ = γδ,i0 6= δ for some i0, which
yields δ < γδ,i0 as was said above. As δn is increasing (as a function of n) and its limit is δ, for some n ∈ ω big
enough,
δ < γδ,i0(n) (2)
and γδ,i1 6= γδ,i2 ⇒ γδ,i1(n) 6= γδ,i2(n).
Since Rng f |B6 ⊆ B7, we see that necessarily γδ,i has cofinality ω, and as f |B5 commutes with f
∗
7 , we see
that
f(aδ,00 ) = f ◦ f
∗
7 (a
δ
0) = f
∗
7 ◦ f(a
δ
0) = τδ(a
γδ,1,0
αδ,1 , . . . , a
γδ,s,0
αδ,s ).
As f |B5 commutes with f
∗
8 ,
f(aδ,n0 ) = f ◦ f
∗
8 (a
δ,n−1
0 ) = f
∗
8 ◦ f(a
δ,n−1
0 ),
whence
f(aδ,n0 ) = τδ(a
γδ,1,n
αδ,1 , . . . ).
Since f |B5 commutes with f
∗
9 , we have
f(aδn0 ) = τδ(a
γδ,1(n)
αδ,1 , . . . )
and the linear combination τδ(a
γδ,1(n)
αδ,1 , . . . ) is reduced.
But f(aδn0 ) = τδn(a
γδn,1
αδn,1 , . . . ), where the linear combination on the right-hand side of the equality is also
reduced. Hence
γδ,i0(n) ∈ {γδn,i | i ≤ i ≤ kδn},
but on the one hand, δ < γδ,i0(n) by (2), and on the other hand, δ < δn ⇒ γδn,i < δ, as δ ∈ S, contradiction.
Consequently, γδ,i = δ for all δ ∈ S.
We know that for all β ∈ µ and n ∈ ω the set {δ ∈ µ | cfδ = ω ∧ δn = β} is stationary, so there is δ ∈ S,
where cfδ = ω, such that δn = β.
As before, we can show that
f(aδn0 ) = τδ(a
δn
αδ,1
, . . . , aδnαδ,kδ
) = τδn(a
γδn,1
αδn,1 , . . . , a
γδn,kδn
αδn,kδn
),
where the linear combination τδn is reduced. Therefore γδn,i ∈ {δn} for all i, so γδn,i = δn, i.e., γβ,i = δn for
all i. As the linear combination τβ(a
γβ,1
αβ,1 , . . . ) is reduced, we have that the ordinals αβ,i, where 1 ≤ i ≤ kβ , are
distinct.
As f |B3 commutes with f
∗
3 , for every β
τβ(a
0
αβ,1
, . . . , a0αβ,kβ
) = τ0(a
0
α0,1
, . . . , a0αα0,k0
).
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As the αβ,i are distinct, necessarily
{αβ,i | 1 ≤ i ≤ kβ} = {α0,i | 1 ≤ i ≤ k0},
but as αβ,i is increasing with i (for each β, by the choice of αβ,i), necessarily αβ,i = α0,i and kβ = k0, i.e.,
τ = τ0.
Therefore f(aβ,n0 ) = τ0(a
β,n
α0,1
, . . . ).
The other direction of this assertion is immediate.
Let ϕ3(f) say that
1. Rng f |B2 ⊆ B3;
2. ∃f1 ∈ End(A
′) (f1|B2 = f |B2 ∧ ϕ2(f1)).
The formula ϕ3(f) holds if and only if
f(aβ0 ) = τ(a
β
γ1
, . . . , aβγk)
for any β ∈ µ and some τ, γ1, . . . , γk. This follows immediately from Statement 1.
Let the formula ϕ4(f) say that
1. Rng f |B2 ⊆ B3;
2. ϕ3(f);
3. ∀g ∈ End(A′) (ϕ3(g)⇒ g ◦ f5 ◦ f |a˜00 = f5 ◦ f ◦ f5 ◦ g|a˜00 ∧ f
∗
5 ◦ f ◦ f
∗
5 ◦ f |a˜00 = f
∗
6 ◦ f |a˜00 ∧ f
∗
2 ◦ f |a˜00 = f
∗
2 |a˜00 .
As in case I, we can check that the formula ϕ4(f) holds in End(A
′) if and only if
f(aβ0 ) = τ(a
β
γ1
, . . . , aβγk),
where τ is a beautiful linear combination.
Case III. µ is a singular cardinal number.
Let µ1 < µ, where µ1 is a regular cardinal number and µ1 > ω. Let I
∗ \ J = I0 ∪ {〈α, δ, n〉 | α ∈ µ, δ ∈ µ1,
cfδ = ω, n ∈ ω}, |I0| = µ, a
β,n
α = a〈α,β,n〉.
For every limit ordinal δ ∈ µ1 such that cfδ = ω, similarly to the previous case, choose an increasing
sequence (δn)n∈ω of ordinal numbers less than δ, with limit δ, such that for any β ∈ µ1 and n ∈ ω the set
{δ ∈ µ1 | β = δn} is a stationary subset in µ1.
Let
B1 = Cl{a
0
α | α ∈ µ},
B2 = Cl{a
β
0 | β ∈ µ1},
B3 = Cl{a
β
α | α ∈ µ, β ∈ µ1}.
As in case II, we can define the functions f∗i in such a way that for some ϕ
0(. . . ) the formula ϕ0(f ; . . . )
holds in End(A′) if and only if there exist a linear combination τ and distinct ordinal numbers α1, . . . , αn ∈ µ
such that for every β ∈ µ1
f(aβ0 ) = τ(a
β
α1
, . . . , aβαn).
Let the formula ϕ1(f) say that
1. Rng f |a˜00 ⊆ B2;
2. for every g ∈ End(A′) ϕ0(g)⇒ (f ◦ g)|a˜00 = (g ◦ f)|a˜00 .
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It is easy to check that the formula ϕ1(f) holds if and only if there exist a linear combination σ and distinct
ordinal numbers β1, . . . , βm ∈ µ1 such that for any α ∈ µ
f(a0α) = σ(a
β1
α , . . . , a
βm
α ).
As the cardinal number µ1 is regular, we can use case II. Thus, there is a formula ϕ
2(f ; . . . ) such that ϕ2(f)
holds in End(A′) if and only if there exist a beautiful linear combination σ and distinct βi ∈ µ1 such that for
any α ∈ µ
f(a0α) = σ(a
β1
α , . . . , a
βm
α ).
Let µ =
⋃
i∈cfµ
µi, where µi ∈ µ and the sequence (µi) increases. We just prove that for every γ ∈ cfµ there
is a function f¯∗γ such that
1. the formula ϕ2[f, f¯∗γ ] holds in End(A
′) if and only if there exist a beautiful linear combination σ and
distinct βi ∈ µ
+
γ such that for all α ∈ µ
f(a0α) = σ(a
β1
α , . . . , a
βm
α );
2. f∗γ 0 is a projection onto
Cl{aβα | α ∈ µ, β ∈ µ
+
γ }.
Choose µ1 = µ
+
γ and consider the same ϕ
2(f) as in the case II, with f∗γ 0 being a projection onto Cl{a
β
α | α ∈ µ,
β ∈ µ1}.
Let τ and σ be beautiful linear combinations, β1, . . . , βm ∈ µ
+
γk
, k = 1, . . . , n, and for every α ∈ µ
f(a0α) = σ(a
β1
α , . . . , a
βn
α ).
We show that in this case we have
ϕ2(f, τ(f¯∗γ1 , . . . , f¯
∗
γn
)).
The formula ϕ2(f, τ(f¯∗γ1 , . . . , f¯
∗
γn
)) holds if and only if f(a0α) = σ(a
β1
α , . . . , a
βm
α ) for all α ∈ µ and distinct
β1, . . . , βn ∈ µγ1 , which is true. Further, we have that τ(f
∗
γ10
, . . . , f∗γn0) is a projection onto the set Cl{a
β
α | α ∈ µ,
β ∈ µ+γ1} because
τ(x1, . . . , xn) = xs.
Recall how we proved Theorem 1 from Lemma 5. This proof easily implies that there exist a formula ϕ3
and a vector of functions g∗ such that the formula ϕ3(f¯ , g¯∗) holds if and only if f¯ = f¯∗γ for some γ ∈ µ.
Let now the formula ϕ4(f, g¯∗) say that there exists f¯1 such that ϕ
3(f¯1, g¯
∗) and for every f¯2 satisfying the
formulas ϕ3(f¯2, g¯
∗) and Rng(f¯1)0 ⊆ Rng(f¯2)0, also ϕ
2(f, f¯2) holds. If the formula ϕ
4(f, g∗) holds, then there
exists f¯1 = f¯
∗
γ for some γ ∈ µ, and for every f¯2 = f¯
∗
λ (where λ ≥ γ) we have the formula
f(a0α) = σ(a
β1
α , . . . , a
βm
α ),
where β1, . . . , βm < µ
+
λ .
Let f be such that
f(a0α) = σ(a
β1
α , . . . , a
βm
α ), β1, . . . , βm ∈ µ.
Then β1, . . . , βm ∈ µ
+
γ for γ ∈ cfµ and therefore the formula ϕ
4(f, g∗) holds for some g∗.
Now we only need to consider the formula ϕ4(f∗5 ◦ f ◦ f
∗
5 ), which is the required formula.
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4 Formulation of the Main Theorem, Converse Theorems, Different
Cases
4.1 Second Order Language of Abelian Groups
As we mentioned above, we shall consider second order models of Abelian groups, i.e., consider the second
order group language, where the 3-place symbol will denote not multiplication, but addition (i.e., we shall write
x1 = x2 + x3 instead of P
3(x1, x2, x3)).
As we see, formulas ϕ(. . .) of the language L2 consist of the following subformulas:
1. ∀x (∃x);
2. x1 = x2 and x1 = x2 + x3, where every variable x1, x2, and x3 either is a free variable of the formula ϕ
or is defined in the formula ϕ with the help of the subformulas ∀xi or ∃xi, i = 1, 2, 3;
3. ∀P (v1, . . . , vn) (∃P (v1, . . . , vn)), n > 0;
4. P (x1, . . . , xn), where every variable x1, . . . , xn, and also every “predicate” variable P (v1, . . . , vn) either is
a free variable of the formula ϕ, or is defined in this formula with the help of the subformula ∀xi, ∃xi,
∀P (v1, . . . , vn), ∃P (v1, . . . , vn).
Equivalence of two Abelian groups A1 and A2 in the language L2 will be denoted by
A1 ≡L2 A2, or A1 ≡2 A2.
As we remember, the theory of a model U of a language L is the set of all sentences of the language L which
are true in this model. In some cases we shall consider together with theories Th2(A) = ThL2(A) also theories
Thκ2 (A), which contain those sentences ϕ of the language L2 that are true for arbitrary sequence
〈a1, . . . , aq, b
l1
1 , . . . , b
ls
s 〉,
where a1, . . . , aq ∈ A, b
li
i ⊂ A
li , and |blii | ≤ κ. If κ ≥ |A|, then Th2(A) and Th
κ
2 (A) coincide.
4.2 Formulation of the Main Theorem
If A = D ⊕ G, where the group D is divisible and the group G is reduced, then the expressible rank of the
group A is the cardinal number
rexp = µ = max(µD, µG),
where µD is the rank of D and µG is the rank of the basic subgroup of G.
We want to prove the following theorem.
Theorem 1. For any infinite p-groups A1 and A2 elementary equivalence of endomorphism rings End(A1)
and End(A2) implies coincidence of the second order theories Th
rexp(A1)
2 (A1) and Th
rexp(A2)
2 (A2) of the groups
A1 and A2, bounded by the cardinal numbers rexp(A1) and rexp(A2), respectively.
In Secs. 5–7, we shall separately prove this theorem for Abelian groups A1 and A2 with various properties
and in Sec. 8 gather them and prove the main theorem.
Note that if the group A is finite, then the ring End(A) is also finite. Since in the case of finite models
elementary equivalence (and also equivalence in the language L2) is equivalent to isomorphism of them, then in
the case where one of the groups A1 and A2 is finite Theorem 1 follows from Theorem 11. Therefore we now
suppose that the groups A1 and A2 are infinite.
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4.3 Proofs of “Converse” Theorems
Let us prove two theorems which are, in some sense, converse to our main theorem.
Theorem 2. For any Abelian groups A1 and A2, if the groups A1 and A2 are equivalent in the second order
logic L2, then the rings End(A1) and End(A2) are elementarily equivalent.
Proof. Every 2-place predicate variable P (v1, v2) will be called a correspondence on the group A. A correspon-
dence P (v1, v2) on the group A will be called a function on the group A (notation: Func(P (v1, v2)), or simply
Func(P )) if it satisfies the condition
(∀x∃y P (x, y)) ∧ (∀x∀y1 ∀y2 P (x, y1) ∧ P (x, y2)⇒ y1 = y2).
A function P (v1, v2) will be called an endomorphism on the group A (notation: Endom(P (v1, v2)), or simply
Endom(P )) if it satisfies the additional condition
∀x1 ∀x2 ∀y1 ∀y2 P (x1, y1) ∧ P (x2, y2)⇒ P (x1 + x2, y1 + y2).
Now consider an arbitrary sentence ϕ of the first order ring language. This sentence can contain the
subformulas
1. ∀x;
2. ∃x;
3. x1 = x2;
4. x1 = x2 + x3;
5. x1 = x2 · x3.
Let us translate this sentence to a sentence ϕ˜ of the second order group language by the following algorithm:
1. the subformula ∀x (. . .) is translated to the subformula
∀P x(v1, v2) (Endom(P
x)⇒ . . .);
2. the subformula ∃x (. . .) is translated to the subformula
∃P x(v1, v2) (Endom(P
x) ∧ . . .);
3. the subformula x1 = x2 is translated to the subformula
∀y1 ∀y2 (P
x1(y1, y2)⇔ P
x2(y1, y2));
4. the subformula x1 = x2 + x3 is translated to the subformula
∀y ∀z1 ∀z2 ∀z3 (P
x2(y, z2) ∧ P
x3(y, z3)⇒ (P
x1(y, z1)⇔ z1 = z2 + z3));
5. the subformula x1 = x2 · x3 is translated to the subformula
∀y ∀z (P x1(y, z)⇒ ∃t (P x2(y, t) ∧ P x3(t, z)).
We need to show that a sentence ϕ holds in the model End(A) if and only if the sentence ϕ˜ holds in the
model A.
If A is a model of an Abelian group, then the model End(A) consists of sets of pairs of elements of the
model A, x = {〈u1, u2〉 | u1, u2 ∈ A}, with the conditions
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1. ∀u1 ∃u2 〈u1, u2〉 ∈ x;
2. ∀u1 ∀u2 ∀u3 (〈u1, u2〉 ∈ x ∧ 〈u1, u3〉 ∈ x⇒ u2 = u3);
3. ∀u1 ∀u2 ∀u3 ∀u4 (〈u1, u3〉 ∈ x ∧ 〈u2, u4〉 ∈ x⇒ 〈u1 + u2, u3 + u4〉 ∈ x).
Therefore a sequence a1, . . . , aq for which the formula ϕ is satisfied in the model End(A) is a sequence
consisting of sets of pairs of elements from A satisfying the conditions (1)–(3).
Let us establish the identity bijection between elements of End(A) and the corresponding sets of pairs of
the model A. Let an element ai of the model End(A) correspond to a set Ai ⊂ A×A.
1. If the formula ϕ has the form xi = xj , then ϕ holds for a sequence a1, . . . , aq if and only if ai = aj, i.e.,
ai and aj are equal endomorphisms of the model End(A), and the sets Ai and Aj consist of the same elements,
i.e., in the model A for the sequence A1, . . . , Aq the formula
∀y1 ∀y2 (P
xi(y1, y2)⇔ P
xj (y1, y2))
is true.
2. If the formula ϕ has the form xi = xj+xk, then ϕ holds for a sequence a1, . . . , aq if and only if ai = aj+ak,
i.e., an endomorphism ai is the sum of endomorphisms aj and ak, and this means that in the model A for every
element b ∈ A and for every b1, b2, b3 ∈ A such that 〈b, b1〉 ∈ Ai, 〈b, b2〉 ∈ Aj , 〈b, b3〉 ∈ Ak, we have b1 = b2 + b3
(i.e., formally speaking, 〈b1, b2, b3〉 ∈ I(Q
3
1)). It is equivalent to A  ϕ˜.
3. If the formula ϕ has the form xi = xj · xk, then the formula ϕ is true for a sequence a1, . . . , aq if and
only if ai = aj · ak, i.e., the endomorphism ai is a composition of endomorphisms aj and ak, and this means
that in the model A for every b1 ∈ A and for every b2 ∈ A such that 〈b1, b2〉 ∈ Ai, there exists b3 ∈ A such that
〈b1, b3〉 ∈ Aj and 〈b3, b2〉 ∈ Ak. This is equivalent to A  ϕ˜.
4. If ϕ has the form θ1 ∧ θ2, θ1 and θ2 are true in the model End(A) for a sequence a1, . . . , aq if and only
if θ˜1 and θ˜2 are true in the model A for the sequence A1, . . . , Aq, then it is clear that the formula ϕ is true in
the model End(A) for a sequence a1, . . . , aq if and only if the formula ϕ˜ is true in the model A for the sequence
A1, . . . , Aq, because
θ˜1 ∧ θ2 = θ˜1 ∧ θ˜2.
5. A similar case is the formula ϕ having the form ¬θ, because
¬˜θ = ¬θ˜.
6. Finally, suppose that the formula ϕ has the form ∀xi ψ. The formula ϕ is true in the model End(A) for a se-
quence a1, . . . , aq if and only if the formula ψ is true in the model End(A) for the sequence a1, . . . , ai−1, a, ai+1, . . . , aq
for any a ∈ End(A), i.e., the formula ψ˜ is true in the model A for the sequence A1, . . . , Ai−1, A¯, Ai+1, . . . , Aq
for every set A¯ ⊂ A × A which is an endomorphism of the ring A, i.e., which satisfies the formula Endom.
Therefore the formula ϕ is true in the model End(A) for a sequence a1, . . . , aq if and only if the formula
∀˜xi ψ := ∀P
xi(v1, v2) (Endom(P
xi)⇒ ψ˜)
is true for the sequence A1, . . . , Aq in the model A.
Suppose now that Abelian groups A1 and A2 are equivalent in the language L2. Consider an arbitrary
sentence ϕ of the first order ring language, which is true in End(A1). Then the sentence ϕ˜ is true in the
group A1 and hence in the group A2. Consequently, the sentence ϕ is true in the ring End(A2). Therefore the
rings End(A1) and End(A2) are elementarily equivalent.
For the next theorem we need some formulas.
1. The formula
Gr(P (v)) := ∀a ∀b (P (a) ∧ P (b)⇒ ∃c (c = a+ b ∧ P (c)) ∧ P (0) ∧ ∀a (P (a)⇒ ∃b (b = −a ∧ P (b)))
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holds for those sets {a ∈ A | P (a)} that are subgroups in A, and only for them.
2. The formula
Cycl(P (v)) := Gr(P (v)) ∧ ∃a (P (a) ∧ ∀Pa(v) (Gr(Pa(v)) ∧ Pa(a)⇒ ∀b (P (b)⇒ Pa(b)))
characterizes cyclic subgroups in A.
3. The formula
DCycl(P (v)) := Gr(P (v)) ∧ ∀a (P (a)⇒ ∃P1(v)∃P2(v) (P1(a) ∧ Cycl(P1(v))
∧ ∀b¬(P1(b) ∧ P2(b)) ∧ ∀b (P (b)⇒ ∃b1 ∃b2 (P1(b1) ∧ P2(b2) ∧ b = b1 + b2)))
characterizes those subgroups in A that are direct sums of cyclic subgroups.
4. For every a, a1, a2 ∈ A the formula
Gra(Pa(v)) := Pa(a) ∧ Gr(Pa(v)) ∧ ∀P (v) (P (a) ∧Gr(P (v))⇒ ∀b (Pa(b)⇒ P (b)))
defines in A the subgroup {b ∈ A | Pa(b)} of all powers (exponents) of the element a; the formula
(o(a1) ≤ o(a2))
:= ∃P1(v)∃P2(v)∃P (v1, v2) (Gra1(P1) ∧ Gra2(P2) ∧ ∀b1 (P1(b1)⇒ ∃b2 (P2(b2) ∧ P (b1, b2)))
∧ ∀b1 ∀b2 ∀c1 ∀c2 (P1(b1) ∧ P1(c1) ∧ b1 6= c1 ∧ P2(b2) ∧ P2(c2) ∧ P (b1, b2) ∧ P (c1, c2)⇒ b2 6= c2))
holds if and only if the order of a1 is not greater than the order of a2; the formula
(o(a1) = o(a2)) := (o(a1) ≤ o(a2)) ∧ (o(a2) ≤ o(a1))
shows that the orders of a1 and a2 coincide; the formula
(o(a1) < o(a2)) := (o(a1) ≤ o(a2)) ∧ ¬(o(a2) ≤ o(a1))
shows that the order of a1 is strictly smaller than the order of a2.
5. For every a ∈ A the formula
GOrda(P (v)) := Gr(P ) ∧ ∀b (P (b)⇒ o(b) ≤ o(a))
holds for those subgroups that are bounded by the order of a, and only for them.
6. The formula
Multa(x, b) := ∃P (v)∃Px,b(v1, v2) (Cycl(P ) ∧ P (x) ∧ P (b) ∧ ∀b1 (P (b1)⇒ ∃b2 (P (b2) ∧ Px,b(b1, b2))
∧ (∀b1 ∀b2 ∀b3 P (b1) ∧ Px,b(b1, b2) ∧ Px,b(b1, b3)⇒ b2 = b3)
∧ (∀b1 ∀b2 ∀b3 ∀c1 ∀c2 ∀c3 P (b1) ∧ P (b2) ∧ P (b3)
∧ b3 = b1 + b2 ∧ c3 = c1 + c2 ∧ Px,b(b1, c1) ∧ Px,b(b2, c2)⇒ Px,b(b3, c3))
∧ Px,b(x, 0) ∧ ∀y (P (y) ∧ py = x⇒ ¬Px,b(y, 0)) ∧ ∃c (P (b, c) ∧ o(c) = o(a))))
holds for elements x and b with the property x = o(a) · b, and only for them.
7. The formula
Serv(P (v)) := Gr(P ) ∧ ∀a ∀x (P (x)⇒ ⇒ ∃b (Multa(x, b)⇒ ∃c (P (c) ∧Multa(x, c))))
holds for pure subgroups of the group A, and only for them.
8. The formula
FD(P (v)) := Gr(P ) ∧ ∀a ∃b ∃x1 ∃x2 (P (x1) ∧ P (x2) ∧ a+ x1 = p(b+ x2))
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holds for subgroups G = {x | P (x)} such that A/G is a divisible subgroup, and only for them.
9. The formula
Base(P (v)) := Gr(P ) ∧DCycl(P ) ∧ Serv(P ) ∧ FD(P )
defines basic subgroups in A.
It is clear that if we have some subgroupG′ of the groupG, then we similarly can write the formula BaseG′(P )
which holds for basic subgroups of the group G′, and only for them.
10. The formula
D(P (v)) := Gr(P ) ∧ ∀a (P (a)⇒ ∃b (P (b) ∧ a = pb))
defines divisible subgroups in A.
11. The sentence
Exept := ∀P (Gr(P )⇒ ¬(D(P )))
∧ ∀P (v) (Base(P )⇒ ¬(∃F (v1, v2) (∀a (P (a)⇒ ∃b (F (a, b))
∧ ∀b ∃a (P (a) ∧ F (a, b)) ∧ ∀a ∀b (F (a, b)⇒ P (a))
∧ ∀a1 ∀a2 ∀b1 ∀b2 (a1 6= a2 ∧ F (a1, b1) ∧ F (a2, b2)⇒ b1 6= b2)
∧ ∀b1 ∀b2 ∀a1 ∀a2 (b1 6= b2 ∧ F (a1, b1) ∧ F (a2, b2)⇒ a1 6= a2)))))
is true for reduced p-groups such that their basic subgroups have smaller power (and therefore are countable),
and only for them. Thus if B1 is a basic subgroup of the group A1, B2 is a basic subgroup of A2, κ1 = |B1|,
and κ2 = |B2|, then
Thκ12 (A1) = Th
κ2
2 (A2)
implies that either the groups A1 and A2 are reduced, their basic subgroups are countable, and they themselves
are uncountable, or this is not true for both of the groups A1 and A2.
In the first case κ1 = κ2 = ω.
Theorem 3. If Abelian groups A1 and A2 are reduced and their basic subgroups are countable, then Th
ω
2 (A1) =
Thω2 (A2) implies elementary equivalence of the rings End(A1) and End(A2).
Proof. We know (see Theorem 10) that for a reduced p-group A the action of any endomorphism ϕ ∈ End(A)
is completely defined by its action on a basic subgroup B. Furthermore, let A′ ⊂ A and let B be also a basic
subgroup of A′. Then any ϕ : A′ → A is also completely defined by its action on B. Indeed, if ϕ1, ϕ2 : A
′ → A
and ϕ1(b) = ϕ2(b) for all b ∈ B, then for ϕ := ϕ1 − ϕ2 : A
′ → A we have ϕ(b) = 0 for all b ∈ B. Hence ϕ
induces a homomorphism ϕ˜ : A′/B → A. But the group A′/B is divisible and the group A is reduced, i.e.,
ϕ˜ = 0. Consequently, ϕ = 0.
Note that for every element a ∈ A there exists a countable subgroup A′ ⊂ A containing a and the group B
as a basic subgroup.
Indeed, consider a quasibasis of the group A having the form
{ai, cj,n}i∈ω, j∈κ, n∈ω,
where {ai} is a basis of B, pcj,1 = 0, pcj,n+1 = cj,n − bj,n, bj,n ∈ B, o(bj,n) ≤ p
n, and o(cj,n) = p
n.
As we remember, every element a ∈ A can be written in the form
a = s1ai1 + · · ·+ smaim + t1cj1,n1 + · · ·+ trcjr ,nr ,
where si and tj are integers, none of tj is divisible by p and the indices i1, . . . , im, j1, . . . , jr are all distinct.
Further, this form is unique in the sense that the members sai and tcj,n are uniquely defined.
Consider a decomposition of our element a and the subgroup in A generated by the group B and all ck,n,
where n ∈ ω and k ∈ {j1, . . . , jr}. This group A
′ is countable, it contains a, and B ⊂ A′ is its basic subgroup.
Let now a predicate B(v) satisfy in A the formula Base(B), i.e., B(v) defines in A a basic subgroup B =
{x | B(x)}.
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A correspondence P (v1, v2) is called a homomorphism of the group B into the group A (notation: HomB(P ))
if
∀x (B(x)⇔ ∃y (P (x, y))) ∧ ∀x∀y1 ∀y2 (P (x, y1) ∧ P (x, y2)⇒ y1 = y2)
∧ ∀x1 ∀x2 ∀y1 ∀y2 (P (x1, y1) ∧ P (x2, y2)⇒ P (x1 + x2, y2 + y2)).
It is clear that such a predicate P (v1, v2) can be used in sentences from Th
ω
2 (A), because the group B is
countable.
Consider some B(v) such that the formula Base(B) is true, a predicate Φ(v1, v2) such that HomB(Φ), and
a ∈ A.
We shall write b = Φ(a) if
1. B(a) ∧ Φ(a, b) or
2. ¬B(a) ∧ ∀G(v) (Gr(G) ∧ G(a) ∧ ∀x (G(x) ⇒ B(x)) ∧ BaseG(B)⇒ ∃ϕ(v1, v2) (∀x (G(x) ⇔ ∃y (ϕ(x, y)) ∧
∀x∀y1 ∀y2 (ϕ(x, y1)∧ϕ(x, y2)⇒ y1 = y2) ∧ ∀x1 ∀x2 ∀y1 ∀y2 (ϕ(x1, y1)∧ϕ(x2 , y2)⇒ ϕ(x1+x2, y1+ y2)) ∧
∀x∀y (Φ(x, y)⇒ ϕ(x, y)) ∧ ϕ(a, b)))).
It is clear that for every a ∈ A there exist no more than one b ∈ A such that b = Φ(a), and if the
homomorphism Φ: B → A can be extended to an endomorphism A→ A, then it necessarily exists.
Now we shall consider Φ(v1, v2) such that
EndomB(Φ) := HomB(Φ) ∧ ∀a ∃b (b = Φ(a))
∧ ∀a1 ∀a2 ∀b1 ∀b2 (b1 = Φ(a1) ∧ b2 = Φ(a2)⇒ b1 + b2 = Φ(a1 + a2)).
In our case these Φ(v1, v2) define endomorphisms from End(A).
Let us show an algorithm of translation of formulas in this case.
A sentence ϕ is translated to the sentence
ϕ˜ = ∃B(v) (Base(B) ∧ ϕ′(B)),
where the formula ϕ′ is obtained from the sentence ϕ in the following way:
1. the subformula ∀x (. . .) is translated to the subformula
∀Φx(v1, v2) (EndomB(Φ
x)⇒ . . .);
2. the subformula ∃x (. . .) is translated to the subformula
∃Φx(v1, v2) (EndomB(Φ
x) ∧ . . .);
3. the subformula x1 = x2 is translated to the subformula
∀y1 ∀y2 (Φ
x1(y1, y2)⇔ Φ
x2(y1, y2));
4. the subformula x1 = x2 + x3 is translated to the subformula
∀y ∀z1 ∀z2 ∀z3 (Φ
x2(y, z2) ∧ Φ
x3(y, z3)⇒ (Φ
x1(y, z1)⇔ z1 = z2 + z3));
5. the subformula x1 = x2 · x3 is translated to the subformula
∀y ∀z (Φx1(y, z)⇒ ∃t (Φx2(y, t) ∧ z = Φx3(t)).
Now the proof is similar to the proof of the previous theorem.
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4.4 Different Cases of the Problem
Following Theorem 11, we divide the class of all Abelian p-groups into the following three subclasses:
1. bounded p-groups;
2. the groups D ⊕G, where D is a nonzero divisible group and G is a bounded group;
3. groups with unbounded basic subgroups.
Now we shall show how to find sentences which distinguish groups from different subclasses.
If a group A is bounded, then there exists a natural number n = pk such that
∀a (na = 0)
in the group A. This means that in the ring End(A) we also have
∀x (nx = 0).
But if a group A is unbounded, then for every n this sentence is false. Therefore, we distinguish the case (1)
from all other cases. Moreover, we now can find the supremum of orders of elements from A. We shall denote
this sentence ∀x (nx = 0) by ϕn.
Now consider the sentence
ψn := ∃ρ1 ∃ρ2 (ρ1ρ2 = ρ2ρ1 = 0 ∧ ρ
2
1 = ρ1 ∧ ρ
2
2 = ρ2 ∧ ρ1 + ρ2 = 1
∧ ∀x (n · ρ2xρ2 = 0) ∧ ∀ρ ∀ρ
′ (ρ2 = ρ ∧ ρ′
2
= ρ′ ∧ ρρ′ = ρ′ρ = 0 ∧ ρ+ ρ′ = ρ1
∧ ∀τ1 ∀τ2 (τ
2
1 = τ1 ∧ τ
2
2 = τ2 ∧ τ1τ2 = τ2τ1 = 0⇒ τ1 + τ2 6= ρ)⇒ ∀x (ρxρ = 0 ∨ p(ρxρ) 6= 0))).
We shall explain by words what this sentence means.
1. There exist orthogonal projections ρ1 and ρ2; their sum is 1 in the ring End(A). This means that
A = ρ1A⊕ ρ2A, ρ1 End(A)ρ1 = End(ρ1A), and ρ2 End(A)ρ2 = End(ρ2A).
2. The condition ∀x (n · ρ2xρ2 = 0) means that in the ring End(ρ2A) all elements are bounded by a number
n = pk, i.e., the group ρ2A is bounded.
3. The last part of the sentence ψn states that if in the ring End(ρ1A) we consider a primitive idempotent ρ
(i.e., a projection onto an indecomposable direct summand ρA = ρρ1A), then this direct summand does not
have any endomorphisms of order p. Therefore in the group ρ1A there are no cyclic direct summands, and so
it is divisible.
Consequently, a ring End(A) satisfies the sentence ψn if and only if A = D ⊕ G, where the group D is
divisible and the group G is bounded by the number n.
Hence for any two groups A1 and A2 from different classes there exists a sentence which distinguishes the
rings End(A1) and End(A2).
Thus we can now assume that if rings End(A1) and End(A2) are elementarily equivalent, then the groups
A1 and A2 belong to one subclass, and if both of them belong to the first or the second subclass, then their
reduced parts are bounded by the same number n = pk, which is supposed to be fixed.
5 Bounded p-Groups
5.1 Separating Idempotents
As we have seen above (see Sec. 4.4), the property of ρ ∈ End(A) to be a decomposable idempotent which is
a direct summand is a first order property. Let us denote the formula expressing this property by Idem∗(ρ), while
the formula expressing the property of ρ ∈ End(A) to be simply an idempotent (not necessarily indecomposable)
will be denoted by Idem(ρ).
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We consider the group A =
k∑
i=1
Ai, where Ai ∼=
⊕
µi
Z(pi). Since the group A is infinite, we have that
µl = max
i=1,...,k
µi is infinite and coincides with |A|.
Consider for every i = 1, . . . , k the formula
Idem∗i (ρ) = Idem
∗(ρ) ∧ pi−1ρ 6= 0 ∧ pi · ρ = 0.
For every i this formula is true for projections on direct summands of the group A which are isomorphic to
Z(pi), and only for them.
Now consider the following formula:
Comp(ρ1, . . . , ρk) = (ρ1 + · · ·+ ρk = 1) ∧
(∧
i6=j
ρiρj = ρjρi = 0
)
∧
( k∧
i=1
ρ2i = ρi
)
∧
( k∧
i=1
piρi = 0
)
∧
( k∧
i=1
pi−1ρi 6= 0
)
∧
( k∧
i=1
∀ρ (Idem∗(ρ) ∧ ∃ρ′ (ρ+ ρ′ = ρi ∧ ρρ
′ = ρ′ρ = 0 ∧ Idem(ρ′))⇒ Idem∗i (ρ))
)
.
We see that the group A (which corresponds to this formula) is decomposed into a direct sum
ρ1A⊕ ρ2A⊕ · · · ⊕ ρkA = A, and in every subgroup ρiA all indecomposable direct summands have the order pi.
Therefore ρ1A⊕ · · · ⊕ ρkA is a decomposition of A, isomorphic to the decomposition
k∑
i=1
Ai.
Let us assume that the projections ρ1, . . . , ρk from the formula Comp(. . .) are fixed. To separate them from
other idempotents we shall denote them by ρ¯1, . . . , ρ¯k. Having fixed idempotents ρ¯1, . . . , ρ¯k of the ring End(A),
we have also its fixed subrings
E¯i = ρ¯i End(A)ρ¯i,
each of which is isomorphic to the ring
End(ρiA) ∼= End(Ai).
Given an idempotent ρ satisfying the formula Idem∗i (ρ) (Idemi(ρ)), the formula expressing for ρ the fact
that it is a direct summand in the group ρ¯iA (i.e., ∃ρ
′ (Idem(ρ′) ∧ ρρ′ = ρ′ρ = 0 ∧ ρ+ ρ′ = ρ¯i)) will be written
as Idem∗i (ρ) (Idemi(ρ)). This formula means that the subgroup ρA is a direct summand in the group ρ¯iA = Ai.
The number l from the set {1, . . . , k} which satisfies the sentence
Cardl =
k∧
i=1, i6=l
∃a ∀ρ (Idem∗i (ρ)⇒ ρaρ¯l 6= 0)
is the number of the group Al with |Al| = |A| = µ, because this sentence means that there exists an endomor-
phism a ∈ End(A) mapping Al to A in such a way that on every direct summand of Ai it is nonzero. This
means that |Al| ≥ |Ai|, i.e., the power |Al| is maximal. Let us assume that also the number l is fixed.
The formula Cardl shows that we can write formulas that determine for every two projections ρ1 and ρ2
whether |ρ1A| < |ρ2A|, or |ρ1A| > |ρ2A|, or |ρ1A| = |ρ2A| is true. Let us denote these formulas by |ρ1| < |ρ2|,
|ρ1| > |ρ2|, and |ρ1| = |ρ2|, respectively.
The formula
Fin(ρ) := ∀ρ1 ∀ρ2 (Idem(ρ1) ∧ Idem(ρ2) ∧ Idem(ρ) ∧ ρ1 = ρ+ ρ2 ∧ ρρ2 = ρ2ρ = 0⇒ |ρ| < |ρ1|)
means that the group ρA is finitely generated. Respectively, the formula
Inf(ρ) := Idem(ρ) ∧ ¬Fin(ρ)
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holds for projections on infinitely generated groups.
The formula
Count(ρ) := Inf(ρ) ∧ ∀ρ1 (Inf(ρ1)⇒ |ρ| ≤ |ρ1|)
is true for projections on countably generated groups and only for them.
Finally, we need the formula
Idemωl (ρ) = Ideml(ρ) ∧ Count(ρ),
which means that the group ρA is a countably generated direct summand of the group Al.
5.2 Special Sets
At first we shall formulate what special sets we want to have. We must obtain two sets. One of them must
contain µi independent indecomposable projections on direct summands of Ai, for every i = 1, . . . , k, the other
set must contain µ = µl projections on independent countably generated direct summands of the group Al.
By Theorem 1, we see that there exists a formula ϕ(g¯; f) satisfying the following condition. If {fi}i∈µ is
a set of elements from End(A′), then there exists a vector g¯ such that the formula ϕ(g¯; f) is true in End(A′) if
and only if f = fi for some i ∈ µ. We fix this formula ϕ.
Suppose that we have some fixed i ∈ {1, . . . , k}. We have already shown that from the ring End(A) we
can transfer to the ring End(Ai). Suppose that we argue in the ring End(Ai) (which satisfies the conditions of
Theorem 1). In this ring let us consider the following formula:
ϕ˜i(g¯) := ∀f
′ (ϕ(g¯, f ′)⇒ Idem∗i (f
′))
∧ ∀f ′ (Idemi(f
′) ∧ ∀f1 (ϕ(g¯, f1)⇒ ∃f2 (Idemi(f2) ∧ f1f2 = f2f1 = 0 ∧ f1 + f2 = f
′))⇒ |f ′| = |ρi|)
∧ ∀f ′ (ϕ(g¯, f ′)⇒ (∃f (Idemi(f) ∧ ∀f1 (ϕ(g¯, f1) ∧ f1 6= f
′ ⇒ f1f = ff1 = f1) ∧ ff
′ = f ′f = 0))).
The part ∀f ′ (ϕ(g¯, f ′) ⇒ Idem∗i (f
′)) means that the vector g¯ is such that the formula ϕ(g¯, f) is true only
for projections f on indecomposable direct summands of the group Ai.
The part ∀f ′ (Idemi(f
′) ∧ ∀f1 (ϕ(g¯, f1)⇒ ∃f2 (Idemi(f2) ∧ f1f2 = f2f1 = 0 ∧ f1 + f2 = f
′)) ⇒ |f ′| = |ρi|)
means that those subgroups of the group Ai that contain all summands fA satisfying ϕ(g¯, f) have the same
power as Ai, i.e., this part means that the power of the set of these f is equal to µ.
The last part of the formula means that for every f ′ satisfying ϕ(g¯, f ′), the group generated by all other f
satisfying ϕ(g¯, f) does not intersect with f ′, i.e., the set of all f satisfying ϕ(g¯, f) is independent.
This set will be denoted by Fi. It consists of µi independent projections on indecomposable direct summands
of the group Ai. Naturally, this set can be obtained for every vector g¯i satisfying the formula ϕ˜i(g¯i), therefore
we have to write not Fi, but Fi(g¯i), and we shall do so in what follows. But in the cases where parameters are
not so important we shall omit them.
The union of all Fi for i = 1, . . . , k will be denoted by F. The setF depends on the parameter g¯ = (g¯1, . . . , g¯k).
Now we need to obtain a set F′ consisting of µl = µ independent projections on countably generated direct
summands of Al. It will be done similarly to the previous case, we only need to change in the formula ϕ˜l(g¯
′)
the following parts: Idem∗l (f) to Idem
ω
l (f); besides, we shall consider vectors g¯
′ such that
1. ∀f ∈ Fl (∃f
′ (ϕ(g¯′, f ′) ∧ ff ′ = f)), i.e., for every cyclic direct summand fA (where f ∈ Fl) of Al there
exists a countably generated summand f ′A of Al such that ϕ(g¯
′, f ′) and fA ⊂ f ′A;
2. (we shall write it by words, because we do not want to write complicated formulas) every direct summand
in Al which contains all fA for all projections f such that ϕ(g¯l, f) contains all f
′A such that ϕ(g¯′, f ′).
Denote the corresponding formula by ˜˜ϕl(g¯
′) and the obtained set of projections by F′ = F′(g¯′).
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5.3 Interpretation of the Group A for Every Element F′
By interpretation of the group A for every element from F′ we understand the following. We have µ independent
direct summands Fi = fiA (i ∈ µ) each of which is a direct sum of a countable set of cyclic groups of order p
l.
Every endomorphism of the group A acts independently on every summand Fi, hence if for every endomorphism
ϕ ∈ End(A) we can map every element of Fi to some element of A, then we shall be able to map every
endomorphism ϕ ∈ EndA to a set of µ elements of A. This is what we need below to obtain the second order
theory of the group A. So in this section, we shall concentrate on a bijective correspondence between some
homomorphisms from the group Fi into the group A, and elements of the group A, and introduce on the set of
homomorphisms an operation ⊕ that under this bijection corresponds to the addition of the group A.
Let us fix some projection g ∈ F′. Consider the set Endg of all those homomorphisms h : gA → A that
satisfy the following conditions:
1. ∀f ∈ Fl (fg = f ⇒ (hf = 0 ∨ ∃f
′ ∈ F (hf = f ′hf 6= 0))); this means that for every projection f from
our special set Fl, if the projection maps A to the indecomposable direct summand fA of the module gA,
then either h(fA) = 0 or h(fA) ⊂ f ′A for some projection f ′ ∈ F;
2. ∃f (Fin(f)∧ Idem(f)∧fh = h); this means that the image of the subgroup gA under the endomorphism h
is finitely generated;
3.
k∧
i=1
∀f ∈ Fi ¬
(
∃f1 . . . ∃fpi
( ∧
q 6=s
fq 6= fs ∧ f1, . . . , fpi ∈ Fl ∧ f1g = g1 ∧ . . . ∧ fpig = fpi ∧ hf1 = fhf1 6=
0 ∧ . . . ∧ hfpi = fhfpi 6= 0
))
; this means that for every i = 1, . . . , k the inverse image of each fA ⊂ Ai,
where f ∈ Fi, can not contain more than p
i − 1 different elements fmA, where fmA ⊂ gA and fm ∈ Fl.
Two elements h1 and h2 from the set Endg are said to be equivalent (h1 ∼ h2) if they satisfy the following
formula:
∃f1 ∃f2 ((gf1g) · (gf2g) = (gf2g) · (gf1g) = g
∧ ∀f ∈ Fl (fg = f ⇒ ∀f
′ ∈ F (h1f = f
′h1f 6= 0⇔ (gf1gh2)f = f
′(gf1gh2)f 6= 0)).
This means that there exists an automorphism gf1g of the group gA which maps h2 to an endomorphism
(gf1g ·h2) such that for every ρ ∈ Fl, where Im ρ = gA, both endomorphisms h1 and gf1gh2 map this subgroup
either to zero or to the same f ′A (f ′ ∈ F). The obtained set Endg /∼ will be denoted by E˜ndg. We can interpret
elements of this set as finite sets of projections from F with the condition that every projection from Fi can
belong to this set at most pi − 1 times. Respectively, every element of the set E˜ndg can be interpreted as a set
of pairs, where the first element in a pair is a projection f from F and the second element is an integer from 0
to pi − 1, where i is such that f ∈ Fi, and almost all (all except for a finite number) second components of the
pairs are equal to 0. Now we can construct a bijective mapping between the set E˜ndg and the group A, where
the image of the described set {〈fj, lj〉 | j ∈ J} is the element
∑
j∈J
ljξj = a ∈ A, where ξj is some fixed generator
of the cyclic group fjA.
Now we only need to introduce addition on the set E˜ndg to make the obtained bijective mapping an isomor-
phism of Abelian groups.
We shall introduce addition by the formula (h1, h2, h3 ∈ E˜ndg)
(h3 = h1 ⊕ h2) :=
k∧
i=1
∀f ∈ Fi
( pi−1∧
j=0
∃g1 . . . ∃gj ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq
∧ h3gq = fh3gq 6= 0) ∧ ¬
(
∃g1 . . .∃gj+1 ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq ∧ h3gq = fh3gq 6= 0)
)
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⇒( j∨
m=0
∃g1 . . . ∃gm ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq ∧ h1gq = fh1gq 6= 0)
∧ ¬
(
∃g1 . . . ∃gm+1 ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq ∧ h1gq = fh1gq 6= 0)
)
∧ ∃g1 . . . ∃gγ(j,m) ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq ∧ h2gq = fh2gq 6= 0)
∧ ¬
(
∃g1 . . . ∃gγ(j,m)+1 ∈ Fl
∧
q 6=s
(gq 6= gs ∧ gqg = gq ∧ h2gq = fh2gq 6= 0)
)))
,
where γ(j,m) = j −m if j ≥ m, and γ(j,m) = pi + j −m if j < m.
Now we see that for every g ∈ F′ we have a definable set E˜ndg with the addition operation ⊕, which is
isomorphic to the group A.
5.4 Proof of the First Case in the Theorem
Proposition 1. For any two infinite Abelian p-groups A1 and A2 bounded by the number p
k, elementary
equivalence of the rings End(A1) and End(A2) implies equivalence of the groups A1 and A2 in the language L2.
Proof. For every g˜ ∈ F′ by Respg˜(h) we shall denote the following formula:
Respg˜(h) := ∀g ∈ F
′ ∃h′ ((g˜hg)(gh′g˜) = g˜ ∧ (gh′g˜)(g˜hg) = g).
This formula means that an endomorphism h isomorphically maps every summand gA (where g ∈ F′) to the
summand g˜A.
As above, let us consider an arbitrary sentence ϕ in the second order group language and show an algorithm
translating this sentence ψ to a sentence ψ˜ of the first order ring language so that End(A)  ψ˜ if and only if
A  ϕ.
Let us translate the sentence ψ to the sentence
∃g¯1 . . . ∃g¯k (ϕ˜1(g¯1) ∧ . . . ∧ ϕ˜k(g¯k) ∧ ∃g¯
′ ( ˜˜ϕl(g¯
′, g¯l) ∧ ∃g˜ ∈ F
′(g¯′)∃h (Respg˜(h) ∧ ψ
′(g¯1, . . . , g¯k, g¯
′, g˜, h)))),
where the formula ψ′(. . .) is obtained from the sentence ψ with the help of the following translations of subfor-
mulas of ψ:
1. the subformula ∀x is translated to the subformula ∀x ∈ E˜ndg˜;
2. the subformula ∃x is translated to the subformula ∃x ∈ E˜ndg˜;
3. the subformula ∀Pm(v1, . . . , vm) (. . .) is translated to the subformula
∀fP1 . . . ∀f
P
m
(
∀g ∈ F′(g¯′)
( m∧
i=1
(fPi g ∈ Endg)
)
⇒ . . .
)
;
4. the subformula ∃Pm(v1, . . . , vm) (. . .) is translated to the subformula
∃fP1 . . . ∃f
P
m
(
∀g ∈ F′(g¯′)
( m∧
i=1
(fPi g ∈ Endg)
)
∧ . . .
)
;
5. the subformula x1 = x2 is translated to the subformula x1 ∼ x2;
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6. the subformula x1 = x2 + x3 is translated to the subformula x1 ∼ x2 ⊕ x3;
7. the subformula Pm(x1, . . . , xm) is translated to the subformula
∃g ∈ F′(g¯′)
( m∧
i=1
fPi g = xihg
)
.
We can explain by words what these translations mean. According to existence of the set F′, we have
µ groups E˜ndg for g ∈ F
′, each of which is isomorphic to the group A. We fix one chosen element g˜ ∈ F′, and
therefore we fix one group E˜ndg˜, isomorphic to A. Naturally, all subformulas ∀x, ∃x, x1 = x2, x1 = x2 + x3
(of first order logic) will be translated to the corresponding subformulas for the group E˜ndg˜. Now we need
to interpret an arbitrary relation Pm(v1, . . . , vm) on A in the ring End(A). Such a relation is some subset in
Am, i.e., a set of ordered m-tuples of elements from A. There are at most µ such m-tuples, therefore the set
Pm(v1, . . . , vm) can be considered as a set of µ m-tuples of elements from A (some of them can coincide). We
consider m endomorphisms fP1 , . . . , f
P
m ∈ End(A) such that the restriction of each of them on any gA (where
g ∈ F′) is an element of E˜ndg. Thus for every g ∈ F
′ the restriction of the endomorphisms fP1 , . . . , f
P
m on gA
is an m-tuple of elements of the group E˜ndg˜ (∼= A), where an isomorphism between E˜ndg˜ and E˜ndg is given by
the fixed mapping h which isomorphically maps every module gA to g˜A.
So we can see that the sentence ψ is true in A if and only if the sentence ψ˜ is true in the ring End(A).
Therefore, as in the previous section, we have the proof.
6 Direct Sums of Divisible and Bounded p-Groups
6.1 Finitely Generated Groups
Every infinite finitely generated Abelian p-group A has the form D⊕G, where D is a divisible finitely generated
group and G is a finite group. There is no need to prove the following proposition.
Proposition 1. If Abelian p-groups A1 and A2 are finitely generated, then elementary equivalence of their
endomorphism rings End(A1) and End(A2) implies that the groups A1 and A2 are isomorphic.
6.2 Infinitely Generated Divisible Groups
As in Sec. 5.1, the formula Idem∗(ρ) will denote the property of an endomorphism ρ to be an indecomposable
idempotent, while Idem(ρ) := (ρ2 = ρ). If in a divisible group D we have Idem∗(ρ), then ρA ∼= Z(p∞).
Note that, despite the fact that in Sec. 3 we considered direct sums of cyclic groups of the same order, the
Shelah theorem remains true also for divisible groups, because a divisible group is a union of the groups⊕
µ
Z(p) ⊂
⊕
µ
Z(p2) ⊂ · · · ⊂
⊕
µ
Z(pn) ⊂ . . .
(proof of an even more general case is given later in Sec. 7). Therefore, similarly to Sec. 5.2, we have a definable
set F = F(g¯) consisting of µ indecomposable projections on linearly independent direct summands of D, and
also a definable set F′ = F′(g¯′) consisting of µ projections on linearly independent countably generated direct
summands of D.
Let us fix some element g ∈ F′ and construct (as in Sec. 5) an interpretation of the group D for this set.
Namely, let us consider the set Endg of all homomorphisms h : gA→ A satisfying the following conditions:
1. ∀f ∈ F (fg = f ⇒ (hf = 0 ∨ ∃f˜ ∈ F (h˜f = f˜hf 6= 0))); this means that for every projection f from F
such that fA ⊂ gA, we have either h(fA) = 0 or h(fA) ⊂ f˜A for some f˜ ∈ F;
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2. ∃f (Fin(f) ∧ Idem(f) ∧ fh = h); this means that the image of gA on the endomorphism h is finitely
generated;
3. ∀f ∈ F (∃f ′ ∈ F (f ′g = g′ ∧ hf ′ = fhf ′ 6= 0) ⇒ ∃f˜ ∈ F (f˜ g = f˜ ∧ hf˜ = fhf˜ 6= 0) ∧ ∀f ′ ∈ F
(f ′g = f ′ ∧ hf ′ = fhf ′ 6= 0 ⇒ ∃α (αhf ′ = hf˜))); this means that for every element f ∈ F either the
inverse image of fA is empty or it contains an element f˜A ⊂ gA (where f˜ ∈ F) such that the kernel f˜A
on the mapping h has the maximal order among all kernels f ′A such that f ′ ∈ F and f ′A ⊂ gA.
Before the last condition we shall introduce some new notation. Let h be some endomorphism and f1, f2 ∈ F.
We shall write f1 ∼h f2 if and only if the formula
∃α (α2 = 1 ∧ αf1 = f2α ∧ αf2 = f1α ∧ hf1 = hαf1 ∧ hf2 = hαf2)
is true. This formula means that the images of the groups f1A and f2A on the endomorphism h coincide and
the kernels of the groups f1A and f2A on this endomorphism are isomorphic.
Now for an endomorphism h and projections f1, f2 ∈ F we shall introduce the formula
∃α (α2 = 1 ∧ αf1 = f2α ∧ αf2 = f1α ∧ hf1 = phαf1).
This formula states that the images of the groups f1A and f2A on the endomorphism h coincide and the kernel
of f1A is p times greater than the kernel of f2A. This formula will be denoted by f1 ∼h f2 + 1.
Now we shall introduce the last condition:
4. ¬
(
∃f1, . . . , fp ∈ F
(( ∧
i6=j
fi 6= fj
)
∧ f1g = f1 ∧ . . . ∧ fpg = fp ∧ hf1 = fhf1 6= 0 ∧ . . . ∧ hfp = fhfp 6=
0 ∧
( ∧
i6=j
fi ∼ fj
)))
; this means that there exist at most p − 1 such projections from F onto subgroups
of gA that their kernels are isomorphic.
Two elements h1 and h2 of the set Endg are said to be equivalent (h1 ∼ h2) if the following formula holds:
∃f1 ∃f2 ((gf1g) · (gf2g) = (gf2g) · (gf1g) = g ∧ ∀f ∈ F (fg = f ⇒ h1f = (gf1g)h2f ∧ h2f = (gf2g)h1f)).
This means that there exist mutually inverse automorphisms gf1g and gf2g of the group gA which map
h2 and h1 to automorphisms (gf1g)h2 and (gf2g)h1 such that we have h2 = (gf2g)h1 and h1 = (gf1g)h2 on gA
for every projection from F projecting on the subgroup of gA.
The obtained set Endg /∼ will be denoted by E˜ndg.
Suppose that we have two quasicyclic groups C and C′, one of which has generators c1, . . . , cn, . . . (pc1 = 0,
pcn+1 = cn) and the other one has c
′
1, . . . , c
′
n, . . . (pc
′
1 = 0, pc
′
n+1 = c
′
n). Consider the set of homomorphisms
Hom(C,C′). Two homomorphisms α1, α2 ∈ Hom(C,C
′) correspond to each other under some automorphism
of the group C if and only if their kernels are isomorphic, i.e., have the same order. Thus, all homomorphisms
from Hom(C,C′) are divided into a countable number of classes, and every class uniquely corresponds to
a nonnegative integer i such that |Kerα| = pi.
Consequently, every class h ∈ E˜ndg can be mapped to a finite set of finite sequences
〈f,m(f), l1(f), . . . , lm(f)(f)〉,
where f ∈ F, m(f) ∈ N, and li(f) = 0, . . . , p−1. It is clear that endomorphisms from the same equivalence class
are mapped to the same sets, and endomorphisms from different classes are mapped to different sets. Moreover,
it is clear that every finite set of sequences is mapped to some class of endomorphisms. Now every such set of
sequences will be mapped to an element∑
f∈F
l1(f)c1(f) + · · ·+ lm(f)cm(f),
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where c1(f), . . . , cn(f), . . . are some fixed generators of fA.
Therefore we have obtained a bijection between the set E˜ndg and the group A ∼=
⊕
µ
Z(p∞).
Now let us introduce on the set E˜ndg an addition (h3 = h1 ⊕ h2) in such a way that this bijection becomes
an isomorphism between Abelian groups.
Let h1, h2, h3 ∈ E˜ndg.
(h3 = h1 ⊕ h2) := ∀f ∈ F
(
∀f ′ ∈ F
(
f ′g = f ′ ∧ h1f
′ = fh1f
′ 6= 0
⇒
p−1∧
i=0
(
∃f1 . . . ∃fi ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h1 f
′ ∧ fqg = fq ∧ h1fq = fh1fq 6= 0)
∧ ¬
(
∃f1, . . . , ∃fi+1 ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h1 f
′ ∧ fqg = fq ∧ h1fq = fh1fq 6= 0)
)
⇒
p−1∨
j=0
(
∃f1 . . . ∃fj ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h2 f
′ ∧ fqg = fq ∧ h2fq = fh2fq 6= 0)
∧ ¬
(
∃f1 . . . ∃fj+1 ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h2 f
′ ∧ fqg = fq ∧ h2fq = fh2fq 6= 0)
)
∧
((
∃f1 . . .∃f(i+j) mod p ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ ∧ fqg = fq ∧ h3fq = fh3fq 6= 0)
∧ ¬
(
∃f1 . . . ∃f(i+j)modp+1 ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ ∧ fqg = fq ∧ h3fq = fh3fq 6= 0)
)
∧ ¬
(
∃f1 . . . fp ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ + 1
∧ fqg = fq ∧ (h1fq = fh1fq 6= 0 ∨ h2fq = fh2fq 6= 0))
))
∨
(
∃f1 . . . ∃f(i+j) mod p+1 ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ ∧ fqg = fq ∧ h3fq = fh3fq 6= 0)
∧ ¬
(
∃f1 . . . ∃f(i+j) mod p+2 ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ ∧ fqg = fq ∧ h3fq = fh3fq 6= 0)
)
∧ ∃f1 . . . fp ∈ F
∧
q 6=s
(fq 6= fs ∧ fq ∼h3 f
′ + 1 ∧ fqg = fq
∧ (hfq = fh1fq 6= 0 ∨ h2fq = fh2fq 6= 0))
))))))
.
Hence for every g ∈ F′ there is a definable set E˜ndg with the addition operation ⊕, which is isomorphic
to A.
Proposition 2. For two infinitely generated divisible p-groups A1 and A2, elementary equivalence of the rings
End(A1) and End(A2) implies equivalence of the groups A1 and A2 in the language L2.
Proof. Since we have obtained an interpretation of the group A for every g ∈ F′, the proof of this proposition
is completely similar to the proof of Proposition 1.
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6.3 Direct Sums of Divisible p-Groups and Bounded p-Groups of Not Greater
Power
In this section, we consider the groups of the form D ⊕ G, where D is an infinitely generated divisible group,
G is a group bounded by the number pk, and |G| ≤ |D|. This case is practically the union of the previous two
cases.
Namely, let us have idempotents ρD and ρG from the formula ψpk of Sec. 4.4, i.e., idempotents which are
projections on divisible and bounded parts of A, respectively, and also idempotents ρ1, . . . , ρk, where ρ1 + . . .+
ρk = ρG, which are projections on direct summands of the form
⊕
µ1
Z(p), . . . ,
⊕
µk
Z(pk), respectively. Let |A| =
|D| = µ. As before, we have the following definable sets:
1. F = F(g¯) is a set of µ indecomposable projections on linearly independent direct summands of the groupD;
2. the set F′ = F′(g¯′) consists of µ projections on linearly independent countably generated direct summands
of D;
3. for every i = 1, . . . , k the set Fi = Fi(g¯i) consists of µi projections on independent indecomposable direct
summands of ρiA;
4. an endomorphism ϕ ∈ End(A) satisfying the following formula:
∀f ∈ F(g¯) (ϕf ∈ F) ∧
k∧
i=1
(ρDϕρi = ϕρi ∧ ∀fi ∈ Fi(g¯i)∃f ∈ F(g¯) (ϕfi = fϕfi 6= 0))
∧ ∀f1, f2 ∈ F(g¯) (f1 6= f2 ⇒ ∀f
′
1, f
′
2 ∈ F(g¯) (ϕf1 = f
′
1ϕf1 6= 0 ∧ ϕf1 = f
′
2ϕf2 6= 0⇒ f
′
1 6= f
′
2)
∧
k∧
i=1
∀f ∈ F(g¯)∀fi ∈ Fi(g¯i)∀f
′ ∈ F (g¯) (f ′ = ϕf ⇒ f ′ϕfi = 0)
∧
k∧
i,j=1
∀f1, f2 ∈ F(g¯)∀fi ∈ Fi(g¯i)∀fj ∈ Fj(g¯j)
(fi 6= fj ∧ ϕfi = f1ϕfi 6= 0 ∧ ϕfj = f2ϕfj 6= 0⇒ f1 6= f2)).
We see that such an endomorphism ϕ embeds the set
F(g¯) ∪F1(g¯1) ∪ · · · ∪ Fk(g¯k)
into the set F(g¯). Therefore for a given ϕ we can consider the sets
FD = FD(g¯, ϕ) = {f ∈ F(g¯) | ∃f ′ ∈ F(g¯) (fϕf ′ = fϕ = ϕf ′ 6= 0)},
FD1 = F
D
1 (g¯1, ϕ) = {f ∈ F(g¯) | ∃f
′ ∈ F1(g¯1) (fϕf
′ = fϕ = ϕf ′ 6= 0)},
. . .
FDk = F
D
k (g¯k, ϕ) = {f ∈ F(g¯) | ∃f
′ ∈ Fk(g¯k) (fϕf
′ = fϕ = ϕf ′ 6= 0)}.
The sets FD,FD1 , . . . ,F
D
k consist of µ, µ1, . . . , µk projections on indecomposable linearly independent direct
summands of the group D, respectively. We shall write them in formulas, sometimes omitting parameters, but
meaning that they depend on the parameters g¯, g¯1, . . . , g¯k, ϕ.
Let us fix some element g ∈ F′ and construct an interpretation of the group A = D ⊕G for this set.
Namely, let us consider the set Endg of all homomorphisms h : gA→ A satisfying the following conditions:
1. ∀f ∈ F
(
fg = f ⇒
(
hf = 0 ∨ ∃f˜ ∈ F (hf = f˜hf 6= 0) ∨
k∧
i=1
∃f˜ ∈ FDi (f˜h = f˜hf = hf 6= 0)
))
; this
means that for every projection f from F, if fA ⊂ gA, then we have either h(fA) = 0, or h(fA) ⊂ f˜A
for some f˜ ∈ FD, or h(fA) = f˜A for some f˜ ∈ FDi ;
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2. ∃f (Fin(f) ∧ Idem(f) ∧ fh = h); this means that the image of gA under h is finitely generated;
3.
k∧
i=1
∀f ∈ FDi ¬
(
∃f1, . . . , ∃fpi ∈ F
(( ∧
q 6=s
fq 6= fs
)
∧ f1g = f1 ∧ . . . ∧ fpig = fpi ∧ fhf1 = fh = hf1 6= 0 ∧
. . . ∧ fhfpi = fh = hfpi 6= 0
))
; this means that for every i = 1, . . . , k the inverse image of every fA ⊂ D,
where f ∈ FDi , contains at most p
i − 1 distinct elements fmA such that fmA ⊂ gA and fm ∈ F;
4. ∀f ∈ FD ∃f ′ ∈ F (f ′g = g′ ∧ hf ′ = fhf ′ 6= 0 ⇒ ∃f˜ ∈ F (f˜ g = f˜ ∧ hf˜ = fhf˜ 6= 0) ∧ ∀f ′ ∈ F (f ′g = f ′ ∧
hf ′ = fhf ′ 6= 0 ⇒ ∃α (αhf ′ = hf˜))); this means that for every element f ∈ F either the inverse image
fA is empty or it contains f˜ ∈ F such that f˜A ⊂ gA and the kernel of f˜A under the mapping h has the
maximal order of all kernels of f ′A for f ′ ∈ F such that f ′A ⊂ gA;
5. ¬
(
∃f1, . . . , fp ∈ F
(( ∧
q 6=s
fq 6= fs
)
∧ f1g = f1 ∧ . . . ∧ fp = gfp ∧ hf1 = fhf1 6= 0 ∧ . . . ∧ hfp = fhfp 6=
0 ∧
( ∧
q 6=s
fq ∼h fs
)))
, this means that there exist at most p − 1 projections from F onto subgroups
from gA such that their images are included in FD and their kernels are isomorphic.
Two elements h1 and h2 from the set Endg are said to be equivalent (h1 ∼ h2) if and only if the formula
∃f1 ∃f2 ((gf1g) · (gf2g) = (gf2g) · (gf1g) = g ∧ ∀f ∈ F (fg = f ⇒ h1f = (gf1g)h2f ∧ h2f = (gf2g)h1f))
is true, i.e., there exist mutually inverse automorphisms gf1g and gf2g of gA which map h2 and h1 to automor-
phisms (gf1g)h2 and (gf2g)h1 such that we have h2 = (gf2g)h1 and h1 = (gf1g)h2 on gA for every projection
from F that project onto a subgroup of gA.
Again the obtained set Endg /∼ will be denoted by E˜ndg.
Every class h ∈ E˜ndg can be mapped to a set consisting of the following k+1 components: its ith component
(where i = 1, . . . , k) is a set of pairs
Mi = {〈f,m(f)〉 | f ∈ F
D
i , m = 1, . . . , p
i − 1},
where m is the dimension of the inverse image f ∈ FDi , if it is not equal to zero; its (k+1)th component is a set
of sequences
M = {〈f,m(f), l0(f), . . . , lm(f)(f)〉 | f ∈ F
D, m ∈ N, l1, . . . , lm = 0, . . . , p− 1},
where pm is the maximal order of the kernel of the inverse image of fA which is included in gA and has the
form f ′A for f ′ ∈ F′, li is the number of those inverse images of fA that belong to gA, have the form f
′A for
f ′ ∈ F′, and their kernels have the order pi under h.
It is clear that endomorphisms from one equivalence class are mapped to the same sets M1, . . . ,Mk,M , and
endomorphisms from different classes are mapped to different sets. Further, every sequence M1, . . . ,Mk,M of
finite sets of the described form are mapped to some class from E˜ndg. Such a sequence of sets M1, . . . ,Mk,M
is mapped to the element∑
〈f,m(f)〉∈M1
m(f)a(f) + · · ·+
∑
〈f,m(f)〉∈Mk
m(f)a(f) +
∑
〈f,m(f),l0,...,lm(f)〉∈M
l1c1(f) + · · ·+ lm(f)cm(f)(f),
where a(f) is a fixed generator of the cyclic group fA for f ∈ F1 ∪ · · · ∪ Fk, and c1(f), . . . , cn(f), . . . are fixed
generators of the quasicyclic group fA for f ∈ F.
Therefore we obtain a bijection between the set E˜ndg and the group A.
The addition (h3 = h1 ⊕ h2) on the set E˜ndg is introduced by a formula which is similar to the union of the
formulas from Secs. 5.3 and 6.2, so we shall not write it here.
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Proposition 3. Let A1 = D1 ⊕G1, A2 = D2 ⊕G2, the group D1 and D2 be divisible and infinitely generated,
the groups G1 and G2 be bounded by the number p
k, |D1| ≥ |G1|, and |D2| ≥ |G2. Then End(A1) ≡ End(A2)⇒
A1 ≡L2 A2.
Proof. The proof is completely similar to the proof of Proposition 2, therefore we shall not write it here.
6.4 Direct Sums of Divisible p-Groups and Bounded p-Groups of Greater Power
This case differs from the two previous cases, it is closer to the case of bounded p-groups, but it is more
complicated.
We shall consider groups of the form D⊕G, where D is an infinitely generated divisible group, G is a group
bounded by the number pk, |G| > |D|, G =
k∑
i=1
Gi, Gi ∼=
⊕
µi
Z(pi), µl = max
i=1,...,k
µi, and D ∼=
⊕
µ
Z(p∞), µ < µl.
Assume that (as in the previous section) we have idempotents ρD and ρG which are projections on the
divisible and bounded parts of the groupA, respectively; and also projections ρ1, . . . , ρk, where ρ1+· · ·+ρk = ρG,
on the direct summands G1, . . . , Gk. Further, assume that the summand Gl with the maximal power µl, equal
to the power of the whole group A, is known.
As above, we introduce various definable sets:
1. the set F = F(g¯) consists of µ indecomposable projections on linearly independent direct summands of D;
2. for every i = 1, . . . , k the set Fi = Fi(g¯i) consists of µi projections on independent indecomposable direct
summands of the group Gi = ρiA;
3. the set F′ = F′(g¯′) consists of µl projections on linearly independent countably generated direct summands
of Gl;
4. an idempotent γ satisfies the following condition:
Γ(γ) := (γρl = γ ∧ γ
2 = γ ∧ ∀f ∈ F′ ∃β (fγ = γf = β ∧ Idemω(β))).
This condition means that γ is a projection on such a direct summand in Gl that its intersection with
every subgroup fA, where f ∈ F′, is a countably generated summand of Gl;
5. for every idempotent γ satisfying the formula Γ(γ), by Γγ we shall denote the set {f ∈ Fl | fγ = f},
and by Γγ(g) for g ∈ F
′ we shall denote the set {f ∈ Fl | fγ = f ∧ fg = f}. Let us fix two of
these idempotents γ0 and γ1 with the conditions: (1) Γγ0 ∩ Γγ1 = ∅; (2) for every g ∈ F
′ the set
Fl \ (Gγ0 ∪Gγ1) ∩ {f ∈ Fl | fg = f} is countable.
Denote Γγ0 by Γ0 and Γγ1 by Γ1.
6. Fix an endomorphism ϕ ∈ End(A) satisfying the following formula:
Φ(ϕ) := ∀h (Idem(h) ∧ ∀g ∈ F′ (hg = gh = 0)⇒ ϕh = hϕ = 0)
∧ ∀g ∈ F′ (∀f ∈ Γ0(g) (ϕf = f ∧ ∀f ∈ Γ1(g)∃f
′ ∈ Fl (f
′ /∈ Γ1(g) ∧ f
′ /∈ Γ0(g)
∧ f ′g = f ′ ∧ f ′ϕf = ϕf 6= 0) ∧ ∀f ∈ Fl (f /∈ Γ0(g) ∧ fg = f
⇒ ∃f ′ ∈ Fl (f
′ 6= f ∧ f ′ /∈ Γ0(g) ∧ f
′ /∈ Γ1(g) ∧ f
′g = f ′ ∧ f ′ϕf = ϕf 6= 0)
∧ ∀f1, f2 ∈ Fl (f1 6= f2 ∧ f1g = f1 ∧ f2g = f2
⇒ ¬(∃f ′ ∈ Fl (f
′g = f ′ ∧ f ′ϕf1 = ϕf1 ∧ f
′ϕf2 = ϕf2))
∧ ∀f ′ ∈ Fl (f
′g = f ′ ∧ f ′ ∈ Γ1(g)⇒ ∃f ∈ Fl (fg = f ∧ f
′ϕ = f ′ϕf = ϕf))
∧ ∀h (Idem(h) ∧ hg = h ∧ hγ0 = γ0h = 0 ∧ ∀f (Idem
∗(f) ∧ fg = f ∧ fh = f
⇒ ∃f ′ (Idem∗(f ′) ∧ f ′g = f ′ ∧ f ′h = f ′ ∧ f ′ϕf = ϕf)⇒ Idemω(f)))).
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This condition introduces an endomorphism ϕ that maps the complementary direct summand for
∑
g∈F′
gA
to 0, i.e., acts only on
∑
g∈F′
gA in the following way: for every g ∈ F′ the elements αA, where α ∈ Γ0(g), are
mapped into themselves, and the elements αA, where α ∈ Γ1(g), are mapped somewhere to the elements of
FlA \ (Γ0(g)A ∪ Γ1(g)A) which are included in gA. Further, ϕ is a monomorphism on gA, and its image is
〈Γ0(g)A〉 ⊕ 〈{fA | f ∈ Fl ∧ fg = f ∧ f /∈ Γ1(g)A}〉.
Outside Γ0(A) there are no finite-dimensional proper subspaces of this endomorphism. Therefore, we can
numerate all elements from Fl that project on subgroups from gA (we shall denote this set by Fl(g)) by the
following: f ji = f
j
i (g), i = 0, 1, . . . , j = 1, . . . , and
a. f j0 ∈ Γ0(g);
b. f j1 ∈ Γ1(g);
c. ϕ(f ji A) = f
j
i+1A if i > 0;
d. ϕ(f j0A) = f
j
0A.
We shall denote the set {f ji }j=1,... by Γi(g) (note that for an arbitrary i this set is not definable).
7. The union
⋃
g∈F′
Fl(g) will be denoted by F
′
l. This set is definable;
8. note that on the group B = 〈F′lA〉 the endomorphism ϕ has a left inverse endomorphism ψ such that
ψ ◦ ϕ = 1B. For every g we shall introduce gA as follows:

ψ(f j0A) = f
j
0A,
ψ(f ji A) = f
j
i−1A if i > 1,
ψ(f j1A) can be arbitrary.
We shall consider ψ with the condition ψ(f ji A) = 0. Then two elements f1, f2 ∈ Fl(g) \ Γ0(g) (or, more
generally, F′l \ Γ0) will be called ϕ-equivalent (f1 ∼ϕ f2) if
∃h1 ∃h2 ∃α
(
h1g = h1 ∧ h2g = h2 ∧ Idem(h1) ∧ Idem(h2) ∧ α
2 = 1
∧
2∧
i=1
∀f (Idem∗(f) ∧ fg = f ∧ fhi = f ⇒ ∃f
′ (Idem∗(f ′) ∧ f ′g = f ′ ∧ f ′hi = f
′ ∧ f ′ψf = ψf))
∧ f1h1 = f1 ∧ f2h2 = f2 ∧
2∧
i=1
∀h (Idem(h) ∧ hg = h ∧ ∀f (Idem∗(f) ∧ fg = f ∧ fh = f
⇒ ∃f ′ (Idem∗(f ′) ∧ f ′g = f ′ ∧ f ′h = f ′ ∧ f ′ψf = ψf) ∧ fihfi ⇒ hih = hi))
∧ h1αh2 = αh2 = h1α ∧ h2αh1 = h2α
)
.
This means that minimal proper subspaces of the endomorphism ψ (h1A and h2A), containing the groups
f1A and f2A, respectively, have the same power, i.e., f1A, f2A ∈ Kerψ
m \ Kerψm+1 for some natural m,
or f1A, f2A ∈ ϕ
m(Γ1). It is clear that in this case f1 = f
j
m(g) and f2 = f
i
m(g) (or, in more general case,
f1 = f
j
m(g1) and f2 = f
j
m(g2)).
We shall call an element f1 ∈ Fl(g) a ϕ-successor of the element f2 ∈ Fl(g) (f1 ∼ϕ f2 + 1) if
∃f (f ∼ϕ f1 ∧ fϕf2 = ϕf2 = fϕ).
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A similar formula will introduce a notion of a ϕ-greater element (f1 >ϕ f2) as an element for which
a minimal proper subspace of an endomorphism ψ containing f1A has greater power than the corresponding
subspace for f2A.
Let us fix g ∈ F′l and construct an interpretation of the group A = D ⊕G for this g.
Consider the set Endg of all homomorphisms h : gA→ A satisfying the following conditions:
1. ∀f ∈ Fl
(
fg = f ⇒
(
hf = 0 ∨ ∃f˜ ∈ FD (hf = f˜hf 6= 0) ∨
( k∨
i=1
∃f˜ ∈ Fi (hf = f˜hf 6= 0)
)))
;
2. ∃f (Fin(f) ∧ Idem(f) ∧ fh = h);
3.
k∧
i=1
∀f ∈ Fi ¬
(
∃f1, . . . , ∃fpi ∈ F
( ∧
q 6=s
fq 6= fs ∧ f1, . . . , fpi ∈ Γ0(g) ∧ hf1 = fhf1 6= 0 ∧ . . . ∧ hfpi =
fhfpi 6= 0
)
∧ ∀f ′ ∈ Fl (hf
′ = fhf ′ 6= 0 ⇒ f ′ ∈ Γ0(g))
)
; this means that the inverse images of the
elements of the bounded summand can be contained only in the set Γ0(g);
4. ∀f ∈ FD ∃f ′ ∈ Fl (hf
′ = fhf ′ 6= 0 ⇒ f ′ /∈ Γ0); contrary to the previous assertion, this means that the
inverse images of the elements of the divisible summand can not be contained in Γ0(g);
5. ∀f ∈ FD ¬
(
∃f1, . . . , fp ∈ Fl
(( ∧
q 6=s
fq 6= fs ∧ fq ∼ϕ fs
)
∧ f1g = f1 ∧ . . . ∧ fpg = fp ∧ hf1 = fhf1 6=
0 ∧ . . . ∧ hfp = fhfp 6= 0
))
; this means that no element from FD can have more than p− 1 ϕ-equivalent
inverse images;
6. ∀f ∈ FD ∃f ′ ∈ Fl ¬(∃f
′′ ∈ Fl (f
′′ >ϕ f
′ ∧ hf ′′ = fhf ′′ 6= 0)), i.e., every element from FD contains only
a finite number of inverse images in Fl.
Two elements h1 and h2 of the set Endg are said to be equivalent (notation: h1 ∼ h2) if we have the following
formula:
∃f1 ∃f2 ((gf1g) · (gf2g) = (gf2g) · (gf1g) = g
∧ ∀f ∈ Fl (fg = f ⇒ ∀f
′ ∈ FD ∪F1 ∪ · · · ∪ Fk (h1f = f
′h1f 6= 0⇔ (gf1gh2)f = f
′(gf1gh2)f 6= 0))
∧ ∀f ∈ Fl (gf1g · f ∼ϕ f)).
The obtained set Endg /∼ will be denoted by E˜ndg.
Now we shall show how to find a bijection between the set E˜ndg and the group A. Let us consider some
h ∈ E˜ndg. For every f ∈ Fi let us consider the intersection of the inverse image of fA with the set Γ0A.
Suppose that this inverse image contains mf elements. Thus, we get the set
MG =
k⋃
i=1
{〈f,mf 〉 | f ∈ Fi, mf = 1, . . . , p
i − 1}.
For every f ∈ FD and every natural j let us consider the intersection of the inverse image of fA with the set
Γj(g). Suppose that this inverse image contains l
j
f elements, and the maximal nonzero j is equal to γf . Then
we get the set
MD = {〈f, γf , l
1
f , . . . , l
γf
f 〉 | f ∈ F
D, γf ∈ N, l
1
f , . . . , l
γf
f ∈ {0, . . . , p− 1}}.
Now an element h will be mapped to the following sum:∑
f∈MG
mfa(f) +
∑
f∈MD
l1fc1(f) + · · ·+ l
γf
f cγf (f) ∈ A.
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It is clear that such a mapping is a bijection between the sets E˜ndg and A, and this bijection becomes an
isomorphism if and only if we introduce addition on the set E˜ndg with the help of a formula similar to the
formulas from Secs. 5.3 and 6.2. Therefore we have the following proposition.
Proposition 4. Let A1 = D1⊕G1, A2 = D2⊕G2, the groups D1 and D2 be divisible, the groups G1 and G2 be
infinite and bounded by the number pk, |D1| < |G1|, and |D2| < |G2|. Then End(A1) ≡ End(A2)⇒ A1 ≡L2 A2.
7 Groups with Unbounded Basic Subgroups
7.1 The Case A = D ⊕G, Where |D| ≥ |G|, and Other Cases
Let us separate our problem into three cases.
1. A = D ⊕G, where |D| ≥ |G| and G is any unbounded group. We shall not consider this case in details,
because its proof is similar to the proof from Sec. 6.2.
This case resembles the case A = D⊕G, where |D| ≥ |G|, D is a divisible group, and G is a bounded group
(see Sec. 6.3). Here we give only a sketch of the proof.
Since |G| ≤ |D|, we have that a basic subgroup of the group G (or the group A) is of power not greater than
the power of D. Hence there exists an embedding ϕ1 : B → D1, where D = D1 ⊕D2 ⊕D3 and |D| = |D1| =
|D2| = |D3|. This embedding will be fixed, and after that we can assume that the group B is a subgroup of D1.
Further, |G| ≤ |D| implies |G/B| ≤ |D|, whence there exists an embedding ϕ2 : G/B → D2 (i.e., a mapping
from G into D2 which is equal to zero on B). Thus the group G/B can also be considered as a subgroup of D2.
Now we shall find some definable sets:
1. the set F1 consists of |B| independent indecomposable projections on quasicyclic direct summands in
a minimal direct summand of D1, containing ϕ1(B) as a subgroup;
2. the set F2 consists of |G/B| independent indecomposable projections on quasicyclic direct summands of
ϕ2(G/B);
3. the sets F and F3 consists of µ = |D| independent projections on quasicyclic direct summands of the
groups D and D3, respectively;
4. the set F′ consists of µ independent projections on countably generated direct summands of the group D.
For every g ∈ F′ an interpretation of the group A will be constructed in the following way: we shall consider
homomorphisms h : gA→ A such that the images of the subgroups fA (f ∈ F, fA ⊂ gA) are either zero or are
contained in f ′A (f ′ ∈ F1 ∪ F2 ∪ F3), and h(gA) is finite-dimensional.
The inverse images of fA, where f ∈ F1, will interpret the summands from B in the decomposition of the
element a ∈ A in a quasibasis; the inverse images of fA, where f ∈ F2, are the summands from G/B, i.e., ci,j
for i ∈ ω, j ∈ |G/B|; the inverse images of fA, where f ∈ F3, are the summands from D. The rest of the
procedure is similar to that from the previous sections.
So we have given a sketch of the proof of the following proposition.
Proposition 1. Let A1 = D1 ⊕G1, A2 = D2 ⊕G2, where the groups D1, D2 are divisible, the groups G1, G2
are reduced, |D1| ≥ |G1|, and |D2| ≥ |G2|. Then End(A1) ≡ End(A2)⇒ A1 ≡L2 A2.
In this section, we shall assume that A = D ⊕G, where |D| < |G|.
2. A = D ⊕G, where |D| < |G|, B is a basic subgroup in G, and r(B) = rfin(B).
The case rfin(B) > ω will be considered in Sec. 7.4, and the case rfin = ω will be considered in Sec. 7.5.
If r(B) > ω, then |A| = r(B) and |D| < r(B). If r(B) = ω, then |A| ≤ |P(ω)|, therefore if we do not assume
the continuum-hypothesis, then we can meet the situation, where ω < |D| < |A| ≤ 2ω, which is not good for
us. Thus for the simplicity of arguments, we shall assume the continuum-hypothesis.
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Hence, if A = D ⊕G, where |D| < |G|, r(B) = rfin(B), then we shall interpret the theory Th
r(B)
2 (A) in the
ring End(A).
3. A = D ⊕G, where |D| < |G| and r(B) 6= rfin(B). If in this case rfin(B) > ω, then we can obtain the full
second order theory of the group A. This case is considered in Sec. 7.4.
If rfin(B) = ω, then, assuming the continuum-hypothesis, we can find in the group A a bounded direct
summand of power |A|, and in this case we can define the complete second order theory of the group A. This
case is considered in Sec. 7.6.
In Secs. 7.2 and 7.3, we shall find some definable objects, which are important for all cases.
7.2 Definable Objects
In this section, we assume that A = D ⊕G, the group D is divisible (it can be zero), the group G is reduced
and has an unbounded basic subgroup B,
B = B1 ⊕ · · · ⊕Bn ⊕ . . . ,
where
Bn ∼=
⊕
µn
Z(pn),
r(D) = µD, |B| =
⋃
n∈N
µn = µB , |G| = µG (if µB > ω, then µG = µB), and µ = |A| = max(µD, µG).
We suppose that projections ρD and ρG on the summands D and G of the group A, respectively, are fixed.
By Z we shall denote the center of the ring End(A). As we remember (see Theorem 12), each of its elements
multiplies all elements of A by some fixed p-adic number.
For any indecomposable projections ρ1 and ρ2 from End(G) we shall write o(ρ1) ≤ o(ρ2) if
∀c ∈ Z (cρ2 = 0⇒ cρ1 = 0).
It is clear that this formula holds if and only if the order of the finite cyclic direct summand ρ1A is not greater
than the order of the summand ρ2A.
Similarly,
(o(ρ1) < o(ρ2)) := (o(ρ1) ≤ o(ρ2)) ∧ ¬(o(ρ2) ≤ o(ρ1)),
(o(ρ1) = o(ρ2)) := (o(ρ1) ≤ o(ρ2)) ∧ (o(ρ2) ≤ o(ρ1)).
For every indecomposable projection ρ we shall consider the following formula sets.
1. The formula
Ordρ(f) := Idem(f) ∧ ∀f
′ (Idem∗(f ′) ∧ f ′f = f ′ ⇒ o(f ′) = o(ρ))
defines the projections f on direct summands fA in A which are direct sums of cyclic groups of order o(ρA).
2. The formula
MaxOrdρ(f) := Idem(f) ∧ Ordρ(f) ∧ ∀f
′ (Ordρ(f
′)⇒ ¬(ff ′ = f))
defines the projections f on maximal direct summands fA in A which are direct sums of cyclic groups of
order o(ρA).
3. The formula
Restρ(f) := Idem(f) ∧ ∀f
′ (Idem∗(f ′) ∧ f ′f = f ′ ⇒ o(f ′) ≤ o(ρ))
defines the projections f on direct summands fA in A which are direct sums of cyclic groups of order at most
o(ρA).
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4. The formula
MaxRestρ(f) := Idem(f) ∧ Ordρ(f) ∧ ∀f
′ (Ordρ(f
′)⇒ ¬(ff ′ = f))
defines the projections f on maximal direct summands fA in A which are direct sums of cyclic groups of order
at most o(ρA).
5. The formula
Base(ϕ) := ∀ρ ∃f (MaxRestρ(f) ∧ ∀f
′ (Idem∗(f ′)⇒ (f ′f = f ′ ⇔ ∀c ∈ Z (cf ′ 6= 0⇒ c(f ′ϕ) 6= 0)))
postulates that for every natural n there exists a maximal pn-bounded direct summand of the group A which
is included in ϕA. Therefore, the group ϕA necessarily contains some basic subgroup of the group A.
6. The formula
Base(ϕ) := Base(ϕ) ∧ ∀f∗ (Idem∗(f∗) ∧ f∗ϕ 6= 0⇒ ∃ρ ∃f (MaxRestρ(f)
∧ ∀f ′ (Idem∗(f ′)⇒ (f ′f = f ′ ⇔ ∀c ∈ Z (cf ′ 6= 0⇒ c(fϕ) 6= 0))) ∧ f∗f = f∗))
is true for every endomorphism ϕ ∈ End(A) whose image is a basic subgroup in A.
Let us suppose that we have a fixed endomorphism ϕB such that Base(ϕB).
7.3 Definable Special Sets
We shall consider three different cases:
1. µB = ω;
2. µB > ω and ∀k ∈ N ∃n ∈ N (n > k ∧ µn = µB). This is always true if cfµB > ω;
3. µB > ω, cfµB = ω, ∀n ∈ N (µn < µB).
Case 1. µB = ω.
Let us consider the formula
Intr(f) := [∀f ′ (Idem(f ′) ∧ f ′ϕB 6= 0⇒ f
′f 6= 0)] ∧ [∀f1 ∀f2 (Idem
∗(f1) ∧ Idem
∗(f2) ∧ o(f1) = o(f2)
∧ ∀c ∈ Z (cf1 6= 0⇒ cf1f 6= 0) ∧ ∀c ∈ Z (cf2 6= 0⇒ cf2f 6= 0)⇒ f1f2 6= 0 ∧ f2f1 6= 0)]
∧ [∀ρ′ (Idem∗(ρ′)⇒ ∃f ′ (Idem∗(f ′) ∧ o(f ′) > o(ρ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′f 6= 0)))].
The first part of this formula, enclosed in square brackets, postulates fA ⊂ ϕBA = B. The second part states
that there is at most one cyclic direct summand of the same order in the image of fA. The third part states
that the orders of direct summands in fA are unbounded.
Therefore this formula gives us an endomorphism f with image B′ being a cyclic direct summand in B,
B′ ∼=
⊕
i∈N
Z(pni),
where (ni) is an increasing sequence.
This endomorphism is supposed to be fixed and is denoted by fB.
Now we shall consider endomorphisms from B′ into A. Namely we shall consider only functions f with the
condition
∀ρ (Idem(ρ) ∧ ρfB = 0⇒ ρf = 0).
Two functions f1 and f2 satisfying this condition are said to be equivalent if
∀ρ (Idem∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0⇒ cρf 6= 0)⇒ f1ρ = f2ρ),
50
i.e., if they coincide on the group B′.
Consequently, if we factorize the set of all described functions by this equivalence, then we obtain the group
Hom(B′, A).
Introduce now the formula
o(ρ1) ≥ o(ρ2)
2
for two indecomposable idempotents ρ1 and ρ2 as follows:
∀c ∈ Z (cρ2 6= 0⇒ c
2ρ1 6= 0).
This formula means that |ρ1A| ≥ |ρ2A|
2.
Similarly we can introduce the formulas
o(ρ1) > o(ρ2)
2 and o(ρ1) = o(ρ2)
2.
Suppose now that our function fB satisfies the additional condition
∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0)⇒ pf
′ 6= 0)
∧ ∀ρ′ ∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0) ∧ o(f
′) = o(ρ′)
⇒ ∀f (Idem∗(f) ∧ ∀c ∈ Z (cf 6= 0⇒ cffB 6= 0) ∧ o(f) > o(ρ
′)⇒ o(f) > o(ρ′)2)).
This condition means that
1. every cyclic direct summand in B′ of the smallest order has order greater than p (i.e., at least not smaller
than p2);
2. for every direct cyclic summand in B′ of order pk the next cyclic summand of greater order has order
greater than p2k.
Therefore,
B′ ∼=
⊕
i∈ω
Z(pni),
where n1 ≥ 2, ni+1 > 2ni.
Now consider the formula
Ins(ψ) := [∃f (Idem∗(f) ∧ ∀c ∈ Z (cf 6= 0⇒ cffB 6= 0)
∧ ∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0)⇒ o(f) ≤ o(f
′)) ∧ ψf = pf)]
∧ [∀f1 ∀c1 ∈ Z (Idem
∗(f1) ∧ ∀c ∈ Z (cf1 6= 0⇒ cf1fB 6= 0)
∧ (ψf1 = c1f1 ⇒ ∃f2 (Idem
∗(f2) ∧ ∀c ∈ Z (cf2 6= 0⇒ cf2fB 6= 0) ∧ o(f2) > o(f1)
∧ ∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0)⇒ o(f
′) ≤ o(f1) ∨ o(f
′) ≥ o(f2)) ∧ ψf2 = pc1f2)))].
The condition from the first square brackets states that there exists a cyclic summand of the smallest order such
that the action of the endomorphism ψ on it is multiplication by p. The second condition states that for every
natural i there exists a direct cyclic summand 〈ai〉 of order p
ni such that the action of ψ on it is multiplication
by pi.
Suppose that for some different cyclic direct summands 〈ai〉 and 〈bi〉 from B
′ the action of ψ on them is
multiplication by pi. Let bi =
∑
αkak +
∑
βlal + ai, where o(ak) < o(bi), o(al) > o(bi), k < i, l > i,
ψ(bi) = p
ibi =
∑
pkαkak +
∑
plβlal + p
iai =
∑
piαkak +
∑
piβlal + p
iai.
Let k < i. Then we have piαkak = pkαkak = 0, i.e., αk is divisible by p
nk−k and pnk−k is divisible by pk.
Therefore, we can write
bi =
∑
αkp
kak +
∑
βkp
nl−nial + ai.
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We have piβlp
nl−nial = p
lβlp
nl−nial = 0. Note that every cyclic direct summand 〈a〉 either uniquely corresponds
to an element of the center c ∈ Z such that ψa = ca, or there is no such element. We can consider only those
summands that correspond to elements of the center.
Let us suppose that we have some homomorphism f : B′ → A such that o(f(ai)) ≤ p
i. Let ψ(ai) = p
iai and
ψ(bi) = p
ibi. Let us find f(bi):
f(bi) =
∑
αkp
kf(ak) +
∑
βlp
nl−nif(al) + f(ai).
Since o(f(ak)) ≤ p
k, we have
∑
αkp
kf(ak) = 0. Since o(f(al)) ≤ p
l, we have
∑
βlp
nl−nif(al) = 0. Therefore
f(bi) = f(ai). Thus every element of the center Z of the form p
n · E is mapped (under this homomorphism
f : B′ → A) to some uniquely defined element a ∈ A with the condition o(a) ≤ pn.
Case 2. ∀k ∈ ω ∃n ∈ ω (n > k ∧ µn = µB).
Consider the formula
ECard(ρ) := Idem∗(ρ) ∧ ∃ψ ∀f (Idem∗(f) ∧ ∀c ∈ Z (cf 6= 0⇒ cfϕB 6= 0)
⇒ ∃f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′ϕB 6= 0) ∧ o(f
′) = o(ρ) ∧ fψf ′ 6= 0)).
This formula states that the set of independent cyclic summands of order o(ρ) has the same power as the whole
group B, because there exists a homomorphism ψ from a direct summand of the group B (which is isomorphic
to the sum of cyclic groups of order o(ρ)) such that its image intersects with every cyclic summand of B.
Therefore, µo(ρ) = µB.
Now let us consider the formula
Fine(f) := [∀f ′ (Idem(f ′) ∧ f ′ϕB 6= 0⇒ f
′f 6= 0)]
∧ [∀f1 ∀f2 (Idem
∗(f1) ∧ Idem
∗(f2) ∧ o(f1) = o(f2)
∧ ∀c ∈ Z (cf1 6= 0⇒ cf1f 6= 0) ∧ ∀c ∈ Z (cf2 6= 0⇒ cf2f 6= 0)⇒ f1f2 6= 0 ∧ f2f1 6= 0)]
∧ [∀ρ′ (ECard(ρ′)⇔ ∃f ′ (Idem∗(f ′) ∧ o(f ′) = o(ρ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′f 6= 0)))].
The first part of the formula, enclosed in square brackets, postulates fA ⊂ ϕBA = B. The second part,
enclosed in the second square brackets, states that the image of fA does not contain more than one cyclic direct
summand of any order. The third part states that all direct cyclic summands have order pn, where µn = µB.
To make the further constructions, we need to recall Sec. 3.
Formulation of Theorem 1 need not be changed, but Lemma 5 and the proof of the theorem with the help
of this lemma must be changed a little for our case.
There is a new formulation of Lemma 5: there exists a formula ϕ(f) with one free variable f such that ϕ(f)
holds in End(B′) if and only if there exists an ordinal number α ∈ µ such that for all β ∈ µ and all m ∈ ω
f(am〈0,β〉) = a
m
〈α,β〉.
Now we shall write the proof of the theorem with the help of the lemma.
Let a function f∗0 map (for every m ∈ ω) the set {a
m
〈0,α〉 | α ∈ µ} onto the set {a
m
t | t ∈ I
∗}, and
f∗0 (a
m
〈α,β〉) = f
∗
0 (a
m
〈0,β〉). Suppose that we have a set {fi}i∈µ and let the function f
∗ be such that
f∗(am〈α,β〉) = fα ◦ f
∗
0 (a
m
〈α,β〉).
Let f∗1 map (for every m ∈ ω) the set {a
m
t | t ∈ I
∗} onto the set {am〈0,β〉 | β ∈ µ}. Let the formula ϕ˜(f
′, . . . ) say
that there exists f such that
1. ϕ(f);
2. f ′ ◦ f∗0 ◦ f
∗
1 = f
∗ ◦ f ◦ f∗1 .
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Then End(B′)  ϕ(f) if and only if there exists α ∈ µ such that
∀β ∈ µ ∀m ∈ ω f(am〈0,β〉) = a
m
〈α,β〉.
Therefore
f ′ ◦ f∗0 ◦ f
∗
1 (a
m
t ) = f
∗ ◦ f ◦ f∗1 (a
m
t )⇔ f
′ ◦ f∗0 (a
m
〈0,β〉) = f
∗ ◦ f(am〈0,β〉)
⇔ f ′ ◦ f∗0 (a
m
〈0,β〉) = f
∗(am〈α,β〉)⇔ f
′ ◦ f∗0 (a
m
〈0,β〉) = fα ◦ f
∗
0 (a
m
〈0,β〉).
Let f∗0 (a
m
〈0,β〉) = a
m
tβ
. Then
f ′(amtβ ) = fα(a
m
tβ
),
what we needed.
Now we need to change the proof of the lemma. The case µ = ω is not interesting for us, therefore we shall
begin from the second case.
Suppose that the cardinal number µB is regular. Represent it in the form of the union of the sets I0, I,
and J , where |I0| = |J | = |I| = µB, J = {〈α, β〉 | α, β ∈ µ}∪{0}, I = {〈α, δ, n〉 | α ∈ µ, δ ∈ µ, cfδ = ω, n ∈ ω},
and aβ,nα = a〈α,β,n〉. As in Sec. 3, for every limit ordinal δ ∈ µ such that cfδ = ω, we choose an increasing
sequence (δn)n∈ω of ordinal numbers less than δ such that their limit is δ and for each β ∈ µ and n ∈ ω the set
{δ ∈ µ | β = δn} is a stationary subset in µ.
Consider an independent set of generators of cyclic direct summands from B such that
1. the order of every generator from this set is equal to pn, where µn = µB ;
2. for every n ∈ ω such that µn = µB, the set of all elements of order p
n from this set has the power µB.
Let us denote this set by
{ant | t ∈ J ∪ I0 ∪ I = I
∗, o(ant ) = p
n, µn = µB}.
Let us define the functions f∗0 , . . . , f
∗
14, similar to the functions from the case II from Sec. 3, but with some
addition: f∗0 (a
m
t ) = a
m
0 , f
∗
1 (a
m
t ) = a
m−1
t for m > 0, f
∗
1 (a
0
t ) = 0, f
∗
2 (a
m
〈α,β〉) = a
m
〈0,0〉, f
∗
3 (a
m
〈α,β〉) = a
m
〈α,0〉,
f∗4 (a
m
〈α,β〉) = a
m
〈0,β〉, f
∗
5 (a
m
〈α,β〉) = a
m
〈β,α〉, f
∗
6 (a
m
〈α,β〉) = a
m
〈α,α〉, for δ ∈ µB, cfδ = ω, f
∗
7 (a
m
〈α,δ〉) = a
m
〈α,δ,0〉, for
δ ∈ µB, cfδ 6= ω, f
∗
7 (a
m
〈α,δ〉) = a
m
〈α,δ〉, f
∗
8 (a
m
〈α,β〉) = a
m
〈α,β〉, f
∗
8 (a
m
〈α,δ,n〉) = a
m
〈α,δ,n+1〉, f
∗
9 (a
m
〈α,β〉) = a
m
〈α,β〉,
f∗9 (a
m
〈α,δ,n〉) = a
m
〈α,δn〉
.
Let, as above,
B0 = 〈{a
m
〈0,0〉 | m ∈ ω}〉,
B1 = 〈{a
m
〈α,0〉 | α ∈ µ, m ∈ ω}〉,
B2 = 〈{a
m
〈0,β〉 | β ∈ µ, m ∈ ω}〉,
B3 = 〈{a
m
〈α,β〉 | α, β ∈ µ, m ∈ ω}〉,
B4 = 〈{a
m
〈α,β〉, a
m
〈α,β,n〉 | α, β ∈ µ, n,m ∈ ω}〉,
B5 = 〈{a
m
〈0,β〉, a
m
〈0,β,n〉 | β ∈ µ, n,m ∈ ω}〉,
B6 = 〈{a
m
〈0,β〉 | β ∈ µ, cfβ = ω, m ∈ ω}〉,
B7 = 〈{a
m
〈α,β〉 | α, β ∈ µ, cfβ = ω, m ∈ ω}〉.
It is clear that f∗3 , f
∗
4 , and f
∗
9 are projections onto B1, B2, and B3, respectively. Let f
∗
10, f
∗
11, f
∗
12, and f
∗
13 be
projections onto B4, B5, B6, and B7, respectively.
All functions which are considered later satisfy the following formula ϕ0(f, . . . ):
f∗0 f = ff
∗
0 = f
∗
0 ∧ ff
∗
1 = f
∗
1 f.
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Let us see what this formula means. Its first part gives us f(am0 ) = ff
∗
0 (a
m
0 ) = f
∗
0 (a
m
0 ) = a
m
0 and f
∗
0 f(a
m
i ) =
f∗0 (a
m
i ) = a
m
0 , therefore f(a
m
i ) = α1a
m
i1
+ · · ·+ αka
m
ik
. The second part gives
ff∗1 (a
m
t ) = f
∗
1 f(a
m
t )⇔ f(a
m−1
t ) = f
∗
1α1(m)a
m
t1(m)
+ · · ·+ αk(m)a
m
tk(m)
) = α1(m)a
m−1
t1(m)
+ · · ·+ αk(m)a
m−1
tk(m)
,
therefore for every t ∈ I∗ and for all l,m ∈ ω we have αi(m) = αi(l) and ti(m) = ti(l).
Now we apply Lemma 3 with J = {〈α, β〉 | α, β ∈ µ}, Jβ = {〈α, β〉 | α ∈ µ}, I = I
∗, and f = f∗14.
The formula
ϕ1(f, g; f∗1 , . . . , f
∗
14) := ϕ
0(f) ∧ ϕ0(g) ∧ ∃h1 ∃h2 (h1fh
−1
1 = f
∗
2 ∧ h2gh
−1
2 = f
∗
2 )
∧ f∗9 f = f ∧ f
∗
9 g = g ∧ ∃h (ff
∗
14 = f
∗
14h ∧ hf
∗
9 = f
∗
9hf
∗
9 ∧ hf = g)
says that
1. f and g are conjugate to f∗2 ;
2. Rng f,Rng g ⊂ B3;
3. ∃h (h ◦ f∗14 = f
∗
14 ◦ h ∧ Rng h|B3 ⊆ B3 ∧ h ◦ f = g).
We shall write ϕ1(f, g; . . . ) also in the form f ≤ g.
If f and g are conjugate to f∗2 , f(a
m
〈0,0〉) = a
m
〈α,β〉 and g(a
m
〈0,0〉) = τ(a
m
〈α1,β1〉
, . . . , am〈αk,βk〉), then f ≤ g if and
only if β ≤ β1, . . . , β ≤ βk.
The formula
ϕ2(f, f
∗
1 , . . . , f
∗
14) := ϕ
0(f) ∧ (ff∗4 = f
∗
9 ff
∗
4 ) ∧ (ff
∗
11 = f
∗
10ff
∗
11) ∧ (ff
∗
2 = f
∗
3 ff
∗
2 ) ∧ (ff
∗
12 = f
∗
13ff
∗
12)
∧ ∀g (ϕ0(g) ∧ ∃h (hgh−1 = f∗) ∧ f∗4 g = g ⇒ ϕ
1(f, fg; f∗1 , . . . , f
∗
14))
∧ (ff∗11f
∗
7 = f
∗
7 ff
∗
11) ∧ (ff
∗
11f
∗
8 = f
∗
8 ff
∗
11) ∧ (ff
∗
11f
∗
9 = f
∗
9 ff
∗
11) ∧ (ff
∗
9 f
∗
3 = f
∗
3 ff
∗
9 )
says that
1. Rng f |B2 ⊆ B3; Rng f |B5 ⊆ B4; Rng f |B0 ⊆ B1; Rng f |B6 ⊆ B7;
2. for any g satisfying ϕ0(g) and conjugate to f∗2 , if Rng g ⊆ B2, then g ≤ f ◦ g;
3. f |B5 commutes with f
∗
7 , f
∗
8 , and f
∗
9 ;
4. f |B3 commutes with f
∗
3 .
Then, similarly to Statement 1, we can prove that the formula ϕ2(f, . . . ) holds in End(B
′) if and only if for
any β ∈ µ
f(am〈0,β〉) = τ(a
m
〈α1,β〉
, . . . , am〈αk,β〉) and f(a
m
〈0,β,n〉) = τ(a
m
〈α1,β,n〉
, . . . , am〈αk,β,n〉)
for some linear combination τ and ordinal numbers α1, . . . , αk ∈ µ (which do not depend on β).
The formula
ϕ3(f, f∗1 , . . . , f
∗
14) := (ff
∗
4 = f
∗
9 ff
∗
4 ) ∧ ∃f1 (f1f
∗
4 = ff
∗
4 ∧ ϕ
2(f1, f
∗
1 , . . . , f
∗
14))
says that
1. Rng f |B2 ⊆ B3;
2. ∃f1(f1|B2 = f |B2 ∧ ϕ2(f1)).
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The formula ϕ3(f, . . . ) holds if and only if
f(am〈0,β〉) = τ(a
m
〈γ1,β〉
, . . . , am〈γk,β〉)
for every β ∈ µ and some τ ; γ1, . . . , γk. This follows immediately from Statement 1.
Let the formula ϕ4(f) say that
1. Rng f |B2 ⊆ B3;
2. ϕ3(f);
3. ∀g (ϕ3(g)⇒ g ◦ f5 ◦ f |B0 = f5 ◦ f ◦ f5 ◦ g|B0 ∧ f
∗
5 ◦ f ◦ f
∗
5 ◦ f |B0 = f
∗
6 ◦ f |B0 ∧ f
∗
2 ◦ f |B0 = f
∗
2 |B0 .
The formula ϕ4(f) holds if and only if
f(am〈0,β〉) = τ(a
m
〈γ1,β〉
, . . . , am〈γk,β〉),
where τ is a beautiful linear combination.
Now we suppose that µB is a singular cardinal number.
We let µ1 < µ, where µ1 is a regular cardinal and µ1 > ω. Let I
∗ \ J = I0 ∪ {〈α, δ, n〉 | α ∈ µ, δ ∈ µ1,
cfδ = ω, n ∈ ω}, |I0| = µ.
For every limit ordinal δ ∈ µ1 such that cfδ = ω, similarly to the previous case we shall choose an increasing
sequence (δn)n∈ω of ordinal numbers less than δ, with limit δ, such that for any β ∈ µ1 and n ∈ ω the set
{δ ∈ µ1 | β = δn} is a stationary subset on µ1.
Let
B1 = 〈{a
m
〈α,0〉 | α ∈ µ, m ∈ ω}〉,
B2 = 〈{a
m
〈0,β〉 | β ∈ µ1, m ∈ ω}〉,
B3 = 〈{a
m
〈α,β〉 | α ∈ µ, β ∈ µ1, m ∈ ω}〉.
As in the previous case, we can define the functions f∗i in such a way that for some ϕ
′(. . .) the formula
ϕ′(f ; . . . ) holds End(B′) if and only if there exists an ordinal number α ∈ µ such that for every β ∈ µ1 and
every m ∈ ω
f(am〈0,β〉) = a
m
〈α,β〉.
Let the formula ϕ1(f, . . . ) say that
1. Rng f |B0 ⊆ B2;
2. for every g we have ϕ0(g)⇒ (f ◦ g)|B0 = (g ◦ f)|B0 .
It is easy to check that the formula ϕ1(f, . . . ) holds if and only if there exist a linear combination σ and
distinct ordinal numbers β1, . . . , βm ∈ µ1 such that for every α ∈ µ and every m ∈ ω
f(am〈α,0〉) = σ(a
m
〈α,β1〉
, . . . , am〈α,βm〉).
As the cardinal number µ1 is regular, we can use the previous case. Thus, there is a formula ϕ
2(f ; . . . ) such
that ϕ2(f) holds in End(B′) if and only if there exists β ∈ µ1 such that for every α ∈ µ and every m ∈ ω
f(am〈α,0〉) = a
m
〈α,β〉.
Let µ =
⋃
i∈cfµ
µi, where µi ∈ µ and the sequence (µi) increases. We have just proved that for every γ ∈ cfµ
there exists a function f¯∗γ such that
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1. the formula ϕ2[f, f¯∗γ ] holds in End(B
′) if and only if there exists β ∈ µ+γ such that for all α ∈ µ and all
m ∈ ω
f(am〈α,0〉) = a
m
〈α,β〉;
2. f∗γ,0 is a projection onto
〈{am〈α,β〉 | α ∈ µ, β ∈ µ
+
γ }〉.
Further, there exists a formula ϕ3 and a vector of functions g∗ such that the formula ϕ3(f¯ , g¯∗) holds if and
only if f¯ = f¯∗γ for some γ ∈ µ.
Let now the formula ϕ4(f, g¯∗) say that there exists f¯1 such that ϕ
3(f¯1, g¯
∗) and for every f¯2 satisfying the
formulas ϕ3(f¯2, g¯
∗) and Rng(f¯1)0 ⊆ Rng(f¯2)0 we have also ϕ
2(f, f¯2). If the formula ϕ
4(f, g∗) is true, then there
exists f¯1 = f¯
∗
γ for some γ ∈ µ and for every f¯2 = f
∗
λ (where λ ≥ γ) we have the formula
f(am〈α,0〉) = a
m
〈α,β〉,
where β < µ+λ .
Let f be such that
f(am〈α,0〉) = a
m
〈α,β〉, β ∈ µ.
Then β ∈ µ+γ for γ ∈ cfµ and so the formula ϕ
4(f, g∗) is true for some g∗.
Now we only need to consider the formula ϕ4(f∗5 ◦ f ◦ f
∗
5 ), which is the required formula.
Therefore the case 2 is completely studied, in this case we have (similarly to Sec. 5) a formula (with
parameters) which holds for a set of µB independent projections f satisfying the formula Fine(f). Thus we can
suppose that we have a set of projections onto µB from independent direct summands of the group B isomorphic
to the group ⊕
i∈ω
Z(pni).
This set will be denoted by F.
Case 3. ∀n ∈ ω (µn < µB) and µB > ω. Naturally, in this case the cardinal number µB is singular and
cfµB = ω.
Choose in the sequence (µi)i∈ω an increasing subsequence (µni)i∈ω with limit µB. For every natural i, if the
number µni is regular, then by µ
i we shall denote µni , and if it is not regular, then by µ
i we shall denote some
regular cardinal number smaller than µni and greater than ω in such a way that in the result the limit of the
sequence (µi)i∈ω is also equal to µB. For every natural i suppose that we have a set I
∗
i of power µ
i which is the
union of the following sets: Ji = {〈α, β〉 | α, β ∈ µ
i} ∪ {0}, |I0i | = µ
i, and Ii = {〈α, δ, n〉 | α ∈ µ
i, δ ∈ µi, cfδ =
ω, n ∈ ω}. Let us for every i ∈ ω have µi independent generating direct cyclic summands of order pni , denoted
by ait, where t ∈ I
∗.
Let 〈{ait | t ∈ I
∗, i ∈ ω}〉 = B′.
Again we need to change the formulation of Theorem 1, and Lemma 5 will be corrected again: there exists
a formula ϕ(f) with one free variable f such that ϕ(f) holds in End(B′) if and only if there exists a sequence
of ordinal numbers (αi)i∈ω, where αi ∈ µ
i, such that for every m ∈ ω and every βm ∈ µ
m
f(am〈0,βm〉) = a
m
〈αm,βm〉
.
All changes in the proof of the theorem with the help of the lemma are clear, so we shall not write them
here. In the proof of the lemma we need only the third case. As above, for every limit ordinal δ ∈ µi such that
cfδ = ω, we shall choose an increasing subsequence (δn)n∈ω of ordinal numbers less than δ, with limit δ, such
that for any β ∈ µ and n ∈ ω the set {δ ∈ µ | β = δn} is a stationary subset in µ.
We shall again introduce the functions f∗0 , . . . , f
∗
14, which will differ a little from the similar functions from
the previous case. Namely, let f∗1 (a
m
t ) = a
m
0 , f
∗
2 (a
m
〈α,β〉) = a
m
〈0,0〉, f
∗
3 (a
m
〈α,β〉) = a
m
〈α,0〉, f
∗
4 (a
m
〈α,β〉) = a
m
〈0,β〉,
f∗5 (a
m
〈α,β〉) = a
m
〈β,α〉, f
∗
6 (a
m
〈α,β〉) = a
m
〈α,α〉, for δ ∈ µB , cfδ = ω, f
∗
7 (a
m
〈α,δ〉) = a
m
〈α,δ,0〉, for δ ∈ µB, cfδ 6= ω,
f∗7 (a
m
〈α,δ〉) = a
m
〈α,δ〉, f
∗
8 (a
m
〈α,β〉) = a
m
〈α,β〉, f
∗
8 (a
m
〈α,δ,n〉) = a
m
〈α,δ,n+1〉, f
∗
9 (a
m
〈α,β〉) = a
m
〈α,β〉, f
∗
9 (a
m
〈α,δ,n〉) = a
m
〈α,δn〉
.
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Let, as above,
B0 = 〈{a
m
〈0,0〉 | m ∈ ω}〉,
B1 = 〈{a
m
〈α,0〉 | α ∈ µ
m, m ∈ ω}〉,
B2 = 〈{a
m
〈0,β〉 | β ∈ µ
m, m ∈ ω}〉,
B3 = 〈{a
m
〈α,β〉 | α, β ∈ µ
m, m ∈ ω}〉,
B4 = 〈{a
m
〈α,β〉, a
m
〈α,β,n〉 | α, β ∈ µ
m, n,m ∈ ω}〉,
B5 = 〈{a
m
〈0,β〉, a
m
〈0,β,n〉 | β ∈ µ
m, n,m ∈ ω}〉,
B6 = 〈{a
m
〈0,β〉 | β ∈ µ
m, cfβ = ω, m ∈ ω}〉,
B7 = 〈{a
m
〈α,β〉 | α, β ∈ µ
m, cfβ = ω, m ∈ ω}〉.
Let f∗10, f
∗
11, f
∗
12, and f
∗
13 be projections onto B4, B5, B6, and B7, respectively.
All functions which will be considered later satisfy the following formula ϕ0(f, . . . ):
f∗1 f = ff
∗
1 = f
∗
1 .
This formula implies f(am0 ) = ff
∗
0 (a
m
0 ) = f
∗
0 (a
m
0 ) = a
m
0 and f
∗
0 f(a
m
i ) = f
∗
0 (a
m
i ) = a
m
0 , and therefore f(a
m
i ) =
α1a
m
i1
+ · · ·+ αka
m
ik
.
For every m ∈ ω we apply Lemma 3 with Jm = {〈α, β〉 | α, β ∈ µm}, Jmβ = {〈α, β〉 | α ∈ µ
m}, and Im = I∗m.
Let us for every m ∈ ω have the corresponding function fm on the group Bm = 〈{amt | t ∈ I
∗
m}〉. Construct
with its help the function f∗14, which coincides with f
m on every subgroup Bm.
As above, the formula
f ≤ g := ϕ1(f, g; f∗1 , . . . , f
∗
14) := ϕ
0(f) ∧ ϕ0(g) ∧ ∃h1 ∃h2 (h1fh
−1
1 = f
∗
2 ∧ h2gh
−1
2 = f
∗
2 )
∧ f∗9 f = f ∧ f
∗
9 g = g ∧ ∃h (ff
∗
14 = f
∗
14h ∧ hf
∗
9 = f
∗
9hf
∗
9 ∧ hf = g)
says that
1. f and g are conjugate to f∗2 ;
2. Rng f,Rng g ⊂ B3;
3. ∃h (h ◦ f∗14 = f
∗
14 ◦ h ∧ Rng h|B3 ⊆ B3 ∧ h ◦ f = g).
If f and g are conjugate to f∗2 , f(a
m
〈0,0〉) = a
m
〈αm,βm〉, and g(a
m
〈0,0〉) = τ
m(am〈αm1 ,βm1 〉
, . . . , am〈αm
km
,βm
km
〉), then
f ≤ g if and only if βm ≤ βm1 , . . . , β
m ≤ βmkm .
The formula ϕ2(f, f
∗
1 , . . . , f
∗
14) says that
1. Rng f |B2 ⊆ B3; Rng f |B5 ⊆ B4; Rng f |B0 ⊆ B1; Rng f |B6 ⊆ B7;
2. for every g satisfying the formula ϕ0(g) and conjugate to f∗2 from Rng g ⊆ B2 it follows that g ≤ f ◦ g;
3. f |B5 commutes with f
∗
7 , f
∗
8 , and f
∗
9 ;
4. f |B3 commutes with f
∗
3 .
The formula ϕ2(f, . . . ) holds in End(B
′) if and only if for every m ∈ ω and every β ∈ µm
f(am〈0,β〉) = τ
m(am〈αm1 ,β〉, . . . , a
m
〈αm
km
,β〉) and f(a
m
〈0,β,n〉) = τ
m(am〈αm1 ,β,n〉, . . . , a
m
〈αm
km
,β,n〉)
for some linear combination τm and ordinal numbers αm1 , . . . , α
m
km
∈ µm, which do not depends on β.
The formula ϕ3(f, f∗1 , . . . , f
∗
14) says that
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1. Rng f |B2 ⊆ B3;
2. ∃f1 (f1|B2 = f |B2 ∧ ϕ2(f1)).
The formula ϕ3(f, . . . ) holds if and only if for every m ∈ ω
f(am〈0,β〉) = τ
m(am〈γm1 ,β〉, . . . , a
m
〈γm
km
,β〉)
for every β ∈ µm and some τm; γm1 , . . . , γ
m
km
.
The formula ϕ4(f) says that
1. Rng f |B2 ⊆ B3;
2. ϕ3(f);
3. ∀g (ϕ3(g)⇒ g ◦ f5 ◦ f |B0 = f5 ◦ f ◦ f5 ◦ g|B0 ∧ f
∗
5 ◦ f ◦ f
∗
5 ◦ f |B0 = f
∗
6 ◦ f |B0 ∧ f
∗
2 ◦ f |B0 = f
∗
2 |B0 .
The formula ϕ4(f) holds if and only if for every m ∈ ω
f(am〈0,β〉) = τ
m(am〈γm1 ,β〉, . . . , a
m
〈γm
km
,β〉),
where τ is a beautiful linear combination, i.e., there exists a set γ1, . . . , γn, . . . , where γi ∈ µi is such that
f(am〈0,β〉) = a
m
〈γm,β〉
for all m ∈ ω and β ∈ µm.
Therefore we suppose that a set of µB independent projections satisfying the formula Fine(f) is fixed. This
set will also be denoted by F. In what follows we shall not distinguish the second and the third cases.
7.4 Final Rank of the Basic Subgroup Is Uncountable
Let us change the formula Fine(f) a little:
Fine(f) := [∀f ′ (Idem(f ′) ∧ f ′ϕB 6= 0⇒ f
′f 6= 0)]
∧ [∀f1 ∀f2 (Idem
∗(f1) ∧ Idem
∗(f2) ∧ o(f1) = o(f2)
∧ ∀c ∈ Z (cf1 6= 0⇒ cf1f 6= 0) ∧ ∀c ∈ Z (cf2 6= 0⇒ cff2 6= 0)⇒ f1f2 6= 0 ∧ f2f1 6= 0)]
∧ [∀ρ′ (Idem∗(ρ′)⇒ ∃f ′ (Idem∗(f ′) ∧ o(f ′) > o(ρ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′f 6= 0)))]
∧ [∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0)⇒ pf
′ 6= 0)]
∧ [∀ρ′ ∀f ′ (Idem∗(f ′) ∧ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′fB 6= 0) ∧ o(f
′) = o(ρ′)
⇒ ∀f (Idem∗(f) ∧ ∀c ∈ Z (cf 6= 0⇒ cffB 6= 0) ∧ o(f) > o(ρ
′)⇒ o(f) > o(ρ′)2))].
The first part of the formula, which is enclosed in square brackets, postulates fA ⊂ ϕBA = B. The second part,
which is enclosed in square brackets, states that the image of fA contains at most one cyclic direct summand
of one order. The third part states that the orders of direct summands of fA are unbounded. The fourth part
states that the cyclic summand of fA of the smallest order has order greater than p (i.e., at least not smaller
than p2). Finally, the fifth part states that for every direct cyclic summand in fA of order pk the next cyclic
summand of greater order has order greater than p2k.
We shall again write the formula Ins(ψ) from the case 1 from Sec. 7.4, which says that
1. for every group fA, where f ∈ F, there exists a direct cyclic summand of the smallest order such that the
action of ψ on it is multiplication by p;
2. for every natural i and every f ∈ F there exists a direct cyclic summand 〈ai〉 ⊂ fA of order p
ni such that
the action of ψ on it is multiplication by pi.
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Let us fix some endomorphism Ψ that satisfies the formula Intr(Ψ).
Further, fix an endomorphism Γ: B′ → B′ that for every f ∈ F satisfies the following conditions:
1. fΓf = fΓ = Γf , i.e., the endomorphism Γ maps fA into fA;
2. ∀ρ (Idem∗(ρ) ∧ ρf = ρ ∧ ∀ρ′ (Idem∗(ρ′) ∧ ρ′f = ρ′ ⇒ o(ρ′) ≥ o(ρ))⇒ Γρ = 0), i.e., the endomorphism Γ
maps a cyclic summand of the smallest order of fA into zero;
3. ∀ρ1 (Idem
∗(ρ1) ∧ ρ1f = ρ1 ⇒ ∃ρ2 (Idem
∗(ρ2) ∧ ρ2f = ρ2 ∧ o(ρ1) < o(ρ2) ∧ ∀ρ (Idem
∗(ρ) ∧ ρf = ρ ⇒
¬(o(ρ) > o(ρ1) ∧ o(ρ) < o(ρ2))) ∧ ρ1Γρ2 = Γρ2 ∧ ∀c ∈ Z (cρ1 6= 0 ⇒ cρ1Γρ2 6= 0))); this means that
Γ maps every generator ai of a cyclic direct summand of the group fA (isomorphic to Z(pni)) into the
generator ai−1 of a cyclic direct summand of fA (isomorphic to Z(pni−1)).
This endomorphism gives us a correspondence between generators of cyclic summands in the group fA, for
every f ∈ F. We shall assume that it is fixed.
At first, suppose for simplicity that the final rank of a basic subgroup of A coincides with its rank, and
that it is uncountable. Then |A| = |B| = µ. We suppose that the set F of µ independent projections on direct
summands of the group B, isomorphic to ⊕
i∈ω
Z(pni),
where the sequence (ni) is such that n1 ≥ 2, ni+1 > 2ni, is fixed. Let us fix f ∈ F and interpret the group A
on f .
Let us consider the set Endf of all homomorphisms h : fA→ A that satisfy the following condition:
∃ρ(Idem∗(ρ) ∧ ∃c ∈ Z (Ψρ = cρ) ∧ ρf = ρ
∧ ∀ρ′ (Idem∗(ρ′) ∧ ∃c ∈ Z (Ψρ′ = cρ′) ∧ ρ′f = ρ′ ∧ (o(ρ′) < o(ρ) ∨ o(ρ′) > o(ρ))⇒ hρ′ = 0)
∧ ∀c ∈ Z (Ψρ = cρ⇒ pchρ = 0)).
This condition means that
1. there exists such i ∈ ω that h(ak) = 0 for every k 6= i;
2. o(h(ai)) ≤ p
i.
Naturally, two such homomorphisms h1 and h2 are said to be equivalent if h1(ai) = h2(aj) 6= 0 for some
i, j ∈ ω.
Therefore two homomorphisms h1 and h2 from Endf are said to be equivalent if there exists a homomor-
phism h that satisfies the following two conditions:
1. ∀ρ (Idem∗(ρ) ∧ ρf = ρ ∧ ∃c ∈ Z (Ψρ = cρ) ∧ h1ρ 6= 0 ⇒ hρ = h1ρ) ∧ ∀ρ (Idem
∗(ρ) ∧ ρf = ρ ∧ ∃c ∈
Z (Ψρ = cρ) ∧ h2ρ 6= 0 ⇒ hρ = h2ρ); this means that the homomorphism h coincides with h1 on the
element ai that satisfies h1(ai) 6= 0, and it coincides with h2 on the element aj that satisfies h2(aj) 6= 0;
2. ∀ρ (Idem∗(ρ) ∧ ρf = ρ ∧ ∃c ∈ Z (Ψρ = cρ) ∧ ∃ρ1 ∃ρ2 (Idem
∗(ρ1) ∧ Idem
∗(ρ2) ∧ ρ1f = ρ1 ∧ ρ2f = ρ2 ∧
∃c1 ∈ Z (Ψρ1 = c1ρ1) ∧ ∃c2 ∈ Z (Ψρ2 = c2ρ2) ∧ h1ρ1 6= 0 ∧ h2ρ2 6= 0 ∧ o(ρ) > o(ρ1) ∧ o(ρ) ≤ o(ρ2)) ⇒
hΓρ = hρ); this means that h(aj) = h(aj−1) = · · · = h(ai+1) = h(ai).
Thus h1(ai) = h(ai) = h(aj) = h2(aj), which is what we need.
If we factorize the set Endf by this equivalence, we shall obtain the set E˜ndf . A bijection between this set
and the group A is easy to establish. We only need to introduce addition. Namely,
(h3 = h1 ⊕ h2) := ∃h
′
1 ∃h
′
2 (h
′
1 ∼ h1 ∧ h
′
2 ∼ h2
∧ h3 = h1 + h2 ∧ ∀ρ (Idem
∗(ρ) ∧ ρf = ρ ∧ ∀c ∈ Z (Ψρ = cρ)⇒ (h1ρ = 0⇔ h2ρ = 0))).
We have interpreted the group A for every f ∈ F, and so we can prove the main theorem for this case.
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Proposition 2. Suppose that p-groups A1 and A2 are direct sums D1 ⊕ G1 and D1 ⊕ G2, where the groups
D1 and D2 are divisible, the groups G1 and G2 are reduced and unbounded, |D1| ≤ |G1|, |D2| ≤ |G2|, B1 and B2
are basic subgroups of the groups A1 and A2, respectively, and the final ranks of the groups B1 and B2 coincide
with their ranks and are uncountable. Then elementary equivalence of the rings End(A1) and End(A2) implies
equivalence of the groups A1 and A2 in the language L2.
Proof. As usual, we shall consider an arbitrary sentence ψ of the second order group language and show an
algorithm which translates this sentence ψ to the sentence ψ˜ of the first order ring language such that ψ˜ holds
in End(A) if and only if ψ holds in A.
Consider the formula
Min(f) := f ∈ F ∧ ∀f ′ (f ′ ∈ F⇒ ∀c ∀ρ′ ∀ρ (c ∈ Z ∧ Idem∗(ρ′) ∧ Idem∗(ρ)
∧ ρf = ρ ∧ ρ′f ′ = ρ′ ∧ Ψρ′ = cρ′ ∧ Ψρ = cρ⇒ o(ρ) ≤ o(ρ′))).
This formula gives us a summand f(A) in B such that for every i ∈ ω the number ni(f) is minimal among all
ni(f
′) for f ′ ∈ F.
Consider the formula
Basic(Λ) := ∃f (f ∈ F ∧Min(f) ∧ ∀f ′ ∀c ∀ρ′ (f ′ ∈ F ∧ c ∈ Z ∧ Idem∗(ρ′) ∧ ρ′f ′ = ρ′
∧ Ψρ′ = cρ′ ⇒ ∃ρ (Idem∗(ρ) ∧ ρf = ρ ∧ Ψρ = cρ ∧ ρΛρ′ = Λρ′ ∧ ∀c′ ∈ Z (cρ 6= 0⇒ cρΛρ′ 6= 0)))).
This formula defines an endomorphism Λ that maps ait to a
i
0 for every i ∈ ω and every t ∈ µ. The correspond-
ing f0 will be denoted by fmin.
Translate the sentence ψ to the sentence
ψ˜ := ∃g¯ ∃Γ ∃Ψ ∃Λ ∃fmin ∈ Fψ
′(g¯,Γ,Ψ,Λ, fmin),
where the formula ψ′(. . . ) is obtained from the sentence ψ with the help of the following translations of subfor-
mulas from ψ:
1. the subformula ∀x is translated to the subformula ∀x ∈ E˜ndfmin ;
2. the subformula ∃x is translated to the subformula ∃x ∈ E˜ndfmin ;
3. the subformula ∀Pm(v1, . . . , vm)(. . .) is translated to the subformula
∀fP1 . . . ∀f
P
m
(
∀g ∈ F
( m∧
i=1
(fPi g ∈ Endg)
)
⇒ . . .
)
;
4. the subformula ∃Pm(v1, . . . , vm)(. . .) is translated to the subformula
∃fP1 . . . ∃f
P
m
(
∀g ∈ F
( m∧
i=1
(fPi g ∈ Endg)
)
∧ . . .
)
;
5. the subformula x1 = x2 is translated to the subformula x1 ∼ x2;
6. the subformula x1 = x2 + x3 is translated to the subformula x1 ∼ x2 ⊕ x3;
7. the subformula Pm(x1, . . . , xm) is translated to the subformula
∃g ∈ F
( m∧
i=1
(fPi g) = xiΛg
)
.
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The rest of the proof is similar to the previous cases.
Now we shall consider the case where the final rank of B is greater than ω and does not coincide with the
rank of B.
In this case, A = G⊕G′, where the group G satisfies the conditions of the previous proposition, the group G′
is bounded, and its power is greater than |G|. Let |G| = µ and |A| = |G′| = µ′.
Let us define, for the group G, the set F from Proposition 2, and the set F′ of µ′ independent projections
on countably generated subgroups of the group G′, from Sec. 5.
The formula
Add(ϕ) := ∀f ′ ∈ F′ ∃f ∈ F ∀ρ′ (Idem∗(ρ′) ∧ ρ′f ′ = ρ′ ⇒ ∃ρ (Idem∗(ρ) ∧ ρf = ρ ∧ ϕρ′ = ρϕρ′ 6= 0))
defines a functions from the set F′ onto the set F.
Proposition 3. Suppose that p-groups A1 and A2 are direct sums D1 ⊕ G1 and D1 ⊕ G2, where the groups
D1 and D2 are divisible, the groups G1 and G2 are reduced and unbounded, |D1| < |G1|, |D2| < |G2|, B1 and B2
are basic subgroups of the groups A1 and A2, respectively, and the final ranks of the groups B1 and B2 do not
coincide with their ranks and are uncountable. Then elementary equivalence of the rings End(A1) and End(A2)
implies equivalence of the groups A1 and A2 in the language L2.
Proof. We only write an algorithm of translation. Let us translate the sentence ψ to the sentence
ψ˜ := ∃g¯ ∃Γ ∃Ψ ∃Λ ∃fmin ∈ F ∃g¯1 . . . ∃g¯k ∃g¯
′ ∃g˜ ∈ F′ψ′(g¯,Γ,Ψ,Λ, fmin),
where the formula ψ′(. . .) is obtained from the sentence ψ with the help of the following translations of subfor-
mulas from ψ:
1. the subformula ∀x is translated to the subformula ∀x ∈ E˜ndfmin ∀x
′ ∈ E˜ndg˜;
2. the subformula ∃x is translated to the subformula ∃x ∈ E˜ndfmin ∃x
′ ∈ E˜ndg˜;
3. the subformula ∀Pm(v1, . . . , vm)(. . .) is translated to the subformula
∀fP1 . . . ∀f
P
m ∀f
P
1
′
. . . ∀fPm
′
∀ϕP1 . . .∀ϕ
P
m
( m∧
i=1
Add(ϕPi )
∧ ∀g ∈ F
( m∧
i=1
fPi g ∈ Endg
)
∧ ∀g ∈ F′
( m∧
i=1
fPi
′
g ∈ Endg
)
⇒ . . .
)
;
4. the subformula ∃Pm(v1, . . . , vm)(. . .) is translated to the subformula
∃fP1 . . . ∃f
P
m ∃f
P
1
′
. . . ∃fPm
′
∃ϕP1 . . .∃ϕ
P
m
( m∧
i=1
Add(ϕPi )
∧ ∀g ∈ F
( m∧
i=1
fPi g ∈ Endg
)
∧ ∀g ∈ F′
( m∧
i=1
fPi
′
g ∈ Endg
)
∧ . . .
)
;
5. the subformula x1 = x2 is translated to the subformula x1 ∼ x2 ∧ x
′
1 ∼ x
′
2;
6. the subformula x1 = x2 + x3 is translated to the subformula x1 ∼ x2 ⊕ x3 ∧ x
′
1 ∼ x
′
2 ⊕ x
′
3;
7. the subformula Pm(x1, . . . , xm) is translated to the subformula
∃g ∈ F ∃g′ ∈ F′
( m∧
i=1
(ϕPi (g
′) = g ∧ fPi g = xiΛg ∧ f
P
i
′
g′ = x′ig˜h)
)
.
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7.5 The Countable Restriction of the Second Order Theory of the Group in the
Case Where the Rank of the Basic Subgroup Is Countable
Let the group A have a countable basic subgroup B. As above, we suppose that an endomorphism ϕB with the
image B is fixed.
Further, we suppose that an endomorphism fB considered in the case 1 in Sec. 7.3 and an endomorphism Ψ
satisfying the formula Ins(Ψ) from the same section are fixed. As we remember,
B = ϕB(A) ⊃ B
′ = fB(A) ∼=
⊕
i∈ω
Z(pni),
where n0 ≥ 2, ni+1 > 2ni. Generators of cyclic summands of fB(A), where Ψ(ai) = p
iai, will be denoted by ai
(i ∈ ω).
Further, as in Sec. 7.4, we fix a homomorphism Γ: B′ → B′ satisfying the conditions
1. ∀f (Idem∗(f) ∧ ∀c ∈ Z (cf 6= 0⇒ cffB 6= 0)⇒ fΓf = fΓ = Γf), i.e., f ∈ End(B
′);
2. ∀ρ (Idem∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0 ⇒ cρfB 6= 0) ∧ ∀ρ
′ (Idem∗(ρ′) ∧ ∀c ∈ Z (cρ′ 6= 0 ⇒ cρ′fB 6= 0)⇒ o(ρ
′) ≥
o(ρ)) ⇒ Γρ = 0), i.e., the endomorphism Γ maps a cyclic summand of the smallest order (in the group)
into 0;
3. ∀ρ1 (Idem
∗(ρ1) ∧ ∀c ∈ Z (ρ1 6= 0 ⇒ cρ1fB 6= 0) ⇒ ∃ρ2 (Idem
∗(ρ2) ∧ ∀c ∈ Z (cρ2 6= 0 ⇒ cρ2fB 6= 0) ∧
o(ρ1) < o(ρ2) ∧ ∀ρ (Idem
∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0 ⇒ cρfB 6= 0) ⇒ ¬(o(ρ) > o(ρ2) ∧ o(ρ) < o(ρ2))) ∧
ρ1Γ = Γρ2 = ρ1Γρ2 ∧ ∀c ∈ Z (cρ1 6= 0⇒ cρ1Γρ2 6= 0))), i.e., Γ maps every generator ai of a cyclic direct
summand of the group B′ (isomorphic to Z(pni)) into the generator ai−1 of a cyclic direct summand
(isomorphic to Z(pni−1)).
It is clear that for interpretation of the group A for our function fB we can use the sets EndfB and E˜ndfB
from the previous subsection. Therefore, every element a ∈ A is mapped to a class of homomorphisms g : B′ → A
satisfying the conditions g(ai) = a and g(aj) = 0 if j 6= i, where i is such that p
i ≥ o(a).
Now suppose that we want to interpret some set X = {xi}i∈I ⊂ A, where |X | ≤ ω, in the ring End(A). It
is clear that there exists a sequence (ki), i ∈ I, and a homomorphism h : B
′ → A such that
h(aki)xi, i ∈ I,
and o(xi) ≤ p
ki . The set {xi} is uniquely defined by the homomorphism h and the sequence (ki). Therefore,
every set {xi} can be mapped to a pair of endomorphisms consisting of a projection onto the subgroup 〈{aki |
i ∈ I}〉 and a homomorphism h.
Similarly, every n-place relation in A is mapped to a projection on 〈{aki | i ∈ I}〉 and an n-tuple of
homomorphisms h1, . . . , hn.
Introduce the formulas
Proj(ρ) := ∀ρ′ (Idem∗(ρ′) ∧ ∀c ∈ Z (cρ′ 6= 0⇒ cρ′ρ 6= 0)
⇒ ∀c ∈ Z (cρ′ 6= 0⇒ cρ′fB 6= 0) ∧ ∃ρ
′′ (Idem∗(ρ′′) ∧ ∀c ∈ Z (cρ′′ 6= 0⇒ cρ′′ρ 6= 0)
∧ o(ρ′′) = o(ρ′) ∧ ∃c ∈ Z (Ψρ′′ = cρ′′)) ∧ ∃c ∈ Z (Ψρ′ = cρ′))
(a projection on a direct summand in B′, generated by {aki | i ∈ I}) and
Hom(h) := ∀ρ′ (Idem∗(ρ′) ∧ ∀c ∈ Z (cρ′ 6= 0⇒ cρ′fB 6= 0)⇒ ∃c ∈ Z (Ψρ
′ = cρ′ ⇒ pchρ′ = 0)).
Now we are ready to prove the following proposition.
Proposition 4. Let p-groups A1 and A2 be unbounded and have countable basic subgroups. Then End(A1) ≡
End(A2) implies Th
ω
2 (A1) = Th
ω
2 (A2).
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Proof. Suppose that we have a sentence ψ ∈ Thω2 (A1). Then for every predicate variable Pn(v1, . . . , vn) included
in ψ, the set {〈a1, . . . , an〉 ∈ A
n | P (a1, . . . , an)} is at most countable.
We shall show a translation of the sentence ψ into the first order sentence ψ˜ ∈ Th1(End(A1)).
Let us translate the sentence ψ to the sentence
ψ˜ = ∃ϕB ∃fB ∃Ψ ∃Γψ
′(ϕB, fB,Ψ,Γ),
where the formula ψ′(. . .) is obtained from the sentence ψ with the help of the following translations of subfor-
mulas from ψ:
1. the subformula ∀x is translated to the subformula ∀x ∈ E˜ndfB ;
2. the subformula ∃x is translated to the subformula ∃x ∈ E˜ndfB ;
3. the subformula ∀Pm(v1, . . . , vm)(. . .) is translated to the subformula
∀ρP ∀hP1 . . . ∀h
P
m (Proj(ρ
P ) ∧ Hom(hP1 ) ∧ · · · ∧ Hom(h
P
m)⇒ . . .);
4. the subformula ∃Pm(v1, . . . , vm)(. . .) is translated to the subformula
∃ρP ∃hP1 . . . ∃h
P
m (Proj(ρ
P ) ∧ Hom(hP1 ) ∧ · · · ∧ Hom(h
P
m) ∧ . . .);
5. the subformula x1 = x2 is translated to the subformula x1 ∼ x2;
6. the subformula x1 = x2 + x3 is translated to the subformula x1 ∼ x2 ⊕ x3;
7. the subformula Pm(x1, . . . , xm) is translated to the subformula
∃ρ (Idem∗(ρ) ∧ ρρP = ρ ∧ ∃c ∈ Z (Ψρ = cρ) ∧ hP1 ρ = x1 ∧ · · · ∧ h
P
mρ = xm),
i.e., there exists a cyclic summand 〈aki〉 in B
′ such that i ∈ I and h1(aki) = x1, . . . , hm(aki) = xm.
7.6 The Final Rank of the Basic Subgroup Is Equal to ω and Does Not Coincide
with Its Rank
As above, we suppose that A = D⊕G, where the group D is divisible, the group G is reduced and unbounded,
and |D| < |G|. Let a basic subgroup B¯ of A (and of G) have the form B ⊕ B′, where |B′| = |B¯|, |B| = ω, and
B′ is bounded.
Note that from |D| < |G| it follows that |D| ≤ ω, because we assume the continuum-hypothesis, which
implies |B′| = |B¯| = ω1 = 2
ω = c.
The condition |D| ≤ ω means that if the groups A1 = D1 ⊕G1 and A2 = D2 ⊕G2 have the described type
and End(A1) ≡ End(A2), then D1 ∼= D2, and in order to prove A1 ≡L2 A2 we only need to prove G1 ≡L2 G2
(with the condition that an endomorphism between D and G is fixed, see Proposition 3).
Therefore for simplicity of arguments we suppose that the group A is reduced, i.e., A = G and D = 0.
We fix an endomorphism ϕB with the image B. Further, let us fix an endomorphism fB with the image B
′
which is a direct summand in B isomorphic to ⊕
i∈ω
Z(pni),
where n0 ≥ 2, ni+1 > 2ni.
Naturally, we also suppose that endomorphisms Ψ and Γ, described in Secs. 7.3 and 7.5, are fixed.
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Let ρ1 and ρ2 be indecomposable projections onto cyclic direct summands of the group B
′ satisfying the
formulas ∃c ∈ Z (Ψρ1 = cρ1) ∧ ∃c ∈ Z (Ψρ2 = cρ2) and o(ρ1) > o(ρ2). Then we shall write γ ∈ 〈Γ〉ρ1,ρ2 if an
endomorphism γ satisfies the formula
∃γ′ (γ′ρ2 = ρ2 ∧ ∀ρ (Idem
∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0⇒ cρfB 6= 0)
∧ ∃c ∈ Z (Ψρ = cρ) ∧ o(ρ) ≤ o(ρ1) ∧ o(ρ) > o(ρ2)⇒ γ
′ρ = γ′Γρ) ∧ γρ1 = γ
′ρ1).
This formula means that there exists an endomorphism γ′ : B′ → B′ such that, if ai is a generator in ρ2A and
ai+k is a generator in ρ1A, then we have
1. γ′(ai) = ai;
2. ∀i ∈ {1, . . . , k} γ′(ai+k) = γ
′(ai+k−1) = · · · = γ
′(ai+1) = γ
′(ai) = ai.
Further, γ(ai+k) = γ
′(ai+k) = ai. Thus, we have γ(ai+k) = ai.
Now consider the formula
Onto(Λ) :=
[
∀ρ¯ ∀c¯
(
Idem∗(ρ¯) ∧ ∀c ∈ Z (cρ¯ 6= 0⇒ cρ¯ϕB 6= 0)
∧ c¯ ∈ Z ∧ c¯ρ¯ 6= 0⇒ ∃ρ1 . . . ∃ρp−1
(( p−1∧
i,j=1
ρiρj = ρjρi = 0
)
∧ Idem∗(ρ1) ∧ · · · ∧ Idem
∗(ρp−1)
∧
( p−1∧
i=1
∀c ∈ Z (cρi 6= 0⇒ cρifB 6= 0)
)
∧
( p−1∧
i=1
∃c ∈ Z (Ψρi = cρi)
)
∧
( p−1∧
i=1
c¯ρ¯Λρi 6= 0
)
∧
( p−1∧
i=1
∀c ∈ Z (cc¯ρ¯ 6= 0⇒ cc¯ρ¯Λρi 6= 0)
)
∧
( p−1∧
i,j=1; i6=j
o(ρi) > o(ρj)⇒ ∀γ ∈ 〈Γ〉ρi,ρj (Λγρi 6= Λρi)
)))]
∧ [Hom(Λ)] ∧ [∀ρ1 ∀ρ2 (Idem
∗(ρ1) ∧ Idem
∗(ρ2)
∧ ∀c ∈ Z (cρ1 6= 0⇒ cρ1fB 6= 0) ∧ ∀c ∈ Z (cρ2 6= 0⇒ cρ2fB 6= 0)
∧ ∃c ∈ Z (Ψρ1 = cρ1) ∧ ∃c ∈ Z (Ψρ2 = cρ2) ∧ o(ρ1) ≥ o(ρ2)
⇒ ∃ρ3(Idem
∗(ρ3) ∧ ∀c ∈ Z (cρ3 6= 0⇒ cρ3fB 6= 0) ∧ ∃c ∈ Z (Ψρ3 = cρ3)
∧ ((o(ρ3) > o(ρ1) ∧ o(ρ3) > o(ρ2) ∧ ∃γ1 ∈ 〈Γ〉ρ3,ρ1 ∃γ2 ∈ 〈Γ〉ρ3,ρ2 (Λρ3 = Λγ1ρ3 + Λγ2ρ3))
∨ (o(ρ3) < o(ρ1) ∧ o(ρ3) < o(ρ2) ∧ ∃γ2 ∈ 〈Γ〉ρ1,ρ2 ∃γ3 ∈ 〈Γ〉ρ1,ρ3 (Λγ3ρ1 = Λρ1 + Λγ2ρ1))
∨ (o(ρ3) < o(ρ1) ∧ o(ρ3) > o(ρ2) ∧ ∃γ2 ∈ 〈Γ〉ρ1,ρ2 ∃γ3 ∈ 〈Γ〉ρ1,ρ3 (Λγ3ρ1 = Λγ1 + Λγ2ρ1)))))]
∧ [∀ρ1ρ2(Idem
∗(ρ1) ∧ Idem
∗(ρ2) ∧ ∀c ∈ Z (cρ1 6= 0⇒ cρ1fB 6= 0)
∧ ∀c ∈ Z (cρ2 6= 0⇒ cρ2fB 6= 0) ∧ ∃c ∈ Z (Ψρ1 = cρ1) ∧ ∃c ∈ Z (Ψρ2 = cρ2)
∧ o(ρ1) > o(ρ2)⇒ ∃ρ (Idem
∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0⇒ cρϕB 6= 0) ∧ ρΛρ2 6= 0)
∧ ∀γ ∈ 〈Γ〉ρ1,ρ2 (Λρ1 6= Λγρ1))].
The first condition in brackets means that for every generator b of the cyclic direct summand 〈b〉 of the
group B and for every integer p-adic number c there exist at least p − 1 numbers i1, . . . , ip−1 ∈ ω such that
Λ(aik) = ξkc · b, where ξk are distinct and not divisible by p, ξkc · b 6= ξlc · b for all k 6= l.
The following conditions mean that for any ai and aj there exists ak such that Λ(ak) = Λ(a) + Λ(aj).
Therefore the endomorphism Λ is an epimorphism B′ → B.
The last condition in brackets means that Λ induces a bijection between the set {ai | i ∈ ω} and the group B,
with the condition o(Λ(ai)) ≤ p
i.
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Let us fix an endomorphism Λ.
Now recall that we have a bounded group B′ of some uncountable power µ that has a definable set F = F(g¯)
consisting of µ independent indecomposable projections onto direct summands of the group B′, and a set
F′ = F′(g¯′) consisting of µ independent projections onto countably generated direct summands of the group B′,
and for every f ∈ F′ the set consisting of ft ∈ F such that ftA is a direct summand in fA is countable. Denote
the subset {ft ∈ F | ftA ⊂ fA} of F by Ff . It is clear that the set Ff is definable.
Let us fix endomorphisms Π1 and Π2 introducing the order on the set f(A), where f ∈ F:
Order(Π1,Π2) := ∀f ∈ F (∃!f0 ∈ Ff (Π2f0 = 0 ∧
∧ ∀f1 (f1 ∈ Ff ∧ f1 6= f0 ⇒ ∃f2 ∈ Ff (f1 6= f2 ∧
∧ f2Π2 = Π2f1 = f2Π2f1 ∧ ∀c ∈ Z (cf1 6= 0⇒ cΠ2f1 6= 0) ∧
∧ f1Π1 = Π1f2 = f1Π1f2 ∧ ∀c ∈ Z (cf2 6= 0⇒ cΠ1f2 6= 0)) ∧
∧ ∀f1 ∀f2 ∈ Ff
(
f1 6= f2 ⇒
2∧
i=1
∀f3, f4 ∈ Ff
(f3Πif1 = f3Πi = Πf1 6= 0 ∧ f4Πif2 = f4Πif2 = f4Πi = Πif2 6= 0⇒ f3 6= f4)
)
∧
∧ ∀f1 ∈ Ff ∃f2 ∈ Ff (Π2f2 = f1Π2 = f1Π2f2 6= 0) ∧ ∀f1 ∈ Ff (Π2Π1f = f ∧
∧ ∀f ′ (Idem∗(f ′) ∧ f ′f = f ′ ∧ Fin(f ′) ∧ f ′ 6= 0⇒
⇒ ∃f1, f2 ∈ Ff (f1f = f1 ∧ f2f = f2 ∧ f2Π2 = f2Π2f1 = Π2f1 6= 0)))))).
Up to the order Π1 we can suppose that for every ft ∈ F (t ∈ µ) we have a basis in ft(A) consisting of f
0
t , f
1
t , . . . ,
where Π1(f
i
tA) = f
i+1
t A.
Now let us write the conditions for the homomorphism ∆.
1. For every function f ∈ F we shall introduce (by a formula) a function
ρon,f : B
′ → ftA
such that
ρon,f(ai) = f
i
t
for all natural i.
The condition for the homomorphism ∆ now has the form
∀f ∈ F ∃β (Hom(β) ∧ (1) ∧ (2) ∧ (3) ∧ (4)),
where
(1) ∀ρ (Idem∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0 ⇒ cρfB 6= 0) ∧ ∃c ∈ Z (Ψρ = cρ) ⇒ ∀c ∈ Z (Ψρ = cρ ⇒ cβρ 6= 0 ∧
pcβρ 6= 0)), and this means that o(β(ai)) = p
i;
(2) ∀ρ ∀ρ′ (Idem∗(ρ) ∧ Idem∗(ρ′) ∧ ∀c ∈ Z (cρ 6= 0 ⇒ cρfB 6= 0) ∧ ∀c ∈ Z (cρ
′ 6= 0 ⇒ cρ′ϕB 6= 0)
∃c ∈ Z (Ψρ = cρ)⇒ ¬(ρ′βρ = βρ)), and this means that β(ai) /∈ B;
(3) ∀ρ (Idem∗(ρ) ∧ ∀c ∈ Z (cρ 6= 0⇒ cρfB 6= 0) ∧ ∃c ∈ Z (Ψρ = cρ)⇒ pβρ = pβ(Γρ) + Λ∆ρon,fρ), and this
means that pβ(ai) = ρ(ai−1) + Λ∆(f
i
t );
(4) ∀c ∈ Z (cΛ∆ρon,fρ 6= 0⇒ cβρ 6= 0), and this means that o(Λ∆(f
i
t )) ≤ p
i.
This condition means that for every ft, where t ∈ µ, ∆ is a mapping from {f
i
t | i ∈ ω} into {ai | i ∈ ω} such
that there is a sequence c1,t, . . . , cm,t, · · · ∈ A such that ci,t /∈ B, o(ci,t) = p
i, pci,t = ci−1,t+ bi,t, where bi,t ∈ B,
bi,t = β(∆(f
i
t )), and o(bi,t) ≤ p
i.
As we know, such a sequence can be considered as a sequence of the elements of a quasibasis of A, and it
can be assumed to be uniquely defined with the help of the sequence
(bi,t | i ∈ ω, bi,t = β(∆(f
i
tA))).
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An endomorphism β is uniquely defined by every f ∈ F, for abbreviation we shall write Quasif (β).
2. Every set of elements from Γ gives us a set of sequences of elements of the quasibasis
{ft | t ∈ J} ↔ {(c1,t, . . . , ci,t, . . . ) | t ∈ J} = CJ ,
and the set CJ gives us a linear space C¯J = 〈CJ 〉 such that we can determine whether some sequence belongs to
this linear space or not. We do not want to write the formulas, because they are too complicated, but we shall
write only conditions: (a) every existing sequence belongs to C¯I ; (b) linear spaces 〈CJ1〉 and 〈CJ2〉 (J1∩J2 = ∅)
intersect by B.
Therefore, our homomorphism ∆ is a bijection between the set {f it | t ∈ I} and the quasibasis {cit | i ∈
ω, t ∈ µ} of the group A. We assume that ∆ is fixed.
Now we can interpret the second order theory of the group A. We shall do the following.
In addition to the set F, consisting of µ independent projections onto countably generated direct summands
of B, we shall also consider a similar set G with the only additional condition that for every g ∈ G we shall
select one fixed projection g0 onto a countably generated direct summand g0A of gA such that if gA = g0A⊕A
′,
then A′ is also countably generated.
Let us fix some g ∈ G and consider a homomorphism h such that h(g0A) ∈ 〈ai〉 for some i ∈ ω, and if
gt ∈ Gg \G
0
g, then either h(gtA) ⊂ fA for some f ∈ F or h(g) = 0.
Let the image h under gA be finitely generated and the inverse image of every f ∈ F contain at most p− 1
elements of Gg.
Then every such h is mapped to an element from A as follows: if h on Gg \ G
0
g is a finite subset F of
{git | t ∈ µ, i ∈ ω}, and h(g
0
t ) = ak, then we obtain an element∑
fit∈F
αticit + b,
where αit is the multiplicity of the inverse image of f
i
t and b = Λ(ak).
It is clear that, as above, for such a mapping h we can write h ∈ Endg. Two elements h1, h2 ∈ Endg are said
to be equivalent if there exists an automorphism α of the group gA substituting elements of Gg and replacing
g0 ∈ G
0
g such that h1α and h2 coincide. As usual, the set Endg factorized by such an equivalence is denoted
by E˜ndg. Addition on the set E˜ndg is obvious: the images of an element g0 are added, the number of inverse
images of every fit is added, and, if it is greater than p− 1, then we have an excess of p of inverse images of fit,
and we add one more inverse image of fi−1,t and we add the known bit = β(∆(fit)) to the image of g0.
The rest of the proof is similar to the previous cases, because we have µ independent elements gt ∈ G and
for each of them we can interpret the theory Th(A).
8 The Main Theorem
We recall (see Sec. 4.2) that if A = D ⊕G, where D is divisible and G is reduced, then the expressible rank of
the group A is the cardinal number
rexp = µ = max(µD, µG),
where µD is the rank of D, and µG is the rank of a basic subgroup of G.
Theorem 1. For any infinite p-groups A1 and A2 elementary equivalence of endomorphism rings End(A1)
and End(A2) implies coincidence of the second order theories Th
rexp(A1)
2 (A1) and Th
rexp(A2)
2 (A2) of the groups
A1 and A2, bounded by the cardinal numbers rexp(A1) and rexp(A2), respectively.
Proof. Since the rings End(A1) and End(A2) are elementary equivalent, they satisfy the same first order sen-
tences. If in the ring End(A1) for some natural k the sentence
∀x (pkx = 0) ∧ ∃x (pk−1x 6= 0)
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holds, then the group A1 is bounded and the maximum of the orders of its elements is equal to p
k. It is clear
that in this case the same holds also for the group A2, and the theorem follows from Proposition 1 (Sec. 5.4).
Now suppose that neither the group A1, nor the group A2 is bounded. Let for some natural k the sentence
ψpk (from Sec. 4.4) hold in the ring End(A1).
Then this sentence holds also in the ring End(A2), and therefore the groups A1 and A2 are direct sums
D1 ⊕G1 and D2 ⊕ G2, respectively, where the groups D1 and D2 are divisible and the groups G1 and G2 are
bounded by the number pk. Further, the sentence ψpk fixes the projections ρD and ρG on the groups D and G,
respectively. If ρG = 0, then the groups A1 and A2 are divisible and in this case the theorem follows from
Proposition 2.
Let the rings End(A1) and End(A2) satisfy the sentence
ψ˜2pk := ∃ρD ∃ρG (ψpk(ρD, ρG) ∧ ∃h (ρDhρG = hρG
∧ ∀ρ1 ∀ρ2 (Idem
∗(ρ1) ∧ Idem
∗(ρ2) ∧ ρ1ρG = ρ1 ∧ ρ2ρG = ρ2 ∧ ρ1ρ2 = ρ2ρ1 = 0
⇒ ∃ρ′1 ∃ρ
′
2 (Idem
∗(ρ′1) ∧ Idem
∗(ρ′2) ∧ ρ
′
1ρD = ρ
′
1 ∧ ρ
′
2ρD = ρ
′
2
∧ ρ′1ρ
′
2 = ρ
′
2ρ
′
1 = 0 ∧ ρ
′
1hρ1 = hρ1 6= 0 ∧ ρ
′
2hρ2 = hρ2 6= 0)))).
This sentence (in addition to the conditions of the sentence ψpk) says that there exists an endomorphism h of
the group A such that h maps G into D and any two independent cyclic summands ρ1A and ρ2A of the group G
are mapped into independent quasicyclic summands ρ′1A and ρ
′
2A of D, i.e., there exists an embedding of G
into the group D. This implies that |G| ≤ |D|, i.e., if the sentence ψ2
pk
holds in End(A1) and End(A2), then
the groups A1 and A2 are isomorphic to direct sums D1⊕G1 and D2⊕G2, where |D1| ≥ |G1| and |D2| ≥ |G2|.
In this case, the theorem follows from Proposition 3.
If the sentence ψpk holds in End(A1) and End(A2), but the sentence ψ
2
pk
is false, then the groups A1 and A2
are direct sums D1 ⊕ G1 and D2 ⊕ G2, where |D1| < |G1| and |D2| < |G2|. In this case, the theorem follows
from Proposition 4.
If for no natural k the sentence ψpk belongs to the theory Th(End(A1)), then for no natural k the sentence
ψpk belongs to the theory Th(End(A2)), and therefore both groups A1 and A2 have unbounded basic subgroups.
Let us consider the formula
ψ(ρD, ρG) := Idem(ρD) ∧ Idem(ρG) ∧ (ρDρG = ρGρD = 0) ∧ (ρD + ρG = 1)
∧ ∀x (ρDxρD = 0 ∨ p(ρDxρD) 6= 0) ∧ ∀ρ
′ (Idem∗(ρ′) ∧ ρ′ρG = ρ
′ ⇒ ¬(∀x (ρ′xρ′ = 0 ∨ p(ρ′xρ′) 6= 0))).
This formula says that A is the direct sum of its subgroups ρDA and ρGA, the group ρDA is divisible, and the
group ρGA is reduced.
Let us consider the sentence
ψ2 := ∃ρD ∃ρG ∃h (ψ(ρD, ρG) ∧ ρDhρG = hρG ∧ ∀ρ (Idem
∗(ρ) ∧ ρρG = ρ⇒ ∀c ∈ Z (cρ 6= 0⇒ chρ 6= 0))).
This sentence says that A is the direct sum of a divisible subgroup D = ρDA and a reduced subgroup G = ρGA,
and there exists an embedding h : G→ D. Therefore |G| ≤ |D|. If the rings End(A1) and End(A2) satisfy the
sentence ψ2, then for the groups A1 and A2 we have A1 = D1 ⊕G1, A2 = D2 ⊕G2, |D1| ≥ |G1|, |D2| ≥ |G2|,
and the theorem follows from Proposition 1.
Now suppose that the rings End(A1) and End(A2) do not satisfy the sentence ψ
2. In this case, A1 = D1⊕G1,
A2 = D2 ⊕G2, |D1| < |G1|, and |D2| < |G2|.
Recall the formulas from Sec. 7.2.
Let us consider the sentence
ψ3 := ∃ρD ∃ρG (ψ(ρD, ρG) ∧ ¬ψ
2 ∧ ∃ϕB (Base(ϕB) ∧ ∀ρ (Idem
∗(ρ)⇒ ∃ρ′ (Idem∗(ρ′) ∧ o(ρ′) > o(ρ)
∧ ∃f (Ordρ′(f) ∧ ∀f
′ (Idem∗(f ′) ∧ f ′f = f ′ ⇒ ∀c ∈ Z (cf ′ 6= 0⇒ cf ′ϕB 6= 0))
∧ ∃h (∀f1 (Idem
∗(f1) ∧ ∀c ∈ Z (cf1 6= 0⇒ cf1ϕB 6= 0)
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⇒ ∃f2 (Idem
∗(f2) ∧ f2f = f2 ∧ f1h = hf2 = f1hf2 6= 0)))))))).
This sentence says that
1. A = ρDA⊕ ρGA = D ⊕G, where D is divisible, G is reduced, and |D| < |G|;
2. ϕB is an endomorphism with the image ϕB(A) coinciding with some basic subgroup B;
3. for every natural k there exists a natural n such that in the group B there exists a direct summand (which
is a sum of cyclic groups of order pn) having the same power as the group B.
Therefore the sentence ψ3 says that the final rank of a basic subgroup of the group G coincide with its rank.
The sentence
ψ4 := ∃ϕB (Base(ϕB) ∧ ∀ρ (Idem
∗(ρ)⇒ ∀f (Ordρ(f)⇒ Fin(f) ∨ ∃h (∀f1 (Idem
∗(f1)
∧ ∀c ∈ Z (cf1 6= 0⇒ cf1ϕB 6= 0)⇒ ∃f2 (Idem
∗(f2) ∧ f2f = f2 ∧ f1h = hf2 = f1hf2 6= 0))))))
means that in a basic subgroup B for every natural n every direct summand which is a direct sum of cyclic
groups of order pn either is finite or has the same power as the group B, so the group B is countable.
Therefore if the rings End(A1) and End(A2) satisfy the sentence ψ
3 ∧ ¬ψ4, then the groups A1 and A2 are
direct sums D1 ⊕ G1 and D2 ⊕ G2, where |D1| < |G1|, |D1| < |G2|, and the final ranks of basic subgroups of
A1 and A2 coincide with their ranks and are uncountable. In this case the theorem follows from Proposition 1.
If the rings End(A1) and End(A2) satisfy the sentence ψ
3 ∧ ψ4, then their basic subgroups are countable and
in this case the theorem follows from Proposition 4. Now we have only two cases, and to separate them we shall
write the sentence
ψ5 := ∃ϕB ∃ρ¯ (Base(ϕB) ∧ Idem
∗(ρ¯) ∧ ∀ρ (Idem∗(ρ) ∧ o(ρ) > o(ρ¯)
⇒ ∀f (Ordρ(f)⇒ Fin(f) ∨ ∃h (∀f1(Idem
∗(f1) ∧ o(f1) > o(ρ)
∧ ∀c ∈ Z (cf1 6= 0⇒ cf1ϕB 6= 0)⇒ ∃f2 (Idem
∗(f2) ∧ f2f = f2 ∧ f1h = hf2 = f1hf2 6= 0)))))),
which means that there exists a number k such that in a basic subgroup B for every natural n > k, every
direct summand which is a sum of cyclic groups of order pn either is finite or has the same power as the direct
summand of the group B generated by all generators of order greater than pk.
Naturally, this means that the final rank of the group B is countable.
Now if the rings End(A1) and End(A2) satisfy the sentence ¬ψ
3 ∧ ¬ψ5, then the final ranks of basic
subgroups of A1 and A2 are uncountable and do not coincide with their ranks. In this case, the theorem follows
from Proposition 3.
If the rings End(A1) and End(A2) satisfy the sentence ¬ψ
3 ∧ ψ5, then the final ranks of basic subgroups
of A1 and A2 are countable and do not coincide with their ranks, and in this case the theorem follows from
Sec. 7.6.
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