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Abstract
We prove that for every real number α > 1 there exists an infinite word w over a finite alphabet such that α is the critical
exponent of w.
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1. Definitions
This paper is concerned with repetitions in words. We begin with some definitions.
We say a finite word z = a0a1 · · · an−1 has period t if ai = ai+t for 0 ≤ i < n− t . A fractional power is a word of
the form z = xn y, where n is an integer ≥ 1, x ∈ Σ+, and y is a proper prefix of x . Equivalently, z has an |x |-period
and |y| = |z|mod |x |. If |z| = p and |x | = q , we say that z is a (p/q)-power, or z = x p/q . Since q stands for both the
fraction’s denominator and the period, we use non-reduced fractions to denote fractional powers: for example, 10101
is a 52 -power (as well as a
5
4 -power), while 1000100010 is a
10
4 -power (as well as a
10
8 -power). If z = xn y, we call the
word x the power block. Fractional powers were introduced by Dejean [7]. Our formulation of fractional powers is
based on Brandenburg [2].
A word y is a subword of a wordw if there exist words x, z such thatw = xyz. Let α ≥ 1 be a real number. A word
w avoids α-powers (or w is α-power-free) if none of its subwords is an r -power for any rational r ≥ α; otherwise, w
contains an α-power. If no subword of w is an r -power for any rational r > α, we say that w avoids α+-powers (w
is α+-power-free). For example, the word 00110110 contains the (7/3)-power (011)7/3, but avoids (7/3)+-powers; it
also avoids α-powers for any real number α > 7/3, and contains α-powers for any real number 1 ≤ α < 7/3 . If there
exists an infinite word over an alphabet of size n that avoids α-powers, we say that α is n-avoidable; the same holds
for α+-powers. The critical exponent of an infinite word w is defined by
E(w) = sup{r ∈ Q≥1 : w contains an r -power} . (1)
By this definition, w contains α-powers for all 1 ≤ α < E(w), but avoids E(w)+-powers; it may or may not avoid
E(w)-powers. Critical exponents have been an active area of investigation; see, for example, [11,15,9,8].
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Fig. 1. Possible alignments of z and w.
Our main result is the following:
Theorem 1. Let α > 1 be a real number. Then there exists an infinite word w over some finite alphabet such that
E(w) = α.
2. Proof of the result
The strategy we use to prove Theorem 1 is as follows. For a fixed real number α > 1, let C = {pi/qi }i≥0 be a
sequence of rational numbers, where pi , qi are positive integers, such that the following conditions are satisfied:
1. 1 < pi/qi < α for all i ≥ 0;
2. the sequence {pi }i≥0 is strictly increasing;
3. limi→∞(pi/qi ) = α.
Two possible choices for C are the infinite sequence of decimal approximations of α, or the even-indexed convergents
to the continued fraction for α.
We now construct an infinite word w by concatenating building blocks of size pi , where each building block is a
(pi/qi )-power. Clearly, the critical exponent of a word thus constructed is at least α; we need to show that we can
construct such a word without creating any α+-powers.
Before turning to prove Theorem 1 in detail, we state two useful results.
Lemma 2 (Lyndon and Schu¨tzenberger [10]). Let y ∈ Σ ∗ and x, z ∈ Σ+. Then xy = yz iff there exist u, v ∈ Σ ∗
and an integer e ≥ 0 such that x = uv, z = vu, and y = (uv)eu.
Corollary 3. Suppose y ∈ Σ ∗ and x, z ∈ Σ+. If xy = yz then xyz contains a 2-power.
Proof of Theorem 1. We consider three cases:
(a) α = 2;
(b) α > 2; and
(c) 1 < α < 2.
(a) α = 2. Let µ be the Thue–Morse morphism, defined over {0, 1} by µ(0) = 01 and µ(1) = 10. Let
t = {ti }i≥0 = 01101001 · · · be the infinite Thue–Morse word, generated by iterating µ on 0 infinitely many times. It
is well known that E(t) = 2 [1,13]. Thus the theorem holds for α = 2.
(b) α > 2. Let C = {pi/qi }i≥0 be a sequence of rational numbers that satisfy conditions 1–3 above. Let t be the
Thue–Morse word over {0, 1}, and let {xi }i≥0 be the following sequence of subwords of t:
• x2i is the prefix of t of length q2i − 1;
• x2i+1 is the subword of t of length q2i+1 − 1 starting at index 1.
Define an infinite word w over the alphabet {0, 1, a, b} by
w =
∏
i≥0
(xia)pi /qi b .
We claim that E(w) = α. Since (xia)pi /qi is a (pi/qi )-power, and limi→∞(pi/qi ) = α, necessarily E(w) ≥ α. We
will show that w avoids α-powers.
First, let us consider a block of the form z = (xa)p/q , where x is a subword of t satisfying |x | = q − 1. Suppose z
contains an α-power. Then z contains some (r/s)-power w as a subword, where r, s ∈ N and r/s ≥ α > p/q . Since
r = |w| ≤ |z| = p, we get that s < q . There are three cases, which are illustrated in Fig. 1.
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Fig. 2. z for p/q ≤ 32 . (a) overlapping occurrences of v; (b) non-overlapping occurrences of v.
Case 1: w is contained in an xa block of z. Since a does not occur in x , this implies that x contains an (r/s)-power.
This is a contradiction, since x is α-power-free, being a subword of t.
Case 2: w contains at least one xa block. Then xa has an s-period, where s < q = |xa|. This is a contradiction, since
a does not occur in x .
Case 3: w is a subword of xax and contains exactly one a. Thenw can have exactly one full power block, i.e. r/s < 2.
This is a contradiction, since r/s > α > 2.
We conclude that the blocks zi := (xia)pi /qi are α-power-free for all i ≥ 0. It remains to show that no α-powers are
created by concatenating the blocks. Suppose w contains an (r/s)-power w, where r/s > α. There are two cases:
Case 1: b does not occur in w. Then w is contained in a zi block for some i . This is a contradiction, since zi is
α-power-free for all i .
Case 2: w contains a b symbol. Then every s-block of w must contain at least one b symbol, and since α > 2, w
contains at least two b’s. On the other hand, the sequence of distances between two consecutive b’s is given
by the sequence {pi }, which is strictly increasing, and so w cannot contain more than two b’s. We get that
w contains exactly two b’s. Thus s = pi for some i , 2 < r/s < 3, and w = uuv, where |u| = s, v is the
prefix of u of length r − 2s, and u contains one b symbol. Note that the last symbol of w cannot be b, since
|v| > 0. Therefore, the two letters following the b occurrences of w belong to w, and must equal the same
symbol. But by the construction of w, the letter following a b symbol is the first letter of an xi block, and two
consecutive xi ’s begin with different symbols. Again we get a contradiction.
We conclude that for α > 2, there exists an infinite word w over a 4-letter alphabet with E(w) = α. Moreover, the
construction of w is effective, provided that a suitable sequence {pi/qi } is known.
(c) 1 < α < 2. To use a construction similar to the one we used in the α > 2 case, we need an infinite word over
some finite alphabet that avoids α-powers. The existence of such a word is guaranteed for all α > 1 by a construction
of Carpi [3] and a probabilistic proof of Currie [5], and more recently, by Carpi’s proof of Dejean’s conjecture [4].
However, we cannot simply repeat the construction above with some α-power-avoiding infinite word: the fact that a
word x avoids α-powers does not guarantee that (xa)p/q , where p/q < α, will avoid α-powers as well. Consider, for
example, an irrational number α satisfying 75 < α <
3
2 . As was conjectured by Dejean [7] and proved by Pansiot [12],
7
5
+
-powers (and therefore α-powers) are 4-avoidable; yet there are no 75 -powers over Σ4 = {0, 1, 2, 3} that avoid α.
Permutations excluded, the only words in Σ 54 that avoid α are 01203, 01230 and 01231. Trying to extend each of them
into a 75 -power results in a word containing either a square or a
3
2 -power.
The reason for this is that for α < 2, the fact that a word x avoids α-powers is not enough to guarantee that (xa)p/q
avoids α-powers as well; x has to avoid α-powers as a circular word. A circular word (or a necklace) consists of a
word together with all of its cyclic shifts [5]; a circular word avoids α-powers if all its shifts avoid α-powers. In the
example above, it is easy to see that all three words have a cyclic shift that contains an α-power.
To ensure that the xi blocks avoid α-powers circularly, we use the following construction. Let v be an infinite word
over some finite alphabet Σ = {0, 1, . . . , t − 1} avoiding α. Let C = {pi/qi }n≥0 be a sequence of rational numbers
satisfying conditions 1–3. Define an alphabet Σ by Σ = {a : a ∈ Σ }. Let τ : Σ → Σ be the morphism defined by
τ(a) = a for all a ∈ Σ , and let w = τ(w) for all w ∈ Σ ∗. For all i ≥ 0, let xi be a subword of v of length qi , and let
zi = (xi xi )2pi /2qi . Then zi is a (2pi/2qi )-power. We claim that zi is α-power-free for all i . To show that, we consider
two cases: (i) pi/qi ≤ 32 , and (ii) pi/qi > 32 . For convenience, we omit the index, and refer to z = (xx)2p/2q .
(i) p/q ≤ 32 . Then z = xx y, where y ∈ Σ ∗ is the prefix of length 2p − 2q of x (Fig. 2).
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Fig. 3. z for p/q > 32 .
Suppose that z contains an α-power. Then z contains a subword that is an (r/s)-power, where r, s are integers, and
r/s ≥ α > p/q . Clearly, z is square-free; therefore 1 < r/s < 2, and z contains a subword of the form w = uv,
where |u| = s and v is the prefix of u of length r − s (Fig. 2). Since 2p = |z| > |w| = r , and r/s > p/q, we get that
s < 2q .
Since both x and x are α-power-free, and Σ ∩ Σ = ∅, u must begin within x and extend into y. Thus v must
be contained in y. We get that x contains two occurrences of v, one derived from repeating a prefix of u, and one
from repeating a prefix of x . The occurrences of v can either overlap (Fig. 2(a)) or not overlap (Fig. 2(b)), but they
cannot coincide: if they did, we would get that |u| = 2|x |, a contradiction, since s < 2q. If the occurrences of v are
overlapping, we get by Corollary 3 that x contains a square, a contradiction to x being α-power-free. Otherwise, x
contains a word of the form vu′v. Let s′ = |vu′|. Then vu′v is a (|vu′v|/s′)-power. Now, s′ ≤ |x | < |u| = s, and so
|vu′v|
s′
= s
′ + |v|
s′
= 1+ |v|
s′
> 1+ |v|
s
= |u| + |v|
s
= r
s
> α .
Again we get that x contains an α-power, a contradiction.
Example 4. p = 7, q = 5, x = 01203. Then z = 01203012030120, and it is easy to check that 1410 is the highest
power contained in z.
(ii) p/q > 32 . Then z = xxx y, where y is the prefix of x of length 2p − 3q (Fig. 3). Suppose that z contains an
α-power. Again, z is square-free, and so it contains an (r/s)-power w = uv, with p/q < r/s < 2 and s < 2q. We
have 3 cases:
1. u begins within the first x block, and v is contained in the second x block. This case is similar to the p/q ≤ 32
case.
2. u begins within x , and v is contained in y. Again, this case is similar to the p/q ≤ 32 case; this time it is x that
contains an α-power.
3. u begins within the first x block, and v contains both Σ and Σ symbols. This case is described in Fig. 3. Suppose
u begins j positions to the left of x . Since Σ ∩ Σ = ∅, v must begin j positions to the left of the y; this implies
that |u| = 2q , a contradiction, since s < 2q .
Example 5. p = 7, q = 4, x = 0120. Then z = 01200120012001, and it is easy to check that 148 is the highest power
contained in z.
It remains to concatenate the zi ’s together in a way that will not generate α-powers. We do that by padding the
zi ’s with “sufficiently long” α-power-free words over a third copy of Σ . Let Γ = {a0, . . . , at−1}, and let u be an
α-power-free infinite word over Γ . Let {uk}k≥0 be a sequence of subwords of u, and let {zik }k≥0 be a subsequence of
{zi }i≥0, where zik is a (2pik/2qik )-power. Let
w =
∞∏
k=0
zikuk = zi0u0zi1u1zi2u2 . . . .
We choose zik and uk alternately, such that |zik | < |uk | < |zik+1 | for all k; this can be done since |zi | = 2pi , and the
sequence {pi }i≥0 grows to infinity. We choose successive zik ’s to begin with different symbols, and similarly for uk’s.
We also impose some additional restrictions, which are given below.
Suppose w contains an α-power. Since the zik and uk blocks are all α-power free, and since they are defined over
different alphabets, a power greater than α would have to include at least one whole block. Since |zik | < |uk | < |zik+1 |
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Fig. 4. Possible powers in w.
for all k, w cannot contain a 2-power. Suppose w contains an (r/s)-power w = xy, where |x | = s, y is the prefix of x
of length r − s, and r/s ≥ α. Assume w starts within a block zik . Then the y part has to start within a zik+m block for
some m > 0. Since the block lengths are growing, and two successive uk’s begin with different letters, either m = 1
and |y| ≤ |zik |, or m > 1 and |y| ≤ |zik | + |uk | (Fig. 4).
If m = 1 then x contains the block uk and part of the block zik+1 ; if m > 1 then x must contain at least the blocks
uk, zik+1 , uk+1. Therefore, the following conditions suffice to ensure that r/s < α:
1. |zik |/|uk | < α − 1;
2. (|zik | + |uk |)/|zik+1 | < α − 1.
Similar arguments show that if w starts within a uk block, the following conditions imply that r/s < α:
1. |uk |/|zik+1 | < α − 1;
2. (|uk | + |zik+1 |)/|uk+1| < α − 1.
Combining these conditions, we see that in order for w to be α-power-free, it is enough to choose zik , uk as follows:
1. Let u−1 = , and let zi0 = z0.
2. Assume zik is already chosen. Choose uk such that (|uk−1| + |zik |)/|uk | < α − 1.
3. Choose zik+1 such that (|zik | + |uk |)/|zik+1 | < α − 1.
This completes the proof of the Theorem. 
3. Remarks
We conclude with some remarks.
1. In proving Theorem 1, we have constructed a word that contains infinitely many β-powers for all 1 < β < α. This
shows that the theorem holds for the following stronger definition of critical exponent:
E ′(w) = sup{r ∈ Q≥1 : w contains an r -power infinitely often} .
2. For α > 2, we have constructed an infinite word w over a 4-letter alphabet with E(w) = α. For α > 7/3, it
is possible to construct such a word over a binary alphabet [14], though the construction is more complicated.
It is also possible to construct such a word over a binary alphabet for a dense set of rational α values in the
range 2 < α ≤ 7/3 [6]. It is an open question whether such w can be constructed over a binary alphabet for all
2 < α ≤ 7/3.
3. For α < 2, we need the existence of an infinite word v avoiding α-powers for our proof. Such a word can be
constructed explicitly: in [4], Carpi constructs, for all n ≥ 38, an infinite word over an n-letter alphabet that avoids
n/(n − 1)+-powers. Thus we can construct a word w with E(w) = α effectively (again, provided that a suitable
sequence {pi/qi } is known). The alphabet size is naturally not fixed, but tends to infinity as α tends to 1.
4. Given an infinite word v avoiding α-powers over a t-letter alphabet, we have shown in the α < 2 case how to
construct w over a 3t-letter alphabet. It is an open question whether w can be constructed over a t-letter alphabet.
5. The construction of the zi blocks in the α < 2 case shows that if α is t-avoidable, then α is circularly 2t-avoidable,
that is, there are arbitrarily long circular words over a 2t-letter alphabet that avoid α. It is an open question whether,
when α is t-avoidable, it is also circularly t-avoidable [5].
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