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ABSTRACT
We report a detection of the baryon acoustic oscillation (BAO) feature in the flux-correlation function of the Lyα forest of high-redshift
quasars with a statistical significance of five standard deviations. The study uses 137,562 quasars in the redshift range 2.1 ≤ z ≤ 3.5
from the Data Release 11 (DR11) of the Baryon Oscillation Spectroscopic Survey (BOSS) of SDSS-III. This sample contains three
times the number of quasars used in previous studies. The measured position of the BAO peak determines the angular distance,
DA(z = 2.34) and expansion rate, H(z = 2.34), both on a scale set by the sound horizon at the drag epoch, rd. We find DA/rd =
11.28 ± 0.65(1σ)+2.8−1.2(2σ) and DH/rd = 9.18 ± 0.28(1σ) ± 0.6(2σ) where DH = c/H. The optimal combination, ∼ D0.7H D0.3A /rd is
determined with a precision of ∼ 2%. For the value rd = 147.4 Mpc, consistent with the cosmic microwave background power
spectrum measured by Planck, we find DA(z = 2.34) = 1662 ± 96(1σ) Mpc and H(z = 2.34) = 222 ± 7(1σ) km s−1Mpc−1. Tests
with mock catalogs and variations of our analysis procedure have revealed no systematic uncertainties comparable to our statistical
errors. Our results agree with the previously reported BAO measurement at the same redshift using the quasar-Lyα forest cross-
correlation. The autocorrelation and cross-correlation approaches are complementary because of the quite different impact of redshift-
space distortion on the two measurements. The combined constraints from the two correlation functions imply values of DA/rd that
are 7% lower and 7% higher for DH/rd than the predictions of a flat ΛCDM cosmological model with the best-fit Planck parameters.
With our estimated statistical errors, the significance of this discrepancy is ≈ 2.5σ.
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1. Introduction
Observation of the peak in the matter correlation function due
to baryon acoustic oscillations (BAO) in the pre-recombination
epoch is now an established tool to constrain cosmological mod-
els. The BAO peak at a redshift z appears at an angular sep-
aration ∆θ = rd/[(1 + z)DA(z)] and at a redshift separation
∆z = rd/DH(z), where DA and DH = c/H are the angular
and Hubble distances, and rd is the sound horizon at the drag
epoch1. Measurement of the peak position at any redshift thus
constrains the combinations of cosmological parameters that de-
termine DH/rd and DA/rd.
The BAO peak has been observed primarily in the galaxy-
galaxy correlation function obtained in redshift surveys. The
small statistical significance of the first studies gave only con-
straints on DV/rd where DV is the combination DV = [(1 +
z)DA]2/3[zDH]1/3, which determines the peak position for the
galaxy correlation function when averaged over directions with
respect to the line of sight. The first measurements were at
z ∼ 0.3 by the SDSS (Eisenstein et al., 2005) and 2dFGRS (Cole
et al., 2005) with results from the combined data set presented
by Percival et al. (2010). A refined analysis using reconstruction
(Eisenstein et al., 2007; Padmanabhan et al., 2009) to improve
the precision DV/rd was presented by Padmanabhan et al. (2012)
and Mehta et al. (2012).
Other measurements of DV/rd were made at z ∼ 0.1 by
the 6dFGRS (Beutler et al., 2011), at (0.4 < z < 0.8) by
WiggleZ (Blake et al., 2011a), and, using galaxy clusters, at
z ∼ 0.3 by Veropalumbo et al. (2013). The Baryon Oscillation
Spectroscopic Survey (BOSS; Dawson et al. 2013) of SDSS-III
(Eisenstein et al., 2011) has presented measurements of DV/rd at
z ∼ 0.57 and z ∼ 0.32 (Anderson et al., 2012). A measurement
at z ∼ 0.54 of of DA/rd using BOSS photometric data was made
by Seo et al. (2012).
The first combined constraints on DH/rd and DA/rd were ob-
tained using the z ∼ 0.3 SDSS data by Chuang & Wang (2012)
and Xu et al. (2012). Recently, BOSS has provided precise con-
straints on DH/rd and DA/rd at z = 0.57 (Anderson et al., 2014;
Kazin et al., 2013).
At higher redshifts, the BAO feature can be observed us-
ing absorption in the Lyα forest to trace mass, as suggested by
McDonald (2003), White (2003) and McDonald & Eisenstein
(2007). After the observation of the predicted large-scale corre-
lations in early BOSS data by Slosar et al. (2011), a BAO peak
in the Lyα forest correlation function was measured by BOSS
in the SDSS data release DR9 (Busca et al., 2013; Slosar et al.,
2013; Kirkby et al., 2013). The peak in the quasar-Lyα forest
cross-correlation function was detected in the larger data sets of
DR11 (Font-Ribera et al., 2014). The DR10 data are now pub-
lic (Ahn et al., 2014), and the DR11 data will be made public
simultaneously with the final SDSS-III data release (DR12) in
late 2014.
This paper presents a new measurement of the Lyα for-
est autocorrelation function and uses it to study BAO at z =
2.34. It is based on the methods used by Busca et al. (2013),
but introduces several improvements in the analysis. First, and
1 We follow the convention of Anderson et al. (2014), rd = rs(zd),
where rs is the sound horizon and zd is the drag redshift (baryon de-
coupling from photons), to be distinguished from z∗ (the redshift corre-
sponding to unity optical depth for CMB photons). Earlier publications
on BAO generally denoted rd simply as rs. For models with cold dark
matter, baryons and three light neutrino species, rd can be evaluated
with Eq. (55) of Anderson et al. (2014), which agrees with the CAMB-
derived value to better than 0.1 per cent.
most important, is a tripling of the number of quasars by us-
ing the DR11 catalog of 158,401 quasars in the redshift range
2.1 ≤ zq ≤ 3.5. Second, to further increase the statistical power
we used a slightly expanded forest range as well as quasars that
have damped Lyα troughs in the forest. Finally, the Busca et al.
(2013) analysis was based on a decomposition of the correlation
function into monopole and quadrupole components. Here, we
fit the full correlation ξ(r⊥, r‖) as a function of separations per-
pendicular, r⊥, and parallel, r‖, to the line of sight. This more
complete treatment is made possible by a more careful determi-
nation of the covariance matrix than was used by Busca et al.
(2013).
Our analysis uses a fiducial cosmological model in two
places. First, flux pixel pairs separated in angle and wavelength
are assigned a co-moving separation (in h−1Mpc) using the DA(z)
and DH(z) calculated with the adopted parameters. Second, to
determine the observed peak position, we compare our measured
correlation function with a correlation function generated using
CAMB (Lewis et al., 2000) as described in Kirkby et al. (2013).
We adopt the same (flat) ΛCDM model as used in Busca et al.
(2013), Slosar et al. (2013), and Font-Ribera et al. (2014); with
the parameters given in Table 1. The fiducial model has values
of DA/rd and DH/rd at z = 2.34 that differ by about 1% from
the values given by the models favored by CMB data (Ade et
al., 2013; Calabrese et al., 2013) given in the second and third
columns of Table 1.
This paper is organized as follows: Section 2 describes the
DR11 data used in this analysis. Section 3 gives a brief descrip-
tion of the mock spectra used to test the analysis procedure; a
more detailed description is given in Bautista et al. (in prepa-
ration). Section 4 presents our method of estimating the corre-
lation function ξ(r⊥, r‖) and its associated covariance matrix. In
Sect. 5 we fit the data to derive the BAO peak position param-
eters, DA(z = 2.34)/rd and DH(z = 2.34)/rd. Section 6 inves-
tigates possible systematic errors in the measurement. In Sect.
7 we compare our measured peak position with that measured
by the Quasar-Lyα -forest cross-correlation (Font-Ribera et al.,
2014) and study ΛCDM models that are consistent with these
results. Section 8 concludes the paper.
2. BOSS quasar sample and data reduction
The BOSS project (Dawson et al., 2013) of SDSS-III (Eisenstein
et al., 2011) was designed to obtain the spectra of over ∼
1.6× 106 luminous galaxies and ∼ 150, 000 quasars. The project
uses upgraded versions of the SDSS spectrographs (Smee et al.,
2013) mounted on the Sloan 2.5-meter telescope (Gunn et al.,
2006) at Apache Point, New Mexico.
The quasar spectroscopy targets are selected from photomet-
ric data via a combination of algorithms (Richards et al., 2009;
Yeche et al., 2009; Kirkpatrick et al., 2011; Bovy et al., 2011;
Palanque-Delabrouille et al., 2011), as summarized in Ross et
al. (2012). The algorithms use SDSS ugriz fluxes (Fukugita et
al., 1996; York et al., 2000) and, for SDSS Stripe 82, photomet-
ric variability. Using the techniques of Bovy et al. (2012), we
also worked with any available data from non-optical surveys:
the GALEX survey (Martin et al., 2005) in the UV; the UKIDSS
survey (Lawrence et al., 2007) in the NIR, and the FIRST survey
(Becker et al., 1995) in the radio wavelength.
In this paper we use the data from the DR11 data release of
SDSS-III, whose footprint is shown in Fig. 1. These data cover
8377 deg2 of the ultimate BOSS 104 deg2 footprint.
The data were reduced with the SDSS-III pipeline as de-
scribed in Bolton et al. (2012). Typically, four exposures of 15
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Fig. 1. Hammer-Aitoff projection of the BOSS DR11 footprint (dec. vs. r.a.). The light areas show the DR9 subregion available for
the earlier studies of Busca et al. (2013) and Slosar et al. (2013). The red-dashed line shows the location of the galactic plane.
Table 1. Parameters of the fiducial flat ΛCDM cosmological
model used for this analysis, the flat ΛCDM model derived from
Planck and low-`WMAP polarization data, ‘Planck + WP” (Ade
et al., 2013), and a flat ΛCDM model derived from the WMAP,
ACT, and SPT data (Calabrese et al., 2013). The models are de-
fined by the cold dark matter, baryon, and massive neutrinos
densities, the Hubble constant, and the number of light neu-
trino species. The sound horizon at the drag epoch, rd is cal-
culated using CAMB (which can be approximated with Eq. (55)
of Anderson et al. (2014) to a precision of 0.1%).
fiducial Planck WMAP9
+ WP +ACT+SPT
ΩMh2 0.1323 0.14305 0.1347
= ΩCh2 0.1090 0.12038 0.1122
+ΩBh2 0.0227 0.022032 0.02252
+Ωνh2 0.0006 0.0006 0
h 0.7 0.6704 0.714
Nν 3 3 3
ΩM 0.27 0.3183 0.265
rd (Mpc) 149.7 147.4 149.1
(104.80 h−1) (98.79 h−1) (106.4 h−1)
DA(2.34)/rd 11.59 11.76 11.47
DH(2.34)/rd 8.708 8.570 8.648
minutes were co-added in pixels of wavelength width ∆ log10 λ =
10−4 (c∆λ/λ ∼ 69 km s−1). The pipeline provides flux-calibrated
spectra, object classifications (galaxy, quasar, star), and redshift
estimates for all targets.
The spectra of all quasar targets were visually inspected
(Paˆris et al., 2012, 2014) to correct for misidentifications or in-
accurate redshift determinations and to flag broad absorption
lines (BALs). Damped Lyα troughs were visually flagged, but
also identified and characterized automatically (Noterdaeme et
al., 2012). The visual inspection of DR11 confirmed 158,401
quasars with 2.1 ≤ zq ≤ 3.5. To simplify the analysis of the
Lyα forest, we discarded quasars with visually identified BALs,
leaving 140,579 quasars. A further cut requiring a minimum
number of unmasked forest pixels (50 analysis pixels; see be-
low) yielded a sample of 137,562 quasars.
To measure the flux transmission, we used the rest-frame
wavelength interval
104.0 < λrf < 120.0 nm , (1)
slightly wider than in Busca et al. (2013). This range is brack-
eted by the Lyβ and Lyα emission lines at 102.5 and 121.6 nm
and was chosen as the maximum range that avoids the large
pixel variances on the slopes of the two lines due to quasar-to-
quasar diversity of line-emission strength. The absorber redshift,
z = λ/λLyα − 1, is required to be in the range 1.96 < z < 3.44.
The lower limit is set by the requirement that the observed wave-
length be greater than 360 nm, below which the system through-
put is lower than 10% its peak value. The upper limit is produced
by the maximum quasar redshift of 3.5, beyond which the BOSS
surface density of quasars is not high enough to be useful for this
study. The weighted distribution of redshifts of absorber pairs
near the BAO peak position is shown in Fig. 2 (top panel); it has
a mean of 〈z〉 = 2.34.
Forests with identified DLAs were given a special treatment.
All pixels where the absorption due to the DLA is higher than
20% were excluded. Otherwise, the absorption in the wings
was corrected using a Voigt profile following the procedure of
Noterdaeme et al. (2012). The metal lines due to absorption at
the DLA redshift were masked. The lines to be masked were
identified in a stack of spectra shifted to the redshift of the de-
tected DLA. The width of the mask was 0.2 nm or 0.3 nm (de-
pending on the line strength) or 4.1 nm for Lyβ . We also masked
the ±3 nm region corresponding to Lyα if the DLA finder erro-
neously interpreted Lyβ absorption as Lyα absorption.
We determined the correlation function using analysis pix-
els that are the flux average over three adjacent pipeline pix-
3
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Fig. 2. Top: redshift distribution of pixel pairs contributing to ξ
in the region 80 < r < 120 h−1Mpc. Bottom: distribution of all
pixel redshifts.
els. Throughout the rest of this paper, “pixel” refers to analy-
sis pixels unless otherwise stated. The width of these pixels is
207 km s−1, that is, an observed-wavelength width ∼ 0.27 nm or
∼ 2 h−1Mpc. The total sample of 137,562 quasars thus provides
∼ 2.4×107 measurements of Lyα absorption over a total volume
of ∼ 50 h−3Gpc3.
3. Mock quasar spectra
In addition to the BOSS spectra, we analyzed 100 sets of mock
spectra. This exercise was undertaken to search for possible sys-
tematic errors in the recovered BAO peak position and to verify
that uncertainties in the peak position were correctly estimated.
The spectra were generated using the methods of Font-Ribera et
al. (2012a). A detailed description of the production and result-
ing characteristics of the mock spectra is given in Bautista et al.
(in preparation).
For each set of spectra, the background quasars were as-
signed the angular positions and redshifts of the DR11 quasars.
The foreground absorption field in redshift space was gener-
ated according to a cosmology similar to the fiducial cosmol-
Fig. 3. Measured correlation function averaged over three angu-
lar regions: µ > 0.8 (top), 0.8 > µ > 0.5 (middle), and 0.5 >
µ > 0.0 (bottom), where µ is the central value of r‖/
√
r2‖ + r
2⊥ in
each (r‖, r⊥) bin. The gray lines show individual sets of mocks,
the solid blue line represents the mean of the 100 mock sets. The
dashed blue lines are the 1σ variations of the mocks. The red
points show the data.
ogy of Table 1.2 The unabsorbed spectra (continua) of the
quasars were generated using the principal component analy-
sis (PCA) eigenspectra of Suzuki et al. (2005), with amplitudes
for each eigenspectrum randomly drawn from Gaussian distri-
2 The model has the same ΩMh2, but Ωνh2 = 0. This change has
a negligible impact on the generated power spectrum and changes the
BAO peak position by only 0.1%.
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butions with sigma equal to the corresponding eigenvalues as
published in Table 1 of Suzuki (2006). Finally, the spectra were
modified to include the effects of the BOSS spectrograph point
spread function (PSF), readout noise, photon noise, and flux sys-
tematic errors.
Our mock production pipeline admits the option of adding
DLAs to the spectra according to the procedure described in
Font-Ribera et al. (2012b). However, since identified DLAs are
masked in the analysis of real data, we did not simulate them into
the mocks. Of course, low column density and Lyman limit sys-
tems are not efficiently identified and masked in the data, which
means that these systems are present in the data, but not in the
mocks.
Absorption by metals was added to a separate group of ten
mocks according to the procedure described in Bautista et al.
(in preparation). The quantity of each metal to be added was
determined by a modified Lyα stacking procedure from Pieri et
al. (2010) and Pieri et al. (2014). As discussed in Sect. 6, the
metals have an effect on the recovered correlation function only
at small transverse separations, r⊥ < 10 h−1Mpc, and have no
significant effect on the measured position of the BAO peak.
A total of 100 independent metal-free realizations of the
BOSS data were produced and analyzed with the same proce-
dures as those for the real data. Figure 3 shows the correlation
function of the mocks and the data as measured by the tech-
niques described in the next section. The mocks reproduce the
general features of the observed correlation function well. We
therefore use them in Sect. 5.2 to search for biases in the analy-
sis procedure that would influence the position of the BAO peak.
4. Measurement of the correlation function
In this section we describe the measurement of the correlation
function of the transmitted flux fraction:
δq(λ) =
fq(λ)
Cq(λ)F(z)
− 1 . (2)
Here, fq(λ) is the observed flux density for quasar q at observed
wavelength λ,Cq(λ) is the unabsorbed flux density (the so-called
continuum) and F(z) is the mean transmitted fraction at the ab-
sorber redshift, z(λ) = λ/λLyα − 1. Figure 4 shows a spectrum
with its Cq(λ) (blue line) and CqF (red line) estimated by the
methods of Sect. 4.1.
For the estimator of the correlation function, we used a sim-
ple weighted sum of products of the deltas:
ξˆA =
∑
i j∈A wi jδiδ j∑
i j∈A wi j
, (3)
where the wi j are weights (Sect. 4.2) and each i or j indexes a
measurement on a quasar q at wavelength λ. The sum over (i, j)
is understood to run over all pairs of pixels within a bin A in
the space of pixel separations, ri − r j. The bins A are defined
by a range of width 4 h−1Mpc of the components perpendicular
and parallel to the line of sight, r⊥ and r‖. We used 50 bins in
each component, spanning the range from 0 to 200 h−1Mpc; the
total number of bins used for evaluating the correlation function
is therefore 2500. Separations in observational pixel coordinates
(ra,dec,z) were transformed into (r⊥, r‖) in units of h−1Mpc by
using the ΛCDM fiducial cosmology described in Table 1.
From sum (3), we excluded pairs of pixels from the same
quasar to avoid the correlated errors in δi and δ j arising from the
estimate of Cq(λ) for the spectrum of the quasar. The weights
in Eq. (3) are set to zero for pixels flagged by the pipeline as
problematic because of sky emission lines or cosmic rays, for
example. Neither did we use pairs of pixels that had nearly the
same wavelength (r‖ < 4 h−1Mpc) and that were taken on the
same focal-plane plate. The reason for this decision is that these
pairs have ∼ 20% greater correlation than expected from our lin-
ear cosmological model fit using data with r‖ > 4 h−1Mpc. This
result is most likely due to spurious correlations introduced by
the pipeline, for instance, from sky subtraction for flux calibra-
tion operations.
4.1. Continuum fits
We used three methods to estimate CqF used in Eq. (2). The first
two assume that CqF is, to first approximation, the product of
two factors: a scaled universal quasar spectrum that is a function
of rest-frame wavelength, λrf = λ/(1 + zq) (for quasar redshift
zq), and a mean transmission fraction that slowly varies with ab-
sorber redshift. The universal spectrum is found by stacking the
appropriately normalized spectra of quasars in our sample, thus
averaging the fluctuating Lyα absorption. The continuum for in-
dividual quasars is then derived from the universal spectrum by
normalizing it to the quasar’s mean forest flux and then modify-
ing its slope to account for spectral-index diversity and/or photo-
spectroscopic miscalibration.
Our simplest continuum estimator, C1, is method 1 of Busca
et al. (2013). It directly estimates the product CqF in Eq. 2. by
modeling each spectrum as
CqF = aq
(
λ
〈λ〉
)bq
f (λrf , z) , (4)
where aq is a normalization, bq a deformation parameter, 〈λ〉 the
mean wavelength in the forest for the quasar q, and f (λrf , z) is
the mean normalized flux obtained by stacking spectra in bins of
width ∆z = 0.1.
As noted in Busca et al. (2013), the mean value of δq(λ) (av-
eraged over all measurements in narrow bins in λ) has peaks
at the position of the Balmer series of amplitude ∼ 0.02. These
artifacts are due to imperfect use of spectroscopic standards con-
taining those lines. They are removed on average by subtracting
the mean δ from each measurement: δq(λ)→ δq(λ) − 〈δ(λ)〉.
The C1 continuum estimator would be close to optimal if the
distribution of δ about zero was Gaussian. Since the true distribu-
tion is quite asymmetric, we developed a slightly more sophis-
ticated continuum estimator, method 2 of Busca et al. (2013),
denoted here as C2. We adopted this as the standard estimator
for this work. The continuum for each quasar is assumed to be
of the form
Cq(λ) = [aq + bq log(λ)]C(λrf) , (5)
where C(λrf) is the mean continuum determined by stacking
spectra. The parameters aq and bq are fitted to match the quasar’s
distribution of transmitted flux to an assumed probability distri-
bution derived from the log-normal model used to generate mock
data.
The C2 continuum is then multiplied by the mean transmit-
ted flux fraction F(z), which we determined by requiring that the
mean of the delta field vanish for all redshifts. This last step has
the effect of removing the average of the Balmer artifacts.
The third continuum-estimating method, C3, is a modified
version of the MF-PCA technique described in Lee et al. (2012).
This method has been used to provide continua for the publicly
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Fig. 4. Example of a BOSS quasar spectrum of redshift 2.91
The red and blue lines cover the forest region used here, 104.0 <
λrf < 120.0. This region is sandwiched between the quasar’s
Lyβ and Lyα emission lines at 400.9 and 475.4 nm The blue
(green) line is the C2 (C3) continuum model, Cq(λ), and the red
line is the C1 model of the product of the continuum and the
mean absorption, Cq(λ)F¯(z). (See text.)
available DR9 spectra (Lee et al., 2013). Unlike the other two
methods, it does not assume a universal spectral form. Instead,
for each spectrum, it fits a variable amplitude PCA template to
the part redward of the Lyα wavelength. The predicted spectrum
in the forest region is then renormalized so that the mean forest
flux matches the mean forest flux at the corresponding redshift.
All three methods use data in the forest region to determine
the continuum and therefore necessarily introduce distortions in
the flux transmission field and its correlation function (Slosar et
al., 2011). Fortunately, these distortions are not expected to shift
the BAO peak position, and this expectation is confirmed in the
mock spectra.
4.2. Weights
We chose the weights wi j so as to approximately minimize the
relative error on ξˆA estimated with Eq. (3). The weights should
obviously favor low-noise pixels and take into account the red-
shift dependence of the pixel correlations, ξi j(z) ∝ (1 + zi)γ/2(1 +
z j)γ/2, with γ ∼ 3.8 (McDonald et al., 2006). Following Busca et
al. (2013), we used
wi j ∝ (1 + zi)
γ/2(1 + z j)γ/2
ξ2iiξ
2
j j
, (6)
where ξii is assumed to have noise and LSS contributions:
ξ2ii =
σ2pipeline,i
η(zi)
+ σ2LSS(zi) and zi = λi/λLyα − 1 . (7)
Here σ2pipeline,i is the pipeline estimate of the noise-variance of
pixel i multiplied by (CiF¯i)2, and η is a factor that corrects for a
possibly inaccurate estimate of the variance by the pipeline. The
two functions η(z) and σ2LSS(z) are determined by measuring the
variance of δi in bins of σ2pipeline,i and redshift.
Fig. 5. The measured correlation functions (continuum C2) in
three angular regions: µ > 0.8 (top), 0.8 > µ > 0.5 (mid-
dle), and 0.5 > µ > 0. (bottom), where µ is the central value
of r‖/
√
r2‖ + r
2⊥ in each (r‖, r⊥) bin. The curves show the results
of fits as described in Sect. 5. The full curve is best fit and the
dashed curve is best fit when the parameters α⊥ and α‖ (Eq. 11)
are both set to unity. The irregularities in the fits are due to the
use of (r‖, r⊥) bins rather than (r, µ) bins.
4.3. ξ(r⊥, r‖) and its covariance
The correlation function ξ(r⊥, r‖) was measured for the three
continuum methods. Figure 5 shows the result using the C2
method, averaged for three ranges of µ = r‖/
√
r2‖ + r
2⊥. (The
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analogous plots for C1 and C3 are provided in appendix C.) The
superimposed curves present the results of fits as described in
Sect. 5. The full curve displays the best fit, while the dashed
curves are the fit when the parameters α⊥ and α‖ (Eq. 11) are set
to unity, that is, imposing the BAO peak position of the fiducial
cosmology.
We evaluated the covariance matrix, C(r⊥, r‖, r′⊥, r′‖) using
two methods described in Appendix A. The first uses sub-
samples and the second a Wick expansion of the four-point func-
tion of the δ field. The two methods give covariances whose dif-
ferences lead to no significant differences in fits for cosmologi-
cal parameters. We used the sub-sample covariance matrix in the
standard fits.
The 2500 × 2500 element covariance matrix has a relatively
simple structure. By far the most important elements are the di-
agonal elements, which are, to good approximation, inversely
proportional to the number of pixel pairs used in calculating the
correlation function:
C(r⊥, r‖, r⊥, r‖) ∼ 0.041Npairs . (8)
This is about twice the value that one would calculate assuming
that all pixel pairs used to calculate ξ(r⊥, r‖) are independent.
This decrease in the effective number of pixels is due to the cor-
relations between neighboring pixels on a given quasar: because
of these correlations, a measurement of ξ(r⊥, r‖) using a pair of
pixels from two quasars is not independent of another measure-
ment of ξ(r⊥, r‖) using the same two quasars.
The off-diagonal elements of the covariance matrix also have
a simple structure. The reasons for this structure are made clear
by the Wick expansion in Appendix A, which relates the covari-
ance to correlations within pairs-of-pairs of pixels. The strongest
correlations are in pairs-of-pairs where both pairs involve the
same two quasars. To the extent that two neighboring forests are
parallel, these terms contribute only to the covariance matrix el-
ements with r⊥ = r′⊥, corresponding to the transverse separation
of the forests. The elements of the correlation matrix as a func-
tion of r‖−r′‖ are illustrated in Fig. 6 (top left); they closely follow
the correlation function ξ(∆λ) found within individual forests.
The covariance for r⊥ , r′⊥ is due to pairs-of-pairs involving
three or more quasars and, for small |r⊥ − r′⊥|, to the fact that
neighboring forests are not exactly parallel. As illustrated in Fig.
6, the covariances are rapidly decreasing functions of r‖ − r′‖ and
r⊥ − r′⊥.
The statistical precision of the sub-sampling method is
∼ 0.02 for individual elements of the correlation matrix. We
adopted this method for the standard analysis because it is much
faster than the more precise Wick method and is therefore bet-
ter adapted to studies where the data sample and/or analysis
protocol is varied. Figure 6 shows that only correlations with
∆r⊥ = 0,∆r‖ < 20 h−1Mpc are greater than the statistical pre-
cision and therefore sufficiently large for individual matrix ele-
ments to be measured accurately by sub-sampling. We therefore
used the average correlations as a function of r⊥ − r′⊥ and r‖ − r′‖,
ignoring small observed variations with r′⊥ and r′‖. The analysis
of the mock spectra (Sect. 5.2) indicates that this procedure is
sufficiently accurate to produce reasonable χ2 values and that the
distribution of estimated BAO peak positions is similar to that
expected from the uncertainties derived from the χ2 surfaces.
5. Fits for the peak position
To determine the position of the BAO peak in the transverse and
radial directions, we fit the measured ξ(r⊥, r‖) using the tech-
niques described in Kirkby et al. (2013).
5.1. BAO model
We fit the measured ξ(r‖, r⊥) to a form that includes a cosmolog-
ical correlation function ξcosmo and a broadband function ξbb that
takes into account imperfect knowledge of the non-BAO cos-
mology and distortions introduced by the analysis:
ξ(r‖, r⊥, α‖, α⊥) = ξcosmo(r‖, r⊥, α‖, α⊥) + ξbb(r‖, r⊥) . (9)
The function ξcosmo is described as a sum of a non-BAO smooth
function and a BAO peak function,
ξcosmo(r‖, r⊥, α‖, α⊥) =
= ξsmooth(r‖, r⊥) + apeak · ξpeak(α‖r‖, α⊥r⊥) , (10)
where apeak controls the amplitude of the BAO peak relative to
the smooth contribution. The radial and transverse dilation fac-
tors describing the observed peak position relative to the fiducial
peak position are
α‖ =
[DH(z¯)/rd]
[DH(z¯)/rd]fid
and α⊥ =
[DA(z¯)/rd]
[DA(z¯)/rd]fid
, (11)
where rd is the sound horizon at the drag epoch (defined to suf-
ficient accuracy for each cosmology by Eq. (55) of Anderson et
al. (2014)).
The function ξcosmo was calculated from the power spec-
trum using the following procedure. We modeled the Lyα forest
power spectrum including redshift-space distortions and nonlin-
ear effects as
P(k, µk) = b2(1 + βµ2k)
2
×
[
Ppeak(k) exp(−k2Σ2(µk)/2) + Psmooth(k)
]
, (12)
where µk ≡ zˆ · kˆ, b is the Lyα forest bias parameter and
β is the redshift-space distortion parameter. Here, we defined
Ppeak(k) = Plin(k) − Psmooth(k), where Plin is the linear-theory
matter power spectrum from CAMB (Lewis et al., 2000) calcu-
lated using the cosmological parameters from the first column of
Table 1, and Psmooth is the CAMB power spectrum with the BAO
feature erased following the method of Kirkby et al. (2013). The
exponential function in Eq. (12) models the anisotropic nonlin-
ear broadening from structure growth (Eisenstein et al., 2007)
with Σ2(µk) = µ2kΣ
2
‖ + (1 − µ2k)Σ2⊥ and is only applied to the BAO
feature. The default values we adopted are Σ‖ = 6.41 h−1Mpc
and Σ⊥ = 3.26 h−1Mpc, which are inferred from the amplitude
of the variation of linear peculiar velocities along the line of sight
that cause a relative displacement of pixel pairs contributing to
the BAO peak form (White, 2014).
The power spectrum multipoles are given by
P`(k) =
2` + 1
2
∫ +1
−1
P(k, µk) L`(µk) dµk , (13)
where L` is the Legendre polynomial. The corresponding corre-
lation function multipoles are then
ξ`,cosmo(r) =
i`
2pi2
∫ ∞
0
k2 j`(kr) P`(k) dk , (14)
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Fig. 6. The correlation C(r⊥, r‖, r′⊥, r′‖)/[Var(r⊥, r‖)Var(r
′⊥, r′‖)]
1/2 as a function of r‖− r′‖ (averaged over (r′⊥, r′‖)). The top figures are
for r⊥ − r′⊥ = 0 over the full range of ∆r‖ (left) and for ∆r‖ > 20h−1Mpc (right). The bottom two figures are for r⊥ − r′⊥ = 4 h−1Mpc
(left) and for r⊥ − r′⊥ = 8 h−1Mpc (right). Shown are the correlations determined by sub-sampling and by a Wick expansion. The
latter correlations are decomposed into the pair-of-pair types, T1-T6, as explained in appendix A.
where j` is the spherical Bessel function. Finally, the correlation
function is the sum of the multipoles
ξcosmo(r, µ) =
∑
`=0,2,4
L`(µ) ξ`,cosmo(r) . (15)
The nonlinear broadening in principle transfers power to higher
even multipoles ` = 6, 8, .., but the contribution from these
higher-order multipoles is negligible.
We wish to ensure the insensitivity of our results to non-
BAO cosmology and to inaccurately modeled astrophysical ef-
fects such as UV fluctuations, nonlinear effects, and DLAs. We
therefore use a broadband function, ξbb to include inaccuracies
in the non-BAO correlation function as well as distortions due,
for example, to continuum fitting. We used the form
ξbb(r‖, r⊥) =
jmax∑
j=0
imax∑
i=0
ai,lL2 j(µ)/ri , (16)
where the L2 j is the Legendre polynomial of order 2 j. Our stan-
dard model uses (imax, jmax) = (2, 2).
The standard fits use the fiducial values of Σ⊥ and Σ‖, and
set apeak = 1. They thus have four physical free parameters
(b, β, α⊥, α‖) and, for the fiducial model, nine broadband distor-
tion parameters. The standard fit uses the range 40 h−1Mpc <
r < 180 h−1Mpc, giving a total of 1515 bins in (r‖, r⊥) for the
correlation function measurements that are actually used in the
fit, and 1502 degrees of freedom.
5.2. Fits with the mock data sets
Figure 7 summarizes the results of the cosmological fits on the
100 sets of mock spectra. The mean recovered α‖ and α⊥ are con-
sistent with unity, indicating no bias in the measurement of the
BAO peak position.3 The numbers of α‖ measurements within
1σ and 2σ of unity are 61 and 93, consistent with the expected
numbers, 68 and 95.5. For α⊥ the numbers are 68 and 95. For
the combined (α‖, α⊥) measurements, 70 are within the 1σ and
93 within the 2σ contours.
3 After we analysed the mocks, we realized that they had been ana-
lyzed with a model (the fiducial model of Table 1) that was slightly dif-
ferent from the model used to produce them, which had the same ΩMh2,
but Ωνh2 = 0 instead of Ωνh2 = 0.0006. Its value of rd is 0.15 Mpc lower
than the fiducial rd, so the expected mean values of α⊥ and α‖ are 0.999,
which is sufficiently close to unity for the precision of this study.
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Fig. 7. Summary of the results of fits for (α‖, α⊥) for the 100
mock catalogs. The histograms show the best-fit values, the min-
imum χ2 values and the 1σ uncertainties.
Fig. 8. Measured α‖ and α⊥ for the 100 mock catalogs.
The r.m.s. deviations of α‖ and α⊥ are 0.029 and 0.057. The
mean χ2 is similar to the number of degrees of freedom, indicat-
ing that the model represents the mock observations sufficiently
well and that the covariance matrix is well estimated.
Figure 8 shows an anticorrelation between the recovered
α‖ and α⊥, with a correlation coefficient of −0.6. The quantity
Fig. 9. Difference in best-fit α‖ and α⊥ values between high red-
shift (z > 2.295) and low redshift (z < 2.295) subsets of the
100 mock realizations and the observations (red star). Compared
with Fig. 8, the plot shows the degraded precision resulting from
dividing the data into two redshift bins.
Fig. 10. Constraints on (α‖, α⊥) using the three continuum esti-
mators, C1 (red), C2 (blue), and C3(green). The solid and dashed
contours correspond to 1σ and 2σ (∆χ2 = 2.3, 6.2).
of the form αw‖ α
1−w⊥ with the smallest mock-to-mock variance
has w ∼ 0.7, with an r.m.s. deviation of 0.017. This result is
to be compared with the optimal quantity for galaxy surveys,
∼ α1/3‖ α2/3⊥ . The difference arises because redshift distortions are
stronger for the Lyα forest, a consequence of the low bias factor
that enables more precise measurements in the r‖ direction even
though there are two dimensions for r⊥ and only one for r‖. This
effect is evident in Fig. 5 where the BAO peak is most easily
seen for µ > 0.8.
Figure 9 presents the results of fits separating the mock data
into two redshift bins, z < 2.295 and z > 2.295. The differences
between the measured α‖ and α⊥ for the two bins are typically
of about 10%.
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Table 2. Results for the standard fit and modified fits. The standard fit uses the C2 continuum, a broadband defined by (imax, jmax) =
(2, 2), a forest defined by 104.0 < λrf < 120.0 nm, and apeak = 1.
analysis α‖ α⊥ β b(1 + β) χ2min/DOF
standard(C2) 1.054+0.032−0.031(1σ)
+0.069
−0.063(2σ) 0.973
+0.056
−0.051(1σ)
+0.199
−0.103(2σ) 1.50 ± 0.47 −0.402 ± 0.024 1499.1/(1515-13)
C1 1.038+0.035−0.037(1σ)
+0.073
−0.074(2σ) 1.054
+0.132
−0.093(1σ)
+0.246
−0.176(2σ) 3.47 ± 2.78 −0.43 ± 0.06 1571.5/(1515-13)
C3 1.038+0.026−0.039(1σ)
+0.054
−0.071(2σ) 1.041
+0.259
−0.063(1σ)
+0.259
−0.126(2σ) 2.28 ± 1.25 −0.48 ± 0.05 1603.8/(1515-13)
β-prior (1.4 ± 0.4) 1.055+0.032−0.031(1σ)+0.068−0.063(2σ) 0.972+0.053−0.051(1σ)+0.117−0.102(2σ) 1.41 ± 0.34 −0.40 ± 0.04 1499.1/(1515-13)
apeak free 1.054+0.035−0.031(1σ)
+0.078
−0.063(2σ) 0.973
+0.057
−0.052(1σ)
+0.232
−0.104(2σ) 1.50 ± 1.10 −0.39 ± 0.25 1499.0/(1515-14)
Σ⊥ = Σ‖ = 0 1.053+0.029−0.028(1σ)
+0.062
−0.059(2σ) 0.961
+0.055
−0.052(1σ)
+0.254
−0.103(2σ) 1.30 ± 0.80 −0.35 ± 0.05 1501.2/(1515-13)
Σ⊥,Σ‖ free 1.063+0.041−0.036(1σ)
+0.101
−0.073(2σ) 0.976
+0.053
−0.05 (1σ)
+0.124
−0.102(2σ) 0.50 ± 0.40 −0.42 ± 0.06 1495.7/(1515-15)
no special DLA treatment 1.049+0.038−0.034(1σ)
+0.089
−0.068(2σ) 0.954
+0.053
−0.049(1σ)
+0.132
−0.096(2σ) 0.36 ± 0.46 −0.34 ± 0.06 1489.7/(1515-13)
104.5< λrf <118.0 nm 1.052+0.041−0.041(1σ)
+0.145
−0.094(2σ) unconstrained 2.37 ± 2.81 −0.35 ± 0.08 1448.2/(1515-13)
No spectra with DLAs 1.031+0.035−0.035(1σ)
+0.074
−0.074(2σ) 1.073
+0.117
−0.082(1σ)
+0.228
−0.171(2σ) 2.38 ± 1.93 −0.44 ± 0.06 1506.5/(1515-13)
z < 2.295 0.996+0.052−0.054(1σ)
+0.113
−0.134(2σ) 0.89
+0.064
−0.053(1σ)
+0.148
−0.108(2σ) 1.10 ± 0.94 −0.32 ± 0.07 1523.3/(1515-13)
z > 2.295 1.096+0.037−0.036(1σ)
+0.079
−0.073(2σ) 0.994
+0.057
−0.049(1σ)
+0.155
−0.1 (2σ) 1.61 ± 1.05 −0.50 ± 0.06 1479.1/(1515-13)
apeak = 0 - - - - 1526.2/(1515-11)
5.3. Fits with the observations
Table 2 gives the results of fits of the data for a variety of data
sets and analysis assumptions. The first line lists our standard
analysis using the C2 continua:
α‖ = 1.054+0.032−0.031 and α⊥ = 0.973
+0.056
−0.051 . (17)
The precisions on α‖ and α⊥ inferred from our χ2 fitting proce-
dure are typical of those found using the 100 mock catalogs (Fig.
7). The full contours presented in Fig. 10 show that these errors
are somewhat non-Gaussian, with an anti-correlation between α‖
and α⊥. In particular, the 2σ contour extends asymmetrically to
large α⊥, consistent with the visual impression from Fig. 5. The
most precisely determined combination is
α0.7‖ α
0.3
⊥ = 1.025 ± 0.021 . (18)
The next seven lines of Table 2 present the results of analyses
using the standard data set, but with modified assumptions: using
the non-standard continua C1 and C3; adding a Gaussian prior
to the redshift distortion parameter around its nominal value
β = 1.4 of width 0.4; freeing the peak amplitude apeak; fitting
the nonlinearity parameters, Σ‖ and Σ⊥, or setting them to zero
(and thus not correcting for nonlinearities); using spectra with
one or more DLA, but without a special treatment (fit with Voigt
profile). Because these seven fits all use the same data set, any
variation of the results at the 1σ level might indicate a systematic
effect. In fact, all configurations produce results that are consis-
tent at the sub-σ level. We note, however, that the 1σ precision
on α⊥ is degraded through use of C1 and C3, although C1 does
almost as well as C2 at the 2σ level. The higher sensitivity of the
α⊥ uncertainty to the continuum method compared with that for
the α‖ uncertainty might be expected from the low statistical sig-
nificance of the BAO peak in transverse directions. The central
value and error of α‖ are robust to these differences.
The next two lines in table 2 are the results for C2 with re-
duced data sets: using a short forest (104.5< λrf <118.0 nm)
farther away from the Lyα and Lyβ peaks, or removing spectra
with one or more DLAs. Both results are consistent at 1σ with
those obtained with the more aggressive standard data set but, as
expected, with larger statistical errors.
Fig. 11. Effect of metals on the measured correlation function
for 10 mock sets. The the red circles show r2ξ(r) for µ > 0.8
averaged over the 10 mock sets The blue circles show the differ-
ence between r2ξ(r) and r2ξ(r) in the same mock realization, but
without metals. The light red and blue lines show the results for
individual mock sets, the error bars give the standard deviation
of the 10 realizations.
The next two lines present the results obtained by dividing
the pixel-pair sample into two redshift bins. The two results now
correspond to fairly independent samples and agree at the 2σ
level. The differences between measurements of (α‖, α⊥) for the
two redshift bins in the mock spectra are displayed in Fig. 9, sug-
gesting that the observed difference is similar to that observed
with the mock spectra.
The last line of Table 2 is the χ2 for a fit without a BAO
peak. Comparison with the first line reveals ∆χ2 = 27.2 for two
additional degrees of freedom, corresponding to a 5σ detection.
6. Systematic errors
The uncertainties reported in Table 2 are statistical and are de-
rived from the χ2 surface. In this section we discuss possible
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Fig. 12. Values α‖ (blue dots) and α⊥ (red dots) recovered from
the DR11 data for different choices of the minimum transverse
separation, rmin⊥ , used in the fit. The measured values do not
change significantly when eliminating the small r⊥ bins that may
be contaminated by correlations due to absorption by metals.
Table 3. Fit results with the C2 continuum with a modified fit-
ting range [standard: 40 < r < 180 h−1Mpc] and number of
terms in the broadband (Eq. 16) [standard:(imax, jmax) = (2, 2)].
α‖ α⊥ χ2min/DOF
standard (C2) 1.054 ± 0.032 0.973 ± 0.055 1499.0/(1515-13)
range
(h−1Mpc)
60 < r < 180 1.045 ± 0.032 0.986 ± 0.063 1391.8/(1415-13)
40 < r < 160 1.052 ± 0.033 0.974 ± 0.053 1139.2/(1177-13)
(imax, jmax)
(2,3) 1.057 ± 0.032 0.970 ± 0.050 1484.2/(1515-16)
(3,2) 1.050 ± 0.033 0.987 ± 0.067 1497.8/(1515-16)
(3,3) 1.051 ± 0.034 0.986 ± 0.068 1479.2/(1515-20)
systematic errors. We find no evidence for effects that add un-
certainties similar to the statistical errors.
We derived cosmological information by comparing the
measured flux correlation function with a model, defined by Eq.
(9), (10) and (16), that depends on cosmological parameters (Eq.
10). Systematic errors in the derived parameters can result if ei-
ther the assumed model or the measured correlation function dif-
fer systematically from the true flux-correlation function.
In fitting the data, we added a general broadband form ξbb
(Eq. 16) to the assumed cosmological correlation function ξcosmo.
The role of ξbb is to make the fit sensitive only to the position of
the BAO peak and not to the more uncertain smooth component
of ξcosmo. To verify that the broadband does indeed remove any
sensitivity to smooth components of the correlation function, we
varied the form of the assumed broadband and the range over
which it was fit. The results, listed in Table 3, show no significant
variation of the derived (α‖, α⊥), indicating that the broadband
performed as required. Of particular significance, adding greater
freedom to ξbb only has an impact of about 10% impact on the
size of the α‖ error, although it has a stronger impact (20− 30%)
on the α⊥ error.
Because the use of ξbb makes our results insensitive to
smooth features in ξ, we are primarily concerned with rough ef-
fects either due to observing or analysis artifacts or to physical
effects that invalidate the assumed theoretical form (Eq. 9).
We first considered errors in the theoretical form of the cor-
relation function. The function ξcosmo in (9) is subject to uncer-
tainties arising from nonlinear effects and, more importantly, in
the astrophysical processes that determine the flux transmission
correlations from matter correlations. The resulting uncertainties
in the dominant Lyα absorption would be expected to generate
only errors that vary slowly with r and are therefore absorbed
into ξbb. On the other hand, absorption by metals, not included
in (9), generates an excess correlation in individual forests in the
form of narrow peaks centered on the wavelength separations
between λLyα and metal lines. For example, the SiII(1260.42)
absorption correlated with Lyα (1215.67) absorption gives rise
to a narrow peak of excess correlation at r = 110 h−1Mpc on the
line of sight, at z = 2.34. This narrow peak is smeared because of
the range of observed redshifts, over a width ∆r ∼ ±5 h−1Mpc.
This correlation in the absorption in individual quasar spectra in-
duces a correlation in the spectra of neighboring quasars (small
r⊥), because they probe correlated structures of Lyα and SiII ab-
sorption in the intergalactic medium.
As described in Bautista et al. (in preparation), we added
metals to the mock spectra to estimate their importance. As ex-
pected, the mocks indicate that the metal-induced correlation
rapidly decreases with transverse separation, dropping by a fac-
tor of five between the first and third r⊥ bin. Figure 11 shows
the effect on ten sets of mocks in the important region µ > 0.8.
The modifications do show structure that might not be modeled
by our broadband term. Fortunately, the effect has no signifi-
cant impact on the measured position of the BAO peak, with
(α‖, α⊥) for metaled and metal-free mocks having a mean differ-
ence and mock-to-mock dispersion of ∆α‖ = 0.002 ± 0.003 and
∆α⊥ = 0.003 ± 0.009.
Because the amplitude of the metal lines is somewhat un-
certain, we empirically verified that they are unimportant by re-
performing the fit of the DR11 data after excising the correla-
tion function bins with r⊥ < rmin⊥ . Most of the metal correlation
occurs within r⊥ < 10 h−1Mpc, so any unexpected effect from
metal lines would have to be made apparent by a dependence of
the BAO results on rmin⊥ . In fact, the results are remarkably sta-
ble, as shown in Fig. 12. We thus conclude that absorption by
metals is unlikely to significantly affect the measured position of
the BAO peak.
We now examine artifacts introduced by the analysis. The
measured correlation function will be different from the true
flux-transmission correlation function because of systematic er-
rors in the flux-transmission field, δq(λ), defined by Eq. (2). Such
errors can be introduced through an inaccurate flux-calibration
or an inaccurate estimate of the function Cq(λ)F¯(z). These er-
rors in δq(λ) will generate systematic errors in the correlation
function if the neighboring quasars have correlated systematic
errors.
The most obvious error in the δq(λ) arises from the necessity
of using a spectral template to estimate the continuum. The C1
and C2 methods use a unique template that is multiplied by a
linear function to fit the observed spectrum. This approach re-
sults in two systematic errors on the correlation function. First,
as previously noted, fitting a linear function for the continuum
effectively removes broadband power in individual spectra. This
error will be absorbed into ξbb and not generate biases in the
BAO peak position. Second, δq(λ) along individual lines of sight
will be incorrect because non-smooth quasar spectral diversity
is not taken into account by the universal template. However,
because the peculiarities of individual quasar spectra are deter-
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mined by local effects, they would not be expected to be cor-
related between neighboring quasars. The tests with the mock
catalogs that include uncorrelated spectral diversity confirm that
the imprecisions of the continuum estimates do not introduce bi-
ases into the estimates of the BAO peak positions.
Errors introduced by the flux calibration are potentially more
dangerous. The BOSS spectrograph (Smee et al., 2013) is cali-
brated by observing stars whose spectral shape is known. Most
of these objects are F-stars whose spectra contain the Balmer
series of hydrogen lines. The present BOSS pipeline proce-
dure for calibration imperfectly treats the standard spectra in
the neighborhood of the Balmer lines, resulting in calibration
vectors, C(λ), that show peaks at the Balmer lines of amplitude
〈∆C/C〉 ∼ 0.02±0.004, where the ±0.004 refers to our estimated
quasar-to-quasars r.m.s. variation of the Balmer artifacts (Busca
et al., 2013). If uncorrected, these calibration errors would lead
to δ ∼ 0.02 at absorber redshifts corresponding to the Balmer
lines. The subtraction of the mean δ-field, 〈δ(λ)〉 in our analysis
procedure removes this effect on average, but does not correct
calibration vectors individually. Because of the relative unifor-
mity of the Balmer feature in the calibration vectors, this mean
correction is expected to be sufficient. In particular, we have veri-
fied that no significant changes in the correlation function appear
when it is calculated taking into account the observed correla-
tions in the Balmer artifacts, ∆C/C.
To verify this conclusion, we searched for Balmer artifacts in
the measured ξ(r‖, r⊥, 〈λ〉) where 〈λ〉 is the mean wavelength of
the pixel pair. If our mean correction is insufficient, there would
be excess correlations at r‖ = 0 and 〈λ〉 equal to a Balmer wave-
length. Artifacts would also appear at r‖ and 〈λ〉 corresponding
to pairs of Balmer lines. For example, the pair [ Hδ (410 nm), H
(397 nm)] would produce excess correlation at the correspond-
ing radial separation 98 h−1Mpc and 〈λ〉 = 403 nm. A search has
yielded no significant correlation excesses. Additionally, remov-
ing from the analysis pixel pairs near (397,410)nm, dangerously
near the BAO peak, does not generate any measurable change in
the BAO peak position.
7. Cosmological implications
The standard fit values for (α‖, α⊥) from Table 2 combined with
the fiducial values from Table 1 yield the following results:
DH(2.34)
rd
= 9.18 ± 0.28(1σ) ± 0.6(2σ) (19)
and
DA(2.34)
rd
= 11.28 ± 0.65(1σ) +2.8−1.2(2σ) . (20)
The blue shading in Fig. 13 shows the 68.3% and 95.5% likeli-
hood contours for these parameters, which are mildly anticorre-
lated. These constraints can be expressed equivalently as
H(z = 2.34) = (222 ± 7 km s−1 Mpc−1) × 147.4 Mpc
rd
DA(z = 2.34) = (1662 ± 96 Mpc) × rd147.4 Mpc , (21)
where we have scaled by the value rd = 147.4 Mpc from the
Planck+WP model in Table 1.
Our measured values of DH/rd and DA/rd (Eq. 19 and 20)
can be compared with those predicted by the two CMB inspired
flat ΛCDM models from Table 1: (8.570, 11.76) for Planck+WP
Fig. 13. Constraints on (DA/rd,DH/rd). Contours show 68.3%
(∆χ2 = 2.3) and 95.5% (∆χ2 = 6.2) contours from the Lyα forest
autocorrelation (this work, blue), the quasar Lyα forest cross-
correlation (Font-Ribera et al., 2014) (red), and the combined
constraints (black). The green contours are CMB constraints cal-
culated using the Planck+WP+SPT+ACT chains (Ade et al.,
2013) assuming a flat ΛCDM cosmology.
Fig. 14. Constraints on the oΛCDM parameters (ΩΛ,ΩM) based
on the autocorrelation contours of Fig. 13. The contours show
68.3% and 95.5% confidence levels. The Planck value of ΩBh2
is assumed together with a Gaussian prior for H0 = 70.6 ±
3.2 km s−1Mpc−1. The yellow star is the Planck ΛCDM mea-
surement, the dashed line corresponds to a flat Universe.
and (8.648, 11.47) for WMAP9+ACT+SPT. Figure 13 demon-
strates that our values differ by 1.8σ from those of the
Planck+WP model. They differ from the WMAP9+ACT+SPT
model by 1.6σ. We emphasize that, in contrast to the values of
α‖ and α⊥, the constraints quoted in Eq. (19)-(21) are indepen-
dent of the fiducial model adopted in the analysis, at least over a
substantial parameter range. We have confirmed this expectation
by repeating some of our analyses using the Planck+WP param-
eters of Table 1 in place of our standard fiducial model, finding
negligible change in the inferred values of DH/rd and DA/rd.
To illustrate this tension, we show in Fig. 14 values of ΩM
and ΩΛ that are consistent with our measurements. We con-
sider models of ΛCDM with curvature, having four free parame-
ters: the cosmological constant, the matter and the baryon densi-
ties, and the Hubble constant (ΩΛ,ΩM ,ΩBh2, h). For clarity, we
placed priors on two of them, adopting the Planck value of ΩBh2
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(Ade et al., 2013) and adopting a wide prior on h = 0.706±0.032
meant to cover the value measured with the local distance ladder
(Riess et al., 2011) and that measured with CMB anisotropies
assuming a ΛCDM cosmology (Ade et al., 2013).
With these priors, Fig. 14 shows that the flat ΛCDM model
preferred by CMB data (Ade et al., 2013) lies near the 95.5%
confidence level of our measurement. We note that values of
(ΩM ,ΩΛ) far from the the line ΩM + ΩΛ = 1 disagree with the
combination of CMB data and BAO at z < 1, which require
1 −ΩM −ΩΛ = −0.0005 ± 0.0066 (Ade et al., 2013).
The tension with CMB data is also seen in the BAO measure-
ment using the quasar-Lyα forest cross-correlation (Font-Ribera
et al., 2014).
The measurement of this function follows a procedure that is
similar to that used here, except that the estimator (3) is replaced
with
∑
wiδi/
∑
wi where the sum is now over forest pixels i sep-
arated from any quasar within a range of (r⊥, r‖).
Red contours in Fig. 13 show the 68.3% and 95.5% likeli-
hood contours derived from the cross-correlation. The implied
values of DA and DH are consistent between the autocorrelation
and cross-correlation measurements, but the statistical errors are
interestingly complementary. The autocorrelation constrains DH
more tightly than DA because redshift-space distortions are so
strong in Lyα forest clustering, a consequence of the low bias
factor of the forest. While there are far fewer quasar-forest pairs
than forest-forest pairs, the cross-correlation still yields a useful
BAO signal because the quasars themselves are highly biased,
which boosts the clustering amplitude. However, redshift-space
distortions are weaker in the cross-correlation for the same rea-
son, and the cross-correlation analysis yields comparable statis-
tical errors in the transverse and line-of-sight BAO. The cross-
correlation constraint therefore suppresses the elongated tails of
the autocorrelation likelihood contours seen in Fig. 10 toward
high DA and correspondingly low DH .
The statistical errors in these BAO measurements are dom-
inated by combinations of limited sampling of the volume
probed, by instrumental noise in the Lyα forest spectra, and (for
the cross-correlation measurement) by shot noise of the quasar
density field. For this reason, the statistical errors in the two
BAO measurements are almost completely uncorrelated, as dis-
cussed in detail in Appendix B. We therefore combined the two
likelihood surfaces as if they were independent to produce the
joint likelihood contours shown by the solid lines in Fig. 13.
Marginalized 1-D constraints from the combined likelihood are
DH(2.34)
rd
= 9.15+0.20−0.21 (1σ)
+0.40
−0.42 (2σ) (22)
and
DA(2.34)
rd
= 10.93+0.35−0.34 (1σ)
+0.75
−0.65 (2σ) . (23)
These numbers can be compared with the green contours in
Fig. 13, which show the 68.3%, 95.5%, and 99.7% confidence
contours on DA/rd and DH/rd derived from CMB data (specif-
ically, using the Planck + WMAP polarization + SPT + ACT
chains available from the Planck Collaboration; this data set
gives results very similar to the Planck+WP model of Table 1),
assuming a flat ΛCDM cosmological model. These predictions
lie outside the 95.5% likelihood interval for the combined cross-
and autocorrelation BAO measurements, an ≈ 2.5σ tension with
the data. The tension with the WMAP9+ACT+SPT model of
Table 1 is slightly smaller, ≈ 2.2σ. In more detail, the Planck
ΛCDM prediction is approximately 2σ below the value of DH
inferred from the autocorrelation and approximately 2σ above
the value of DA inferred from the cross-correlation, deviations of
≈ 7% in each case. The tension between the CMB-constrained
flat ΛCDM model and the autocorrelation measurement of DH
is evident in the top panel of Fig. 5, where the peak in the data is
visually to the left of the peak in the fiducial model (and would
be even more to the left of the Planck+WP model).
How seriously should one take this tension? For the auto-
correlation function, the success of our method in reproducing
the correct parameters when averaged over our 100 mock cat-
alogs, and the insensitivity of our derived α‖ and α⊥ to many
variations of our analysis procedure as discussed in §6, both
suggest that systematic biases in our measurements should be
smaller than our quoted errors. The agreement between the di-
rectly estimated statistical errors and the scatter in best-fit α val-
ues for our mock catalogs indicate that our error estimates them-
selves are accurate, although with 100 mock catalogs we cannot
test this accuracy stringently. The most significant impact seen
with varying the analysis procedure in §6 is the larger statisti-
cal errors on α‖ and α⊥ for the continuum subtraction method
C1. Detailed examination of the likelihood contours in Fig. 10
shows that the larger α‖ errors (and lower central value) for the
C1 method are a consequence of its weaker constraint on α⊥,
which allows contours to stretch into the region of low α‖ and
high α⊥. These regions are inconsistent with the stronger α⊥
constraints of the cross-correlation measurement, so in a joint
likelihood they would be eliminated in any case. Furthermore,
our standard C2 subtraction method is clearly more realistic than
the C1 method because it is based on a more realistic flux PDF
rather than a Gaussian approximation to it. Nonetheless, the vari-
ation seen in Table 2 suggests some degree of caution about the
precision of our statistical errors, even though we have no clear
evidence that they are underestimated, particularly because of
the relatively weak detection of the transverse BAO signal.
We note that while we used mock spectra to verify the statis-
tical errors of the autocorrelation function, this was not possible
for the cross-correlation function because we do not have mock
spectra with Lyα absorption correlated with quasar positions. We
are in the process of producing such mock spectra, and they will
be used in future publications.
While it is premature to conclude that a major modification
of ΛCDM is needed, it is nevertheless interesting to note what
sorts of changes are indicated by the data. The most widely dis-
cussed extensions to flat ΛCDM , allowing nonzero space cur-
vature or a dark energy equation-of-state with w , −1, do not
readily resolve the difference seen in Fig. 13 without running
afoul of other constraints. This is because of the necessity of de-
creasing DA(2.34) while increasing DH(2.34), which is difficult
because the former is related to the integral of the latter.
Requirements for more general forms of dark energy can be
found by considering our measurement of H(z), which, com-
bined with the Friedman equation, determines the density of dark
energy ρde(z). Assuming space to be flat and matter to be con-
served, and neglecting the radiation density, we have
8piG
3
ρde(z) = H2(z) − H20ΩM(1 + z)3 . (24)
Dividing by ρde(z = 0) gives
ρde(z)
ρde(z = 0)
=
H(z)2 −ΩMH20(1 + z)3
(1 −ΩM)H20
. (25)
The uncertainty on ρde(z = 2.34)/ρde(0) is dominated by the dif-
ference between two nearly equal numbers in the numerator. If
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we use the precise values of rd and ΩMh2 = 0.143 ± 0.003 from
the Planck+WP CMB power spectrum measurement, the uncer-
tainty is dominated by that of our value of rdH(z = 2.34) (eqn.
22). We find
ρde(z = 2.34)
ρde(z = 0)
= −1.2 ± 0.8 . (26)
The difference of ∼ 2.5σ from the expected value of unity for
the ΛCDM model is the same as the difference discussed above
(although the quoted error above implies a 2.8σ deviation, this
is reduced slightly by the non-Gaussianity of the likelihood dis-
tribution of the measured DH). If a negative value of ρde were to
persist as measurement errors on H(z) from BAO and ΩMh2 from
the CMB are improved, this would imply that the dark energy
density at z=2.4 is lower than that of z=0, perhaps even with the
opposite sign. This conclusion could be avoided if matter were
not conserved from the epoch of recombination, (invalidating the
use of the Planck value of ΩMh2 in Eq. 24), or that the Universe
is closed (adding a positive term to the r.h.s. of Eq. 24). If, in
addition to explaining the low value of H(z = 2.34), one wishes
to reproduce the low observed value of DA(z = 2.34), there are
further constraints on the model. For example, a flat dark-energy
model that lowers the value of ρde(z = 2.34) to reproduce the ob-
served H(z = 2.34) would need to increase ρde for 0.7 < z < 2.0
so as to decrease the value of DA(z = 2.34) while maintain-
ing DA(0.57). A compensating decrease of ρde(z > 2.34) would
then be needed to maintain the observed value of DA at the last-
scattering surface. Detailed discussions of such models will be
presented in a forthcoming publication (The BOSS collabora-
tion, in preparation).
8. Conclusions
The Lyα correlation data presented in this study constrain DH/rd
and DA/rd at z ∼ 2.34.4 The 3.0% precision on DH/rd and
5.8% precision on DA/rd obtained here improve on the preci-
sion of previous measurements: 8% on DH/rd (Busca et al.,
2013), and 3.4% on DH/rd and 7.2% on DA/rd (Slosar et al.,
2013). The increasing precision of the three studies is primarily
due to their increasing statistical power, rather than to method-
ological improvements. The 2% precision on the optimal com-
bination D0.7H D
0.3
A /rd can be compared with the 1% precision for
DV (z = 0.57)/rd obtained by Anderson et al. (2014).
The derived values of DH/rd and DA/rd obtained here with
the Lyα autocorrelation are similar to those inferred from the
Quasar-Lyα-forest cross-correlation (Font-Ribera et al., 2014),
as shown in Fig. 13. At the two-standard-deviation level, the two
techniques are separately compatible with the Planck+WP and
fiducial models of Table 1. However, the combined constraints
are inconsistent with the Planck+WP ΛCDM model at ≈ 2.5σ
significance, given our estimated statistical uncertainties. The
tests presented in earlier sections suggest that our statistical error
estimates are accurate and that systematic uncertainties associ-
ated with our modeling and analysis procedures are smaller than
these statistical errors.
We are in the process of addressing what we consider to be
the main weaknesses of our analysis. The artifacts in the spec-
trophotometric calibration due, for example, to Balmer lines,
4 The baofit software used in this paper is publicly available at
http://github.com/deepzot/baofit/. The measured cross-correlation func-
tion and its covariance matrix, and the instructions to reproduce the
main BAO results presented in this paper, can be downloaded from
http://darkmatter.ps.uci.edu/baofit/, together with the likelihood sur-
faces used to generate the contours in Fig. 13.
will be eliminated. More sophisticated continuum modeling
making use of spectral features will allow us to verify that unsus-
pected correlated continua in neighboring quasars are not intro-
ducing artifacts in the autocorrelation function. Finally, we are
producing realistic mock catalogs with quasar positions corre-
lated with Lyα absorption features in the corresponding forests.
Such mocks would allow us to verify the statistical errors for
the cross-correlation measurement and to search for unsuspected
correlations between the cross- and autocorrelation function
measurements. All of these improvements in the analysis pro-
cedure will be used for publications using the higher statistical
power of the upcoming DR12 data release.
The cosmological implications of our results will be investi-
gated in much greater depth in a forthcoming paper (The BOSS
collaboration, in preparation), where we combine the Lyα-forest
BAO with the BOSS galaxy BAO results at lower redshift and
with CMB and supernova data, which enables interesting con-
straints on a variety of theoretical models.
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Appendix A: Covariance matrix
A.1. Estimation of the covariance via a Wick expansion.
The Wick expansion for the covariance between ξ for two bins
A and B is the sum over pairs of pairs:
CAB = S −1AB
∑
i, j∈A
∑
k,l∈B
wiw jwkwl[ξikξ jl + ξilξ jk] (A.1)
with
ξi j = 〈δiδ j〉 . (A.2)
The pairs (i, j) and (k, l) refer to the ends of the vectors rA ∈ A
and rB ∈ B. The normalization factor is
S AB =
∑
i, j∈A
(wiw j)
∑
k,l∈B
(wkwl) . (A.3)
As illustrated in Fig. A.1, there are six types of pairs-of-pairs,
(i jkl), characterized by the number of distinct points (2,3,4) and
numbers of quasars (2,3,4).
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Fig. A.1. Six types of pairs of pairs. The dashed lines refer to the
quasar lines-of-sight. The variances are dominated by types 1,2,
and 3. The (r⊥ − r′⊥ = 0) covariances are dominated by types 2
and 3.
The complete sum of pairs-of-pairs would require a pro-
hibitively long computer time. We therefore evaluated the sum
by using only a random sample of pairs-of-pairs and by replac-
ing products of distinct pixels with the previously evaluated cor-
relation function, either 1D for pairs involving only one quasar,
or 3D for pairs involving two quasars
The variances, Eq. 8, are dominated (∼ 97%) by the two-
quasar diagrams in Fig. A.1. About 60% of the variance is pro-
duced by the diagonal diagram (i = k, j = l). The nondiagonal
terms, (i = k, j , l) and (i , k, j , l) account for 25% and
15% of the variance. The dominant covariances, that is, those
with r⊥ = r′⊥ and 0 < r‖ − r′‖ < 20 h−1Mpc, are dominated by the
nondiagonal two-quasar diagrams.
The Wick results for the important covariance matrix ele-
ments are summarized in Fig. 6.
A.2. Estimation of the covariance via sub-sampling.
We used a sub-sample method to estimate the covariance matrix.
The method consists of organizing the space of pairs of quasars
into sub-samples. We took advantage of the fact that quasars are
observationally tagged with the number of the plate on which
they were observed. A given pair belongs to the sub-sample p
if the quasar with the smaller right ascension in the pair was
observed at plate p. Thus there are as many sub-samples as the
number of plates (Nplates) that compose the data sample (Nplates =
2044 for DR11).
In terms of this partition of the data sample into sub-samples,
we write our estimator of the correlation function in Eq. 3 as
ξˆA =
1∑Nplates
p=1 w
p
A
Nplates∑
p=1
ξˆ
p
Aw
p
A , (A.4)
where ξˆpA is the correlation function calculated using only pairs
belonging to the sub-sample p and wpA is the sum of their
weights. The denominator is equal to the sum of weights in A,
the normalization in Eq. 3.
Our partitioning scheme ensures that a pair of quasars con-
tributes to one and only one sub-sample. This approach implies
that the correlation between ξpA and ξ
p′
A (with p , p
′) is given
only by terms of the form T4, T5, and T6. Below we neglect this
small correlation.
The covariance matrix is then given by
〈ξˆAξˆB〉 − 〈ξˆA〉〈ξˆB〉 = S −1AB
Nplates∑
p=1
wpAw
p
B
(
〈ξˆpAξˆpB〉 − 〈ξˆA〉〈ξˆB〉
)
, (A.5)
where, as anticipated, we assumed that crossed terms from dif-
ferent plates are zero. The final step is to use the following esti-
mator for the expression in parentheses, the covariance within a
plate:
CˆpAB = ξˆ
p
Aξˆ
p
B − ξˆAξˆB . (A.6)
Appendix B: Combining the results with those of
Font-Ribera et al. (2014)
In this appendix we discuss the level of correlation between the
BAO measurement presented in this paper and that measured
in Font-Ribera et al. (2014) from the cross-correlation of the
Lyα forest with the quasar density field, also using the DR11
of BOSS.
If both analyses were limited by cosmic variance, there
would be no gain in combining them, since both would be trac-
ing the same underlying density fluctuations. However, as shown
in appendix B of Font-Ribera et al. (2014), cosmic variance is
only a minor contribution to the uncertainties in both measure-
ments. The accuracy of the Lyα autocorrelation measurement
(presented here) is limited by the aliasing noise (McDonald &
Eisenstein, 2007; McQuinn & White, 2011) and the instrumen-
tal noise, while the cross-correlation measurement (Font-Ribera
et al., 2014) is also limited by the shot-noise of the quasar field.
Since the dominant sources of fluctuation in the two measure-
ments have a completely different nature, the cross covariance
should be small.
To better quantify this statement, we calculate the covari-
ance between the two measurements by computing the cross-
correlation coefficient between a bin measured in the autocorre-
lation ξˆA and a bin measured in the cross-correlation ξˆa, defined
as
rAa =
CAa√
CAA Caa
, (B.1)
where CAA is the variance in the autocorrelation bin A, Caa is the
variance in the cross-correlation bin a, and CAa is the covariance
between the two bins.
We calculated the covariance CAa using a Wick expansion
similar to that computed in appendix A. In this case, we must
compute a four-point function with three Lyα pixels and a quasar
position, and the different contributions to the covariance will be
products of the Lyα autocorrelation function between two pixels
and the Lyα -quasar cross-correalation between a quasar and a
pixel. As shown in Fig. B.1, there will be three types of contri-
bution to the covariance, arising from configurations with two,
three, and four quasars.
The correlation of pixels in different lines of sight will in
general be weaker than the correlation of pixels in the same line
of sight. Therefore, we expect the right-most diagram in Fig. B.1
to have a small contribution, since it involves pixel pairs from
different lines of sight.
Direct compuation shows that the contribution from three
quasar diagrams is about a factor of ten higher than that from
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Fig. B.1. Three types of diagrams constributing to the covari-
ance between a bin A in the Lyα autocorrelation and a bin a
in the cross-correlation with quasars. The dashed lines refer to
Lyα forests, the dots to quasars. The solid lines refer to Lyα pixel
pairs or quasar-Lyα pairs used to measure the auto- or cross-
correlation.
Fig. B.2. Cross-correlation coefficients as a function of rA‖ − |ra‖ |,
computed from the three-quasar diagrams. A and a refer to bins
for the autocorrelation and cross-correlation measurements.
two-quasar diagrams for rA⊥ = ra⊥. The two-quasar contribution
for rA⊥ , ra⊥ is zero.
In Fig. B.2 we show the cross-correlation coefficients com-
puted from the three-quasar diagrams as a function of rA‖ −|ra‖ | for
rA⊥ = ra⊥ (it decreases with increasing |rA⊥ − ra⊥|). As expected, the
correlation between the two measurements is weak, justifying
the combined contours presented in Fig. 13.
Appendix C: Correlation function for C1, C2, and C3
Figure C.1 shows the correlation function found using the three
continuum estimators in three ranges of µ (the same as those in
Fig. 5). All three methods show a clear BAO peak in the nearly
radial bin, µ > 0.8. While the peak in this bin is at the same
position for all continua, the absolute value of the correlation
function is quite different. This is because the µ > 0.8 bin is
strongly affected by the distortions induced by the continuum
estimator.
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0 < µ < 0.5 (left), 0.5 < µ < 0.8 (middle), and µ > 0.8 (right), The curves show the results of fits as described in Sect. 5. The blue
dashed curves are the best fits, the full red curves are the best fit for C2.
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