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ABSTRACT
This thesis studies a few optimization problems with uncertain parameters in
the context of discrete choice and nancial portfolio allocation when limited
distributional information of random parameters is available to the decision
maker. The Marginal Distribution Model (MDM) proposed by Natarajan,
Song and Teo [62] is studied in the context of discrete choice. MDM is based
on the assumption that the marginal distributions of random parameters, as
opposed to complete distributional information, is available. Several theoret-
ical results relating the MDM to classical choice models such as Generalized
Extreme Value (GEV) and Multinomial Logit (MNL) are provided. Theo-
retical properties of the MDM choice models are studied for a multi-product
pricing problem, and further results are proposed for the parameter estima-
tion problem using loglikelihood with MDM. The use of MDM as a discrete
choice model is exhibited using computational experiments on a safety fea-
tures data set provided by General Motors.
Following the approach of the MDM, we build another choice model
when mean and cross-moment information of random parameters is known.
It is shown that this problem can be casted as a semidenite program (S-
DP), giving choice probabilities under an extremal distribution as optimal
solution of some of the decision variables. We call this model the Cross Mo-
Abstract ix
ment Model (CMM). We test this model using several examples from route
choice, random walk etc. We further embed this model in a exible packaging
design problem to compare the designs suggested by the CMM with MNL
and Multinomial Probit. Although CMM is a parsimonious model that uses
limited distributional information, in most examples we nd its performance
very close to sophisticated models such as cross-nested logit, probit etc. Fur-
ther, prediction is done using an easy to solve convex semidenite program
leading to computational advantages.
Since CMM is a SDP and existing solvers can't solve problems with
large number of parameters, we propose a reduced but exact formulation for
CMM. The new formulation is O(n2) in variables as opposed to the CMM,
which is O(n3) in variables. This result is used to solve the problem of nding
bounds on a multi-asset European call option prices and portfolio allocation.
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1. INTRODUCTION







yj = 1; yj 2 f0; 1g 8j 2 N

; (1.1)
When U is deterministic, the solution to this problem is trivial, and
under optimality yj = 1 for j corresponding to the maximum of Uj, and
optimal value is maxj2N Uj. When U is a random vector, however, the
optimal solution as well as optimal value are random themselves. Lets denote
random vector by ~U . When parameters are random, we are often interested
in nding the expected optimal value E(Z( ~U )) and probability P(y

j = 1)
for j 2 N , under joint distribution  of random vector ~U . This latter
probability is sometimes refered to as persistency value as in [62], and called
choice probability in discrete choice literature.
In discrete choice, let N = f1; 2; : : : ; ng be the nite set of alternatives.
A customer facing these n choices, chooses the alternative with the highest
utility, and would essentially solve the problem 1.1. This discrete choice
problem arises in areas including but not limited to operations management,
marketing and transportation. Looking at past choices of decision-makers,
1. Introduction 2
the statistician (modeler) predicts their future choices. Often interest lies
in the behavior of a population rather than an individual. For this reason
lets dene the set of all customers as I. In the following, we review the
classical parametric approach to choice modeling, where distribution  of
random utilities is assumed a priori.
1.1 Classical Parametric Approach to Choice Modeling
Classical approach to discrete choice modeling considers parametric models,
where the distribution  of utilities is assumed to be known. Since the ear-
ly work of McFadden [55] on conditional logit analysis, several parametric
models, such as multinomial probit, nested logit etc, have been proposed.
Since our interest lies in the business setting, we often refer to alternatives
as products and decision makers as customers.
Under a parametric approach, random utility models (RUMs) are built
as follows:
1. Let customer i's utility from choosing alternative j 2 N be expressed
in the additive form:
~Uij = Vij + ~ij j 2 N ; (1.2)
where Vij is the deterministic component of random utility that cap-
tures modeler's belief about the utility from the observed product and
customer attributes. The linear form Vij = 
0xij is most common in
literature, where  is the vector of preference weights (part-worths)
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dened over the set of product and customer attributes embedded in
vector xij. ~ij is the random component of the utility that captures the
eects which are unobserved and not considered in the model.
2. Assume a joint distribution for vector of error components ~i =
(~i1; ~i2; : : : ; ~in) with density f(i).
3. Assume that customer i has complete knowledge of Ui =
(Ui1; Ui2; : : : ; Uin), while making the choice. Under utility-maximizing
behavior, she solves (1.1), where Z(Ui) is the maximum utility for
customer and is simply max
j2N
Uij. Since utilities are unknown to the
modeler, Z( ~Ui) and the optimal solution y

i (
~Ui) of (1.1) for customer
i can be viewed as random variables. Prediction of customer i's choice










where If:g is the indicator function equalling one if the event in braces
occurs, zero otherwise.
The integral involved in the evaluation of choice probabilities is a multidi-
mensional integral over the density f(i). Discrete choice models are derived
based on choices of the density f , and only under certain cases does this
integral have a closed-form. This includes the generalized extreme value
(GEV) models, which are derived under the assumptions that the error-term
distribution is generalized extreme value. Multinomial logit (MNL) is a well-
known special case of these models. The multi-dimensional integral does not
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have a closed-form under most other cases. Examples include probit where
the error-terms are assumed to have a multivariate normal distribution, and
mixed logit which assumes that random component of utility has two parts,
one part is distributed according to a distribution specied by the researcher,
and the other part is i.i.d extreme value. Evaluation of the integration in
these cases relies on exhaustive simulation.






where Gij = @G(i1; : : : ; in)=@ij, ij = e
Vij and the function G(i1; : : : ; in)
is a non-negative dierentiable function which satises a set of properties
listed in McFadden [56]. The joint distribution of the error terms is given as
P (~i1  "1; : : : ; ~in  "n) = e G(e "1 ;:::;e "n ):
For the special case of MNL (McFadden [55] and Luce [50]), error-terms are
i.i.d. with the distribution:
P (~ij  ") = e e "
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In the Multinomial Probit (MNP) model the error terms are assumed to be
normally distributed with zero mean and nonsingular covariance matrix 

with joint distribution given as















Under this error distribution, choice probabilities are evaluated using simu-
lation, and it is known that for choice sets of size more than twenty nding
choice probabilities using multidimensional integrals numerically is already
a computationally challenging task. The mixed logit model (see for example
Train [74]), also called random coecient logit, considers the model parame-
ters to have a random component apart from product and customer specic
random component ~ij. For example, in the most popular case of linear util-
ities, the mixed logit model considers part-worth to have two components, a
deterministic term () and a random term (~a) with the utility described as
~Uij = (+~
a)0xij+~ij. By considering the randomness in model parameters,
this model captures consumer taste variation. When ~ij are iid extreme value
1. Introduction 6








Let g(:) be the probability density of ~a. By integrating over the density, we





While the above mentioned parametric choice models are most-widely
studied and applied, these models have certain shortcomings. For instance,
MNL possesses the well discussed Independence from Irrelevant Alternatives
(IIA) property. Recently Steenburgh [73] recognized that even the random-
coecient logit (mixed logit), which is quite exible in imitating any discrete
choice model (see McFadden and Train [57]) has its limitations. Paramet-
ric maximum likelihood estimation and other estimation methods where a
distribution of error-terms ~ij is assumed a priori may yield inconsistent es-
timators if this distribution is misspecied. This fact has encouraged some
researchers to build semiparametric and non-parametric approaches by relax-
ing parametric assumptions regarding the error-term distribution and utility
form made in parametric models of choice. Under semiparametric or non-
parametric models either the assumption on known functional form of Vij or
the distribution of random utility component ~ij, or both is relaxed. Semi-
parametric and nonparametric choice models is itself a well-researched area.
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Among these models are the maximum score method proposed by Manski
[51] and [52], smoothed maximum score method for binary choice of Horowitz
[42], Cosslett's [20] distribution-free maximum likelihood estimator, Han's
[39] maximum rank correlation estimator, and the recent nonparametric ap-
proach of Farias and Jagabathula [33]. A critical issue in semiparametric and
nonparametric choice models is the eciency of estimators. For example, to
the best of our knowledge, little is known regarding the asymptotic distribu-
tion of models proposed in Manski [51], Han [39], Cosslett [20], and Farias
and Jagabathula [33]. This leads to diculty in statistical inference of esti-
mators and often bootstrapping methods are used to gain some idea about
the variability of the estimators. In several likelihood-based methods (para-
metric and semi/nonparametric) such as mixed logit, multinomial probit,
etc. asymptotic distribution can be found using the asymptotic normality
property. For mixed-logit and probit this is done using numerical methods
by nding information matrix numerically.
1.2 Choice Probabilities under Limited Distributional
Information
Motivated by the work of Meilijson and Nadas [58], Weiss [77], and Bert-
simas, Natarajan and Teo [5], [6] and [7] who propose convex optimization
formulations to nd tight bounds on the expected optimal value of certain
combinatorial optimization problems, Natarajan, Song and Teo [62] have re-
cently proposed a semiparametric approach for choice modeling using limited
1. Introduction 8
information of joint distribution of the random utilities. Under these models,
the choice prediction is performed in the following manner:
1. A behavioral model such as (1.2) for random utility is specied.
2. Unlike the parametric approach to choice modeling, the distribution
of the vector of error-terms ~i is not assumed a priori. It is, however,
assumed that the modeler has some limited information regarding this
distribution, such as the marginal distributions or marginal moments of
~i. We denote the class of distributions satisfying known characteristics
of the distribution as .
3. As in conventional approach the modeler would assume that the utility-
maximizing customer solves problem (1.1) while making her choice a-
mong the products in the choice setN . The key dierence from the con-
ventional approach lies in the evaluation of choice probabilities. Rather
than nding the values of choice probabilities for an assumed distribu-
tion by evaluating a potentially dicult to evaluate integral, the choice
probabilities are estimated at an extremal distribution  that satises
pre-specied conditions (for example marginal distribution or marginal
moment information). This is done by maximizing the expectation of




































yij( ~Ui) = 1

;
where, for customer i, yij( ~Ui) is the optimal value of decision variable yj in
(1.1), and is random due to random coecients ~Uij, and P(y

ij( ~Ui) = 1)
is the choice probability of jth product under some extremal distribution.
These choice probabilities are found by maximizing the right hand side of
the last equation under distributional constraints. Examples of such models
applied to choice modeling are the Marginal Distribution Model (MDM) and
Marginal Moment Model (MMM). MDM assumes that only the marginal
distributions of random utilities ~Uij are known, and MMM is built under an
even more relaxed assumption that rst two marginal moments of ~Uij are
known for the choice prediction problem. For a detailed discussion on these
models, readers are referred to [62], who derive these models and exhibit
their application in discrete choice modeling. The key result of Natarajan,
Song and Teo [62] for the MDM is as follows.
Theorem 1. (Natarajan, Song and Teo [62]) For customer i, assume that
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the marginal distributions of the error terms are continuous and known as
~ij  Fij(:) for j 2 N . The following concave maximization problem solves
(1.5) and the choice probabilities are obtained as the optimal solution P i


















Under MDM, the optimality conditions yield the choice probabilities as:
Pij = 1  Fij(i   Vij); (1.8)







1  Fij(i   Vij)

= 1: (1.9)
In a similar spirit, when error-terms ~ij have mean zero and variance 
2
ij, but
the exact distribution is not known, choice probabilities under the Marginal






















0@1 + Vij   iq
(Vij   i)2 + 2ij
1A ; (1.11)








0@1 + Vij   iq
(Vij   i)2 + 2ij
1A = 1: (1.12)
For a utility specication such as ~Uij = 
0x + ~ij, one needs to know
customer i's preference weights (part-worth)  on the product and customer
attributes in order to evaluate the choice probability. To this end, a pa-
rameter estimation problem is solved, given the data on the actions taken
by the decision-maker in similar choice situations. This data can be stat-
ed preference data such as choice-based conjoint data or revealed preference
data such as data on choice history of the customer. The parameter estima-
tion is performed by maximizing the likelihood function. Given choice data
zij; i 2 I; j 2 N , where zij = 1, if customer i chooses product j from the
choice set N , zero otherwise, the parameters  are estimated by solving the








where choice probability Pij are choice probabilities specied under paramet-
ric discrete choice models or semi-parametric models such as MDM.
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The semiparametric approach of MDM or MMM has the advantage that
choice probabilities can be found by solving easy to solve convex optimization
problems. This avoids the evaluation of multidimensional integrals as is done
in several parametric models such as probit and mixed-logit.
1.3 Problems in Finance under Limited Distributional
Information
Several problems in mathematical nance require computation of expected
value E[f(x; ~r)], where x is a parameter or decision vector, ~r is a random
vector having a joint distribution  and f is a real-valued function. For in-
stance, a derivative on assets is priced using a no-arbitrage argument, where
~r is the price vector of the underlying assets at the termination of the con-
tract. Function f in these problems can take various forms, for example,
f(K; ~r) = maxfmaxf~r1; : : : ; ~rng  K; 0g is the payo in a multi-asset Euro-
pean max call option on n underlying assets with strike price K. Another
instance is portfolio selection problem, where x is the portfolio allocation
in given assets and ~r is the return vector of these assets. In such problems
given constraints on the decision vector x, one is interested in nding an
optimal portfolio to minimize E[f(x; ~r)] where f(x; ~r) is a loss function.
Function f can take various forms and can be used in risk measures such as
value at risk (VaR) and conditional value at risk (CVaR). Regret functions
are an example where one tries to minimize the expected regret with respect
to benchmark portfolios using some sort of risk measure.
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In certain simple cases, E[f(x; ~r)] can be computed in closed form.
For example, using a no-arbitrage argument, in European call option pricing
context on a single asset, one obtains the well-known Black-Scholes formula
under the assumption that the price follows a geometric Brownian motion.
Function f here takes a simple two-piece linear form maxf~r K; 0g. Another
example is portfolio selection in the VaR framework under Gaussian distri-
butions. It is well-known that in portfolio selection using VaR, when the
distribution of return vector ~r is gaussian, one would essentially indulge in a
convex optimization problem of the form minx2X   1()
p
x0 x 0x, where
  is the covariances matrix of random returns,  2 (0; 1] a given parameter,
X a convex set, and (:) is the cumulative normal distribution function. A
fundamental assumption in preceding examples is that the distribution  is
known. In practice, the distribution  of returns or asset prices etc. is often
ambiguous to the investor(Natarajan et. al [61]). To avoid this restriction,
a stream of research has focussed on the bounds on E[f(x; ~r)] over a set
of distributions  2 . Rather than assuming a distribution itself, these
papers look into the bounds on expectation under a set of distributions that
are consistent with the limited information about the distributions available
from the data (see for example, Boyle and Lin [12], Bertsimas and Popescu
[8]). Advantages of this approach are that we can use the limited informa-
tion regarding distributions, typically moments information, to nd useful
bounds on the desired expectations, and if we need to solve an optimiza-
tion problem as in portfolio allocation problems, many a times we deal with
easily solvable instances of convex optimization (see for example, El Ghaoui
et al. [31]). The solutions obtained using this approach are distributionally
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robust in the sense that under the class of distributions satisfying moments
conditions, one makes decision to protect against the worst case ([25], [63],
[43]).
This thesis also presents some new theoretical results for the following
two problems, and discusses implications in the areas of option pricing and
portfolio optimization.










where vectors bk and scalars ck, k 2 f1; : : : ; Kg are given, and notation
~r  (;) denotes the fact that r.v. ~r belongs to the class of n-variate
distributions with mean  and covariance matrix .












where bk(x) : Rm ! Rn and ck(x) : Rm ! R are ane functions of
the decision vector x.
1.4 Organization and Contributions
This thesis contains three essays contributing to the literature of optimization
under uncertainty when limited distributional information is known, theory
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of discrete choice, and portfolio optimization. Following is the organization
and key contributions of this work.
1. In Chapter 2, we discuss theoretical and empirical properties of the
Marginal Distribution Model (MDM) in the context of discrete choice.
More specically, we show interesting connections of this approach to
the classical discrete choice models such as Multinomial Logit (MNL)
and a more general class of choice models: Generalized Extreme Value
(GEV) models. We further show that the Marginal Moment Model
(MMM) can also be replicated by MDM. We also study the parameter
estimation problem using loglikelihood under the MDM. This estima-
tion problem is known to be convex for only a few special cases such
as MNL and Nested Logit model for specic parameter choices. We
show that under linear utility specication, the estimation problem is
convex in part-worths under appropriate conditions for special classes
of exponential distribution. This includes the MNL and Nested Logit
results as special cases. Further, using the asymptotic normality prop-
erty of loglikelihood, we present a method to nd condence intervals
of estimated parameters under MDM. We provide an application of
the choice probabilities from MDM in the seller's prot maximization
problem. We show that the optimal prices for a set of dierentiated
products can be found under MDM by solving a concave maximization
problem when the marginal probability density functions are logcon-
cave. This provides a new class of choice models for which the multiple
product pricing problem is tractable. Finally, a conjoint choice data-
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set for vehicle features is used to conduct experiments using the MDM,
MNL, and mixed logit.
2. Chapter 3 extends the theory of persistency approach to a class of dis-
tributions where mean and covariance matrix of the random utilities
is assumed to be known. We refer to this model as the Cross Moment
Model (CMM) and show that the choice probabilities can be found us-
ing a semidenite program (SDP). We test CMM using a few examples
in route choice and random walk, and compare the quality of choice
prediction with the other models such as multinomial probit (MNP),
Nested logit, MNL etc. Finally, we use the CMM to solve a packaging
design problem using a data-set provided by a local service provider
in Singapore and compare the solutions with those suggested by MNL
and MNP.
3. The Cross Moment Model also yields upper bounds on the expected
value of the maximum of nite random vectors. This model can be ex-
tended to solve problems in nance. We can use this approach to nd
bounds on the price of call options on the maximum of several asset
returns (see [9], [12], [49]). The theory also extends easily to portfolio
optimization under limited distributional information, yielding distri-
butionally robust portfolio allocations (See [31] and [80]).
The CMM formulation used in Chapter 3 is O(n3) in variables. In
Chapter 4, we present a reduced formulation, which is O(n2) in vari-
ables. This formulation is exact, and can lead to potential benets in
nding bounds on option prices and portfolio allocation problems in
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nance, which we study in Chapter 4.
4. Chapter 5 is reserved for conclusion and future work.
2. ON THEORETICAL AND EMPIRICAL ASPECTS OF
MARGINAL DISTRIBUTION CHOICE MODELS
In this chapter, we study the Marginal Distribution Model (MDM) in discrete
choice context. Results for choice prediction as well as parameter estimation
are presented. For this reason, our presentation of the MDM will be based
on a linear form of random utility ~U . We would assume that the marginal
distributions of random error-terms are prespecied.
Our main contributions for the choice prediction problem are presented
in Section 2.1, where we nd connections of MDM with the classical choice
models such as multinomial logit (MNL) and GEV. More specically, we
identify the marginal error-term distributions under which the MDM ap-
proach begets these classical choice probability formulas. Further it is shown
that the choice probabilities of Marginal Moment Model (MMM) can be
replicated by the MDM.
For the parameter estimation problem, in Section 2.2, we present a con-
vexity result for the loglikelihood problem under MDM. Using the asymptotic
normality property of loglikelihood, we present the method to nd condence
intervals under the MDM. This is important, since the earlier work of [62]
nds parameter estimates but doesn't develop methods to nd error esti-
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mates of these parameters.
As an application of MDM choice probabilities, we study the multi-
product pricing problem in Section 2.3. From earlier literature, it is known
that this problem has a convex optimization formulation for MNL. Recently
[48] have proved convexity of this problem for nested logit model under some
assumptions. We show that for the marginal distributions with log-concave
density, this problem has a convex optimization formulation. Further results
are provided for MMM as well.
In the last section of this chapter, we present our computational ex-
periments on a conjoint choice data set of vehicle features. A comparison of
MMM with MNL and mixed-logit is provided. We further present managerial
insights that our experiments entail.
2.1 Choice Prediction under MDM
The MDM choice probabilities as given by (1.8) and (1.9) are quite general in
the sense that the choice of marginal distributions Fij of error-terms ~ij leads
to dierent choice models. This model can be related to the MNL model
under a special case as we show in the next theorem. Recall that MNL
is derived from RUM (1.2) assuming that error-terms are i.i.d and extreme
value distributed. The MNL choice probability formula is provided in (1.4).
Theorem 2. Say customer i 2 I has random utility given by (1.2). Un-
der the Marginal Distribution Model (MDM) when error terms ~ij; j 2 N
are identically distributed, choice probabilities are multinomial logit choice
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probabilities if and only if ~ij; j 2 N is exponentially distributed.
Proof: Let error-terms ~ij; j 2 N be exponentially distributed with param-
eter  > 0. Then, from (1.8) under MDM, the choice probability of product
j is:
Pij = 1  Fij(i   Vij)
= e (i Vij)
(2.1)


















which is the MNL choice probability with scale parameter .
Next, let the choice probabilities from the MDM be of the form (2.2),
and the error-terms ~ij; j 2 N have the identical CDF H(:). Then the ratio





1 H(i   Vik) = e
(Vij Vik)
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Since this equation holds true for any arbitrary Vij and Vik, the following





H(y) = 1 + [H(x)  1]e(x y)










Solving this dierential equation, we get:
H(x) = 1  e x:
Theorem 2 shows that a well-studied and widely-applied discrete choice
model can be replicated by MDM. In fact this can be generalized as MDM
can be used to replicate the GEV choice probabilities as well. We model this
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case with the distribution function dened as the generalized exponential
distribution:
Fij(x) = 1 e xGik(eVi1 ; : : : ; eVij ; : : : ; eVin) for x  ln(Gik(eVi1 ; : : : ; eVij ; : : : ; eVin)):
(2.3)
Note that Fij(x) is a valid distribution function for ~ij under the assumptions






Vi1 ; : : : ; eVin) = 1:







which is exactly the choice probabilities (1.3) using the GEV model. We
have thus obtained:
Theorem 3. Say customer i 2 I has random utility given by (1.2). Under
the Marginal Distribution Model (MDM) when error terms ~ij; j 2 N have
the marginal distribution Fik(x) = 1  e xGik(eVi1 ; : : : ; eVik ; : : : ; eVin), choice
probabilities under the MDM are same as the ones given by the classical GEV
model.
To guarantee that the choice probabilities are consistent with utility
maximization in the GEV model, assumptions on the signs of higher order
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cross partial derivatives of the function G() need to be made (see McFadden
[56]). On the other hand, this assumption need not be imposed in (2.3)
thereby generalizing the class of functions G() for which the formula (2.4)
is valid under MDM.
As a third example of choice probabilities that can be replicated by
MDM, consider the Marginal Moment Model (1.11) and (1.12) derived under
the assumption that the rst two marginal moments of the error terms ~ij are
known. To show that MDM can be used to obtain these choice probabilities,



















where  is a location parameter, and  is an inverse scale parameter, and 
is the number of degrees of freedom. Set  = 0,  = 2=2ij, and  = 2, the















Assume that customer i 2 I has the utility given by (1.2) with error terms
~ij; j 2 N having the marginal distribution in (2.5). From the MDM choice
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probability (1.8), we have:















Preceding observation leads us to the following result.
Theorem 4. Say customer i 2 I has random utility given by (1.2). Under
Marginal Distribution Model (MDM) when error terms ~ij; j 2 N have the
marginal distribution Fij() as given by (2.5), choice probabilities under the
MDM are same as the ones given by the MMM with the variance of ~ij; j 2 N
equal to 2ij and mean zero.
2.2 Estimation under MDM
In this section, we provide results on the parameter estimation problem under
the MDM. We rst identify examples where the maximum log-likelihood
problem under MDM is a convex optimization problem. Next, we establish
a method to evaluate standard-error estimates of maximum log-likelihood
estimators using the asymptotic theory of maximum log-likelihood. It is
known that the estimation of the standard error of optimal max-log-likelihood
estimators can be done by evaluating the information matrix, which needs
us to evaluate second partial derivatives of the log-likelihood function. MNL
has analytical expressions for these derivatives, which come handy during the
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evaluation of standard errors. For models such as multinomial probit and
mixed-logit this is done using the method of simulated log-likelihood. We
describe a method to nd almost analytical expressions of partial derivatives
of the log-likelihood function in the case of MDM.
2.2.1 A Convexity Result under MDM
Convexity of the maximum log-likelihood optimization problem (1.13) is a
highly desired property. It implies, rst, that the computational search of
the maximum likelihood estimates (MLE) is easy, and second the global
optimality of MLE is guaranteed. Only a few results are known in this
regard. McFadden [55] showed that the maximum log-likelihood problem
under MNL is a convex optimization problem. For the Nested Logit Model,
Daganzo and Kusnic [21] show that the problem is convex in part-worth 
parameters for a choice of scale parameters if the mean utility is linear in .
Note that in nested logit, scale parameters are also estimated but the problem
is not jointly convex in part-worth parameters and scale parameters.















1  Fij(i   Vij())

= 1; i 2 I
(2.6)
where zij = 1 if the customer i 2 I chooses alternative j 2 N , zero oth-
erwise. Vij(); i 2 I; j 2 N is the deterministic component of the utility,
and Fij; i 2 I; j 2 N is the marginal distribution of the random part of the
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utility ~Uij. The maximization is performed over the estimated parameters 
and Lagrange multipliers  = (1; : : : ; jIj). Part-worth  are contained in
Vij, and other estimated parameters such as scale parameters etc. may be
described in the form of distribution Fij. In the following theorem we present
a convexity result for maximum likelihood problem under MDM.
Theorem 5. Suppose the error components of the random utility have marginal
distributions Fij(y) = 1   e aijy+ln(Gij(eVi1 ;:::;eVin )); i 2 I; j 2 N , aij > 0, and
deterministic component Vij of utilities are linear in estimated parameters.
If the following two conditions are satised:
(a) ln(Gij(e
Vi1(); : : : ; eVin())) is concave in ,
(b) e(ln(Gij(e
Vi1();:::;eVin()))+aij(Vij() i)) is convex in (; i),
then the maximum log-likelihood problem (2.6) under MDM is a convex op-
timization problem.
Proof: If Fij(y) = 1  e aijy+ln(Gij(eVi1 ;:::;eVin )), then maximum log-likelihood
















Vi1();:::;eVin())) aij(i Vij()) = 1; i 2 I
(2.7)
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Vi1();:::;eVin())) aij(i Vij())  1; i 2 I
(2.8)
For linear utilities of the form Vij() = 
0xij, (2.8) is clearly a convex opti-
mization problem in the decision variables (;) if conditions (a) and (b) of
Theorem 5 are satised. To see that it is equivalent to (2.7), we note that
both the objective function and the (unique) constraint involving i are both






Therefore the formulations (2.7) and (2.8) are equivalent.
When aij is independent of j 2 N and is constant (possibly dierent)
for each i 2 I , above result leads to a convexity result for the GEV model.
Clearly, under identical exponential marginal distributions Fij; j 2 N , (2.6) is
well-behaved as we essentially get the MNL due to Theorem 2. The classical
logit model reduces to the simple case when Gi(y1; : : : ; yn) =
P
k yk. So we
have Gij(y1; : : : ; yn) = 1 for all j. In this case, the conditions in Theorem 5
hold and hence the estimation for the classical logit reduces to the following
convex formulation:





















l , where the variables are partitioned into l = 1; : : : ; K
blocks, each with Bl elements. The model is known to be consistent with
utility maximizing behavior for  2 (0; 1]. Let Bl(j) denote the block con-































In the following we show that for given parameters l 2 (0; 1], this estimation
problem is convex if Vij() are ane in . Using the theory of constrained
optimization under MDM, this provides an alternative proof of the result in
Daganzo and Kusnic [21].
Theorem 6. The estimation problem (2.10) is a convex optimization problem
if Vij() are ane in  and l 2 (0; 1].
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Since  2 (0; 1];Vij; j 2 N are ane in , and ln
P
i e
xi is convex in x,
the objective function of this problem is concave. To show that the feasible










(a  1)zz0 + (10z)diag(z)

, where z =

ex1=a; ex2=a; : : :

, diag(z)
is the diagonal matrix with elements of z in diagonal, and 1 is the vector of
ones. Note that (1
0z)a 2
a
> 0 for a 2 (0; 1]. Further,








Clearly zz0  0. Further 10zdiag(z)   zz0  0 due to Cauchy-Schwarz in-
equality. The convexity of g(x) follows from the positive-semideniteness of
Hessian r2(g(x)).
Note that in general, parameters to be estimated may involve part-worth
estimates  which are contained in Vij, and parameters of the distribution
function Fij. The nature of problem (2.6), therefore, depends on the func-
tional form of Vij as a function of  and the distribution function Fij. The
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parameter estimation problem can be an instance of convex optimization
problem as in the case of identical exponential distributions Fij (classical
logit model), or can be a constrained non-linear optimization problem as in
the case of MMM where Fij are t-distributions of the type (2.5).
2.2.2 Estimating the Asymptotic Variance of the Maximum Log-likelihood
Estimators (MLE)
To make the discussion lucid, we introduce a few additional notations. We
denote the vector of estimated parameters by , which denotes any gener-
al value of estimated parameters such as partworth  or parameters of the
marginal distributions Fij . Let 0 be the true value of these parameters
and ^ be MLE. Also, let L(jz) be likelihood function given iid observa-
tions zi; i 2 I, and lnL be the log-likelihood function. Let E0[:] denote the
expectation under true parameter values.
It is known from the theory of maximum likelihood estimation that, un-
der certain regularity 1 conditions of the log-likelihood function, the following
Asymptotic Normality property holds.
Asymptotic Normality: As the sample size increases, the distribution of
^ approaches the Gaussian distribution with mean 0 and covariance matrix
1 Details of these regularity conditions can be found in Greene [38] and references pro-
vided therein. These conditions would typically require at least the existence of MLE in
the interior of feasibility set, and a well-behaved 1  Fij(i   Vij()); i 2 I; j 2 N , which
is continuous and twice dierentiable as a function of estimated parameters etc. In this
paper we limit ourselves, and do not pursue the regularity conditions for MDM. Given that
MDM replicates GEV of which nested logit and MNL are special cases, for a large class of
extreme choice distributions under MDM, consistency and eciency of MLE follows (See
for example, McFadden [55] for MNL and Brownstone and Small [14] for Nested logit).
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[I(0)]
 1, where
I(0) =  E0[r2 lnL(jz)]0 :
I(0) is called information matrix. When the form of I(0) is not
available, the following asymptotically equivalent estimator of information
matrix can be used:
I^(0) =  [r2 lnL(jz)]^: (2.12)
We assume that log-likelihood function in (2.6) satises the regularity
conditions of Asymptotic Normality. We now evaluate second order partial
derivatives of the log likelihood function under the MDM at the MLE. For
the models such as mixed-logit and multinomial probit, the evaluation of
these partial derivatives is done numerically by manipulating the rst order
derivatives of the simulated log-likelihood. The estimation is not only com-
putationally challenging, but is also prone to errors. In the case of MDM, the
analytical expressions can be derived for the second order partial derivatives.
Although it doesn't seem straightforward as the maximum likelihood problem
(2.6) involves normalization constraints, and additional variables i; i 2 I,
deriving analytical expressions for second order partial derivatives is fairly
easy. The key step involves deriving rst order partial derivatives of i with
respect to the MLE using the normalization constraints. A step-wise method
for nding the analytical expressions of second order partial derivatives for
general distribution functions Fij is outlined next.
We present the method when part-worth only parameters  are esti-
mated. For the case when additional parameters such as scale parameters of
distributions Fij are also estimated, a similar procedure can be used. The









1  Fij(i   Vij())

; (2.13)




1  Fij(i   Vij())

= 1; 8i 2 I: (2.14)
Typically, Vij() is linear in the vector of parameters  = (1; 2; : : :)
0. The
following steps can be used to evaluate the second order partial derivatives
of log likelihood function at MLE ^.






j2N fij(i   Vij)
Note that Vij is a function of  and fij are density functions of Fij. The
above vector can be dierentiated again to nd analytical expressions
for r2i.
Step 2. For i 2 I and j 2 N , choice probabilities are Pij = 1 Fij(i  Vij).
Dierentiate these probabilities with respect to , we get the gradient:
rPij =  fij(i   Vij)(ri  rVij):
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Using this, nd the matrix of second partial derivatives:
r2Pij =  

f 0ij(i   Vij)(ri  rVij)(ri  rVij)0
+fij(i   Vij)(r2i  r2Vij)

:
These expressions can easily be derived using rst and second order
derivatives of i found in Step 1. Note that, in the case when Vij are
linear in parameters, r2Vij = 0.
Step 3. The nal step involves dierentiating the log-likelihood (2.13) with
respect to  twice to nd the expression for second order partial deriva-














Using expressions derived in Step 2, we can nd the analytical expres-
sion for this, and evaluate it at MLE ^.
In our computational experiments (in Section 2.4) with MMM, we use
this method to nd various statistics of MLE which provide useful informa-
tion regarding signicance of the parameter estimates in the model. Ap-
pendix A gives expressions for partial derivatives for any general marginal
distributions Fij of ~ij belonging to location-scale family if part-worth  as
well as standard deviations are estimated simultaneously as in the mixed-
MMM model built later in Section 2.4.3. These derivatives can be used
directly to nd second order partial derivatives of loglikelihood function, and
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hence standard errors of estimators as long as the marginal distributions un-
der the MDM are from location-scale family. Note that the t-distribution
(2.5) resulting in MMM from the MDM is from location-scale family of dis-
tributions, so we can use these expressions for mixed-MMM model as well.
2.3 Pricing Multiple Products under MDM
A popular application of the choice probability formulas is to a seller's prob-
lem of determining the optimal prices of a set of dierentiated products so as
to maximize the expected prot. In this section, we show that the optimal
prices for a large class of marginal distributions in MDM can be found by
solving a concave maximization problem. Consider a set N = f1; 2; : : : ; ng of
n products for which the prices needs to be determined by the seller. Product
0 represents an outside option if the customer decides not to buy any of the
products in the set N . Without loss of generality, consider a single customer
segment. The utility that the customer gets from purchasing a product is
modeled as:
~Uj = Wj   pj + ~j j 2 N [ f0g; (2.15)
where pj is the price of the product andWj is the observable utility associated
with other attributes of the product j. The random error term ~j models
the unobservable characteristics of the utility. For the outside option, it is
assumed that W0 and p0 are xed and known to the seller. For a given price
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vector p = (p1; : : : ; pn), the probability that a customer selects product j is:
Pj(p) = P

Wj   pj + ~j  max
k2N[f0g
(Wk   pk + ~k)

:
















where cj  0 is the per unit cost for product j. Enlarging the feasible region of
the price vector p from <+n to <n in (2.16) does not aect the optimal solution
since for any reasonable RUMmodel, the choice probability Pj(p) will be non-
decreasing in the price pj. For MNL, Hanson and Martin [40] showed that
the prot function in (2.16) however is not concave or even quasi-concave in
the decision variables p. This can be circumvented by a transformation of
the pricing decision variables to choice probability (or market share) decision
variables. Dene pj(P ) to be the price of product j 2 N expressed as a
function of the choice probability vector P = (P0; P1; : : : ; Pn). Under a one-
to-one correspondence between prices and choice probabilities, the seller's
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Pj  0 8j 2 N [ f0g
(2.17)
where the decision vector is the choice probability vector. Under MNL, the
price vector is reexpressed as:
pj(P ) = Wj  W0 + p0   lnPj + lnP0; j 2 N
Song and Xue [71] and Dong et. al. [29] showed that objective function in
(2.17) is concave for MNL. Li and Huh [48] recently extended this approach
to establish the concavity of the prot function in the choice probabilities for
the nested logit model. The next Theorem establishes the concavity of the
prot function for a much larger class of distribution functions under MDM.
Theorem 7. Suppose the random utility is given by (2.15) with strictly in-
creasing, continuous marginal distributions for the error terms ~j  Fj()
with support [j;1) or ( 1;1). The prot function in (2.17) is concave




j (1  Pj) is concave in Pj 2 [0; 1] for j 2 N
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(b) (P0   1)F 10 (1  P0) is concave in P0 2 [0; 1].
Proof: Under MDM, the choice probability of product j from (1.8) is:
Pj = 1  Fj( Wj + pj); (2.18)







1  Fj( Wj + pj)

= 1: (2.19)
Under the assumption that Fj() is strictly increasing on it's support, the
multiplier  is a unique solution to (2.19) and will lie in the range (maxj(Wj 
pj+j);1). Hence, the choice probabilities satisfy Pj 2 (0; 1) for j 2 N[f0g.
The set of equalities in (2.18)-(2.19) provides a one-to-one mapping between
the set of prices p 2 <n and the set of choice probabilities P in (0; 1)n+1
satisfying
P
j Pj = 1. Solving for  and the prices in terms of the choice
probabilities, we get the following relationships:
 = W0   p0 + F 10 (1  P0)
and
pj = Wj  W0 + p0 + F 1j (1  Pj)  F 10 (1  P0); j 2 N :
The pricing problem in (2.17) for MDM with choice probabilities as the
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+ (P0   1)F 10 (1  P0)
s.t.
X
j2N Sf0gPj = 1
Pj  0 8j 2 N [ f0g
(2.20)
Conditions (a) and (b) to guarantee concavity of the objective function fol-
lows.
Assumption (a) in Theorem 7 is commonly made in single product pric-
ing problems to guarantee analytical tractability. Dene the hazard rate
function hj(x) = fj(x)=(1   Fj(x)) where fj(x) is the probability density
function with the derivative f 0j(x). Ziya et. al. [78] discuss four alternative
assumptions in the revenue management and economic literature, each of
which is equivalent to condition (a):
(a1) 1=(1  Fj(x)) is convex in x (see Cachon and Lariviere [15])
(a2) (1  Fj(x))2=fj(x) is decreasing in x (see Bitran and Mondschein [11])
(a3) x  1=hj(x) is increasing in x (see McAfee and McMillan [54])
(a4) 2hj(x)   f 0j(x)=fj(x) for x in the support (see Ziya et. al. [78])
One can derive similar equivalent conditions for assumption (b). Dene the
reversed hazard rate function gj(x) = fj(x)=Fj(x). Assumption (b) can be
shown to be equivalent to each of these four conditions:
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(b1) 1=Fj(x) is convex in x
(b2)  Fj(x)2=fj(x) is decreasing in x
(b3) x+ 1=gj(x) is increasing in x
(b4) 2gj(x)  f 0j(x)=fj(x) for x in the support
Thus conditions (a) and (b) are satised for distributions with an increasing
hazard rate and decreasing reversed hazard rate. This includes the class
of distributions with logconcave density functions. For completeness, we
provide the proof for the concavity of prot function in (2.20) for logconcave
marginal densities under the MDM.
Corollary 1. Suppose the random utility is given by (2.15) with strictly
increasing, continuous marginal distributions for the error terms ~j  Fj()
with support [j;1) or ( 1;1). The prot function in (2.20) is concave
for logconcave marginal density functions.
Proof:
We prove that for logconcave density functions fj(x) of marginal distributions
Fj(x), conditions (a) and (b) of Theorem 7 are satised.
First we note that if density fj(x) is logconcave, then so is Fj(x) and F j(x) =
1   Fj(x) (see Bagnoli and Bergstrom [2]). Consequently we have following
two results:
(a5) hj(x) = fj(x)=(1  Fj(x)) is increasing in x.
(b5) gj(x) = fj(x)=Fj(x) is decreasing in x.
2. On Theoretical and Empirical Aspects of Marginal Distribution Choice Models 40
It can be easily shown that (a5) ) (a4) and (b5) ) (b4). To complete the
proof, we need to show that (a4) ) (a) and (b4) ) (b). We only show the
case of (a4) ) (a) since the arguments for the case (b4) ) (b) are similar.
(a4)) 2 + F j(x)f 0j(x)
f2j (x)










Dividing left hand side by fj(F
 1
j (y)) > 0, and using the well-known rela-
tions for the derivative of inverse functions: [F 1]0(y) = 1=F 0(F 1(y)) and
[F 1]
00









Above is the condition for concavity of yF 1(1   y), and condition (a) of
Theorem 7 follows.
The concavity of the prot function in the choice probability variables
is, therefore, valid for marginal distributions such as exponential, extreme
value, logistic, normal distributions, Weibull distribution with parameter
c  1, since these distributions have logconcave density functions (Bagnoli
and Bergstrom [2]). As a consequence, the MDM choice models have a con-
vex optimization formulation for several well-known distributions. As shown
before MNL is derived from the MDM using identical exponential marginal
distributions of error terms. Corollary 1, therefore, contains the special case
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of MNL, which is used in several papers on multi-product pricing problem
(see for example [71] and [29]).
Recall that the MDM results in the Marginal Moment Model (MMM)







responding density function is fj(x) =
2
2(2+x2)3=2
, which is is not logconcave
but the pricing problem (2.20) still turns out to be a convex optimization
problem as next corollary to Theorem 7 shows.
Corollary 2. Let customer utilities be dened by (2.15). Under the Marginal
Moment Model (MMM), seller's prot maximization problem (2.20) is a con-
vex optimization problem.
Proof: For this distribution:
xjF
 1
j (1  xj) =
xj(1  2xj)p
xj(1  xj)
; j 2 N
and
(x0   1)F 10 (1  x0) =
(x0   1)(1  2x0)p
x0(1  x0)
:
It can be veried by taking second derivatives that these functions are concave
in xj 2 (0; 1) for j 2 N and x0 respectively.
2.4 Computational Experiments
As a representative of the MDM class of choice models, we use the MMM
(a special case of the MDM found under marginal t-distributions) for the
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parameter estimation and prediction problem for a choice-based conjoint data
set provided by General Motors. To this end the codes were developed in
AMPL [35] and the LOQO solver was used to solve the parameter estimation
and prediction problems.
To compare the MMM with MNL, we perform our tests in a simple linear
utility model. Using a random coecient model, we compare the mixed-logit
model with MMM (we refer to the random coecient version of MMM as
mixed-MMM). The mixed-logit model is in general quite exible to imitate
any correlation structure, and captures customer heterogeneity using random
coecients. It is, however, known that this model is prone to overtting
of the data (see Farias, Jagabathula and Shah [33]). It is important to
mention that mixed-logit requires simulation for parameter estimation as well
as choice prediction, while under MMM the prediction is performed using an
easy to solve convex optimization problem and the estimation is a non-linear
optimization problem. We used the MDC procedure in SAS/ETS software,
Version 9.2 of the SAS System for implementing the MNL and mixed-logit
model. Based on our experiments we provide two kinds of insights: (1)
performance of MMM as compared to MNL and mixed-logit models, and (2)
managerial insights from the modeling results. The data is described in the
following.
2.4.1 Data
The choice-based conjoint data used for the computational experiments were
collected to understand customers' trade-os for various vehicle features.
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A total of 527 respondents were used for our computational experiments.
Each respondent performed 19 choice tasks. This data was collected using
CBC/Web system of the Choice-Based Conjoint from Sawtooth Software [67].
There were 19 feature attributes and one \Price" attribute, all with varying
levels. In each choice task, three alternatives (feature packages) were shown
based on a Partial Prole Conjoint Experiment [18], where only 10 attributes
were shown at a time, with Price shown in all tasks. A sample choice task is
shown in Figure 2.1. In each choice task, the respondent chooses either one
of the three alternatives by weighing the shown attribute levels, or she can
decide not to choose any of the three alternatives. A complete list of prod-
uct attributes and corresponding level codes is shown in Table 2.1. While
the full description of each of the attributes and their levels were shown to
respondents, we use codes to represent them in Table 2.1. As an illustra-
tion, the product attribute NS refers to \Navigation System". NS1 refers
to standard \Navigation System", NS2 refers to \Navigation System with
Curve Notication", NS3 refers to \Navigation System with Speed Limit",
NS4 refers to \Navigation System with Curve Notication and Speed Lim-
it", whereas NS5 refers to \None". It has to be noted that in each of the
attributes except the \Price" and \CC" attributes, the last level corresponds
to \None", which indicates that the attribute is shown to the respondent but
explicitly mentioned that it is not present in the alternative. Additionally,
we also use a zero level to denote if a feature attribute is not shown to a
respondent in the choice task. We consider this level \Not Shown" dierent
from the level \None" present in the levels of the attribute. We use this
\Not Shown" or zero level for modeling the \No Choice Alternative". For
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the \Price" attribute, zero level is taken as a $0 price that we also use for
the \No Choice" alternative. There are other possible specications such as
using an alternative specic constant for the \No Choice" alternative with-
out any `Not Shown" levels for each of the attributes. Our specication has
the advantage of measuring the eect of not having a specic attribute on a
vehicle.
Which of the following packages would you prefer the most?
Choose by clicking one of the buttons below

























Side Body Air Bags
Emergency Notification
-
Head Up Display 
Option Package Price:
$500









Side Body & Head Air 
Bags
-
Night Vision with 
Pedestrian Detection
Head Up Display 
Option Package Price:
$12, 000
NONE: I wouldn’t 
purchase any of these 
packages
Fig. 2.1: A sample choice task
Apart from the product attributes, the data also contains information
regarding respondents' demographic prole such as age, education, income,
gender, percentage of time the respondent drives during night etc.
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Tab. 2.1: Attribute and level codes
S. No. Attribute Name Attribute code No. of Levels Level codes
1 Cruise Control CC 3 CC1, CC2, CC3
2 Go Notier GN 2 GN1,GN2
3 Navigation System NS 5 NS1, NS2, NS3, NS4, NS5
4 Backup Aids BU 6 BU1, BU2, BU3, BU4, BU5, BU6
5 Front Park Assist FA 2 FA1, FA2
6 Lane Departure LD 3 LD1, LD2, LD3
7 Blind Zone Alert BZ 1 BZ1, BZ2, BZ3
8 Front Collision Warning FC 2 FC1, FC2
9 Front Collision Protection FP 4 FP1, FP2, FP3, FP4
10 Rear Collision Protection RP 2 RP1, RP2
11 Parallel Park Aids PP 3 PP1, PP2, PP3
12 Knee Air Bags KA 2 KA1, KA2
13 Side Air Bags SC 4 SC1, SC2, SC3, SC4
14 Emergency Notication TS 3 TS1, TS2, TS3
15 Night Vision System NV 3 NV1, NV2, NV3
16 Driver Assisted Adjustments MA 4 MA1, MA2, MA3, MA4
17 Low Speed Braking Assist LB 4 LB1, LB2, LB3, LB4
18 Adaptive Front Lighting AF 3 AF1, AF2, AF3
19 Head Up Display HU 2 HU1, HU2
20 Price Price 11 $ 500, 1000, 1500, 2000, 2500, 3000,
4000, 5000, 7500, 10000, 12000
2.4.2 MNL Comparison
We perform parameter estimation using MMM and MNL models by maxi-
mizing the loglikelihood function. In this experiment all the respondents are
assumed to come from a homogenous market. We x the mean utility of no
choice alternative as zero, and  corresponding to zero level of each attribute
is kept as zero to x the origin of scale (see for example Train [74]).
To keep the terms and notations consistent, we index respondent's choice
tasks with i 2 I, the latter being the set of all choice tasks. The set of
available alternatives is N = f1; : : : ; 4g, where the fourth alternative is the
\No choice" alternative. We further denote the product attribute vector by
xij; i 2 I; j 2 N . For choice task i 2 I and product j, the utility form is
given as follows:
~Uij = 
0xij + ~ij; i 2 I; j 2 f1; 2; 3g
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~Ui4 = ~i4; i 2 I;
where  is the part-worth vector which is assumed to be constant across
respondents. In our experiments, we code all the attributes as eect-type
dummies, and therefore, each element of xij is 1 if corresponding attribute
level is present in alternative j, 0 otherwise. Note that we have modeled the
utility of \No choice" with zero mean as is common in literature. Only the
product attributes are involved in the observed part of the utility. We solve
parameter estimation and prediction problems under this utility specication
using MMM and MNL. Recall that under MMM only the variance of ~ij is
known, and mean is assumed to be zero. We let variance of ~ij to be 
2=6
under MMM. Note that, under MNL, ~ij are i.i.d. extreme value type-1
distributed with a variance of 2=6. Let zij = 1 denote if actual choice
made by respondent in ith choice task was alternative j, and 0 otherwise.










0@1 + 0xij   iq







0@1 + 0xij   iq
(0xij   i)2 + 2ij
1A = 1 8i 2 I (2.21)
The likelihood function under MMM is not necessarily concave and the choice
probability is not a closed-form expression. On the other hand, MNL has a
closed-form expression for choice probability. The maximizing log-likelihood
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Although MMM can be used for varying variances 2ij, to set the comparison
with MNL (which has a variance of 2=6 for error terms), we use a con-
stant variance of 2=6 for error terms in MMM as well, therefore variance
parameters are not estimated in MMM and are kept constant. For MMM
we wrote our codes in AMPL [35], and used LOQO solver to solve the es-
timation problem (2.21). The maximum loglikelihood problem (2.22) under
MNL was solved directly using the MDC procedure in SAS. Table 2.2 and
2.3 provide estimated parameters under MMM and MNL models. We used
7011 samples from the conjoint data for parameter estimation and a separate
3002 for prediction. A total of 71 parameters were estimated.
It is interesting to observe the similarity in parameter estimates from
both MMM and MNL. Recall that the MMM is derived from the MDM
using a t-distribution as marginal distribution of error terms. The choice
probabilities are found using optimization under extremal distributions, and
are derived using an approach very dierent from the conventional approach
to deriving choice probabilities as in MNL. Further, unlike MNL, no assump-
tion of independence of error-terms is made under MMM. The latter not
only suggests meaningful parameter estimates but also provides good signi-
cance statistics, which are calculated using the approach developed in Section
2.2.2. For MNL, these statistics can be found in SAS output. The param-
eters marked with asterisk (*) are signicant at 0.05 signicance level, and
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both the models suggest similar parameters to be signicant at this level.
The second and the third column of Table 2.4 show the t and prediction
statistics under MMM and MNL respectively. In terms of t and prediction
loglikelihood, MMM and MNL results are quite comparable. In fact the for-
mer gives slightly better results. Hit rates of both the models are found to
be around 50%, which is double the random guess of 25%.
2.4.3 Mixed logit Comparison
We build an econometric model that considers random part-worth for some of
the attributes capturing respondents' taste variation as in mixed logit model
described in the introduction. Customers' demographic information is also
included in the model.
Tab. 2.2: Estimation results for MMM and MNL-I
MMM MNL
Parameter MLE Std. error t-value Pr > jtj Parameter MLE Std. error t-value Pr > jtj
CC1* 0.2352 0.0782 3.0062 0.0027 CC1* 0.2018 0.0649 3.11 0.0019
CC2* 0.2015 0.0751 2.6823 0.0073 CC2* 0.1667 0.0637 2.62 0.0089
CC3* 0.2430 0.0749 3.2448 0.0012 CC3* 0.2089 0.0627 3.33 0.0009
GN1 0.0345 0.0677 0.5099 0.6101 GN1 0.0191 0.058 0.33 0.7423
GN2 0.0371 0.0668 0.5550 0.5789 GN2 0.0282 0.0582 0.48 0.6287
NS1* 0.5248 0.0854 6.1442 < :0001 NS1* 0.4688 0.073 6.42 < :0001
NS2 0.0114 0.0859 0.1323 0.8947 NS2 0.0113 0.074 0.15 0.8782
NS3* 0.1787 0.0893 2.0020 0.0453 NS3* 0.1558 0.0752 2.07 0.0384
NS4* 0.5030 0.0867 5.8000 < :0001 NS4* 0.4318 0.0714 6.05 < :0001
NS5 -0.0809 0.0888 -0.9114 0.3621 NS5 -0.0761 0.077 -0.99 0.3234
BU1* 0.1957 0.0934 2.0949 0.0362 BU1* 0.1786 0.0799 2.24 0.0254
BU2* 0.2093 0.0908 2.3041 0.0212 BU2* 0.189 0.0794 2.38 0.0173
BU3* 0.2900 0.0936 3.0973 0.0020 BU3* 0.2611 0.0779 3.35 0.0008
BU4* 0.4055 0.0916 4.4259 < :0001 BU4* 0.3548 0.0755 4.7 < :0001
BU5* 0.3135 0.0937 3.3451 0.0008 BU5* 0.2877 0.0783 3.68 0.0002
BU6 -0.1326 0.0950 -1.3957 0.1628 BU6 -0.1281 0.0811 -1.58 0.1139
FA1 0.1241 0.0673 1.8448 0.0651 FA1 0.1089 0.058 1.88 0.0602
FA2 -0.0273 0.0672 -0.4062 0.6846 FA2 -0.0313 0.058 -0.54 0.5896
LD1* 0.2661 0.0746 3.5659 0.0004 LD1* 0.2401 0.0627 3.83 0.0001
LD2* 0.1680 0.0742 2.2640 0.0236 LD2* 0.1388 0.0625 2.22 0.0263
LD3 0.0352 0.0748 0.4699 0.6385 LD3 0.0269 0.0657 0.41 0.6818
BZ1* 0.2952 0.0735 4.0142 < :0001 BZ1* 0.259 0.0629 4.12 < :0001
BZ2* 0.3411 0.0742 4.5986 < :0001 BZ2* 0.2999 0.0622 4.82 < :0001
BZ3 -0.0876 0.0769 -1.1400 0.2543 BZ3 -0.0709 0.0663 -1.07 0.2852
FC1* 0.2550 0.0662 3.8491 .0001 FC1* 0.2282 0.0576 3.96 < :0001
FC2 0.0163 0.0681 0.2399 0.8104 FC2 0.0038 0.0592 0.06 0.9487
FP1* 0.2660 0.0806 3.2985 0.0010 FP1* 0.2476 0.0686 3.61 0.0003
FP2* 0.3795 0.0800 4.7426 < :0001 FP2* 0.3445 0.0668 5.16 < :0001
FP3* 0.2899 0.0822 3.5286 0.0004 FP3* 0.2586 0.0696 3.72 0.0002
FP4* -0.1880 0.0827 -2.2734 0.0230 FP4* -0.178 0.0716 -2.48 0.013
RP1* 0.1629 0.0675 2.4124 0.0159 RP1* 0.1375 0.0574 2.4 0.0166
RP2 -0.0572 0.0671 -0.8518 0.3943 RP2 -0.0645 0.0587 -1.1 0.2717
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Tab. 2.3: Estimation results for MMM and MNL-II
MMM MNL
Parameter MLE Std. error t-value Pr > jtj Parameter MLE Std. error t-value Pr > jtj
PP1* 0.2785 0.0745 3.7359 0.0002 PP1* 0.2181 0.0634 3.44 0.0006
PP2* 0.2104 0.0745 2.8250 0.0047 PP2* 0.1819 0.0629 2.89 0.0038
PP3 -0.0023 0.0750 -0.0302 0.9759 PP3 -0.005155 0.0645 -0.08 0.9363
KA1* 0.2128 0.0676 3.1488 0.0016 KA1* 0.1912 0.0579 3.3 0.001
KA2 0.1007 0.0672 1.4988 0.1340 KA2 0.0874 0.0583 1.5 0.134
SC1* 0.2391 0.0799 2.9924 0.0028 SC1* 0.2145 0.0687 3.12 0.0018
SC2* 0.2486 0.0810 3.0682 0.0022 SC2* 0.2203 0.0684 3.22 0.0013
SC3* 0.4140 0.0810 5.1103 < :0001 SC3* 0.3668 0.068 5.4 < :0001
SC4 -0.0569 0.0807 -0.7043 0.4813 SC4 -0.0552 0.0699 -0.79 0.4294
TS1* 0.2193 0.0744 2.9484 0.0032 TS1* 0.1932 0.063 3.07 0.0022
TS2* 0.3248 0.0737 4.4049 < :0001 TS2* 0.2933 0.0631 4.65 < :0001
TS3 0.0342 0.0756 0.4525 0.6509 TS3 0.0308 0.0658 0.47 0.6399
NV1* 0.3638 0.0743 4.8943 < :0001 NV1* 0.3292 0.0635 5.18 < :0001
NV2* 0.5397 0.0742 7.2783 < :0001 NV2* 0.4891 0.062 7.89 < :0001
NV3 -0.0816 0.0768 -1.0626 0.2880 NV3 -0.0718 0.0656 -1.09 0.2742
MA1 0.0756 0.0805 0.9397 0.3474 MA1 0.0619 0.0687 0.9 0.3677
MA2 -0.0232 0.0815 -0.2842 0.7762 MA2 -0.0264 0.0692 -0.38 0.7031
MA3* 0.2224 0.0798 2.7858 0.0054 MA3* 0.2031 0.0678 3 0.0027
MA4 -0.0683 0.0819 -0.8345 0.4040 MA4 -0.0568 0.0694 -0.82 0.4131
LB1 -0.0099 0.0805 -0.1230 0.9021 LB1 -0.0143 0.0698 -0.2 0.8379
LB2 0.0681 0.0820 0.8306 0.4062 LB2 0.0442 0.0681 0.65 0.5161
LB3 0.1398 0.0793 1.7617 0.0782 LB3 0.1201 0.0678 1.77 0.0766
LB4 -0.1233 0.0814 -1.5142 0.1300 LB4 -0.1152 0.0698 -1.65 0.0986
AF1* 0.2915 0.0742 3.9276 < :0001 AF1* 0.2546 0.0637 4 < :0001
AF2* 0.2365 0.0745 3.1725 0.0015 AF2* 0.2196 0.0638 3.45 0.0006
AF3 0.0323 0.0755 0.4281 0.6686 AF3 0.03 0.0647 0.46 0.6428
HU1* 0.3207 0.0668 4.7995 < :0001 HU1* 0.2811 0.0575 4.89 < :0001
HU2 0.0379 0.0678 0.5591 0.5761 HU2 0.0257 0.0589 0.44 0.6629
Price1* -0.6634 0.1040 -6.3814 < :0001 Price1* -0.555 0.0703 -7.89 < :0001
Price2* -1.0283 0.1043 -9.8574 < :0001 Price2* -0.8714 0.0734 -11.87 < :0001
Price3* -1.3547 0.1040 -13.0292 < :0001 Price3* -1.1668 0.0749 -15.58 < :0001
Price4* -1.6267 0.1064 -15.2953 < :0001 Price4* -1.4294 0.0772 -18.51 < :0001
Price5* -1.7537 0.1074 -16.3361 < :0001 Price5* -1.5479 0.0797 -19.43 < :0001
Price6* -2.0561 0.1110 -18.5187 < :0001 Price6* -1.8214 0.0817 -22.3 < :0001
Price7* -2.2891 0.1141 -20.0663 < :0001 Price7* -2.0587 0.0856 -24.06 < :0001
Price8* -2.3859 0.1197 -19.9309 < :0001 Price8* -2.1165 0.088 -24.06 < :0001
Price9* -2.7065 0.1275 -21.2350 < :0001 Price9* -2.3993 0.093 -25.8 < :0001
Price10* -3.1457 0.1434 -21.9412 < :0001 Price10* -2.7542 0.1021 -26.97 < :0001
Price11* -3.3327 0.1529 -21.7975 < :0001 Price11* -2.8942 0.1051 -27.55 < :0001
Tab. 2.4: Fit and Prediction Statistics
Statistics MMM MNL Mixed-MMM Mixed-logit
Log-likelihood (Fit) -8284.94 -8297.40 -8222.38 -8229.00
Log-likelihood (Prediction) -3512.54 -3518.87 -3502.42 -3512.45
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Respondent's demographic attributes in choice task i and product j are
denoted by dij. We model them as continuous variables. We consider three
demographic variables in our experiments: (1) Income, (2) Age, and (3) Night
(the percentage of time respondent drives during night time). We consider
the following utility specication for the mixed models:
~Uij = ( + ~
a)0xij + 
0
ddij + ~ij; i 2 I; j 2 f1; 2; 3g (2.23)
~Ui4 = ~i4; i 2 I;
where ~a cause randomness in . In this model it is assumed that demograph-
ic variables aect the observed part of the utility of rst three alternatives
but not the fourth alternative as in Homan and Duncan [41]. We use these
utility specications to solve the estimation and prediction problems using
mixed-logit with SAS software, and MMM using custom code in AMPL. Un-
der mixed-logit model we assume that individual members of ~a are i.i.d.
normal with zero means, and ~ij are i.i.d. extreme value type-I distributed.
For this mixed-logit model,  and variances of ~a are estimated by max-
imizing a simulated likelihood function generated through pseudo random
number generations for ~a. Under MMM, members of ~a are assumed to be
uncorrelated with each other. The mean vector of ~a is zero vector, covari-








With these, the MMM probabilities (1.11) and (1.12) can be used for estima-
tion and prediction. We refer to MMM under the random coecient model
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as \mixed-MMM".
A sample of 7011 choice tasks was used for t, and a separate sample
of 3002 choice tasks was used for prediction. As a test implementation, we
considered part-worths corresponding to the levels of attributes BZ, FP, RP,
PP, and NV to be random, while other part-worths were assumed to be
deterministic.
The likelihood statistics are shown in Table 2.4. The t log-likelihood
of the mixed-logit was found to be -8229.00, a little lower than -8222.38
of mixed-MMM. Similarly mixed-MMM performed slightly better than the
mixed-logit in terms of prediction log-likelihood as well, the former giving
a value of -3502.42 and the latter giving a value of -3512.45. In terms of
t and prediction, therefore, mixed-MMM gives a slight improvement as
compared to the mixed-logit model. It is, however, noteworthy that under
the mixed-logit estimation and prediction involve simulations. On the other
hand prediction problem under the mixed-MMM is an easily solvable convex
optimization problem, and the estimation requires to solve a non-linear opti-
mization problem. In our experiments for estimation problem, mixed-MMM
took 12 to 13 seconds using LOQO solver in AMPL and mixed-logit took
around two and half an hour using SAS, a little more than 700 times the
time taken by the mixed-MMM. In our experiments we used 200 simulations
for mixed-logit, and the convergence was achieved after 121 iterations un-
der this model. The parsimonious approach of MDM has this advantage for
estimation. Our results suggest that pre-specifying distributions to utility
parameters brings more computational burden and need not produce bet-
ter estimates as compared to models such as MMM, which only constrain
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themselves to the assumption on rst two moments of random parameters.
Table 2.5 and 2.6 show the parameter estimates corresponding to at-
tribute levels. For a random coecient (attribute level) x, x M is used to
denote mean estimate and x S corresponds to standard deviation estimate.
Using the method for nding asymptotic variance for Marginal Distribution
Models (MDM), developed in Section 2.2.2, we also nd asymptotic statis-
tics for mixed-MMM model. The corresponding statistics for mixed-logit are
derived from the SAS output. A total of 89 parameters are estimated. It is
interesting to observe that the mixed-MMM, which is a special case of MDM
under t-distributed marginal distributions and leads to choice probabilities
under an extremal distribution, can generate maximum likelihood estimators
(MLE) which are fairly similar to a model that is widely used in practice and
well-supported in theory (see for example, [57] and [74]). This seems to be in
general true for the MLE of means part-worths of attribute levels. Further,
both the models suggest similar signicance of parameters as well for the
mean part-worths.
The mixed models not only reveal part-worth of attribute levels but
also give information regarding the customer taste variations. Out of 15
standard deviation parameters, 5 are signicant under both mixed-MMM
and mixed-logit models. The standard deviation in these random coecien-
t models signies consumer taste variation for a particular attribute level
across population. According to our experiment, for example, the standard
deviations corresponding to the random terms of levels BZ2, PP2, and NV2
of Blind Zone Alert, Parallel Park Aids, and Night Vision System attributes
respectively, are found to be signicant (At 0.05 signicance level) under
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mixed-MMM as well as mixed-logit. Among these three attribute levels BZ2
shows the highest taste variation across population (MLE of BZ2 S is 0.7564
and 0.8170 under mixed-MMM and mixed-logit respectively).
Tab. 2.5: Estimation results for mixed-MMM and mixed-logit model-I
Mixed MMM Mixed Logit
Parameter MLE Std. error t-value Pr > jtj Parameter MLE Std. error t-value Pr > jtj
CC1* 0.3367 0.0768 4.3836 < :0001 CC1* 0.2993 0.0713 4.2 < :0001
CC2* 0.2961 0.0755 3.9202 0.0001 CC2* 0.2482 0.0697 3.56 0.0004
CC3* 0.3313 0.0749 4.4222 < :0001 CC3* 0.2945 0.0686 4.29 < :0001
GN1 0.1136 0.0687 1.6533 0.0983 GN1 0.0881 0.0638 1.38 0.1678
GN2 0.1174 0.0683 1.7183 0.0858 GN2 0.0937 0.0641 1.46 0.1437
NS1* 0.6420 0.0860 7.4668 < :0001 NS1* 0.5914 0.0807 7.32 < :0001
NS2 0.0971 0.0877 1.1077 0.2680 NS2 0.1076 0.0806 1.33 0.182
NS3* 0.2662 0.0891 2.9867 0.0028 NS3* 0.2518 0.0827 3.05 0.0023
NS4* 0.6278 0.0870 7.2164 < :0001 NS4* 0.562 0.0793 7.09 < :0001
NS5 -0.0098 0.0896 -0.1099 0.9125 NS5 -0.000304 0.0838 0 0.9971
BU1* 0.2867 0.0933 3.0713 0.0021 BU1* 0.2623 0.0871 3.01 0.0026
BU2* 0.2939 0.0915 3.2108 0.0013 BU2* 0.2768 0.0865 3.2 0.0014
BU3* 0.3748 0.0924 4.0561 < :0001 BU3* 0.3602 0.0855 4.21 < :0001
BU4* 0.5030 0.0916 5.4927 < :0001 BU4* 0.4582 0.0827 5.54 < :0001
BU5* 0.4124 0.0931 4.4282 < :0001 BU5* 0.3862 0.0858 4.5 < :0001
BU6 -0.0725 0.0957 -0.7582 0.4483 BU6 -0.0543 0.0873 -0.62 0.5344
FA1* 0.2017 0.0686 2.9386 0.0033 FA1* 0.1882 0.064 2.94 0.0033
FA2 0.0464 0.0681 0.6808 0.4960 FA2 0.036 0.0638 0.56 0.5724
LD1* 0.3551 0.0753 4.7134 < :0001 LD1* 0.3256 0.0694 4.69 < :0001
LD2* 0.2584 0.0749 3.4495 0.0006 LD2* 0.2132 0.0687 3.1 0.0019
LD3 0.1180 0.0763 1.5474 0.1218 LD3 0.0956 0.0718 1.33 0.1835
BZ1 M* 0.3932 0.0926 4.2459 < :0001 BZ1 M* 0.3581 0.0715 5.01 < :0001
BZ1 S 0.0021 0.0884 0.0240 0.9808 BZ1 S 0.0431 2.7466 0.02 0.9875
BZ2 M* 0.3358 0.0884 3.7962 < :0001 BZ2 M* 0.3463 0.0766 4.52 < :0001
BZ2 S* 0.7564 0.0680 11.1212 < :0001 BZ2 S* 0.817 0.226 3.61 0.0003
BZ3 M -0.0094 0.0910 -0.1033 0.9178 BZ3 M 0.003633 0.0817 0.04 0.9645
BZ3 S 0.0008 0.0983 0.0085 0.9932 BZ3 S 0.1729 0.8968 0.19 0.8471
FC1* 0.3481 0.0680 5.1186 < :0001 FC1* 0.3185 0.0637 5 < :0001
FC2 0.0842 0.0694 1.2143 0.2247 FC2 0.0774 0.065 1.19 0.2336
FP1 M* 0.2423 0.0983 2.4651 0.0137 FP1 M* 0.3511 0.0798 4.4 < :0001
FP1 S* 0.8417 0.0766 10.9928 < 0:0001 FP1 S 0.0759 1.7141 0.04 0.9647
FP2 M* 0.4720 0.0937 5.0375 < :0001 FP2 M* 0.4038 0.0828 4.88 < :0001
FP2 S 0.1563 0.0860 1.8186 0.0690 FP2 S* 0.7006 0.2836 2.47 0.0135
FP3 M* 0.3866 0.0955 4.0466 < :0001 FP3 M* 0.3459 0.0839 4.12 < :0001
FP3 S 0.0003 0.0.0904 0.0032 0.9974 FP3 S 0.2487 0.6723 -0.37 0.7114
FP4 M -0.1228 0.1061 -1.1582 0.2468 FP4 M -0.1192 0.094 -1.27 0.2046
FP4 S 0.0005 0.0686 0.0069 0.9945 FP4 S 0.1796 0.9382 -0.19 0.8482
RP1 M* 0.2432 0.0766 3.1760 0.0015 RP1 M* 0.1989 0.0664 3 0.0027
RP1 S 0.0004 0.0818 0.0051 0.9960 RP1 S* 0.7521 0.2146 3.5 0.0005
RP2 M -0.0039 0.0790 -0.0496 0.9604 RP2 M 0.0254 0.0654 0.39 0.6976
RP2 S* 0.2537 0.0814 3.1160 0.0018 RP2 S 0.0763 0.8028 -0.1 0.9242
2.4.4 Managerial Insights
Our experiments on the vehicle features data provide some interesting man-
agerial insights. For example, we observe that a technically advanced feature
is not always preferred by the consumer over the less advanced one. For
the feature attribute Navigation System (NS), the levels NS3 and NS4 are
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Tab. 2.6: Estimation results for mixed-MMM and mixed-logit model-II
Mixed MMM Mixed Logit
Parameter MLE Std. error t-value Pr > jtj Parameter MLE Std. error t-value Pr > jtj
PP1 M* 0.3756 0.0860 4.3685 < :0001 PP1 M* 0.3134 0.0737 4.25 < :0001
PP1 S 0.0009 0.0751 0.0116 0.9907 PP1 S 0.2945 0.4738 0.62 0.5343
PP2 M* 0.2399 0.0898 2.6705 0.0076 PP2 M* 0.2347 0.0782 3 0.0027
PP2 S* 0.5290 0.0861 6.1414 < :0001 PP2 S* 0.6053 0.2879 -2.1 0.0355
PP3 M 0.0758 0.0905 0.8381 0.4020 PP3 M 0.0739 0.0788 0.94 0.3484
PP3 S 0.0004 0.0930 0.0046 0.9964 PP3 S 0.3248 0.4319 0.75 0.4521
KA1* 0.2985 0.0685 4.3552 < :0001 KA1* 0.2831 0.0644 4.4 < :0001
KA2* 0.1791 0.0687 2.6086 0.0091 KA2* 0.1743 0.0646 2.7 0.0069
SC1* 0.3261 0.0804 4.0557 < :0001 SC1* 0.2979 0.0754 3.95 < :0001
SC2* 0.3359 0.0818 4.1084 < :0001 SC2* 0.3044 0.0752 4.05 < :0001
SC3* 0.5198 0.0817 6.3593 < :0001 SC3* 0.4684 0.0753 6.22 < :0001
SC4 0.0016 0.0814 0.0193 0.9846 SC4 -0.003469 0.0759 -0.05 0.9636
TS1* 0.3116 0.0749 4.1581 < :0001 TS1* 0.2826 0.0694 4.07 < :0001
TS2* 0.4235 0.0751 5.6394 < :0001 TS2* 0.386 0.0696 5.54 < :0001
TS3 0.1103 0.0767 1.4377 0.1506 TS3 0.1113 0.0721 1.54 0.1225
NV1 M* 0.4669 0.0861 5.4202 < :0001 NV1 M* 0.4375 0.0705 6.2 < :0001
NV1 S 0.0004 0.0762 0.0050 0.9960 NV1 S 0.0552 0.6874 -0.08 0.9359
NV2 M* 0.5998 0.0860 6.9725 < :0001 NV2 M* 0.5763 0.073 7.9 < :0001
NV2 S* 0.5423 0.0690 7.8609 < :0001 NV2 S* 0.6885 0.2419 2.85 0.0044
NV3 M -0.0196 0.0930 -0.2103 0.8334 NV3 M -0.0333 0.0844 -0.39 0.6933
NV3 S 0.0008 0.0958 0.0082 0.9935 NV3 S 0.5345 0.3153 1.7 0.09
MA1 0.1572 0.0807 1.9472 0.0516 MA1 0.1349 0.0752 1.79 0.0728
MA2 0.0480 0.0818 0.5862 0.5578 MA2 0.0431 0.0753 0.57 0.5673
MA3* 0.3154 0.0803 3.9266 0.0001 MA3* 0.2847 0.0745 3.82 0.0001
MA4 0.0117 0.0821 0.1428 0.8864 MA4 0.0163 0.0756 0.22 0.8298
LB1 0.0713 0.0816 0.8736 0.3824 LB1 0.0547 0.0759 0.72 0.4715
LB2 0.1550 0.0822 1.8853 0.0594 LB2 0.1236 0.0745 1.66 0.0971
LB3* 0.2358 0.0801 2.9448 0.0032 LB3* 0.2093 0.0745 2.81 0.0049
LB4 -0.0544 0.0824 -0.6601 0.5092 LB4 -0.0559 0.0762 -0.73 0.4627
AF1* 0.3798 0.0752 5.0534 < :0001 AF1* 0.3434 0.0706 4.86 < :0001
AF2* 0.3263 0.0758 4.3035 < :0001 AF2* 0.3149 0.0705 4.47 < :0001
AF3 0.1089 0.0762 1.4291 0.1530 AF3 0.1071 0.0711 1.51 0.1318
HU1* 0.4132 0.0684 6.0451 < :0001 HU1* 0.3712 0.0644 5.76 < :0001
HU2 0.1094 0.0690 1.5860 0.1128 HU2 0.0937 0.0649 1.44 0.1486
Price1* -0.7117 0.0918 -7.7510 < :0001 Price1* -0.5927 0.0783 -7.57 < :0001
Price2* -1.1054 0.0958 -11.5376 < :0001 Price2* -0.9417 0.0834 -11.3 < :0001
Price3* -1.4522 0.0994 -14.6099 < :0001 Price3* -1.258 0.0878 -14.33 < :0001
Price4* -1.7469 0.1049 -16.6550 < :0001 Price4* -1.5572 0.0934 -16.68 < :0001
Price5* -1.8862 0.1081 -17.4411 < :0001 Price5* -1.6832 0.0972 -17.32 < :0001
Price6* -2.2055 0.1159 -19.0218 < :0001 Price6* -1.9621 0.1016 -19.31 < :0001
Price7* -2.4438 0.1211 -20.1730 < :0001 Price7* -2.2094 0.1069 -20.66 < :0001
Price8* -2.5531 0.1287 -19.8422 < :0001 Price8* -2.2712 0.1098 -20.68 < :0001
Price9* -2.9126 0.1437 -20.2737 < :0001 Price9* -2.5675 0.1166 -22.02 < :0001
Price10* -3.3754 0.1679 -20.1065 < :0001 Price10* -2.9481 0.1305 -22.59 < :0001
Price11* -3.5732 0.1769 -20.1967 < :0001 Price11* -3.0954 0.1305 -23.73 < :0001
Age* -0.0210 0.000921 -22.7643 < :0001 Age* -0.0204 0.002247 -9.1 < :0001
Night 0.00122 0.00467 0.2600 0.7949 Night 0.00124 0.00174 0.71 0.4761
Income* 2.51E-06 6.62E-07 3.7932 0.0001 Income* 2.34E-06 5.96E-07 3.92 < :0001
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technically more advanced as compared to NS1, the former two having extra
features on top of the latter. MLE corresponding to these attribute level-
s are signicant under all the four models. It can be seen from Table 2.2
and 2.5 that the value of part-worth estimates of NS1 is higher as compared
to NS3 and NS4. A similar observation holds for attribute Lane Departure
(LD) as well. There can be several reasons for customers to prefer a less
technically advanced product over a technically more advanced one. It may
be due to the lack of prior experience with such new technologies, or because
consumers prefer human in-the-loop kind of technologies. Another interest-
ing implication of this observation is that a bundle of two attributes is not
always desired by customers. It is possible, for example, that customers pre-
fer an attribute when presented in the absence of another desired attribute
more than a bundle of the two. Our studies also reveal that explicitly show-
ing \none" for the attribute Front Collision Protection (FP) would have a
signicant negative utility compared to not showing the attribute at all.
The relative preferences across attributes also provide useful insights
on willingness-to-pay for various attribute levels. For example, the MNL as
well as the MMM suggest that NV2, NS1, NS4, SC3 and BU4 are the top
5 attribute levels in terms of highest part-worth estimates and consequently
highest willingness-to-pay. Such insights can be used for evaluating proposed
feature packages on vehicles and for determining the required pricing for these
packages to obtain a balance between demand and prots.
The test implementations of the mixed-models suggest there can be sig-
nicant heterogeneity in preferences of certain attributes like Blind Zone
Alert and Parallel Park Aids, and it might be prudent to look at underlying
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taste variations among the respondents.
3. CHOICE PREDICTION WITH SEMIDEFINITE
OPTIMIZATION WHEN UTILITIES ARE CORRELATED
There are plenty of examples in practice where the utility evaluation is not
independent across alternatives. In transportation choice problems such as
airline networks (Bront et al. [13]), slight variation in features are used to
distinguish alternatives. In general, in these problem settings, dierent re-
sources are combined to provide for the conguration of dierent alternatives
(e.g. each resource corresponds to a single-leg ight, and an alternative is
dened as an itinerary and fare-class combination). The sharing of common
resources can result in high correlations in utilities among the alternatives.
In these circumstances, a model which ignores the correlation among the util-
ities associated with the alternatives can give inaccurate choice probabilities.
The issue of correlation in utility evaluation can be addressed using the
Generalized Extreme Value (GEV) models (see McFadden [56]) discussed
before in the rst chapter. GEV models have the advantage that the choice
probabilities have a closed form expression, but suer from a complicated
specication of the dependence structure for the error terms. Fitting a GEV
model (or the generating function G) to an intuitive correlation structure
is a challenging task. For a given G function, verifying that it satises the
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properties in [56] is cumbersome, and involves estimating the signs of deriva-
tive up to order n. Daley and Bierlaire [24] propose network structures to
capture underlying correlations and show that under certain conditions, a
GEV model can be built. Among GEV models, CNL has attracted a con-
siderable amount of attention mainly because it can capture more complex
covariance structures (see [53], [3], [10], [76], [1]). However CNL cannot cov-
er all possible covariance structures, and the level of tting depends on the
nesting structure used. For a given covariance structure, there are innite
CNL specications, and hence, innite choice probabilities can be generated.
The Multinomial Probit (MNP) model is another popular discrete choice
model that accounts for general correlation structures. In MNP, the error
terms are assumed to be normally distributed with zero mean and nonsingu-
lar covariance matrix 
 with joint distribution given as














The choice probability in this case does not have a closed form and is often
evaluated through simulations. The computational burden associated with
choice prediction has limited its applicability in practice. Clark [19] and
Daganzo [22] propose numerical approximations for the choice probabilities
for normal variates, building on an approximation method for pairs of normal
random variables. Kamakura and Srivastava [46] overcome this issue by
approximating the covariance matrix using two parameters and a proximity
measure.
Steenburgh [72] recently noted that many popular choice models includ-
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ing MNL, GEV and MNP suer from a counter-intuitive property known as
the Invariant Proportion of Substitution (IPS). This property is best under-
stood at an attribute level. By improving the attribute of an alternative, the
growth in the improved alternative's choice probability is drawn from each
of the other alternatives in the same proportion no matter which attribute
is improved. This behavior is counter-intuitive as one would expect the con-
sumer's substitution patterns to depend on whether the alternatives became
more similar as attributes are changed. One way to circumvent this proper-
ty is through the use of models that allow for error components to become
more correlated as alternatives become similar (see the discussion in [72]).
However an actual implementation of the model was not provided therein.
The Marginal Distribution Model (MDM) as well as Marginal Moment
Model (MMM) discussed in previous chapter assume marginal information
regarding the utility distributions, and hence may not capture correlations
well. In this chapter we propose a parsimonious model for discrete choice
based on the mean and covariance information of utilities that can address
the IIA and IPS properties. While MNP uses utilities that are normally
distributed and GEV assumes a generalized extreme value distribution, our
model does not make an explicit assumption on the distribution form of util-
ities. We use a semidenite program (SDP) to compute choice probabilities
for the distribution that maximizes the expected maximum utility over all
joint distributions with the given mean and covariance information. We refer
to the proposed model as the Cross Moment Model (CMM). As we will show
through various examples and a real-life application, CMM works well when
utilities among alternatives are correlated. By making use of ecient solvers
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for semidenite programming, CMM avoids exhaustive simulations required
for MNP. Semidenite programming has proved to be an important tool in
several engineering applications including robust control (see [16] and [47])
and robust ltering (see [30]). To the best of our knowledge, this is one of the
rst attempts to apply SDP to discrete choice models. The model is related
to the SDP technique to solve moment problems (see [25], [5], [9], [6], and
the references therein). A closely related paper to our work in this chapter
is that of Boyle and Lin [12], who solve the dual version of our semidenite
program in a nance context.
The outline of the chapter is as follows. In Section 3.1, we formally
introduce the Cross Moment Model which is a semidenite program and
generates choice probabilities as optimal values of some of the variables.
In Section 3.2, we explore a few applications of CMM to test the nature
of choice predictions made and present several examples in binary choice,
route choice, and random walk. We further present examples to show that
CMM can avoid behavioral limitations such as IIA and IPS. In Section 3.3,
we consider a exible packaging design problem using CMM, and propose a
greedy swapping heuristic to solve this problem. A detailed comparison of
MNL, MNP, and CMM is provided to indicate some of the key benets of
CMM.
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3.1 The Cross Moment Model
Assume that for the random utility vector ~U , the mean vector  and the



















Qn1 : : : Qnn
1CCCCCCA ;
where i = E[ ~Ui] and Qij = E[ ~Ui ~Uj] and Q  0. Under the rst choice
assumption, the decision maker chooses the alternative having maximum








In general, there are many possible distributions that satisfy the prescribed
moment conditions. One such distribution is the multivariate normal dis-
tribution for which the choice probabilities can be estimated through simu-
lation. Instead, we look for a joint distribution where the choice estimates
can be obtained easily through solving a tractable semidenite optimization
problem.









  EF [ ~U ] = ; EF [ ~U ~U 0] = Q : (3.2)
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where the optimization is over all joint distribution functions of the utili-
ties (denoted by F ) that are consistent with the known rst two moments.
Thus problem (3.2) estimates the maximum expected utility that consumers
with the utility restrictions specied on the rst two moments receive from
choosing their most preferred (highest utility) alternative. In what follows,
Proposition 1 shows that choice probabilities for the expected utility maxi-
mizing distribution in (3.2) can be computed by solving a SDP. In a similar
vein, Natarajan et. al. [62] showed that the expected utility maximizing
distribution given only the mean and variance but neglecting covariance in-
formation reduces to a second order cone program. The reader is referred to
[62] for details of their model and its applications in discrete choice analysis.
It is also relevant to note that replacing the outer maximization function in
(3.2) with minimization leads to the classical Jensen's bound (see Bertsimas
et. al. [4]). In that case, the choice behavior would be trivial with each con-
sumer choosing the alternative with the highest mean utility, thus making
the model uninteresting from a discrete choice perspective.
It should also be mentioned that the chapter presents results for predic-
tion problem, and a particular structural form of utility is not important. In
subsequent sections, our results are presented for any general random utility
vector ~U of alternatives.
Before we present our main results, here are some of the notations we
use subsequently in this chapter: Rn denotes the n dimensional Euclidean
space. X  0 denotes that the matrix X is positive semidenite. x0 denotes
the transpose of column vector x . To denote vector inner product of two
vectors of same dimension, we use x0y. Finally E[:] denotes the expectation
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with respect to a distribution .
Proposition 1. Let ek denote a vector of dimension n with 1 in the kth















0BB@ W k wk
w0k yk
1CCA  0; k = 1; : : : ; n;
(3.3)
where the decision variables W k are symmetric matrices of dimension nn,
wk are vectors of dimension n and yk are scalars. Then, ZSDP = Z and the
optimal yk values are the choice probabilities for some optimal distribution to
Problem (3.2).
Proof. We rst show that the formulation (3.3) provides an upper bound









Dene the decision variables as the scaled conditional moments over these
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sets:
0B@ W k wk
w0k yk
1CA =
0B@ E[ ~U ~U 0Tk]P (Tk) E[ ~U Tk]P (Tk)
E[ ~U
0Tk]P (Tk) P (Tk)
1CA :
























The rst set of constraints in formulation (3.3) are obtained by expressing
the probability mass, mean and second moment matrix for the utility levels





0B@ E[ ~U ~U 0Tk]P (Tk) E[ ~U Tk]P (Tk)
E[ ~U





0B@ W k wk
w0k yk
1CA :
The second set of constraints in formulation (3.3) follows from the observation
that the conditional covariance matrix E[ ~U ~U
0Tk]  E[ ~U Tk]E[ ~U 0Tk] must
be positive semidenite by denition for each k. Multiplying the equation by
P (Tk)2 implies that W kyk  wkw0k is positive semidenite for each k. Using
Schur's lemma, these constraints can be rewritten as the positive semidenite
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constraints:
0B@ W k wk
w0k yk
1CA  0; k = 1; : : : ; n:
The necessary conditions in Formulation (3.3) imply that it provides an upper
bound on Z, and we have ZSDP  Z.




k for k = 1; : : : ; n to generate
the multivariate distribution that attains the bound. First consider the case
that yk is strictly positive for all k. The distribution F
 is then generated as
follows:
(a) Choose k 2 N with probability yk
(b) Generate normally distributed utilities with mean vector wk=y

k and
second moment W k=y

k:
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The rst inequality is true since F  is a feasible distribution in (3.2). The next







denotes a normal distribution with mean vector wk=y

k and second moment
matrix W k=y

k. The last inequality follows from by evaluating the utility of
the kth alternative under the kth scenario instead of the best alternative.
Putting the results together, we get Z = ZSDP , proving that bound is at-
tainable. For the case when there is an index k with yk = 0, the positive
semideniteness condition implies that wk must be a vector of zeros. We can
then perturb the solution by adding the matrix W k to the matrix W

j for
any index j with yj > 0. This maintains feasibility of the SDP solution while
not aecting the objective value. The distribution can then be generated as
before by neglecting all cases wherein yk = 0.
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Lastly, by using a contradiction argument, we get:





























> ZSDP leads to the contradiction that Z > ZSDP .
It should also be mentioned that Boyle and Lin [12] solve Problem (3.2)
in an option pricing context. The objective therein is to nd a distribution-
free upper bound on the price of a European call option on the maximum of
several assets where the bound depends on only the means and covariance
matrix of the prices of underlying assets on the termination of contract. They





0B@ X (x  ek)=2
(x  ek)0=2 x0
1CA  0 k = 1; : : : ; n; (3.4)
where ek is a n dimensional vector with 1 in the kth position and 0 otherwise,
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and X:Q is the standard matrix inner product on the space of symmetric
matrices. SDP (3.3) of Proposition 1 is the primal formulation of (3.4), and
the arguments in the proof of Proposition 1 lead to the choice probability
interpretation of the variables to generate a choice model.
3.1.1 Choice model representation of CMM
From the argument in Proposition 1, it is clear when the utilities are normal-
ly generated with mean vector wk=y






alternative k attains the maximum utility value. Hence this normal distri-
bution must be perfectly correlated so that k always attains the maximum
utility. Note that for bivariate normal variables X and Y , X > Y holds with
probability 1 only when Y = X    for some  > 0. The joint distribution
identied in Proposition 1 thus has the form:















with probability yk for k = 1; : : : ; n;
(3.5)
where Yk is a normal random variable with mean 0 and variance 
2
k. The




k   (wk=yk) (wk=yk)0 ;
where e is a vector of ones of dimension n. Hence the utility of the al-
ternatives can be modeled as a choice model using the following mixture
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distribution:





Yk + 1k; : : : ; Yk + nk

with probability Pk for k = 1; : : : ; n:
(3.6)
The parameter ik is the deterministic component of the utility satisfying
kk  maxi2N ik for each k. Y1; : : : ; Yn are independent random variables
with zero means and variances 21; : : : ; 
2
n. Then scenario k occurs with proba-
bility Pk under which the alternative with the highest utility is k irrespective
of the value of Yk. Over this class of mixture distributions, the values Pk, ik,
2k are chosen such that the expected utility of the customer is maximized
while satisfying known mean and covariance of the utilities. The choice model














k = Qij; i; j = 1; : : : ; n;X
k2N





ik; k = 1; : : : ; n;
Pk  0; k = 1; : : : ; n:
(3.7)
From the preceding development of CMM as a discrete choice model, Propo-
sition 1 leads to following corollary.
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Corollary 3. Z1 = Z.
The equivalence of formulations (3.3) and (3.7) can be used to generate
insights into the construction of the optimal distribution. In Formulation




k. Using a change of variable, we dene:
v0 = (
p










Let Ik(v) denote the projection of v onto the k-th coordinate. We can then






s.t. v0ivj = Qij; i; j = 1; : : : ; n;





jen+1; i; j = 1; : : : ; n:
(3.8)
Geometrically, the vectors v0;v1; : : : ;vn can be interpreted as nding a C-
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oriented so that the (n + 1)th coordinates satisfy the boundary conditions.
We use this interpretation to the nd closed-form choice probabilities for
CMM in the binary choice case.
Corollary 4. Consider two uncorrelated alternatives, with means 1; 2 sat-
isfying 1  2 and variances 21; 22 > 0. The choice probabilities obtained













1  1   2p
(1   2)2 + 21 + 22
!
:
Proof. The variables vi in Formulation (3.8) can be rewritten as:
vi = iv0 + isi;
where the vectors v0; s1; : : : ; sn forms a set of orthonormal basis, with
v00en+1 = 0, and s
0
ien+1 = =i for all i. For the binary choice case, the set























From the orthonormality conditions, we have
y1 + y2 = 1; 
2
1 +
2=21 = 1; 
2
2 +
2=22 = 1;  12 +2=(12) = 0:
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s.t. y1 + y2 = 1
y1; y2  0;







(1   2)2 + 21 + 22
!
and y2 = 1  y1:
Next, consider the problem of scaling each of the utility functions in









  EF [ ~U ] = ; EF [ ~U ~U 0] = 2Q :
The argument to the proof in Proposition 1 shows that the choice probabili-
ties obtained under the CMM model is scale invariant.
Corollary 5. Let yi() be the choice probability for alternative i in the CMM
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In this section, we provide a few examples to validate the quality of choice
predictions obtained from the Cross Moment Model. In rst example, we
consider the performance of CMM for binary choice where the alternative
utilities are independent and normally distributed. In the second example,
we solve problems in a route choice context with three and four alternatives
respectively, to compare the choice estimates generated by CMM with other
choice models. The third example shows that CMM can be used to overcome
the IIA and IPS properties. The fourth example deals with the use of CMM
in retrieving a close approximation to the arcsine law observed in random
walk models.
Example 1: Binary choice under normal distribution
As our rst example, we use the CMM to approximate the choice probability
P ( ~U1  ~U2), in binary choice case. Let ~U1 and ~U2 be normally distributed and
independent of each other. We compare the closed form choice probability for
CMM with the probability obtained through simulation for normal random
variables. The rst plot in Figure 3.1 shows the solution obtained from nu-
merical evaluations, and that obtained from the CMM, with ~U1  N(1; 0:12),
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~U2  N(2; 0:12), as 2 varies from 0 to 1. The second plot shows the perfor-
mance when the distribution of ~U1 changes to N(1; 0:5
2). The probabilities
generated through the CMM track closely the actual performance for this
range of parameters.
































Fig. 3.1: Comparison of choice probabilities in binary choice case
Example 2: Route choice with three and four alternatives
We illustrate the quality of choice prediction as compared to some of the
existing choice models using two examples studies previously in the literature.
These two examples also provide cases for three and four choice alternatives,
and are of particular interest since utilities of alternatives are correlated.
The rst example comes from Abbe et. al. [1], who use this example in a
route choice context. Figure 3.2 shows the network. There are three available
routes, fA;B;Cg, from origin (O) to destination (D). Decision maker is
assumed to choose one of these paths based on the total cost of each path,
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which is sum of the costs associated with the arcs belonging to the path.
Variance of the cost of link i is V ar(Ci) = 
2E(Ci), and costs on each
link are independent to each other. We have the following mean vector and























Fig. 3.2: Route choice network with three paths
Figure 3.3 shows a comparison of choice probabilities obtained from
CMM and MNP, for varying values of x and y. CMM generated choice prob-
abilities seem to mimic those from MNP quite well.
The second example provides comparison of CMM with MNP, CNL,
and MNL. This simple four alternative example was studied by Papola [64].
As shown in Figure 3.4, there are four alternative routes,fA;B;C;Dg, from
origin(O) to destination(D) available to the decision-maker. The utilities
associated with path i, ~Ui =  Ci, where Ci is the cost of each path. Cost of
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Fig. 3.3: Comparison of CMM and MNP
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a path is the sum of the costs of the links in that path. Mean cost associated
with each link is shown in Figure 3.4. The variance of utility of path i,
V ar( ~Ui) = Ci, and covariance Cov( ~Ui; ~Uj) for paths i and j is proportional
to the sum of the costs of common links in these two paths. Replicating
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Fig. 3.4: Route choice network with four paths
We exploit CMM for this route choice example to nd choice proba-
bilities and compare them with those found through MNL, MNP and CNL
under Papola's cross-nested correlation structure (see Fig. 6 in Papola [64]).
Table 3.1 shows a comparison of the choice predictions. Unlike MNL, the
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choice probabilities generated by semidenite program (3.3) are quite close
to the other models, especially multinomial probit.
Tab. 3.1: Comparison of choice predictions
Choice Probabilities CMM MNP CNL MNL
p(A) 0.2603 0.2620 0.2639 0.2500
p(B) 0.2219 0.2154 0.2083 0.2500
p(C) 0.2428 0.2422 0.2361 0.2500
p(D) 0.2729 0.2804 0.2917 0.2500
Example 3: IIA and IPS properties
The third example demonstrates how CMM can be used to overcome the
counterintuitive behavior implied by the IIA and IPS properties discussed
before. These properties are formally dened next.
Independence from Irrelevant Alternatives (IIA): The ratio of choice
probabilities, Pk=Pj of any two alternatives k; j 2 N is unaected by the
presence of other alternatives. MNL is an example where the IIA property
holds.
Invariant proportion of substitution (IPS): Let xja be the level of at-




= 	kj 8a; (3.9)
where 	kj is a numerical constant for any given k 6= j. Therefore, IPS
requires that the proportion of the increase in expected demand for alter-
native j that is generated by substitution away from alternative k following
an improvement in attribute xja, does not depend on which attribute is im-
proved. The nested logit model and the covariance probit model suer from
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this property.
Consider the example taken from Steenburgh [72] where a customer
faces a choice among laptop computers. The observable attributes of the
computers are the weight and the processor speed (see Table 3.2).
Tab. 3.2: Laptop Choice Set
Attributes Choice Set
Laptop Weight Speed I II
A LIGHT (1) SLOW (0) YES YES
C HEAVY (0) FAST (1) YES YES
B MEDIUM (1) MEDIUM (2) NO YES
In Choice Set I, the customer faces a choice between two laptop computers A
and C. Laptop A is the lightest alternative but it runs at the slowest speed.
Laptop C is the fastest alternative but is heaviest in weight. In Choice Set
II, an additional Laptop B is added to the choice set with medium weight
and speed. The laptop attributes denoted by the vector (Weight, Speed)
are xA = (1; 0), xC = (0; 1) and xB = (1; 2) for alternatives A, C and B
respectively. We assume that the utility value of alternative P with weight
W and speed S is represented by
~UP = (1 + 1)W + (1 + 2)S + P ;
where 1 and 2 correspond to the random noise terms in utility evaluation
relating to the weight and speed attributes of the laptops. We assume 1 and
2 have mean 0, variance 1 and are uncorrelated. We also let P denote the
noise term introduced by the unobserved attributes of alternative P in utility
3. Choice Prediction with Semidenite OptimizationWhen Utilities are Correlated 80
evaluation. P is assumed to have mean 0, variance 1, for all alternatives in
this example, and is independent of 1 and 2. Thus
~UA = 1 + 1 + A
~UC = 1 + 2 + C
~UB = 1 + 2 + 11 + 22 + B
(3.10)
Furthermore, we assume C is uncorrelated with A and B while the correla-
tion factor between A and B is . Computing the mean and second moment








3 1 21 + 2 + 
1 3 1 + 22




2 + 212 + 1
1CCCCCCA :






















As the weight of laptop B is decreased (1 increases), the utilities for laptops
A and B become more correlated. Likewise as the speed of laptop B increases
(2 increases), the utilities for laptops C and B become more correlated.
We rst consider the counterintuitive behavior implied by the IIA prop-
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erty. In Choice Set I, the choice probabilities are 1=2 under CMM. For Choice
Set II, we set (1; 2) = (1; 0) and change  2 [ 1; 1]. The correlation be-
tween the utilities of alternatives C and B is thus set to 0 while the correlation
between alternative B and A changes from 0 to 1. The choice probabilities
obtained from CMM is plotted in Figure 3.5. Clearly the IIA property is
absent in this model. For example, if B is uncorrelated with A, then the
choice probabilities for (A, B, C) are (1=3; 1=3; 1=3) while if B is identical to
A we get (1=4; 1=4; 1=2).







Correlation between UA and UB
 
 
Laptop A; Laptop B
Laptop C
Fig. 3.5: Absence of IIA property in CMM
We next consider the counterintuitive behavior implied by the IPS prop-
erty. To check for this property, we compute the change in choice probabilities
as the attributes are modied. We set  = 0 and locate laptop B in the mid-
dle of the competing laptops (1; 2) = (1=2; 1=2). Holding the speed xed,
we make laptop B lighter and compute the new choice probabilities. Similar-
ly, we hold the weight xed and increase the speed of laptop B. The choice
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probabilities in Table 3.3 indicate that the IPS property does not hold under
this model. As B becomes lighter, a greater proportion of the growth in it's
probability is drawn from A (63.78%) as compared to C (36.22%). Similarly,
as B becomes faster, a greater proportion of the growth in it's probability
is drawn from C (63.78%) as compared to A (36.22%). In fact, Steenburgh
[72] suggests that the IPS property can be overcome by allowing the error
terms to become more correlated as the alternatives become more similar.
Using Eq. (3.10) and the CMM, we provide a rigorous model to capture this
behavior.
Tab. 3.3: Overcoming the IPS property in CMM
(1,2)
Laptop (0.5,0.5) (1,0.5) (B becomes lighter) (0.5,1) (B becomes faster)
A 0.3586 0.2585 0.3018
C 0.3586 0.3018 0.2585
B 0.2829 0.4397 0.4397
Example 4: Random walk
In our fourth example, we test the performance of CMM on a random walk
problem, wherein the explicit solution on the choice probabilities is well
known. Suppose Xi are random variables with mean i and standard de-
viation i. Let
Sk = X1 + : : :+Xk; k = 1; : : : ; n;
with S0 = 0. The goal is to estimate the probability that the random walk
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If Xi's are iid, this probability can be rewritten as:
P
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Contrary to popular intuition, the two end points (k = 0 or k = n) have the
highest probability of attaining the maximum.
The above is identical to a discrete choice problem, where the utility of
alternative k is given by the summand Sk =
Pk
j=1Xk. We can obtain the
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Figure 3.6 shows the choice prediction of the above random walk model,
based on the arcsine law and the CMM, for n = 80, using Xi with mean
i = 0, standard deviation i = 1, and  = 0:5 (i.e. Xi's are symmetrical
about the mean). Interestingly, CMM is able to approximately return the
arcsine law behaviour of the choice probabilities, with slight over-estimation
for the popular alternatives (k = 0 and k = n), and under-estimation for the
less popular alternatives (k  n=2).
3.3 Flexible Packaging Design Problem
In this section, we employ CMM to solve a practical problem faced by a local
service part supplier in Singapore. The company stores various standard-
sized boxes (called \mother boxes") to pack and ship their products (mainly
service parts) to dierent customer destinations. Unfortunately, due to vary-
ing sizes and shapes of products in an order, and limitation on the type of
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Fig. 3.6: Comparison of Choice Probabilities under Arcsine Law and CMM with
n = 80
mother boxes available, the company has to often use a large box to pack
products of an order, signicant unused volume in the mother box. Figure
3.7 illustrates a typical order with items packed inside mother box. This box
is the best available to ship this order, but volume usage is quite low.
The third party logistics provider, however, charges the company based
on larger of the volumetric weight (dened as volume of mother box in cm3
divided by 6000) and actual weight. An inecient utilization of volume in
the used mother box may, thus, lead to excessive shipping costs, which may
even sometimes be more than the value of the items shipped.
The customer orders arrive from six main destinations: China, Japan,
Korea, United States, Malaysia and Taiwan. The observed variance in orders
is quite high in terms of volume. While orders can be large, orders with just
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Fig. 3.7: An example of a box with low volume usage
one item are also not uncommon. Each order requires the rm to ship the
ordered items in a mother box through one of the freight services. With rare
exceptions, the freight service used by the rm for a particular destination is
xed. Each freight service has a dierent freight rate but they follow an in-
ternational standard set by IATA (International Air Transport Association).
On receiving an order, each item is packed in a rectangular box (item-box),
size and shape of which could vary considerably from item to item. All the
item-boxes belonging to an order are then packed in a mother-box. Usually,
items shipped by the rm have low density and it is volume of the mother
box that determines the freight cost and not the actual weight. The r-
m needs to maintain an inventory of several standard-sized mother boxes,
while keeping shipping cost as low as possible. On an average, shipping cost
constitutes around 85% of the total cost of the rm's services per line item.
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While high percentage of shipping cost in total cost makes the mother-box
selection extremely important, the variability in size, shape and number of
items per order brings a challenging problem of selecting a manageable num-
ber of standard-sized mother boxes. The rm has been exploring the usage of
a exible packaging option, in which a box with one base can be adjusted to
have more than one heights. One such box is shown in Figure 3.8. This box
can be adjusted to have three dierent heights (more heights can be achieved
easily). The company's problem is to select a set of K standard-sized boxes
(dened by length and width only with height being exible), to minimize
the average shipping cost. We call this the exible packaging design problem.
Fig. 3.8: A exible box with 3 adjustable heights
Note that the deterministic problem (with known input of the items in
each order and their shape distribution) is already a notorious combinatorial
packing problem. The complexity of the problem is exacerbated by the fact
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that item's shape distribution usually uctuates with each order, and nding
a set of standard sized boxes that work well for all orders is thus a daunting
problem. We can encode the attributes of an order by a random tuple z =
(j; Rj; sj)
1, where j is the destination of the order, Rj is the revenue generated
by the order, and sj encodes the shape of each item (length, width and height)
in the order. Mother box i can be described by the shape attributes of the
box, say (Li;Wi; Hi), denoting the length, width and height of box i. The
utility of an order attached to mother box i is thus
~Ui(z) := 

sj can be packed into box i

(Rj   cj(Li Wi Hi)); (3.12)
where () is an indicator function, and cj(V ) is the cost of shipping a box
with volumetric weight V to the destination j. Clearly, the utilities attached
to the mother boxes are correlated, depending on the shape distribution of
items in the order, the destinations and shapes of the boxes.
The exible packaging design problem is to choose a set of K mother
boxes (dened by length and width of the box) to maximize the expected
utility:
(FPD   CMM) max
SN :jSj=K
Z(S);
where Z(S) is the optimal value obtained through CMM by solving the
1 We simplify the problem by assuming that the actual weight of items in each order is
smaller than the volumetric weight, so that the shipping cost is dominated by volumetric
weight alone.
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semidenite optimization problem:
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The second moment matrix QS and mean vector S is obtained by looking
at the corresponding subset S  N from the original matrix Q and vector
. The number of decision variables in Z(S) is O(K3) which can be much
smaller than O(n3) for K << n. We augment the ease of choice estimation
with a greedy-swapping heuristic (used in many similar applications such as
product-line- design problems, see [37], [28]) to obtain a \good" mother box
set. More specically, we rst use a standard greedy strategy to iteratively
enlarge the set of mother-boxes till we have K candidates, and then we
look for the best option to swap a selected box with one that has not been
selected by the heuristic. To determine the best swap to adopt each time,
we iteratively replace the current candidates with those unselected ones and
compare the resulting total utilities. The swapping heuristic thus maintains a
set ofK mother-boxes throughout. This heuristic terminates when no further
improvement can be achieved through swapping. To compare CMM with a
model that captures correlation structure of utilities, we use multinomial
probit (MNP) model. Since E[maxi ~Ui] doesn't have a closed form under
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MNP, we use simulation to evaluate this expectation. For each evaluation,
we use 10,000 samples generated from the given normal distribution. Optimal
packaging designs are found using the same greedy-swapping heuristic as in
CMM.









The utility of base (dened as the length and width of the mother box)
i for a order j is given by
~Uij =M   cd((li  wi  hij)=6000); (3.13)
where M is a constant which can be seen as a xed revenue from each order
(we used M=1001 for all orders), and cd(x) is the cost of shipping x kg
volumetric weight to destination d. The parameters li, wi are the length and
width (in cm) of base i, and hij is the height achieved by the order j when
packed (see Section 3.3.1 for the details of how hij is found) in a box with
base i.
3.3.1 Data
We were provided a limited data of a total of 101 orders. This data was
collected during consecutive working days over a week. For each order, the
dimension of the individual item-boxes, order destination, and dimensions of
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mother-box used were provided. We were also provided with the freight rates
of various freight services used by the rm. Figure 3.9 shows the dimensions
(length, width, and height in cm) of some of the typical item-boxes shipped
by the rm. It gives a fair idea about the shapes and sizes distribution of
the item-boxes: some are elongated (like a rod), some are at (like a pizza
box), while some have regular cuboid shape.
Fig. 3.9: Dimensions of various item-boxes
Figure 3.10 shows frequency distribution of the sum of volume weights of
all the item-boxes belonging to an order for six major customer destinations.
Orders from China and Japan cover a big range of volume weights and may
have high values (upto 105 kg), whereas orders from Japan are quite uniform-
ly distributed. Orders from US and Malaysia, on the other hand, have low
volume weights (upto 25 kg). It is clear that orders do have some peculiar
characteristics (in-terms of volume weights) destination-wise. Moreover we
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Fig. 3.10: Destination-wise volume weight distribution for orders
There are mainly two types of freight services used by the DC - freight
forwarders (such as KWE and DHL Global), and express services (such as
DHL Express and FEDEX). A snapshot of the shipping cost structures for
both types of providers are shown in Figure 3.11. The shipping cost structure
aect ~Uij through the term cj(). Tracking both the smallest and largest
item-boxes involved in all the orders, we identied the base candidates of
the mother-box. We start the length/width from 15cm, and increase by
10cm interval each time, until we arrive at 85cm for both length and width.
Therefore, totally we get 36 base candidates. Given these base candidates
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Fig. 3.11: A typical shipping cost curve for freight-forward services (dashed line)
and express services (solid line)
and the order information, our objective is to select K bases for mother-
boxes.
Next, we describe how we obtain empirical estimates of the rst and
second moment matrix of the utility function ~Uij:
 We randomly select 10 orders per destination from the available his-
torical data. For each order to destination j and each base i, we nd
height hij by packing the items (belonging to the order) in the box
with base i. We use a commercial 3D packing software, 3D load packer
developed by Astrokettle Algorithms, to nd this height with rectan-
gular packing (without orientation). The height hij is chosen so as to
attain minimum volume using the base i so that all the items belong-
ing to the order can be packed. In Figure 3.12, we show a snapshot of
the packing using the 3D Load packer software, and the corresponding
packing obtained is shown in Figure 3.13.
Given a base and an order, we were able to nd the minimum possible
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Fig. 3.12: A sample of packing using 3D loadpacker
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Fig. 3.13: View of packing generated in the sample of Figure 3.12
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volume (and hence maximum possible utility) that is achievable using
the given base for a particular order.
 With this height hij, length li and width wi of the base i, we nd the
volumetric weight of the mother-box with base i and order j. Utili-
ties can then be found using (3.13), and information on freight costs.
Given these samples of utility vectors we nd estimates for mean and
covariance matrix of utilities.
3.3.2 Computational Results
Table 3.4 provides the bases chosen for the mother-boxes using MNL, CMM,
and MNP for varying values ofK. The results indicate that the bases selected
from the CMM tend to span a broader range than those from the MNL
model. This can be explained by the fact that CMM captures the information
about common attributes of bases in terms of their width and length by the
covariance of utilities. Therefore, the CMM successfully avoids the tendency
to focus only on bases with high utility means, instead it includes bases with
more variant dimensions to satisfy divergent order needs. For example, we
can nd in CMM's box set, base 6575 is avoided throughout, whereas base
6585 is kept in the set. MNL model includes both bases in all the cases. In
terms of utility values, these two bases have high correlation of 0.9779. Thus
it often suces to carry one of the two bases in the product line. The designs
implied by CMM and MNP have similarity. For example, when K = 10, 5
out of 10 bases are common in CMM and MNP selection. Both the selections
suggest bases that cover a broad range from 36 choices.
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Tab. 3.4: Base sets selected by MNL, CMM and MNP
K MNL selection
5 45 65 55 65 55 85 65 75 65 85
6 45 65 55 65 55 85 65 75 65 85 75 75
7 45 65 55 65 55 85 65 75 65 85 75 75 55 75
8 45 65 55 65 55 85 65 75 65 85 75 75 55 75 45 75
9 45 65 55 65 55 85 65 75 65 85 75 75 55 75 45 75 65 65
10 45 65 55 65 55 85 65 75 65 85 75 75 55 75 45 75 65 65 75 85
K CMM selection
5 15 55 25 25 25 45 45 55 65 85
6 15 55 25 25 25 45 35 75 65 85 45 45
7 15 55 25 25 25 45 45 55 65 85 45 45 85 85
8 15 55 25 25 25 45 45 55 65 85 45 45 85 85 15 15
9 15 55 25 25 25 55 45 55 65 85 45 45 85 85 15 15 25 35
10 15 55 25 25 25 45 45 55 65 85 65 65 85 85 15 15 25 35 35 75
K MNP selection
5 15 85 25 45 35 75 55 55 85 85
6 15 55 25 45 35 55 55 55 85 85 65 85
7 15 65 25 45 35 75 55 55 85 85 65 85 45 45
8 15 85 25 45 45 55 55 55 85 85 65 75 45 45 25 25
9 15 55 25 45 35 75 55 55 85 85 65 85 45 45 25 25 55 85
10 15 75 25 45 35 85 55 55 85 85 65 65 45 45 25 25 75 75 45 55
We use simulation to test out-of-sample performance of the designs sug-
gested by MNL, CMM, and MNP. Based on the mean and covariance esti-
mates of utilities, we simulate the performance of both box sets using 100,000
randomly generated utility values, using the multivariate normal distribu-
tions. Employment of the multivariate normal distribution for the utilities
is the most reasonable and convenient approach to simulate the utilities.
Table 3.5 lists the resulting average utilities and the corresponding av-
erage cost obtained by each base set under MNL and CMM. From Table 3.5,
we can see that CMM signicantly improves the average resulting utilities
compared to MNL model. The savings in the corresponding shipping cost
is even more signicant. From our numerical results, the extent of improve-
ments in utility and savings in cost tend to increase as the number K of
selected bases increases.
Comparison results for CMM and MNP are shown in Table 3.6. As ex-
pected, since the exact distribution is assumed to be known in case of MNP
for selection, it does show marginal improvements in out-of-sample average
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Tab. 3.5: Simulated utilities and costs for MNL and CMM
K Avg. utilities Avg utilities Improvements Avg. cost Avg. cost Savings
from MNL from CMM in utilities from MNL from CMM in cost
5 5229.3 5572.5 6.8% 131.73 72.47 45.0%
6 5231.7 5638.7 8.0% 131.08 61.80 52.9%
7 5254.4 5719.8 9.1% 127.13 47.77 62.4%
8 5255.1 5722.2 9.1% 126.85 47.37 62.7%
9 5260.2 5755.3 9.7% 126.43 41.87 66.9%
10 5260.5 5794.0 10.4% 126.35 35.32 72.0%
Tab. 3.6: Performance comparison of CMM and MNP
K Avg utilities Avg. utilities Improvements Computation time Computation time % increase in
from CMM from MNP in utilities with CMM (min.) with MNP (min.) computation time
5 5572.5 5610.3 0.68% 11.21 45.26 303.8%
6 5638.7 5672.2 0.59% 20.67 57.87 180.0%
7 5719.8 5742.1 0.39% 30.12 41.58 38.0%
8 5722.2 5769.1 0.82% 33.29 93.31 180.3%
9 5755.3 5825.9 1.23% 66.02 117.34 77.7%
10 5794.0 5835.4 0.71% 95.29 139.55 46.4%
utilities but this comes at the expense of signicant cost of computational
time to nd optimal packaging selection. CMM gives a minimum % im-
provement of 38% in computational time as compared to MNP, while the
maximum improvement is 303.8%. Recall that this improvement is based on
10,000 samples for the evaluation of E[maxi ~Ui]. Maximum utility improve-
ment using MNP over CMM is 1.23 % while the minimum is 0.39%. For
MNP we use the same normal utility distributions in base selection as well
as out-of-sample performance. For CMM, the utility distributions used for
selection and out-of-sample tests are dierent, former being the extremal dis-
tributions of CMM and latter being the normal distributions. Therefore the
improvement in average utilities also owes to the distributional assumptions
in MNP for the packaging selection problem.
We used the actual shipping cost incurred in shipping each order as a
benchmark to test the performance of CMM. For each order, dimensions of
the mother-box used was provided to us, so we could nd this benchmark cost
3. Choice Prediction with Semidenite OptimizationWhen Utilities are Correlated 99
for each order. A total of 7 standard sized boxes (without exible heights)
were being used at the time the data was collected. Dimensions of these
mother-boxes were 74  66  64, 76  66  41, 70  65  30, 55  50  35,
41  39  21, 45  32:5  15, and 31  23:5  12. We used our base-set
with 7 bases (corresponding to bases 15  55, 25  45, 25  25, 45  45,
45 55, 65 85, 85 85) with exible packaging option to pack each order
and nd the shipping cost using the box with this base-set. To calculate
the shipping cost, the 3D packaging software was used and each order was
assigned the base which corresponded to the minimum shipping cost. The
comparison of total cost with the existing box-set and that with the 7 base
set generated by CMM shows a percentage reduction of 11.24 in the shipping
cost. Another interesting nding is that the total shipping cost using only the
6-base set (corresponding to bases 8565,4525,7535,2525,5515,45
45) improves the shipping cost by 8.53% as compared to the benchmark
performance. The option of exible height can thus potentially allow the
DC to use less number of bases to meet the needs of packaging operation.
It should be mentioned here that the cost reduction highlighted here is the
result of solution suggested by CMM as well as the exible packaging option.
4. A REDUCED FORMULATION FOR CMM AND
APPLICATIONS IN FINANCE
This chapter proposes some new theoretical results for the Cross Moment
Model in the following two problems:










where vectors bk and scalars ck, k 2 f1; : : : ; Kg are given, and notation
~r  (;) denotes the fact that r.v. ~r belongs to the class of n-variate
distributions with mean  and covariance matrix .












where bk(x) : Rm ! Rn and ck(x) : Rm ! R are ane functions of
the decision variable x.
The results are applied in two problems in nance:
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 Upper bound on option prices: Let ~r 2 Rn denote random prices of n
risky assets, and K = n + 1. When bk = ek; k 2 f1; : : : ; ng, ek being
the n-dimensional vector with 1 in kth position and zero otherwise,
ck =  K for k 2 f1; : : : ; ng, and bn+1 = 0; cn+1 = 0, we can construct
the payo function of a multi-asset European call option where the
option price is contingent on the maximum of the price of n underlying
assets. We have, max
k=1;:::;K
(~r0bk + ck) = maxfmaxf~r1; : : : ; ~rng  K; 0g.
 Worst-case portfolio optimization under regret criterion: Let ~r 2 Rn
denote the random stock returns, and x 2 X be a feasible portfolio
allocation, where X is the set of feasible portfolio allocations. When ck
are zero, and bk = ek x, we have max
k=1;:::;K
(~r0bk+ ck) = max
k=1;:::;K
f~r0(ek 
x)g, which is the maximum regret for a given investment x.
Section 4.1 presents the previous work in this area, and presents the
Cross Moment Model that was discussed in the last chapter, deriving it from
its dual using known results on moment-based bounds. We then present the
main theoretical result of this chapter, and introduce a reduced semide-
nite program for CMM. The usefulness of new reduced formulation is then
depicted using a multi-asset option pricing example.
Section 4.2 presents a portfolio allocation model using the reduced for-
mulation. The model generates distributionally robust portfolios. Experi-
mental results are provided for this model using daily returns from Fama
and French data library.
Section 4.3 provides extensions and presents previously studied problems
in probability bounds ([75]), approximation of joint chance constraints ([81]),
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and discrete choice with three products where the main result of reduced
formulation can be useful.
4.1 Semidenite Programming Formulation
Consider problem (4.1) of nding a tight upper bound on expected value of
maximum of K ane functions for a n-dimensional random vector ~r, given
the mean  and covariance matrix . The connection of moment cone with
the cone of positive semidenite matrices is well-known. In nance literature,
this connection has been exploited by several authors such as Bertsimas and
Popescu [8], and Boyle and Lin [12] who proposed semidenite programming
bounds on option prices, and El Ghaoui et. al. [31] and, more recently,
Zymler et. al. [80] who proposed semidenite programming formulations for
certain worst-case portfolio allocation problems.
In Theorem 8, we provide the standard semidenite programming rep-
resentation of problem (4.1).









is the optimal objective value of









0BB@ W k wk
w0k k
1CCA =
0BB@ 0 + 
0 1
1CCA
0BB@ W k wk
w0k k
1CCA  0 k = 1; : : : ; K:
(4.3)










0f(d~r) = 0 +R
Rn ~rf(d~r) = R
Rn f(d~r) = 1
(4.4)
where f() 2M+ denotes the set of positive Borel measures on Rn. Dening
dual variables Z 2 Sn, z 2 Rn, and z0 2 R for the equality constraints in
(4.4), one can write the dual of this program as follows:
inf
Z;z;z0
Z  (+ 0) + z0+ z0
s.t. ~r0Z~r + z0~r + z0  max
k=1;:::;K
(~r0bk + ck) 8~r 2 Rn:
(4.5)
Strong duality holds for (4.4) and (4.5) under the assumption that   0
(see Isii [44]), and therefore, the optimal values match. Constraints in (4.5)
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can be disaggregated as:
( ~r 1 )
0
0B@ Z (z   bk)=2
(z   bk)0=2 z0   ck
1CA ( ~r0 1 )0  0 8~r 2 Rn; k = 1; : : : ; K:
(4.6)
By equivalence of the constraints (4.6) with the positive semideniteness of
the inner matrix, we get following semidenite program for (4.5):
inf Z  (+ 0) + z0+ z0
s.t.
264 Z (z   bk)=2
(z   bk)0=2 z0   ck
375  0 k = 1; : : : ; K: (4.7)
Let
0B@ W k wk
w0k k
1CA be the dual variables associated with the ith semidenite
constraint. By using standard SDP duality, we get the desired formulation
(4.3). Assuming that Slater's constraint qualications are satised for prob-
lem (4.7), i.e. there exists a strictly feasible solution for problem (4.7) and
objective is bounded from below, solutions in (4.7) and its dual (4.3) are
attained. We therefore replace sup with max.
In previous chapter, we referred to the model (4.3) as the Cross Moment
Model (CMM). Both the problems (4.3) and its dual (4.7) require us solving
over K SDP cones in (n+1)(n+1) dimension. Solving problems with large
n or K tends to be challenging using existing SDP solvers such as SDPT3
and SeDuMi.
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In the remainder of this section, we propose a new reduced but exact
SDP formulation to solve problem (4.1). An instance of problem (4.1) can be
identied as a multi-asset European call option pricing problem, when only
the rst two moments of random price vector of underlying stocks are known.
In Section 4.1.2, we briey discuss the closely related work in such problems.
Using instances of the multi-asset European call option pricing problem in
a numerical experiment, we exhibit the improvements in computational e-
ciency due to the reduced formulation as compared to a previously proposed
method by Boyle and Lin [12].
4.1.1 Reduced Formulation
We now propose a reduced formulation for problem (4.1) that requires solving
over a single SDP cone in (K + n)2 dimension. We present the main result
in Theorem 9 next.
Theorem 9. Let diag(y) denote the diagonal matrix with vector y in the
diagonal entries, and 1 the vector of all ones. Let B = ( b1 b2 : : : bK )
0,




tr(BY 0) + c0y
s.t.
0BB@ 0 + Y 0
Y diag(y)
1CCA  0
Y 01 = 
y01 = 1:
(4.8)
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Then O1 = O2:
Proof: Consider an optimal solution of problem (4.3), with decision variables
W k;wk and k satisfying:
KX
k=1
0B@ W k wk
w0k k
1CA =
0B@ 0 + 
0 1
1CA
and 0B@ W k wk
w0k k
1CA  0 k = 1; : : : ; K
Let yk = k, Y k = w
0
k, 0k denote a zero vector with length k, and 0k;l denote
a block of k by l zeros. We have













W k 0n;k 1 wk 0n;K k






0K k;n 0K k;k 1 0K k 0K k;K k
1CCCCCCCA
=
0B@ 0 + Y 0
Y diag(y)
1CA  0:
Since the matrices on the left hand side are positive semidenite. Hence,
O2  O1:
Conversely, consider an optimal solution of problem (4.8) satisfying the con-
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straints, 0B@ 0 + Y 0
Y diag(y)
1CA  0; Y 01 = ; y01 = 1:
In this optimal solution, if yk = 0 for some indices k = 1; : : : ; K, then we
construct a new vector y^ by removing zero entries from y, and Y^ by removing
ith row/s from matrix Y . Notice that
0B@ 0 + Y^ 0
Y^ diag(y^)
1CA  0:
Using Schur complement in SDP constraint, we have
 :=

0 +  Y^ 0diag(y^) 1Y^

 0:





0B@ yk Y 0k
Y k Y kY
0
k=yk +=n
1CA if yk 6= 00B@ yk Y 0k
Y k =n
1CA if yk = 0:
for k = 1; : : : ; K is feasible for problem (4.3), with
KX
k=1





k + ckyk) = tr(BY
0) + c0y, and we have that, O1  O2. Hence,
O1 = O2:
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A similar proof technique appears in [27] who prove the equivalence
of two semidenite programming relaxations of quadratically-constrained
quadratic programs with matrix variables.
4.1.2 Multi-asset European call option pricing example
Extending the work of Lo [49], who proposed closed-form solution for the
best-possible upper bound on prices of European call options under the as-
sumption that only mean and variance of price of the underlying stock is
known, Boyle and Lin [12] proposed a semidenite programming formulation
for an upper bound on price of a multi-asset European call option. Similar to
our assumption, they assume that the mean and covariance matrix of prices
of the underlying stocks is the only information that is given regarding the
distribution of stock prices. For more general results on the bounds on option
prices, readers are suggested to refer to Bertsimas and Popescu [8]. There,
a more general result of Theorem 8 provides a semidenite programming
formulation for generating an upper bound in problem (4.1).
The problem considered by Boyle and Lin [12] was of nding bounds
on price of a European call option on the maximum of several underlying
assets, given mean and covariance matrix of the prices of underlying assets.
The problem is summarized as follows.
Let ~r 2 Rn+ denote the prices of n risky assets at some future time T . A
multi-asset European call option on the maximum of these underlying assets
that matures at time T has a payo Cn(K) = max (max(~r1; ~r2; : : : ; ~rn) K; 0),
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where K is the strike price. Under the principle of no-arbitrage, the price
of this option is exp sT E[Cn(K)], where s is the risk-free rate. Without
loss of generality, we set the risk-free rate to zero. To nd an upper bound
to E[Cn(K)], we need to compute sup
~r(;)+
E[Cn(K)] where ~r  (;)+ de-
notes the set of feasible multivariate distributions with support Rn+, mean
 and covariance matrix . This problem can be solved exactly by solving
a completely positive program (see Natarajan et. al. [63]). However it is
well-known that these problems are NP-hard (see [8] and [63]), and the typ-
ical approach computes upper bounds based on relaxations for the problem.
While solving the aforementioned option pricing problem, Boyle and Lin [12]
propose a numerical upper bound by assuming that the asset prices can take
values in Rn. Under this assumption, an upper bound on E[Cn(K)] can be
found solving the SDP:
min Z:(0 +) + z0+ z0
s.t.
0B@ Z (z   ek)=2
(z   ek)0=2 z0 +K
1CA  0 k = 1; : : : ; n0B@ Z z=2
z0=2 z0
1CA  0 :
(4.9)
In this subsection, we use these results to nd an upper bound for a
multi-asset European call option prices. Solving instances of this problem
on MATLAB using SDPT3, we illustrate computational improvements due
to reduced formulation. Specically, we nd bounds on E[Cn(K)] using
formulations (4.3) and (4.8) computationally. For both the formulations, we
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solve these problems for 10 randomly selected instances for n = 2 to n = 22
with  and  selected randomly. The computations were performed using
SDPT3 in a MATLAB 7.9.0 platform on Intel Core 2 Quad CPU at 2.5 GHz
with 3.25 GB RAM. Figure 4.1 shows the average computation times (in
second) for two formulations as number of assets n varies. The dierence in
computation times between two formulations is striking especially for large
n. For example, for n = 22, while BL formulation takes over 108 seconds,
reduced formulation solves the problem in merely 0.9 seconds.






























Fig. 4.1: Computation times of Reduced & BL formulations in option pricing
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4.2 Robust Portfolio Choice Under Regret Criterion












where, bk(x) : Rm ! Rn, and ck(x) : Rm ! R are the ane functions
of the decision vector x, and ~r 2 Rn is a random vector having mean 
and covariance matrix . X is the set of feasible x vectors, and this set is
assumed to be nonempty, compact and convex throughout this section.
While in problem (4.1) our goal was to nd an upper bound of the
objective function over the class of distributions satisfying rst two moments
constraints, in problem (4.2) we intend to solve a worst-case minimization
problem in decision vector x. It turns out that problem (4.2) can also be
solved as a semidenite optimization problem. In this section, we use the
reduced formulation to derive this result. As an application of our results
we solve a distributionally robust version of a portfolio allocation problem
under regret criterion, and present computational results.
Theorem 10. Problem (4.2) can be solved using the following semidenite




Z:(+ 0) + z0+ z0
s.t.
266666666664
Z (z  b1(x))=2 : : : (z  bK(x))=2







where Z 2 Sn, z 2 Rn, and z0 2 R. The lower right matrix of the PSD
matrix is a symmetric matrix having the same o-diagonal entries as those
in the matrix  2 SK, which has zeros in diagonal.















0Y 0k + ck(x)yk]
s.t.
0B@ 0 + Y 0
Y diag(y)
1CA  0
Y 01 = 
y01 = 1;
(4.12)
where Y 0k is the kth column of matrix Y
0. Introducing variables  , we
4. A Reduced Formulation For CMM and Applications in Finance 113





0Y 0k + ck(x)yk]
s.t.   = 0 +
Y 01 = 




Let Z, z, and z0 be the dual variables associated with the rst three e-
quality constraints in above formulation. Assuming that
0B@   Y 0
Y diag(y)
1CA 
0 holds for some feasible solution in the above problem so that strong duality
holds, we take the dual of this problem:
min
z0;z;Z;
Z:(+ 0) + z0+ z0
s.t.
266666664
Z (z  b1(x))=2 : : : (z  bK(x))=2






It is then evident that (4.10) is the semidenite programming formula-
tion for problem (4.2).
Note that some auxiliary variables  will enter the problem, while taking
the dual. This is because the third equality constraint y01 = 1 can be written
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as 0B@ 0n;n 0n;K
0K;n (diag(1) + )
1CA :
0B@   Y 0
Y diag(y)
1CA ;
where  2 SK is a symmetric matrix with zero diagonal entries. While
taking the dual, we use ij = zoij; i 2 f1; : : : ; Kg; j 2 f1; : : : ; Kg in the
SDP, and eliminate the auxiliary variables .
As an application of the above result, in the remainder of this section
we solve a robust portfolio choice problem under regret criterion.
To motivate the problem, let ~r 2 Rn be the return vector of n assets,
and let x 2 X be feasible portfolio vectors. Without loss of generality, let





xi = 1;x  0
)
.
When return vector ~r is known, investor's portfolio problem can be
modeled as a trivial deterministic problem: max
x2X
~r0x. The investor would
essentially invest the budget in the asset with highest return and realize
a return of max
i2f1;:::;ng
~ri. Since return vector ~r is not known in advance, this
realized return itself is random. Ex-post, an investor having a portfolio x 2 X




One possible way of portfolio choice is to incorporate the notion of regret
in an objective function, and minimize it with respect to portfolio vector.
Dembo and King [26] use such minimal regret criterion to propose models for
portfolio choice. They use scenario-based approach where regret is minimized
in norm-distance sense. Regret as a decision criterion has also been discussed
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in several other papers. For a recent review readers are referred to Natarajan,
Shi, and Toh [60]. In the spirit of this last paper, we use regret function
f(~r;x) in a CVaR objective (x), which is dened as follows:
(x) = E[f(~r;x)jf(~r;x)  (x)] (4.14)
where (x) = minf 2 R : Pr(f(~r;x)  )  g and  2 (0; 1) is the
CVaR parameter.
Minimizing CVaR objective of regret function f(~r;x) with respect to
portfolio vector x is tantamount to squeezing the tail of regret distribution.
Therefore CVaR objective is well-suited to the investors who are averse of
high regrets. Moreover, the objective can be modied to suit the regret
aversion of a particular investor by tuning the CVaR parameter . We use











This denition was rst proposed by Rockafellar and Uryasev [66]. There
the authors also show that if function f(~r;x) is convex in x, then the port-
folio choice problem minimizing (x) is an instance of convex programming
problem. Clearly the regret function f(~r;x) satises this condition.
We minimize CVaR objective when distribution  of return vector ~r is
ambiguous, and only the mean vector  and covariance matrix  of ~r of
returns is available. It is known that in standard portfolio selection models
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such as Markowitz mean-variance model, optimal portfolios are very sensi-
tive to input mean and covariance matrix. For this reason, recently robust
portfolio optimization approaches have become increasingly popular. Among
these papers are Goldfarb and Iyengar [36], El Ghaoui, Oks, and Oustry [30],
Natarajan, Sim, and Uichanco [61], Huang, Zhu, Fabozzi, and Fukushima [43]
etc.
Using denition (4.15), we formulate our distributionally robust portfolio














Results in Theorem 10 extend to the following corollary.
Corollary 6. Problem (4.16) of minimizing the worst-case CVaR of the











Z (z  e1 + x)=2 : : : (z  en + x)=2 z=2
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where Z 2 Sn, z 2 Rn, z0 2 R, and ei is the column vector of 1 in ith
position and zero otherwise. The lower right matrix of the PSD matrix is a
symmetric matrix having the same o-diagonal entries as those in the matrix
 2 Sn+1, which has zeros in diagonal.
Proof: Given x, since the objective function in (4.16) is convex with respect
to v, and the optimal value of the objective is attained in   (;), min












In Theorem 10 when we replace bk(x) with ~rk  ~r0x and Ck(x) with  v















Z (z  e1 + x)=2 : : : (z  en + x)=2 z=2




: : : z0
3777777777777775
 0
This problem is joint-convex in (x; v; z0; z;Z;). Therefore problem (4.17)
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solves Problem (4.16).
4.2.1 Computational Experiments
We conduct computational experiments on the worst-case portfolio optimiza-
tion problem.
Data: In this subsection we test the distributionally robust portfolio model
presented above in a portfolio selection problem using real data. The data
set under consideration consists of average equal weighted daily returns of 49
industry portfolios obtained from Fama & French data library [32]. We use
the data available in July 2010, which contains historical returns till 2009.
The portfolio consists of NYSE, AMEX, and NASDAQ stocks classied by
industries such as agriculture, food, chemical, banks, textiles etc. In our
experiments we use the data from January 1999 to December 2009. This
provided us with a total of 2767 data points.
Figure 4.2 shows the daily returns of the rst stock in the data set for
10 year period. Periods of high volatility are clearly visible, and it would be
prudent to admit that the distribution of returns changes over time.
Investor's strategy: We consider an investor who wishes to invest in 49
risky assets. Every half a year, the investor uses past year's data to form a
portfolio for the next half year. The investor follows this semi-annual rebal-
ancing strategy for 20 time periods (2 half years from the year 2000 to 2009).
Every year portfolios are chosen in the start of January and July for next half
year. As it has been observed in several empirical tests (see Schwartz and
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Fig. 4.2: Returns of asset 1 starting Jan 1999 to Dec 2009 (2767 data points)
Whitcomb [68], Simonds et al. [70]) that the distribution of stock returns
exhibits nonstationarity, by rebalancing the portfolio this way the investor
makes sure that he reacts to any dynamic changes in the distribution of ran-
dom returns (see Natarajan et al. [61] for a similar experiment). We further
assume that short selling is not allowed.
Models and comparison: Given the data, investor's trading strategy, and
feasiblity set X = fx 2 R49jP49j=1 xj = 1;x  0g, we solve the portfolio
selection problem every six months for 20 time periods using following two
methods.
1. Robust Approach (Robust): Past one year's data is used to con-
struct a mean vector and covariance matrix of returns. The distribu-
tionally robust model to minimize CVaR of regret is then solved using
SDP (4.17) to nd the portfolio allocation x 2 X .
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2. Sample-based approach (SB): A very natural approach to minimize
CVaR of regret is to solve a linear program using samples from past
data to construct the expectation. Following Rockafellar and Uryasev
















where, f is the regret function as dened before, fri; i = 1; : : : ; Ng are
the samples derived from an empirical distribution constructed using
past year's data, and N is the total number of such samples.
It is well-known that this problem can be easily casted as a linear
program and solved eciently.
We solve the above mentioned problems using YALMIP in MATLAB,
where we use SDPT3 as solver. The experiment is repeated for varying 
from 0.1 to 0.9 with an increment of 0.1. Given , we use the two approaches
to nd portfolios semi-annually as described before. We use these portfolios
to nd realized daily returns and regrets for each 6-month period. Using
these realized returns and regrets, we compare the two approaches in terms
of mean and variance of realized returns, and CVaR of realized regrets for
every 6 month period. The latter is found using the linear programming
approach mentioned before. By minimizing CVaR of regret function f , we
reduce the risk of high regrets. This notion remains common in both the
approaches pursued by us in our experiments. Apart from calculating CVaR
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of realized regrets, we compute variance of realized returns as well so as to
assess the risk associated with realized returns.
Robust Vs. Sample Based Approach:
Tab. 4.1: Realized returns, cvar of regret and variance for sample-based and robust
models for Jan 2009-Jun 2009 using past data of 2008 returns
CVaR of realized regrets Av. returns
 SB Robust SB Robust
0.1 5.8605 5.5751 0.0453 0.2217
0.2 6.0949 5.8842 0.1290 0.2609
0.3 6.4371 6.2534 0.1833 0.2766
0.4 6.8712 6.6640 0.2203 0.2856
0.5 7.3533 7.1509 0.2170 0.2926
0.6 7.9200 7.7680 0.2568 0.2992
0.7 8.9893 8.6562 0.2386 0.3043
0.8 10.4905 10.0741 0.2134 0.3083
0.9 13.2795 12.9313 0.2172 0.3120
For 20 time periods and 9 values of , we have a total of 180 out of sample
results in terms of mean and variance of returns, and CVaR of regret values.
Table 4.2 shows the number of time periods (out of 180) each approach does
better as compared to the other. NSDP (NSB) denotes the number of time
periods Robust (SB) approach does better over SB (Robust) approach.
Tab. 4.2: NSB and NRobust for various measures
CVaR of regrets mean return variance of returns
NRobust NSB NRobust NSB NRobust NSB
126 54 93 87 172 8
In terms of CVaR of realized regrets we nd that Robust approach does
better as compared to SB approach 70% times. Both the approaches seem
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to be in par with each other in terms of mean realized returns. Interestingly,
Robust approach does much better in terms of variance of realized returns.
Robust approach has lesser variance of realized returns as compared to SB
approach around 95.5% of times. This is due to the fact that portfolios
suggested by Robust approach are usually more diversied as compared to
the SB approach. This diversication helps reducing the risk associated with
realized returns.
Table 4.3 shows the aggregate results for the SB as well as Robust ap-
proach. For each value of , we take average of the three measures across
20 time periods. The corresponding values are indicated in the table under
both the approaches. The aggregate values suggest that the CVaR of realized
regrets is lower in Robust approach as compared to SB in an average sense,
especially for lower values of . A similar observation can be made regarding
mean returns as well. The Robust approach does much better as compared
to SB in terms of out of sample variance in average sense. This means that
risk associated with realized returns is lower under Robust approach. In
summary, it is clear that if  value is not very high, Robust approach seems
to perform better under all the three measures. Variances of realized returns
are lower under Robust approach irrespective of value of .
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Tab. 4.3: Aggregate results for SB and Robust approaches
Av. CVaR of regrets Av. return Av. variance of returns
 Robust SB Robust SB Robust SB
0.1 3.4738 3.5222 0.0693 0.0625 4.3183 6.3865
0.2 3.6511 3.7160 0.0856 0.0721 2.9991 4.6590
0.3 3.8526 3.9267 0.0921 0.0787 2.5515 3.9378
0.4 4.0865 4.1654 0.0950 0.0801 2.3338 3.5359
0.5 4.3639 4.4268 0.0964 0.0924 2.2074 3.3158
0.6 4.7108 4.75916 0.0970 0.1029 2.1291 3.1549
0.7 5.1743 5.2053 0.0970 0.1063 2.0746 3.0422
0.8 5.8825 5.8611 0.0968 0.1097 2.0349 3.0164
0.9 7.2639 7.2330 0.0965 0.1075 2.0022 3.0452
4.3 Extensions
4.3.1 Reduced Formulation for the Probability Bound of Boyd, Comanor
and Vandenberghe
It can be shown that the idea of reduction can be extended to another closely





(~r0bk + ck) < 0);
which in the special case of K = 1, is useful in obtaining worst-case Value
at Risk (VaR). El Ghaoui et. al. [31] show that the worst-case value-at-risk
problem can be solved using a semidenite programming problem. Their
result uses the standard semidenite program presented in Theorem 8. In
the case whenK = 1, the SDP formulation of worst-case value at risk involves
only one semidenite constraint (see Zymler et. al. [81]).
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Extension of the worst-case probability problem to the case when K  1
is proposed by Vandenberghe et. al. [75]. In fact, they show that the stan-
dard semidenite formulation of Theorem 8 is useful in nding a sharp lower
bound on the probability of a set dened by strict quadratic inequalities, giv-
en the rst two moments of the distribution. Namely, they nd semidenite






0bk + ck) < 0);
where Ak 2 Sn. We show that, in case when Ak = 0; k 2 f1; : : : ; Kg, the









(~r0bk + ck) < 0

: (4.18)
Vandenberghe et. al. [75] proposed the following standard SDP to slove
(4.18):
Zprob = min K+1
s.t. b0kwk + ckk  0 k = 1; : : : ; K
K+1X
k=1
0B@ W k wk
w0k k
1CA =
0B@ 0 + 
0 1
1CA
0B@ W k wk
w0k k
1CA  0 k = 1; : : : ; K + 1:
(4.19)
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Following result extends the reduced formulation to problem (4.18).
Theorem 11. Let diag(y) denote the diagonal matrix with vector y in the
diagonal entries, Y =

Y 1 : : : Y K+1
0
, and 1 the vector of all ones.
Then
Zprob = min yK+1
s.t. b0kY k + ckyk  0 k = 1; : : : ; K0BB@ 0 + Y 0
Y diag(y)
1CCA  0
Y 01 = 
y01 = 1:
(4.20)
Proof: Consider an optimal solution of problem (4.19), with decision vari-
ables W k;wk and k satisfying:
b0kwk + ckk  0 k = 1; : : : ; K;
KX
k=1
0B@ W k wk
w0k k
1CA =
0B@ 0 + 
0 1
1CA ;
and 0B@ W k wk
w0k k
1CA  0 k = 1; : : : ; K
Let yk = k, Y k = w
0
k, 0k denote a zero vector with length k, and 0k;l denote
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W k 0n;k 1 wk 0n;K k






0K k;n 0K k;k 1 0K k 0K k;K k
1CCCCCCCA
=
0B@ 0 + Y 0
Y diag(y)
1CA  0:
Since the matrices on the left hand side are positive semidenite. Hence, the
optimal value K+1 of the standard formulation is attainable in the reduced
formulation.
Conversely, consider an optimal solution of problem (4.20) satisfying the




Y 01 = ; y01 = 1; b0kY k + ckyk  0; k = 1; : : : ; K:
In this optimal solution, if yk = 0 for some indices k = 1; : : : ; K, then we
construct a new vector y^ by removing zero entries from y, and Y^ by removing
ith row/s from matrix Y . Notice that
0B@ 0 + Y^ 0
Y^ diag(y^)
1CA  0:
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Using Schur complement in SDP constraint, we have
 :=

0 +  Y^ 0diag(y^) 1Y^

 0:





0B@ yk Y 0k
Y k Y kY
0
k=yk +=n
1CA if yk 6= 00B@ yk Y 0k
Y k =n
1CA if yk = 0:
for k = 1; : : : ; K. This solution is feasible to the standard formulation (4.19),
and therefore a value of yK+1 is attainable.
4.3.2 Reduced Formulation and Joint Chance-Constraints Approximation












0bi(x) + ci(x)g   v)+]

(4.21)
Zymler et. al. [81] (also see Chen et. al. [17]) propose a joint chance
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constraint approximation. Specically, they show that the set
X JCC = fx 2 Rnj inf
~r(;)
P (~r0bk(x) + ck(x)  0)  ; i = 1; : : : ; Lg
has a conservative approximation in terms of worst-case CVaR:
ZJCC(a) =








fai(~r0bk(x) + ck(x))g   v)+]  0

;
where a 2 RL++ are the parameters which can be tuned to get better ap-
proximation of X JCC . In fact, it is shown that the worst-case approximation
ZJCC is exact if a 2 RL++ is treated as a decision variable. For a xed a,
from the denition (4.21) of worst-case CVaR, we can use both CMM and
reduced formulation to express X JCC as SDP (cf. Zymler et. al. [81], Theo-





s.t. x 2 X JCC




s.t. x 2 ZJCC
(4.22)
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Though the SDP formulation proposed by [81] for Problem (4.22) is
biconvex, it is not jointly convex in a and x, and therefore it can't be solved
exactly. Zymler et. al. [81] suggest an iterative heuristic to solve this problem
in which the value of a is improved with each iteration. For a xed a, the
heuristic requires us solving, in each iteration. Using the reduced formulation
here in the heuristic, however, exhibits improved computational eciency in
each iteration of the algorithm. As the number of iterations required for
the termination of the heuristic increases, reduced formulation, therefore,
becomes more and more valuable.
4.3.3 Reduced Formulation and Choice Probabilities
Chapter 3 proposed the Cross Moment Model for choice prediction. We refer
to Proposition 1 for the result that proposed a semidenite formulation (3.3)
to nd choice probabilities when the rst and second moment information
of random utilities is known. The corresponding reduced formulation is as
follows:




 0 +  Y 0
y Y diag(y)
1CCCCA  0
Y 01 = 
y01 = 1; y0  0:
(4.23)
Here  and  are mean vector and covariance matrix of the random
utilities, and y gives choice probabilities. Using (4.23), the optimal solution
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Y can be found in terms of choice probability vector y.
From formulation (4.23) and Schur complement, we have
Z = max tr(Y 0)
s.t.
0B@  Y 0   y0
Y   y0 diag(y)  yy0
1CA  0
Y 01 = 
y01 = 1; y0  0:
(4.24)
By a slight change of variables, we have
Z = max tr(Y 0) + 0y
s.t.
0B@  Y 0
Y diag(y)  yy0
1CA  0
Y 01 = 0
y01 = 1; y0  0:
(4.25)
Let S := diag(y) yy0. We can then express the optimal solution Y as
a function of y (cf. [69]):
Y 0 = S1=2(S1=2S1=2) 1=2S1=2:
The condition Y 01 = 0 follows from S1=21 = 0n since S1 = diag(y)1  
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yy01 = 0n, and y01 = 1. When  = 2In, the solution simplies to
Y 0 = (diag(y)  yy0)1=2:
Using this approach, we have following result for three product case in
discrete choice, where product utilities are uncorrelated.
Corollary 7. Consider three uncorrelated random variables, with means
1; 2 and 3, with identical variance 
2. The choice probabilities obtained




xy + xz + yz  
p
x2y2   x2yz + x2z2   xy2z   xyz2 + y2z2
+
q
xy + xz + yz +
p
x2y2   x2yz + x2z2   xy2z   xyz2 + y2z2

+1x+ 2y + 3z
s.t. x+ y + z = 1
x; y; z  0;
Proof. This follows from the fact that when
S =
0BBBB@
x(y + z)  xy  xz
 xy y(x+ z)  yz
 zx  zy z(x+ y)
1CCCCA ;
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the eigenvalues are 0,
xy + xz + yz   (x2y2   x2yz + x2z2   xy2z   xyz2 + y2z2)1=2;
and
xy + xz + yz + (x2y2   x2yz + x2z2   xy2z   xyz2 + y2z2)1=2:
So
tr(Y 0) =   tr(S1=2):
5. CONCLUSION
In this thesis, we studied a few problems in the area of optimization under
uncertainty under limited distributional information. Using previous theo-
retical results, we studied some of these models in the context of discrete
choice and portfolio optimization etc. More specically we studied the op-
timization problems involving maximization of expected value of maximum
of ane functions with random parameters over a class of distributions for
which only limited distributional information such as marginal distributions
and mean-covariance information is known.
We provided new theoretical and empirical insights into the semi- para-
metric approach introduced in [62] for discrete choice modeling. Using appro-
priate choices of marginal distributions, we reconstructed many interesting
choice probability formulas such as MNL, Nested Logit and GEV using MD-
M. This allowed us to estimate and calibrate the parameters in these models
using standard optimization tools, from which the convex nature of many
classical log-likelihood maximization models follow easily. The numerical re-
sults using a set of conjoint data conrmed the ecacy of this approach. The
MMM model (using only information on means and variance of the product
attributes) produced essentially the same insights as MNL. In fact, the mixed
form of MMM essentially picked up almost the same set of signicant pa-
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rameters as the mixed logit model, albeit at a fraction of the computational
eorts needed. For a large class of marginal distributions having lognormal
densities, the seller's multi-product pricing problem with prot maximization
turns out to be a concave maximization problem under MDM. This indicated
the usefulness of these models where choice probabilities are used as demand
functions.
There are many real life discrete choice situations where alternative u-
tilities are correlated for a given consumer. To capture utility correlations
we proposed a model, called Cross Moment Model (CMM), which generates
choice probabilities. The choice model proposed here uses only the mean and
covariance information of utility evaluations across the alternatives. Despite
exploiting just the rst and second moment information, our illustrations
suggest that the model generates reasonable choice estimates, even in the
situations where utilities are highly correlated. To test the quality of choice
predictions made by CMM, we provided examples in binary choice, route
choice, and random walk settings. Using an example, we exhibited that CM-
M can be used to circumvent IIA (Independence from Irrelevant Alternatives)
and IPS (Invariant Proportion of Substitution) properties present in several
discrete choice models.
The key advantage of CMM is that it avoids the need of exhaustive
simulation to generate the choice probability estimates. This allows CMM
to be embedded into a heuristic to search for a good set for some of the
subset selection problems with similar objective. Also, CMM is computa-
tionally tractable as a convex semidenite program, which makes it more
attractive for practical purposes. As an application, we applied CMM to
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address a exible packaging design problem faced by a local service part
supplier in Singapore, and augmented the ease of choice estimation with a
greedy-swapping heuristic. The product set delivered by CMM indeed seems
better than the one suggested by MNL model, even though the latter is ob-
tained via complete enumeration. CMM seems to have the ability to capture
correlation among utilities in design problems as our comparison with MNP
shows, and has computational advantages over the latter.
Our intention has been to propose CMM as a discrete choice model,
test its choice predictions, a few properties, and show its ability to capture
correlation in design problems where utilities from alternatives are correlat-
ed. Models such as multinomial probit that have no closed form probabili-
ties, have the drawback that simulation remains the only option to generate
probabilities. On the other hand, models such as CNL that have closed form
probabilities, have limitations in their ability to capture correlations for com-
plex correlation structures. Also, a good tting of the utilities to a desired
distribution is not necessarily common. Keeping these practical diculties
in mind, CMM takes advantage of the fact that the problem, when solved
under rst two moments constraints, can be turned into a convex semide-
nite program. The quality of choice predictions seems good in our experience
for several problems with correlated utilities.
Since CMM is a semidenite program, solving it for problems with large
product set is dicult. The proposed CMM is O(n3) in variables. We provid-
ed a reduced but exact semidenite programing formulation for CMM which
is O(n2) in variables. We exhibited computational improvements using the
new formulation using an option pricing example. Using the techniques de-
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veloped here, we proposed reduced formulations for the probability bound of
Boyd and Vandenberghe ([75]) and the joint chance constraint approximation
proposed in [81]. We further extended the application of reduced formulation
in nding choice probabilities in a three product discrete choice situation. In
nance, we solved a robust portfolio optimization problem under regret cri-
terion with CVaR using the reduced formulation, and compared the results
with a sample-based approach.
This thesis leads to several interesting questions for future research.
From the second and the third chapter of this thesis, we can extend the
approaches of MDM, MMM, and CMM to more complex discrete choice
problems. One example is discrete choice under budgetary constraints. I feel
that another area which needs optimization under limited distributional in-
formation is games with incomplete information. The framework of Bayesian
games proposed by Harsanyi in 1967 and 1968 imposes the assumption of
known distributions of players' private information. This is a very restrictive
assumption. This is one area where the techniques developed in this thesis
can be explored and extended. Some previous work has studied distribution-
free approaches for such problems, however, using uncertainty sets. We can
further study mechanism design problems in business and management under
limited distributional information.
BIBLIOGRAPHY
[1] Abbe, E., M. Bierlaire,T. Toledo. Normalization and correlation of
cross-nested logit models. Transportation Research Part B: Method-
ological. 41(7),795{808, 2007.
[2] Bagnoli, M., T. Bergstrom. Log-concave probability and its applica-
tions. Econometric Theory, 26, 445{469, 2005.
[3] Ben-Akiva, M., M. Bierlaire. Discrete choice methods and their ap-
plications to short-term travel decisions, in R. Hall (ed.), Handbook
of Transportation Science, Kluwer, 5{34, 1999.
[4] Bertsimas, D., X. V. Doan, K. Natarajan, and C. P. Teo. Models for
minimax stochastic linear optimization problems with risk aversion.
Mathematics of Operations Research, 35(3), 580{602, 2010.
[5] Bertsimas, D., K. Natarajan, Chung Piaw Teo. Probabilistic com-
binatorial optimization: moments, semidenite programming and
asymptotic bounds. SIAM Journal of Optimization, 15(1), 185{209,
2004.
[6] Bertsimas, D., K. Natarajan, Chung Piaw Teo. Persistence in dis-
Bibliography 138
crete optimization under data uncertainty Mathematical Program-
ming, Series B, 108(2-3), 251{274, 2006.
[7] Bertsimas, D., K. Natarajan, C-P. Teo. Tight bounds on expected
order statistics. Probability in the Engineering and Informational
Sciences, 20(4), 667{686, 2006.
[8] Bertsimas, D., I. Popescu. On the relation between option and stock
prices: A convex optimization approach. Operations Research, 50(2),
358{374, 2002.
[9] Bertsimas, D., I. Popescu. Optimal inequalities in probability theory:
A convex optimization approach. SIAM Journal of Optimization,
15(3), 780{804, 2005.
[10] M. Bierlaire. A theoretical analysis of the cross-nested logit model.
Annals of Operations Research, 144(1), 287{300, 2006.
[11] Bitran, G., S. V. Mondschein. Periodic pricing of seasonal products
in retailing. Management Science, 43, 64{79, 1997.
[12] Boyle, P., X. S. Lin. Bounds on contingent claims based on several
assets. Journal of Financial Economics, 46, 383{400, 1997.
[13] Bront J. J. M., Mendez-Daz, I. and G. Vulcano. A column generation
algorithm for choice-based network revenue management. Operations
Research, 57(3), 769{784, 2009.
[14] Brownstone, D., K. A. Small. Ecient estimation of Nested Log-
Bibliography 139
it Models. Journal of Business and Economic Statistics, American
Statistical Association, 7(1), 67{74, 1989.
[15] Cachon, G. P., M. A. Lariviere. Contracting to assure supply: How
to share demand forecasts in a supply chain. Management Science,
47, 629{646, 2001.
[16] Calaore, G. C., M. C. Campi. The scenario approach to robust
control design. IEEE Transactions on Automatic Control, 51(5),
742{753, 2006.
[17] Chen, W., M. Sim, and J. Sun, C.P. Teo. From CVaR to uncertainty
set: Implications in joint-chance constrained optimization. Opera-
tions Research, 58(2), 470{485, 2010.
[18] Chrzan, K., T. Elrod. Partial Prole Choice Experiments: A choice-
based approach for handling large numbers of attributes. 1995 Ad-
vanced Research Techniques Conference proceedings, Chicago, Amer-
ican Marketing Association, 1995.
[19] Clark, C.. The greatest of a nite set of random variables. Operations
Research, 9(2): 145{162, 1961.
[20] Cosslett, S. R.. Distribution-free Maximum likelihood estimator of
the binary choice model Econometrica, 51(3), 765{782, 1983.
[21] Daganzo, C.F., M. Kusnic. Two properties of the nested logit model.
Transportation Science, 27(4), 395{400, 1993.
Bibliography 140
[22] Daganzo, C, Bouthelier F. B. and Y. She. An ecient approach
to estimate and predict multinomial probit models. 56th Meeting
Transportation Research Board, 1977.
[23] Dalal S. R. and R. W. Klein. A exible class of discrete choice models.
Marketing Science, 7(3), 232{250, 1988.
[24] Daley, A., M. Bierlaire. A general and operational representation of
Generalized Extreme Value models. Transportation Research Part
B, 40:285{305, 2006.
[25] Delage, E., Yinyu Ye. Distributionally robust optimization under
moment uncertainty with application to data-driven problems. Op-
erations Research, published online, 2010.
[26] Dembo, R.S., A. J. King. Tracking models and the optimal regret
distribution in asset allocation. Applied Stochastic Models and Data
Analysis, 8, 151{157, 1992.
[27] Ding, Y., D. Ge, H. Wolkowicz. On equivalence of semidenite re-
laxations for Quadratic Matrix Programming. Mathematics of Op-
erarations Research, 36 (1), 88{104, 2011.
[28] Dobson G. and S. Kalish. Heuristics for pricing and positioning
a product-line using conjoint and cost data. Management Science,
39(2):160{175, 1993.
[29] Dong, L., P. Kouvelis, Z. Tian. Dynamic pricing and inventory con-
Bibliography 141
trol of substitute products. Manufacturing and Service Operations
Management. 11(2), 317{339, 2009.
[30] El Ghaoui, L., G. Calaore. Robust ltering for discrete-time systems
with bounded noise and parametric uncertainty. IEEE Transactions
on Automatic Control, 46(7), 1084{1089, 2001.
[31] El Ghaoui, L., M. Oks, F. Oustry. Worst-Case Value-At-Risk and
Robust Portfolio Optimization: A Conic Programming Approach.
Operations Research, 51(4), 543{556, 2003.
[32] E. Fama, K. French.
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data library.html
[33] Farias, V. F., S. Jagabathula, D. Shah. A new approach to modeling
choice with limited data. Management Science, forthcoming, 2011.
http://web.mit.edu/jskanth/www/ChoiceVersion1.pdf
[34] Fosgerau, M., M. Bierlaire. Discrete choice models with multiplica-
tive error terms. Transportation Research Part B: Methodological,
43(5), 494{505, 2009.
[35] Fourer, R., D. M. Gay, B. W. Kernighan. AMPL: A Modeling Lan-
guage for Mathematical Programming. Duxbury Press, ISBN 978-
0534388096.
[36] Goldfarb, D., G. Iyengar. Robust portfolio selection problems. Math.
of Oper. Res., 28 (1), 1{38, 2003.
Bibliography 142
[37] Green P. E. and A. M. Krieger. Models and heuristics for product
line selection. Marketing Science, 4(1), 1{19, 1985.
[38] Greene, W. H.. Econometric Analysis. Prentice Hall Publication.
[39] Han, A., K.. Non-parametric analysis of a generalized regression
model: The Maximum Rank Correlation Estimator. J. of Econo-
metrics, 35, 303{316, 1987.
[40] Hanson, W., K. Martin. Optimizing multinomial prot functions.
Management Science. 42(7), 992{1003, 1996.
[41] Homan, S. D., G. J. Duncan. Multinomial and conditional logit
discrete-choice models in demography. Demography, 25(3), 415{427,
1988.
[42] Horowitz, J. L.. A smoothed Maximum Score Estimator for the
binary response model. Econometrica, 60(3), 505{531, 1992.
[43] Huang, D., S. Zhu, F. J. Fabozzi, M. Fukushima. Portfolio selection
under distributional uncertainty: A relative robust CVaR approach.
European Journal of Operational Research, 203, 185{194, 2010.
[44] K. Isii. On the sharpness of Chebyshev-type inequalities. Ann. Inst.
Statist. Math, 14, 185{197, 1963.
[45] Jabbour, C., J. Pe~na, J. Vera, L. Zuluaga. An estimation-free, robust
CVaR portfolio allocation model. Journal of Risk, 11(1), 57{78, 2008.
Bibliography 143
[46] Kamakura W. A and R. K. Srivastava. Predicting choice shares
under conditions of brand interdependence. Journal of Marketing
Research, 21(4), 420{434, 1984.
[47] Kim, Y., M. Mesbahi. Quadratically constrained attitude control via
semidenite programming. IEEE Transactions on Automatic Con-
trol, 49(5), 731{735, 2004.
[48] Li, H., W. T. Huh. Pricing multiple products with the multinomial
logit and nested logit models: Concavity and implications. Manufac-
turing and Service Operations Management, 13(4), 549{563, 2011.
[49] Lo, A. Semiparametric upper bounds for option prices and expected
payos. J. Financial Econom., 19, 373{388, 1987.
[50] Luce, R.. Individual Choice Behavior. Wiley, Newyork.
[51] Manski, C. F.. Maximum score estimation of the stochastic utility
model of choice. In Paul Zarembka, editor, J. of Econometrics, 3,
205{228, 1975.
[52] Manski, C. F.. Semiparametric analysis of discrete response: Asymp-
totic properties of the Maximum Score Estimator. J. of Economet-
rics, 27, 313{333, 1985.
[53] Marzano, V., A. Papola. On the covariance structure of the Cross-
Nested Logit model. Transportation Research Part B: Methodologi-
cal, 42(2), 83{98, 2008.
Bibliography 144
[54] McAfee, R. P., J. McMillan. Auctions and bidding. Journal of Eco-
nomic Literature, 25, 699{738, 1987.
[55] Mcfadden, D.. Conditional logit analysis of qualitative choice behav-
ior. In Paul Zarembka, editor, Frontiers in Econometrics, Academic
Press, 1974.
[56] McFadden, D.. Modelling the choice of residential location. A. Kar-
lqvist, L. Lundqvist, F. Snickars, J. Weibull, eds. Spatial Interaction
Theory and Planning Models, North Holland, Amsterdam, 75{96,
1978.
[57] Mcfadden, D., K. Train. Mixed MNL models for discrete response.
Journal of Applied Econometrics, 15, 447{470, 2000.
[58] Meilijson, I., A. Nadas. Convex majorization with an application to
the length of critical paths. J. Appl. Prob., 16, 671{677, 1979.
[59] Mishra, V.K., K. Natarajan, Hua Tao, C-P. Teo. Choice predic-
tion with semidenite programming when utilities as correlated. To
appear in IEEE Transactions on Automatic Control, 2012.
[60] Natarajan, K., D. Shi, K. C. Toh. A probabilistic model for min-
max regret in combinatorial optimization. available on Optimization
Online.
[61] Natarajan, K., M. Sim, J. Uichanco. Tractable robust expected utili-
ty and risk models for portfolio optimization. Mathematical Finance,
20(4), 695{731, 2010.
Bibliography 145
[62] Natarajan, K., M. Song, C-P. Teo. Persistency Model and Its Appli-
cations in Choice Modeling. Management Science, 55(3), 453{469,
2009.
[63] Natarajan, K., C-P. Teo, Z. Zheng. Mixed zero-one linear programs
under objective uncertainty: A completely positive representation.
Operations Research, 59(3), 713{728, 2011.
[64] Papola, A.. Some developments on the cross-nested logit model,
Transportation Research Part B, 38, 833{851, 2004.
[65] Perakis, G., G. Roels. Regret in the newsvendor model with partial
information. Operations Research, 56(1), 188{203, 2008.
[66] Rockafellar, R.T., S. Uryasev. Optimization of conditional value at
risk. Journal of Risk, 2, 21{41, 2000.
[67] Sawtooth Software. CBC v6.0. Sawtooth
Software Inc., Sequim, WA, 2008. URL:
http://www.sawtoothsoftware.com/download/techpap/cbctech.pdf
[68] Schwartz, R. A., D. K. Whitcomb. Evidence on the presence and
causes of serial correlation in market model residuals. J. Financ.
Quant. Anal., 12(2), 291{313, 1977.
[69] Shapiro, A.. Extremal problems on the set of nonnegative denite
matrices Linear Algebra and its Applications, Volume 67, Pages 7-18,
June 1985.
Bibliography 146
[70] Simonds, R. R., L. R. LaMotte, Jr. A. McWhorter. Testing for
nonstationarity of market: An exact test and power considerations.
J. Financ. Quant. Anal., 21(2), 209{220, 1986.
[71] Song, J. S., Z. Xue. Demand management and inventory control of
substitutable products. Fuqua Business School, preprint, 2007.
[72] Steenburgh, T. J.. The invariant proportion of substitution property
(IPS) of discrete-choice models. Marketing Science, 7(2), 200{307,
2008.
[73] Steenburgh, T. J. and A. S. Ainslie. Substitution patterns of the
ranndom coecients logit. Harvard Business School Marketing Unit
Working Paper No. 10-053. January 11, 2010. Available at SSRN:
http://ssrn.com/abstract=1535329.
[74] Train, K.. Discrete choice methods with simulation. Cambridge
University Press, second edition, 2009.
[75] Vandenberghe, L., S. Boyd, K. Comanor. Generalized Chebyshev
bounds via semidenite programming. SIAM Review, 49(1), 52{64,
2007.
[76] Vovsha, P.. Cross-nested logit model: an application to mode choice
in the Tel-Aviv metropolitan area, Transportation Research Board,
76th Annual Meeting, Washington DC. Paper #970387, 1997.
[77] Weiss, G.. Stochastic bounds on distributions of optimal value func-
Bibliography 147
tions with applications to PERT, network ows and reliability. Op-
erations Research, 34, 595{605, 1986.
[78] Ziya, S., H. Ayhan, R. D. Foley. Relationships among three assump-
tions in revenue management. Operations Research, 52(5), 804{809,
2004.
[79] Zuluaga, L., J. F. Pe~na. A conic programming approach to general-
ized Tchebyche inequalities, Mathematics of Operations Research,
30(2), 369{388, 2005.
[80] Zymler, S., D. Kuhn, and B. Rustem. Worst-case Value-at-Risk of
non-linear portfolios, Working paper, Department of Computing, Im-
perial College London, August 2009.
[81] Zymler, S., D. Kuhn, and B. Rustem. Distributionally robust
joint chance constraints with second-order moment information.




A.1 Estimation of asymptotic variance of MLE under
the mixed-MMM
Consider the random utility model (2.23) for mixed-MMM:
~Uij = ( + ~
a)0xij + 
0
ddij + ~ij; i 2 I; j 2 f1; 2; 3g;
~Ui4 = ~i4; i 2 I;
where ~a cause randomness in . Under Mixed-MMM, members of
~a are assumed to be uncorrelated with each other. The mean vector
of ~a is zero vector, covariance matrix  is diagonal with variances








worth estimates be expressed as the vector b = (;d) and standard
deviations estimates be expressed as the vector  (the square-root
of the diagonal terms in ) in a prespecied order.
Finding the asymptotic variance of MLE under mixed logit, where
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(b;) are estimated, requires nding the Hessian matrix of log-
likelihood function r2(b;) lnL((b;)jz) at their estimates and us-
ing asymptotic normality property of Section 2.2.2. In the following
we give expressions for useful partial derivatives to calculate sec-
ond order partial derivatives of log-likelihood function under the
mixed-MMM with respect to the estimated parameters (b;). The
expressions are valid for any location-scale family of distributions of
which the t-distribution, resulting MMM from MDM, is a special





















in the following expressions.
For the parameter estimation under MDM, the maximum log-























= 1; i 2 I;
k  0 1  k  jj:
(A.1)
Following are the formulas for the partial dierentials:








































































































































































































































































[ijri   (i   Vij)rij]

























































































Hessian of loglikelihood function lnL((b;)jz) =X
i2I
X
j2N
zij lnPij(b;):
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r2(b;) lnL((b;)jz) =
X
i2I
X
j2N
zij
Pij

r2(b;)Pij  
1
Pij
r(b;)Pijr0(b;)Pij

:
