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Abstract. In this paper, we focus on model reduction of large-scale bilinear systems. The main
contributions are threefold. First, we introduce a new framework for interpolatory model reduction
of bilinear systems. In contrast to the existing methods where interpolation is forced on some
of the leading subsystem transfer functions, the new framework shows how to enforce multipoint
interpolation of the underlying Volterra series. Then, we show that the first-order conditions for
optimal H2 model reduction of bilinear systems require multivariate Hermite interpolation in terms
of the new Volterra series interpolation framework; and thus we extend the interpolation-based first-
order necessary conditions for H2 optimality of LTI systems to the bilinear case. Finally, we show
that multipoint interpolation on the truncated Volterra series representation of a bilinear system
leads to an asymptotically optimal approach to H2 optimal model reduction, leading to an efficient
model reduction algorithm. Several numerical examples illustrate the effectiveness of the proposed
approach.
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1. Introduction. Direct numerical simulation of dynamical systems has proven
to be a principal tool in modeling, prediction and control of a wide range of physical
phenomena. However, the growing need for accuracy in the modeling stage leads to
very large-scale, complex dynamical systems whose simulations incur a huge burden on
computational resources. This motivates model reduction, whose goal is to accurately
approximate large-scale dynamical systems by simpler, smaller ones. These simpler
reduced models are then used as surrogates to the original one in prediction, control
or optimization settings. The theory and computational tools for model reduction of
linear dynamical systems have matured drastically over the last two decades, leading
to a greater focus on nonlinear systems. Bilinear systems, which we consider in this
paper, present us with a framework for extending the theory and methodology of
model reduction from linear models to nonlinear ones. These models are a special
class of (weakly) nonlinear systems characterized by the following systems of ordinary
differential equations
ζ ∶ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙(t) = Ax(t) + m∑
k=1Nkx(t)uk(t) +Bu(t)
y(t) = Cx(t), (1.1)
where A,Nk ∈ Rn×n for k = 1, . . .m, B ∈ Rn×m and C ∈ Rp×n. For brevity of the
presentation, at times we will use the notation ζ = (A,N1, . . . ,Nm,B,C) to denote
the bilinear system of (1.1).
Bilinear systems arise in a variety of applications ranging from examination of
biological species to nuclear fission, and have proven most useful in modeling nonlinear
phenomena of small magnitude [21, 18, 17, 22]. Recently, they have been used as
natural models for stochastic control problems [12], and have also proven useful in
the model reduction of parameter-varying linear systems [6]. Given a bilinear system
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ζ of dimension n as in (1.1), the goal of model reduction in this setting is to construct
a reduced bilinear system
ζ̃ ∶ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
˙̃x(t) = Ãx̃(t) + m∑
k=1 Ñkx̃(t)uk(t) + B̃u(t)
ỹ(t) = C̃x̃(t), (1.2)
where Ã, Ñk ∈ Rr×r for k = 1, . . .m, B̃ ∈ Rr×m and C̃ ∈ Rp×r with r ≪ n such that ỹ(t)
is an accurate approximation to y(t) in an appropriate norm. As for the full-order
model, ζ̃ = (Ã, Ñ1, . . . , ÑmB̃, C̃) will denote the reduced bilinear system of (1.2).
As in the linear case, we will construct the reduced model via projection. We will
construct two matrices Ṽ ∈ Rn×r and W̃ ∈ Rn×r such that W̃T Ṽ is invertible. Then,
the reduced-model in (1.2) is given by
Ã = (W̃T Ṽ)−1W̃TAṼ, Ñk = (W̃T Ṽ)−1W̃TNkṼ for k = 1, . . . ,m,
B̃ = W̃TB, and C̃ = CṼ. (1.3)
Several approaches from model reduction of linear systems have been already ex-
tended to bilinear systems. For example, bilinear counterparts of gramians have been
developed in [24, 8], and gramian-based model reduction techniques such as balanced
truncation have been proposed in [8]. However, as clearly discussed in [8], the resulting
generalized Lyapunov equations in the bilinear case present enormous computational
challenges even for medium scale problems. Even when these generalized Lyapunov
equations can be solved, the resulting reduced models are not guaranteed to attain
the nice properties such as an error bound enjoyed by balanced truncation in the
linear case. However, we want to emphasize that for the examples where the bilinear
counterpart of balanced truncation is applied, the method has performed quite well
in practice; see [8] for details. Interpolatory model reduction methods have also been
successfully extended to bilinear systems; see, for example, [19, 2, 10, 11]. In these
approaches, Ṽ and W̃ are chosen in such a way that the subsystem transfer functions
of the reduced model interpolates those of the full model at selected interpolation
points. Zhang and Lam in [24] were the first to focus on the H2 optimal approxima-
tion of bilinear systems. In [24] they extended the grammian-based Wilson conditions
[23] for H2 optimality of linear systems to the bilinear case. However, until very re-
cently it was not clear how to enforce these optimality conditions. Breiten and Benner
in [7] re-formulated these conditions in an equivalent but numerically more effective
framework and showed how to achieve H2 optimal approximations via an iterative,
projection-based approach, called the Bilinear Iterative Rational Krylov Algorithm
(B-IRKA), and thus extended the Iterative Rational Krylov Algorithm (IRKA) of
Gugercin et al. [15] from linear systems to bilinear ones. B-IRKA has proved very
successful, leading to high-fidelity reduced models and outperforming balancing-based
bilinear model reduction methods, and has become the method of choice in most cases.
In this paper, we focus on interpolatory approaches for reducing bilinear systems.
The main contributions are threefold. After giving a short background on bilinear
systems and a new derivation for the H2 norm of a bilinear system in Section 2.2, in
Section 3 we introduce a new framework for interpolatory model reduction of bilinear
systems where we show how to enforce multipoint interpolation of the underlying
Volterra series. This is in contrast to the current techniques where interpolation
is enforced only on subsystem transfer functions as opposed to the Volterra Series.
Then, in Section 4, we show that this new interpolation framework is indeed what
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lies behind the optimal H2 approximation of bilinear systems; thus generalizing the
interpolation-based first-order necessary conditions for H2 optimality of LTI systems
presented in [15] to the bilinear case. Finally, in Section 5 we show that multipoint
interpolation on the the truncated Volterra series representation of a bilinear system
leads to an asymptotically optimal approach to H2 optimal model reduction which is
inexpensive to implement. Section 6 illustrates the theoretical discussions via several
numerical examples followed by conclusions in Section 7.
As noted in (1.1), we are interested in reducing multi-input/multi-output (MIMO)
bilinear systems, and one of the main contributions of this paper, as presented in
Algorithm 2. However, this algorithm was inspired by an analysis of the interpolation
properties associated with SISO bilinear systems, the other main contribution of the
paper. The interpolation-based approach to model reduction of bilinear SISO systems
provides insight into the properties of H2 optimal bilinear approximations, but the
results of the analysis are not readily generalizable to the MIMO case in their current
formulation. As such, our analysis of Volterra series type interpolation constraints is
specific to SISO systems at a formal level, but is the basis for our approach to H2
optimal model reduction of both SISO and MIMO bilinear systems. Thus, wherever
we focus on SISO systems, this is clearly stated. For SISO bilinear systems, we will
use the notation ζ = (A,N,b,c) where b,cT ∈ Rn.
2. Background. The external representation of a causal, stationary bilinear
system ζ admits the following Volterra series representation which describes the non-
linear mapping of admissible inputs u(t) ∈ U ⊂ Rm to outputs y(t) ∈ Rp:
y(t) = ∞∑
k=1∫ t10 ∫ tk0 ⋯∫ tk0 hk(t1, t2, . . . , tk)(u(t−
k∑
i=1 ti)⊗⋯⊗u(t−tk))dtk⋯dt1. (2.1)
The regular Volterra kernels hk are given as
hk(t1, t2, . . . , tk) =CeAtkN¯(Im ⊗ eAtk−1)(Im ⊗ N¯)⋯(Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−2 times
⊗eAt2)(Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−2 times
⊗N¯) (2.2)
⋅ (Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−1 times
⊗eAt1)(Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−1 times
⊗B).
where N¯ = [N1, . . . ,Nm].
The multivariable Laplace transform of the degree k regular kernel (2.2) of ζ is
given by
Hk(s1, . . . , sk) =C(skI −A)−1N¯[Im ⊗ (sk−1I −A)−1](Im ⊗ N¯)⋯⋅ [Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−2 times
⊗(s2I −A)−1](Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−2 times
⊗N¯) (2.3)
⋅ [Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−1 times
⊗(s1I −A)−1](Im ⊗⋯⊗ Im´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
k−1 times
⊗B).
The functions Hk(s1, . . . , sk) are called the kth order transfer functions of the bilinear
system.
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2.1. The H2 norm. As in the case of model reduction of linear systems, we
need an appropriate measure to quantify the error induced by the reduction process.
In this paper, we will focus on the H2 norm:
Definition 1. Let ζ be a MIMO bilinear system. Define the H2 norm of ζ as
∥ζ∥H2 = ( ∞∑
k=1 supx1>0,...,xk>0
∞∫−∞ ⋯
∞∫−∞ ∥Hi(x1 + ıy1, . . . , xk + ıy1)∥2Fdy1⋯dyk)
1/2
, (2.4)
where Hi(s1, . . . , sk) is the kth order transfer function as in (2.3) and ∥Hi(s1, . . . , sk)∥F
denotes the Frobenius norm of Hk(s1, . . . , sk).
From Plancheral’s theorem in several variables, theH2 norm of the bilinear system
is equivalent to its L2 norm in the time domain. The L2 norm of a bilinear system is
∥ζ∥L2 = ( ∞∑
k=1∫ ∞0 ⋯∫ ∞0 ∥hk(t1, . . . , tk)∥2Fdt1⋯dtk)1/2.
where hk(t1, . . . , tk) is the kth Volterra kernel given in (2.2). When this norm con-
verges, Zhang and Lam showed in [24] that it can be given in terms of the realization
parameters A, N1, . . . ,Nm, B, C, as
∥ζ∥L2 =
¿ÁÁÀtrace(C ∞∑
k=0PkCT ) = ∥ζ∥H2 , (2.5)
where P0 solves
AP0 +P0AT = BBT , (2.6)
and for k ≥ 1, Pk solves
APk +PkA∗ = M∑
j=1NjPk−1NTj . (2.7)
2.2. A pole-residue formulation of the H2 norm for SISO systems. In
this section, we give a rigorous generalization of the pole-residue formula for the
standard Hardy space H2 norm of a SISO LTI system to the case of SISO bilinear
systems. A similar expression was given independently by Breiten and Benner in [5],
though our derivation of it here is new. These pole-residue based expressions will be
used as the motivation for our multipoint interpolation method in Section 3.
In the single-input-single-output (SISO) case, the kth order transfer functions of
a bilinear system given in (2.3) reduce to
Hk(s1, s2, . . . , sk) = c(skI −A)−1N(sn−1I −A)−1N⋯N(s1I −A)−1b. (2.8)
Writing (siI − A)−1 as the classical adjoint over the determinant, it is readily seen
that
Hk(s1, s2, . . . , sk) = P (s1, s2, . . . , sk)
Q(s1)Q(s2)⋯Q(sk) , (2.9)
where Q(sj) = det(sjI −A) for j = 1, . . . , k, and P (s1, s2, . . . , sk) is a k-variate poly-
nomial with maximum degree k(n − 1). Thus Hk(s1, s2, . . . , sk) is a proper k-variate
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rational function whose singularities are characterized by a simple analytic variety.
This allows us to give a straightforward definition of the residues of Hk(s1, . . . , sk),
and write it as a sum of partial fractions determined by the residues and poles, anal-
gous to the single variable case.
Definition 2. For a kth-order transfer function Hk(s1, . . . , sk), define the
residues of Hk(s1, . . . , sk) as
φ
l1,...,lk
= lim
sk→λlk(sk − λlk) limsk−1→λlk−1(sk−1 − λlk−1)⋯ lims1→λl1(s1 − λl1)Hk(s1, . . . , sk).
(2.10)
Theorem 2.1 (Pole-Residue Formula for Hk(s1, . . . , sk)).
Let Hk(s1, . . . , sk) = P (s1, . . . , sk)
Q(s1)Q(s2)⋯Q(sk) where P (s1, . . . , sk) is a polynomial in k
variables of total degree k(n−1) and Q(si) is a polynomial of degree n in the variable
si with simple zeros at the points λ1, . . . , λn ∈ C. Then
Hk(s1, . . . , sk) = n∑
l1=1⋯
n∑
lk=1
φ
l1,...,lk
k∏
i=1(si − λli)
(2.11)
Proof. For the brevity of the paper, we skip the proof of this paper and refer the
reader to [13].
This pole-residue formula will be used next to derive an expression for the H2
norm of a SISO bilinear system.
Theorem 2.2 (H2 norm expression). Let ζ be a SISO bilinear system with a
finite H2 norm. Then
∥ζ∥2H2 = ∞∑
k=1
n∑
l1=1
n∑
l2=1⋯
n∑
lk=1φl1,...,lkHk(−λl1 , . . . ,−λlk).
Proof. From Plancherel’s Theorem,
∥ζ∥2H2 = ∥ζ∥2L2(ıR)
= ∞∑
k=1
1(2pi)k
∞∫−∞ ⋯
∞∫−∞ Hk(−ıω1, . . . ,−ıωk)Hk(ıω1, . . . , ıωk)dωkdωk−1⋯dω1,
(2.12)
and from Theorem 2.1
Hk(s1, . . . , sk) = n∑
l1=1⋯
n∑
lk=1
φl1,...,lk
k∏
i=1(si − λli)
. (2.13)
Substituting (2.13) for Hk(ıω1, . . . , ıωk) at the kth term in the series (2.12) and
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considering this term alone gives
= 1(2pi)k
∞∫−∞ ⋯
ı∞∫−∞
n∑
l1=1⋯
n∑
lk=1
φl1,...,lkHk(−ıω1, . . . ,−ıωk)
k∏
i=1(ıωi − λli)
dωkdωk−1⋯dω1
= n∑
l1=1⋯
n∑
lk=1
1(2pi)k
∞∫−∞ ⋯
∞∫−∞ φl1,...,lkHk(−ıω1, . . . ,−ıωk)k∏
i=1(ıωi − λli)
dωkdωk−1⋯dω1
= n∑
l1=1⋯
n∑
lk=1φl1,...,lkHk(−λl1 , . . . ,−λlk) (2.14)
The expression in (2.14) is an application of Cauchy’s formula in k-variables, in the fol-
lowing way. Consider the contours γRj = [−ıRj , ıRj]∪{z = Rjeıθ for pi/2 ≤ θ ≤ 3pi2 } for
j = 1, . . . , k in the complex plane, and let Γ = k⨉
j=1γRj be the distinguished boundary of
the polycylinder given by the set of points DR1,...,Rj = {(s1, . . . , sk)∣sj ∈ intγRj for j =
1, . . . k}, where “int” denotes the interior of the contour. For all sufficiently large Rj ,
j = 1, . . . , k all the points (λl1 , . . . , λlk) ∈ DR1,...,Rk for l1, . . . , lk = 1, . . . , n. But the
functions Hk(−s1, . . . ,−sk) are holomorphic on DR, and so by Cauchy’s formula (see
[20] for details on extending Cauchy’s formula to polycylinders)
Hk(−λl1 , . . . ,−λlk) = 1(2piı)k ∫
γR1
⋯ ∫
γRk
Hk(−s1, . . . ,−sk)
k∏
i=1(si − λli)
dskdsk−1⋯ds1
= 1(2piı)k ∫
γR1
⋯ ∫
γR2
( 3pi/2∫
pi/2 −ı
Hk(−s1, . . . ,−Rke−ıθk)Rkıeıθk
k−1∏
i=1(si − λli)(Rkeıθk − λlk)
dθk
+ Rk∫−Rk
ıH(−s1, . . . ,−ıωk)
k−1∏
i=1(si − λli)(ıωk − λlk)
dωk)dsk−1⋯ds1
Letting Rk →∞, the term
∣ 3pi/2∫
pi/2 −ı
Hk(−s1, . . . ,−Rke−ıθk)Rkıeıθk
k−1∏
i=1(si − λli)(Rkeıθk − λlk)
dθk ∣→ 0,
since Hk(−s1, . . . ,−sk) is a proper rational function in the variable sk. Thus,
Hk(−λl1 , . . . ,−λlk) = 1(2piı)k ∫
γR1
⋯ ∫
γRk
Hk(−s1, . . . ,−sk)
k∏
i=1(si − λli)
dskdsk−1⋯ds1
= 1(2piı)k ∫
γR1
⋯ ∫
γR2
∞∫−∞ ıH(−s1, . . . ,−ıωk)k−1∏
i=1(si − λli)(ıωk − λlk)
dωk)dsk−1⋯ds1.
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Repeating this argument k − 1 times yields the desired result that
Hk(−λl1 , . . . ,−λlk) = 1(2pi)k
∞∫−∞ ⋯
∞∫−∞ Hk(−ıω1, . . . ,−ıωk)k∏
i=1(ıωi − λli)
dωkdωk−1⋯dω1. (2.15)
Since this holds for every k, returning to our original goal we now have that
∞∑
k=1
1(2pi)k
∞∫−∞ ⋯
∞∫−∞ Hk(−ıω1, . . . ,−ıωk)Hk(ıω1, . . . , ıωk)dωkdωk−1⋯dω1= ∞∑
k=1
n∑
l1=1⋯
n∑
lk=1φl1,...,lkHk(−λl1 , . . . ,−λlk),
which concludes the proof.
When the realization term N is zero (so that the system is linear), this expression
reduces to the pole-residue expression for the H2 norm for LTI systems derived in [14]
and [1].
Now let ζ̃ be an r-dimensional approximation to an n-dimensional bilinear system
ζ, with r ≪ n, and let all reduced-dimension quantities be distinguished by tildes.
Applying the above derivation of the H2 norm to the error system ζ − ζ̃ yields the
following expression for the H2 error:
∥ζ − ζ̃∥2H2 = ∞∑
k=1
n∑
l1=1
n∑
l2=1⋯
n∑
lk=1φl1,...,lk (Hk(−λl1 , . . . ,−λlk) − H̃k(−λl1 , . . . ,−λlk))+ ∞∑
k=1
r∑
l1=1
r∑
l2=1⋯
r∑
lk=1 φ̃l1,...,lk (Hk(−λ̃l1 , . . . ,−λ̃lk) − H̃k(−λ̃l1 , . . . ,−λ̃lk)).
Thus, the H2-norm error is due to the mismatch of weighted sums of the transfer
functions evaluated at all possible combinations. By analogy with the linear case,
we would like to eliminate the error due to the mismatch at the reduced dimension
singularities. In the next section, we introduce a new interpolation scheme that makes
it possible to match the full and reduced dimension systems along weighted sums of the
transfer functions evaluated at all possible combinations of a collection of frequencies.
3. Multipoint Volterra series interpolation. In this section, we present a
new method of multipoint interpolation that respects the external Volterra series
representation of bilinear dynamical systems, in the sense that it aims to capture the
response of the whole Volterra series with respect to a collection of frequencies. Similar
interpolation problems involving matching a functional defined by weighted sums of
function evaluations have appeared in other contexts under names such as “integral
interpolation” [4]. The interpolation framework we introduce here is fundamentally
different from the existing interpolation based model reduction approaches for bilinear
systems; such as [19, 2, 10, 11]. In these works, the goal is to find a reduced bilinear
system as in ζ̃ whose leading kth order transfer functions interpolates those of the
original one; i.e.
Hk(σ1, . . . , σk) = H̃k(σ1, . . . , σk), for k = 1, . . . ,N,
where {σi} ∈ C are the interpolation points in the complex plane. However, instead of
interpolating some of the leading subsystem transfer functions, in this paper we will
show how to interpolate the whole Volterra series.
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Theorem 2.1 indicates that important system properties are measured by weighted
sums of the kth order transfer functions evaluated at all possible combinations of the
points −λ(A). In general then, we would like to construct reduced-dimensional models
that capture these properties of the Volterra series of the full-dimensional system ζ.
Consider therefore, the following multipoint interpolation problem.
Given two sets of points σ1, σ2, . . . , σr ∈ C and µ1, . . . , µr ∈ C, together with two
matrices U,S ∈ Rr×r, fix some j ∈ {1,2, . . . , r} and define the weighted series
νj = ∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η
l1,l2,...,lk−1,jH(σl1 , σl2 , . . . , σj) <∞
γj = ∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η̂
l1,l2,...,lk−1,jH(µj , µl2 , . . . , µlk) <∞
where l1, l2, . . . , lk = 1, . . . , r. The weights ηl1,l2,...,lk−1,j are given in terms of the entries
of U = {ui,j} as
η
l1,l2,...,lk−1,j = uj,lk−1ulk−1,lk−2⋯ul2,l1 for k ≥ 2 and ηl1 = 1 for l1 = 1, . . . , r. (3.1)
For example, η1,2,3 = u3,2u2,1. Thus, the weights ηl1,l2,...,lk−1,j are generated by multi-
plying sequences of the entries of U together in the combinations determined by the
index li. The weights η̂l1,l2,...,lk−1,j are defined in the same way in terms of the entries
of S. Note that for the interpolation conditions in σj , sk = σj , whereas s1, . . . , sk−1
may take any other value σ ∈ {σ1, . . . , σr} for all the transfer function evaluations
in the series. Analogously, for the interpolation conditions in µj , s1 = µj , whereas
s2 . . . , sk−1 may take any other value µ ∈ {µ1, . . . , µr} for all the transfer function
evaluations in the series. Given the full-order SISO bilinear system ζ ∶=(A, N, b,
c), together with the interpolation data {νj}rj=1,{γj}rj=1, the goal is to construct a
reduced order system ζ̃ ∶=(Ã, Ñ, b̃, c̃) of dimension r so that for each j = 1, . . . r
∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η
l1,l2,...,lk−1,j H̃k(σl1 , σl2 , . . . , σj) = νj (3.2)
and ∞∑
k=1
r∑
l2
r∑
l3
⋯ r∑
lk
η̂
l1,l2,...,lk−1,j H̃k(µj , µl2 , . . . , µlk) = γj . (3.3)
In order to solve this problem we first consider the special connection between Volterra
series and generalized Sylvester equations in the following lemma.
Lemma 3.1. Let ζ ∶=(A, N, b, c) be a stable SISO bilinear system of dimension
n. Suppose that for some r < n, points σ1, . . . , σr ∈ C and µ1, . . . , µr ∈ C, together with
U,S ∈ Rr×r are given so that the series
vj = ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η
l1,...,lk−1,j(σjI −A)−1N(σlk−1I −A)−1N⋯N(σl1I −A)−1b (3.4)
and
uj = ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η̂
l1,...,lk−1,j(µjI −AT )−1NT (µlk−1I −AT )−1NT⋯NT (µl1I −AT )−1cT
(3.5)
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converge for each σj, and µj. Let Λ = diag(σ1, . . . , σr) and M = diag(µ1, . . . , µr).
Then the matrices Ṽ = [v1, . . . ,vr], and W̃ = [w1, . . . ,wr] ∈ Rn×r solve the generalized
Sylvester equations
ṼΛ −AṼ −NṼUT = beT (3.6)
and
W̃M −ATW̃ −NTW̃ST = cTeT . (3.7)
Proof. We first show that the jth column of Ṽ is equivalent to (3.4). Let V(1) ∈
Rn×r solve
V(1)Λ −AV(1) = beT (3.8)
and for k ≥ 2, let V(k) ∈ Rn×r be the solution to
V(k)Λ −AV(k) = NV(k−1)UT (3.9)
Then v1,j = (σjI −A)−1b, and in general for k ≥ 2
vk,j = (σjI −A)−1fk−1,j (3.10)
where fk−1,j is the jth column of NV(k−1)U. We show by induction on k that
fk−1,j = r∑
lk−1
r∑
lk−2=1⋯
r∑
l1
η
l1,l2,...,lk−1,jN(σlk−1I −A)1N(σlk−2I −A)−1N⋯N(σl1I −A)−1b.
Let k = 2. Then
f1,j = r∑
l1=1uj,l1Nv1,l1 =
r∑
l1=1ηl1,jN(σl1I −A)−1b.
Now suppose the statement holds for k > 2. Then
vk,j = (σjI −A)−1fk−1
= r∑
lk−1
r∑
lk−2=1⋯
r∑
l1=1ηl1,l2,...,lk−1,j(σjI −A)−1N(σlk−1I −A)−1N⋯(σl1I −A)−1b,
and therefore
fk,j = r∑
lk
uj,lkNvk,lk
= r∑
lk
r∑
lk−1
⋯ r∑
l1
uj,lkηl1,l2,...,lk−1,lkN(σlkI −A)−1N⋯N(σl2I −A)−1b
= r∑
lk
r∑
lk−1
⋯ r∑
l1
ηl1,l2,...,lk−1,lk,jN(σlkI −A)−1N⋯N(σl2I −A)−1b.
By assumption, we therefore have that the series Ṽ = ∞∑
k=1V(k) converges. Moreover,
one can now simply check that Ṽ is a solution to (3.6). An exactly analogous proof
shows that W̃ solves (3.7).
Theorem 3.1 (Volterra Series Interpolation). Let ζ ∶=(A, N, b, c) be a SISO
bilinear system of dimension n. Suppose that for some r < n, points σ1, . . . , σr ∈ C
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and µ1, . . . , µr ∈ C, together with U,S ∈ Rr×r, all the hypotheses of Lemma 3.1 hold.
Moreover, let Ṽ and W̃ be the solutions of (3.6) and (3.7) respectively as in Lemma
3.1). If W̃T Ṽ ∈ Rr×r is invertible, then the reduced order model ζ̃ ∶=(Ã, Ñ, b̃, c̃) of
order r defined by
Ã = (W̃T Ṽ)−1W̃TAṼ, Ñ = (W̃T Ṽ)−1W̃TNṼ,
b̃ = (W̃T Ṽ)−1W̃Tb, c̃ = cṼ (3.11)
satisfies (3.2) and (3.3) for each σj and µj, respectively, for j = 1, . . . , r.
Proof. By Lemma 3.1, we have shown how the columns of Ṽ, and W̃ can be
uniquely identified with the Volterra series we wish to match. Now define the skew
projector P = Ṽ(W̃T Ṽ)−1W̃T . Then
P(ṼΛ −AṼ −NṼU − beT ) =Ṽ(Λ − Ã − ÑU − b̃eT ) = 0. (3.12)
Since Ṽ is full rank, it follows that Γ = Ir solves the projected Sylvester equation
ΓΛ − ÃΓ − ÑΓUT = b̃eT .
By the same construction as above, the jth column of Γ, denoted by γj , can be
represented as
γj = ∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η
l1,l2,...,lk−1,j(σjIr − Ã)−1Ñ(σlk−1Ir − Ã)−1Ñ⋯Ñ(σl1Ir − Ã)−1b̃.
Therefore
Ṽγj = vj
= ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η
l1,...,lk−1,jṼ(σjIr − Ã)−1Ñ(σlk−1Ir − Ã)−1Ñ⋯Ñ(σl1Ir − Ã)−1b̃
= ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η
l1,l2,...,lk−1,j(σjI −A)−1N(σlk−1I −A)−1N⋯N(σl1I −A)−1b. (3.13)
Multiplying equation (3.13) on the left by c gives the desired result in terms of the
interpolation conditions on σj . For the interpolation conditions in the points µj ,
observe that precisely the same construction of the columns of W̃ follows from the
proof given above applied to the equation
W̃M −ATW̃ −NTW̃S = cTe
Now PT = W̃(ṼTW̃)−1VT is a skew projection onto the range of W̃, and
PT (W̃M −ATW̃ −NTW̃S − cTeT )= W̃(ṼTW̃)−1((ṼTW̃)M − ÃT (ṼTW̃) − ÑT (ṼTW̃)S − c̃TeT )= 0
Since W̃(ṼTW̃)−1 is full rank, this implies that Ξ = ṼTW̃ ∈ Rr×r solves
ΞM − ÃTΞ − ÑTΞST − c̃TeT = 0
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Again, by the construction given above, the columns ξj ∈ Rr of Ξ for j = 1, . . . , r can
be represented as
ξj = ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η̂
l1,...,lk−1,j(µjIr−ÃT )−1ÑT (µlk−1Ir−ÃT )−1ÑT⋯ÑT (µl1Ir−ÃT )−1c̃T
And therefore
W̃(ṼTW̃)−1ξj = w̃j
= ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η̂
l1,...,lk−1,jW̃(ṼTW̃)−1(µjIr − ÃT )−1ÑT
× (µlk−1Ir − ÃT )−1ÑT⋯ÑT (µl1Ir − ÃT )−1c̃T= ∞∑
k=1
r∑
l1
⋯ r∑
lk−1
η̂
l1,...,lk−1,j(µjI −AT )−1NT (µlk−1I −AT )−1NT⋯NT (µl1I −AT )−1cT ,
(3.14)
for j = 1, . . . , r. Taking the transpose of these equations and multiplying on the right
by b yields the desired result for the interpolation points in µj and weights in S.
Theorem 3.1 shows how to construct a reduced bilinear system to solve the in-
terpolation problem for the underlying Volterra series. Next, we connect this new
interpolation framework to optimal approximation in the H2 norm.
4. H2 optimal model reduction of bilinear systems. In this section we
consider the H2 optimal model reduction problem and its solution. Given an n di-
mensional bilinear system ζ, the H2 optimal model reduction problem for a given
r < n is to find the r-dimensional bilinear system ζ̂ that satisifes
ζ̂ = arg min∥ζ̃∥H2<∞ ∥ζ − ζ̃∥H2 (4.1)
Generalized Sylvester equation based first-order necessary conditions for H2 op-
timality were first derived by Lam and Zhang [24]. An alternative, but equivalent
derivation was then given by Breiten and Benner in [7]. Their formulation of the nec-
essary conditions for H2 optimality are obtained by taking derivatives of the H2 error
expression with respect to the reduced order realization parameters. Their results are
summarized in the following theorem.
Theorem 4.1 (First-order necessary conditions for H2 optimality [7]). Let the
reduced bilinear model ζ̃ ∶= (Ã, Ñ1, . . . , Ñm, B̃, C̃) of dimension r be a locally H2
optimal approximation to the full-dimensional system ζ ∶= (A,N1, . . . ,Nm,B,C). Let
RΛ̃R−1 be the spectral decomposition of Ã, and define B̂ = B̃TR−T , Ĉ = C̃R, N̂k =
RT (Ñ)TR−T for k = 1, . . . ,m. Moreover, let ẽi denote the ith unit vector of length
r, and ei be the ith unit vector whose length can be deduced from the context. Then
ζ̃ satisfies the following conditions: For all i = 1, . . . , p and j = 1, . . . , r,
vec(Ip)T (eiẽTj ⊗C)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1(B̂T ⊗B)vec(Im) (4.2)
= vec(Ip)T (eiẽTj ⊗ C̃)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1(N̂k)T ⊗ Ñk)
−1(B̂T ⊗ B̃)vec(Im);
12 Garret Flagg and Serkan Gugercin
for all i = 1, . . . ,m and j = 1, . . . , r,
vec(Ip)T (Ĉ⊗C)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1(ẽjeTi ⊗B)vec(Im) (4.3)
= vec(Ip)T (Ĉ⊗ C̃)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1(N̂k)T ⊗ Ñk)
−1(ẽjeTi ⊗ B̃)vec(Im);
for all i = 1, . . . , r,
vec(Ip)T (Ĉ⊗C)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1
×(ẽiẽTi ⊗ In)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1(B̂T ⊗B)vec(Im)
= vec(Ip)T (Ĉ⊗C̃)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1(N̂k)T ⊗ Ñk)
−1
(4.4)
×(ẽiẽTi ⊗ Ir)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1(N̂k)T ⊗ Ñk)
−1(B̂T ⊗ B̃)vec(Im);
and, for k = 1, . . . ,m, and for i, j = 1, . . . , r,
vec(Ip)T (Ĉ⊗C)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1
×(ejeTi ⊗Nk)( − Λ̃⊗ In − Ir ⊗A − m∑
k=1 N̂
T
k ⊗Nk)−1(B̂T ⊗B)vec(Im)
= vec(Ip)T (Ĉ⊗C̃)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1 N̂
T
k ⊗ Ñk)−1 (4.5)
×(ẽj ẽTi ⊗ Ñk)( − Λ̃⊗ Ir − Ir ⊗ Ã − m∑
k=1(N̂k)T ⊗ Ñk)
−1(B̂T ⊗ B̃)vec(Im).
Based on Theorem 4.1, Benner and Breiten in [7] have developed the Bilinear It-
erative Rational Krylov Algorithm (B-IRKA); an iterative algorithm, which, upon
convergence, produces a reduced bilinear system satisfying the first-order necessary
conditions for H2 optimality given in Theorem 4.1. B-IRKA has successfully extended
the Iterative Rational Krylov Algorithm (IRKA) of [15] for optimal-H2 approxima-
tion of linear systems to bilinear systems. B-IRKA has produced high-fidelity reduced
models, outperformed the balancing-based bilinear reduction methods, and has be-
come the method of choice in most cases; for details on B-IRKA, we refer the reader
to the original source [7]. A brief sketch of B-IRKA is given below in Algorithm 1.
For Nk = 0 for k = 1, . . . ,m, B-IRKA reduces to the Sylvester equation formulation
of IRKA; see [9] for an effective implementation for the linear case using Sylvester
equations. The ability to satisfy the necessary conditions of Theorem 4.1 by B-IRKA
requires repeatedly solving the generalized Sylvester equations given in Step 3. of
B-IRKA. Unlike the linear case (i.e., when Nk = 0 for k = 1, . . . ,m), solving these
Sylvester equations is not always an easy task and requires solving a sequence of
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Algorithm 1 (Bilinear Iterative Rational Krylov Algorithm (B-IRKA) [7]).
Input: A, Nk for k = 1 . . .m, B, C, Ã, Ñk for k = 1, . . . ,m, B̃, C̃
Output: Ãopt, Ñoptk for k = 1, . . . ,m, B̃opt, C̃opt
1. While: Change in Λ̃ >  do:
2. RΛ̃R−1 = Ã, B̂ = R−T B̃, Ĉ = CR, N̂k = R−1ÑkR for k = 1, . . . ,m.
3. Solve
Ṽ(−Λ̃) −AṼ − m∑
k=1NkṼN̂
T
k = BB̂T
and
W̃(−Λ̃) −ATW̃ − m∑
k=1N
T
k W̃N̂k = CT Ĉ
4. Ṽ = orth(Ṽ), W̃ = orth(W̃).
5. Ã = (W̃T Ṽ)−1W̃TAṼ, Ñk = (W̃T Ṽ)−1W̃TNkṼ for k = 1, . . . ,m,
B̃ = (W̃T Ṽ)−1W̃TB, C̃ = CṼ.
6. end while
7. Ãopt = Ã, Ñoptk = Ñk for k = 1, . . . ,m, B̃opt = B̃, C̃opt = C̃
possibly dense linear systems of dimension (nr) × (nr), obtained by vectorizing the
equations in Step 3. of B-IRKA. This means that as r grows moderately large, say
r = 30, the computational cost per iteration of B-IRKA might become large as well.
However, we want to emphasize that even with these numerical considerations, B-
IRKA is the only optimal model reduction technique available for bilinear systems
that is also applicable for large problems. In Section 5, we will propose a model
reduction approach that performs comparably with the high quality of B-IRKA while
only requiring solutions to the linear Sylvester equations, as in the case of IRKA.
4.1. Multipoint interpolation and H2 optimality. Breiten and Benner [7]
have observed that their necessary conditions for H2 optimality are an algebraic ana-
logue to the Sylvester equation formulation of rational interpolation conditions in the
case of LTI systems [7]. We now present an analysis of the necessary conditions of
Theorem 4.1 which makes an explicit connection to our multipoint Volterra series in-
terpolation scheme. Our analysis shows that the necessary conditions of Theorem 4.1
construed in terms of multipoint Volterra series interpolation yields rather satisfying
generalizations of the interpolation-based necessary conditions originally introduced
by Meier and Luenberger for H2 optimal approximation of LTI systems [16].
In order to obtain this result, we first prove the following lemma, which clarifies
the relationship between the multi-point Volterra series interpolation conditions and
the pole residue expansion of a SISO bilinear system.
Lemma 4.1. Let ζ = (A,N,b,c) and ζ̃ = (Ã, Ñ, b̃, c̃) be SISO bilinear systems
of dimension n and r, respectively. Let RΛ̃R−1 be the spectral decomposition of Ã,
and let b̂ = R−1b̃, ĉ = c̃R, N̂ = R−1ÑR. Moreover, let the residues φ̃l1,...,lk for
k = 1, . . . ,∞ and lk = 1, . . . , r of the transfer functions H̃k(s1, . . . , sk) corresponding to
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the kth order homogeneous subsystems of ζ̃ be defined as in Definition 2. Let Ṽsolve
Ṽ(−Λ̃) −AṼ −NṼN̂T = bb̂T .
Then
ĉ(cṼ)T = ∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lkHk(−λ̃l1 , . . . ,−λ̃k) (4.6)
Proof. Let U = N̂, r = b̂ and σj = −λ̃j for j = 1, . . . , r. By applying the construc-
tion of the columns of Ṽ given in the proof of Theorem 3.1, we have that
cṼ(∶, j) = ∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η
l1,l2,...,lk−1,j b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃j),
(4.7)
where ηl1,...,lk−1,j = uj,lk−1ulk−1,lk−2⋯ul2,l1 for k ≥ 2 and ηl1 = 1 for l1 = 1, . . . , r. Now
for each j = 1, . . . , r, observe that by the definition of ηl1,...,lk−1,j , for k ≥ 2
ηl1,...,lk−1,jb̂l1 = N̂(j, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1 . (4.8)
Therefore
∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
η
l1,l2,...,lk−1,j b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃j)
= ∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1
N̂(j, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃j)
(4.9)
for j = 1, . . . , r. Hence,
(cṼ)T =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(1, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃1)∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(2, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃2)⋮∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(r, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃r)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(4.10)
To complete the proof, we multiply the right-hand side of (4.10) by ĉ = [ĉ1 ĉ2 . . . , ĉr]
where ĉi ∈ R, for i = 1, . . . , r denote the entries of ĉ. Then, tracing the terms of a
matrix vector products by their indices, together with the fact that the pole-residue
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decomposition of the kth order transfer functions is unique yields
[ĉ1 ĉ2 . . . , ĉr] (cṼ)T= [ĉ1 ĉ2 . . . , ĉr]
×
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(1, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃1)∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(2, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃2)⋮∞∑
k=1
r∑
l1
r∑
l2
⋯ r∑
lk−1 N̂(r, lk−1)N̂(lk−1, lk−2)⋯N̂(l2, l1)b̂l1Hk(−λ̃l1 ,−λ̃l2 , . . . ,−λ̃r)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= ∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lkHk(−λ̃l1 , . . . ,−λ̃k), (4.11)
concluding the proof.
Using Lemma 4.1, we now show that the H2 optimal necessary conditions imply
multipoint Volterra series interpolation conditions with weights given by the reduced
order residues and interpolation points by the reflection of the poles of the reduced
order transfer functions across the imaginary axis.
Theorem 4.2. Let ζ be a SISO system of dimension n, and let ζ̃ = (Ã, Ñ, b̃, c̃)
be an H2 optimal approximation of ζ of dimension r. Then ζ̃ satisfies the following
multipoint Volterra series interpolation conditions.
∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lkHk(−λ̃l1 , . . . ,−λ̃k)= ∞∑
k=1
r∑
l1=1⋯
r∑
lk−1=1 φ̃l1,...,lk H̃k(−λ̃l1 , . . . ,−λ̃k), (4.12)
and
∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lk (
k∑
j=1
∂
∂sj
Hk(−λ̃l1 , . . . ,−λ̃k))
= ∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lk (
k∑
j=1
∂
∂sj
H̃k(−λ̃l1 , . . . ,−λ̃lk)) (4.13)
where φ̃
l1,...,lk
, and λ̃li are, respectively, the residues and poles of the transfer functions
H̃k associated with ζ̃, and
∂
∂sj
Hk(−λl1 , . . . ,−λlk) denotes the the partial derivative of
Hk(s1, . . . , sk) with respect to sj evaluated at (s1, . . . , sk) = (−λl1 , . . . ,−λlk).
Proof. Let RΛ̃R−1 be the spectral decomposition of Ã, and let b̂ = R−1b̃, ĉ = cR,
N̂ = R−1ÑR. Moreover, let V and W solve
V(−Λ̃) −AV −NVN̂T = bb̂T (4.14)
W(−Λ) −ATW −NTWN̂T = cT ĉ (4.15)
By applying the vec operator to equations (4.14) and (4.15), we have that
vec(V) = ( − Λ̃⊗ In − Ir ⊗A − N̂T ⊗N)−1(b̂T ⊗ b).
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Thus, (eTj ⊗ c)vec(V) = cV(∶, j)
is equivalent to the left-hand side of necessary condition (4.2). Applying Lemma 4.1
to both sides of (4.2) gives
∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lkHk(−λ̃l1 , . . . ,−λ̃k)= ∞∑
k=1
r∑
l1=1⋯
r∑
lk−1=1 φ̃l1,...,lk H̃k(−λ̃l1 , . . . ,−λ̃k).
The second equality (4.13) follows from condition (4.4). Simple algebra shows
that the right-hand-side of equality (4.4) is equivalent to the product W(∶, j)TV(∶, j).
This is equivalent to
W(∶, j)TV(∶, j) =
( ∞∑
k=1
r∑
l1=1⋯
r∑
lk−1=1 ĉl1ηj,lk−1,...,l1 c(−λ̃l1In −A)N⋯N(−λ̃lk−1In −A)−1N(−λ̃jIn −A)−1)
× ( ∞∑
k=1
r∑
r1=1⋯
r∑
rk−1=1 b̂r1ηr1,...,rk−1,j(−λ̃jIn −A)−1N(−λ̃rk−1In −A)−1N⋯N(−λ̃r1In −A)−1b).
Expanding over the first few terms in k is sufficient to establish the general pattern:
W̃(∶, j)T Ṽ(∶, j) =
ĉjb̂jc(−λ̃jIn −A)−2b + r∑
r1=1 ĉjηr1,jb̂r1(c(−λ̃jIn −A)−2N(−λ̃r1In −A)−1b+ r∑
l1=1 ĉl1ηj,l1 b̂jc(−λ̃l1In −A)−1N(−λ̃jIn −A)−2b)++ r∑
r1=1
r∑
r2=1 ĉjηr1,r2,j b̂r1(c(−λ̃jIn −A)−2N(−λ̃r2In −A)−1N(−λ̃r1In −A)−1b+ r∑
l1=1
r∑
l2=1 ĉl1ηj,l2,l1 b̂j(c(−λ̃l1In −A)−1N(−λ̃l2In −A)−1N(−λ̃jIn −A)−2b+ r∑
l1=1
r∑
r1=1 ĉl1ηj,l1ηr1,jb̂r1(c(−λ̃l1In −A)−1N(−λ̃jIn −A)−2N(−λ̃r1In −A)−1b+ . . . ,
where the weights ηr1,r2,j , ηj,l2,l1 etc. are defined in (3.1), and the indices in rj
and lj keep track of the cases where terms on the right are multiplied by terms on the
left and vice versa in the obvious way. The expansion of the product for the solution
of the reduced order matrices follows similarly. Thus,
r∑
j=1W(∶, j)TV(∶, j) gives the
desired expression for the derivatives as:
∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lk (
k∑
j=1
∂
∂sj
Hk(−λ̃l1 , . . . ,−λ̃k))
= ∞∑
k=1
r∑
l1=1⋯
r∑
lk=1 φ̃l1,...,lk (
k∑
j=1
∂
∂sj
H̃k(−λ̃l1 , . . . ,−λ̃lk)).
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Since all the terms j are equal on both sides of equation (4.4), the second result
follows.
In the SISO case, the generalized Sylvester equations in Step 3. of BIRKA are
a special case of the multipoint interpolation conditions presented in Theorem 3.1
where the interpolation points are −λ(Ã), and the weights generated by N̂r are sim-
ply the residues of the kth order transfer functions. Upon convergence of BIRKA,
the resulting reduced order system is an H2 approximation satisfying the first-order
necessary conditions. Hence, all of the convergence criteria associated with the cor-
responding Volterra series interpolation expressions are satisfied, and the fixed point
of the BIRKA iteration satisfies Theorem 4.2. As we have noted, enforcing these
multipoint interpolation conditions requires exactly solving the generalized Sylvester
equations in step 3.) of B-IRKA. The proof of Theorem 3.1 shows that the interpola-
tion data can be constructed by iteratively solving and then summing the solutions of
ordinary Sylvester equations. This suggests the possibility of enforcing the multipoint
interpolation conditions on partial sums, making it possible to exploit the ordinarily
fast decay in the terms of the Volterra series expansion of ζ. In what follows we show
that this corresponds to solving theH2 optimal approximation for polynomial systems
given by truncating the Volterra series expressions for the external representation of
the bilinear system to the first N terms in the series.
5. A truncated H2 optimal model reduction algorithm. In this section,
after introducing H2 optimality conditions for polynomial systems, we introduce an
effective numerical algorithm for model reduction of MIMO bilinear systems.
5.1. Polynomial bilinear systems. Let us first consider polynomial systems
generated by truncating the Volterra series of a bilinear system.
Definition 3. Given a MIMO bilinear system ζ with realization (A, N1, . . . ,Nm
B, C), define the polynomial system ζN ∶ u ∈ U → Rp to be the operator mapping inputs
u(t) to outputs y(t) defined by the relation
y(t) = N∑
k=1∫ ∞0 ⋯∫ ∞0 hk(t1, . . . , tk)u(t −
k∑
i=1 ti)⊗ u(t − k∑i=2 ti)⊗⋯⊗ u(t − tk)dtk⋯dt1
where hk is given by equation (2.2). Note that a polynomial system can also be iden-
tified with its sequence of transfer functions (H1(s1),H2(s1, s2), . . . ,HN(s1, . . . , sN))
where Hk(s1, . . . , sk) is given by equation (2.3). Trivially, every polynomial system
ζN has a finite H2 norm, and due to Plancherel’s equality
∥ζN∥H2 =
¿ÁÁÁÀ N∑
k=1
∞∫
0
⋯ ∞∫
0
∥hk(t1, . . . , tk)∥2Fdtk⋯dt1 (5.1)
Thus, the operators ζN converge strongly to ζ. It follows that if {ζ̃N} is a sequence
of r − dimensional locally optimal polynomial approximations to ζN that converges
in norm to the system ζ̃, then ζ̃ is a locally optimal approximation to ζ. We will
therefore derive necessary conditions forH2 optimality of an r-dimensional polynomial
approximation ζ̃N of an n dimensional polynomial system ζN . First, we need an
expression for the H2 error norm ∥ζN − ζ̃N∥H2 .
Lemma 5.1. Let ζ̃N be a polynomial system generated by truncating the bilinear
system ζ̃ = (Ã, Ñ1, . . . , Ñm, B̃, C̃) of dimension r. Let Λ̃ = T−1ÃT be the spectral
decomposition of Ã, and define B̂ = T−1B̃, Ĉ = C̃T and N̂j = T−1ÑjT for j =
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1, . . . ,m. Then,
EN = ∥ζN − ζ̃N∥2H2
=vec(Ip)([C − Ĉ]⊗ [C − Ĉ]) N∑
k=0
⎡⎢⎢⎢⎢⎣
⎛⎝ − [A 00 Λ̃]⊗ [In 00 Ir] − [In 00 Ir]⊗ [A 00 Λ̃]⎞⎠
−1
× m∑
j=1 [Nj 00 Ñj]⊗ [Nj 00 Ñj]
⎤⎥⎥⎥⎥⎦
k⎛⎝ − [A 00 Λ̃]⊗ [In 00 Ir] − [In 00 Ir]⊗ [A 00 Λ̃]⎞⎠
−1
× [B
B̂
]⊗ [B
B̂
] vec(Im). (5.2)
Proof. Using the equivalent form of theH2 norm in (2.5) for the case of polynomial
systems in (5.1), we obtain
∥ζN − ζ̃N∥2H2 = [C −Ĉ] ( N∑
k=1Pk)[ C−Ĉ] , (5.3)
where P1 solves
− [A 0
0 Λ̃
]P1 − [AT 00 −Λ̃T ]P1 = [BB̂] [BT B̂T ]
and for k = 2, . . . ,N , Pk solves
− [A 0
0 Λ̃
]Pk −Pk [AT 00 Λ̃T ] = m∑j=1 [Nj 00 N̂j]Pk−1 [N
T
j 0
0 N̂Tj
] .
Applying the vec operator to the Lyapunov equation for P1 gives
vec(P1) = ⎛⎝ − [A 00 Λ̃]⊗ [In 00 Ir] − [In 00 Ir]⊗ [A 00 Λ̃]⎞⎠
−1 [B
B̂
]⊗ [B
B̂
] (5.4)
and for Pk gives
vec(Pk) = ⎛⎝ − [A 00 Λ̃]⊗ [In 00 Ir] − [In 00 Ir]⊗ [A 00 Λ̃]⎞⎠
−1
× m∑
j=1 [Nj 00 N̂j]⊗ [Nj 00 N̂j] vec(Pk−1). (5.5)
Applying the vec operator to the sum (5.3) and successively substituting the
expressions (5.4) and (5.5) into the sum gives the desired result 5.2.
5.2. H2 optimality for polynomial systems. Now that we have an explicit
expression for the error EN , we can differentiate this expression with respect to the
reduced model quantities Â, N̂k, B̂k and Ĉ to obtain the necessary conditions for opti-
mality. This differentiation procedure will be greatly simplified by using the following
result from [7].
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Lemma 5.2 ([7]). Let C(x) ∈ Rp×n, A(y),Gk ∈ Rn×n, and K ∈ Rn×m with
L(y) = −A(y)⊗ I − I⊗A(y) − m∑
k=1Gk ⊗Gk
and assume that C and A are differentiable with respect to x, and y. Then
∂
∂x
[(vec(Ip))T (C(x)⊗C(x))L(y)−1(K⊗K)vec(Im)
= 2(vec(Ip))T ( ∂
∂x
C(x)⊗C(x))L(y)−1(K⊗K)vec(Im)
and
∂
∂y
[(vec(Ip))T (C(x)⊗C(x))L(y)−1(B⊗B)vec(Im)]
= 2(vec(Ip))T (C(x)⊗C(x))L(y)−1( ∂
∂y
A(y)⊗ I)L−1(y)(K⊗K)vec(Im).
Another important tool for analyzing the resulting expressions for the derivative
of EN is the permutation matrix
M = [Ir ⊗ [In0 ] Ir ⊗ [0TIr ]] (5.6)
introduced in [7]. Given matrices H,K ∈ Rr×r and L ∈ Rn×n, the permutation M
satisfies
MT (HT ⊗ [L 0
0 K
])M
= [Ir ⊗ [In0T ] Ir ⊗ [0 Ir]] (HT ⊗ [L 00 K])[Ir ⊗ [In0 ] Ir ⊗ [0TIr ]]
= [Ir ⊗ [In0T ] Ir ⊗ [0 Ir]] [HT ⊗ [L0] HT ⊗ [0TK ]]
= [HT ⊗L 0
0 HT ⊗K]
Finally, while the analysis of the cost function EN is most easily done in the Kronecker
product formulation, we will retranslate the resulting necessary conditions into their
Sylvester equation formulation to shorten the presentation in their later use. To that
end, we will need the solutions V1, W1 of the ordinary Sylvester equations
V1(−Λ̃) −AV1 = BB̂T (5.7)
W1(−Λ̃) −ATW1 = CT B̂ (5.8)
and for k > 1 the solutions Vk, Wk of the ordinary Sylvester equations
Vk(−Λ̃) −AVk = m∑
j=1NjVk−1N̂Tj Wk(−Λ̃) −ATWk = m∑j=1NTj Wk−1N̂j (5.9)
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Furthermore, define the matrices
SN = N∑
k=1Vk and UN = ∑k=1Wk (5.10)
Let Ṽk and W̃k, and S̃N and ŨN denote the solutions of the above equations where
the reduced dimension parameters Ã, B̃, C̃, Ñj replace A, B, C, Nj in all the
appropriate places.
Theorem 5.3. Let ζ̃N be a polynomial system generated by truncating the bilinear
system ζ̃ = (Ã, Ñ1, . . . , Ñm, B̃, C̃) of dimension r. Let Λ̃ = T−1ÃT be the spectral
decomposition of Ã, and define B̂ = T−1B̃, Ĉ = C̃T and N̂j = T−1ÑjT for j =
1, . . . ,m. If ζ̃N is a locally optimal H2 approximation to ζN , then,
trace(CSNeieTj ) = trace(C̃S̃NeieTj ) i = 1, . . . , r j = 1, . . . , p (5.11)
(UN(∶, i))TSN(∶, i) = (ŨN(∶, i))T S̃N(∶, i), i = 1, . . . , r (5.12)
trace(BTUNeieTj ) = trace(B̃T ŨNeieTj ), i = 1, . . . , r j = 1, . . . ,m (5.13)
(UN(∶, i))TNkSN(∶, j) = (ŨN(∶, i))T ÑkS̃N(∶, j), i, j = 1, . . . , r k = 1, . . . ,m (5.14)
Proof. The proof is given in Section A.
Remark 5.1. Taking N → ∞ yields the necessary conditions of Theorem 4.1.
This follows from the fact that at a local minimum, the solution V of
V(−Λ̃) −AV − m∑
j=1NjVN̂Tj = BB̂T
in Step 3.) of B-IRKA is given as the series
∞∑
k=0Vk where
vec(Vk) = [( − Λ̃⊗ In − Ir ⊗A)−1 m∑
j=1 N̂j ⊗Nj]
k( − Λ̃⊗ In − Ir ⊗A)−1(B̂⊗B)vec(Im)
and similar result holds for the solution W of the bilinear Sylvester equation
W(−Λ̃) −ATW − m∑
j=1NTj WN̂j = CT Ĉ.
5.3. Truncated Bilinear Iterative Rational Krylov Algorithm. As in the
case of Theorem 4.1 and the resulting method B-IRKA, the necessary conditions of
Theorem 5.3 lend itself perfectly to an iterative algorithm. A reduced dimension
bilinear system that generates a polynomial system which nearly satisfies these neces-
sary conditions, i.e., (5.11)-(5.14), can be constructed using Algorithm 2 given below,
which we call truncated B-IRKA, or TB-IRKA.
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Algorithm 2 (TB-IRKA).
Input: A, N1, . . . ,Nm, B, C, Ã, Ñ1, . . . , Ñm, B̃, C̃, N (the truncation index)
Output: Ã, Ñ1, . . . , Ñm, B̃, C̃
1. While: Change in Λ̃ > tol do:
2. RΛ̃R−1 = Ã, B̂ = R−1B̃, Ĉ = CR, for k = 1, . . .m, N̂k = R−1ÑkR
3. Solve
V1(−Λ) −AV1 = BB̂T
W1(−Λ) −ATW1 = CT ĈT
4. For j = 2, . . . ,N , solve
Vj(−Λ) −AVj = m∑
k=1NkVj−1N̂
T
k
and
Wj(−Λ) −ATWj = m∑
k=1N
T
kWj−1N̂k
5. SN = ( N∑
j=1Vj), UN = ( N∑j=1Wj).
6. Ã = (UTNSN)−1UTNASN , Ñk = (UTNSN)−1UTNNkSN for k = 1, . . . ,m,
B̃ = (UTNSN)−1UTNB, C̃ = CSN .
7. end while
The numerical advantage of TB-IRKA is apparent: Due to the special form of the
ordinary Sylvester equations solved in steps 3.) and 4.) of Algorithm 2, TB-IRKA
requires solving linear systems of dimension n × n. This is in contrast to B-IRKA,
which requires solving linear systems of dimension (nr) × (nr). The computational
gains due to TB-IRKA will grow further as r (and n) grows.
Upon convergence, the approximation constructed from TB-IRKA yields a bilin-
ear system that nearly satisfies the H2 optimal necessary conditions for polynomial
systems, and in the limit as N approaches infinity, satisfies the necessary conditions
exactly. The following theorem makes explicit the sense in which the TB-IRKA ap-
proximations are asymptotically optimal.
Theorem 5.1. Let ζ be a MIMO bilinear system with realization A, N1, . . . ,Nm,
B, C of dimension n, and let ζ̃N be the polynomial system determined by the bilin-
ear system with realization ÃN , Ñ1,N , . . . , Ñm,N , B̃N , C̃N , where this realization
is computed by TB-IRKA for the truncation index N . Assume that the sequence{ζ̃N}∞N=1 converges strongly to a locally H2 optimal approximation ζ̃ with realization
Ã, Ñ1, . . . , Ñm, B̃, C̃. Then the approximations ζ̃
N satisfy
1.) trace(CSNeieTj ) = trace(C̃N S̃NeieTj ) + N
2.) trace(BTUNeieTj ) = trace(B̃TNŨNeieTj ) + N
3.) UN(∶, i))TSN(∶, i) = ŨN(∶, i))T S̃N(∶, i)T + N
4.) UN(∶, i))TNjSN(∶, j) = UN(∶, i))T Ñj,N S̃N(∶, j) + N ,
where lim
N→∞ N = 0.
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In this sense, the approximations are asymptotically optimal as N approaches
infinity. From experience, we have found that N decays very quickly for systems that
are H2, so that even by the second or third term in the Volterra series, the remainder
is negligible.
Proof. First observe that
SN(−Λ̃N) −ASN = m∑
j=1Nj(N−1∑k=1 Vk)N̂Tj,N +BB̂TN
SN(−Λ̃N) −ASN = m∑
j=1NjSNN̂Tj,N − m∑j=1NjVnN̂Tj,N +BB̂TN . (5.15)
Consider the skew projection Π = SN(UTNSN)−1UTN . Applying Π to both sides of
the Sylvester equation (5.15) gives
SN(Ir(−Λ̃N) − ÃNIr − m∑
j=1 Ñj,NIrN̂j,N − m∑j=1(UTNSN)−1UTNNjVnN̂Tj,N − B̃N B̂N) = 0
⇒ Ir(−Λ̃N) − ÃNIr − m∑
j=1 Ñj,NIrN̂j,N − m∑j=1(UTNSN)−1UTNNjVnN̂Tj,N − B̃N B̂N = 0.
(5.16)
Let S̃N be defined as the solution to the equation
S̃N(−Λ̃N) − ÃN S̃N = m∑
j=1 Ñj,N(N−1∑k=1 Ṽk)N̂jN + B̃N B̂TN , (5.17)
where the matrices Vk ∈ Rr×r are constructed iteratively in the same manner as the
matrices Vk in steps 3.) and 4.) of TB-IRKA only in this case using the reduced-
dimension parameters. Then
S̃N(−Λ̃N) − ÃN S̃N − m∑
j=1 Ñj,N S̃NN̂Tj,N + m∑j=1 Ñj,NṼNN̂Tj,N − B̃N B̂TN = 0. (5.18)
Subtracting equation (5.18) from (5.16) gives
(Ir − S̃N)(−Λ̃N) − ÃN(Ir − S̃N) − m∑
j=1 Ñj,N(Ir − S̃N)N̂Tj,N
+ m∑
j=1 ((UTNSN)−1UTNNj,NVnN̂Tj,N − Ñj,NṼnN̂Tj,N) = 0.
From the assumption that ζ̃N → ζ̃∗ strongly it follows in a straightforward manner
that lim
N→∞ ∥VN∥ = limN→∞ ∥ṼN∥ = 0. Hence we have that limN→∞ S̃N = Ir. An argument
similar to the one given above yields lim
N→∞ ∥ŨN −STNUN∥ = 0. Now let ΓN = S̃N − Ir.
To prove 1.) observe that
trace(C̃N S̃NeieTj ) = trace(CSN(Ir +ΓN)eieTj ). (5.19)
Thus
trace(CSNeieTj ) + trace(CΓNeieTj ) = trace(CSNeieTj ) + N . (5.20)
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Next we prove 3.). Let ΘN = STNUN and let RN = ΘN − ŨN . Then
ŨN(∶, i)T Ñu,N S̃N(∶, j)=(ΘN(∶, i)T +R(∶, i)T )Θ−1UTNNuSN(Ir(∶, j) +Γ(∶, j)N)=UN(∶, i)TNuSN(∶, j) + N . (5.21)
Equations 2.) and 4.) are proved in a similar manner.
Reducing bilinear systems without a convergent H2 norm. It is not un-
common to encounter a bilinear system which does not have a convergent H2 norm.
For example, the bilinear system approximation to the nonlinear RC circuit model
first introduced by Skoogh and Bai [2] is a standard benchmark model for testing
methods of bilinear model reduction, but this model does not have a convergent H2
norm. Other benchmark models, such as bilinear approximations to Burgers’ equation
are also not H2 for modest Reynolds numbers; see e.g. [7, 10]. In these situations,
there are a few options available. One technique, as suggested by [7], is to scale ζ by
the mapping
γ ↦ ζγ ∶= (A, γN1, . . . , γNm, γb, c),
where γ < 1 is chosen sufficiently small so that ∥ζγ∥H2 < ∞. H2 optimal model
reduction is carried out on ζγ , and the original input-output map can be recovered
by scaling the inputs u(t) for the original system by u(t)/γ. Frequently the scaling
approach yields very accurate approximations for inputs of interest, but there are
challenges. If the system is large enough, it is costly to determine a good scaling
parameter. If γ is chosen too small, then the scaled system ζγ may function as an
essentially linear system and may destroy the advantages of doing model reduction in
the original bilinear setting as opposed to the linearized version. Another approach
is to match some combination of subsystem moments in the hopes of capturing the
dominant portion of the Volterra series for the inputs of interest.
In this paper we will propose another alternative. We note that any truncation
ζN of the original system has a finite HN2 norm. Computing an HN2 optimal approx-
imation to ζN using TB-IRKA is therefore another alternative when ζ is not H2.
Frequently an H2 optimal approximation of the first few terms in the Volterra series
is sufficiently accurate to match the output of the ζ. In Section 6, we will present an
example to demonstrate this approach.
6. Numerical Examples. In this section, we illustrate the performance of the
proposed method TB-IRKA using four numerical examples.
6.1. Heat transfer model. We consider a boundary controlled heat transfer
system. This model has become a benchmark for testing model reduction methods,
and it was first introduced in [8]. The system dynamics are governed by the heat
equation subject to Dirichlet and Robin boundary conditions.
xt = ∆x in (0,1) × (0,1),
n ⋅ ∇x = 0.8 ⋅ u1,2,3(x − 1) on Γ1,Γ2,Γ3
x = 0.8 ⋅ u4 on Γ4,
where Γ1,Γ2,Γ3 and Γ4 denote the boundaries of the unit square. A carefully con-
structed spatial discretization using k2 grid points yields a bilinear system of order
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n = k2, with two inputs and one output, chosen to be the average temperature on
the grid. Taking k = 100, we demonstrate TB-IRKA on a bilinear system of order
n = 10,000, and compare it with B-IRKA for the same system. Figure 6.1 compares
the relative H2 error in TB-IRKA approximations truncated at N = 2 and N = 4
terms with the relative error in the B-IRKA approximation for the same orders. The
figure illustrates that using N = 4 terms in the Volterra series yields TB-IRKA ap-
proximations that are essentially equivalent to the B-IRKA approximations for all
orders. For N = 2, their is still relatively little difference between the two approaches
for the orders upto r = 16. Both B-IRKA and TB-IRKA started from the same initial
guess. Next we compare the average time per iteration for all orders of approximation
in Figure 6.2. For small reduced orders such as r = 2,4, B-IRKA is marginally faster,
however on average when N = 2 there was a 62% decrease in the time per iteration
in TB-IRKA compared to B-IRKA and when N = 4, there was a 30% decrease in the
time per iteration in TB-IRKA compared to B-IRKA.
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Fig. 6.1. Comparison of TB-IRKA and B-IRKA approximations of heat transfer control system
6.2. A bilinear model of the Fokker-Planck equations. The following ex-
ample is an application from stochastic control that was first introduced by Hartmann
et. al in [12] and later used as a test case for B-IRKA in [7]. Consider a Brownian
particle confined by a double-well potential W (x) = (x2 − 1)2. Assume the particle is
initially in the left well, and is dragged to the right well. The particle’s motion can
be described by the stochastic differential equation
dXt = −∇V (Xt, t)dt +√2σdWt,
with σ = 2/3 and V (x,u) = W (x, t) + Φ(x,ut) = W (x) − xu − x. As an alternative
to these equations it is noted in [12] that one can instead determine the underlying
probability distribution function
ρ(x, t)dx = P [Xt ∈ [x,x + dx)]
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Fig. 6.2. Comparison of average time per iteration in TB-IRKA and B-IRKA for several orders
which is described by the Fokker-Planck equation
∂ρ
∂t
= σ∆ρ +∇ ⋅ (ρ∇V ), (x, t) ∈ (a, b) × (0, T ],
0 = σ∇ρ + ρ∇B, (x, t) ∈ {a, b} × [0, T ],
ρ0 = ρ, (x, t) ∈ (a, b) × 0
A finite-difference discretization of the Fokker-Planck equations consisting of 500
nodes in the interval [−2,2] leads to a SISO bilinear system, where the output ma-
trix c is a discretization of the (set-theoretic) characteristic function of the interval[0.95,1.05]. Figure 6.3 compares the relative H2 error in the reduced order mod-
els computed from B-IRKA and TB-IRKA after truncating at the 13th term in the
Volterra series. It was necessary to keep this many subsystems because the Volterra
series for this model converged somewhat slowly, and soH2 error in the approximation
decayed slowly as well. As Figure 6.3 demonstrates, TB-IRKA replicates the accuracy
of B-IRKA very well for most orders of approximation. For the orders of approxima-
tion r = 2,4, the average time per iteration of TB-IRKA and B-IRKA was the same,
but as the reduced order system grew to between r = 6 and r = 24, the average time
per iteration for TB-IRKA was 51% less than for B-IRKA on the average. Figure 6.4
compares the average time per iteration for several reduced orders, illustrating that
as r increases, so do the numerical gains in TB-IRKA.
6.3. Viscous Burgers’ Equation Control System. Another model reduction
benchmark originally introduced in [10] is a bilinear control system derived from
Burgers’ equation. Consider the viscous Burgers’ equation
∂v
∂t
+ v ∂v
∂x
= ν ∂2v
∂x2
,(x, t) ∈ (0,1) × (0, T )
subject to initial and boundary conditions
v(x,0) = 0, x ∈ [0,1], v(0, t) = u(t), v(1, t) = 0 t ≥ 0
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Fig. 6.3. Comparison of the relative H2 error for B-IRKA and TB-IRKA approximations to
the Fokker-Planck system
Discretizing Burgers’ equation in the spatial variable using n0 nodes in a standard
central difference finite difference scheme leads to a system of nonlinear ordinary
differential equation where the nonlinearity is quadratic in the state. Measurements
of the system are given as the spatial average of v. The Carleman linearization
technique applied to this system yields a bilinearized system of dimension n = n0 +n20
that exactly matches the input-output behavior of the original nonlinear system, since
the nonlinearity is only quadratic. Here we take ν = 0.01, corresponding to a Reynolds
number of 100 and construct a bilinear system ζ of order n = 930. ζ is not an H2
system, which can be checked by observing that the series used to compute its control
grammian diverges. For this example we compare TB-IRKA using the truncation
index N = 2 with the scaled version of B-IRKA. An order r = 9 approximation is used
to compute the response of both methods to the inputs u(t) = e−t and u(t) = sin(20t).
The relative error in the output of using the scaling values γ = 0.4 and γ = 0.5 for
B-IRKA are compared with the TB-IRKA approximation in Figures 6.5, 6.6. As the
figures show, very good approximation results using B-IRKA can be obtained for the
right value of γ; in this case γ = 0.4 yielded good approximations, but the quality of
the approximations is fairly sensitive to the choice of γ as γ = 0.5 resulted in a poor
approximation. On the other hand, for both inputs the TB-IRKA approximation
yields a highly accurate approximation, and indeed, for the input u(t) = e−t, yields a
smaller L∞ output error ∥y − ỹ∥L∞ than B-IRKA.
6.4. A parameter-varying convection-diffusion problem. Benner and Bre-
iten showed [6] that certain classes of parameter-varying linear systems can be effec-
tively approximated over the desired range of parameters by appropriately reformu-
lating the linear system as a bilinear system. Here we carry out this approach for a
parameter-varying convection-diffusion problem from [3]. The model is governed by
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Fig. 6.4. Comparison of average time per iteration using B-IRKA and TB-IRKA[13 terms]
for the Fokker-Planck system
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Fig. 6.5. Burgers’ Equation: A comparison of the TB-IRKA and scaled B-IRKA output error∥y − ỹ∥
L∞ for the input u(t) = e−t.
the standard convection-diffusion equations
∂x
∂t
(t,ξ) = p0∆x(t,ξ) + 2∑
i=1pi∇x(t,ξ) + b(ξ)u(t),
ξ ∈ [0,1] × [0,1], t ∈ (0,∞), x(t,ξ) = 0, ξ ∈ ∂([0,1] × [0,1])
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Fig. 6.6. Burgers’ Equation: A comparison of the TB-IRKA and scaled B-IRKA output error∥y − ỹ∥
L∞ for the input u(t) = sin(20t).
and the parameters p0, p1, p2 need to be adjusted to capture the particular physics
that is being modeled. After a finite-difference discretization in the spatial variable
ξ, we obtain the linear parameter-varying dynamical system
x˙(t) = p0A0x(t) + 2∑
i=1Aix(t)pi + bu(t) (6.1)
y = cx(t),
where c = en is chosen as the observation matrix. This system can be viewed as a
bilinear system where the parameters p1 and p2 are particular system inputs. We can
rewrite system (6.1) as a bilinear system with three inputs and one output:
x˙ =Ax + 3∑
k=1Nkxuk(t) +Bu(t)
y(t) = cx(t)
with A=p0A0, N1 = A1, N2 = A2, N3 = 0, B = [0,b] ∈ Rn×3, for inputs of interest
u(t) = [p1, p2, u(t)]T .
The parameter range of interest is p0 ∈ [0.1,1], p1, p2 ∈ [0,1]. Taking p0 = 1, we
compute TB-IRKA approximations keeping 2,3, and 6 terms in the Volterra series,
and compare them with the B-IRKA approximation to the full bilinear system. Each
of these approximations are of dimension r = 12. To place the reduced bilinear system
matrices back into the linear parameter-varying formulation we use p0Ã0 = Ã ∈ Rr×r,
Ã1 = Ñ1 ∈ Rr×r and Ã2 = Ñ2 ∈ Rr×r as the reduced-dimension matrices that approx-
imate the linear parameter-varying system (6.1). In order to evaluate the accuracy
of the approximations, we vary the parameters p1 and p2 over the whole parameter
range of interest, and for each selection of parameters we compute the relative H2
norm of the error between the full and reduced dimension systems for that choice of
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parameters. The surfaces plotted in Figure 6.7 show how the relative H2 error of the
linear systems varies over the parameter values. As Figure 6.7 shows, TB-IRKA with
N = 2 actually gives the best approximation error over the parameter space, and the
approximation error increases as the number of terms kept in the Volterra series in-
creases; with B-IRKA giving, in this case, the largest errors over the parameter space.
We believe this is due to the fact B-IRKA is actually a better approximation over
the whole L2 unit ball of inputs for the bilinear reduction, and thus it gives up accu-
racy for these particular inputs once converted back to the parametric linear system.
Moreover, we certainly do not claim that TB-IRKA will always yield smaller error for
reducing parametric linear models. We note that regardless, all four reduced models
give very accurate approximations with relative errors in the order of 10−4. Next we
take p0 = 0.5 and compute two reduced models of order r = 12 using TB-IRKA with
N = 2 and B-IRKA approximation, both of dimension r = 12. Figure 6.8 shows the
relative H2 error in the linear systems over the parameter range for p0 = 0.5. Again
for this case, TB-IRKA yields a smaller approximation error than B-IRKA, and both
yield nearly uniform error over the range of parameters.
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Fig. 6.7. Convection-diffusion problem: Comparison of the relative H2 error in the B-IRKA
and TB-IRKA[2, 3 and 6 terms] approximations taking p0 = 1 and varying over the parameter range
for p1 and p2
7. Conclusions. We have introduced an interpolation framework for model re-
duction of large-scale bilinear systems where reduced model enforces multipoint in-
terpolation of the underlying Volterra series as opposed to interpolating some of the
leading subsystem transfer functions as done in the existing approaches. We show that
this new interpolation framework is directly related to optimal H2 model reduction
of bilinear systems as we proved that the H2 requires multivariate Hermite interpo-
lation in terms of the Volterra series framework. Finally, based on the multipoint
interpolation on the truncated Volterra series representation, we have introduced a
model reduction algorithm leading to an asymptotically optimal approach to H2 op-
timal model reduction of bilinear systems. Several numerical examples demonstrate
the effectiveness of the proposed approach.
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A. Proof of Theorem 5.3. The proof follows by differentiating the error ex-
pression EN with respect to the parameters Λ̃, N̂, b̂, ĉ and making use of Lemma 5.2
(taking Gk = 0 for k = 1, . . . ,m and K = N in Lemma 5.2) and the permutation
matrix M in (5.6). We start with differentiating EN with respect to the entries of Ĉ
to obtain
∂EN
∂Ĉi,j
= 2vec(Ip)T ([0,−eieTj ]⊗ [C − Ĉ]) N∑
k=0 [( − Â ⊗ I − I⊗ Â )−1(
m∑
j=1 N̂j ⊗ N̂j)]k
× ( − Â ⊗ I − I⊗ Â )−1 [B
B̂
]⊗ [B
B̂
] vec(Im),
= 2vec(Ip)T ([0,−eieTj ]⊗ [C − C̃]) N∑
k=0 [( − Â ⊗ I − I⊗ Ã )−1(
m∑
j=1 N̂j ⊗ Ñj)]k
× ( − Â ⊗ I − I⊗ Ã )−1 [B
B̂
]⊗ [B
B̃
] vec(Im),
where
Â = [A 0
0 Λ̃
] , Ã = [A 0
0 Ã
] , I = [In 0
0 Ir
] , N̂j = [Nj 00 N̂j] , and Ñj = [Nj 00 Ñj] .
Continuing these tedious manipulations leads to
∂EN
∂Ĉi,j
= 2vec(Ip)T ( − eieTj ⊗ [C − C̃]) N∑
k=0 [( − Λ̃⊗ I − Ir ⊗ Ã )−1(
m∑
j=1 N̂j ⊗ Ñj)]k
× ( − Λ̃⊗ I − Ir ⊗ Ã )−1B̂⊗ [BB̃] vec(Im)
= 2vec(Ip)T ( − eieTj ⊗ [C − C̃])MT N∑
k=0 [(IΛ − IA)−1(
m∑
j=1Mj)]k
× (IΛ − IA)−1M⎛⎝B̂⊗ [BB̃]⎞⎠vec(Im),
where
IΛ = [−Λ̃⊗ In 0
0 −Λ̃⊗ Ir] , IA = [Ir ⊗A 00 Ir ⊗ Ã] , and Mj = [N̂j ⊗Nj 00 N̂j ⊗ Ñj] .
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Seperating the C and C̃ terms finally leads to
∂EN
∂Ĉi,j
= −2vec(Ip)T (eieTj ⊗C) N∑
k=0 [( − Λ̃⊗ In − Ir ⊗A)
−1 m∑
j=1 N̂j ⊗Nj]
k
× ( − Λ̃⊗ In − Ir ⊗A)−1(B̂⊗B)vec(Im)
+2vec(Ip)(eieTj ⊗ C̃) N∑
k=0 [( − Λ̃⊗ Ir − Ir ⊗ Ã)
−1 m∑
j=1 N̂j ⊗ Ñj]
k
× ( − Λ̃⊗ In − Ir ⊗A)−1(B̂⊗ B̃)vec(Im). (A.1)
Setting expression (A.1) equal to zero, we arrive at the necessary condition
vec(Ip)T (eieTj ⊗C) N∑
k=0[( − Λ̃⊗ In − Ir ⊗A)
−1 m∑
j=1 N̂j ⊗Nj]
k
× ( − Λ̃⊗ In − Ir ⊗A)−1(B̂⊗B)vec(Im)
= vec(Ip)T (eieTj ⊗ C̃) N∑
k=0 [( − Λ̃⊗ Ir − Ir ⊗ Ã)
−1 m∑
j=1 N̂j ⊗ Ñj]
k
× ( − Λ̃⊗ In − Ir ⊗A)−1(B̂⊗ B̃)vec(Im).
Unwinding these Kronecker product expressions, leads to (5.11).
Next, we first define E = [0 0
0 eie
T
i
] and then differentiate EN with respect to the
entries of Λ̃ to obtain
∂EN
∂λ̃i
= vec(Ip)T ([C − Ĉ]⊗ [C − Ĉ]) N∑
k=0
k∑
l=0 [( − Â ⊗ I − I⊗ Â )−1
m∑
j=1 N̂j ⊗ N̂j]l
× ( − Â ⊗ I − I⊗ Â )−1(E⊗ I)[( − Â ⊗ I − I⊗ Â )−1 m∑
j=1 N̂j ⊗ N̂j]k−l
× ( − Â ⊗ I − I⊗ Â )−1 [B
B̂
]⊗ [B
B̂
] vec(Im).
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Further simplifications and manipulations yield
∂EN
∂λ̃i
= vec(Ip)T ([C − Ĉ]⊗ [C − C̃]) N∑
k=0
k∑
l=0 [( − Â ⊗ I − I⊗ Ã )−1
m∑
j=1 N̂j ⊗ Ñj]l
× ( − Â ⊗ I − I⊗ Ã )−1(E⊗ I)[( − Â ⊗ I − I⊗ Â )−1 m∑
j=1 N̂j ⊗ Ñj]k−l
× ( − Â ⊗ I − I⊗ Ã )−1 [B
B̂
]⊗ [B
B̃
] vec(Im)
=vec(Ip)T ( − Ĉ⊗ [C − C̃]) N∑
k=0
k∑
l=0
⎡⎢⎢⎢⎢⎣
⎛⎝ − Λ̃⊗ I − Ir ⊗ Ã⎞⎠
−1
m∑
j=1 N̂j ⊗ Ñj
⎤⎥⎥⎥⎥⎦
l
× ( − Λ̃⊗ I − Ir ⊗ Ã )−1(eieTi ⊗ I)[( − Λ̃⊗ I − Ir ⊗ Ã )−1 m∑
j=1 N̂j ⊗ Ñj]k−l
× ( − Λ̃⊗ I − Ir ⊗ Ã )−1(B̂⊗ [BB̃] )vec(Im).
Then, we employ the properties of the permutation matrix M to obtain
∂EN
∂λ̃i
= vec(Ip)T ( − Ĉ⊗ [C − C̃])MT
× N∑
k=0
k∑
l=0 [(IΛ − IA)−1
m∑
j=1Mj]l(IΛ − IA)−1(Ie)[(IΛ − IA)−1 m∑j=1Mj)]k−l
× (IΛ − IA)−1 [B̂⊗B
B̂⊗ B̃] vec(Im),
where Ie = [eieTi ⊗ In 00 eieTi ⊗ Ir] . Then, further expanding the terms yields
∂EN
∂λ̃i
= −2vec(Ip)T (Ĉ⊗C) N∑
k=1
k∑
l=0 (L−1K)lL−1(eieTi ⊗ In)× (L−1K)k−lL−1 (B̂⊗B)vec(Im)
+2vec(Ip)T (Ĉ⊗ C̃) N∑
k=1
k∑
l=0 (L̃−1K̃)lL̃−1(eieTi ⊗ Ir)(L̃−1K̃)k−l L̃−1(B̂⊗ B̃)vec(Im), (A.2)
where L = (−Λ̃ ⊗ In − Ir ⊗ A)−1, K = m∑
j=1 N̂j ⊗ Nj , L̃ = (−Λ̃ ⊗ Ir − Ir ⊗ Ã)−1, and
K̃ = m∑
j=1 N̂j ⊗ Ñj . Then, the necessary condition resulting from expression (A.2) is
vec(Ip)T (Ĉ⊗C) N∑
k=1
k∑
l=0 (L−1K)lL−1(eieTi ⊗ In) × (L−1K)k−lL−1 (B̂⊗B)vec(Im)
= vec(Ip)T (Ĉ⊗ C̃) N∑
k=1
k∑
l=0 (L̃−1K̃)lL̃−1(eieTi ⊗ Ir)(L̃−1K̃)k−l L̃−1(B̂⊗ B̃)vec(Im).
(A.3)
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By applying Cauchy’s product rule to (A.3), we obtain (5.12). Simplifying these
bloated expressions for the other derivatives requires exactly the same kinds of steps
as in simplifying the derivative of EN with respect to the parameters in Ĉ and λ̃i, so
we omit the derivations here. The resulting expression for the derivative with respect
to B̂i,j yields
vec(Ip)T (Ĉ⊗C) N∑
k=0 (L−1K)kL−1(eieTj ⊗B)vec(Im)
= vec(Ip)T (Ĉ⊗ C̃) N∑
k=0 (L̃−1K̃)kL−1(eieTj ⊗ B̃)vec(Im), (A.4)
which then leads to (5.13). Finally, the necessary condition resulting from the deriva-
tive of N̂`(i, j), for ` = 1, . . . ,m is
vec(Ip)T (Ĉ⊗C) N∑
k=1
k∑
l=1 (L−1K)l−1L−1(eieTj ⊗N`)(L−1K)k−lL−1(B̂⊗B)vec(Im)
= vec(Ip)T (Ĉ⊗ C̃) N∑
k=1
k∑
l=1 (L̃−1K̃)l−1L̃−1(eieTj ⊗ Ñ`)(L̃−1K̃)k−lL̃−1(B̂⊗ B̃)vec(Im),
which, then, can be written equivalently as (5.14). ◻
