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Abstract
We consider the global solvability to the Cauchy problem of Kirchhoff equation with generalized
classes of Manfrin’s class. Manfrin’s class is a subclass of Sobolev space, but we shall extend this
class as a subclass of the ultradifferentiable class, and we succeed to prove the global solvability of
Kirchhoff equation with large data in wider classes from the previous works.
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1 Introduction
We consider the global solvability to the Cauchy problem of Kirchhoff equation:{
∂2t u(t, x)−
(
1 + ‖∇u(t, ·)‖2)∆u(t, x) = 0, (t, x) ∈ (0,∞)× Rn,
u(0, x) = u0(x), (∂tu)(0, x) = u1(x), x ∈ Rn,
(1.1)
where ∇ = (∂x1 , · · · , ∂xn), ∆ =
∑n
k=1 ∂
2
xk
and ‖·‖ denotes the usual L2(Rn) norm. The original Kirchhoff
equation was introduced by Kirchhoff [10] to describe the transversal oscillation of a stretched string,
which corresponds to the equation of (1.1) with n = 1 and ‖∇u(t, ·)‖2 is replaced to ∫
I
|∂xu(t, x)|2 dx with
a finite interval I of R. The global solvability in realanalytic class and the local solvability in appropriate
Sobolev spaces were proved in Bernstein [2], and the global solvability with small data was proved in
Greenberg-Hu [5]. After that, many people considered the global solvability of the Kirchhoff equations,
for instance [1], [3], [13], [15], [17], [18], etc; see also [16] more details of Kirchhoff equation. However,
the most basic problems; the global solvability for non-realanalytic initial data and the non-existence of
the global solution have not solved yet. Here we note that the difference between the Cauchy problem
and mixed problem are not essential for the proof of the global solvability, thus we did not distinguish
them for the introduction of the previous works. The class of non-analytic data for the global solvability
was studied from two different points of view: the first one is a quasianalytic class QL2 by Nishihara [14]
(see also [4, 6]), and the second one is Manfrin’s class introduce in [11, 12] and [7]; both classes will be
introduced below. Briefly, we consider the global solvability of (1.1) in the classes, which are extensions
of Manfrin’s class.
Let u(t, x) be a solution to (1.1). We define E(t, ξ) by
E(t, ξ) := 1
2
(|ξ|2|uˆ(t, ξ)|2 + |∂tuˆ(t, ξ)|2) ,
where uˆ denotes the partial Fourier transformation of u(t, x) with respect to x ∈ Rn. In particular,
E(0, ξ) = E(0, ξ;u0, u1) denotes
E(0, ξ;u0, u1) := 1
2
(|ξ|2|uˆ0(ξ)|2 + |uˆ1(ξ)|2) .
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Moreover, li for an integer m satisfying m ≥ 2, real numbers ρ, η satisfying ρ ≥ 1, η > 0 we define
Gm(ρ, η) = Gm(ρ, η;u0, u1) by
Gm(ρ, η;u0, u1) :=
∫
|ξ|≥ρ
( |ξ|
ρ
)m
exp
 η|ξ|(
|ξ|
ρ
)m
 E(0, ξ;u0, u1) dξ.
Let L be the set of all strictly increasing sequence of positive real numbers {ρj}∞j=1 satisfying ρ1 ≥ 1 and
limj→∞ ρj =∞. Then Manfrin’s class is defined as follows:
Definition 1.1 (Manfrin’s class). For m ≥ 2 we define Manfrin’s class B(m)∆ by
B
(m)
∆ :=
⋃
η>0
{
(u0, u1) ∈ H m2 +1 ×H m2 ; ∃{ρj} ∈ L, sup
j
{Gm(ρj , η;u0, u1)} <∞
}
,
where Hj denote the usual Sobolev class of order j.
Then we have the following theorem for the global solvability of (1.1):
Theorem 1.1 ([7, 11, 12]). Let m ≥ 2. If (u0, u1) ∈ B(m)∆ , then (1.1) has a unique strong solution
satisfying (u(t, x), ut(t, x)) ∈ H m2 +1×H m2 for any t ∈ (0,∞). Here we say that u(t, x) is a strong solution
if u(t, x) ∈ ⋂2k=0 Ck([0, T );H2−k).
Remark 1.1. Theorem 1.1 was proved for m = 2, m = 3, and m ≥ 4 in [11], [12], and [7] respectively.
For Manfrin’s class B
(m)
∆ we have the following properties:
Lemma 1.1 ([7, 11, 12]). Let H({k!}), and QL2 be the realanalytic class, and the quasianalytic class
respectively, which will be given in Definition 2.3, Lemma 2.6 (iii) and (iv). For any m ≥ 2, the following
properties are established:
(i) There exists (u0, u1) ∈ B(m)∆ such that u1 6∈ H({k!}).
(ii) There exists (u0, u1) ∈ B(m)∆ such that u1 6∈ QL2 . On the other hand, there exists u1 ∈ QL2 such
that (0, u1) 6∈ B(m)∆ .
(iii) For any ε > 0, there exists (u0, u1) ∈ B(m)∆ such that (u0, u1) 6∈ H
m
2 +1+ε ×H m2 +ε.
(iv) There exists (u0, u1) ∈ B(m+1)∆ such that (u0, u1) 6∈ B(m)∆ .
Remark 1.2. Denoting p(r) = p(r; ρ) := (r/ρ)m and q(r) = q(r; ρ) := exp(ηr/(r/ρ)m) for r ≥ ρ, the
weight function p(|ξ|)q(|ξ|) of Gm(ρ, η) to E(0, ξ) is not a standard one, because p(r)q(r) is not monotone
increasing with respect to r. Moreover, we observe the followings:
• p(r; ρ)q(r; ρ) is monotone decreasing on [ρ, ρ(ηρ(m − 1)/m)1/(m−1)], and monotone increasing on
[ρ(ηρ(m − 1)/m)1/(m−1),∞) with respect to r. Thus the weight function p(|ξ|; ρ)q(|ξ|; ρ) is non-
standard in
Ω(ρ) :=
{
ξ ∈ Rn ; ρ ≤ |ξ| ≤ ρ
(
ηρ(m− 1)
m
) 1
m−1
}
.
• Noting limr→∞ q(r; ρ) = 1, p(|ξ|; ρ)q(|ξ|; ρ) is the usual weight of Sobolev type outside of Ω(ρ).
• q(|ξ|; ρ) has influence only near to |ξ| = ρ, and the effective area is smaller as m larger. However,
the influence of q(|ξ|; ρ) cannot be ignored since ρ→∞.
For strictly increasing positive continuous functions M and M˜, we consider a generalization of
Gm(ρ, η) as follows:
G(ρ, η,M,M˜) :=
∫
|ξ|≥ρ
M˜
( |ξ|
ρ
)
exp
 η|ξ|
M
(
|ξ|
ρ
)
 E(0, ξ) dξ.
Indeed, we see that G(ρ, η,M,M˜) = Gm(ρ, η) forM(r) = M˜(r) = rm. The main purpose of the present
paper is to extend the order of M(r),M˜(r) from polynomial to infinite order.
2
2 Preliminaries and main theorem
2.1 Log convex sequences
Let us introduce log convex sequences and some properties of them.
Definition 2.1 (Log convex sequence). Let {Mk} = {Mk}∞k=0 be a sequence of positive real numbers.
We call that {Mk} is a log convex sequence if 0 < M0 ≤ M1 and the following inequalities hold for any
k ∈ N :
Mk
kMk−1
≤ Mk+1
(k + 1)Mk
. (2.1)
Example 2.1. The following sequences {Mk} are log convex:
(i) Mk = σ
kk!ν with σ > 0 and ν ≥ 1.
(ii) M0 = 1 and Mk =
∏k
j=1 j exp(j
s) for k ≥ 1 with s > 0.
Remark 2.1. The usual definition of log convex sequence is not (2.1) but Mk/Mk−1 ≤Mk+1/Mk. In
this case, {σkk!ν} with 0 ≤ ν < 1 is also log convex.
From now on, we suppose that the log convex sequences {Mk} satisfy M0 = M1 = 1 without loss of
generality.
For a log convex sequence we define the associated function as follows:
Definition 2.2. For a log convex sequence {Mk}, we define the associated function M(r; {Mk}) on
(0,∞) by
M (r; {Ml}) := sup
k≥1
{
rk
Mk
}
.
We shall introduce some lemmas for log convex sequences and the associated functions. For the proofs
of the lemmas will be given in Appendix.
Lemma 2.1. Let {Mk} be a log convex sequence. Then the following properties are established:
(i) Ml/Ml−1 ≤ lMk/(kMk−1) for any k > l ≥ 1.
(ii) MkMl ≤Mk+l.
(iii) There exists a constant δ ∈ (0, 1) such that M1/kk ≤ δMk/Mk−1.
(iv) Mk/Mk−1 −Ml/Ml−1 ≥ k − l for any k > l ≥ 1.
(v) {k!Mk} is log convex.
Lemma 2.2. Let {Mk} be a log convex sequence. For any non-negative integers j, k, q and r satisfying
0 ≤ j ≤ k the following estimates are established:(
k
j
)
Mr+jMq+k−j
Mq+r+k
≤ 1, (2.2)
and (
k
j
)
Mr+jMr+k−j
Mr+k
≤
(
r + k − 1
r
)
Mr (2.3)
for any k ≥ 1.
Lemma 2.3. The associated function M(r; {Mk}) is strictly increasing for any r > 0,
lim
r→∞
M(r; {Mk}) =∞,
and having the following representation:
M(r; {Mk}) =

rk
Mk
, r ∈
[
Mk
Mk−1
,
Mk+1
Mk
)
(k = 1, 2, . . .),
r, r ∈
[
0,
M1
M0
)
.
(2.4)
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Lemma 2.4. The following estimate is valid for any positive constant d :
sup
r>0
{
M (r + d; {Mk})
M (r; {Mk})
}
≤ (2e)2 (1 + dd+1) .
Lemma 2.5. Let {Mk} and {Nk} be log convex sequences satisfying Mk/Mk−1 < Nk/Nk−1 for any
k ∈ N. Then we have
M (r; {Mk})
M (r; {Nk}) > 1. (2.5)
In particular, if limk→∞Nk/Mk =∞, then we have
lim
r→∞
M (r; {Mk})
M (r; {Nk}) =∞. (2.6)
Moreover, if limk→∞Nk/Mk+1 =∞, then we have
lim
r→∞
M (r; {Mk})
rM (r; {Nk}) =∞. (2.7)
Example 2.2. The associated function of the sequence in Example 2.1 (i):
M1(r) := M(r; {σkk!ν})
satisfies
logM1(r) ≃ r 1ν ,
where f(r) ≃ g(r) with positive functions f, g denotes that there exist a positive constant C > 1 such
that C−1f(r) ≤ g(r) ≤ Cf(r). More precisely, on [Mk/Mk−1,Mk+1/Mk) = [σkν , σ(k + 1)ν) we have
logM1(r)

≥ log
(
1
Mk
(
Mk
Mk−1
)k)
= ν log k
k
k! = νk − ν2 log k +O(1),
≤ log
(
1
Mk
(
Mk+1
Mk
)k)
= ν log (k+1)
k
k! = νk − ν2 log k +O(1),
and
νk − ν
2
log k = νσ−
1
ν r
1
ν − log√r +O(1)
as k →∞ by Stirling’s formula. Thus we have
M1(r) ≃ 1√
r
exp
(
νσ−
1
ν r
1
ν
)
. (2.8)
Remark 2.2. If {Nk} is log convex, then Nk/Nk−1 ≥ k = k!/(k − 1)! by Lemma 2.1 (iv). Therefore,
by Lemma 2.5 and (2.8) with ν = 1 and σ = 1, there exists a positive constant C such that
logM (r; {Nk}) ≤ logM (r; {k!}) ≤ Cr
for r ≥ 1.
Example 2.3. The associated function of the sequence in Example 2.1 (ii):
M2(r) := M
r;

k∏
j=1
j exp(js)


satisfies
logM2(r) ≃ (log(1 + r))1+ 1s . (2.9)
Indeed, on [Mk/Mk−1,Mk+1/Mk) = [k exp(k
s), (k + 1) exp((k + 1)s)), we have
logM2(r)

≥ ks+1
(
1−
∑k
j=1 j
s
ks+1
)
+ k
(
log k −
∑k
j=1 log j
k
)
≃ ks+1,
≤ ks+1
((
k + 1
k
)s
−
∑k
j=1 j
s
ks+1
)
+ (k + 1)
(
log(k + 1)−
∑k+1
j=1 log j
k + 1
)
≃ ks+1.
Therefore, noting k ≃ (log(1 + r))1/s, we have (2.9).
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Remark 2.3. By Lemma 2.1 (i) we have limk→∞Mk/Mk−1 = ∞, it follows that the associated
function M(r; {Mk}) increases faster than any polynomial order as r →∞ by the representation (2.4). If
we adopt the same definition of the associated function for a finite sequence of positive numbers {Mk}lk=0
with l ∈ N, then we have M(r; {Mk}) ≃ rl (r →∞).
2.2 Extension of Manfrin’s class in the ultradifferentiable class
Let us introduce the ultradifferentiable class H({Mk}) as follows:
Definition 2.3. For a log convex sequence {Mk} and a positive real number ρ, we define the ultra-
differentiable classes H(ρ, {Mk}) and H({Mk}) by
H(ρ, {Mk}) :=
{
f ∈ L2(Rn) ;
∫
Rn
M
( |ξ|
ρ
; {Mk}
)
|fˆ(ξ)|2 dξ <∞
}
and
H({Mk}) :=
⋃
ρ>0
H(ρ, {Mk}).
By the properties of log convex sequences and the associated functions, we immediately see the
following lemma:
Lemma 2.6. (i) If f ∈ H(ρ, {Mk}), then supk∈N{ρkMk‖| · |k/2fˆ(·)‖2} <∞.
(ii) If the log convex sequences {Mk} and {Nk} satisfy Mk/Mk−1 < Nk/Nk−1 for any k ∈ N, then
H({Mk}) ⊂ H({Nk}).
(iii) H({k!}), and H({k!ν}) with ν > 1 are realanalytic class, and Gevrey class of order ν respectively.
(See [9].)
(iv) Let Q be the set of all log convex sequences {Mk} satisfying the quasianalytic condition
∑
Mk/Mk+1 =
∞ due to the Denjoy-Carleman theorem. Then QL2 :=
⋃
{Mk}∈Q
H({Mk}) denotes the quasiana-
lytic class. (See [9].)
Let us consider an extension of B
(m)
∆ as m→∞ in the ultradifferentiable class H({Mk}) as follows:
Definition 2.4. Let {Mk} and {M˜k} be log convex sequences, η and ρ be positive real numbers. We
define G(ρ, η, {Mk}, {M˜k}) = G(ρ, η, {Mk}, {M˜k};u0, u1) as follows:
G(ρ, η, {Mk}, {M˜k};u0, u1) :=
∫
|ξ|≥ρ
M
( |ξ|
ρ
;
{
M˜k
})
exp
 η|ξ|
M
(
|ξ|
ρ ; {Mk}
)
 E(0, ξ) dξ.
Then we define the class of initial data B∆({Mk}, {M˜k}) by
B∆({Mk}, {M˜k}) :=
⋃
η>0
{
(u0, u1) ; ∃{ρj} ∈ L, sup
j
{
G(ρj , η, {Mk}, {M˜k};u0, u1)
}
<∞
}
.
Remark 2.4. B
(m)
∆ can be identified B∆({Mk}, {Mk}) for a finite sequence of positive numbers
{Mk}mk=0. Therefore, B∆({Mk}, {M˜k}) is a generalization of the Manfrin’s class B(m)∆ .
The following proposition is a sort generalizations of Lemma 1.1 (iii) and (iv) for B∆({Mk}, {M˜k}):
Proposition 2.1. Let {Lk}, {Mk}, {M˜k}, {Nk} and {N˜k} be log convex sequences. Then the fol-
lowing properties are established:
(i) If (u0, u1) ∈ B∆({Mk}, {Lk}), then ∂x1u0, . . . , ∂xnu0, u1 ∈ H({Lk}).
(ii) If Mk/Mk−1 < Nk/Nk−1 then B∆({Nk}, {M˜k}) ⊂ B∆({Mk}, {M˜k}), and if M˜k/M˜k−1 < N˜k/N˜k−1
then B∆({Mk}, {M˜k}) ⊂ B∆({Mk}, {N˜k}).
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(iii) If Lk/Lk−1 < M˜k/M˜k−1 and limk→∞ M˜k/Lk =∞, then there exists {u1,j}∞j=1 such that {(0, u1,j)}∞j=1
is uniformly bounded in B∆({Mk}, {M˜k}), but {u1,j}∞j=1 is not bounded in H({Lk}) as j →∞.
(iv) If Nk/Mk+1 ր ∞ as k → ∞, then there exists {u1,j}∞j=1 such that {(0, u1,j)}∞j=1 is uniformly
bounded in B∆({Mk}, {M˜k}), but not bounded in B∆({Nk}, {N˜k}) as j →∞.
Remark 2.5. We observe from Proposition 2.1 (iv) that B∆({Mk}, {M˜k}) is not included in B(m)∆ for
any m ∈ N.
Theorem 2.1. Let {Lk} be a log convex sequence. If (u0, u1) ∈ B∆({k!Lk}, {Lk}), then (1.1) has a
global strong solution. Moreover, for any t > 0 there exists ρ = ρ(t) > 0 such that∫
Rn
M
( |ξ|
ρ
; {Lk}
)
E(t, ξ) dξ <∞. (2.10)
Remark 2.6. (2.10) provides ‖| · |kuˆt(t, ·)‖ <∞ for any t ∈ [0,∞) and any k = 0, 1, . . ., which implies
that u(t, x) is a strong solution of (1.1).
Remark 2.7. Noting Proposition 2.1 (i), {Lk} should satisfy the non-quasianalytic condition:
∑
Lk/Lk+1 <
∞; otherwise B∆({k!Lk}, {Lk}) is included in Nishihara’s quasianalytic class.
Remark 2.8. If {Mk} is log convex, then the associated function M(r; {Mk}) is convex by the
representation (2.6). Therefore, the weight functions which define the ultradifferentiable class H({Mk})
are convex; thus the quasianalytic class QL2 due to [14] is defined by convex weight functions. Recently,
Ghisi-Gobbino [4] proved the global solvability in a wider class of Nishihara’s quasianalytic class. Briefly,
their class is defined by monotone increasing weight functions satisfying a sort of quasianalytic condition,
but not necessary to be convex. On the other hand, B∆({Mk}, {M˜k}) cannot be defined by monotone
increasing weight functions. At present, [4] and Theorem 2.1 provide the widest classes for the global
solvability of (1.1) with large data.
3 Estimates of a linearized problem
3.1 Linear wave equation with time dependent coefficient
Let us consider the following Cauchy problem of the wave equation with time dependent coefficient:{
∂2t u(t, x)− a(t)2∆u(t, x) = 0, (t, x) ∈ (0, T )× Rn,
u(0, x) = u0(x), (∂tu)(0, x) = u1(x), x ∈ Rn,
(3.1)
where a(t) ∈ C∞([0, T )) satisfies
1 ≤ a(t) ≤ a1 (3.2)
for a positive constant a1. If the local solution of (1.1) satisfies (2.10) on [0, T ), then Φ(t) := 1 +
‖∇u(t, ·)‖2 ∈ C∞([0, T )); thus (3.1) is a linearized problem of (1.1) adopting a(t) =√Φ(t).
By partial Fourier transformation with respect to x ∈ Rn, (3.1) is reduced to the following problem:{
∂2t v(t, ξ) + a(t)
2|ξ|2v(t, ξ) = 0, (t, ξ) ∈ (0, T )× Rn,
v(0, ξ) = uˆ0(ξ), (∂tv)(0, ξ) = uˆ1(ξ), ξ ∈ Rn,
(3.3)
where v(t, ξ) = uˆ(t, ξ). We define the energy functional E(t, ξ) = E(t, ξ; v) by
E(t, ξ; v) := 1
2
(|ξ|2|v(t, ξ)|2 + |∂tv(t, ξ)|2) . (3.4)
The main purpose of this section is to prove the following proposition:
Proposition 3.1. Let a(t) ∈ C∞([0, T )) satisfy (3.2). If there exist a log convex sequence {Mk} and
a positive constant µ0 such that ∣∣∣a(k)(t)∣∣∣ ≤ µk0Mk (3.5)
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for any k ∈ N, then there exist positive constants κ0 and C0 such that for any κ ≥ κ0 and any m ∈ N the
following estimate is established:
E(t, ξ) ≤ C0E(T0, ξ) exp
(
(T − T0)(κµ0)mMm|ξ|−m+1
)
(3.6)
for 0 ≤ T0 < t < T and |ξ| ≥ κµ0Mm/Mm−1.
Remark 3.1. The corresponding estimates of (3.6) to the linear problem (3.3) with a(t) ∈ Cm([0,∞))
were proved in [7, 12]; however, these estimates has no meaning for the asymptotic as m→∞.
The proof of Proposition 3.1 consists of three parts; reduction to first order system and diagonaliza-
tion, symbol calculus, and these applications for the estimate (3.6). The original idea of the proof was
introduced in [8], and the following proof is a modification of it.
3.2 Refined diagonalization
Let v = v(t, ξ) be the solution of (3.3), and define V1 =
t(vt + ia(t)|ξ|v, vt − ia(t)|ξ|v). Then the equation
of (3.3) is reduced to the following first order system:
∂tV1 = A1V1, A1 =
(
φ1 b1
b1 φ1
)
, (3.7)
where
b1 = − a
′(t)
2a(t)
and φ1 =
a′(t)
2a(t)
+ ia(t)|ξ|.
Let λ1 and λ1 be the eigenvalues of A1 represented by
λ1 = φ1ℜ + i
√
φ21ℑ − |b1|2,
where we denote ℜφ = φℜ and ℑφ = φℑ. Then the corresponding eigenvectors are given by t(1, θ1) and
t(θ1, 1), where
θ1 =
λ1 − φ1
b1
= −iφ1ℑ
b1
(
1−
√
1− |b1|
2
φ21ℑ
)
.
Thus A1 is diagonalized by the diagonalizer Θ1 as follows:
Θ−11 A1Θ1 =
(
λ1 0
0 λ1
)
, where Θ1 =
(
1 θ1
θ1 1
)
since |θ1| < 1. Therefore, denoting V2 = Θ−11 V1, (3.7) is reduced to the following system:
∂tV2 = A2V2, (3.8)
where
A2 =
(
λ1 0
0 λ1
)
−Θ−11 (∂tΘ1) =
(
φ2 b2
b2 φ2
)
,
b2 = − (θ1)t
1− |θ1|2 and φ2 = λ1 +
θ1(θ1)t
1− |θ1|2 .
Generally, the diagonalization procedure above is represented by the following lemma:
Lemma 3.1. Let Vk be a solution to the following system:
∂tVk = AkVk, Ak =
(
φk bk
bk φk
)
,
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and Θk be the diagonalizer of Ak defined by
Θk :=
(
1 θk
θk 1
)
and θk := −iφkℑ
bk
(
1−
√
1− |bk|
2
φ2kℑ
)
.
If |θk| < 1, then Vk+1 = Θ−1k Vk solves the following system:
∂tVk+1 = Ak+1Vk+1, Ak+1 =
(
φk+1 bk+1
bk+1 φk+1
)
,
where
bk+1 = − (θk)t
1− |θk|2 , (3.9)
φ(k+1)ℜ = φkℜ − ∂t log
√
1− |θk|2 (3.10)
and
φ(k+1)ℑ =
√
φ2kℑ − |bk|2 −ℑ{θkbk+1}. (3.11)
Proof. The proof is straightforward if we note that the eigenvalues {λk, λk}, and their corresponding
eigenvectors {t(1, θk), t(θk, 1)} of Ak are represented by
λk = φkℜ + i
√
φ2kℑ − |bk|2
and
θk =
λk − φk
bk
= −iφkℑ
bk
(
1−
√
1− |bk|
2
φ2kℑ
)
.
By applying Lemma 3.1 successively, (3.7) is reduced to the following equation:
∂tVm = AkVm, Am =
(
φm bm
bm φm
)
. (3.12)
However, the diagonalization procedure by Lemma 3.1 is only formal because the invertibility of the
diagonalizer Θk are not ensured. We shall consider this problem in the next section to introduce some
symbol classes.
3.3 Symbol classes
Let {Mk} be a log convex sequence and ρ a positive constant. For m ∈ N we define ZH(m, ρ) by
ZH(m, ρ) :=
{
(t, ξ) ∈ [0,∞)× Rn ; |ξ| ≥ ρ Mm
Mm−1
}
.
Let µ be a positive constant to be defined by (3.15). For integers p, q, r satisfying 0 ≤ p ≤ m, and a
positive real number K, we define the symbol classes S(p){q, r,K} as the set of all functions satisfying
∣∣∂kt f(t, ξ)∣∣ ≤ K µr+kMr+k(r + k + 1)2 |ξ|q (k = 0, . . . , p)
in ZH(m, ρ). In particular, we denote S
(p){q, r, 1} = S(p){q, r} without any confusion.
We immediately see that S(p1){q, r,K} ⊂ S(p2){q, r,K} for p1 > p2 from the definition. Moreover, we
have the following properties:
Lemma 3.2. The following properties are established in ZH(m, ρ) for κ1 = 3pi
2 :
(i) If f ∈ S(p){q, r,K} and p ≥ 1, then ∂tf ∈ S(p−1){q, r + 1,K}.
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(ii) If f1 ∈ S(p){q, r,K1} and f2 ∈ S(p){q, r,K2}, then f1 + f2 ∈ S(p){q, r,K1 +K2}.
(iii) If f ∈ S(p){q, r,K1} and K2 > 0, then K2f ∈ S(p){q, r,K1K2}.
(iv) If f1 ∈ S(p){q1, r1,K1} and f2 ∈ S(p){q2, r2,K2}, then f1f2 ∈ S(p){q1 + q2, r1 + r2, κ1K1K2} for
r1, r2 ≥ 0. In particular, if f2 is independent of t, then f1f2 ∈ S(p){q1 + q2, r1 + r2,K1K2}.
(v) If f ∈ S(p){q, r,K}, then f ∈ S(min{p,m−r}){q + l, r − l,K(µ/ρ)l} for 1 ≤ l ≤ r ≤ m.
(vi) If f1 ∈ S(p){q, r,K1} and f2 ∈ S(p){−r, r,K2}, then f1f2 ∈ S(p){q, r, κ1K1K2(2µ/ρ)r} for p ≤ m
and 1 ≤ r ≤ m.
Proof. (i), (ii) and (iii) are evident from the definition of the symbol classes.
(iv): Let k ∈ N and assume that r1 ≤ r2 without loss of generality. By the inequality
k∑
j=0
(
r1 + r2 + k + j + 1
(r1 + j + 1)(r2 + k − j + 1)
)2
≤ κ1, (3.13)
which will be proved in Appendix, Leibniz rule, Lemma 2.2 and (3.13), we have∣∣∂kt (f1f2)∣∣ ≤K1K2µr1+r2+kMr1+r2+k(r1 + r2 + k + 1)2 |ξ|q1+q2
×
k∑
j=0
(
k
j
)
Mr2+k−jMr1+j
Mr1+r2+k
(
r1 + r2 + k + j
(r1 + j + 1)(r2 + k − j + 1)
)2
.
≤κ1K1K2µ
r1+r2+kMr1+r2+k
(r1 + r2 + k + 1)2
|ξ|q1+q2 .
(v): Let 0 ≤ k ≤ min{p,m− r}. Then we have∣∣∂kt f ∣∣ ≤K µr+kMr+k(r + k + 1)2 |ξ|q
=K
µr−l+kMr−l+k
(r − l + k + 1)2 |ξ|
q+l
(
µ
|ξ|
)l
Mr+k
Mr+k−1
· · ·Mr−l+k+1
Mr−l+k
(
r − l + k + 1
r + k + 1
)2
≤K µ
r−l+kMr−l+k
(r − l + k + 1)2 |ξ|
q+l
(
µMm−1
ρMm
)l (
Mr+k
Mr+k−1
)l
≤K
(
µ
ρ
)l
µr−l+kMr−l+k
(r − l + k + 1)2 |ξ|
q+l.
(vi): Let 0 ≤ k ≤ p. By Lemma 2.2 and (3.13) we have
∣∣∂kt (f1f2)∣∣ ≤K1K2 µr+kMr+k(r + k + 1)2 |ξ|q
(
µ
|ξ|
)r k∑
j=0
(
k
j
)
Mr+jMr+k−j
Mr+k
(r + k + 1)2
(r + j + 1)2(r + k − j + 1)2
≤K1K2 µ
r+kMr+k
(r + k + 1)2
|ξ|q
×
(
µ
ρ
Mm−1
Mm
)r (
r + k − 1
r
)
Mr
k∑
j=0
(r + k + 1)2
(r + j + 1)2(r + k − j + 1)2
≤κ1K1K2
(
µ
ρ
)r
µr+kMr+k
(r + k + 1)2
|ξ|q
(
Mm−1
Mm
)r (
r + k − 1
r
)
Mr
≤κ1K1K2
(
2µ
ρ
)r
µr+kMr+k
(r + k + 1)2
|ξ|q,
where we used the following estimates:(
Mm−1
Mm
)r (
r + k − 1
r
)
Mr =
(r + k − 1)!
mr(k − 1)!
Mr
rMr−1
· · · M11M0(
Mm
mMm−1
)r ≤ (r + k − 1) · · · kmr ≤ 2r.
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Lemma 3.3. Let m, p, r be positive integers satisfying max{p, r} ≤ m and K a positive real number.
If f ∈ S(p){−r, r,K}, ρ > µ and ρ ≥ 4κ1µK, then there exist g1, g2 ∈ S(min{p,m−r}){−r, r, 2K} such that
the following properties are established in ZH(m, ρ) :
1
1− f = 1 + g1
and
1−
√
1− f = 1
2
f(1 + g2). (3.14)
Proof. We denote p0 = min{p,m − r}. By using Lemma 3.2 (v) with q = −r and l = r, we have
f ∈ S(p0){0, 0,K(µ/ρ)r}, it follows that |f | ≤ K(µ/ρ)r < 1 for Kµ < ρ. Moreover, by applying Lemma
3.2 (vi) with f1 = f , f2 = f
j , q = −r, K1 = K and K2 = K(κ1K(2µ/ρ)k)j−1 for j = 1, . . . , l − 1, we
have
f l ∈ S(p0)
{
−r, r,K
(
Kκ1
(
2µ
ρ
)r)l−1}
for l = 2, 3, . . .. Therefore, by Lemma 3.2 (ii) and noting
∞∑
l=1
(
Kκ1
(
2µ
ρ
)r)l−1
≤
∞∑
l=1
(
2Kκ1µ
ρ
)l−1
=
1
1− 2Kκ1µρ
≤ 2,
we have
g1 =
∞∑
l=1
f l ∈ S(p0) {−r, r, 2K} .
Moreover, thanks to the representation
g2 = 2
∞∑
l=1
(
1/2
l + 1
)
(−f)l
and the inequality |(1/2l+1)| ≤ 1/2 for any l ≥ 0, we have (3.14).
For f ∈ S(p){q, r,K} we introduce the following notation for convenience:
f . Kσ(p){q, r}.
In particular, we denote 1σ(p){q, r} = σ(p){q, r}, that is, σ(p){q, r} stands for any function in the symbol
class S(p){q, r, 1}. Moreover, for positive real numbers K1 and K2 we introduce the following notations:
• K1(K2σ(p){q, r}) = (K1K2)σ(p){q, r}.
• K1σ(p){q, r}+K2σ(p){q, r} = (K1 +K2)σ(p){q, r}.
• K1σ(p1){q1, r1} . K2σ(p2){q2, r2} ⇔ S(p1){q1, r1,K1} ⊆ S(p2){q2, r2,K2}.
• (K1σ(p){q1, r1})(K2σ(p){q2, r2}) . κ1K1K2σ(p){q1 + q2, r1 + r2}.
By use of the above notation the properties of Lemma 3.2 and Lemma 3.3 are expressed as follows:
Lemma 3.4. Let 0 ≤ r ≤ m. Then the following properties are established in ZH(m, ρ) :
(i) If p1 > p2, then σ
(p1){q, r} . σ(p2){q, r}.
(ii) If p ≥ 1 and f . σ(p){q, r}, then ∂tf . σ(p−1){q, r + 1}.
(iii) σ(p){q, r} . (µ/ρ)lσ(min{p,m−r}){q + l, r − l} for 1 ≤ l ≤ r ≤ m.
(iv) σ(p){q1, r1}σ(p){q2, r2} . κ1σ(p){q1 + q2, r1 + r2} for r1, r2 ≥ 0, and σ(p){q, r}σ(p){−r, r} .
κ1(2µ/ρ)
rσ(p){q, r} for any p ≤ m and 0 ≤ r ≤ m.
(v) If f . Kσ(p){−r, r}, ρ > µ, ρ ≥ 4κ1µK and max{p, r} ≤ m, then 1/(1−f) . 1+2Kσ(min{p,m−r}){−r, r}.
Moreover, if f 6= 0, then 2(1−√1− f)/f . 1 + 2Kσ(min{p,m−r}){−r, r}.
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3.4 Estimates in the symbol classes
Let us determine the constant µ by
µ := e2µ0κ1. (3.15)
By using the properties of the symbol classes above, we have the following lemma:
Lemma 3.5. For ρ ≥ √2κ21µ the following estimates are established:
b1 .
1
2
σ(m−1){0, 1} (3.16)
and
θ1 .
κ1
2
σ(m−1){−1, 1}. (3.17)
Proof. By (3.5) we see that
∣∣∣a(k)(t)∣∣∣ = ((k + 1) 2k µ0)k Mk
(k + 1)2
≤
(
e2µ0
)k
Mk
(k + 1)2
(3.18)
for any k ∈ N. Moreover, we have ∣∣∣∣∣
(
1
a
)(k)∣∣∣∣∣ ≤
(
e2κ1µ0
)k
Mk
(k + 1)2
(3.19)
for any k ∈ N ∪ {0}, it follows that
1
a
. σ(m){0, 0}. (3.20)
1/a . σ(p){0, 0} for any p ∈ N. Indeed, (3.19) is trivial for k = 0 by (3.2). Suppose that (3.19) is valid
for any 0 ≤ k ≤ l. Then by virtue of Leibniz rule we see that
0 =
∣∣∣∣ dl+1dtl+1 1
∣∣∣∣ = l+1∑
j=0
(
l + 1
j
)
a(j)
(
1
a
)(l−j+1)
,
and thus (
1
a
)(l+1)
= −1
a
l∑
j=1
(
l + 1
j
)
a(j)
(
1
a
)(l−j+1)
− a
(l+1)
a2
.
By Lemma 2.2, (3.13) and (3.18) we have∣∣∣∣∣
(
1
a
)(l+1)∣∣∣∣∣ ≤
l∑
j=1
(
l+ 1
j
)(
e2µ0
)j
Mj
(j + 1)2
(
e2κ1µ0
)l−j+1
Ml−j+1
(l − j + 2)2 +
(
e2µ0
)l+1
Ml+1
(l + 2)2
≤
(
e2κ1µ0
)l+1
Ml+1
(l + 2)2
 l∑
j=1
κ−j1
(
l + 1
j
)
MjMl−j+1
Ml+1
(l + 2)2
(j + 1)2(l − j + 2)2 + κ
−l−1
1

≤
(
e2κ1µ0
)l+1
Ml+1
κ1(l + 2)2
l+1∑
j=1
(l + 2)2
(j + 1)2(l − j + 2)2
≤
(
e2κ1µ0
)l+1
Ml+1
(l + 2)2
.
Thus the estimate (3.19) is valid for k = l+1, it follows that (3.19) is valid for any k ∈ N. Therefore, by
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Lemma 2.2, 3.4 (iv), (3.13) and (3.18) we have
∣∣∣b(k)1 (t)∣∣∣ ≤12
k∑
j=0
(
k
j
) ∣∣∣a(j+1)∣∣∣ ∣∣∣∣∣
(
1
a
)(k−j)∣∣∣∣∣
≤1
2
k∑
j=0
(
k
j
)(
e2µ0
)j+1
Mj+1
(j + 2)2
(
e2κ1µ0
)k−j
Mk−j
(k − j + 1)2
=
1
2
µk+1Mk+1
(k + 2)2
k∑
j=0
(
k
j
)
Mj+1Mk−j
Mk+1
(k + 2)2
(j + 2)2(k − j + 1)2
κk−j1
(
e2µ0
)k+1
µk+1
≤1
2
µk+1Mk+1
(k + 2)2
(
e2κ1µ0
µ
)k+1
≤ 1
2
µk+1Mk+1
(k + 2)2
for any k ∈ N0 := N ∪ {0}; hence (3.16) is valid. By (3.20) and Lemma 3.2 (iv) we have
1
φ1ℑ
. σ(m){−1, 0}, (3.21)
thus by Lemma 3.4 (iv) we have
|b1|2
φ21ℑ
.
κ21
4
σ(m−1){−1, 1}σ(m−1){−1, 1} . κ
3
1µ
2ρ
σ(m−1){−1, 1}.
Consequently, by Lemma 3.4 (iv) and (v) for ρ ≥ √2κ21µ(> µ), which corresponds to ρ ≥ 4κ1µ(κ31µ/(2ρ)),
we have
θ1 =
− ib1φ1ℑ
(
1−
√
1− |b1|2
φ21ℑ
)
|b1|2
φ21ℑ
.
κ1
2
σ(m−1){−1, 1}
(
1
2
+
κ31µ
2ρ
σ(m−1){−1, 1}
)
.
κ1
4
σ(m−1){−1, 1}+ κ
4
1µ
4ρ
σ(m−1){−1, 1}σ(m−1){−1, 1}
.
(
κ1
4
+
κ51µ
2
2ρ2
)
σ(m−1){−1, 1} . κ1
2
σ(m−1){−1, 1}.
By (3.17), Lemma 3.4 (iii) and (iv), we immediately see that
|θ1|2 . κ
3
1µ
2
2ρ2
σ(m−1){0, 0} . 1
4κ1
σ(m−1){0, 0},
it follows that |θ1| < 1 in ZH(m, ρ). Therefore, (3.7) is actually reduced to (3.8). We shall show that
Θk (k = 2, . . . ,m − 1) are also invertible uniformly with respect to k, and thus we will come up to the
equation (3.12).
Lemma 3.6. For ν := 4κ41 and ρ ≥ ρ˜ := 32κ31ν2µ the following estimates are established:
bk . ν
kσ(m−k){−k + 1, k} (3.22)
and
θk . ν
kσ(m−k){−k, k} (3.23)
for any k = 1, . . . ,m in ZH(m, ρ).
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Proof. Suppose that θk . ν
kσ(m−k){−k, k}. By Lemma 3.4 (iii) and (iv), we have
|θk|2 .κ1ν2k
(
2µ
ρ
)k
σ(m−k){−k, k} . κ1
(
2ν2µ2
ρ2
)k
σ(m−k){0, 0}
.
2κ1ν
2µ2
ρ2
σ(m−k){0, 0} . 1
2
σ(m−k){0, 0},
and thus
1
1± |θk|2 . 1 + σ
(m−k){0, 0} . 2σ(m−k){0, 0}
by Lemma 3.4 (v). Therefore, by (3.9), Lemma 3.4 (ii) and (iv) we have
bk+1 .
(
νkσ(m−k−1){−k, k + 1}
)(
2σ(m−k){0, 0}
)
. 2κ1ν
kσ(m−k−1){−k, k + 1} (3.24)
and
|bk|2
φ2kℑ
=
(
2|θk|
1 + |θk|2
)2
.
((
2νkσ(m−k){−k, k}
)(
2σ(m−k){0, 0}
))2
.
(
4κ1ν
kσ(m−k){−k, k}
)2
. 16κ31
(
2ν2µ
ρ
)k
σ(m−k){−k, k}
.
32κ31ν
2µ
ρ
σ(m−k){−k, k} . σ(m−k){−k, k}
.
(
µ
ρ
)k
σ(m−k){0, 0}
for ρ ≥ ρ˜. Let us define αk and βk by
αk := −1 +
√
1− |bk|
2
φ2kℑ
and βk := −ℑ{θkbk+1}
φ1ℑ
for k = 1, . . . ,m− 1. By (3.10) and (3.11), we have
φ(k+1)ℜ = ∂t log
√
a∏k
j=1(1 − |θj |2)
(3.25)
and
φ(k+1)ℑ =φkℑ(1 + αk) + φ1ℑβk
=φ(k−1)ℑ(1 + αk)(1 + αk−1) + φ1ℑ (βk−1(1 + αk) + βk)
...
=φ1ℑ
 k∏
l=1
(1 + αl) +
k−1∑
j=1
βj
k∏
l=j+1
(1 + αl) + βk
 .
By Lemma 3.4 (v), we have
αk .
(
µ
ρ
)k
σ(m−k){0, 0}
(
1
2
+
(
µ
ρ
)k
σ(m−k){0, 0}
)
.
1
2
(
µ
ρ
)k
σ(m−k){0, 0}+ κ1
(
µ
ρ
)2k
σ(m−k){0, 0}
.
(
µ
ρ
)k
σ(m−k){0, 0}
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and
βk .
(
νkσ(m−k){−k, k}
)(
2κ1ν
kσ(m−k−1){−k, k + 1}
)(
σ(m){−1, 0}
)
. 2κ21ν
2kσ(m−k){−k, k}σ(m−k−1){−k − 1, k + 1}
.
2κ31µ
ρ
(
ν2µ
ρ
)k (
µ
ρ
)k
σ(m−k−1){0, 0} .
(
µ
ρ
)k
σ(m−k−1){0, 0}.
Therefore, denoting ψk := φ(k+1)ℑ/φ1ℑ, N := ρ/µ and σ0 := σ
(m−k−1){0, 0}, we have
ψk .
k∏
l=1
(
1 +N−lσ0
)
+
k−1∑
j=1
N−jσ0
k∏
l=j+1
(
1 +N−lσ0
)
+N−kσ0
.
1 + k∑
j=1
N−jσ0
 k∏
l=1
(
1 +N−lσ0
)
.
1 + k∑
j=1
N−jσ0
1 + ∞∑
j=1
(
κ1N
−1
)j
σ0
2 . (1 + κ1N−1
1− κ1N−1σ0
)3
.
(
1 + 2κ1N
−1σ0
)3
= 1 + 6κ1N
−1σ0 + 12κ
2
1N
−2σ20 + 8κ
3
1N
−3σ30
. 1 + 2N−1
(
3κ1 + 6κ
3
1 + 4κ
5
1
)
σ0 . 2σ0
for N = ρ/µ ≥ 6κ1 + 12κ31 + 8κ51, where we used the inequality
∏k
l=1(1 + N
−1) ≤ (1 +∑∞j=1N−j)2.
Consequently, we have
φ1ℑ
φ(k+1)ℑ
. 2σ(m−k−1){0, 0}. (3.26)
By (3.21), (3.24) and (3.26), we have
bk+1
φ(k+1)ℑ
=
|bk+1|
φ1ℑ
φ1ℑ
φ(k+1)ℑ
. 4κ31ν
kσ(m−k−1){−k − 1, k + 1}
and
|bk+1|2
φ2(k+1)ℑ
.16κ71ν
2k
(
2µ
ρ
)k+1
σ(m−k−1){−k − 1, k + 1}
.16κ71ν
2k
(
2µ2
ρ2
)k+1
σ(m−k−1){0, 0} . 1
2
σ(m−k−1){0, 0}.
Therefore, by Lemma 3.4 (v), we obtain
θk+1 =
− ibk+1φ(k+1)ℑ
(
1−
√
1− |bk+1|2
φ2
(k+1)ℑ
)
|bk+1|2
φ2
(k+1)ℑ
.4κ31ν
kσ(m−k−1){−k − 1, k + 1}
(
1
2
+
1
2
σ(m−k−1){0, 0}
)
.4κ41ν
kσ(m−k−1){−k − 1, k + 1}.
Consequently, the estimates (3.22) and (3.23) are established for any k = 1, · · · ,m.
3.5 Conclusion of the proof of Proposition 3.1
We restrict ourselves T0 = 0 without loss of generality. The estimate (3.23) gives |θk| ≤ (νµ/ρ)k ≤
4−k, hence (3.7) is reduced to (3.12) in ZH(m, ρ) by Lemma 3.6. By (3.12) and the estimate |bm| ≤
14
(νµ)mMm|ξ|−m+1, which follows from (3.22) with k = m, we have
∂t|Vm(t, ξ)|2 ≤2 (φmℜ(t, ξ) + |bm(t, ξ)|) |Vm(t, ξ)|2
≤2 (φmℜ(t, ξ) + (νµ)mMm|ξ|−m+1) |Vm(t, ξ)|2
in ZH(m, ρ) uniformly on [0, T ). By Gronwall’s inequality and (3.25) with k = m− 1, we have
|Vm(t, ξ)|2 ≤ a(t)
a(0)
(
m−1∏
k=1
1− |θk(0, ξ)|2
1− |θk(t, ξ)|2
)
exp
(
2T (νµ)mMm|ξ|−m+1
) |Vm(0, ξ)|2. (3.27)
Here we note the following inequalities are established:
|Vk+1|2 = |Θ−1k Vk|2 =
1
(1− |θk|2)2
((
1 + |θk|2
) |Vk|2 − 4ℜ{θk(Vk)1(Vk)2})
≤ (1 + |θk|)
2
(1− |θk|2)2
|Vk|2 = 1
(1− |θk|)2
|Vk|2,
≥ (1− |θk|)
2
(1− |θk|2)2
|Vk|2 = 1
(1 + |θk|)2
|Vk|2,
1∏m−1
k=1 (1 + |θk|)2
|V1|2 ≤ |Vm|2 ≤ 1∏m−1
k=1 (1− |θk|)2
|V1|2,
m−1∏
k=1
(1 + |θk(0, ξ)|) (1 + |θk(t, ξ)|)
(1− |θk(0, ξ)|) (1− |θk(t, ξ)|) ≤
(
m−1∏
k=1
1 + 4−k
1− 4−k
)2
≤
(
1 +
∑∞
k=1 4
−k
1−∑∞k=1 4−k
)4
= 81,
and
4E(t, ξ) ≤ |V1(t, ξ)|2 ≤ 4a21E(t, ξ).
Then, by (3.27) we have
E(t, ξ) ≤1
4
|V1(t, ξ)|2 ≤
∏m−1
k=1 (1 + |θk(t, ξ)|)2
4
|Vm(t, ξ)|2
≤a(t)
∏m−1
k=1 (1 + |θk(t, ξ)|)2
4a(0)
(
m−1∏
k=1
1− |θk(t, ξ)|2
1− |θk(t, ξ)|2
)
exp
(
2T (νµ)mMm|ξ|−m+1
) |Vm(0, ξ)|2
≤ a(t)
4a(0)
(
m−1∏
k=1
(1 + |θk(t, ξ)|)2
(1− |θk(0, ξ)|)2
)(
m−1∏
k=1
1− |θk(0, ξ)|2
1− |θk(t, ξ)|2
)
exp
(
2T (νµ)mMm|ξ|−m+1
) |V1(0, ξ)|2
≤81a31 exp
(
2T (νµ)mMm|ξ|−m+1
) E(0, ξ)
for any t ∈ (0, T ) in ZH(m, ρ). Therefore, setting κ0 = 8e2κ51, and noting νµ = 4e2µ0κ51 = µ0κ0/2, we
have the estimate (3.6) with C0 = 81a
3
1.
4 Proof of the main theorem
4.1 Energy conservation
Let us denote v(t, ξ) = uˆ(t, ξ), and define Φ(t) = Φ(t; v) by
Φ(t; v) = 1 + ‖∇v(t, ·)‖2.
Then (1.1) is reduced to the following problem:{
∂2t v(t, ξ) + Φ(t)|ξ|2v(t, ξ) = 0, (t, ξ) ∈ (0,∞)× Rn,
v(0, ξ) = uˆ0(ξ), (∂tv)(0, ξ) = uˆ1(ξ), ξ ∈ Rn.
(4.1)
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Let E(t, ξ) be the energy functional defined by (3.4) to the solution of (4.1), and E0(t) = E0(t; v) the
total energy to the solution of (4.1) at t defined by
E0(t) :=
1
2
(
‖∂tv(t, ·)‖2 +
∫ ‖|·|v(t,·)‖2
0
(1 + y) dy
)
. (4.2)
Then we have following properties of the energy conservation and corresponding estimates:
Lemma 4.1. If a strong solution of Kirchhoff equation (1.1) exists on [0, T ), then the following
estimates are established for any t ∈ [0, T ) :∫
Rn
E(t, ξ) dξ ≤ E0(t) = E0(0) (4.3)
and
1 ≤ Φ(t) ≤ 1 + 2E0(0). (4.4)
Proof. The equality of (4.3) is straightforward by multiplying ∂tv(t, ξ) to the equation of (4.1) and
integrating over Rnξ . The inequalities of (4.3) and (4.4) are trivial by the definition of E0(t).
If E0(0) = 0 then (1.1) has only a trivial solution. Therefore, we can suppose that E0(0) > 0 without
loss of generality.
4.2 Estimates of the higher order derivatives of Φ(t)
Let us estimate the higher order derivatives of Φ(t) in order to apply Proposition 3.1 for a(t) =
√
Φ(t).
Suppose that ∫
Rn
|ξ|E(t, ξ) dξ <∞
for any t ∈ [0, T ). Then we have
|Φ′(t)| =
∣∣∣∣2ℜ ∫
Rn
|ξ|2vt(t, ξ)v(t, ξ) dξ
∣∣∣∣ ≤ 2 ∫
Rn
|ξ|E(t, ξ) dξ <∞ (4.5)
for t ∈ [0, T ). Noting the estimates (4.4),
∂t
(
E(t, ξ) + 1
2
(Φ(t)− 1)|ξ|2|v(t, ξ)|2
)
=
1
2
Φ′(t)|ξ|2|v(t, ξ)|2 ≤ |Φ′(t)|
(
E(t, ξ) + 1
2
(Φ(t)− 1)|ξ|2|v(t, ξ)|2
)
and Gronwall’s inequality, we have
E(t, ξ) + 1
2
(Φ(t)− 1)|ξ|2|v(t, ξ)|2 ≤ exp
(∫ t
0
|Φ′(s)| ds
)(
E(0, ξ) + 1
2
(Φ(0)− 1)|ξ|2|v(0, ξ)|2
)
.
It follows that
E(t, ξ) ≤ (1 + 2E0(0)) exp
(∫ t
0
|Φ′(s)| ds
)
E(0, ξ). (4.6)
If
∫
Rn
|ξ|2E(0, ξ) dξ <∞, then by (4.6) we have
|Φ′′(t)| =
∣∣∣∣2ℜ ∫
Rn
|ξ|2 (−Φ(t)|ξ|2|v(t, ξ)|2 + |vt(t, ξ)|2) dξ∣∣∣∣
≤2(1 + 2E0(0))
∫
Rn
|ξ|2E(t, ξ) dξ
≤2(1 + 2E0(0))2 exp
(∫ t
0
|Φ′(s)| ds
)∫
Rn
|ξ|2E(0, ξ) dξ
<∞
for any t ∈ [0, T ). By the same way, if ∫
Rn
|ξ|kE(0, ξ) dξ <∞ for any k ∈ N, then we have |Φ(k)(t)| <∞
on [0, T ). Precisely, we have the following lemmas for the higher derivatives of Φ(t):
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Lemma 4.2. We define Pl,j = Pl,j(t; v) for l = 0, 1, 2 and j ∈ N0 as follows:
P0,j =
∫
Rn
|ξ|j |vt(t, ξ)|2 dξ,
P1,j = ℜ
∫
Rn
|ξ|j+1vt(t, ξ)v(t, ξ) dξ,
P2,j =
∫
Rn
|ξ|j+2|v(t, ξ)|2 dξ.
Then for k ∈ N we have the following representations:
Φ(k)(t) =
∑
(α,β,γ)∈Λk
I(α, β, γ)
k∏
j=0
P
αj
0,jP
βj
1,jP
γj
2,j , (4.7)
where
Λk :=
(α, β, γ) ∈ (Nk+10 )3 ;
k∑
j=1
j(αj + βj + γj) = k,
k∑
j=0
(αj + βj + γj) ≤
[
k + 2
2
] (4.8)
and I(α, β, γ) are integers satisfying ∑
(α,β,γ)∈Λk
|I(α, β, γ)| ≤ 3kk!. (4.9)
Proof. Noting Φ(1)(t) = 2P1,1, (4.7) is valid for k = 1. Let us suppose that (4.7) is valid for a k(≥ 1).
Noting the equalities
d
dt
P0,l = −2Φ(t)ℜ
∫
|ξ|l+2vtv dξ = −2 (1 + P2,0)P1,l+1,
d
dt
P1,l = − (1 + P2,0)ℜ
∫
|ξ|l+3|v|2 dξ + P0,l+1 = − (1 + P2,0)P2,l+1 + P0,l+1
and
d
dt
P2,l =2ℜ
∫
|ξ|l+2vtv dξ = 2P1,l+1,
we have
d
dt
k∏
j=0
P
αj
0,jP
βj
1,jP
γj
2,j
=
∑
0≤l≤k
αl 6=0
(
−2αl(1 + P2,0)P1,l+1Pαl−10,l
) ∏
0≤j≤k
j 6=l
P
αj
0,j

 ∏
0≤j≤k
P
βj
1,jP
γj
2,j

+
∑
0≤l≤k
βl 6=0
(
βl (−(1 + P2,0)P2,l+1 + P0,l+1)P βl−11,l
) ∏
0≤j≤k
j 6=l
P
βj
1,j

 ∏
0≤j≤k
P
αj
0,jP
γj
2,j

+
∑
0≤l≤k
γl 6=0
2γlP1,l+1P
γl−1
2,l
 ∏
0≤j≤k
j 6=l
P
γj
2,j

 ∏
0≤j≤k
P
αj
0,jP
βj
1,j
 .
It follows that the representation (4.7) is established for k + 1. Moreover, if (4.9) is valid, then we have∑
(α,β,γ)∈Λk+1
|I(α, β, γ)| ≤
k∑
l=0
(4αl + 3βl + 2γl)
∑
(α,β,γ)∈Λk
|I(α, β, γ)|
≤ 4
[
k + 2
2
]
3kk! ≤ 3k+1(k + 1)!,
which concludes the proof of the lemma.
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Lemma 4.3. There exists a positive constant ν0 such that∣∣∣Φ(k)(t)∣∣∣ ≤ νk0k! max
h∈Nk
0
|h|=k
{
k∏
l=1
∫
Rn
|ξ|hlE(t, ξ) dξ
}
for any k ∈ N, where h = (h1, . . . , hk) ∈ Nk0 and |h| =
∑k
l=1 hl.
Proof. Noting P0,j + P2,j = 2
∫
Rn
|ξ|jE(t, ξ) dξ and |P1,j | ≤
∫
Rn
|ξ|jE(t, ξ) dξ, by (4.3) and Lemma 4.2 we
have ∣∣∣Φ(k)(t)∣∣∣ ≤2∑kj=0(αj+βj+γj)E0(t)α0+β0+γ0 ∑
(α,β,γ)∈Λk
|I(α, β, γ)|
k∏
j=1
(∫
Rn
|ξ|jE(t, ξ) dξ
)αj+βj+γj
≤ (6max{1, E0(0)})k k! max
(α,β,γ)∈Λk

k∏
j=1
(∫
Rn
|ξ|jE(t, ξ) dξ
)αj+βj+γj .
Therefore, noting (4.8) we conclude the proof for ν0 ≥ 6max{1, E0(0)}.
4.3 Prolongation of the local solution
The existence of a unique local solution in Sobolev space is known. Hence we can define T by
T := sup
{
τ > 0 ;
∫
Rn
|ξ|E(t, ξ) dξ <∞, ∀t ∈ [0, τ ]
}
.
Here (4.5), (4.6) and Remark 2.6 imply that T is the supremum of the existence time of the strong
solution to (1.1). Let us denote
Mk := k!Lk, M(r) := M (r; {Mk}) , M˜(r) := M (r; {Lk}) .
Then we shall prove T =∞ by contradiction if there exist η > 0, {ρj} ∈ L and K0 > 0 such that
sup
j

∫
|ξ|≥ρj
M˜
( |ξ|
ρj
)
exp
 η|ξ|
M
(
|ξ|
ρj
)
 E(0, ξ) dξ
 ≤ K0.
Suppose that T <∞, and define T0 by
T0 := max{T − η, 0}.
Then there exists a positive constant C = C(T, η) such that
max
t∈[0,T0]
{∫
Rn
|ξ|E(t, ξ) dξ
}
≤ C. (4.10)
Moreover, we have the following lemma:
Lemma 4.4. The following estimate is established:
sup
j
sup
l≥1
{∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ
}
≤ (1 + 2E0(0))e2CT0K0 (4.11)
for any t ∈ [0, T0]. Moreover, we have
lim
j→∞
max
t∈[0,T0]
sup
l≥1
{∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ
}
= 0. (4.12)
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Proof. By (4.5), (4.6) and (4.10) we have
1
Ll
( |ξ|
ρj
)l
E(t, ξ) ≤(1 + 2E0(0))e2CT0 1
Ll
( |ξ|
ρj
)l
E(0, ξ)
≤(1 + 2E0(0))e2CT0M˜
( |ξ|
ρj
)
exp
 η|ξ|
M
(
|ξ|
ρj
)
 E(0, ξ)
for any j ∈ N. Integrating over |ξ| ≥ ρj we have (4.11). Moreover, by (4.11) we have∫
|ξ|≥ρ1
1
Ll
( |ξ|
ρ1
)l
E(t, ξ) dξ =sup
j
{∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ
}
≤(1 + 2E0(0))e2CT0K0,
it follows that ∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ ≤
∫
|ξ|≥ρj
1
Ll
( |ξ|
ρ1
)l
E(t, ξ) dξ → 0 (j →∞)
uniformly with respect to t ∈ [0, T0] and l ≥ 1.
By (4.12) there exists j0 ∈ N such that
max
t∈[0,T0]
sup
l≥1
{∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ
}
≤ E0(0)
2
for any j ≥ j0. Moreover, by the continuity of E(t, ξ), there exists T1 ∈ (T0, T ) such that
sup
t∈[0,T1)
sup
l≥1
{∫
|ξ|≥ρj
1
Ll
( |ξ|
ρj
)l
E(t, ξ) dξ
}
< E0(0)
for any j ≥ j0. We shall prove that there exists j1 ≥ j0 and σ1 ≥ 1 such that we have a contradiction if
there exists T1 ∈ (T0, T ) such that
sup
t∈[0,T1)
sup
l≥1
{∫
|ξ|≥ρj1
1
Ll
( |ξ|
σ1ρj1
)l
E(t, ξ) dξ
}
= E0(0), (4.13)
which implies T = T1. However, (4.13) with T1 = T implies supt∈[0,T )
∫
Rn
|ξ|E(t, ξ) dξ < ∞, and this
estimate contradicts T <∞.
Suppose that there exists T1 ∈ (T0, T ) such that (4.13) is valid. Noting (4.3), for any t ∈ [0, T1] and
l ≥ 1 we have∫
Rn
|ξ|lE(t, ξ) dξ =(σ1ρj1)l Ll
∫
|ξ|≥ρj1
1
Ll
( |ξ|
σ1ρj1
)l
E(t, ξ) dξ +
∫
|ξ|≤ρj1
|ξ|lE(t, ξ) dξ
≤E0(0) (σ1ρj1)l Ll + ρlj1
∫
|ξ|≤ρj1
E(t, ξ) dξ
≤2E0(0) (σ1ρj1)l Ll
for any j1 ≥ j0 and σ1 ≥ 1. By Lemma 4.3 we have∣∣∣Φ(k)(t)∣∣∣ ≤νk0k! max
h∈Nk0
|h|=k
{
k∏
l=1
2E0(0) (σ1ρj1)
hl Lhl
}
≤ (2E0(0)σ1ρj1ν0)k k! max
h∈Nk
0
|h|=k
{
k∏
l=1
Mhl
hl!
}
≤ νk1Mk
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for any t ∈ [0, T1) and k ∈ N, where ν1 = 2E0(0)σ1ρj1ν0, and we used the following inequality:
k∏
l=1
Mhl
hl!
≤ Mh1+···+hk
(h1 + · · ·+ hk)! =
Mk
k!
,
which follows from (2.2). Moreover, by Lemma 5.3 in Appendix, there exists a positive constant µ0 such
that ∣∣∣∣ dkdtk√Φ(t)
∣∣∣∣ ≤ µk0Mk
for any k ≥ 1; thus we can apply Proposition 3.1 for a(t) =√Φ(t) and a1 =√1 + 2E0(0) due to (4.4).
By applying Proposition 3.1 with k = 2 for t ∈ [0, T0] and |ξ| ≥ κµ0M2, we have
E(t, ξ) ≤ C0E(0, ξ) exp
(
T0(κµ0)
2M2|ξ|−1
)
.
If we choose j1 by
j1 := min
{
j ≥ j0 ; ρj ≥ max{κµ0M2, T0(κµ0)2M2/ log 2}
}
,
then we have
E(t, ξ) ≤ 2C0E(0, ξ) (4.14)
for any t ∈ [0, T0] and |ξ| ≥ ρj1 . Moreover, by Proposition 3.1 we have
E(t, ξ) ≤ C0 exp
(
(T − T0)ρkj1Mk|ξ|−k+1
) E(T0, ξ) (4.15)
for t ∈ (T0, T1) and |ξ| ≥ ρj1Mk/Mk−1. Consequently, associating the estimates (4.14) and (4.15) we
have
E(t, ξ) ≤ 2C20 exp
(
(T − T0)ρkj1Mk|ξ|−k+1
) E(0, ξ)
for any t ∈ [0, T1) and |ξ| ≥ ρj1Mk/Mk−1. Denoting Ik := [Mk/Mk−1,Mk+1/Mk) and using (2.4) we
have ∫
|ξ|≥ρj1
M˜
( |ξ|
ρj1
)
E(t, ξ) dξ =
∞∑
k=1
∫
|ξ|
ρj1
∈Ik
M˜
( |ξ|
ρj1
)
E(t, ξ) dξ
≤ 2C20
∞∑
k=1
∫
|ξ|
ρ1
∈Ik
M˜
( |ξ|
ρj1
)
exp
(
(T − T0)ρkj1Mk|ξ|−k+1
) E(0, ξ) dξ
≤ 2C20
∞∑
k=1
∫
|ξ|
ρj1
∈Ik
M˜
( |ξ|
ρj1
)
exp
(
ηρkj1Mk|ξ|−k+1
) E(0, ξ) dξ
= 2C20
∫
|ξ|≥ρj1
M˜
( |ξ|
ρj1
)
exp
 η|ξ|
M
(
ρj1
|ξ|
)
 E(0, ξ) dξ
≤ 2C20K0.
Therefore, seeting σ1 = 4C
2
0K0/E0(0) we have∫
|ξ|≥ρj1
1
Ll
( |ξ|
σ1ρj1
)l
E(t, ξ) dξ = 1
σl1
∫
|ξ|≥ρj1
1
Ll
( |ξ|
ρj1
)l
E(t, ξ) dξ
≤ 1
σl1
∫
|ξ|≥ρj1
M˜
( |ξ|
ρj1
)
E(t, ξ) dξ
≤ 2C
2
0K0
σ1
=
E0(0)
2
for t ∈ [0, T1); however, these estimates contradict (4.13). Consequently, it must be that
sup
t∈[0,T )
sup
l≥1
{∫
|ξ|≥ρj1
1
Ll
( |ξ|
σ1ρj1
)l
E(t, ξ) dξ
}
≤ E0(0).
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It follows that ∫
Rn
|ξ|E(t, ξ) dξ =
∫
|ξ|≤ρj1
|ξ|E(t, ξ) dξ + M˜1σ1ρj1
∫
|ξ|≥ρj1
|ξ|
L1σ1ρj1
E(t, ξ) dξ
≤ρj1E0(0) + L1σ1ρj1 sup
l≥1
{∫
|ξ|≥ρj1
1
Ll
( |ξ|
σ1ρj1
)l
E(t, ξ) dξ
}
≤ρj1E0(0) + L1σ1ρj1E0(0)
for any [0, T ). However, these estimates bring a contradiction if T <∞; thus it must be that T =∞.
4.4 Concluding remarks
• The nonlinear coefficient 1 + ‖∇u(t, ·)‖2 in the equation of (1.1) can be generalized Ψ(‖∇u(t, ·)‖2)
for Ψ ∈ C∞([0,∞)) satisfying Ψ(y) ≥ 1 with the assumption (u0, u1) ∈ B∆({L˜k}, {Lk}), where L˜k
will be chosen corresponding to the regularity of Ψ. For example, if |Ψ(k)(y)| ≤ µkk!s with s > 1,
then L˜k = k!
s+1Lk.
• Wemay expect that the assumption of Theorem 2.1 to the initial data is improved to B∆({Lk}, {Lk}).
However, the right hand side of (4.9) must be estimated by Kk for a positive constant K in order
to realize the expectation, and such estimates are not proved at present.
5 Appendix
5.1 Proof of Lemma 2.1
Proof. (i) is trivial by (2.1) as follows:
Ml
Ml−1
≤ lMl+1
(l + 1)Ml
≤ lMl+2
(l + 2)Ml
≤ · · · ≤ lMk
kMk−1
.
(ii) is also trivial by (i) as follows:
MkMl =Mk+l
Ml
Ml−1
· · · M1M0
Mk+l
Mk+l−1
· · · Mk+1Mk
≤Mk+l.
By (i) and Stirling’s formula, there exists a constant δ ∈ (0, 1) such that
Mk =
Mk
M0
=
Mk
Mk−1
Mk−1
Mk−2
· · ·M1
M0
≤ k!
kk
(
Mk
Mk−1
)k
≤ δk
(
Mk
Mk−1
)k
.
Thus (iii) is proved. By (i) we have (iv) as follows:
Mk
Mk−1
− Ml
Ml−1
≥ kMl
lMl−1
− Ml
Ml−1
≥
(
k
l
− 1
)
lM1
M0
= k − l.
By (i), (v) is trivial as follows:
k!Mk
k(k − 1)!Mk−1 =
Mk
Mk−1
<
Mk+1
Mk
=
(k + 1)!Mk+1
(k + 1)k!Mk
.
5.2 Proof of Lemma 2.2
Proof. By (2.1) we have(
k
j
)
Mr+jMq+k−j
Mq+r+k
=
(
k
j
) q+k−j−1∏
l=0
1
r + j + l + 1
(r + j + l+ 1)Mr+j+l
Mr+j+l+1
Ml+1
Ml
≤
(
k
j
) q+k−j−1∏
l=0
1
r + j + l + 1
(l + 1)Ml
Ml+1
Ml+1
Ml
≤
(
k
j
) k−j−1∏
l=0
l + 1
j + l + 1
= 1.
We can suppose that r ≥ 1; otherwise (2.3) coincides with (2.2). Let us define
Lj(k, r) :=
(k − j + r)!(j + r)!
(k − j)!j!
and
Nj(k, r) :=
(
k
j
)∏j
l=1
r+l
r+k−j+l(
k+r−1
r
) = (k − 1)!k!
(k + r − 1)!(k + r)!Lj(k, r).
Noting that Lj−1(k, r) ≤ Lj(k, r) if and only if 2j − 1 ≤ k, we have
max
0≤j≤k
{Lj(k, r)} = L[ k+12 ](k, r).
Consequently, if k is odd then
max
0≤j≤k
{Nj(k, r)} =
(k−12 + r) · · · (k−12 + 1)
(k + r − 1) · · · k
(k+12 + r) · · · (k+12 + 1)
(k + r) · · · (k + 1) ≤ 1,
and if k is even then
max
0≤j≤k
{Nj(k, r)} =
(k2 + r) · · · (k2 + 1)
(k + r − 1) · · · k
(k2 + r) · · · (k2 + 1)
(k + r) · · · (k + 1) ≤ 1.
Therefore, by (2.1) we have(
k
j
)
Mr+jMr+k−j
Mr+k
=Mr
(
k + r − 1
r
)
Nj(k, r)
Mr+l
(r+l)Mr+l−1
Mr+k−j+l
(r+k−j+l)Mr+k−j+l−1
≤Mr
(
k + r − 1
r
)
for any j ≤ k.
5.3 Proof of Lemma 2.3
Proof. By Lemma 2.1 (i) with l = k − 1, {Ml/Ml−1}∞l=1 is strictly increasing. Moreover, by Lemma 2.1
(iv) with l = 1 we have limk→∞Mk/Mk−1 = ∞. Therefore, for any r ≥ 1 there exists l ∈ N such that
Ml/Ml−1 ≤ r < Ml+1/Ml. Then we have
rl
Ml
≥ r
k
Mk
Mk
Ml
(
Ml
Ml−1
)l−k
≥ r
k
Mk
Mk
Ml
Ml
Ml−1
· · ·Mk+1
Mk
=
rk
Mk
for any 1 ≤ k < l, and
rl
Ml
≥ r
k
Mk
Mk
Ml(
Ml+1
Ml
)k−l ≥ rkMk
Mk
Ml
Ml+1
Ml
· · · MkMk−1
=
rk
Mk
for any k > l; thus (2.4) is proved. By the same way, for 0 ≤ r < M1/M0 and k > 1 we have
r/M1 ≥ rk/Mk. Moreover, by Lemma 2.1 (iii) we have
M (r; {Mk}) ≥M
(
Ml
Ml−1
; {Mk}
)
=
1
Ml
(
Ml
Ml−1
)l
≥ δ−l →∞ (l →∞).
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5.4 Proof of Lemma 2.4
Proof. We denoteM (r; {Mk}) = M(r). Suppose that r ∈ [Ml/Ml−1,Ml+1/Ml) and r+d ∈ [Mm/Mm−1,Mm+1/Mm)
for l ≤ m. By Lemma 2.1 (i) and Lemma 2.3 we have
M(r + d)
M(r)
=
Ml
Mm
(
1 +
d
r
)l
(r + d)m−l ≤ ed Ml
Mm
(
Ml+1
Ml
+ d
)m−l
≤2m−l−1ed Ml
Mm
((
Ml+1
Ml
)m−l
+ dm−l
)
.
If m = l, then we have M(r + d)/M(r) ≤ ed. On the other hand, if m > l, then noting the inequalities
Ml
Mm
(
Ml+1
Ml
)m−l
=
Mm−1
Mm
· · · Ml
Ml+1
(
Ml+1
Ml
)m−l
≤ 1,
and
d ≥ Mm
Mm−1
− Ml+1
Ml
≥ m− l− 1
by Lemma 2.1 (iv), we have
M(r + d)
M(r)
≤ (2e)d (1 + dd+1) .
5.5 Proof of Lemma 2.5
Proof. If Mk/Mk−1 < Nk/Nk−1, then for any k ∈ N we have
Nk
Mk
=
Nk
Nk−1
· · · N1N0
Mk
Mk−1
· · · M1M0
> 1.
Let r ∈ [Mm/Mm−1,Mm+1/Mm) ∩ [Nl/Nl−1, Nl+1/Nl) with l ≤ m. Then by Lemma 2.3 we have
M(r; {Mk})
M(r; {Nk}) =
Nl
Mm
rm−l ≥ Nl
Mm
(
Mm
Mm−1
)m−l
=
(
Mm
Mm−1
)m−l
Mm
Mm−1
· · · Ml+1Ml
Nl
Ml
≥ Nl
Ml
.
Analogously, we have
M(r; {Mk})
rM(r; {Nk}) =
Nl
Ml+1
rm−l−1
Mm
Ml+1
≥ Nl
Ml+1
(
Mm
Mm−1
)m−l−1
Mm
Mm−1
· · · Ml+2Ml+1
≥ Nl
Ml+1
for m ≥ l + 1, and
M(r; {Mk})
rM(r; {Nk}) ≥
Nl
Ml+1
r−1
Ml
Ml+1
≥ Nl
Ml+1
for l = m. Thus the proof of (2.5), (2.6) and (2.7) are concluded.
5.6 Proof of Proposition 2.1
(i) and (ii) are trivial by the definition and Lemma 2.5. We denote
M(r) = M(r; {Mk}), M˜(r) = M(r; {M˜k}), N (r) = M(r; {Nk}), N˜ (r) = M(r; {N˜k}).
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Let us define the sequences of positive real numbers {rj}∞j=1 and {ρj}∞j=1 by
r1 = ρ1 = 1, ρj+1 = rj + 1, rj+1 =M
(
rj+1
ρj+1
)
for j ≥ 1. Then we have the following lemmas:
Lemma 5.1. {ρj}, {rj} and {rj/ρj} are strictly increasing and go to infinity as j →∞.
Proof. Let j ≥ 1. If rj+1/ρj+1 < M2/M1, then we have
rj+1 =M
(
rj+1
ρj+1
)
=
1
M1
rj+1
ρj+1
=
rj+1
rj + 1
,
and thus rj+1 = 0. Therefore, it must be that rj+1/ρj+1 ≥ M2/M1 for any j ≥ 1. Let rj+1/ρj+1 ∈
[Mk/Mk−1,Mk+1/Mk) for k ≥ 2. Then by Lemma 2.3 we have
rj+1 =M
(
rj+1
ρj+1
)
=
1
Mk
(
rj+1
ρj+1
)k
,
it follows that
rj+1 =M
1
k−1
k (rj + 1)
k
k−1 > (rj + 1)
k
k−1 > rj + 1.
Therefore, {rj}, {ρj} and {M(rj/ρj)} are strictly increasing and all the sequences go to infinity as
j →∞. Moreover, by Lemma 2.3 we see that {rj/ρj} is strictly increasing and limj→∞ rj/ρj =∞.
Lemma 5.2. For any j ≥ 2 the following inequality is valid:
rj
ρj − 1 ≤
rj
ρj
+ 2M2. (5.1)
Proof. Noting 2 ≤ r1 + 1 = ρ2 ≤ ρj for any j ≥ 2, we have
1
ρj − 1 ≤
1
ρj
+
2
ρ2j
.
Therefore, by Lemma 2.3 we have
rj
ρj − 1 ≤
rj
ρj
+
2rj
ρ2j
=
rj
ρj
+ 2M2
1
M2
(
rj
ρj
)2
rj
≤ rj
ρj
+ 2M2
M
(
rj
ρj
)
rj
=
rj
ρj
+ 2M2.
We define uˆ1,j = uˆ1,j(ξ) for j = 1, 2, · · · by
uˆ1,j(ξ) :=

(
ωnr
n−2
j M˜
(
|ξ|
ρj
))− 12 |ξ| ∈ [rj , rj + 1),
0 |ξ| 6∈ [rj , rj + 1),
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where ωn = pi
n−1
∑n−2
l=0
(
n−1
l
)
. Then we have
G(ρj , η, {Mk}, {M˜k}; 0, u1,j) =1
2
∫
|ξ|≥ρj
M˜
( |ξ|
ρj
)
exp
 η|ξ|
M
(
|ξ|
ρj
)
 |uˆ1,j(ξ)|2 dξ
=
1
2ωnr
n−2
j
∫
rj≤|ξ|≤rj+1
exp
 η|ξ|
M
(
|ξ|
ρj
)
 dξ
≤ 1
2ωnr
n−2
j
exp
 ηrj
M
(
rj
ρj
)
∫
rj≤|ξ|≤rj+1
dξ
≤ pi
n−1eη
ωnr
n−2
j
(
(rj + 1)
n−1 − rn−1j
)
=
pin−1eη
ωnr
n−2
j
n−2∑
l=0
(
n− 1
l
)
rlj
≤ pi
n−1eη
ωn
n−2∑
l=0
(
n− 1
l
)
= eη.
Thus the sequence of initial data {(0, u1,j)}∞j=1 is bounded in B∆({Mk}, {M˜k}).
(iii): For any ρ > 0, there exists j ∈ N such that ρj ≥ ρ. Then for large j we have
Fj :=
∫
Rn
M
( |ξ|
ρ
; {Lk}
)
|uˆ1,j(ξ)|2 dξ ≥ 1
ωnr
n−2
j
∫
rj≤|ξ|≤rj+1
M
(
|ξ|
ρj
; {Lk}
)
M
(
|ξ|
ρj
; {M˜k}
) dξ
≥2pi
n−1(n− 1)
Cωn
M
(
rj
ρj
; {Lk}
)
M
(
rj
ρj
; {M˜k}
) .
Therefore, by Lemma 2.4, 2.5 and 5.1 we have limj→∞ Fj = ∞ (j → ∞), it follows that {u1,j} is not
bounded in H({Lk}); thus (iii) is proved.
(iv) Let us prove that supl{G(σl, η, {Nk}, {N˜k}; 0, u1,j)} is not bounded as j →∞ for any {σl} ∈ L and
η > 0. We note that Mk/Mk−1 < Nk/Nk−1 is valid if Nk/Mk+1 ր∞ as k →∞. By Lemma 5.1, for any
large l ∈ N there exists j ≥ 2 such that σl ∈ [rj−1, rj). Then for any rj ≤ |ξ| ≤ rj + 1 we have
N˜
( |ξ|
σl
)
≥ N˜
(
rj
σl
)
≥ 1
and
M˜
( |ξ|
ρj
)
≤ M˜
(
rj + 1
ρj
)
≤ M˜
(
rj
ρj
+ 1
)
≤ CM˜
(
rj
ρj
)
for a constant C > 1 by Lemma 2.4. Moreover, if σl ∈ [rj−1, rj−1 +1) = [ρj − 1, ρj), then by Lemma 2.4,
(5.1) and noting that r/N (r) is monotone decreasing, there exists a positive constant ε such that
|ξ|
N˜
(
|ξ|
σl
) ≥ rj + 1
N
(
rj+1
σl
) ≥ rj
N
(
rj+1
σl
) ≥ rj
N
(
rj+1
ρj−1
) ≥ rj
N
(
rj
ρj−1
+ 1ρ2−1
)
≥ rj
N
(
rj
ρj
+ 2M2 + 1
) ≥ ε rj
N
(
rj
ρj
) = εM
(
rj
ρj
)
N
(
rj
ρj
) .
On the other hand, if σl ∈ [rj−1 + 1, rj) = [ρj , ρj+1 − 1), then for rj ≤ |ξ| ≤ rj + 1 we have
|ξ|
N
(
|ξ|
σl
) ≥ |ξ|
N
(
|ξ|
ρj
) ≥ rj + 1
N
(
rj+1
ρj
) ≥ rj
N
(
rj
ρj
+ 12
) ≥ εM
(
rj
ρj
)
N
(
rj
ρj
) .
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Summarizing the estimates above and noting Remark 2.2, there exists a positive constant η˜ such that
G(σl, η, {Nk}, {N˜k}; 0, u1,j) =1
2
∫
|ξ|≥σl
N˜
( |ξ|
σl
)
exp
 η|ξ|
N
(
|ξ|
σl
)
 |uˆ1,j(ξ)|2 dξ
=
1
2ωnr
n−2
j
∫
rj≤|ξ|≤rj+1
N˜
(
|ξ|
σl
)
M˜
(
|ξ|
ρj
) exp
 η|ξ|
N
(
|ξ|
σl
)
 dξ
≥ 1
2Cωnr
n−2
j
1
M˜
(
rj
ρj
) exp
εηM
(
rj
ρj
)
N
(
rj
ρj
)
∫
rj≤|ξ|≤rj+1
dξ
≥ pi
n−1
Cωnr
n−2
j
exp
εηM
(
rj
ρj
)
N
(
rj
ρj
) − η˜ rj
ρj
 n−2∑
k=0
(
n− 1
k
)
rkj
≥pi
n−1(n− 1)
Cωn
exp
εηM
(
rj
ρj
)
N
(
rj
ρj
) − η˜ rj
ρj
 .
Then Lemma 2.5 and 5.1 imply that limj→∞ supl{G(σl, η, {Nk}, {N˜k}; 0, u1,j)} =∞. Consequently, the
sequence of initial data {(0, u1,j)} is not bounded in B∆({Nk}, {N˜k}).
5.7 Proof of the inequality (3.13)
We suppose that r1 ≤ r2 without loss of generality. Noting the inequalities (k + r2 − r1 − 1)/2 ≤ j0 :=
[(k + r2 − r1)/2] ≤ (k + r2 − r1)/2, we have
j0∑
j=0
(
r1 + r2 + k + j + 1
(r1 + j + 1)(r2 + k − j + 1)
)2
≤
(
r1 + r2 + k + j0 + 1
r2 + k − j0 + 1
)2 j0∑
j=0
1
(r1 + j + 1)2
≤
(
r1 + 3r2 + 3k + 3
r1 + r2 + k + 1
)2 ∞∑
j=0
1
(j + 1)2
≤ 3pi
2
2
and
k∑
j=j0+1
(
r1 + r2 + k + j
(r1 + j + 1)(r2 + k − j + 1)
)2
≤
(
r1 + r2 + k + j0 + 2
r1 + j0 + 2
)2 k∑
j=j0+1
1
(r2 + k − j + 1)2 ≤
(
r1 + 3r2 + 3k + 3
r1 + r2 + k + 3
)2 ∞∑
l=0
1
(l + 1)2
≤ 3pi
2
2
for any k ∈ N.
Lemma 5.3. Let {Mk} satisfy (2.1) and f ∈ C∞([0,∞)) satisfy f(t) ≥ 1. If there exists a positive
constant ν such that ∣∣∣f (k)(t)∣∣∣ ≤ νkMk
for any k ∈ N, then the estimates ∣∣∣∣ dkdtk√f(t)
∣∣∣∣ ≤ µkMk (5.2)
are valid for any k ∈ N with µ = 16pi2ν/9.
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Proof. Denoting ε = 3/(4pi2)(< 1) and setting µ = 4ν/ε, we have∣∣∣f (k)(t)∣∣∣ ≤ ε Mkµk
(k + 1)2
(k + 1)2
4k
≤ ε Mkµ
k
(k + 1)2
for any k ∈ N. We shall show that the estimate∣∣∣∣ dkdtk√f(t)
∣∣∣∣ ≤ ε Mkµk(k + 1)2 (5.3)
is valid for any k ≥ 1 by induction. Indeed, we immediately have (5.2) from (5.3). For k = 1 (5.3) is
valid as follows: ∣∣∣∣ ddt√f(t)
∣∣∣∣ = |f ′(t)|2√f(t) ≤ ε2M1µ22 .
Let us suppose that (5.3) is valid for k = 1, . . . , j. Denoting g(t) =
√
f(t), we have
g(j+1)(t) =
1
2g(t)
f (j+1)(t)− 1
2g(t)
j∑
k=1
(
j + 1
k
)
g(k)(t)g(j+1−k)(t).
Therefore, by using Lemma 2.2 and (3.13), we obtain
∣∣∣g(j+1)(t)∣∣∣ ≤ε
2
Mj+1µ
j+1
(j + 2)2
+
ε2
2
Mj+1µ
j+1
(j + 2)2
j∑
k=1
(
j + 1
k
)
MkMj+1−k
Mj+1
(j + 2)2
(k + 1)2(j − k + 2)2
≤εMj+1µ
j+1
(j + 2)2
,
Thus (5.3) is valid for any k ≥ 1.
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