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$n$ $G$ $i$ $g$
$D_{ig}$
$i$ $g$ $k$
$Pr\{D_{tg}=k\},$ $i=1,\cdots,n,$ $g=1,\cdots,G,$ $k=1,\cdots,K_{ig}$
1 $)$ $Q_{g}$ 1
2$)$ $larrow m$ ( ) $d(l,m)$
$l\neq m,$ $l,$ $m\in\{0,1,\cdots, n\}$ $0$
3 $)$
4 $)$ $\searrow$











$X_{0}$ , $X_{f},$ $0=(0,\cdots,0)$ ,? $=(?,\cdots,?)$ ,
$Q=(Q_{1},\cdots,Q_{G})$ $X_{0}=(0,Q,?,\cdots,?)$ , $X_{f}=(0,Q,0,\cdots,0)$
$(n+1) \prod_{g=1}^{G}\{g$
4 $)$ 1 $m$
$larrow m$ $a=0$ $larrow 0arrow m$
$a=1$ $X$ $U(X)$
$U(X)=\{\{m\in\{1,2,\cdots,n\}|j_{m}\neq 0\}\cup\{0\}\}\cross\{a$ : $a\in\{0,1\}\}$
$X$ $\mathcal{U}=(m,a)$ $X’=(m,q_{m},j_{1},\cdots, j_{m}’,\cdots,j_{ })$
$g(x, u, x’)$
$g(x,u,x’)=\{\begin{array}{ll}d(l,m) if u=(m, 0)d(l, 0)+d(0,m) if u=(m,1)\end{array}$ (1)
$x’$ $q_{mg},j_{mg}$









$P_{\alpha^{}}’(u,g)=\{\begin{array}{l}Pr\{D_{mg}=k\}if[Case]1 if [Case]\end{array}$ (5)
$x$ $x_{f}$
$J(x)$
$J^{\cdot}(x)= \min_{u\in U(x)}\sum_{x’\in S}P_{\alpha’}(u)\{g(x,u,x’)+J^{\cdot}(x’)\}x\in S$ (6)
$J^{*}(x_{0})$ (6)
3. SBMPIM
SBMPIM(Simulation Based Modified Policy Iteration Method)$[5,6]$
(6) $DP$
Stepl : ( )




$S_{v}=\{S_{v}^{0},S_{v}^{1},\cdots,S_{v}^{n}\}$ , Svl $=\emptyset$( ),
$i=0,1,\cdots,n$ $S_{u}=\emptyset$
VRP [7],
$\tau=(0,i_{1},i_{2},\cdots,i_{N},0)$ ( $i_{j}=0$ ) (7)
$\tau$ $i_{1}=1,i_{2}=2,\cdots,i_{N}=n$
$f(i, q_{i},0,\cdots,0, j_{i}, \cdot,\cdots, \cdot)=\{\begin{array}{l}\}_{i+1,0)}^{i,1)} j_{i}=0j_{i}\neq 0 \hslash ] q_{i}\neq 0 (i+1,1) j_{i}=0 q_{i}=0 \end{array}$ (8)
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$r=1$ , $k=1$ ,
$c=1$ $x=x_{0},$ $S_{v}=\{x\}$ Step2
$S_{T}=\{S_{T}^{1},\cdots,S_{\tau^{mx}}^{k}\},$ $S_{T}^{i}=\emptyset,i=1,\cdots,k_{\max}$
Step2 : ( )
$f$ $x_{0}$ $x_{f}$ ax
$k$ $=\{x\}$ , $x$
$v(x)$ , $f$ $x$
$x_{f}$ $J^{k}(x)=0$
Step2-1 $x=(l,q_{1},i_{1},\cdots,i_{n})$ $f(x)=(m,a)$ $x’=(m,q_{m},i_{1}’,\cdots,i_{n}’)$ ,
$p(x’)=\{i_{j}’\neq 0$ $\}$
Step2-2 $y\in S_{T}^{k}$
$J^{k}(y)=\{\begin{array}{l}J^{k}(_{J})+d(l,m) , if a=0,J^{k}(y)+d(l,0)+d(0,m) , if a=1.\end{array}$ (9)
$J^{k}(x’)=0,$ $S_{T}^{k}=S_{T}^{k}\cup\{x’\}$
$x’\not\in S_{V},x’\not\in S_{u}$ $S_{V}^{p(x’)}=S_{v}^{p(x’)}\cup\{x’\},$ $v(x’)=1,$ $J(x’)=0,$ $f(x’)=$
$x’\not\in S_{V},x’\in S_{u}$ $S_{\nu}^{p(x’)}=S_{V}^{p(x’)_{\cup}}\{x’\},$ $v(x’)=1,$ $J(x’)=0,$ $f(x’)=$
$S_{u}=S_{u}-\{x’\}$
$x’\in S_{V}$ $v(x’)=v(x’)+1$ $x’\neq x_{f}$ $x=x’$ Step2-1
Step2-3 y $\in$ $S_{T}^{k}$
$J(y)=J(y)+ \frac{1}{\nu(y)}(J^{k}(y)-J(y))$ (10)
$k=k+1$ $k\leq k_{\max}$ $x=x_{0},$ $J^{k}(x)=0,$ $S_{T}^{k}=\{x\}$ Step2-1
Step2-4 $k_{\max}$ $J^{k}(x_{0})$
$\overline{J}^{r}(x_{0})=\frac{1}{k_{\max}}\sum_{k=1}^{k_{\max}}J^{k}(x_{0})$ (11)
Step3 : ( )
$r=1$ Step4





c-l $t$ $\alpha$ $t_{\alpha}(c-1)$ $t_{\alpha}(c-1)\sigma_{s}/(\sqrt{c}\overline{J}(x_{0}))<\epsilon$
$c=c+1$ Step4
Step4 : ( )
Step4-1 $p=0,1,$ $\cdots,n$ $x\in S_{\nu}^{p}$
$J(x)= \min_{xu\in N(x,f())}\{\sum_{x^{-}\in S}P_{xx},(u)\{g(x,u,x’)+J(x’)\}\}$ (12)
$N(x,f(x))$ $U(x)$ $f(x)$ $P_{xx’}(u)>0$
$x’\not\in S_{V}\cup S_{u}$ $S_{u}=S_{u}\cup\{x’\}$ $f(x’)=$ $J(x’)=$
$f(x)$ $J(x)$ $f(x)$ (12)
Step4-2 x $\in S$
$J(x)= \min_{Xu\in N(x,f())}\{\sum_{\chi^{}\in S}P_{\alpha’}(u)\{g(x,u,x’)+J(x’)\}\}$ (13)
$P_{r’}(u)>0$ $x’$ $\not\in$ Sv $\cup S$ $J$(x’) $=$
$f(x)$ $J(x)$ $f(x)$ (13)
$r=r+1,$ $k=1,$ $x=x_{0},$ $S_{T}=\{S_{T}^{1},\cdots,S_{\tau^{mx}}^{k}\},$ $S_{T}^{l}=\emptyset,i=1,\cdots,k_{\max}$ Step2
4.
$n=8$ , $G=3$ , $Q_{g}=6$ 1
1
2 2





$0arrow 1arrow 2arrow 0arrow 3arrow 4arrow 5arrow 0arrow 6arrow 7arrow 8arrow 0$
$=10000$ , $Cmax=5,$ $\epsilon=\epsilon’=1.0\cross 10^{-3}$
$u=(m,a)$ 4 3
$N_{i}$
(1)$a=0$ ( ) $q_{lg}<Q_{\wedge}$, (
)
$N_{1}=$ (m,
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