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Learning Discrete-Time Markov Chains
Under Concept Drift
Manuel Roveri , Senior Member, IEEE Abstract-Learning under concept drift is a novel and promising research area aiming at designing learning algorithms able to deal with nonstationary data-generating processes. In this research field, most of the literature focuses on learning nonstationary probabilistic frameworks, while some extensions about learning graphs and signals under concept drift exist. For the first time in the literature, this paper addresses the problem of learning discrete-time Markov chains (DTMCs) under concept drift. More specifically, following a hybrid active/passive approach, this paper introduces both a family of change-detection mechanisms (CDMs), differing in the required assumptions and performance, for detecting changes in DTMCs and an adaptive learning algorithm able to deal with DTMCs under concept drift. The effectiveness of both the proposed CDMs and the adaptive learning algorithm has been extensively tested on synthetically generated experiments and real data sets.
Index Terms-Adaptation, change-detection mechanisms (CDMs), concept drift, discrete-time Markov chains (DTMCs), learning in nonstationary environments.
I. INTRODUCTION

I
N THE recent years, the research interest about learning under concept drift is significantly increased, leading to a wide range of machine learning solutions able to deal with the nonstationary learning problems [1] - [4] . Such solutions allow to weaken the stationary hypothesis on the process generating the data, which is generally implicitly or explicitly assumed in traditional machine-learning techniques [5] . In this way, machine learning solutions meant to operate in nonstationary environments are able to learn from data-generating processes that evolve over time due to variations in the environment in which a system is operating (e.g., seasonality, periodicity and aging effects), changes in the interaction between the environment and the system (e.g., cyberattacks or changes in the users' habits), or faults/malfunctioning affecting the system [6] .
The literature about learning under concept drift is very wide, and several families of solutions exist. Such solutions differ in the considered approach (e.g., active versus passive), encompassed learning mechanism (e.g., single versus ensemble solutions), and required assumptions (e.g., abrupt changes versus drift) [3] , [4] . Despite the heterogeneity of these solutions, most of the studies are focused on probabilistic frameworks (e.g., regression or classification) under concept drift. In this scenario, data are modeled as random variables, and concept drift refers to changes in the posterior probability or the marginal distribution [2] , [4] . Extensions to such a probabilistic framework have been proposed in the field of learning nonstationary signals [7] or graph representations under concept drift [8] .
For the first time in the literature, this paper focuses on the learning of discrete-time Markov chains (DTMCs) under concept drift. DTMCs are stochastic models describing data-generating processes, characterized by a discrete set of states and discrete time, following the Markov property [9] , [10] . DTMCs have been extensively studied for decades [9] , [11] and represent the theoretical basis of a wide range of real-world applications and tools, e.g., web search engines, natural language recognition, and hidden Markov models (HMMs). The change of state in a DTMC is called transition, and the probability of moving from one state to another is called transition probability. Typically, the transition probabilities of DTMCs are assumed to be known or estimated from data [11] , [12] . Such transition probabilities are time-independent as in homogeneous DTMCs or time-dependent as in nonhomogeneous DTMCs (where the transition probabilities evolve over time according to a fixed law). Concept drift could affect both the time-independent and time-dependent transition probabilities, leading to a variation in the transition probabilities in case of the homogeneous DTMCs or to a change in the time-dependence characterizing the transition probabilities in case of nonhomogeneous ones. In order to react and adapt to such concept drift, the transition probabilities of DTMCs must be adapted over time following a learning under concept drift approach [3] , [4] .
In this paper, we focus on homogeneous DTMCs, 1 and we introduce a family of change-detection mechanisms (CDMs) and an adaptive algorithm called "ADaptive Algorithm for Markov chains" (ADAM) for learning DTMCs under concept drift.
The proposed CDMs aim at sequentially analyzing observations coming from the data-generating process looking for changes in the associated DTMCs [4] . Inspired by the well-known and theoretically grounded CUmulative SUM (CUSUM) test [13] , three versions of the CDM for DTMCs are introduced here. These three versions differ in the a priori knowledge they require to operate and performance. The first version, called "parametric," relies on the knowledge of the transition probabilities of the DTMC before and after the change. Asymptotic properties for this parametric CDM (P-CDM) are derived, i.e., the Average Run Length to a false positive (FP) detection (ARL 0 ) and to a correct detection (ARL 1 ). The second one, called "nonparametric," does not require any a priori knowledge about the DTMC before or after the change. For this version, an approximated asymptotic ARL 0 is derived. In addition, following the approach proposed in [14] , a hierarchical version of the nonparametric CDM (NP-CDM) is introduced to improve the tradeoff between FP detections and detection delay (DD).
The proposed adaptive algorithm, called ADAM, for the learning of homogeneous DTMCs under concept drift follows a hybrid active-passive approach [15] ; the DTMC is adapted at each observation gathered from the data-generating process (as in passive approaches), while a CDM is used to trigger the retraining of the DTMC when needed (as in active approaches). The core of ADAM is the joint use of a CDM monitoring the stationarity of the data-generating process and an adaptive window over the recently acquired observations to estimate the transition probabilities of the DTMC over time. In stationary conditions, thanks to a change-detection index provided by the CDM, such an adaptive window is enlarged to improve the transition-probability estimation of the DTMC over time. In nonstationary conditions, the change-detection index drives the reduction of the adaptive window to react to a possible concept drift. When a change is detected, the DTMC is retrained as in active approaches [16] on the new state of the data-generating process on an adaptive window of recently acquired observations. The length of this adaptive window is automatically defined by means of a novel procedure to estimate the time instant a concept drift affected a DTMC.
The novel contributions of this paper can be summarized as follows:
1) a hybrid active-passive adaptive algorithm called ADAM for the learning of DTMCs under concept drift; 2) three different CDMs for detecting changes in DTMCs differing in the required a priori knowledge about the data-generating process they require to operate and the provided tradeoff between FP detections and DD; 3) a change-detection index aiming at measuring the stationarity of the data-generating process and triggering the adaptation of DTMCs under concept drift; 4) a procedure to estimate the time instant a concept drift affected a DTMC. Both the proposed family of CDMs and the ADAM framework are made available to the scientific community as a MATLAB toolbox 2 .
The effectiveness of what proposed has been tested on a wide synthetic experimental campaign and two real data 2 The toolbox can be downloaded from the IEEE Code Ocean at https:// codeocean.com/2018/12/06/adaptive-algorithm-for-markov-chains/code. sets, i.e., a data set from the Australia New South West electricity market for electricity demand prediction and a data set from the National Oceanic and Atmospheric Administration (NOAA) about annual hurricane rates for understanding global climate processes. This paper is organized as follows. Section II describes the related literature. Section III formulates the problem of learning DTMCs under concept drift. The parametric, nonparametric, and hierarchical CDMs are described in Section IV, while the proposed adaptive algorithm ADAM for learning DTMCs under concept drift is detailed in Section V. Experimental results are given in Section VI, and conclusions are finally drawn in Section VII.
II. RELATED LITERATURE
Estimating the unknown transition matrix of a DTMC from the observations generated by a stochastic process has been extensively studied in the literature [9] , [11] , [12] , [17] . These solutions are based on the maximum-likelihood principle and, generally, rely on counting the times the stochastic process moves from one state to another. To achieve this goal, one or more sequences of observations can be used [11] , and consistency properties and bounds have been derived for both homogeneous and nonhomogenous DTMCs [9] - [11] , [18] , [19] . As stated in Section I, concept drift could affect both types of DTMCs by breaking the stationary assumption in the homogeneous case and the time invariance of the stochastic process in the nonhomogenous one. Interestingly, the problem of learning DTMCs in presence of concept drift has been rarely addressed in the literature, and only few application-specific solutions exist. For example, [20] introduces a discrete-time Markov model aiming at investigating treatment intervention and death of patients affected by the diabetic retinopathy. Here, concept drift is explicitly introduced by combining two Markov chains in the considered stochastic process to model the progression of the disease over time.
A relatively larger literature about detecting changes in DTMCs exists. More specifically, the problem of detecting changes in Markov chains has been initially defined in [21] under a Bayesian formulation of geometric priors about the concept-drift time instant. That work introduces an optimal detection scheme for DTMCs based on the Shyrayev-Robert formulation [22] under the assumption of a priori knowing the distribution of the concept-drift time instant as well as the parameters of the transition matrix before and after the change. Differently, [23] introduces a non-Bayesian framework for change detection in DTMCs. This framework does not require any a priori knowledge about the change-time distribution but assumes specific dependence structures of the transition matrices of DTMCs (i.e., symmetric variations of the transition probabilities). Even in this case, the DTMCs before and after the changes are assumed to be known. An interesting approach is proposed in [24] for detecting changes in HMMs. The CDM is reformulated as a sequential probability ratio test [25] , whose log-likelihood ratio mechanism has been approximated to take into account the fact that the processed data are not independent and identically distributed. HMMs are assumed to be known before and after the change to compute the approximated log-likelihood ratio. Nonstationary Markov models have been also introduced in the literature. For example, [26] proposes a nonstationary extension of HMMs to deal with the time-varying transition-probability parameters. Similarly, [27] introduces HMMs that able to model the time-varying state durations. These models represent extensions of traditional HMMs, but, unfortunately, they do not provide mechanisms for detecting changes in the associated data-generating process.
The problem of detecting changes in Markov chains has been also addressed in application-specific scenarios. For example, [28] reformulates the problem of change detection into a change-point analysis aiming at detecting the presence of a change point into a fixed-length sequence of data. This approach, which is not truly sequential, has been applied to detect shifts in hurricane rates. Similarly, [29] proposes a video-segmentation mechanism based on the Markov chains and change-point analysis. The proposed mechanism relies on a Bayesian framework, while the segmentation assumes the a priori knowledge of the distribution of the number of scenes within the video. Differently, [30] introduces a sequential mechanism based on DTMCs for intrusion detection in computer and network systems. This mechanism relies on the estimation of a DTMC modeling the nominal behavior of the computer/network system by means of an "intrusionfree" training sequence. An intrusion is detected when the trained DTMC is no more able to explain the recently acquired data (through the analysis of the likelihood). Similarly, [31] introduces a sequential mechanism based on DTMCs for detecting "unusual" human behaviors in intelligent houses. The "usual" behavior is modeled through the learning of a DTMC on a training sequence, while the change-detection phase relies on the analysis of the likelihood computed on acquired data.
Interestingly, a relatively wide literature about learning classification and regression models under concept exists [3] , [4] . Examples of these families of solutions are the Adaptive windowing algorithms [32] , [33] , the Just-InTime Adaptive Classifiers [34] , [35] , and the Ensemble-based Algorithms [36] - [38] . In this research field, the literature about CDMs for detecting changes in random variables is large and well established [4] , [39] . Relevant and well-known examples of CDMs are the Drift Detection Method (DDM) [32] , Early DDM (EDDM) [40] , and Exponentially Weighted Moving Average (EWMA) [41] , while other interesting CDMs can be found in [42] - [44] , just to name a few. We emphasize that these solutions are meant to operate in a probabilistic framework; hence, they cannot be directly applied to the scenario of DTMCs under concept drift.
Summarizing, for the first time in the literature, this paper introduces an adaptive algorithm for the learning of DTMCs under concept drift as well as three different mechanisms (differing in the a priori knowledge they require to operate and the tradeoff between DDs and FP detections) for detecting changes in DTMCs. In addition, this paper introduces a procedure to estimate the time instant a concept drift affected a DTMC, a precious information to support the adaptation of DTMCs over time.
III. PROBLEM FORMULATION
Let P be a data-generating process generating a sequence of observations T = {s 1 , s 2 , . . . , s t , . . . , s T } over discrete-time instants t = 1, 2, . . . , T . The time horizon T could be finite, i.e., T < +∞, or infinite, i.e., T = +∞.
Each observation s t belongs to a finite state space, i.e., s t ∈ = {ω 1 , . . . , ω N }, being N the finite number of states. We assume that does not change over time.
We also assume that P can be modeled as a DTMC = {π, P}, where π is the initial distribution of the states and P is the transition matrix. We model the concept drift in P as an abrupt change in the transition matrix P
where P 0 refers to the transition matrix of P before the change (t < t * )
and P 1 refers to the transition matrix of P after the change (t ≥ t * )
being p 0 i, j and p 1 i, j the probability to move from state ω i to ω j before and after the change, respectively, while t * ≤ T refers to the time instant the concept drift occurs (the case where t * = T refers to a stationary DTMC in the considered time horizon). We emphasize that t * in (1) is a priori unknown.
Since concept drift refers to a change in the transition matrix P, the data-generating process P before and after the concept drift is defined as 0 = {π, P 0 } and 1 = {π, P 1 }, respectively.
We assume that the first L observations T S = {s 1 , s 2 , . . . , s L } of T have been generated in stationary conditions, i.e., L < t * . This is reasonable since concept drift, generally, occurs with a large time constant, hence not affecting P in the early stages of operation. 3 The aim of the proposed CDMs and ADAM is to detect changes and learn DTMCs under concept drift defined as in (1) .
We emphasize that the solutions described in this paper could be easily extended to the case of drift changes, where P 1 is time-dependent whose probability p 1 i, j slowly vary over time for t ≥ t * . In fact, the three proposed CDMs are already ready to detect this type of changes, while, to be effective in case of drift changes, the proposed ADAM should be endowed with a nonhomogeneous learning mechanism since the DTMC becomes time-dependent after t * .
IV. PROPOSED CHANGE-DETECTION MECHANISMS: PARAMETRIC, NONPARAMETRIC, AND HIERARCHICAL
The goal of the proposed parametric, nonparametric, and hierarchical CDMs is to promptly and effectively detect concept drift, as defined in (1), affecting DTMCs. These three CDMs differ in the amount of a priori knowledge they require to operate and the tradeoff between detection promptness and FP detection. More specifically, the parametric CDM assumes the knowledge of P 0 and P 1 to operate, while the nonparametric and the hierarchical ones do not. In particular, the hierarchical CDM extends the nonparametric CDM by introducing a validation layer to reduce the FP detections.
Besides being stand-alone tools for the analysis of DTMCs, the proposed CDMs play a crucial role in triggering the adaptation phase in the proposed ADAM, as detailed in Section V.
A. Parametric Change-Detection Mechanism: Algorithm, ARL 0 , and ARL 1
This section details the proposed parametric CDM, called P-CDM, for detecting changes in DTMCs. The proposed mechanism operates by sequentially analyzing observation in T inspecting for changes defined in (1). More specifically, the mechanism operates on nonoverlapping subsequences of length W of T , defined as
where w i is the i th subsequence of T . Inspired by the CUSUM approach [13] , the core of the proposed P-CDM is the computation of the log-likelihood ratio
where P 1 (w i ) and P 0 (w i ) represent the probability that w i is generated by 1 and 0 , respectively. Following the parametric approach, here, 1 and 0 are assumed to be known. P 1 (w i ) and P 0 (w i ) are defined as follows [9] :
and
where π t 1 (s t ) and π t 0 (s t ) represent the probability of being in state s t at time t by 1 and 0 , respectively, while p 1
are the transition probability from state ω i to ω j of 1 and 0 , respectively.
Since we are interested in changes in the transition matrix P, we approximate π t 1 (•) and π t 0 (•) with the asymptotic distributions of the states π 1 (•) and π 0 (•) that can be (7) and (8);
Change detection in the i th subsequence w i ; end end easily computed from P 0 and P 1 [9] . In this way, we are removing the dependence from the initial state distribution by assuming that enough time passed to achieve the stationary state of the DMTC [9] . This assumption is in line with the fact that changes rarely occur in the early stages of P (as commented in Section III). Hence, we can rewrite (3) as
being
In order to support the sequential analysis of T , we define the following figure of merit:
being sign(•) the sign function and m 0 = 0. A change is detected in the i th subsequence w i of T when
being K ∈ N + a user-defined parameter. The algorithm of the proposed P-CDM for detecting changes in DTMCs is detailed in Algorithm 1. The choice of K is critical to balance the tradeoff between FPs and DD. For this reason, the rest of this section is devoted to analyze the performance of the proposed mechanism in terms of the average time for a FP detection ARL 0 and for a correct change detection ARL 1 with respect to K .
More specifically, given W , the set U = {u 1 , . . . , u |U | } of all the possible state sequences of length W is finite. The cardinality |U| of U is the total number of permutations with repetitions of N states over a sequence of length W , i.e., |U| = N W .
To compute ARL 0 , which is the average time for a FP detection, we assume that t * = +∞. Hence, the whole T is generated by 0 . The probability q 0 | 0 j that the j th state sequence u j ∈ U, with j = 1, . . . , |U|, has been generated by 0 , given the fact that it has been generated by 0 is defined as
Similarly, we can define
as the probability that u j has been generated by 1 , given the fact that it has been generated by 0 . Obviously,
Then, U is partitioned into two subsets {U 0 , U 1 } as follows:
where U 1 contains all the state sequences of U which are more likely to be generated by 1 than 0 , and U 0 is the complement set of U 1 with respect to U. We can now define
represents the probability of generating a state sequence of length W by 0 that is more likely to be generated by 1 than 0 . Similarly, we can define Q 0 0 as the probability of generating a state sequence of length W by 0 that is more likely to be generated by 0 than 1 (or where the probability is equal). Obviously,
We can now compute ARL 0 as follows. Theorem 1: Lett be the detection time of the proposed P-CDM, t * = +∞, and
where I is the (K + 1) × (K + 1) identity matrix, P 0 Z is the (K + 1) × (K + 1) matrix defined as follows:
where 1 is the (K + 1)-dimensional vector of ones, and u is the
The demonstration is based on the fact that the detection mechanism in (10) can be modeled as a discrete-time birth-death Markov chain with K + 1 states {0, 1, . . . , K } defined by the following (K + 1) × (K + 1) transition matrix:
while the corresponding initial distribution vector is the
A detection occurs when the state K is achieved starting from state 0. Given this formalization, we can resort on the theory of DTMCs to compute μ that is the vector of the mean first-time passages from the states {0, 1, . . . , K } to the state K .μ is computed by solving the following equation:
The first element of μ represents ARL 0 . We can similarly define ARL 1 as the average time to the first detection when t * = 0, i.e., the whole T is generated by 1 . Even in this case, we can compute
Then, we partition U as follows:
and we can compute
that is the probability of generating a state sequence of length W by 1 that is more likely to be generated by 1 than 0 .
We can now compute ARL 1 as follows. Lemma 2: Lett be the detection time of the proposed P-CDM, t * = 0, and Q
where I is the (K + 1) × (K + 1) identity matrix, P 1 Z is the (K + 1) × (K + 1) matrix defined as follows:
and 1 is the (K + 1)-dimensional vector of ones, while u is
The demonstration relies on the same procedure used for Theorem 1 and is omitted for brevity.
B. Nonparametric Change-Detection Mechanism
The above-described P-CDM assumes the a priori knowledge of 0 and 1 . Unfortunately, in real-world conditions, this assumption rarely holds. To overcome this limitation, nonparametric solutions should be considered [16] . In this section, we present the nonparametric extension, called NP-CDM, described in Section IV-A.
The core of the proposed NP-CDM is that, being not a priori known, 0 and 1 are estimated from data.
More specifically, under the assumption that the first L samples of T have been generated in stationary conditions, T S = {s 1 , . . . , s L } is used to compute an estimate 0 of 0 . Several techniques are available for this purpose, and we opted for the statistical procedure based on the maximum likelihood 
Change detection in the i -th subsequence w i ; end end Estimate 1 on {s t −L+1 , . . . , s t }; end described in [9] . Similarly, to compute an estimate 1 of 1 , the NP-CDM relies on a sliding window of length L over the latest acquired observations from P. Hence, at time t, 1 is estimated from the state subsequence {s t −L+1 , . . . , s t }.
Similar to its parametric version, the NP-CDM operates by analyzing the nonoverlapping sequences of length W defined in (2), where 0 and 1 are approximated with 0 and 1 . In particular, the proposed NP-CDM approximates the log-likelihood ratio defined in (6) with
where P 1 (w i ) and P 0 (w i ) represent the probability that w i is generated by 1 and 0 , respectively. P 1 (w i ) and P 0 (w i ) are defined as in (7) and (8) 
The proposed NP-CDM for detecting changes in DTMCs is detailed in Algorithm 2. The choice of K is more critical in this case since in stationary conditions, i.e., before the change, 0 and 1 represent two realizations of the same random variable modeling the unknown DTMC 0 . This could lead to a larger probability of FPs than the parametric case given the same K . This aspect is explored in the rest of the section.
We approximate ARL NP 0 of the NP-CDM by assuming that in stationary conditions, Q 1 0 ≈ 0.5 meaning that before the change, the subsequence w i could be assigned with equal probability to 0 or 1 . More specifically, let t * = 0 and Q 1 0 ≈ 0.5, the approximated ARL NP 0 of the proposed NP-CDM is computed as
where I is the (K + 1) × (K + 1) identity matrix, P 0 NP is the (K + 1) × (K + 1) matrix defined as follows: 
C. Hierarchical Nonparametric Change-Detection Mechanism
The choice of K defines a tradeoff between FP detections and DD in both the parametric and nonparametric mechanism detailed earlier. Following the hierarchical approach for change-detection tests proposed in [14] , we coupled the nonparametric change-detection algorithm described in Section IV-B with a hypothesis test. This allowed us to define a two-layer hierarchical nonparametric CDM, called H-NPCDM, for detecting the changes in DTMCs.
More specifically, the proposed H-NPCDM relies on the following two-layer architecture.
1) The first layer comprises the NP-CDM described in Section IV-B. When a change is detected, the first layer triggers the activation of the second layer of analysis. 2) The second layer relies on a multiple two-sample χ 2 hypothesis test on the estimated DTMCs to reduce the FP detections. This second layer of analysis aims at confirming (or not) the change detected at the first layer by inspecting the variations in the frequency distribution of the estimated DTMCs. More specifically, the second layer operates as a multiple hypothesis test applied to the corresponding rows of the estimated transition matrices P 0 and P 1 of 0 and 1 , respectively, as follows:
where χ 2 (a, b, γ ) is the two-sample χ 2 hypothesis test [45] applied to vectors a and b with confidence γ , and p 0 j and p 1 j are the j th row of the transition matrix P 
Change detection at time t; end end end Estimate 1 on {s t −L+1 , . . . , s t } end
V. PROPOSED ADAPTIVE ALGORITHM FOR LEARNING DISCRETE-TIME MARKOV CHAINS UNDER CONCEPT DRIFT
The proposed ADAM aims at learning and tracking the evolution of the transition matrix of a DTMC under concept drift. More specifically, ADAM, which is detailed in Algorithm 4, is based on a hybrid active-passive approach [15] , where the transition matrix is continuously adapted as new observations become available as in passive approaches, while the retraining of the transition matrix is triggered by the CDM in response to concept drift as in active ones.
More specifically, ADAM initially estimates the transition matrixP on T S during the initial training phase. Then, during the operational life,P is updated at each new observation s t provided by P by relying on an adaptive window over the recently acquired observations. The core of ADAM is the adaptive definition of the length L adapt of such a window that is widened in stationary conditions to improve the estimation ofP [9] and reduced in nonstationary ones to remove the outto-date knowledge fromP and adapt it to the concept drift.
This widening/reduction mechanism, which is activated for every subsequence w i of observations, is driven by the change-detection index m i ∈ {0, 1, . . . , K } defined in (20) . When m i < K /2, P can be safely associated with the stationary state and L adapt can be increased. On the contrary, when m i > K /2, P could approach a concept drift and L adapt is reduced to remove the obsolete knowledge fromP. This widening/reduction mechanism is formalized through the 
Compute m i as described in Section IV;
where L i adapt is the value of L adapt at the i th subwindow w i and
being η a user-defined learning-rate parameter, • the floor function, and σ (•) the log-sigmoidal function. Bounds on L can be easily defined since m i ∈ {0, 1, . . . , K }; hence
that can be approximated with
when K 2. It is worth noting that, the widening/reduction of L i adapt is adaptive and strictly depends on how far m i is from K /2. Given (26) and (28), L is equal to + γ W , 0, and − γ W when m i is equal to 0, K /2, and K , respectively. In addition, a maximum L M AX and a minimum L M I N value (suitably defined by the user) can be set to bound L i adapt during the operational life.
When m i == K , the considered CDM (i.e., the nonparametric NP-CDM or the hierarchical H-NPCDM confirmed by the second layer of analysis) detects a change in P. Let w i be the subwindow, where a change is detected (corresponding to time instant t equal to Wi), ADAM triggers the retraining of P by relying on an estimate t 0 of the time instant t * the drift occurred. Such an estimate t 0 is computed as
where
being i 0 the largest subwindow index such that m i is equal to K /2; t 0 represents an estimate of the time instant t * the concept drift occurred, and all the observations acquired from t 0 to t = Wi can be safely associated with the new state of the DTMC, following the formalization in (1). These observations are used to re-estimateP, hence neglecting all the observations acquired before t 0 . In this way, the DTMC is adapted to the new state of P, and, after that, it is ready to operate, being able to detect and adapt to further concept drift affecting P.
The estimation ofP, during both the training and the operational phase, is carried out through the maximum likelihood procedure (as described in Section V).
VI. EXPERIMENTAL RESULTS
The experimental campaign described in this section aims at evaluating both the ability of the proposed CDMs in correctly detecting changes in DTMCs (see Section VI-A) and the capability of the proposed ADAM in learning DTMCs under concept drift (see Section VI-B).
A. Evaluating the Change-Detection Mechanisms
The ability in correctly detecting changes of the proposed CDMs, i.e., P-CDM, NP-CDM, and H-NPCDM, is tested through three different steps. At first, we experimentally evaluate ARL 0 and ARL 1 of P-CDM and ARL 0 of NP-CDM. Then, we experimentally show the ability of the proposed H-NPCDM in reducing FP detections with respect to NP-CDM. Finally, we compare H-NPCDM with the state-of-the-art CDMs on both synthetic experiments and a real-world data set.
1) Analysis of ARL 0 and ARL 1 : We initially evaluated the expected ARL 0 and ARL 1 characterizing P-CDM, as described in Section IV-A. To achieve this goal, we generated N couple = 1000 couples of DTMCs { 0 , 1 } and, for each couple, N seq = 10 000 state sequences. In this set of experiments, t * = +∞ for ARL 0 and t * = 0 for ARL 1 . Following the parametric approach, { 0 , 1 } are assumed to be known by P-CDM. The results are shown in Fig. 1 for N = 5 and N = 10 with respect to K . These results corroborate the ability of (11) and (17) to correctly compute ARL 0 and ARL 1 for P-CDM. Moreover, as expected, ARL 0 and ARL 1 increase with K .
Similarly, we computed the approximated ARL 0 for the NP-CDM. Results are shown in Fig. 2 . Even in this case, the estimated ARL 0 well approximates the theoretical ARL 0 computed according to (22) .
2) Comparing H-NPCDM with NP-CDM:
We defined an experiment to measure the percentage of FP, false negative (FN) detections, and DD, measured as the mean delay between a correct detectiont > t * and t * , for NP-CDM and its hierarchical extension H-NPCDM. These experiments have been organized by generating N couple = 1000 couples of DTMCs { 0 , 1 } and by considering N seq = 10 000 state sequences of length T = 2000 defined as follows:
with L = 1000. W has been set to 5. Experimental results, averaged over the couples and the sequences, are shown in Table I and confirm the ability of the hierarchical approach to reduce the FP detections not at the expenses of an increase in the DD.
3) Comparing H-NPCDT with State-of-the-Art Change-Detection Mechanisms:
In order to show the effectiveness of the proposed H-NPCDT, we compared its performance, in terms of FP, FN, and DD, with three state-of-the-art CDMs: DDM [32] , EDDM [40] , and EWMA [41] .
To achieve this goal, two sets of experiments have been considered. In both sets of experiments, W = 5 and N = 2 to allow the comparison between H-NPCDT operating on DTMCs and the considered state-of-the-art CDMs operating on sequences of random variables (i.e., the binary classification error over time).
The first one refers to the same experiment described in (31) , where T has been set to 2000, 3000, and 5000. We considered two different configurations for the state-ofthe-art CDMs: in DDM, σ has been set to 3 and 2; in EDDM, β has been set to 0.95 and 0.9; and in EWMA, L has been set to 5 and the value corresponding to ARL 0 = 1000 in [41, Table 1 ]. As regards H-NPCDT, we considered K equal to 1 and 5.
The experimental results of this comparison are detailed in Table II . Several comments arise. It is worth noting that H-NPCDT provides the best performance in terms of FP and FN with respect to DDM, EDDM, and EWMA. As expected, FN decreases for all the CDMs when T increases (also leading to a corresponding increase in the DDs). Moreover, the configuration of H-NPCDT with K = 5 provides the lowest FPs at the expense of an increase of FNs and DDs. Similarly, the different configurations of DDM, EDDM, and EWMA provide a tradeoff among FP, FN, and DD. We emphasize that, in all the experiments, the best configuration of DDM, EDDM, and EWMA provides lower performance than H-NPCDT. Obviously, configurations providing the largest FPs are also characterized by the lowest DDs.
The proposed H-NPCDT is also lightweight in terms of computational load, making it suitable for streaming analysis. The last column of Table II shows the comparison of the execution times per iteration (in ms) of the four considered CDMs. More specifically, to compute these values, we measured the execution time of 100 iterations without any detection by the CDMs and we computed the median value to remove outliers. The considered hardware platform is a 2.5-GHz
Intel Core i7 with 16-GB 2133-MHz LPDDR3. Interestingly, execution times of H-NPCDT, DDM, and EDDM are similar, while EWMA is characterized by the lowest computational load. We also emphasize that, similar to the other CDMs, the memory occupation of the H-NPCDT is very low, requiring only the storage of 2(N 2 + N) float values and W + 2 N 2 + 4 integer values.
The second set of experiments refers to detection of changes in the ELEC2 benchmark that is typically used in the concept drift community [32] . This data set contains 45 312 records about the prediction of the electricity prices of the Australian New South West electricity market. The two classes are "UP" and "DOWN," representing the N = 2 states of the associated stochastic process. The experiment has been set up by defining a data set comprising the class labels of all the records. The first L = 20 000 labels have been used for the training. The concept drift has been inserted at t * = 25 000 and modeled as a change of the label of δ CD -percentage randomly selected observations with "UP" label (that are transformed to "DOWN"). The parameters of DDM, EDDM, and EWMA have been experimentally configured to avoid FP detections in case of no concept drift in the data set. Three different values of δ CD have been considered: 0.5, 0.25, and 0.1. Results, which are detailed in Table II , are particularly interesting and show that, even in this case, H-NPCDT provides the best tradeoff between FP and DD, being able to detect the concept drift in all the three configurations of δ CD without introducing FP or FN detections. The DDM CDM is able to detect all the concept drift in the configurations δ CD = 0.5 and δ CD = 0.25 but with larger DDs. The DDM is not able to detect any concept drift with δ CD = 0.1. Similarly, EDDM and EWMA are not able to detect any concept drift in any of the configurations of δ CD .
B. Evaluating the Adaptive Algorithm for Markov Chains
In order to evaluate the ability of ADAM to learn DTMCs under concept drift, we defined the following set of synthetically generated scenarios.
S0 (No Concept Drift):
The experiment lasts T = 3000 observations. The first L = 1000 samples represent the training sequence T S. 0 is randomly generated, and no concept drift occurs during the experiment.
S1 (Concept Drift):
The experiment lasts T = 3000 observations. The first L = 1000 samples represent the training sequence T S. A concept drift occurs at time t * = 1500. 0 and 1 are randomly generated.
S2 (Sequence of Concept Drift):
The experiment lasts T = 3000 observations. The first L = 1000 samples represent the training sequence T S. A sequence of three concept drifts occurring at time t * = 1500, t * = 2000, and t * = 2500 is here considered. 0 and the three 1 s of the sequence of concept drift are randomly generated.
In addition, we also considered a public-available data set from the NOAA [46] about storms, hurricanes, and major hurricanes yearly registered in the Atlantic Basin from 1851 to 2016. Here, the problem has been reformulated as a two-state learning problem aiming at modeling the following three data sequences:
1) In a year, at least five storms were registered in the Atlantic basin (0: no/1: yes). 2) In a year, at least five hurricanes were registered in the Atlantic basin (0: no/1: yes). 3) In a year, at least one major hurricane was registered in the Atlantic basin (0: no/1: yes). We compared ADAM, in the configuration encompassing the H-NPCDT, with the following learning solutions inspired by the literature of learning in presence of concept drift [4] . 1) Fixed:P is estimated on T S and not updated during the experiment. This solution refers to a traditional not-adaptive learning approach. 2) Active:P is estimated on T S. The H-NPCDT monitors the observations coming from P. When a change is detected,P is estimated on the recently acquired L observations. 3) Passive:P is trained on T S and adapted over time by relying on a sliding window of length L on the recently acquired observations. The considered figures of merit are the average likelihoodL over the experiment, the ratio L betweenL provided by ADAM and that by the other solutions, and the length L adapt of the adaptive window in ADAM. γ has been set to 2, and even in this case, W = 5.
Experimental results are shown in Table III and Fig. 3 . More specifically, Table III shows the average likelihoodL and the ratio L for the considered experimental scenarios with N = 2, 5, and 10. Three main comments arise. First, as expected, all the considered solutions provide similar likelihoodLs in scenario S0 for all the values of N (as emphasized by the values L s that are close to 1). This is reasonable since, in stationary conditions, both adaptive and nonadaptive solutions are effective. Differently, in scenarios S1 and S2, adaptive solutions (i.e., Active, Passive, and ADAM) outperform the Fixed solution. Second, ADAM clearly outperforms both the Active and the Passive solution in scenarios S1 and S2 and N = 2, 5, and 10 (see the values of L with related standard deviation). This corroborates the ability of the proposed solution to effectively adapt to concept drift affecting a DTMC. It is also worth noting that, as expected, the advantages provided by ADAM are even more evident in scenario S2, comprising a sequence of concept drift. Third, ADAM is also very effective with the real-world data set about storms, hurricanes, and major hurricanes from the NOAA. A particularly interesting result is that, as regards the major hurricane, the change has been detected by the H-NPCDT in the year 1950. This result is also confirmed by the climatological analysis described in [28] , showing that a larger major hurricane activity is present in North Atlantic in the decade 1940-1950. It is also worth noting that, in that climatological analysis, the activity of hurricanes in the considered period (1851-2016) revealed to be stationary. Even this fact is confirmed by the results of ADAM, showing that no change detection occurred after the training sequence during the analysis of the hurricane data set.
Results depicted in Fig. 3 show the ability of ADAM to adapt DTMCs in presence of concept drift in Scenario S0, S1, and S2 with N = 5. In particular, the histograms of the change-detection time instantst, i.e., Fig. 3(a) , (c), and (e), corroborate the expected behavior of detections. In fact, in Fig. 3(a) , the number of detections is low, and detections are distributed in the whole time horizon of the experiment since no concept drift is introduced here (i.e., these detections are FPs); Fig. 3(c) shows a peak of detections between t = 1500 and 2000, and this is reasonable since in S1, the concept drift occurs at time t * = 1500; and Fig. 3(e) shows three peaks of detections between t = 1500 and t = 3000, and, again, this is reasonable since S2 encompasses three concept drift in that time horizon. Fig. 3(b), (d) , and (f) shows the average window size L adapt of ADAM in the three considered scenarios. These results are particularly interesting since they show the ability of ADAM to adapt the window size to concept drift. In fact, as expected, L adapt decreases after a concept drift and increases during the stationary periods, see Fig. 3(d) and (f) . The reduction of L adapt in S0 is due to the FP detections.
VII. CONCLUSION
This paper introduces, for the first time in the literature, a family of CDMs and a learning algorithm, called ADAM, to deal with DTMCs under concept drift. In particular, three different CDMs have been proposed differing in required assumptions and performance. Theoretical properties have been derived for the parametric CDM. The proposed ADAM relies on a hybrid active-passive approach, where the estimated transition matrix is adapted over time at each new observation (as in passive approaches), while the estimation of the transition matrix is triggered by the CDM to react to concept drift to remove obsolete knowledge. The adaptive mechanism of ADAM relies on an adaptive window on the recently acquired observations, whose length is widened or reduced according to a change-detection index extracted from the proposed CDMs. Results on both synthetically generated data sets and real-world data sets show the effectiveness of the proposed CDMs and ADAM.
Future works will encompass the integration of adaptive mechanisms to deal with gradual or intermittent concept drift, the extension of ADAM to nonhomogeneous DTMCs, and the introduction of the change detection and adaptation mechanisms in HMMs.
