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О квадратах во множестве элементов
конечного поля с ограничениями на
коэффициенты при разложении по базису
М.Р. Габдуллин
Усилены недавние результаты C.Dartyge, C.Mauduit, A.Sa´rko¨zy в
задаче о количестве квадратов среди элементов конечного поля с
ограничениями на коэффициенты при разложении по базису.
1. Введение. При любом фиксированном b ∈ N, b > 2, каждое число n ∈ N
единственным образом представимо в системе счисления с основанием b:
n =
r−1∑
j=0
cjb
j, 0 6 cj 6 b− 1, cr−1 > 1.
Во многих работах (обширный список приведен в [1] ) изучались арифметические
свойства чисел с ”пропущенными” цифрами, т.е. тех чисел, b-ичная запись которых
состоит из заданных цифр.
В [2] C. Dartyge и A. Sa´rko¨zy рассмотрели аналог этой задачи в конечных по-
лях. Пусть Fq — поле из q = p
r элементов, {a1, . . . , ar} — базис Fq над Fp. Для
множества D ⊂ Fp через WD будем обозначать множество элементов поля Fq, все
коэффициенты которых при разложении по базису {a1, . . . , ar} принадлежат мно-
жеству D. Обозначим через Q множество ненулевых квадратов поля Fq. Положим
Q0 = Q ∪ {0}. Будем считать, что p > 3, так как в случае p = 2 мы имеем Fq = Q0.
В недавней работе C. Dartyge, C. Mauduit, A. Sa´rko¨zy [1] было показано, что если
множество D достаточно велико, то во множестве WD имеются квадраты.
Теорема A. Пусть D ⊂ Fp, 2 6 |D| 6 p− 1. Тогда∣∣∣∣|WD ∩Q0| − |WD|2
∣∣∣∣ 6 12√q
(
|D|+ p
√
p− |D|
)r
.
Эта оценка нетривиальна, если |D| > (
√
5−1)p
2
(1 + op(1)).
Исследование выполнено за счет гранта Российского научного фонда (проект
14-11-00702).
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В случае, когда множество D состоит из последовательных чисел, в этой же ра-
боте был получен аналог предыдущей теоремы.
Теорема B. Пусть D = {0, . . . , t− 1}, где 2 6 t 6 p− 1. Тогда∣∣∣∣|WD ∩Q0| − |WD|2
∣∣∣∣ 6 12 (C(p, t)t√p)r ,
где
C(p, t) =


log p
t +
1
t
(
4
3 − log 32
)
+ 1p , если 2 6 t < p− 2,
2
p
+ 2
pi(p−1) (1− log(2 sin pi2p )), если t = p− 2.
Эта оценка нетривиальна, если t≫ √p log p.
В настоящей работе будут доказаны следующие две оценки на количество квад-
ратов во множестве WD, из которых вытекает существование квадратов при огра-
ничениях на размер множества D более слабых, чем в теореме А.
Теорема 1. Пусть 2r − 1 6 p1/2. Тогда справедлива оценка∣∣∣∣|WD ∩Q| − |WD|2
∣∣∣∣ 6 12 |D|1/2
(
p1/4(2r − 1)1/2|D|r−1 + 1
4
p3/4r3/2 + p1/2
)
+
1
2
.
В частности, если δ =
(√
p(2r − 1))2−r и |D| > (1+ δ)(2r− 1)p1/2, то |WD ∩Q| > 1.
Теорема 2. При любых натуральных ν и 1 6 k 6 r − 1 справедлива оценка∣∣∣∣|WD ∩Q| − |WD|2
∣∣∣∣ < 12 |D|(r−k)(1−1/2ν)
(
(2ν)ν |D|kνq + |D|2kν4νq1/2
)1/2ν
+
1
2
.
Кроме того, если r > 20, C(r) = exp
(
4 log r+8
r
)
= 1 + o(1), r → ∞, то при |D| >
C(r)p
1
2 exp
(
log p+4 log log p
r
)
имеем |WD ∩Q| > 1.
В частности, из теоремы 2 следует, что при большом r во множестве WD есть
квадраты уже при |D| > p1/2. Отметим, что при r ≫ log plog log p , более точный результат
дает теорема 2, а иначе — теорема 1.
При малых r теорему B также можно усилить, пользуясь оценкой сумм характе-
ров, полученной в работе С. В. Конягина [3].
Теорема C. Пусть ε ∈ (0, 1/4], χ – нетривиальный мультипликативный ха-
рактер в Fq, Ni, Hi – целые числа, p
1/4+ε 6 Hi 6 p, i = 1, . . . , r, и
B =
{
r∑
i=1
xiai : Ni + 1 6 xi 6 Ni +Hi, i = 1, . . . , r
}
. (1.1)
Тогда ∣∣∣∣∣
∑
x∈B
χ(x)
∣∣∣∣∣≪ r
O(1)
ε
p−ε
2/2|B|.
Рассуждая стандартным образом (см., например, начало доказательства теоре-
мы 1), из теоремы С нетрудно вывести следующий результат.
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Следствие. Пусть D = {0, 1, . . . , t − 1}, ε > 0, t > p1/4+ε. Тогда справедлива
оценка ∣∣∣∣|WD ∩Q| − |WD|2
∣∣∣∣≪ rO(1)ε p−ε2/2|WD|.
В частности, если ε > C
(√
log r
log p
+ log log p
(log p)1/2(log log p+log r)1/2
)
с некоторой абсолют-
ной постоянной C > 0, то |WD ∩Q| > 1.
После того, как данная работа была подана в печать, в открытом доступе появи-
лась работа R. Dietmann, C. Elsholtz, I. E. Shparlinski [4], в которой была рассмотрена
более общая задача. Пусть D1, . . . , Dr – подмножества Fp. Положим
W = W (D1, . . . , Dr) = {x1a1 + . . .+ xrar | xi ∈ Di} .
Авторы работы [4] отмечают, что доказательство теоремы А [1] переносится на слу-
чай, когда множества Di различны, а именно, при min
16i6r
|Di| > (
√
5−1)p
2
(1 + op(1))
справедливо |W ∩Q0| > 1, и доказывают более сильное утверждение.
Теорема ([4], теорема 3.5). Для любого ε > 0 существует δ > 0 такое, что для
любых множеств D1, . . . , Dr, удовлетворяющих условиям
r∏
i=1
|Di| > p(1/2+ε)r
2/(r−1)
и
min
16i6r
|Di| > pε
справедливо |W ∩Q0| =
(
1
2 +O(p
−δ)
) |W |.
По аналогии с работой [4], теорема B также может быть перенесена на случай
различных множеств Di (см. [5]).
В разделе 2 мы приводим необходимые вспомогательные результаты. В разделах
3 и 4 приводятся доказательства теорем 1 и 2 соответственно. Далее, в работе
[3] множитель r
O(1)
ε не был выписан явно; для полноты мы докажем теорему С в
сформулированном виде в разделе 5.
Автор благодарен С. В. Конягину за постановку задачи и внимание к работе.
2. Вспомогательные результаты. Приведём леммы, которые понадобятся
нам в дальнейшем.
Лемма D [6],[7]. Пусть χ – мультипликативный характер порядка s в Fq и
α, β ∈ Fq – несопряжённые порождающие элементы Fq над Fp. Тогда∣∣∣∣∣∣
∑
ξ∈Fp
χ
(
(ξ + α)(ξ + β)s−1
)∣∣∣∣∣∣ 6 (2r − 1)p1/2.
Лемма E [8]. Пусть t – целое число, 1 6 t < q, χ1, . . . , χt – мультипликатив-
ные характеры в Fq, причём для некоторого i χi 6= χ0, где χ0 – главный характер.
Пусть, далее, h1, . . . , ht – различные элементы Fq и
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S =
∑
a∈Fq
χ1(a+ h1)χ2(a+ h2) · · ·χt(a+ ht).
Тогда
|S| 6 (t− t0 − 1)q1/2 + t0 + 1
где t0 – число характеров χi, для которых χi = χ0.
Хорошо известны оценки сумм характеров по суммам множеств (см., например,
[9], лемма 2). Нам будет удобно использовать оценку следующего вида.
Лемма 1. Для любых ν ∈ N, U, V ⊂ Fq и квадратичного характера χ на Fq
справедливо∣∣∣∣∣
∑
u∈U
∑
v∈V
χ(u+ v)
∣∣∣∣∣ 6 |U |1−1/2ν
(
(2ν)!
ν!
|V |νq + |V |2ν4νq1/2
)1/2ν
.
Док–во. Имеем∣∣∣∣∣
∑
u∈U
∑
v∈V
χ(u+ v)
∣∣∣∣∣ 6
∑
u∈U
∣∣∣∣∣
∑
v∈V
χ(u+ v)
∣∣∣∣∣ 6 |U |1−1/2νS1/2ν ,
где
S =
∑
u∈U
∣∣∣∣∣
∑
v∈V
χ(u+ v)
∣∣∣∣∣
2ν
6
∑
(v1,...,v2ν)∈V 2ν
∣∣∣∣∣∣
∑
a∈Fq
χ(a+ v1) · · ·χ(a+ v2ν)
∣∣∣∣∣∣ .
Последнюю сумму разобьем на две: на сумму S1 по тем наборам (v1, . . . , v2ν), в ко-
торых значение каждой компоненты встречается чётное число раз, и на сумму S2
по всем остальным наборам. Ясно, что S1 6 C
ν
2ν |V |νν!q = (2ν)!ν! |V |νq. Для оцен-
ки внутренней суммы для наборов из суммы S2 воспользуемся леммой E; каждая
полученная оценка будет не больше, чем (2ν − 1)q1/2 + 2ν < 4νq1/2. Поэтому
S 6 S1 + S2 <
(2ν)!
ν!
|V |νq + |V |2ν4νq1/2.
Лемма доказана.
3. Доказательство теоремы 1. Через χ обозначим квадратичный характер
на Fq; cчитаем, что χ(0) = 0. Пусть 0 не принадлежит D. Тогда
|WD ∩Q| = 1
2
∑
x∈WD
(1 + χ(x)) =
1
2
|WD|+ 1
2
∑
x∈WD
χ(x) =
1
2
|D|r + 1
2
∑
x∈WD
χ(x).
Если же 0 ∈ D, то
|WD ∩Q| = 1
2
∑
x∈WD\{0}
(1 + χ(x)) =
1
2
(|D|r − 1) + 1
2
∑
x∈WD
χ(x).
Таким образом, всегда справедлива оценка∣∣∣∣|WD ∩Q| − |WD|2
∣∣∣∣ 6 12
∣∣∣∣∣
∑
x∈WD
∣∣∣∣∣+ 12 , (3.1)
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и нужно для доказательства нужно оценить сумму характеров. Положим bj = aj/a1.
Тогда b1 = 1 и {1, b2, . . . , br} — базис. Имеем∣∣∣∣∣
∑
x∈WD
χ(x)
∣∣∣∣∣ 6
∑
c1∈D
∣∣∣∣∣∣
∑
c2,...,cr∈D
χ(c1a1 + . . .+ crar)
∣∣∣∣∣∣ 6 |D|1/2A1/2, (3.2)
где
A =
∑
c1∈D
∣∣∣∣∣∣
∑
c2,...,cr∈D
χ(c1a1 + . . .+ crar)
∣∣∣∣∣∣
2
=
∑
c1∈D
∣∣∣∣∣∣
∑
(c2,...,cr)∈Dr−1
χ(c1 + c2b2 . . .+ crbr)
∣∣∣∣∣∣
2
.
Пусть Dd — множество тех наборов (c2, . . . , cr) ∈ Dr−1, для которых элемент c2b2 +
. . .+ crbr лежит в подполе порядка p
d и не лежит ни в каком подполе меньшего по-
рядка. Ясно, что Dr−1 = ⊔
d|r
Dd, причем D1 = {0}, если 0 ∈ D, и D1 = ∅ иначе. Для
d|r определим функцию fd(x) : D → C, fd(c) =
∑
(c2,...,cr)∈Dd
χ(c+c2b2+ . . .+crbr). На-
помним, что l2-норма функции g : D → C определяется как ‖g‖2 =
( ∑
x∈D
|g(x)|2
)1/2
.
Тогда в силу неравенства треугольника
A1/2 =
∥∥∥∥∥∥
∑
d|r
fd
∥∥∥∥∥∥
2
6
∑
d|r
‖fd‖2 =
∑
d|r
A
1/2
d . (3.3)
где
Ad =
∑
x∈D
∣∣∣∣∣∣
∑
(c2,...,cr)∈Dd
χ(x+ c2b2 + . . .+ crbr)
∣∣∣∣∣∣
2
.
По определению множества Dd при любом (c2, . . . , cr) ∈ Dd элемент c2b2 + . . .+ crbr
порождает подполе порядка pd. Учитывая, что каждый такой элемент имеет не
более d сопряженных, и применяя лемму D к парам несопряженных элементов, при
d > 1 имеем
Ad 6
∑
(c2,...,cr),(c′2,...,c
′
r)∈Dd
∣∣∣∣∣∣
∑
x∈Fp
χ(x+ c2b2 + . . .+ crbr)χ(x+ c
′
2b2 + . . .+ c
′
rbr)
∣∣∣∣∣∣ 6∑
(c2,...,cr)∈Dd
(
dp+ (|Dd| − d)(2d− 1)p1/2
)
6 (2d− 1)p1/2|Dd|2 + dp|Dd|.
Кроме того, A1 6 |D| 6 p. Обозначим J = {d|r : d > 1 иDd 6= ∅}. Тогда при d ∈ J
в силу неравенства
√
A+B 6
√
A
(
1 + B
2A
)
, верного при всех положительных A,B,
получаем
A
1/2
d 6 (2d− 1)1/2p1/4|Dd|+
dp3/4
2(2d− 1)1/2 .
6 М.Р. ГАБДУЛЛИН
Из этой оценки и неравенства (3.3) имеем
A1/2 6 p1/4S1 +
1
2
p3/4S2 + p
1/2,
где
S1 =
∑
d∈J
(2d− 1)1/2|Dd|, S2 =
∑
d∈J
d
(2d− 1)1/2 .
Учитывая, что
∑
d|r
|Dd| = |D|r−1, получаем
S1 6 (2r − 1)1/2|D|r−1, S2 6
∑
d∈J
d1/2 6
1
2
r3/2.
(Последняя оценка проверяется непосредственно при 2 6 r 6 7, а при r > 8 вытекает
из неравенств r1/2 6 1
6
r3/2 и
∑
d6r/2
d1/2 6 2
3
(r/2 + 1)3/2 6 1
3
r3/2.) Значит,
A1/2 6 p1/4(2r − 1)1/2|D|r−1 + 1
4
p3/4r3/2 + p1/2.
Подставляя последнее неравенство в (3.2), получим∣∣∣∣∣
∑
x∈WD
χ(x)
∣∣∣∣∣ 6 |D|1/2
(
p1/4(2r − 1)1/2|D|r−1 + 1
4
p3/4r3/2 + p1/2
)
.
Отсюда и из (3.1) вытекает первое утверждение теоремы. Далее, во множестве WD
есть квадраты, если правая часть последнего неравенства < |D|r − 1. Это равно-
сильно условию
|D|r−1
(
|D|1/2 − (2r − 1)1/2p1/4
)
>
1
4
p3/4r3/2 + p1/2 + |D|−1/2.
Покажем теперь, что последнее неравенство выполнено при |D| > (1+δ)(2r−1)p1/2,
где δ =
(√
p(2r − 1))2−r. В силу того, что √1 + δ − 1 > δ
2
√
2
при δ ∈ (0, 1], а также
2r − 1 > 32r при r > 2, имеем
|D|r−1
(
|D|1/2 − (2r − 1)1/2p1/4
)
> (1 + δ)r−1(2r − 1)r−1/2(p1/2)r−1/2 δ
2
√
2
=
(1 + δ)r−1
2
√
2
(2r − 1)3/2p3/4 > 3
√
3
8
p3/4r3/2 >
1
4
p3/4r3/2 + p1/2 + |D|−1/2.
Теорема доказана.
4. Доказательство теоремы 2. Введём натуральные параметры k и ν, кото-
рые выберем позже. Положим
U =


r−k∑
j=1
cjaj : cj ∈ D

 , V =


r∑
j=r−k+1
cjaj : cj ∈ D

 ,
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где 1 6 k 6 r − 1. Тогда WD = U + V и по лемме 1∣∣∣∣∣
∑
x∈WD
χ(x)
∣∣∣∣∣ < |D|(r−k)(1−1/2ν)
(
(2ν)ν |D|kνq + |D|2kν4νq1/2
)1/2ν
. (4.1)
Отсюда и из (3.1) вытекает первое утверждение теоремы. Далее, положим a = |D|−r.
Во множестве WD есть квадраты, если оценка (4.1) нетривиальна, т.е. если правая
часть 6 |D|r − 1. Это равносильно условию
(2ν)ν |D|kνq + |D|2kν4νq1/2 6 |D|2kν+r−k(1− a)2ν ,
или
|D|kν
(
|D|r−k(1− a)2ν − 4νq1/2
)
> (2ν)νq.
Пусть |D|r−k > 5νq1/2(1− a)−2ν, или
|D| > (5ν) 1r−k p r2(r−k) (1− a)− 2νr−k = (5ν) 1r−k p 12+ k2(r−k) (1− a)− 2νr−k =
p1/2 exp
(
1
r − k (log 5ν +
1
2
k log p+ 2ν log(1− a)−1)
)
. (4.2)
Тогда |D|k > (5νq1/2) kr−k (1− a)− 2νkr−k и
|D|kν
(
|D|r−k(1− a)2ν − 4νq1/2
)
> νq1/2
(
5νq1/2
) kν
r−k
(1− a)− 2kν
2
r−k .
Значит, во множестве WD имеются квадраты, если выполнено условие (4.2) и нера-
венство
ν
(
5νq1/2
) kν
r−k
(1− a)− 2kν
2
r−k > (2ν)νq1/2. (4.3)
Вместо (4.3) потребуем условие
(
q1/2
) kν
r−k−1
> (2ν)ν (4.4)
(Так как a ∈ (0, 1), то это условие является более сильным, чем (4.3)). Запишем
(4.4) в виде
exp
(
1
2
r log p(kν + k − r)
)
> exp ((r − k)ν log 2ν) ,
то есть
r log p(kν + k − r) > 2ν(r − k) log 2ν,
или
log p
(
k +
k
ν
− r
ν
)
> 2
(
1− k
r
)
log 2ν.
Последнее выполнено, если
log p
(
k − r
ν
)
> 2 log 2ν,
т.е. если
k log p > 2 log 2ν +
r
ν
log p. (4.5)
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Таким образом, если выполнены (4.2) и (4.5), то |WD ∩Q| > 1.
В наших интересах выбрать k как можно меньше. Минимум в правой части (4.5)
достигается при ν = 12r log p. Положим ν =
[
1
2r log p
]
. Тогда для выполнения (4.5)
достаточно брать k > (log p)−1(2 log r + 2 log log p+ 4). Положим
k =
[
2 log r + 2 log log p+ 4
log p
]
+ 1.
Так как при u > 3 функция 2 log log u+4logu убывает, то k 6
[
2 log r+2 log log 3+4
log 3
]
+ 1 6 r/2
при r > 20. Далее, имеем log(1− a)−1 6 a1−a 6 43a = 43 |D|−r 6 43p−r/2. Поэтому при
выбранных ν и k показатель экспоненты в последней строке (4.2) будет не больше,
чем
2
r
(
log(5/2) + log(r log p) + log r + log log p+ 2 +
1
2
log p+
4
3
p−r/2r log p
)
=
2
r
(
2 log r +
1
2
log p+ 2 log log p+ 2 + log(5/2) +
4
3
p−r/2r log p
)
6
1
r
(4 log r + log p+ 4 log log p+ 8) .
Отсюда вытекает второе утверждение теоремы.
5. Доказательство теоремы C. В этом разделе мы полностью следуем работе
[2], лишь отслеживая зависимость констант от параметров r и ε.
Лемма 2. Пусть множество B определено соотношением (1.1), где Ni, Hi > 0
– целые числа, причем H1 = . . . = Hr 6 p
1/2. Тогда уравнение
x1x2 = x3x4, x1, x2, x3, x4 ∈ B, (5.1)
имеет не более rO(r)|B|2 log p решений.
Док-во. Положим H = H1 = . . . = Hr,
Z =
B \ {0}
B \ {0} = {z ∈ Fq : ∃x, y ∈ B \ {0} xz = y}.
Если x1, x2, x3, x4 ∈ B, x1x2 = x3x4, и (x1, x4) 6= (0, 0), (x2, x3) 6= (0, 0), то для
некоторого z ∈ Z верно x1z = x3, x4z = x2. Поэтому число E решений уравнения
(5.1) оценивается следующим образом:
E 6 2|B|2 +
∑
z∈Z
f2(z),
где f(z) – число решений уравнения
xz = y, x, y ∈ B.
Обозначим
B0 = {x1a1 + . . .+ xrar : −H 6 xj 6 H},
Z0 =
B0 \ {0}
B0 \ {0} , f0(z) = |{(x, y) ∈ B
2
0 : xz = y}|.
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Заметим, что f(z) 6 f0(z) и f0(z) = 1 при z ∈ F∗q \ Z0. Поэтому∑
z∈Z
f2(z) 6
∑
z∈Z0
f20 (z) + |Z \ Z0| .
Так как |Z| 6 |B|2, получаем
E 6 3|B|2 +
∑
z∈Z0
f20 (z), (5.2)
и остается оценить последнюю сумму.
Для фиксированного z ∈ Z0 определим решетку Γ в Z2r:
Γ = Γz =
{
(x1, . . . , xr, y1, . . . , yr) ∈ Z2r : z
r∑
i=1
xiai =
r∑
i=1
yiai
}
.
Для фиксированных x1, . . . , xr ∈ Z условие (x1, . . . , xr, y1, . . . , yr) ∈ Γ определяет
вычет по модулю p каждого из чисел y1, . . . , yr. Значит, количество точек решетки
Γ в большом кубе имеет следующую асимптотику при M →∞:
|{(x1, . . . , yr) ∈ Γ : |xi| 6 M, |yi| 6 M, i = 1, . . . , r}| = (2M)
2r
pr
(1 + o(1)).
Поэтому
mes(R2r/Γ) = pr. (5.3)
Определим куб D ⊂ R2r:
D = {(x1, . . . , yr) ∈ R2r : |xi| 6 H, |yi| 6 H, i = 1, . . . , r}.
Отметим, что
f0(z) = |D ∩ Γz | . (5.4)
Напомним, что i-й последовательный минимум
λi = λi(z) = λi(D,Γz)
множества D по отношению к Γz определяется как минимальное число λ, при
котором множество λD содержит i линейно независимых векторов решетки Γz,
i = 1, . . . , 2r. Очевидно, λ1(z) 6 . . . 6 λ2r(z), причем условие λ1(z) 6 1 равно-
сильно тому, что z ∈ Z0. Вторая теорема Минковского (см., например, [6], теорема
3.30) утверждает, что
22r
(2r)!
6
λ1 . . . λ2rmesD
mes(R2r/Γ)
.
Учитывая (5.3), получим
λ1 . . . λ2r >
pr
(2r)!H2r
. (5.5)
Хорошо известно (см. [7], предложение 2.1), что число f0(z) точек решетки Γ в кубе
D удовлетворяет неравенству
f0(z) 6
2r∏
i=1
(
2i
λi
+ 1
)
6 22r(2r)!
2r∏
i=1
(
1
λi
+
1
2i
)
6 rO(r)
2r∏
i=1
max
(
1
λi
, 1
)
. (5.6)
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Определим полярную решетку Γ∗ = Γ∗z как множество векторов (u1, . . . , u2r) ∈
R2r таких, что
r∑
i=1
uixi +
r∑
i=1
ur+iyi ∈ Z
для всех (x1, . . . , xr, y1, . . . , yr) ∈ Γ. Заметим, что Γ∗z ⊂ p−1Z2r, так как pZ2r ⊂ Γz.
Обозначим через λ∗1 = λ
∗
1(z) первый последовательный минимум решетки Γ
∗
z по
отношению к множеству
D∗ =
{
(u1, . . . , u2r) :
2r∑
i=1
|ui| 6 1
H
}
Согласно [8] (см. предложение 3.6), имеем
λ2rλ
∗
1 ≪ r(1 + log r)1/2 = rO(1). (5.7)
Обозначим
ν = ν(z) = min
(
λ1H,
pλ∗1
H
)
, s = max{j : λj 6 1}.
Если z ∈ Z0, то λ1 6 1 и число s определено корректно. Заметим также, что
ν(z) > 1.
В случае s 6 r получаем
2r∏
i=1
max
(
1,
1
λi
)
=
s∏
i=1
(λi)
−1
6 (λ1)
−r
6 ν−rHr.
Если же s > r, то ввиду (5.5) и (5.7) имеем
2r∏
i=1
max
(
1,
1
λi
)
=
s∏
i=1
(λi)
−1
6 (λ2r)
2r−s
2r∏
i=1
(λi)
−1
6 rO(r)(λ∗1)
s−2r
2r∏
i=1
(λi)
−1
6
rO(r)
( p
Hν
)2r−s (2r)!H2r
pr
= rO(r)ν−rHr
(
Hν
p
)s−r
.
Но
Hν
p
6
H2λ1
p
6
H2
p
6 1,
и, значит, в обоих случаях справедливо
2r∏
i=1
max
(
1,
1
λi
)
6 rO(r)ν−rHr.
Учитывая (5.6), получаем
f0(z) 6 r
O(r)ν(z)−rHr. (5.8)
Положим J := [log2H] + 1 и разобьем множество Z0 на подмножества Zj , j =
1, . . . , J , где
Zj = {z ∈ Z0 : 2j−1 6 ν(z) < 2j}.
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Заметим, что Zj ⊂ Z1j ∪ Z2j , где
Z1j = {z ∈ Z0 : λ1(z)H < 2j}, Z2j = {z ∈ Z0 : pλ∗1(z)/H < 2j}.
Если z ∈ Z1j , то найдется ненулевой вектор v = (v1, . . . , v2r) ∈ Γz такой, что
maxi |vi| < 2j . Вектор v однозначно определяет z, так как
z =
2r∑
i=r+1
viai−r
(
r∑
i=1
viai
)−1
.
(Случай, когда оба вектора
2r∑
i=r+1
viai−r и
r∑
i=1
viai
равны нулю в Fpr невозможен, так как maxi |vi| < 2J 6 p). Поэтому
∣∣∣Zj1∣∣∣ < (2j+1)2r.
Аналогично, для z ∈ Z2j найдется ненулевой вектор u = (u1, . . . , u2r) ∈ pΓ∗z такой,
что
∑
i |ui| < 2j. Вектор u однозначно определяет z. В самом деле, предположим
противное. Тогда найдутся различные z′ и z′′ такие, что u ∈ pΓ∗z′ и u ∈ pΓ∗z′′ .
Возьмем произвольный элемент x ∈ Fpr , x =
r∑
i=1
xiai. Пусть
y′ = xz′ =
r∑
i=1
y′iai, y
′′ = xz′′ =
r∑
i=1
y′′i ai.
Тогда (x1, . . . , xr, y
′
1, . . . , y
′
r) ∈ Γz′ , (x1, . . . , xr, y′′1 , . . . , y′′r ) ∈ Γz′′ , и мы имеем
r∑
i=1
yiui+r ≡ 0 (mod p), (5.9)
где yi = y
′
i − y′′i . Так как уравнение xz′ − xz′′ = y разрешимо (относительно x) для
любого y ∈ Fpr , то сравнение (5.9) выполнено при всех (y1, . . . , yr) ∈ Zr. Значит,
ur+1 ≡ . . . ≡ u2r ≡ 0 (mod p),
и в силу того, что maxi |ui| < 2J 6 p, мы получаем
ur+1 = . . . = u2r = 0.
Отсюда следует, что
r∑
i=1
xiui ≡ 0 (mod p)
при всех (x1, . . . , xr) ∈ Zr, и, стало быть, u1 = . . . = u2r = 0, что противоречит
выбору вектора u. Итак, значит, вектор u однозначно определяет z, а поэтому
|Z2j | < (2j+1)2r.
Объединяя полученные выше оценки, имеем
|Zj | 6 |Z1j |+ |Z2j | < 22r+122jr,
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z∈Zj
f0(z)
2
6 rO(r)(2j−1)−2rH2r|Zj | 6 rO(r)H2r
∑
z∈Z0
f0(z)
2 =
J∑
j=1
∑
z∈Zj
f0(z)
2
6 rO(r)H2r log p.
Применяя (5.2), получаем утверждение леммы.
Для натурального H 6 p/2 и мультипликативного характера χ на Fpr положим
∆(H,χ) = max
B
∣∣∣∣∣
∑
x∈B
χ(x)
∣∣∣∣∣ |B|−1,
где максимум берется по всем параллелепипедам вида (1.1) таким, что
H 6 Hi 6 2H, i = 1, . . . , r. (5.10)
Иногда мы будем писать ∆(H) вместо ∆(H.χ) для фиксированного характера χ.
Заметим, что если рёбра параллепипеда B удовлетворяют более слабым, чем (5.10),
условиям, а именно,
H 6 Hi 6 p, i = 1, . . . , r,
то его можно разбить на параллелепипеды, рёбра которых удовлетворяют условиям
(5.10). Поэтому ∣∣∣∣∣
∑
x∈B
χ(x)
∣∣∣∣∣ 6 ∆(H,χ)|B|,
и для того, чтобы доказать теорему C, достаточно проверить, что при всех 0 < ε 6
1/4 справедливо
∆([p1/4+ε], χ)≪ 1
ε
rO(1)p−ε
2/2. (5.11)
Приведем еще один вспомогательный результат.
Лемма 3 [2, лемма 2]. Пусть множество B определено соотношением (1.1),
где Ni, Hi > 0 — целые числа, удовлеторяющие (5.10). Предположим, что H, H˜ —
натуральные числа, H˜ 6 H/2, и элемент u =
∑r
i=1 uiai удовлетворяет условию
1 6 ui 6 H˜, i = 1, . . . , r.
Пусть, далее, χ — мультипликативный характер в Fpr . Тогда∣∣∣∣∣
∑
x∈B
χ(x)−
∑
x∈B
χ(x+ u)
∣∣∣∣∣ 6 6r∆(H˜, χ)|B|H˜H .
Следующая лемма основана на хорошо известном методе, разработанном Бёр-
джесом (см., например, [9],[10],[11]), который позволяет получить оценку сумм ха-
рактеров через лемму 2 и лемму E.
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Лемма 4. Пусть s,H, H˜ — натуральные числа, и
G := [pr/(2s)] 6 H˜ 6
H
2
, H 6 p1/2.
Пусть также χ — нетривиальный мультипликативный характер на Fpr . Тогда
имеет место следующее неравенство:
∆(H,χ) 6 6r∆(H˜)
H˜
H
+O(srO(r/s)(log p)1/(2s)(HH˜G−1p−1/2)−r/(2s)).
Док-во. Положим I = [1, G] ∩ Z, H0 = [H˜/G], и
B′0 =
{
r∑
i=1
xiai : 1 6 xi 6 H0, i = 1, . . . , r
}
.
Заметим, что любой элемент x = yz, y ∈ B′0, z ∈ I, может быть представлен в виде
x =
r∑
i=1
xiai : 1 6 xi 6 H˜, i = 1, . . . , r.
Согласно лемме 3, для всех y ∈ B′0, z ∈ I справедливо∣∣∣∣∣
∑
x∈B
χ(x+ yz)−
∑
x∈B
χ(x)
∣∣∣∣∣ 6 6r∆(H˜, χ)|B|H˜H .
Поэтому ∣∣∣∣∣∣
∑
x∈B
χ(x)− 1|B′0|G
∑
x∈B,y∈B′0,z∈I
χ(x+ yz)
∣∣∣∣∣∣ 6 6r∆(H˜, χ)|B|
H˜
H
. (5.12)
Далее,∣∣∣∣∣∣
∑
x∈B,y∈B′0,z∈I
χ(x+ yz)
∣∣∣∣∣∣ 6
∑
x∈B,y∈B′0
∣∣∣∣∣
∑
z∈I
χ(x+ yz)
∣∣∣∣∣
=
∑
x∈B,y∈B′0
∣∣∣∣∣
∑
z∈I
χ(xy−1 + z)
∣∣∣∣∣ =
∑
u∈Fpr
ω(u)
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣ ,
где
ω(u) =
∣∣∣∣
{
(x, y) ∈ B ×B′0 :
x
y
= u
}∣∣∣∣ .
Дважды используя неравенство Гёльдера, получаем∣∣∣∣∣∣
∑
x∈B,y∈B′0,z∈I
χ(x+ yz)
∣∣∣∣∣∣ 6
 ∑
u∈Fpr
ω(u)


1−1/s
 ∑
u∈Fpr
ω(u)2


1/(2s)
 ∑
u∈Fpr
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣
2s


1/(2s)
. (5.13)
14 М.Р. ГАБДУЛЛИН
Очевидно, ∑
u∈Fpr
ω(u) = |B||B′0|. (5.14)
Для того, чтобы оценить сумму
∑
u∈Fpr
ω(u)2, введём следующее обозначение: для
множества A ⊂ Fpr через E(A) будем обозначать число решений уравнения
x1x2 = x3x4, x1, x2, x3, x4 ∈ A.
Положим B∗ = B \ {0}. Имеем∑
u∈Fpr
ω(u)2 = ω(0)2 +
∑
u∈F∗
pr
ω(u)2
= ω(0)2 + |{(x1, x2, y1, y2) ∈ B∗ ×B∗ ×B′0 ×B′0 : x1y2 = x2y1}|
6 |B′0|2 +
∑
ν∈F∗
pr
∣∣∣∣
{
(x1, x2) ∈ B∗ ×B∗ : x1
x2
= ν
}∣∣∣∣
∣∣∣∣
{
B′0 ×B′0 :
y1
y2
= ν
}∣∣∣∣
6 |B′0|2 + E(B)1/2E(B′0)1/2.
Используя лемму 2, и принимая во внимание, что |B′0| 6 |B|, получим∑
u∈Fpr
ω(u)2 6 rO(r)|B||B′0| log p. (5.15)
Далее, мы используем оценку последней суммы в (5.13), полученную в [11]. Для
полноты мы воспроизводим здесь доказательство.
∑
u∈Fpr
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣
2s
=
∑
z1,...,z2s∈I
∣∣∣∣∣∣
∑
u∈Fq
χ
(
(u+ z1) . . . u(u+ zs)(u+ zs+1)
q−2 . . . (u+ z2s)q−2
)∣∣∣∣∣∣ .
Последняя сумма уже оценивалась нами в частном случае, когда χ – квадратичный
характер, при доказательстве леммы 1. В общем случае работают аналогичные рас-
суждения. Мы можем применить лемму E для тех наборов (z1, . . . , z2s), в которых
хотя бы один элемент встретился ровно один раз. Для таких наборов получим (см.
оценку на сумму )∣∣∣∣∣∣
∑
u∈Fq
χ
(
(u+ z1) . . . u(u+ zs)(u+ zs+1)
q−2 . . . (u+ z2s)q−2
)∣∣∣∣∣∣ < 4spr/2.
Сумму по наборам (z1, . . . , z2s), в которых каждый элемент встретился как минимум
дважды, оценим произведением pr на количество таких наборов. Так как все элемен-
ты z1, . . . , z2s лежат в некотором подмножестве множества I, содержащем min(s, G)
элементов, и для конкретного такого подмножества есть не более s способов выбрать
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каждый элемент, то количество интересующих нас наборов не превосходит Gss2s.
Поэтому ∑
u∈Fpr
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣
2s
6 Gss2spr + 4sG2spr/2,

 ∑
u∈Fpr
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣
2s


1/(2s)
6 sG1/2pr/(2s) + 2Gpr/(4s).
По определению числа G имеем

 ∑
u∈Fpr
∣∣∣∣∣
∑
z∈I
χ(u+ z)
∣∣∣∣∣
2s


1/(2s)
6 (2s+ 2)Gpr/(4s). (5.16)
Подставляя (5.14)–(5.16) в (5.13), получаем
∣∣∣∣∣∣
∑
x∈B,y∈B′0,z∈I
χ(x+ yz)
∣∣∣∣∣∣≪ srO(r/s) (|B||B′0|)
1−1/(2s)
(log p)1/(2s)Gpr/(4s)
= srO(r/s)(log p)1/(2s)|B||B′0|G (|B||B′0|)−1/(2s) pr/(4s)
6 srO(r/s)(log p)1/(2s)|B||B′0|G
(
H
[
H˜
G
]
p−1/2
)−r/(2s)
6 2r/(2s)srO(r/s)(log p)1/(2s)|B||B′0|G
(
HH˜G−1p−1/2
)−r/(2s)
. (5.17)
Из последнего неравенства и (5.12) следует, что∣∣∣∣∣
∑
x∈B
χ(x)
∣∣∣∣∣ 6 6r∆(H˜, χ)|B|H˜H +O(srO(r/s)(log p)1/(2s)|B|
(
HH˜G−1p−1/2
)−r/(2s)
).
Так как выбор B был произвольным, то лемма доказана.
Предположим в лемме 4, что
s > 2r. (5.18)
Введем параметр α, удовлетворяющий условию
0 < α 6
1
(12r)2
. (5.19)
Предположим также, что
0 < ε 6
1
4
, H = [p1/4+ε]. (5.20)
Положим
Hi = [α
iH], i > 0.
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Пусть I – наибольшее целое число такое, что Hi > G, где G определено в лемме 4.
Так как H > G в силу (5.18) и (5.20), то число I определено корректно.
Применяя лемму 4 к Hi и Hi+1, мы можем последовательно оценить ∆(Hi) через
∆(Hi+1), i = 0, . . . , I − 1 :
∆(Hi) 6 6r∆(Hi+1)
Hi+1
Hi
+O
(
srO(r/s)(log p)1/(2s)(HiHi+1G
−1p−1/2)−r/(2s)
)
.
Поэтому
∆(H) 6 (6r)I∆(HI)
HI
H
+
srO(r/s)(log p)1/(2s)(Gp1/2)r/(2s)
I−1∑
i=0
O
(
(6r)i
Hi
H
(HiHi+1)
−r/(2s)
)
. (5.21)
Далее,
(6r)I∆(HI)
HI
H
6 (6r)logH/(− logα)
HI
H
6 (6r)log p/(−2 logα)α−1
2G
H
= 2plog(6r)/(−2 logα)α−1
G
H
. (5.22)
Принимая во внимание (5.18) и (5.19), получим
I−1∑
i=0
(6r)i
Hi
H
(HiHi+1)
−r/(2s)
6
I−1∑
i=0
(6r)iαi
(
H2α2i+1
4
)−r/(2s)
6 2H−r/sα−r/(2s)
I−1∑
i=0
(6r)iαi(1−r/s) 6 2H−r/sα−r/(2s)
I−1∑
i=0
(6r)iαi/2
6 2H−r/sα−r/(2s)
I−1∑
i=0
2−i 6 4H−r/sα−r/(2s). (5.23)
Подставляя (5.22) и (5.23) в (5.21), находим
∆(H) 6 2plog 6r/(−2 logα)α−1
G
H
+O
(
srO(r/s)(log p)1/(2s)(Gp1/2)r/(2s)H−r/sα−r/(2s)
)
6 4plog 6r/(−2 logα)α−1pr/(2s)−1/4−ε +O
(
srO(r/s)(log p)1/(2s)α−1p−(r/s)(ε−r/(4s))
)
.
(5.24)
Для завершения доказательства теоремы С выберем параметры s и α следующим
образом:
s =
[ r
2ε
]
+ 1, α = (6r)−3.
Легко видеть, что при этом условия (5.18) и (5.19) выполнены. Так как
4ε
3
6
r
s
6 2ε,
то
r
s
(
ε− r
4s
)
>
2
3
ε2 ;
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следовательно,
(log p)1/(2s)α−1p−(r/s)(ε−r/(4s)) 6 (6r)3(log p)ε/rp−2ε
2/3
= (6r)3 exp
(
ε
r
log log p− ε
2
6
log p
)
p−
ε2
2 ≪ r3p− ε
2
2 .
Наконец,
plog 6r/(−2 logα)α−1pr/(2s)−1/4−ε 6 (6r)3p1/6p−1/4 ≪ r3p−1/12.
Значит, неравенство (5.24) дает нам
∆(H)≪ r3p−1/12 + r
ε
r3+O(ε)p−ε
2/2
6
r4+O(ε)p−ε
2/2
ε
.
Таким образом, неравенство (5.24) влечет неравенство (5.11), и теорема С доказана.
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