We introduce a generic Language Independent Framework for Linguistic Code Switch Point Detection. The system uses the word length, character level (1, 2, 3, 4, and 5)-grams and word level unigram language models to train a conditional random fields (CRF) model for classifying input words into various languages. We test our proposed framework and compare it to the state-of-theart published systems on standard data sets from several language pairs: English-Spanish, NepaliEnglish, English-Hindi, Arabizi (Refers to Arabic written using the Latin/Roman script)-English, Arabic-Engari (Refers to English written using Arabic script), Modern Standard Arabic(MSA)-Egyptian, Levantine-MSA, Gulf-MSA, one more English-Spanish, and one more MSA-EGY. The overall weighted average F-score of each language pair are 96. 4%, 97.3%, 98.0%, 97.0%, 98.9%, 86.3%, 88.2%, 90.6%, 95.2%, and 85.0% respectively. The results show that our approach despite its simplicity, either outperforms or performs at comparable levels to state-of-theart published systems.
Introduction
Linguistic Code Switching (LCS) is a common practice among multilingual speakers in which they switch between their common languages in written and spoken communication. In Spanish-English for example: "She told me that mi esposo looks like un buen hombre." ("She told me that my husband looks like a good man"). In this work we care about detecting LCS points as they occur intra-sententially where words from more than one language are mixed in the same utterance. LCS is observed on all levels of linguistic representation, and especially pervasive in social media. LCS poses a significant challenge to NLP, hence detecting LCS points is a very important task for many downstream applications. In this paper we address this challenge using a generic simple language independent approach. We illustrate our approach on several language pairs utilizing publicly available data sets and comparing our performance against state-of-the-art sophisticated systems tailored to the problem of LCS point detection (LCSPD) . Furthermore, we show the robustness of our approach on the most challenging problem of language variety code switching where the code switching is happening between a standard and dialect, namely we illustrate our performance on Modern Standard Arabic (MSA) mixed with Egyptian Dialectal Arabic data (EGY).
Related Work
Several systems have recently addressed the problem of LCSPD in written text both within language varieties and across different language pairs. Relevant work on the problem of LCSPD among different language pairs can be summarized in the following works.
3ARRIB addresses the challenge of how to distinguish between Arabic words written using Roman script (Arabizi) and actual English words in the same context/utterance. The assumption in this framework is that the script is Latin for all words. It trains a finite state transducer (FST) to learn the mapping between the Roman form of the Arabizi words and their Arabic form. It uses the resulting FST to find all possible Arabic candidates for each word in the input text. These candidates are filtered using MADAMIRA (Pasha et al., 2014) , a state-of-the-art morphological analyzer and POS disambiguation tool, to filter out non-Arabic solutions. Finally, it leverages a decision tree that is trained on language model probabilities of both the Arabic and Romanized forms to render the final decision for each word in context as either being Arabic or English. Bar and Dershowitz (2014) addresses the challenge for Spanish-English LCSPD. The authors use several features to train a sequential Support Vector Machines (SVM) classifier. The used features include previous and following two words, substrings of 1-3 character ngrams from the beginning and end of each word thereby modeling prefix and suffix information, a boolean feature indicating whether the first letter is capitalized or not, and 3-gram character and word ngram language models trained over large corpora of English and Spanish, respectively. Barman et al. (2014) present systems for both Nepali-English and Spanish-English LCSPD. The script for both language pairs is Latin based, i.e. Nepali-English is written in Latin script, and Spanish-English is written in Latin script. The authors carry out several experiments using different approaches including dictionary-based methods, linear kernel SVMs, and a k-nearest neighbor approach. The best setup they found is the SVM-based one that uses character n-gram, binary features indicate whether the word is in a language specific dictionary of the most frequent 5000 words they have constructed, length of the word, previous and next words, 3 boolean features for capitalization to check if the first letter is capitalized, if any letter is capitalized, or if all the letters are capitalized.
The approach presented by King et al. (2014) utilizes character n-gram probabilities, lexical probabilities, word label transition probabilities and existing named entity recognition tools within a Markov model framework.
Jain and Bhat (2014) use a CRF based token level language identification system that uses a set of easily computable features (Ex. isNum, isPunc, etc.) . Their analysis showed that the most important features are the word n-gram posterior probabilities and word morphology. Lin et al. (2014) use a CRF model that relies on character n-grams probabilities (tri and quad grams), prefixes, suffixes, unicode page of the first character, capitalization case, alphanumeric case, and tweetlevel language ID predictions from two off-the-shelf language identifiers: cld2 1 and ldig. 2 They increase the size of the training data using a semi supervised CRF autoencoder approach coupled with unsupervised word embeddings.
MSR-India (Chittaranjan et al., 2014) uses character n-grams to train a maximum entropy classifier that identifies whether a word is language1 or language2. The resultant labels are then used together with word length, existence of special characters in the word, current, previous and next words to train a CRF model that predicts the token level classes of words in a given sentence/tweet.
On the other hand, for within language varieties, AIDA (Elfardy et al., 2014) and AIDA2 (AlBadrashiny et al., 2015) are the best published systems attacking this problem in Arabic. In this context, the problem of LCSPD is more complicated than mixing two very different languages since in the case of varieties of the same language, the two varieties typically share a common space of cognates and often faux amis, where there are homographs but the words have very different semantic meanings, hence adding another layer of complexity to the problem. In this set up the assumed script is Arabic script. AIDA (Elfardy et al., 2014 ) uses a weakly supervised rule based approach that relies on a language model to tag each word in the given sentence. Then it uses the LM decision for each word in the given sentence/tweet and combine it with other morphological information to decide upon the final class of each word. AIDA2 (Al-Badrashiny et al., 2015) uses a complex system that is based on a mix of language dependent and machine learning components to detect the linguistic code switch between the modern standard Arabic (MSA) and Egyptian dialect (EGY) that are both written using Arabic script. It uses MADAMIRA (Pasha et al., 2014) to find the POS tag, prefix, lemma, suffix, for each word in the input text. Then it models these features together with other features including word level language model probabilities in a series of classifiers where it combines them in a classifier ensemble approach to find the best tag for each word.
We compare our system to all of the above systems in addition to some other baselines.
Approach
In this paper, we present a very simple language independent framework called LILI to address the challenge of linguistic code switch point detection (LCSPD) when it occurs using the same script for the mixed languages in the utterance. Our framework is mainly based on the assumption that each language has its own character pattern behaviors and combinations relating to the underlying phonology, phonetics, and morphology of each language independently. Accordingly, the manner of articulation constrains the possible phonemic/morphemic combinations in a language. For example in Arabic, it is hard to find a word that have the "th" sound followed by an "s" sound, while it is possible in English as in the word "thus". Historically, the famous Arab lexicographer Al-Farahidi (718 -786 CE) noticed this phenomenon (where certain sound sequences are allowed while others are not in the language) and devised a method by which he can distinguish Arabic words from foreign ones on the basis of the possible sequences of letters in Arabic (Ahmad, 2003) . Though having closed set of impossible sequences of letters in each language could help in distinguishing between languages within an utterance, but in reality it is hard to find such sets for all languages. Hence, we believe that building a character level n-gram language model for the target language to maximize the probabilities of the possible patterns and suppress the probabilities of the impossible ones should provide an approximation to such a closed set rule-based list. Not to mention that producing such a list by hand is quite laborious and error prone as a process. Accordingly, we propose a supervised learning framework to address the challenge of LCSPD. We assume the presence of annotated code switched training data where each token is annotated as either Lang1 or Lang2. We create a sequence model using Conditional Random Fields (CRF++) tool (Sha and Pereira, 2003) . For each word in the training data, we create a feature vector comprising word length, character sequence level probabilities, and unigram word level probabilities. Once we derive the learning model, we apply to input text to identify Lang1 tokens vs. Lang2 tokens in context. For the character sequence level probabilities, we build (1, 2, 3, 4, and 5)-gram character language models (CLMs) using the SRILM tool (Stolcke, 2002) for each of the two languages presented in the training data using the annotated words. For example, if the training data contains the two languages "lang1" and "lang2", we use all words that have the "lang1" tags to build (1, 2, 3, 4, and 5)-grams CLMs for "lang1" and the same for "lang2". We apply all of the created CLMs to each word in the training data to find their character sequence probabilities in each language in the training data. To increase the difference between the feature vectors of the words related to "lang1" and those related to "lang2", we use a word level unigram LM for each of the two languages in the training data. Then we apply the unigram LMs to each word in the training data to find their word level probabilities in each language in the training data, i.e. checking whether it pertains to the language or not by virtue of having a higher probability in the corresponding LM than words not in the language.
• MSA-LEV and MSA-Gulf: These datasets are collected from online newspaper commentary and Twitter by Cotterell and Callison-Burch (2014) . The datasets are annotated for sentence level. We re-annotated the data for token level using the guidelines provided by . We then split the data into training and test (80% for training and 20% for testing);
• Arabizi-English: We use the same training and test sets used by 3ARRIB. The data sets are created by the Linguistic Data Consortium from SMS/Chat corpus (Bies et al., 2014; LDC, 2014a; LDC, 2014b ; LDC, 2014c);
• Arabic-Engari: Same as the MSA-EGY data sets. But we re-annotated the data to tag all English words that are written in Arabic script. MSA and EGY words are both tagged as Arabic words;
• English-Hindi: It consists of 728 and 376 sentences for training and test sets, respectively, collected from Twitter and Facebook. This dataset is part of a corpus that is used for POS-tagging experiment in code-switched data (Jamatia et al., 2015) . Table 1 shows the distribution of each language in the training and test sets. The lang1, lang2 labels refer to the two languages addressed in the dataset name, for example for the language pair EnglishSpanish, lang1 is English and lang2 is Spanish, in that order 5 . In addition to the training data described in table 1, we used the following datasets to improve the word level LMs of the English, Spanish and Arabic langauges:
• English Gigaword (LDC, 2003b): To build the unigram word level LM for the English part in English-Spanish, English-Nepali, and English-Hindi language-pairs;
• Spanish Gigaword (LDC, 2009): To build the unigram word level LM for the Spanish part in English-Spanish language-pair;
• Arabic Gigaword (LDC, 2003a): To build the unigram word level LM for the MSA part in MSA-EGY, LEV-MSA, and Gulf-MSA language-pairs;
• Egyptian discussion forums (LDC, 2012): To build the unigram word level LM for the EGY part in MSA-EGY language-pairs. It is also used in addition to the Arabic Gigaword to build the LM for the Arabic part in the Arabic-Engari language pair.
Baselines
We evaluate our approach against the best published results using the same training and test sets. The baselines include:
• Majority: In this baseline, for each word in the test set, we check the most frequent tag for that word in the training set and assign it to that word. If the word is not in the training set, we give it the most frequent language tag observed overall in the training data;
• TAU: The results on the English-Spanish dataset obtained by Bar and Dershowitz (2014) ; Table 2 summarizes the published results by all baselines systems on the English-Spanish-2014, EnglishNepali-2014, Arabizi-English, and MSA-EGY-2014 datasets. The table shows that TAU is the best published system on the English-Spanish-2014 data, DCU-UVT is the best published system on the English-Nepali-2014 data, 3ARRIB is the best published system on the Arabizi-English, and AIDA2 is the best published system on the MSA-EGY-2014 data. Table 3 shows the results of our system on all language-pairs compared to the best published results from table 2 and the majority baseline. Lang1 indicates the majority class as per the training data, while lang2 indicates the minority class in the training data. The results show that LILI yields competitive results compared to all published state-of-the-art systems. The overall weighted average F-score for LILI is higher than all the majority baselines. It is also either higher than the published state-of-theart systems except in the MSA-EGY compared to AIDA2 and HHU-UH-G, or very close to the best published results as in the English-Spanish-2016 dataset (LILI got 95.2% compared to 96% of IIIT Hyderabad with only 0.8% difference). Arabic language pairs; MSA-EGY, Gulf-MSA, and LEV-MSA are the most challenging ones. Because unlike the other languages, the words in each of these pairs do not create disjoint sets, as mentioned earlier, there is significant overlap hence they share significant character and word patterns. This issue is even worse because the native Arabic speakers do not write the short vowels (also know as diacritics) while they are able to reconstruct them while reading without any problem. The MSA shares many words with the other Arabic dialects but with different diacritics. For example, the words (yalEabuwn) in MSA and (yilEabuwn) in Gulf (Both mean they are playing) Table 2 : Summary results of all published systems that use English-Spanish-2014, English-Nepali-2014, Arabizi-English, and MSA-EGY-2014 datasets. For each group, the F-score is presented for lang1 and lang2 followed by the weighted average F-score for both languages. Table 3 : Summary results of our system performance on all language-pairs compared to the best published results and Majority baselines. For each group, the F-score is presented for lang1 and lang2 followed by the weighted average F-score for both languages. There are no published systems for English Hindi, Arabic-Engari, LEV-MSA, and Gulf-MSA hence the NA (not available).
Evaluation
become the same after removing the short vowels (ylEbwn). Hence, modeling more nuanced features is needed such as POS tags and morphological information, which is the case in the AIDA2 system. But despite the simplicity of the presented approach in this paper, in the MSA-EGY-2014 and MSA-EGY-2016 datasets, our yielded weighted average F-scores (87.2% and 85.0%) are not far from the AIDA2 (90.15%) and HHU-UH-G (88.5%) scores. Furthermore, It worth mentioning that running AIDA2 on the MSA-EGY-2016 gives 85.2% weighted average F-score; which is lower than LILI. In a supervised framework, minority class detection is the more challenging task. We compare our performance to the published systems where available as well as the majority baseline. Our results are comparable to the published state-of-the-art systems, even significantly better in the MSA-EGY-2014 dataset. Moreover, our results outperform the majority baseline in all language pairs.
We can notice from table 2 that neither of the baselines published systems achieve the best results across the different language pairs. For example the DCU-UVT system achieved best result on Nepali-EN-2014 but it did not even achieve the second best on Spanish-EN-2014. Although the MSR-India has higher result than the DCU-UVT on the Spanish-EN-2014, it has lower results than it on the Nepali-EN-2014 data. This shows that despite the simplicity of our approach, it is generic and outperforms the states of the art systems or competitively compared to them across all the language pairs.
The above results show that the proposed approach is working well on the binary problems when we know beforehand the word is either lang1 or lang2. However, in real code switching scenario we do not know what the other language variety could be in the data. To see how robust our approach is, we tested our approach on a multi-class model. We trained a single multi-class CRF model using a combined data from our different training sets and tested it on the corresponding combined test sets. Unfortunately, we didn't manage to create a CRF model using all our training data. The datasets we managed to use are the English-Spanish-2014, Nepali-English-2014, English-Hindi, Arabizi-English, and MSA-EGY-2014. Table 4 shows the F-score results of our system on all languages using the multi-class model. We didn't find any published systems that conducted the same experiment to compare our results to. Therefore, table 4 only compares our results to the majority baseline and the binary model in table 3. The results show that LILI outperforms the majority baseline on all languages. The F-scores on all languages are comparable to the F-scores from the binary-classes case except on Hindi, where the multi-class model is much lower than the binary one. However, the overall weighted average F-score is high (91.0%). This shows that LILI is able to perform in a good way on the real code switching problem. Table 4 : The F-score of our system compared to the majority baseline on all languages using a single multi-class model. The last row shows the weighted average F-score for all languages.The number in the English row of LILI-Multi-Class-Model is the weighted average F-score of the English label obtained by LILI in table 3 on English-Spanish-2014, Nepali-English-2014, English-Hindi, and Arabizi-English datasets.
Finally, the simplicity of our system made it very fast. It can process up to 20,000 words/sec; which renders it very efficient and amenable to large scale processing. We compare our system's speed to our previously published tools; AIDA2 and 3ARRIB. AIDA2 processes 1000 words/sec and 3ARRIB processes 49 words/sec. Hence LILI is orders of magnitude faster than both systems with a relatively minor drop in performance compared to AIDA2 if we consider overall F1-score, or better performance if we care about detecting the minority class, and better performance than 3ARRIB overall.
Conclusion
In this paper, we introduced a simple yet powerful framework for the linguistic code switch point detection problem. The solution is language independent, thus it can work with any language-pair. The framework is based on the idea that each language has its own phonological system that control which set of sounds can occur together. Our assumption was that this is sufficient to distinguish between languages used in the same utterance. The results show that our simple approach outperforms or at least performs competitively compared to state-of-the-art complex machinery systems when evaluated against standard data sets with the added advantage of speeds that could be scaled up to big data levels.
