The popular real-time ridesharing service has promoted social and environmental sustainability in various ways. Meanwhile, it also brings some traffic safety concerns. This paper aims to analyze factors affecting real-time ridesharing vehicle crash severity based on the classification and regression tree (CART) model. The Chicago police-reported crash data from January to December 2018 is collected. Crash severity in the original dataset is highly imbalanced: only 60 out of 2624 crashes are severe injury crashes. To fix the data imbalance problem, a hybrid data preprocessing approach which combines the over-and under-sampling is applied. Model results indicate that, by resampling the crash data, the successfully predicted severe crashes are increased from 0 to 40. Besides, the G-mean is increased from 0% to 73%, and the AUC (area under the receiver operating characteristics curve) is increased from 0.73 to 0.82. The classification tree reveals that following variables are the primary indicators of real-time ridesharing vehicle crash severity: pedestrian/pedalcyclist involvement, number of passengers, weather condition, trafficway type, vehicle manufacture year, traffic control device, driver gender, lighting condition, vehicle type, driver age and crash time. The current study could provide some valuable insights for the sustainable development of real-time ridesharing services and urban transportation.
Introduction
In recent years, with the rapid spread of GPS-enabled smartphones and communication technologies, real-time/dynamic ridesharing has become an important transportation mode which is transforming the urban mobility by providing convenient and timely transportation service. Unlike traditional ridesharing, real-time ridesharing provides substantial flexibility to both drivers and passengers by allowing them to arrange trips on short notice. Real-time ridesharing is defined by Amey et al. [1] as "A single, or recurring rideshare trip with no fixed schedule, organized on a one-time basis, with matching of participants occurring as little as a few minutes before departure or as far in advance as the evening before a trip is scheduled to take place". By the end of 2014, the leading ridesharing companies, such as Uber and Lyft, had penetrated 80% of U.S. cities with a population of at least 100,000 [2] . Previous studies have demonstrated that real-time ridesharing could promote the social and environmental sustainability in various ways, such as saving travel time and cost, reducing traffic congestions, and mitigating air pollution and so on [1, [3] [4] [5] . Nevertheless, the booming market of real-time ridesharing has also brought some concerns, which could potentially hinder its development. One of the greatest concerns regarding this relatively new transportation mode is the potential traffic crash risks. For instance, a recent report has argued that the development of real-time balanced data, and the learning process is guided by achieving the highest overall accuracy [23] . This would induce a bias toward the majority instances. The trained model would classify the majority instances much more accurately while misclassifying the minority instances, making the model fail to be informative [24, 25] . When the identification of minority instances is of interest, this misclassification could result in substantial costs. To overcome the data imbalance problem, this study adopts a hybrid data resampling approach which combines the over-and under-sampling.
This paper aims to investigate factors affecting crash severity of real-time ridesharing vehicles based on the CART model. The current study contributes to existing literature in two aspects. First, it enriches previous crash severity studies by explicitly analyzing factors affecting real-time ridesharing vehicle crash severity. Secondly, by introducing a hybrid data resampling approach, the current study significantly improves the classification accuracy of minority instances (severe injury crashes). By accurately identifying factors affecting real-time ridesharing vehicle crash severity, corresponding engineering and administrative countermeasures could be implemented to mitigate the crash severity. This could promote the development of real-time ridesharing service, as well as the sustainability of urban transportation. The remainder of this paper is organized as follows: Section 2 introduces the dataset and provides related descriptive statistics. Section 3 describes the proposed methodology details. Section 4 presents the model results discussion. Section 5 concludes the current study, and the study limitations are also pointed out.
Data Preparation
For the modeling purpose, the police-reported crash data within the jurisdiction of City of Chicago from January to December 2018 is obtained [26] . As one of the most densely populated cities, Chicago has a booming real-time ridesharing market. All major companies are operating in Chicago, such as Uber, Lyft, and Via. The fast-developing market has also brought some traffic safety concerns. During 2018, a total of 2624 traffic crashes involve real-time ridesharing vehicles, including 2564 minor injury crashes, 58 incapacitating injury crashes, and 2 fatal crashes. Since there are only 2 fatal crashes, fatal crashes and incapacitating injury crashes are combined as severe injury crashes. Moreover, severe injury crashes account for 2.29% of the total ridesharing vehicle crashes. It is worth noting that in the same period, the average percentage of severe injury crashes in Chicago is 1.87%, which further emphasizes the necessity to improve the safety of real-time ridesharing service and make it a more reassuring travel mode.
In the current study, the dependent variable is crash severity, which is a binary variable (minor injury or severe injury). The original dataset contains detailed information on each crash. Based on the scope of this study, 15 independent variables are extracted, which are divided into 5 categories, including vehicle-related variables, driver-related variables, infrastructure-related variables, environment-related variables, and crash attributes. Please refer to Table 1 for the detailed variable description and corresponding distribution. 
Proposed Methodology
The Classification and Regression Tree (CART) method is used to identify factors affecting real-time ridesharing vehicle crash severity. However, the data imbalance issue needs to be properly handled before applying CART. As can be seen from Table 1 , the crash severity in the current study is quite imbalanced: only 2.29% crashes are severe injury crashes. Without reasonable treatment, the imbalanced data would seriously undermine the model performance.
Data Imbalance Treatment
The imbalanced learning has attracted attentions of researchers from various fields in the past decades, such as diseases diagnosis [27, 28] , chemical engineering [29] , and geosciences and remote sensing [30, 31] . To cope with this problem, hundreds of algorithms have been proposed, which fall into two categories: data preprocessing and cost-sensitive learning. Data preprocessing is generally conducted to attain more balanced input data before training the classification model. Resampling is the most commonly used data preprocessing technique. On the other hand, the cost-sensitive learning technique aims to modify learning algorithms by assuming higher costs for the misclassification of minority instances regarding majority instances. However, it can be tricky to set values of the misclassification costs. Please refer to [23] for a detailed review of methods used in imbalanced data classification.
The current study adopts SMOTE+ENN, a hybrid data preprocessing approach, to produce better-defined class clusters [32] . The motivation behind this approach is to combine the data over-sampling and under-sampling method by sequentially applying SMOTE (Synthetic Minority Over-sampling Technique) and ENN (Edited Nearest Neighbor) algorithm. Initially proposed by Chawla et al. [33] , SMOTE is a widely used over-sampling algorithm. As illustrated in Figure 1 , the SMOTE algorithm aims to create a more balanced dataset by randomly generating artificial minority instances on the line segments connecting each minority instance with its k nearest neighbors. This is done in the following way. First, SMOTE calculates the difference between the feature vector (an n-dimensional vector representing variables in the problem) under consideration and its k nearest neighbor (in this case, k = 3). Secondly, this difference is multiplied by a random number between 0 and 1, which is then added to the feature vector. This will randomly select a point and create an artificial minority instance along the line segment connecting two feature vectors. Depending on the number of artificial instances required, the value of k can be specified. 
The current study adopts SMOTE+ENN, a hybrid data preprocessing approach, to produce better-defined class clusters [32] . The motivation behind this approach is to combine the data oversampling and under-sampling method by sequentially applying SMOTE (Synthetic Minority Oversampling Technique) and ENN (Edited Nearest Neighbor) algorithm. Initially proposed by Chawla et al. [33] , SMOTE is a widely used over-sampling algorithm. As illustrated in Figure 1 , the SMOTE algorithm aims to create a more balanced dataset by randomly generating artificial minority instances on the line segments connecting each minority instance with its k nearest neighbors. This is done in the following way. First, SMOTE calculates the difference between the feature vector (an ndimensional vector representing variables in the problem) under consideration and its k nearest neighbor (in this case, k = 3). Secondly, this difference is multiplied by a random number between 0 and 1, which is then added to the feature vector. This will randomly select a point and create an artificial minority instance along the line segment connecting two feature vectors. Depending on the number of artificial instances required, the value of k can be specified. Although the SMOTE algorithm could generate a more balanced class distribution, it can also induce other problems. As can be seen from Figure 2b , the interpolation of minority instances (solid dots) could create artificial minority instances too deeply in the majority instance cluster (hollow dots). Under such a situation, applying a classification algorithm might result in overfitting. To solve this problem and create better-defined class clusters, the ENN algorithm is applied to the oversampled dataset for the data cleaning purpose. The ENN algorithm could be described in the following way [34] : Although the SMOTE algorithm could generate a more balanced class distribution, it can also induce other problems. As can be seen from Figure 2b , the interpolation of minority instances (solid dots) could create artificial minority instances too deeply in the majority instance cluster (hollow dots). Under such a situation, applying a classification algorithm might result in overfitting. To solve this problem and create better-defined class clusters, the ENN algorithm is applied to the over-sampled dataset for the data cleaning purpose. The ENN algorithm could be described in the following way [34] :
If Ei belongs to the majority class, and the class labels of at least two of Ei's three nearest neighbors are minority, then Ei is removed.
By removing samples from both classes, the ENN algorithm could provide in-depth data cleaning, resulting in better-defined class clusters (Figure 2c ).
Please refer to Figure 2 for the illustration of SMOTE+ENN method.
（a）Original dataset （b）Over-sampled dataset by applying SMOTE After applying the SMOTE+ENN method to preprocess the original data, the artificially more balanced dataset could be used to train the CART model. In the current paper, the SMOTE+ENN method is performed based on the Python toolbox imbalanced-learn [35] .
Classification and Regression Tree
As one of the most popular data mining algorithms, CART has been widely employed in various classification tasks. By learning the decision rules inferred from a set of sample features, CART can predict the label of the target sample. As a non-parametric supervised learning algorithm, CART has several advantages in crash severity analysis. The primary advantage is that the CART model does not impose any presumed relationship between crash severity and corresponding contribution factors. Besides, the CART model could effectively handle the multicollinearity problem, which is a common issue in traffic crash data. Additionally, the analysis results can be visualized as a tree structure, which will make the results more easily interpreted by transportation officials. For a continuous target variable, a regression tree should be built. And a classification tree can be used for a categorical target variable. In this study, the target variable is binary (minor injury or severe injury), and a classification tree is developed.
The development of a CART model generally involves two steps: tree growing and tree pruning. Tree growing starts at the root node, which includes all the training data. The idea behind tree growing is to partition the target variable recursively to minimize the impurity of the two resultant child nodes. During each step, the CART model aims to identify a splitter (independent variable) which leads to the most significant improvement in the purity of two child nodes. Several splitting criteria are available to measure purity improvement. The Gini index, which is the most common measure of impurity, is used in the current study. If a node m is partitioned into two child nodes n1 and n2 by a splitter θ, the Gini index for any child node can be calculated as:
c H n p c n n n n
where p(c|n) indicates the proportion of class c instances in a child node n. And the impurity of node m could be calculated as: For each sample E i , its three nearest neighbors are identified; If E i belongs to the minority class, and the class labels of at least two of E i 's three nearest neighbors are majority, then E i is removed;
If E i belongs to the majority class, and the class labels of at least two of E i 's three nearest neighbors are minority, then E i is removed.
Please refer to Figure 2 for the illustration of SMOTE+ENN method. After applying the SMOTE+ENN method to preprocess the original data, the artificially more balanced dataset could be used to train the CART model. In the current paper, the SMOTE+ENN method is performed based on the Python toolbox imbalanced-learn [35] .
The development of a CART model generally involves two steps: tree growing and tree pruning. Tree growing starts at the root node, which includes all the training data. The idea behind tree growing is to partition the target variable recursively to minimize the impurity of the two resultant child nodes. During each step, the CART model aims to identify a splitter (independent variable) which leads to the most significant improvement in the purity of two child nodes. Several splitting criteria are available to measure purity improvement. The Gini index, which is the most common measure of impurity, is Sustainability 2019, 11, 3334 7 of 15 used in the current study. If a node m is partitioned into two child nodes n 1 and n 2 by a splitter θ, the Gini index for any child node can be calculated as:
where p(c|n) indicates the proportion of class c instances in a child node n. And the impurity of node m could be calculated as:
where t 1 and t 2 are numbers of instances in child node n 1 and n 2 ; N m is the total number of instances in node m. By checking all possible splitters, the CART model selects the splitter which can minimize the value of G(θ) to generate two child nodes. As shown in Figure 3 , all crashes in root node m are first split into child nodes n 1 and n 2 by the best possible splitter-lighting condition. Then, crashes occurred in darkness are further divided into node n 3 and n 4 , depending on the gender of drivers. This would create child nodes which are as homogenous as possible. where t1 and t2 are numbers of instances in child node n1 and n2; Nm is the total number of instances in node m. By checking all possible splitters, the CART model selects the splitter which can minimize the value of G(θ) to generate two child nodes. As shown in Figure 3 , all crashes in root node m are first split into child nodes n1 and n2 by the best possible splitter-lighting condition. Then, crashes occurred in darkness are further divided into node n3 and n4, depending on the gender of drivers. This would create child nodes which are as homogenous as possible. By recursively partitioning the target variable based on the Gini index, the tree keeps growing until it is impossible to divide any node. At which point, all instances within each leaf node are homogenous and a saturated tree is created. However, the saturated tree is most likely overfitting. This means the tree fits the current data too closely and could result in high misclassification rate when applied to a new dataset. Therefore, the saturated tree needs to be pruned. The principle of tree pruning is to cut off branches which contribute little to the classification performance of the tree. In this study, the saturated tree is pruned by tuning parameters which control the tree growing process. The CART model is coded in Python based on the popular machine learning library scikit-learn [36] . During the training of the CART model, the program could tune several parameters in order to avoid the overfitting problem and promote the classification performance. Please refer to Table 2 for the details of parameters to be tuned. The randomized search parameter tuning approach is utilized to find the optimal parameter set. The program is set to randomly generate 1000 different parameter sets based on the value range of each parameter. Each parameter set can generate a corresponding tree, and the classification performance of which is evaluated by the 5-fold cross-validation. To evaluate a tree, all the original data is first randomly divided into five groups. During each step of the 5-fold cross-validation, one By recursively partitioning the target variable based on the Gini index, the tree keeps growing until it is impossible to divide any node. At which point, all instances within each leaf node are homogenous and a saturated tree is created. However, the saturated tree is most likely overfitting. This means the tree fits the current data too closely and could result in high misclassification rate when applied to a new dataset. Therefore, the saturated tree needs to be pruned. The principle of tree pruning is to cut off branches which contribute little to the classification performance of the tree. In this study, the saturated tree is pruned by tuning parameters which control the tree growing process. The CART model is coded in Python based on the popular machine learning library scikit-learn [36] . During the training of the CART model, the program could tune several parameters in order to avoid the overfitting problem and promote the classification performance. Please refer to Table 2 for the details of parameters to be tuned. The randomized search parameter tuning approach is utilized to find the optimal parameter set. The program is set to randomly generate 1000 different parameter sets based on the value range of each parameter. Each parameter set can generate a corresponding tree, and the classification performance of which is evaluated by the 5-fold cross-validation. To evaluate a tree, all the original data is first randomly divided into five groups. During each step of the 5-fold cross-validation, one group of data is selected as the testing data, and the remaining four groups of data are combined to train the model. Before training the model, the training data is preprocessed based on the SMOTE+ENN method to generate a more balanced artificial dataset, which is then used to train the model. It is imperative to notice that the artificially more balanced data is only used for model training. The model performance is still evaluated with the imbalanced testing data. This process is repeated five times, and the average classification accuracy is reported. Since the model is tested against an independent dataset during each step, the reported classification accuracy could reflect the ability of the model to classify unseen data. After 1000 iterations, the program will report the optimal model with the highest classification accuracy.
Besides, the CART model trained with the original imbalanced data is used as the baseline model for comparison. For the following part, the baseline model is denoted as CART 0 , and the model trained on the artificially more balanced data is denoted as CART 1 .
Classification Performance Evaluation
To compare the classification performance of the CART 0 and CART 1 model, three most commonly used evaluation metrics for imbalanced data classification are adopted: Receiver Operating Characteristics (ROC) curve, geometric mean (G-mean), and accuracy [23] .
Accuracy is the most intuitionistic and general metric for classification model evaluation. Based on the confusion matrix shown in Table 3 , the accuracy can be easily calculated. In Table 3 , TP and TN are the number of positive and negative samples correctly classified by the model. FP and FN are the number of negative and positive samples misclassified by the model. The accuracy is defined as:
However, when the data imbalance is present, accuracy might not be a right choice due to the bias toward the majority instances. If the majority instances significantly outnumber minority instances, the model might still report extremely high accuracy even when all minority instances are misclassified. On the other hand, ROC curve and G-mean are less likely to suffer from this problem as they take class distribution into consideration. ROC curve is a visualization of the trade-off between the true positive rate (TPR) and false positive rate (FPR), which are defined as follows:
TPR is represented by the X axis of the ROC curve, and FPR is represented by the Y axis. The CART model could report a score which represents the degree to which a randomly picked sample is a member of a class. Each score corresponds to a specific set of TPR and FPR, which is represented by a point in the ROC space. By changing the threshold value of a sample belonging to a class, different sets of TPR and FPR could be generated, resulting in different points in the ROC space. A ROC curve could be produced by connecting these points. The area under the ROC curve (AUC) measures how well a model could distinguish between classes. The AUC score is between 0 and 1, and higher AUC represents better classification performance.
The other metric used to evaluate the imbalanced data classification performance is G-mean, which is calculated as:
G-mean is not affected by the size of the majority and minority classes. By balancing the accuracy of each class, G-mean attempts to maximize the accuracy of both classes. Table 4 summarizes the parameter tuning results for the CART 0 and CART 1 model. After parameter tuning, the optimal CART 0 and CART 1 model are applied to the original crash data, respectively. To compare the classification performance, the confusion matrixes of both models are reported in Table 5 . According to Equations (3) and (6), the accuracy and G-mean for both models could be calculated. The accuracies of CART 0 and CART 1 model are 98% and 82%, respectively. By classifying all crashes as minor injury crashes, the accuracy of the CART 0 model is exceptionally high. Nevertheless, no severe injury crash is correctly predicted, which severely undermines the model's practicality. Although the accuracy of the CART 1 model is 82%, which is 16% lower than that of the CART 0 model, it successfully predicts 40 out of 60 severe injury crashes. On the other hand, the G-mean of CART 0 and CART 1 model are 0% and 73%, respectively, demonstrating a far more superior classification performance of the CART 1 model. Again, this is because the CART 0 model misclassifies all the severe injury crashes.
Results and Discussions
Besides, the ROC curve and AUC of both models are also reported by the program, which is shown in Figure 4 .
According to
Although the accuracy of the CART1 model is 82%, which is 16% lower than that of the CART0 model, it successfully predicts 40 out of 60 severe injury crashes. On the other hand, the G-mean of CART0 and CART1 model are 0% and 73%, respectively, demonstrating a far more superior classification performance of the CART1 model. Again, this is because the CART0 model misclassifies all the severe injury crashes.
Besides, the ROC curve and AUC of both models are also reported by the program, which is shown in Figure 4 . The ROC curve further reveals that CART 1 model outperforms CART 0 model. By preprocessing the crash data with SMOTE+ENN, the AUC is improved from 0.73 to 0.82, a 12% increase. The classification tree generated by CART 1 model is shown in Figure 5 .
The interpretation of the classification tree is straightforward. The tree growing starts at node 0, containing all the data which has been preprocessed by the SMOTE+ENN method. As can be seen from node 0, the minor injury (MI) and severe injury (SI) crashes are much more balanced. The tree has thirteen terminal nodes, which are marked as grey boxes in Figure 5 . It can be easily distinguished that pedestrian/pedalcyclist involvement, number of passengers, weather condition, trafficway type, vehicle manufacture year, traffic control device, the gender of driver, lighting condition, vehicle type, driver age and crash time are the primary factors affecting crash severity of real-time ridesharing vehicles. The initial split at node 0 is based on pedestrian/pedalcyclist involvement. The tree directs crashes involving pedestrian/pedalcyclist to the right, forming node 2, and other crashes are directed to the left, forming node 1. Node 2 is further split into terminal node 5 and 6 according to the weather condition. The tree sends crashes occurred on snowy days to terminal node 6 and crashes occurred on other weather conditions (clear, cloudy or rain) to terminal node 5. As indicated by terminal node 5 and 6, crashes involving pedestrians/pedalcyclist are highly likely to be severe injury crashes in almost all weather conditions except for snow (99% versus 0%). This is probably because the icy pavement caused by snowfall would force the drivers to slow down. As such, severe injury crashes might be avoided. On the left branch of the tree, node 1 is further divided into node 3 and node 4 based on the number of passengers. Ridesharing vehicles with two or more passengers are more prone to severe injury crashes compared with vehicles with one or no passenger (59% versus 14%). With more passengers in the car, the driver might be distracted by chats among passengers, which could increase the possibility of severe injury crashes. The tree splits nodes 3 into node 7 and terminal node 8 based on the trafficway type. Compared with other trafficway types, crashes occurred on a divided road with median are more likely to be severe injury crashes (39% versus 4%). Divided roads with median treatments are generally associated with higher traffic volume and faster travel speed, which might result in more severe crashes. Node 4 is further split into node 9 and 10 according to the vehicle manufacture year. Compared with vehicles manufactured prior to 2013, vehicles produced between 2014 and 2018 show a greater propensity toward severe injury crashes (70% versus 24%). Drivers with relatively new vehicles probably purchase these vehicles recently to provide real-time ridesharing service, which means they are lack of driving experience. As such, these drivers are more likely to be involved in severe injury crashes. Based on traffic control devices, node 7 is split into terminal node 11 and 12. Compared with crashes occurred at places with some traffic control device (stop sign/traffic signal/other), crashes occurred at places without any traffic control are highly unlikely to be severe injury crashes (0% versus 57%). This could also be due to travel speeds at places without any traffic control are relatively slow, resulting in less severe crashes. The tree continues to divide node 9 into node 13 and terminal node 14 based on the gender of drivers. As expected, male drivers are much likely to be involved in severe injury crashes compared with female drives (75% versus 10%). Node 10 is split into terminal node 15 and 16 according to the lighting condition. Compared with daylight or dusk, darkness could significantly increase the risk of severe injury crashes (46% versus 2%). Node 13 is further divided into node 17 and terminal node 18 based on the type of vehicles providing real-time ridesharing service. Compared with passenger cars, sport utility vehicles (SUV) are less prone to severe injury crashes (24% versus 78%). The is probably because SUV has a high center of gravity and is usually reinforced to protect the occupants. The tree continues to split node 17 into node 19 and 20 based on the lighting condition. Crashes occurred in darkness are directed to the left, forming node 19. And crashes occurred in daylight or at dusk are directed to the right, forming node 20. Based on the driver age, node 19 is further divided into terminal node 21 and 22. Conditioned on previous splitters, drivers older than 60 are highly unlikely to be involved in severe injury crashes compared with younger drivers (0% versus 88%). This may be due to older drivers have more driving experiences and tend to take fewer risks while driving. Node 20 is split into terminal node 23 and 24 according to the crash time. Compared with non-peak hours, peak hours are more prone to severe injury crashes (84% versus 48%). During peak hours, there is greater demand for real-time ridesharing service. Drivers tend to drive faster and even recklessly to serve as many customers as possible, which would increase the risk of more severe crashes.
Out of the thirteen terminal nodes, four of them (node 5, 12, 21 and 23) predict that the crash is more likely to be severe injury crashes, namely, the proportion of severe injury crashes is higher than that of minor injury crashes. The associated decision rules are extracted as follows:
Involving The ROC curve further reveals that CART1 model outperforms CART0 model. By preprocessing the crash data with SMOTE+ENN, the AUC is improved from 0.73 to 0.82, a 12% increase. The classification tree generated by CART1 model is shown in Figure 5 . The interpretation of the classification tree is straightforward. The tree growing starts at node 0, containing all the data which has been preprocessed by the SMOTE+ENN method. As can be seen from node 0, the minor injury (MI) and severe injury (SI) crashes are much more balanced. The tree has thirteen terminal nodes, which are marked as grey boxes in Figure 5 . It can be easily distinguished that pedestrian/pedalcyclist involvement, number of passengers, weather condition, trafficway type, vehicle manufacture year, traffic control device, the gender of driver, lighting condition, vehicle type, Figure 5 . Classification tree generated by CART 1 model.
Conclusions
As a fast-growing travel mode, real-time ridesharing service has promoted the social and environmental sustainability in various ways. However, the booming market has also brought some traffic safety concerns, which haven't been thoroughly investigated in previous literature. Without accurately identifying factors affecting crash severity of real-time ridesharing vehicles, the development of this travel mode and urban transportation sustainability might be affected. Aiming to explore factors affecting real-time ridesharing vehicle crash severity, this paper has utilized the CART model to extract associated decision rules. The Chicago police-reported crash data from January to December 2018 is collected. Crash severity in the original dataset is highly imbalanced. Over 97% of crashes are minor injuries, and severe injuries account for only 2.29% of total crashes. This would induce a bias toward the minor injuries and undermine the performance of the CART model. To solve the data imbalance problem and promote the classification performance of the CART model, SMOTE+ENN is introduced to preprocess the original data. By sequentially applying SMOTE and ENN algorithm, this hybrid approach can produce more balanced class clusters. The artificially more balanced dataset is then used to train the CART model. It should be noticed that the artificial data is only used for model training, and the performance of the model is still tested with the imbalanced data. The CART model trained with original imbalanced data is selected as the baseline model for comparison. After parameter tuning, both models are applied to classify the original data.
By preprocessing the crash data with SMOTE+ENN, the classification accuracy is reduced from 98% to 82%. However, the baseline model misclassifies all severe injury crashes, and the proposed methodology could successfully predict 40 out of 60 severe injury crashes. Additionally, the G-mean is increased from 0% to 73%, and the AUC is increased from 0.73 to 0.82, which demonstrates that the proposed methodology has a better classification performance than the baseline model. The tree generated by the proposed methodology reveals that following variables are the primary indicators of real-time ridesharing vehicle crash severity: pedestrian/pedalcyclist involvement, number of passengers, weather condition, trafficway type, vehicle manufacture year, traffic control device, gender of driver, lighting condition, vehicle type, driver age and crash time. Out of the thirteen terminal nodes, four of them (node 5, 12, 21 and 23) indicate that the crash is more likely to be severe injury crashes. Moreover, the associated decision rules are extracted.
The results of the current study could provide some valuable insights for the development of safety improvement programs focusing on real-time ridesharing vehicles. For instance, when two or more passengers are present, the ridesharing app should remind the driver not to be distracted by passengers' chatting. Moreover, when a driver with a relatively new vehicle registers to provide real-time ridesharing service, the company should provide reinforced safety education to him/her. These potential countermeasures could mitigate the crash severity and help to fully utilize the benefits of real-time ridesharing on urban transportation sustainability.
Although the proposed methodology presents superior classification performance, the methodology limitations should be noted. For instance, the CART model cannot provide the confidence interval of risk factors. Besides, it is usually challenging to conduct a sensitivity analysis with the CART model. The injury severity is a binary variable in the current study. When the injury severity is classified into three or more categories, the performance of the proposed methodology needs to be reevaluated. Since the current paper only uses one-year crash data, future studies could benefit from collecting more abundant crash data with more explanatory variables. The SMOTE+ENN method is independent of classification models, so future studies should consider combining SMOTE+ENN with other classifiers to further evaluate the data preprocessing effect.
