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Abstract
This paper studies rst a result of existence and uniqueness of the
solution to a backward stochastic dierential equation driven by an
innite dimensional martingale. Then, we apply this result to nd a
unique solution to a backward stochastic partial dierential equation
in innite dimensions. The ltration considered is an arbitrary right-
continuous ltration, not necessarily the natural ltration of a Wiener
process. This, in particular, allows us to study more applications, for
example the maximum principle for a controlled stochastic evolution
system. Some examples are discussed in the paper as well.
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1 Introduction
Let (
;F ;P) be a complete probability space equipped with a right continuous
ltration fFtgt0: Fix 0 < T <1 and denote by P the predictable  - algebra
generated by the algebra R of subsets D  (t; s]  
  (0; T ]; where D 2 Ft
and 0  t  s  T: Suppose that H is a separable Hilbert space and L1(H)
is the space of nuclear operators on H: An H - valued process is said to be
predictable if it is P=B(H) measurable.
1Corresponding author. E-mail: alhusseinqu@hotmail.com
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For a continuous square integrable martingale M in H let < M > be the
predictable quadratic variation ofM and ~QM be the predictable process taking
values in the space L1(H); which is associated with the Doleans measure of
M 
 M: Proposition 2.1 below contain more details about these processes.
Denote by << M >>t =
R t
0
~QM(s) d < M >s : Assuming that there exists
a predictable process Q such that Q(t; !) is a symmetric, positive denite
nuclear operator on H and << M >>t =
R t
0
Q(s) ds; we shall study rst the
existence and uniqueness of solutions to some backward stochastic dierential
equations (BSDEs for short), which are driven by martingales and which take
the following form:
(BSDE)
   dY (t) = F (t; Y (t); Z(t)Q1=2(t)) dt  Z(t) dM(t)  dN(t);
Y (T ) = ;
where 0  t  T: Here  ((!) 2 H) is the terminal value and the mapping F
satises the following properties.
(i) F : [0; T ]
HL2(H)! H is P
B(H)
B(L2(H))=B(H) -measurable.
(ii) E [
R T
0
jF (t; 0; 0)j2H dt ] <1:
(iii) 9 const > 0 such that 8 y; y0 2 H and 8 z; z0 2 L2(H)
jF (t; !; y; z)  F (t; !; y0; z0)j2H  const ( jy   y0j2H + jz   z0j2L2(H) );
uniformly in (t; !): The space L2(H;K) (or shortly L2(H) when K = H)
denotes the space of Hilbert-Schmidt operators from H to the Hilbert space
K:
A solution of this BSDE is a triple (Y; Z;N) of predictable processes that
satisfy the integral form of this BSDE for each t; in addition to some integra-
bility conditions as in the Denition 3.1 below, where N is a square integrable
martingale required to be very strongly orthogonal to M: The process Z is
actually a predictable operator satisfying Z(t; !) ~Q1=2M (t; !) 2 L2(H); for each
(t; !):
We mention here that among those who studied BSDEs driven by martin-
gales are [18], [16] in nite dimensions and [5] in innite dimensions. In fact
[18] and [5] consider the case when < M >t is absolutely continuous with re-
spect to a continuous, adapted and increasing process ct; t  0; while in [16] a
BMO-martingale is taken as a driving noise of the BSDE, where BMO stands
for bounded mean oscillation. On the other hand, Pardoux in [30] studies a
BSDE with a right continuous ltration which is generated by a d - dimensional
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Brownian motion and and a Poisson random measure and allows the terminal
condition T to be a possibly innite stopping time.
In the second part of the present paper we shall consider the backward
stochastic partial dierential equations (BSPDEs) of the following type:
(BSPDE)
8<:
  dY (t) = (A(t) Y (t) + F (t; Y (t); Z(t)Q1=2(t)) ) dt
 Z(t) dM(t)  dN(t); 0  t  T;
Y (T ) = ;
with A(t; !) being a predictable linear operator on H that belongs to L(V ;V 0);
where (V;H; V 0) is a rigged Hilbert space or the called Gelfand's triple. Now
assuming that A(t; !) is coercive for a.a. (t; !) 2 [0; T ]  
 and F satises
a similar condition to the ones given earlier, we shall show that this BSPDE
admits a unique solution (Y; Z;N) of predictable processes taking values in
V L2(H)M2;c(H) and that Y is a continuous semimartingale. This space
M2;c(H) consists of square integrable continuous martingales which take values
in H:
These results will be applied to the following situation when, for example,
we are given an SPDE driven by a Brownian motion  in R ( see the equa-
tion (4.30) of Section 4 ) and having the following data: (i) bounded real valued
processes aij(!; t; x) ; (i; j = 1; : : : ; d); dened on 
 [0; T ] Rd; that are P-
predictable, measurable in the x - variable and satisfy a uniform parabolicity
condition; (ii) measurable mappings fj : 
[0; T ]RR! R ; (j = 1; : : : ; d);
each of which satises a Lipschitz condition with respect to its third and fourth
indices. With these information and the equation (4.30) we consider the oper-
ator A(t; !) so that, for ;  2 V  H1(Rd);
[A(t; !)  ; ] :=  
Z
Rd
 dX
i;j=1
aij(!; t; x)
@
@ xj
(x)
@
@ xi
(x)

dx;
and the mapping
F (!; t; ; &)(x) :=
dX
j=1
fj (!; t; (x); ~&(x) );
where  2 H  L2(Rd); & 2 L2(H); x 2 Rd and ~& = &(h) 2 H for some xed
h 2 H satisfying jhjH = 1: The martingale M(t) here is h(t):
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BSPDEs have proved also to be very useful in stochastic control theory.
Precisely they appear as the adjoint equations of the control problem of mini-
mizing the cost functional
J(x; v()) := E [
Z T
0
g(Xv()(t); v(t) ) dt+ (Xv()(T )) ]
over the set of all admissible controls v(): In [6] a maximum principle for the
following system of stochastic evolution equation
(SEE)

dXv()(t) = (A(t)Xv()(t) + f(Xv()(t); v(t)) ) dt+ G(Xv()(t)) dM(t);
Xv()(0) = x 2 H;
is derived by using its adjoint BSPDE to show that J attains its inmum at
an optimal pair (Xv
() ; v()): Here f;G; g and  are some given C1b mappings,
the last two functions take values in R and  is convex.
It would be convenient also to know that the history of linear BSDEs goes
back to Bismut [10]. It is shown there that linear BSDEs may arise from some
stochastic control problem and can be regarded as the adjoint equations in
such a problem. Later Peng in [32] studied the nonlinear BSDEs in order to
study the stochastic maximum principle.
We recall here that in [35, P. 114, 116] the authors study nite dimensional
controlled SDEs similar to this SEE when e.g. A is bounded. They claim that
the condition
\ fFtgt0 is the natural ltration generated by a Wiener process W (); argu-
mented by all the P - null sets in F "
cannot be omitted if one wants to involve adjoint equations of the concerned
SDE. In fact one reason beyond this assumption is that because Pardoux and
Peng in [29] originally considered such a condition in order to achieve a result
of the existence of solutions to BSDEs by using the martingale representation
theorem. See also [23] in this respect. Another reason is that the authors in
[35, Chapter 5] wanted to give a relationship between the maximum principle
and dynamic programming for their controlled system.
On the other hand, as we know that dynamic programming requires a
Markov property to be satised by the solution, which does not hold in general
when the noise is a martingale, it seems that the maximum principle remains
the suitable tool to study such control problems. In particular our results
here provide the required way to study the stochastic maximum principle for
innite dimensional controlled stochastic systems like the above (SEE).
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Jin Ma et al. [23] studied sort of BSPDEs with respect to a nite dimen-
sional Wiener process. We mention here also that ksendal et al. [26] studied
BSPDEs with a ltration generated by a Wiener process and a Poisson random
measure. An interested reader can see also the work of Fuhrman et al. [19]
and Pardoux and Rascanu [31].
We shall deal here with an arbitrary ltration, and moreover, as in the
case of Example 4.9 in Section 4 below, this ltration can be larger than the
Wiener ltration. Similar cases are treated in details in [3]; cf. Remark 2.3
below. These applications together with the works in nite dimensions of
[18], [11], [7] and [16] show that by considering a general ltration (i.e. not
necessarily the Wiener ltration) one can deal with more equations than those
focused on just the Wiener ltration as for instance in [1], [4] or [35].
It is well known that in many situations strong solutions of SEEs do not
exist, and so one has to look for solutions of a weaker sense. In the literature,
e.g. [14], [15], [12] and [13] and the references therein, there is an extensive
work on the semigroup approach to nd what are called mild solutions. For the
backward case (i.e. for BSEEs or BSPDEs) one can see [21] and [4]. However,
when M is a cylindrical Wiener process on H and the ltration considered is
its canonical ltration, by adding more regularity conditions on the BSPDE
mappings  and F and A (when A is time independent), we can see from [2]
that the solution (Y; Z) can also be strong.
Now since our operator A(t; !) in the above (BSPDE) depends on t and !;
we expect to have a random propagator U(t; s) associated with A as mentioned
in [13, P. 156], that is
d
dt
U(t; s) = A(t)U(t; s); U(s; s) = idH ; 0  s  t  T:
This propagator needs not be F - adapted, so it becomes dicult if not im-
possible to use the semigroup approach for these BSPDEs as in [21] or [4]. But
in fact if A(t) is not random we can still work with the semigroup approach.
For this purpose we refer the reader to [4]. It is quiet useful to know that for
the case of the above (BSPDE) where it is given a general ltration we do not
know if one is able to use the semigroup approach despite our ability to treat
a special case as in Example 4.3 of Section 4 below. This diculty includes
also the autonomous case, i.e. if the operator A(t; !) = A is independent of t
and !:
The approach we shall therefore be following for studying the above
(BSPDE) is the use of Galerkin's approximation method.
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The rest of the paper is organized as follows. Section 2 consists of two
subsections and is devoted to giving some necessary information about mar-
tingales taking their values in Hilbert spaces and stochastic integration with
respect to such martingales. In Section 3 we introduce the spaces of solutions
of BSDEs and BSPDEs and establish the proof of the existence and uniqueness
of the solutions to the equation (BSDE). Finally Section 4 is concerned with
studying the above (BSPDE) and giving some applications.
2 Preliminaries
2.1 Square integrable martingales
Denote byM2[0;T ](H) the vector space of cadlag square integrable martingales
fM(t); 0  t  Tg; taking values in H; that is E [ jM(t)j2H ] < 1 for each
t 2 [0; T ]: It is a Hilbert space with respect to the inner product (M;N) 7!
E [


M(T ) ; N(T )

H
] ; if we identify P - equivalence classes. Two elements M
and N ofM2[0;T ](H) are said to be very strongly orthogonal (VSO) if E [M(u)

N(u)] = E [M(0)
N(0)]; for all [0; T ] - valued stopping times u: For example, if
moreoverN(0) = 0; thenM andN are VSO if and only if E [M(u)
N(u)] = 0;
for all such stopping times.
Let us now recall the denition of Doleans measure associated with jM j2H :
Dene djM j2H (A) := E [1D(jM(s)j2H   jM(t)j2H)]; where A = D  (t; s] 2 R:
This function can be extended uniquely to a measure M on P : This measure
is called the Doleans measure associated with jM j2H ( see [25] or [24] ). Analo-
gously, we associate on P the H
^1H - valued  - additive Doleans measure M
of M 
M: Here the space H
^1H is the completed nuclear tensor product,
that is the completion of H 
H for the nuclear norm. Recall that the linear
form trace, denoted here by tr; is dened as the unique continuous extension
to H
^1H of the mapping x
 y 7!


x ; y

H
:
For a square integrable martingale M we write < M;M > ( or shortly
< M > ) for the increasing Meyer process associated with the Doleans measure
of the submartingale jM j2H ; that is the unique predictable cadlag increasing
process such that jM j2H  < M > is a martingale. This process < M > is
related to the tensor quadratic variation << M >> through the following
proposition.
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Proposition 2.1 ([25]) (i) There is one predictable H
^1H - valued process
QM ; dened up to M - equivalence such that for every G 2 P
M(G) =
Z
G
QM dM :
Moreover, QM takes its value in the set of positive symmetric elements of
H
^1H and
tr QM(!; t) = 1; M a:e:
(ii) The H
^1H - valued process
<< M >>t :=
Z
(0;t]
QM d < M >
has nite variation, is predictable, admits M as its Doleans measure, and is
such that M 
M  << M >> is a martingale.
In a similar way we can dene << M;N >> : It is obvious that M and N
are VSO if and only if << M;N >> = 0:
Let ~QM be the identication of QM in L1(H): For example, if Q is a
symmetric nonnegative nuclear operator on H and fW (t); 0  t  Tg is a
Q -Wiener process in H (see [14]), then we have < W >t = t tr(Q) for each
t; and the Doleans measure W associated with jW j2H is the product measure
(l 
 P) tr(Q) ; where l is the Lebesgue measure on ( [0; T ];B([0; T ]) ):
2.2 Stochastic integration
In this section we introduce the denition of stochastic integration with respect
to martingales inM2[0;T ](H) by following [25] and [24]. Let L(H;P ;M) denote
the space of processes ; the values of which are (possibly non-continuous)
linear operators from H into itself with the following properties:
(i) the domain of (!; t) contains ~Q1=2M (!; t)(H) for every (!; t);
(ii) for every h 2 H; the H - valued process   ~Q1=2M (h) is predictable,
(iii) for every (!; t) 2 
  (0; T ]; (!; t)  ~Q1=2M (!; t) is a Hilbert-Schmidt
operator and Z

(0;T ]
j  ~Q1=2M j2L2(H) dM <1:
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This is sometimes written as
E [
Z T
0
j  ~Q1=2M j2L2(H) d < M >t ] <1;
as we shall do here.
This space is complete with respect to the scalar product
(X; Y ) 7!
Z

(0;T ]
tr (X  ~QM  Y ) dM
as seen in the proof of [24, Proposition 22.2, P.142].
Next denote by E(L(H)) the space ofR - simple processes and 2(H;P ;M)
the closure of E(L(H)) in L(H;P ;M): Then 2(H;P ;M) becomes a Hilbert
subspace of L(H;P ;M): Now assume that
 =
nX
i=1
1Di(ri;si] Bi ; Bi 2 L(H); Di 2 Fri :
DeneZ
(0;t]
 dM =
nX
i=1
1Di (Bi(M(si ^ t)) Bi(M(ri ^ t)) ); t 2 [0; T ]:
This gives an isometric linear mapping from E(L(H)) into M2[0;T ](H);  7!R
 dM: Extend this mapping to 2(H;P ;M): The image R  dM of  in
M2[0;T ](H) by this mapping is called the stochastic integral of  with respect to
M: For such  2 2(H;P ;M) the stochastic integral N = R  dM satises,
for every t  0; the following properties:
<< N >>t =
Z
(0;t]
(  ~QM  ) d << M >>;
< N >t =
Z
(0;t]
tr (  ~QM  ) d < M > :
The following martingale representation property will be applied in the
next section.
Backward stochastic partial dierential equations 9
Theorem 2.2 ([27]) Let M 2 M2[0;T ](H) and H1 := f
R
X dM : X 2
2(H;P ;M)g  M2[0;T ](H): Let H2 be the orthogonal complement of H1 in
M2[0;T ](H): Then every element of H2 is VSO to every element of H1: In par-
ticular, every L 2M2[0;T ](H) can be written uniquely as
L =
Z
X dM +N; X 2 2(H;P ;M); N 2 H2 : (2.1)
Note that since M 2 H1; the martingales M and N are VSO Note also
that if M;L 2M2;c[0;T ](H); the martingale N has a continuous modication. In
such a case, we shall consider this continuous modication.
Remark 2.3 As a result of Theorem 2.2 it is obvious that a similar repre-
sentation property holds when M is an innite dimensional genuine Wiener
process W with covariance operator Q: However, if we only have a cylindrical
Wiener process W on the Hilbert space H (i.e. when the covariance operator
is the identity idH), we will not be able to apply this theorem directly. So it
becomes worthy to record that such a representation also holds in this latter
case. Actually the uniqueness is easy. But for existence one may consider the
space H := fR X dW : X 2 2(H;P ;W )g; where 2(H;P ;W ) agrees with
L2F(0; T ;L2(H)); dened in the next section, and then shows that it a closed
subspace ofM2[0;T ](H): This gives the required decomposition L =
R
X dW+N;
because N is VSO to W in the sense that E [W h(u) N g(u) ] = 0; for every h
and g 2 H; where W h := 
W ;h
H
and N g :=


N ; g

H
; which implies that
N is VSO to every element of H: This fact can be shown in a similar way to
the proof Theorem 3.1 in [27] or by mimicking the nite dimensional case in
Lemma 4.2 of [33, Chapter 4] as follows.
E [W h(u) N g(u) ] = E [W h(u)  E (N g(T )jFu ) ]
= E [W h(u) N g(T ) ]
= E
 

W h(u) g ;N(T )

H

= E
 

(W h(u ^ ) g)(T ) ; N(T )
H

= 0;
since the stopped martingaleW h(u^) g = R 
0
1]0;u](s) (]g 
 h) dW (s) 2 H; where
]g 
 h is the mapping H 3 h0 7! g  
h ; h0
H
; which lies in L1(H)  L2(H):
This corrects the proof of [3, Theorem 3.1] and so our results here are also
valid when the martingale M is replaced by a cylindrical Wiener process.
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3 Backward stochastic dierential equations
Consider the following spaces.
L2F(0; T ;K) := f : [0; T ]  
 ! K; predictable andE [
R T
0
j(t)j2Kdt ] < 1 g;
where K is a separable Hilbert space.
S2(H) := f : [0; T ] 
! H cadlag, adapted and E [ sup
0tT
j(t)j2H ] <1 g:
B2(H) := L2F(0; T ;H) 2(H;P ;M):
Then S2(H) is a separable Banach space equipped with the norm:
jjjj2S2(H) = E
h
sup
0tT
j(t)j2H
i
:
Also B2(H) is a separable Hilbert space with the norm:
jj(1; 2)jj2B2(H) = E
h Z T
0
j1(t)j2H dt
i
+ E
h Z T
0
j2(t) ~Q1=2M (t)j2L2(H) d < M >t
i
:
Let M 2 M2;c[0;T ](H) be such that M(0) = 0 and consider the following
BSDE:   dY (t) = F (t; Y (t); Z(t)Q1=2(t)) ) dt  Z(t) dM(t)  dN(t); t 2 [0; T ];
Y (T ) = :
(3.1)
The process Q is shown in the assumption (A3) below. We shall impose the
following conditions.
 (A1) F : [0; T ]
HL2(H)! H is a mapping such that the following
properties are veried.
(i) F is P 
 B(H)
 B(L2(H))=B(H) -measurable.
(ii) E [
R T
0
jF (t; 0; 0)j2H dt ] <1; where F (t; 0; 0) = F (t; !; 0; 0):
(iii) 9 k1 > 0 such that 8 y; y0 2 H and 8 z; z0 2 L2(H)
jF (t; !; y; z)  F (t; !; y0; z0)j2H  k1 ( jy   y0j2H + jz   z0j2L2(H) );
uniformly in (t; !):
 (A2)  2 L2(
;FT ;P;H):
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 (A3) There exists a predictable process Q such that Q(t; !) is a symmet-
ric, positive denite nuclear operator onH and << M >>t =
R t
0
Q(s) ds:
 (A4) Every square integrableH-valued martingale with respect fFt ; 0 
t  Tg has a continuous version.
The process Q(t) in (A3) is called the local characteristic operator or the local
covariation operator of the martingale M(t):
We note that if (A3) holds then ~QM(t) = Q(t)q(t) and < M >t=
R t
0
q(s)ds;
where q(t) := tr (Q(t)): Thus, in particular, if g 2 2(H;P ;M);
E
h
j
Z T
0
g(s)dM(s)j2H
i
= E
h Z T
0
g(s)Q1=2(s)p
q(s)
2
L2(H)
q(s) ds
i
= E
h Z T
0
jg(s)Q1=2(s)j2L2(H) ds
i
:
Therefore the norm of B2(H) becomes
jj(1; 2)jj2B2(H) = E
h Z T
0
j1(t)j2H dt
i
+ E
h Z T
0
j2(t)Q1=2(t)j2L2(H) dt
i
:
An example of a ltration satisfying (A4) is that which is generated by
two independent cylindrical Wiener processes on H: This (A4) is a techni-
cal assumption considered in the book of Durrett [17, P. 92] for dealing with
Girsanov's formula and is needed here to reduce the diculties in the compu-
tations below when using Ito^'s formula and especially in the next section; see
also Pardoux et al. [7]. Also one has to be aware of the sentence proceeding
the equation (4.16) below.
Denition 3.1 A solution of (3.1) is a triple (Y; Z;N) 2 B2(H)M2[0;T ](H)
such that for all t 2 [0; T ] the following equality holds a:s:
Y (t) =  +
Z T
t
F (s; Y (s); Z(s)Q1=2(s)) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s); (3.2)
with N(0) = 0 and N is VSO to M:
The existence and uniqueness of such solutions are achieved through the
following theorem.
12 AbdulRahman Al-Hussein
Theorem 3.2 Assume that Assumptions (A1){(A4) hold. Then there exists
a unique solution (Y; Z;N) 2 B2(H)  M2[0;T ](H) of (3.1). And moreover
Y 2 S2(H):
Proof. We shall use the xed point theorem for the contraction principle.
But before doing this let us indicate that given (y; z) 2 B2(H) implies that
the following local martingale K(t) := E
h
+
R T
0
F (s; y(s); z(s)) ds j Ft
i
; 0 
t  T; belongs to M2;c[0;T ](H): Indeed, (A1)(iii, ii) implies that
E[jK(T )j2]  2 E [ jj2 ] + 2T E [
Z T
0
jF (s; y(s); z(s)Q1=2(s))j2ds ]
< 1: (3.3)
Now dene the mapping U on B2(H) by U(y; z) = (Y; Z); where
Y (t) := E
h
 +
Z T
t
F (s; y(s); z(s)Q1=2(s)) ds j Ft
i
; (3.4)
0  t  T; and Z is given by using the representation of the martingale K in
Theorem 2.2 as:
K(t) = Y (0) +
Z t
0
Z(s) dM(s) +N(t); (3.5)
0  t  T; such that N is an H-valued cadlag local martingale very strongly
orthogonal toM: From the denition of Y in (3.4) we see that Y is predictable.
Next we apply Doob's inequality, (A1)(iii, ii) and (A2) to nd that
jjY jj2S2(H)  E

sup
t2[0;T ]
  E [ + Z T
t
F (s; y(s); z(s)Q1=2(s)) ds j Ft ]
2  
 2 E [ sup
t2[0;T ]
(E [ jj j Ft ] )2 ]
+ 2 E

sup
t2[0;T ]
 
E [
Z T
0
jF (s; y(s); z(s)Q1=2(s))j dsj Ft ]
2 
 8 E [jj2] + 8T E [
Z T
0
jF (s; y(s); z(s)Q1=2(s))j2 ds ]
< 1: (3.6)
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In particular, Y 2 S2(H) and so
E
h Z T
0
jY (t)j2 dt
i
 T jjY jj2S2(H)
< 1: (3.7)
On the other hand, we observe that
E
h Z T
0
jZ(t)Q1=2(t)j2 dt
i
+ E [ jN(T )j2 ]
= E
h Z T
0
jZ(t) ~Q1=2M (t)j2 d < M >t
i
+ E [ jN(T )j2 ]
= E
h
j
Z T
0
Z(t) dM(t) +N(T )j2
i
= E [ jK(T ) K(0) j2 ]
 2

E [ jK(T )j2 ] + E [ jK(0)j2 ]

 4 E [ jK(T )j2 ]
<1 ; (3.8)
by using Jensen's inequality and (3.3). We have thus concluded that
Y 2 L2F(0; T ;H); Z 2 2(H;P;M) and N 2 M2[0;T ](H): So, in particular,
U maps B2(H) into itself.
Note that (Y; Z;N) 2 B2(H) M2[0;T ](H) is a solution of the BSDE (3.1)
if and only if its component (Y; Z) is a xed point of U:
Let us now take two elements (yi; zi) 2 B2(H); i = 1; 2; with the cor-
responding image (Yi; Zi; Ni) in B2(H)  M2[0;T ](H); i = 1; 2; by using the
mapping U as done earlier. Denote by (y ; z); (Y ; Z ; N) the processes
(y1   y2 ; z1   z2); (Y1   Y2 ; Z1   Z2 ; N1   N2); respectively. Let  be a real
number. The corresponding equations for these processes and Ito^'s formula
imply that
E [ e t j Y (t)j2 ] +  E [
Z T
t
e s j Y (s)j2 ds ]
+E [
Z T
t
e s j Z(s)Q1=2(s)j2 ds ] + E [
Z T
t
e s d < N >s ]
= 2E [
Z T
t
e s


Y (s); F (s; y1(s); z1(s)Q1=2(s))  F (s; y2(s); z2(s)Q1=2(s))

ds]:
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Thus, by applying (A1)(iii) and then choosing  = 2k1 + 1; we nd that
E [
Z T
0
e s j Y (s)j2 ds ]
+ E [
Z T
0
e s j Z(s)Q1=2(s)j2 ds ] + E [
Z T
0
e s d < N >s ]
 1
2

E [
Z T
0
e s j y(s)j2 ds ] + E [
Z T
0
e s j z(s)Q1=2(s)j2 ds ]

:
In particular jj(Y; Z)jj2B2(H)  12 jj(y; z)jj2B2(H) ; which shows that U is a
strict contraction on B2(H); equipped with the norm
jj(Y; Z)jjB2(H) :=

E
h Z T
0
e0 s jY (s)j2 ds
+
Z T
0
e0 s jZ(s)Q1=2(s)j2 ds
i 1=2
;
where 0 = 2k1 + 1: Hence it has a unique xed point.
4 Backward stochastic partial dierential
equations
In the preceding section we proved the existence of solutions to the BSDEs. We
shall apply these results in this section to study the following type of BSPDE:8<:
  dY (t) = (A(t) Y (t) + F (t; Y (t); Z(t)Q1=2(t)) ) dt
 Z(t) dM(t)  dN(t); 0  t  T;
Y (T ) = :
(4.1)
The operator A(t; !) in this equation is a predictable unbounded linear oper-
ator on the Hilbert space H:
Our aim is to nd a unique solution (Y; Z;N) to the equation (4.1); to be
explained below. But before we do that we need to present some information
which we shall need. Let (V;H; V 0) be a rigged Hilbert space (see [36] or [34]),
that is V is a separable Hilbert space embedded continuously and densely in
H: Hence by identifying H with its dual, we obtain the following continuous
and dense two inclusions: V  H  V 0 ; where V 0 is the dual space of V: In fact
this is seen as follows. For every h 2 H; there corresponds h : V ! R; dened
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by h(v) :=


h ; v

H
; v 2 V; which is a linear continuous functional since
jh (v)j  jhjH jvjH  const jhjH jvjV : I.e. h 2 V 0 : The mapping h 7! h from
H to V 0 is linear, injective and continuous. The injectivity of this mapping
comes from the denition of h above and the density of V  H : Thus we may
and we will identify h with h : We then have jhjV 0  const jhjH ; 8 h 2 H :
Thus the embedding H  V 0 has a meaning and, moreover, it is continuous
and dense.
Denoting by [ ; ] the duality between V and V 0 we observe that:
j [v ; x] j  const jvj
V
 jxj
V 0 ; 8 v 2 V and x 2 V 0 and [v ; x] =


v ; x

H
if
x 2 H:
Denition 4.1 A solution of (4.1) is a triple (Y; Z;N) 2 L2F(0; T ;V ) 
2(H;P ;M) M2;c[0;T ](H) such that the following equation holds a:s: for all
t 2 [0; T ]; N(0) = 0 and N is VSO to M:
Y (t) =  +
Z T
t
(A(s) Y (s) + F (s; Y (s); Z(s)Q1=2(s)) ) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s): (4.2)
Note that from this formula (4.2) it follows that Y is a semimartingale.
Let us now keep the assumptions (A1)-(A4) in Section 3 and add also the
following.
 (A5) A(t; !) is a linear operator on H; P -measurable, belongs to
L(V ;V 0) uniformly in (t; !) and satises the following conditions:
(i) A(t; !) satises the coercivity condition in the sense that
2 [A(t; !) y ; y] +  jyj2
V
  jyj2H a:e: t 2 [0; T ] ; a:s: 8 y 2 V;
for some ;  > 0:
(ii) A(t; !) is uniformly continuous, i.e. 9 k3  0 such that for all
(t; !)
jA(t; !) y j
V 0  k3 jyjV ;
for every y 2 V:
Our aim now is to prove the following theorem.
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Theorem 4.2 If Assumptions (A1){(A5) hold, then there exists a unique so-
lution (Y; Z;N) of the equation (4.1) in L2F(0; T ;V )2(H;P ;M)M2;c[0;T ](H):
Before starting proving the theorem we give the following example.
Example 4.3 Let H be a separable Hilbert space. Assume that A : D(A)! H
is an unbounded linear operator that generates a C0 - semigroup fS(t)gt0 on
H: For example one can consider the Laplacian  on the space H = L2(O);
where O is a bounded subset of Rd with a smooth boundary @O:
Consider the following BSPDE:   dY (t) = A Y (t) dt  Z(t) dM(t)  dN(t); 0  t  T;
Y (T ) =  2 L2(
;FT ;P; H): (4.3)
This equation can actually be solved directly using the semigroup approach as
follows. First we obtain from Theorem 2.2 the following representation iden-
tity:
E [  j Ft ] = E [  ] +
Z t
0
R(s) dM(s) +K(t); 0  t  T;
with R 2 2(H;P ;M); K 2M2[0;T ](H) and K is VSO to M: Next we let
Y (t) = E [S(T   t)  j Ft ]; 0  t  T:
Then it follows that
Y (t) = S(T   t)

E [  ] +
Z t
0
R(s) dM(s) +K(t)

= S(T   t)

  
Z T
t
R(s) dM(s) 
Z T
t
dK(s)

= S(T   t)  
Z T
t
S(s  t)Z(s) dM(s) 
Z T
t
S(s  t) dN(s);
where Z(s) := S(T s)R(s); and N(s) := R s
0
S(T r) dK(r); where 0  s  T:
It is obvious that N belongs to M2[0;T ](H); N(0) = 0 and is VSO to M: Also
(Y; Z;N) can easily be seen to be a solution to (4.3).
Remark 4.4 Note that if we are given a continuous linear operator A : V !
V 0; which satises the coercivity condition in (A5), then Theorem 4.2 implies
Backward stochastic partial dierential equations 17
that (4.3) has a unique solution (Y; Z;N) in L2F(0; T ;V )  2(H;P ;M) 
M2;c[0;T ](H):
On the other hand, by setting D = fh 2 V jAh 2 Hg  V and
AH : D ! H; AH (h) = A(h) if h 2 D; it is known ([22]) that AH gener-
ates a C0 - semigroup fS(t)gt0 on H: Now the above example shows that this
solution is also mild solution to (4.3). In particular, this remark together with
Example 4.3 shows in some sense the relationship between our present approach
and the semigroup one.
An alternative way to see this is the study of the relation between these two
types of solutions as in [2].
Recall the discussion in the introduction regarding the inability of using
the semigroup approach in our case which involves the predictable unbounded
linear operator A(t; !): So we shall use the method of Galerkin's nite di-
mensional approximation following [28] and [34]. In fact this method is an
extension to the stochastic case of that used by J. Lions [22] for the determin-
istic case. It was used in the stochastic case by many mathematicians, e.g.
Bensoussan [8], [9], Rozovski [34], Pardoux [28] and Gyongy and Krylov [20].
We shall divide the proof of Theorem 4.2 into dierent cases starting by
the next lemma, which considers a simple version of the equation (4.1). For
the convenience of the reader, since we are dealing with dierent spaces, we
prefer to indicate to the space under each norm.
Lemma 4.5 Suppose that F 2 L2F(0; T ;H) and (A2){(A5) hold. Then
Y (t) =  +
Z T
t
(A(s)Y (s) + F (s) ) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s); 0  t  T: (4.4)
attains a unique solution (Y; Z;N) 2 L2F(0; T ;V )2(H;P;M)M2;c[0;T ](H):
Proof. Uniqueness: Let (Y; Z;N) and (Y 0; Z 0; N 0) be two solutions of (4.4).
Ito^'s formula and (A5)(i) show that
E [ jY (t)  Y 0(t)j2H ] + E
h Z T
t
j(Z(s)  Z 0(s))Q1=2(s)j2L2(H) ds
i
+ E
h Z T
t
d < N  N 0 >s
i
+  E
h Z T
t
jY (s)  Y 0(s)j2V ds
i
  E
h Z T
t
jY (s)  Y 0(s)j2H ds
i
; 0  t  T: (4.5)
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In particular,
E [ jY (t)  Y 0(t)j2H ]   E
h Z T
t
jY (s)  Y 0(s)j2H ds
i
; 0  t  T:
Gronwall's inequality and the continuity of Y and Y 0; imply that Y (t) =
Y 0(t); 8 t 2 [0; T ] a:s: This together with (4.5) gives the uniqueness of Z and
N:
Existence: Let feigi1 be an orthonormal basis of H: Since V is dense
in H; we may suppose that ei 2 V for each i  1: Let Hn :=
span(e1; e2; : : : ; en) ; n  1: Consider the following system of equations in
Hn = Rn :
Y in(t) =


ei ; 

H
+
Z T
t
[ ei ; A(s) (
nX
j=1
Y jn (s)  ej) ] ds
+
Z T
t


ei ; F (s)

H
ds
 
Z T
t
Zin(s) dMn(s) 
Z T
t
dN in(s); (4.6)
i = 1; 2; : : : ; n; where
Mn(s) =
nX
j=1
mj(s)  ej and mj(s) =


M(s) ; ej

H
2M2 ;c[0;T ](R);
for j = 1; 2; : : : ; n: Thus Mn lies in M2;c[0;T ](Hn):
In fact if we write
Yn(t) :=
nX
i=1
Y in(t) ei ; Zn(t) :=
nX
i=1
Zin(t)() ei
and
Nn(t) :=
nX
i=1
N in(t) ei ;
for 0  t  T; we can rewrite (4.6) as the following nite dimensional BSDE:
Yn(t) = n  +
Z T
t
(nA(s)Yn(s) ) ds
+
Z T
t
n F (s) ds 
Z T
t
Zn(s) dMn(s) 
Z T
t
dNn(s); (4.7)
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0  t  T: Here n : V 0 ! Hn and n : H ! Hn are the orthogonal projection
operators.
Now, for a xed n; the equation (4.7) is actually a BSDE in Hn; of the type
we studied in Section 3, and satises the assumptions in Theorem 3.2. Thus
it has a unique solution (Yn; Zn; Nn) 2 B2(Hn)M2;c[0;T ](Hn):
On the other hand, Ito^'s formula gives
E [ jYn(t)j2H ] = E [ j n j2H ] + 2
 Z T
t


Yn(s) ;nA(s) Yn(s)

H
ds

+ 2 E
h Z T
t


Yn(s) ; n F (s)

H
ds
i
  E
h Z T
t
j ~Zn(s)Q1=2(s)jL2(H) ds
i
  E
h Z T
t
d < Nn >s
i
;
where ~Zn(s) := Z(s)n ; which belongs to 
2(H;P ;M): By using the proper-
ties preceding Denition 4.1, we realize that

Yn(s) ;nA(s) Yn(s)

H
= [Yn(s) ;nA(s) Yn(s)];
since Yn(s) 2 V and nA(s) Yn(s) 2 Hn  H: Hence by applying (A5), we
get
E [ jYn(t)j2H ] +  E
h Z T
t
jYn(s)j2V ds
i
+ E
h Z T
t
j ~Zn(s)Q1=2(s)j2L2(H) ds
i
+ E
h Z T
t
d < Nn >s
i
 E [ jj2H ] + (+ 1) E
h Z T
t
jYn(s)j2H ds
i
+ E
h Z T
t
jF (s)j2H ds
i
: (4.8)
As a result Gronwall's inequality gives
E [ jYn(t)j2H ]  e(+1)T

E [ jj2H ] + E
h Z T
0
jF (s)j2H ds
i 
;
or in particular
E
h Z T
0
jYn(t)j2H dt
i
 T e(+1)T

E [ jj2H ] + E
h Z T
0
jF (s)j2H ds
i 
: (4.9)
Consequently (4.9) and (4.8) imply
sup
n1
E
h Z T
0
jYn(s)j2H ds
i
<1 ;
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sup
n1
E
h Z T
0
jYn(s)j2V ds
i
<1 ; (4.10)
sup
n1
E
h Z T
0
j ~Zn(s)Q1=2(s)j2L2(H) ds
i
<1 ;
and
sup
n1
E [ jNn(T )j2H ] <1 :
From these estimates it follows that for some subsequence
fnk ; k  1g; (Ynk ; ~Znk ; Nnk) converge weakly in L2F(0; T ;V )2(H;P ;M)
M2;c[0;T ](H) as k !1: Denote their limits by (Y; Z;N):
The proof of the lemma nishes once we show that (Y; Z;N) is a solution
to (4.4). For this end we take rst ; so that (t) =
R t
0
(s)ds; each t 2 [0; T ];
with  lying in L2([0; T ];R): And let i :=  ei for an arbitrary xed i: We
then apply Ito^'s formula to (4.7) to see that


 ; i(T )

H
+
Z T
0
[A(s)Yn(s) ; i(s) ] ds
+
Z T
0


F (s) ; i(s)

H
ds
 
Z T
0


i(s) ; ~Zn(s) dM(s)

H
 
Z T
0


i(s) ; dNn(s)

H
=
Z T
0


Yn(s) ; ei

H
(s) ds: (4.11)
Note that the integral
R T
0
[A(s)Yn(s) ; i(s) ] ds exists in L
2(
;FT ;P; R)
since
E
  Z T
0
[A(s)Yn(s) ; i(s) ] ds
 2  const E [ Z T
0
jYn(s)j2V ds ];
by using the properties of [ ; ] preceding Denition 4.1 together with (A5)(ii)
and (4.10).
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Next note that the mapping 	1(M) =
R T
0


i(s) ; dM(s)

H
is continuous
from M2;c(H) to L2(
;FT ;P;R) : Indeed this comes from the following in-
equality
E [ 	1(M)j2 ]  E
h Z T
0
ji(s)j2H d < M >s
i
 K1 E [ jM(T )j2H ];
where K1 is a positive constant.
On the other hand, 	2 : 
2(H;P ;M) ! L2(
;FT ;P; R) ; dened by
	2(R) =
R T
0


i(s) ; R(s) dM(s)

H
is continuous since there exists a positive
constant K2 such that
E [ j	2(R)j2 ] =
h Z T
0
j(s)j2 d <   
 Z 
0
R(r) dM(r) ; ei

H

>s
i
 K2 E
h
j 
 Z T
0
R(s) dM(s) ; ei

H
j2
i
 K2 E
h Z T
0
jR(s)Q1=2(s)j2L2(H) ds
i
;
by using Cauchy-Schwartz inequality.
Similarly but by using the properties of [; ] and (A5)(ii) we can deduce
easily that 	3
Y 7!
Z T
0
[A(s)Y (s) ; i(s)] ds;
is a continuous mapping from L2F(0; T ;V ) to L
2(
;FT ;P; R) :
But since 	1 and 	2 and 	3 are linear as well, it follows that 	1 ; 	2 and
	3 are continuous with respect to the weak topologies. So by replacing n by
nk in (4.11) we can pass to the weak limit in L
2(
;FT ;P; R); as k ! 1 to
conclude 

 ; i(T )

H
+
Z T
0
[A(s)Y (s) ; i(s) ] ds
+
Z T
0


F (s) ; i(s)

H
ds
 
Z T
0


i(s) ; Z(s) dM(s)

H
 
Z T
0


i(s) ; dN(s)

H
=
Z T
0


Y (s) ; ei

H
(s) ds:
22 AbdulRahman Al-Hussein
This equation holds true for every i  1: Therefore, for any v 2 V;


 ; v

H
(T ) +
Z T
0
[A(s)Y (s) ; v ] (s) ds
+
Z T
0


F (s) ; v

H
(s) ds
 
Z T
0
(s)


v ; Z(s) dM(s)

H
 
Z T
0
(s)


v ; dN(s)

H
=
Z T
0


Y (s) ; v

H
(s) ds: (4.12)
Hence if for t 2 (0; T ) we choose
m(s) :=
8<:
1 if s  t+ 1
2m
;
1
2
 m (t  s) if t  1
2m
< s < t+ 1
2m
;
0 if s  t  1
2m
;
(4.13)
for any m  1; in (4.12), then


 ; v

H
+
Z T
0
[A(s)Y (s) ; v ] m(s) ds
+
Z T
0


F (s) ; v

H
m(s) ds
 
Z T
0
m(s)


v ; Z(s) dM(s)

H
 
Z T
0
m(s)


v ; dN(s)

H
= m
Z t+ 1
2m
t  1
2m


Y (s) ; v

H
ds: (4.14)
Since holds for all m  1; by applying the continuity of the mappings 	i; i =
1; 2; 3; we can let m!1 in (4.14) to get the following equality


 ; v

H
+
Z T
t
[A(s)Y (s) ; v ] ds+
Z T
t


F (s) ; v

H
ds
 
Z T
t


v ; Z(s) dM(s)

H
 
Z T
t


v ; dN(s)

H
=


Y (t) ; v

H
; (4.15)
for almost all t 2 [0; T ]:
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But since V is separable, this equality implies that, for a:e: t 2 [0; T ] ;
Y (t) =  +
Z T
t
(A(s)Y (s) + F (s) ) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s) : (4.16)
We note that the process dened by the right hand side of this equation
(4.16) has a continuous modication. Hence we dene Y to be this process.
The rest of the proof is devoted to proving that N is VSO to M in the
sense that for any [0; T ] - valued stopping time u;
E [M(u)
N(u) ] = 0:
Recall that Nn and Mn are VSO, which means that
E [Mnk(u)
Nnk(u) ] = 0; each k:
But since
Mm(u) =
Z u
0
nkm dMnk(s);
where nkm := m  nk ; this implies that
E [Mm(u)
Nnk(u) ] = 0;
for all m  nk : It follows that
E [Mm(T )
Nnk(u) ] = E [Mm(u)
Nnk(u) ] = 0; (4.17)
for all m  nk :
Now, since Nnk converges weakly toN inM2;c[0;T ](H) as k !1; then N gnk (=

Nnk ; g

) converges weakly to N g in M2;c[0;T ](R) as k ! 1 ; for any g 2 H:
This implies, by using the optional stopping theorem, that N gnk(u^) converges
weakly to N g(u ^ ) in M2;c[0;T ](R) as k !1 : Precisely, if x 2 M2;c[0;T ](R); then
xu := x(u ^ ) 2M2;c[0;T ](R) and hence by using the weak convergence of N gnk ;
lim
k!1
E [ x(T ) N gnk(u ^ T ) ] = limk!1E [ x
u(T ) N gnk(T ) ]
= E [ xu(T ) N g(T ) ]
= E [ x(T ) N g(u) ]:
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Therefore
lim
k!1
E
h

Mm(T )
Nnk(u) ; h
 g

H
^1H
i
= E
h 

Mm(T )
N(u) ; h
 g

H
^1H
i
for any h; g 2 H: As a result
lim
k!1
E [Mm(T )
Nnk(u) ] = E [Mm(T )
N(u) ]: (4.18)
Next by arguing as above we can let m!1 in this result and use the strong
and so the weak convergence of Mhm to nd that
lim
m!1
E [Mm(T )
N(u) ] = E [M(T )
N(u) ]:
Finally, by using this result with (4.18) and (4.17) we deduce that
E [M(u)
N(u) ] = E [M(T )
N(u) ] = 0:
This completes the proof.
Remark 4.6 The case where the mapping F takes values in the space V 0; if
it is needed, can be treated exactly as it was done in the previous proof. An
example would be when F is only continuous as a mapping from H to V 0:
Let us now consider the following BSPDE in which we allow the function
F to depend on the variables t and Z but not on Y:
Y (t) =  +
Z T
t
(A(s)Y (s) + F (s; Z(s)Q1=2(s)) ) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s); 0  t  T: (4.19)
For this equation we need to modify the assumption (A1) and in particular we
set the following.
 (A1)0 F : [0; T ] 
 L2(H)! H is a mapping such that the following
properties are veried.
(i) F is P 
 B(L2(H))=B(H) -measurable.
(ii) E [
R T
0
jF (t; 0; 0)j2H dt ] <1:
(iii) 9 k2 > 0 such that 8 z; z0 2 L2(H)
jF (t; !; z)  F (t; !; z0)j2H  k2 jz   z0j2L2(H);
uniformly in (t; !):
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Lemma 4.7 Assume that F satises (A1)0 and Assumptions (A2){(A5)
hold. There exists a unique solution (Y; Z;N) of (4.19) in L2F(0; T ;V ) 
2(H;P ;M)M2;c(H):
Proof. The uniqueness can be shown as in the proof of Lemma 4.5. So we
shall only prove the existence. We proceed by approximation using Lemma 4.5
as follows. Let rst Z0  0 and consider the following BSPDE:
Yn(t) =  +
Z T
t
(A(s)Yn(s) + F (s; Zn 1(s)Q1=2(s)) ) ds
 
Z T
t
Zn(s) dM(s) 
Z T
t
dNn(s); 0  t  T; (4.20)
for n  1: Lemma 4.5 tells us that this equation attains a unique solution
(Yn; Zn; Nn) 2 L2F(0; T ;V )2(H;P ;M)M2;c(H) ; for any n  1: By using
Ito^'s formula, (A1)0(iii) and (A5)(i) we nd that
E [ jYn+1(t)  Yn(t)j2H + E
h Z T
t
j(Zn+1(s)  Zn(s))Q1=2(s)j2L2(H) ds
i
+ E
h Z T
t
d < Nn+1  Nn >s
i
 (+ 2 k2) E
h Z T
t
jYn+1(s)  Yn(s)j2H ds
i
+
1
2
E
h Z T
t
j(Zn(s)  Zn 1(s))Q1=2(s)j2L2(H) ds
i
   E
h Z T
t
jYn+1(s)  Yn(s)j2V ds
i
: (4.21)
Hence by multiplying both sides of (4.21) by e(+2k2) t and integrating with
respect to t 2 [0; T ]; it follows that
E
h Z T
0
jYn+1(t)  Yn(t)j2H dt
i
+
Z T
0
e(+2k2) t

E
h Z T
t
j(Zn+1(s)  Zn(s))Q1=2(s)j2L2(H) ds
i 
dt
+
Z T
0
e(+2 k2) t

E
h Z T
t
d < Nn+1  Nn >s
i 
dt
 1
2
Z T
0
e(+2 k2) t

E
h Z T
t
j(Zn(s)  Zn 1(s))Q1=2(s)j2L2(H) ds
i 
dt: (4.22)
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But this impliesZ T
0
e(+2k2) t

E
h Z T
t
j(Zn+1(s)  Zn(s))Q1=2(s)j2L2(H) ds
i 
dt
 1
2
Z T
0
e(+2 k2) t

E
h Z T
t
j(Zn(s)  Zn 1(s))Q1=2(s)j2L2(H) ds
i 
dt:
And so iterating in n this inequality yieldsZ T
0
e(+2k2) t

E
h Z T
t
j(Zn+1(s)  Zn(s))Q1=2(s)j2L2(H) ds
i
dt 
 1
2
n
K3 ;
where K3 :=
1
+2 k2
e(+2 k2)T E
h R T
0
jZ1(s)Q1=2(s)j2L2(H) ds
i
: Thus in particu-
lar from (4.22) we get
E
h Z T
0
jYn+1(t)  Yn(t)j2H dt
i

 1
2
n
K3 : (4.23)
Moreover by using (4.21) repeatedly and (4.23) it follows therefore that
E
h Z T
0
j(Zn+1(s)  Zn(s))Q1=2(s)j2L2(H) ds
i

 1
2
n 
n (+ 2k2) K3 + E
h Z T
0
jZ1(s)Q1=2(s)j2L2(H) ds
i 
: (4.24)
On the other hand, we obtain from (4.21), (4.23) and (4.24) that
E
h Z T
0
jYn+1(s)  Yn(s)j2V ds
i
 1

 1
2
n 
n (+ 2k2) K3 + E
h Z T
0
jZ1(s)Q1=2(s)j2L2(H) ds
i 
(4.25)
and
E [ j (Nn+1  Nn)(T ) j2H ]

 1
2
n 
n (+ 2k2)K3 + E
h Z T
0
jZ1(s)Q1=2(s)j2L2(H) ds
i 
: (4.26)
The results in (4.25), (4.24) and (4.26) show that the sequences fYng; fZng
and fNng are Cauchy sequences in L2F(0; T ;V ); 2(H;P ;M) and M2;c(H);
respectively. Hence they converge to some limits Y; Z;N; respectively.
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Note that here N is VSO to M: The proof of this uses the fact that Nn is
VSO to and M for each n  1; the weak convergence of Nn to N as n ! 1;
and can be actually achieved as in the preceding proof; but here it is much
simpler.
From (A5)(ii) there is a positive constant K4 = T k3 such that
E
h
j
Z T
t
A(s)(Yn(s)  Y (s)) ds j2V 0
i
 T E
h Z T
0
j A(s)(Yn(s)  Y (s)) j2V 0 ds
i
 K4 E
h Z T
0
j Yn(s)  Y (s) j2V ds
i
! 0 as n!1:
Thus we can pass to the limit in (4.20) as n ! 1 to derive the
BSPDE (4.19) showing that (Y; Z;N) is a solution to (4.19).
We are now ready to complete the proof of Theorem 4.2.
Proof of Theorem 4.2. The uniqueness part can be done as in the proof
of Lemma 4.5.
We shall then establish the existence of solutions to the BSPDE (4.1). Let
Y0  0 and dene recursively by using Lemma 4.7 the following BSPDE:
Yn(t) =  +
Z T
t
(A(s)Yn(s) + F (s; Yn 1(s); Zn(s)Q1=2(s)) ) ds
 
Z T
t
Zn(s) dM(s) 
Z T
t
dNn(s); 0  t  T; (4.27)
for n  1: The solutions (Yn; Zn; Nn) lie in L2F(0; T ;V )  2(H;P ;M) 
M2;c(H) for each n  1:
By applying Ito^'s formula, (A1)(iii) and (A5) it follows that
E [ jYn+1(t)  Yn(t)j2H ] +
1
2
E
h Z T
t
j(Zn+1(s)  Zn(s))Q1=2(s)j2 ds
i
+ E
h Z T
t
d < Nn+1  Nn >s
i
+  E
h Z T
t
jYn+1(s)  Yn(s)j2V ds
i
 (+ 2k1 + 1) E
h Z T
t
( jYn+1(s)  Yn(s)j2H
+ jYn(s)  Yn 1(s)j2H ) ds
i
; (4.28)
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where 0  t  T: Denote by
Pn(t) := E
h Z T
t
jYn(s)  Yn 1(s)j2H ds
i
;
where t 2 [0; T ] and n  1: Observe from (4.28) that
  d
dt
Pn+1(t)  (+ 2k1 + 1) Pn+1(t)  (+ 2k1 + 1) Pn(t);
for each t; or in particular
  d
dt
( Pn+1(t)  e (+2k1+1) t )  (+ 2k1 + 1) e (+2k1+1) t Pn(t):
Let t 2 [0; T ] and integrate to get
Pn+1(t)  (+ 2k1 + 1)
Z T
t
e (+2k1+1) s Pn(s) ds:
Hence iterating this inequality gives
Pn+1(t)  [ (+ 2k1 + 1) e (+2k1+1)T ]n (T   t)
n
n!
P1(0):
But this implies
1X
n=1
Pn+1(0) is convergent and as a result from this, the deni-
tion of Pn+1(0) and (4.28), we conclude that fYng; fZng and fNng are Cauchy
sequences in L2F(0; T ;V ); 
2(H;P ;M) andM2;c(H); respectively, and so they
are convergent. Let Y; Z and N denote the limits of these sequences.
The very strong orthogonality between N and M is derived as in the proof
of the previous lemmas.
Now this convergence together with (A1) and (A5)(ii) allows us to let
n!1 in (4.27) and see that the following equality holds a.s.
Y (t) =  +
Z T
t
(A(s) Y (s) + F (s; Y (s); Z(s)) ) ds
 
Z T
t
Z(s) dM(s) 
Z T
t
dN(s); 0  t  T:
It follows that (Y; Z;N) is a solution of (4.1).
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Remark 4.8 We note that the condition (A5)(ii) in the theorem is necessary
as we saw in the proof. However if we replace it by the following:
9 a predictable nonnegative stochastic process k04(t; !) such that sup
0tT
k03(t) <
1 and for all (t; !)
jA(t; !) y j
V 0  k03(t; !) jyjV ;
for every y 2 V; we can still see that a solution of (4.1) is unique. But the
existence of the solution remains an interesting research problem. We refer the
reader to [34, Section 3.3, P. 108] for a similar discussion.
The following example is an application to the above theorem.
Example 4.9 Let V = H1(Rd); H = L2(Rd;R) and V 0 = H 1 (Rd); where
H1(Rd) is the completion of C10 (Rd) under the norm:
jj'jjH1(Rd) :=
 Z
Rd
j'(x)j2 dx+
Z
Rd
jr '(x)j2 dx
 1
2
and H 1 (Rd) is the dual space of H1(Rd):
Then (V;H; V 0) is a rigged Hilbert space; see e.g. [34].
We shall assume as in Section 1 that (
;F ;P) is a complete probability
space equipped with a right continuous ltration fFtgt0 and P is the pre-
dictable  - algebra of subsets 
 (0; T ]:
Suppose that  is a one-dimensional Brownian motion with respect to
fFtgt0; aij(!; t; x) ; (i; j = 1; : : : ; d); are bounded real valued processes, de-
ned on 
 [0; T ] Rd; that are P-predictable, measurable in the x - variable
and satisfy the following uniform parabolicity condition: 9  > 0 such that
2
dX
i;j=1
aij(!; t; x) i j  
dX
i;j=1
2j ; (4.29)
for all (!; t; x) 2 
 [0; T ] Rd and 1; : : : ; d 2 R:
Consider the following problem:8>>>>>>>>><>>>>>>>>>:
  dy(t; x) =  dX
i;j=1
@
@ xi
( aij(!; t; x)
@
@ xj
y(t; x) )
+
dX
j=1
fj (!; t; y(t; x); z(t; x) )

dt
  z(t; x) d(t)  dN (t; x);
y(T; x) = '(x);
(4.30)
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where (t; x) 2 [0; T ]Rd; E [ RRd '2(x) dx ] <1 and fj : 
 [0; T ]RR!
R ; j = 1; : : : ; d; satises the following two conditions:
 fj is P 
 B(R)
 B(R)=B(R) -measurable and
E [
Z T
0
j fj(t; 0; 0) j2 dt ] <1 ;
 9 bj > 0 such that 8 ; 0 2 R; 8 ; 0 2 R
j fj(t; ; )  fj(t; 0; 0) j2  bj ( j   0j2 + j  0j2 );
uniformly in (t; !):
A solution of (4.30) is a triple (y(t; x); z(t; x);N (t; x)) of processes satisfy-
ing the following properties:
(i) for each x 2 Rd; y(t; x); z(t; x) and N (t; x) are P=B(R) -measurable,
(ii)
E [
Z T
0
Z
Rd
(y(t; x))2 dxdt ] <1; E [
Z T
0
Z
Rd
(z(t; x))2 dxdt ] <1;
E [
Z
Rd
(N (T; x))2 dx ] <1;
(iii) E [
R
Rd N (u; x)  h(x) (u) dx ] = 0; for any [0; T ] - valued stopping times u
and for any h 2 H;
(iv) for all v 2 C10 (Rd) and t 2 [0; T ];Z
Rd
y(t; x) v(x) dx =
Z
Rd
'(x) v(x) dx
 
Z T
t
Z
Rd
 dX
i;j=1
aij(!; s; x)
@
@ xj
y(s; x)
@
@ xi
v(x)

dx ds
 
Z T
t
Z
Rd
 dX
j=1
fj (!; s; y(s; x); z(s; x) )

v(x) dx ds
 
Z T
t
Z
Rd
v(x) z(s; x) dx d(s) 
Z
Rd
Z T
t
v(x) dN (s; x) dx:
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We now want to relate (4.30) to the BSPDE (4.1). First let A(t; !) be
dened such that
[A(t; !)  ; ] :=  
Z
Rd
 dX
i;j=1
aij(!; t; x)
@
@ xj
(x)
@
@ xi
(x)

dx;
where ;  2 V: Then from the condition (4.29) we have
2 [A(t; !)  ; ]    
Z
Rd
dX
i=1
 @
@ xi
(x)
2
dx
= 
Z
Rd
2(x) dx  
 Z
Rd
2(x) dx+
Z
Rd
dX
i=1
(
@
@ xi
(x) )2 dx

;
which means that A satises the conditions in (A5).
Secondly, on one hand letting M(t) = h(t); where h is some xed h 2
H satisfying jhjH = 1; shows that M 2 M2;c[0;T ](H); satises (A3) and its
local covariation operator Q is the identication of h 
 h in L1(H); i.e. it is
the mapping g 7! 
h ; g
H
h: Since jhjH = 1 we observe that Q1=2 = Q and
Q1=2(h) = h: In particular h 2 Q1=2(H):
On the other hand, we dene the mapping F : 
 [0; T ]HL2(H)! H
on elements (!; t; ; &) of 
 [0; T ]H  L2(H)! H by
F (!; t; ; &)(x) :=
dX
j=1
fj (!; t; (x); ~&(x) );
where x 2 Rd and ~& = &(h) 2 H:
Note that the above shows that F veries the conditions in (A1) and the
equation (4.30) can be rewritten as the following BSPDE with values in H :8<:
  dY (t) = (A(t) Y (t) + F (t; Y (t); Z(t)Q1=2) ) dt
 Z(t) dM(t)  dN(t); 0  t  T;
Y (T ) = ':
(4.31)
Assuming that (A4) holds we conclude from Theorem 4.2 that there exists a
unique solution (Y; Z;N) of (4.31) in L2F(0; T ;H)2(H;P;M)M2;c[0;T ](H);
such that Y (t) 2 V for a.e. (!; t) and N is VSO to M: As a result, by den-
ing y(t; x) := Y (t)(x); z(t; x) := (Z(t)(h))(x) = (Z(t)Q1=2(h))(x); N (t; x) =
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N(t)(x); x 2 Rd; the above properties (i){(iv) are fullled. Indeed (i) and (ii)
are obvious, and (iv) follows directly from the density of C10 (Rd) in V and the
fact that the integral form of (4.31) holds in V 0; see (4.2). But for (iii) we
argue as follows.
E [
Z
Rd
N (u; x)  h(x) (u) dx ] = E [
Z
Rd
N(u)(x)  h(x) (u) dx ]
= E [


N(u) ;M(u)

H
]
= E [ tr (N(u)
M(u)) ] = 0;
for any [0; T ] - valued stopping times u; since N is VSO to M: The fact that
(iii) holds for arbitrary h in H follows easily from this result.
Remark 4.10 (i) A special case of the above functions fj in Example 4.9 is
the following.
fj(t; ; ) = t  + t  ; each j ;
where  and  are two bounded predictable process with values in R: This
implies that
F (!; t; ; &)(x) := d  (t (x) + t ~&(x) );
where x 2 Rd: For example if  = h and & = Q1=2; then
F (!; t; ; &)(x) = d  h(x)(t + t):
(ii) In (i) if one takes t = t = 0 for each t; which yields that F = 0; he
shall end up with a BSPDE of the type of the Example 4.3.
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