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Abstract
In contrast to conjunctions of commutable projection operators unambiguously represented by
their meets, the mathematical representation of conjunctions of incommutable projection oper-
ators is a question that has yet to be solved. This question relates to another asking whether
the set of the column spaces of the projection operators, commutable and incommutable alike,
forms a lattice. As it is demonstrated in the paper, if the Hilbert space is finite, the column
spaces of the incommutable projection operators cannot be elements of one partially ordered
set in accordance with Burnside’s theorem on matrix algebras.
Keywords: Quantum mechanics; Column spaces; Null spaces; Invariant-subspace lattices;
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1 Introduction
Finding a proper mathematical representation of conjunction in the case of propositions associated
with incommutable projection operators is the long-lasting problem. The essence of this problem
can be presented as follows.
Take as an example the projection operators relating to a spin-half particle associated with the
two-dimensional Hilbert space H = C2:
0ˆ =
[
0 0
0 0
]
, 1ˆ =
[
1 0
0 1
]
, (1)
Pˆ
(z)
1 =
[
1 0
0 0
]
, Pˆ
(z)
2 =
[
0 0
0 1
]
, (2)
Pˆ
(x)
1 =
1
2
[
1 1
1 1
]
, Pˆ
(x)
2 =
1
2
[
1−1
−1 1
]
, (3)
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1
Pˆ
(y)
1 =
1
2
[
1−i
i 1
]
, Pˆ
(y)
2 =
1
2
[
1 i
−i 1
]
. (4)
These projection operators are in one-to-one correspondence with their column spaces (a.k.a.
ranges), the closed (under addition and multiplication) subspaces of C2. The collection of these
column spaces – denoted by L(C2) – is as follows
L(C2) =
{
{0},
{[
a
0
]}
,
{[
0
a
]}
,
{[
a
a
]}
,
{[
a
−a
]}
,
{[
ia
a
]}
,
{[
a
ia
]}
,C2
}
, (5)
where {0} stands for ran(0ˆ), the zero-dimensional subspace (containing only the zero vector), the
subspace C2 represents ran(1ˆ), and a ∈ R.
Consistent with the axioms of quantum mechanics, the partially ordered set of all the experimental
propositions relating to the spin-half particle is assumed to be isomorphic to the partially ordered
set of all closed subspaces of C2. Hence, in line with this assumption, there must be some ordering
in L(C2), that is, there must be pairs of the subspaces, for which one subspace precedes the other,
as well as pairs, in which neither subspace come first, in L(C2). Particularly, the partially ordered
set L(C2) is assumed to form a lattice, namely, all pairs of the subspaces from L(C2) are expected
to have a meet ∧ represented by their intersection and a join ∨ represented by the smallest closed
subspace of C2 containing their union.
The problem with this assumption is that it contradicts the distributive law. To be sure, consider
the following meets:
ran(Pˆ
(z)
1 ) ∧ ran(Pˆ
(x)
1 ) =
{[
a
0
]}
∩
{[
a
a
]}
= {0} . (6)
ran(Pˆ
(z)
2 ) ∧ ran(Pˆ
(x)
1 ) =
{[
0
a
]}
∩
{[
a
a
]}
= {0} . (7)
In keeping with them, the right-hand side of the distributive axiom
(
ran(Pˆ
(z)
1 ) ∨ ran(Pˆ
(z)
2 )
)
∧ ran(Pˆ
(x)
1 ) =
(
ran(Pˆ
(z)
1 ) ∧ ran(Pˆ
(x)
1 )
)
∨
(
ran(Pˆ
(z)
2 ) ∧ ran(Pˆ
(x)
1 )
)
(8)
must be the zero subspace, i.e., {0} ∨ {0} = {0}. However, in view of
ran(Pˆ
(z)
1 ) ∨ ran(Pˆ
(z)
2 ) =
({[
a
0
]}⊥
∩
{[
0
a
]}⊥)⊥
=
({[
0
a
]}
∩
{[
a
0
]})⊥
= {0}⊥ = C2 , (9)
where (·)⊥ denotes the orthogonal complement of (·), and
2
C
2 ∩
{[
a
a
]}
=
{[
a
a
]}
, (10)
one finds that (8) does not hold for any a 6= 0:
{[
a
a
]}
=
{[
0
0
]}
. (11)
Thus, in order to maintain that the collection of the column spaces L(C2) is a lattice, it is necessary
to give up distributivity.
On the other hand, since
U =
(
ran(Pˆ
(z)
1 ) ∧ ran(Pˆ
(x)
1 )
)
︸ ︷︷ ︸
{ 0 }
∨
(
ran(Pˆ
(z)
2 ) ∧ ran(Pˆ
(x)
1 )
)
︸ ︷︷ ︸
{ 0 }
= {0} . (12)
V =
[ (
ran(Pˆ
(z)
1 ) ∧ ran(Pˆ
(x)
1 )
)
∨ ran(Pˆ
(z)
2 )
]
︸ ︷︷ ︸
{0}∨ ran(Pˆ
(z)
2 )= ran(Pˆ
(z)
2 )
∧ ran(Pˆ
(x)
1 ) = {0} , (13)
for the mentioned above subspaces the modular identity U = V holds. So, it is possible to say that
L(C2) forms an orthomodular lattice. But if one adopts this proposal, a further problem will arise.
Indeed, due to the one-one correspondence between ran(Pˆ
(Q)
i ) and Pˆ
(Q)
i , where i ∈ {1, 2} and
Q ∈ {z, x, y}, the meet (6) corresponds to the meet
Pˆ
(z)
1 ∧ Pˆ
(x)
1 = 0ˆ , (14)
which implies that the statement “Sz = +
1
2 and Sx = +
1
2” (where SQ denotes the spin along the
Q-axis) is always false. But this indicates that its negation, the statement “Sz = −
1
2 or Sx = −
1
2”,
must be always true, which does not seem to make much physical sense.
A way to get around this problem is to try to find operations on the orthomodular lattice L(C2)
that would coincide with the intersections of the compatible subspaces (corresponding to the com-
mutable projection operators such as Pˆ
(z)
1 and Pˆ
(z)
2 ) but would be different from the meets or even
undefined on pairs of the incompatible subspaces (corresponding to the incommutable projection
operators such as Pˆ
(z)
1 and Pˆ
(x)
1 ) (see, for example, [1], [2] and [3] for details of this approach).
Another way to avoid the said problem is not to remove the distributive law but, instead, to falsify
the assumption that the set of the column spaces, compatible and incompatible alike, forms a lattice.
This alternative way is realized in the presented paper.
3
2 Invariant-subspace lattices
Let {Pˆ⋄} be a set of projection operators (i.e., linear, self-adjoined, idempotent operators on a
Hilbert space H) associated with a set of propositions {⋄} (where the symbol ⋄ stands for any
proposition, compound or simple) such that each operator Pˆ⋄ ∈ {Pˆ⋄} relates to only one proposi-
tion ⋄ ∈ {⋄}, without remainder.
Recall that the column space of the projection operator Pˆ⋄ is the subset of the vectors |Ψ〉 ∈ H
that are in the image of Pˆ⋄, namely,
ran(Pˆ⋄) =
{
|Ψ〉 ∈ H : Pˆ⋄|Ψ〉 = |Ψ〉
}
. (15)
The orthogonal complement of any subspace ran(Pˆ⋄) is again a subspace. This complement is
defined as the null space (a.k.a. kernel), ker(Pˆ⋄), i.e., the subset of the vectors |Ψ〉 ∈ H that are
mapped to zero by Pˆ⋄, namely,
ran(Pˆ⋄)
⊥ = ker(Pˆ⋄) = ran(1ˆ− Pˆ⋄) =
{
|Ψ〉 ∈ H : Pˆ⋄|Ψ〉 = 0
}
, (16)
where the operation 1ˆ − Pˆ⋄ is understood as negation of Pˆ⋄, i.e., 1ˆ − Pˆ⋄ = ¬Pˆ⋄. In this way, the
projection operator Pˆ⋄ breaks H into two orthogonal subspaces, namely,
ran(Pˆ⋄) + ran(¬Pˆ⋄) = ran(1ˆ) = H , (17)
where
ran(Pˆ⋄) ∩ ran(¬Pˆ⋄) = ran(0ˆ) = {0} . (18)
Recall that a subspace U ⊆ H is invariant under Pˆ⋄ if
|Ψ〉 ∈ U =⇒ Pˆ⋄|Ψ〉 ∈ U , (19)
that is, Pˆ⋄(U) is contained in U and so
Pˆ⋄ : U → U . (20)
Lemma 1. The column spaces of the projection operator Pˆ⋄ and its negation ¬Pˆ⋄ along with the
column spaces of the zero and identity operators comprise the set of the subspaces invariant under
Pˆ⋄, namely,
L(Pˆ⋄) =
{
ran(0ˆ), ran(Pˆ⋄), ran(¬Pˆ⋄), ran(1ˆ)
}
. (21)
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Proof. Let |Ψ〉 ∈ ran(Pˆ⋄). Since Pˆ⋄|Ψ〉 = |Ψ〉, Pˆ⋄|Ψ〉 ∈ ran(Pˆ⋄), and so Pˆ⋄ : ran(Pˆ⋄) → ran(Pˆ⋄).
Similarly, let |Ψ〉 ∈ ran(¬Pˆ⋄). This means that Pˆ⋄|Ψ〉 = 0. On the other hand, 0 ∈ ran(¬Pˆ⋄), which
implies Pˆ⋄ : ran(¬Pˆ⋄) → ran(¬Pˆ⋄). Furthermore, the space H itself as well as the zero subspace
{0} are the trivially invariant subspaces for any projection operator Pˆ⋄.
Let us identify a nonempty set Σ(Q) = {Pˆ
(Q)
i }i=1 as a maximal context if all the projection operators
Pˆ
(Q)
i ∈ Σ
(Q) are orthogonal to each other and resolve to the identity operator, that is,
Pˆ
(Q)
i , Pˆ
(Q)
j ∈ Σ
(Q), i 6= j : =⇒ Pˆ
(Q)
i Pˆ
(Q)
j = Pˆ
(Q)
j Pˆ
(Q)
i = 0ˆ , (22)
∑
i=1
Pˆ
(Q)
i = 1ˆ . (23)
Let the set of the invariant subspaces for the maximal context L(Σ(Q)) be defined as the set of the
subspaces invariant under each Pˆ
(Q)
i ∈ Σ
(Q), i.e.,
L(Σ(Q)) =
⋂
i=1
L(Pˆ
(Q)
i ) . (24)
Consider L(Pˆ
(Q)
i ) ∩ L(Pˆ
(Q)
j ): In keeping with (21), it must be the intersection as follows:
L(Pˆ
(Q)
i ) ∩ L(Pˆ
(Q)
j ) = ran(Rˆi) ∩ ran(Rˆj) = ran(RˆiRˆj) , (25)
where Rˆi = {0ˆ, Pˆ
(Q)
i ,¬Pˆ
(Q)
i , 1ˆ} and Rˆj = {0ˆ, Pˆ
(Q)
j ,¬Pˆ
(Q)
j , 1ˆ}. Accordingly, the set L(Σ
(Q)) can be
written down as
L(Σ(Q)) = ran
(∏
i=1
Rˆi
)
=
{
{0}, . . . , ran(Pˆ
(Q)
i ), . . . , ran
(
α∑
i
Pˆ
(Q)
i
)
, . . . ,H
}
, (26)
where α ∈ {1,dim(Σ(Q))− 1}.
Theorem 1. The set of the invariant subspaces invariant under each projection operator from the
maximal context on the finite Hilbert space H forms a lattice (called invariant-subspace lattice of
the maximal context).
Proof. To prove that the set L(Σ(Q)) is a meet-semilattice, it must be shown that any two elements
from the set L(Σ(Q)) has a meet which is an element from L(Σ(Q)), i.e.,
U ,V ∈ L(Σ(Q)) =⇒ U ∧ V ∈ L(Σ(Q)) . (27)
This derives directly from the follows
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{0} ∩ ran(
β∑
j
Pˆ
(Q)
j ) = {0} ∈ L(Σ
(Q)) , (28)
ran(
α∑
i
Pˆ
(Q)
i ) ∩ {0} = {0} ∈ L(Σ
(Q)) , (29)
ran(
α∑
i
Pˆ
(Q)
i ) ∩ ran(
β∑
j
Pˆ
(Q)
j ) =
{
ran(
∑γ
k Pˆ
(Q)
k ) ∈ L(Σ
(Q)), i = j
{0} ∈ L(Σ(Q)), i 6= j
, (30)
ran(
α∑
i
Pˆ
(Q)
i ) ∩ ran(1ˆ) = ran(
α∑
i
Pˆ
(Q)
i ) ∈ L(Σ
(Q)) , (31)
ran(1ˆ) ∩ ran(
β∑
i
Pˆ
(Q)
j ) = ran(
β∑
i
Pˆ
(Q)
j ) ∈ L(Σ
(Q)) , (32)
where β, γ ∈ {1,dim(Σ(Q))− 1}.
To prove that the set L(Σ(Q)) is a join-semilattice, let us show that any two subspaces from L(Σ(Q))
has a join which is an element from L(Σ(Q)), namely,
U ,V ∈ L(Σ(Q)) =⇒ U ∨ V ∈ L(Σ(Q)) . (33)
It is clear that
{0} ∨ ran(
β∑
j
Pˆ
(Q)
j ) = ran(
β∑
j
Pˆ
(Q)
j ) ∈ L(Σ
(Q)) , (34)
ran(
α∑
i
Pˆ
(Q)
i ) ∨ {0} = ran(
α∑
i
Pˆ
(Q)
i ) ∈ L(Σ
(Q)) , (35)
ran(
α∑
i
Pˆ
(Q)
i ) ∨ ran(1ˆ) = ran(1ˆ) ∈ L(Σ
(Q)) , (36)
ran(1ˆ) ∨ ran(
β∑
i
Pˆ
(Q)
j ) = ran(1ˆ) ∈ L(Σ
(Q)) , (37)
Consider ran(
∑α
i Pˆ
(Q)
i ) ∨ ran(
∑β
j Pˆ
(Q)
j ). Because the Hilbert space H is finite, one can write
ran(
α∑
i
Pˆ
(Q)
i ) ∨ ran(
β∑
j
Pˆ
(Q)
j ) =
[
ran(
N−α∑
k
Pˆ
(Q)
k ) ∩ ran(
N−β∑
l
Pˆ
(Q)
l )
]⊥
, (38)
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where N = dim(Σ(Q)). In accordance with (25), it follows
[
ran(
N−α∑
k
Pˆ
(Q)
k ) ∩ ran(
N−β∑
l
Pˆ
(Q)
l )
]⊥
= ran
(
N∑
i
Pˆ
(Q)
i −
N−α∑
k
Pˆ
(Q)
k
N−β∑
l
Pˆ
(Q)
l
)
∈ L(Σ(Q)) , (39)
and so, the set L(Σ(Q)) is both a meet- and a join-semilattice.
Theorem 2. The invariant-subspace lattice of the maximal context on the finite-dimensional Hilbert
space is distributive.
Proof. Observe in (26) that every three elements of the lattice L(Σ(Q)) can be presented as
ran(Sˆ), ran(Tˆ ) and ran(Wˆ ) where the following denotements are used: Sˆ = {0ˆ,
∑α
i Pˆ
(Q)
i , 1ˆ},
Tˆ = {0ˆ,
∑β
jPˆ
(Q)
j , 1ˆ} and Wˆ = {0ˆ,
∑γ
kPˆ
(Q)
k , 1ˆ}. Consider the equality U = V where U and V stand
for
U =
(
ran(Sˆ) ∧ ran(Tˆ )
)
∨
(
ran(Sˆ) ∧ ran(Wˆ )
)
, (40)
V = ran(Sˆ) ∧
(
ran(Tˆ ) ∨ ran(Wˆ )
)
. (41)
According to (25), U = ran(SˆTˆ ) ∨ ran(SˆWˆ ). As H is finite, one can write
U =
(
ran(1ˆ− SˆTˆ ) ∩ ran(1ˆ− SˆWˆ )
)⊥
= ran(SˆTˆ + SˆWˆ ) . (42)
In the same way, V = ran(Sˆ) ∩ ran(Tˆ + Wˆ ) = ran(SˆTˆ + SˆWˆ ). Thus, the equality U = V holds,
which means that the lattice L(Σ(Q)) satisfies the distributivity axiom.
Corollary 1. The set of projection operators generated by the maximal context on the finite-
dimensional Hilbert space, namely,
L(Σ(Q)) =
{
0ˆ, . . . ,
α∑
i
Pˆ
(Q)
i , . . . , 1ˆ
}
, (43)
forms a distributive lattice in which the meets of the projection operators are defined by
ran(Pˆ
(Q)
i ) ∧ ran(Pˆ
(Q)
j ) = {0} =⇒ Pˆ
(Q)
i ∧ Pˆ
(Q)
j = 0ˆ . (44)
This meet implies that any pair of the propositions Qi and Qj associated with the different projec-
tion operators Pˆ
(Q)
i and Pˆ
(Q)
j from the maximal context cannot be true together, i.e., Qi ∧Qj = ⊥
(where ⊥ denotes a contradiction, i.e., a statement that is always false).
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3 Burnside’s theorem
Let Σ be the collection of all the projection operators on the finite-dimensional Hilbert space and
let the dimension of this space be greater than 1.
Consider the set of the invariant subspaces invariant under each projection operator Pˆ⋄ from the
collection Σ:
L(Σ) =
⋂
Pˆ⋄∈Σ
L(Pˆ⋄) . (45)
The notation for this set refers to the intersections such as
L(Pˆ
(Q)
i ) ∩ L(Pˆ
(Q′)
j ) = ran(Rˆi) ∩ ran(Rˆ
′
j) = ran(RˆiRˆ
′
j) , (46)
where Rˆi and Rˆ
′
j stand for the sets {0ˆ, Pˆ
(Q)
i ,¬Pˆ
(Q)
i , 1ˆ} and {0ˆ, Pˆ
(Q′)
j ,¬Pˆ
(Q′)
j , 1ˆ}, respectively, in
which Pˆ
(Q)
i and Pˆ
(Q′)
j are the incommutable projection operators from the different maximal con-
texts Σ(Q) = {Pˆ
(Q)
i }i=1 and Σ
(Q′) = {Pˆ
(Q′)
j }j=1.
Hence, one may expect that L(Σ) contains ran(Pˆ
(Q)
i )∩H and H∩ ran(Pˆ
(Q′)
j ) as well as ran(Pˆ
(Q)
i ) ∩
ran(Pˆ
(Q′)
j ), i.e., the incompatible subspaces ran(Pˆ
(Q)
i ) and ran(Pˆ
(Q′)
j ) together with their meet {0}.
Theorem 3. The column spaces of the incommutable projection operators cannot meet each other
on the finite-dimensional Hilbert space H with dim(H) > 1.
Proof. Let L(H) denote the algebra of linear transformations on H. Since Σ is the collection of all
the projection operators on H, Σ = L(H). In the said case, according to Burnside’s theorem on
incommutable algebras [4, 5, 6, 7], the set L(Σ) is irreducible, that is, it has no nontrivial invariant
subspace. In symbols:
Σ = L(H) =⇒ L(Σ) =
{
ran(0ˆ), ran(1ˆ)
}
. (47)
Being neither {0} nor H, the incompatible subspaces ran(Pˆ
(Q)
i ) and ran(Pˆ
(Q′)
j ) are not elements of
the set L(Σ), and so they cannot meet each other.
Corollary 2. ∧ cannot be a binary operation on a pair of the incommutable projection operators
on the finite-dimensional Hilbert space H with dim(H) > 1.
Proof. According to (44), ∧ is a binary operation on the set of the projection operators generated by
the maximal context L(Σ(Q)). However, since the partially ordered sets generated by the different
maximal contexts, such as L(Σ(Q)) and L(Σ(Q
′)), do not form the common partially ordered set
containing the incommutable projection operators when H is finite and dim(H) > 1, ∧ cannot be
defined as a binary operation on the said set. This means that if H is finite, ∧ cannot be defined
for a pair of the incommutable projection operators.
8
4 Concluding remarks
One may ask, is there any mathematical fact opposing the assumption that the collection of all the
column spaces containing the compatible and incompatible subspaces forms a lattice? Clearly, if
such a fact is absent, then to not allow the distributive axiom in quantum theory can be regarded
as justifiable, at least from a mathematical point of view.
As it has been demonstrated in the presented paper, the said mathematical fact is Burnside’s theo-
rem on matrix algebras. According to this theorem, if the Hilbert space H of the quantum system
is finite, the column spaces of the incommutable projection operators cannot be elements of one
partially ordered set.
Regarding the spin-half particle mentioned in the Introduction, this means the following.
Recall that any matrix M2,2 ∈ C
2 can be expressed as
M2,2 = c1ˆ +
∑
Q∈{z,x,y}
aQ
(
Pˆ
(Q)
1 − Pˆ
(Q)
2
)
, (48)
where c is a complex number and aQ is a 3-component complex vector. For that reason, the
collection Σ of the maximal contexts, namely,
Σ = {Σ(Q)}Q = {Pˆ
(Q)
1 , Pˆ
(Q)
2 }Q , (49)
spans the full algebra L(C2) of 2× 2 complex matrices, i.e., L(C2) = Σ. Thus, in accordance with
Burnside’s theorem, there is no subspace of C2 – other than {0} and C2 – that every member of Σ
maps into itself. In other words, the intersection of the invariant-subspace lattices of the maximal
contexts L(Σ(z)), L(Σ(x)) and L(Σ(y)), explicitly,
L(Σ(z)) =
{
{0},
{[
a
0
]}
,
{[
0
a
]}
,C2
}
, (50)
L(Σ(x)) =
{
{0},
{[
a
a
]}
,
{[
a
−a
]}
,C2
}
, (51)
L(Σ(y)) =
{
{0},
{[
ia
a
]}
,
{[
a
ia
]}
,C2
}
, (52)
is irreducible, that is,
L(Σ) =
⋂
Q∈{z,x,y}
L(Σ(Q)) =
{
{0},C2
}
. (53)
Hence, the meets such as ran(Pˆ
(z)
1 ) ∧ ran(Pˆ
(x)
1 ) = {[
a
0 ]} ∩ {[
a
a ]} = {0} have no meaning as
{[ a0 ]}, {[
a
a ]} /∈ L(Σ). Accordingly, the operation ∧ cannot be defined for a pair of the incom-
mutable projection operators such as Pˆ
(z)
1 and Pˆ
(x)
1 .
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