With the development of research on novel memristor model and device, fully memristive neural networks have become a hot research topic recently. However, some other devices besides memristors are still needed in state-of-the-art works about fully memristive neural networks. In this paper, a novel kind of fully memristive neural network is introduced, in which diffusion and drift memristor models are applied to construct neural network for both image preprocessing and pattern recognition, respectively. Specifically, the entire network consists of two diffusion memristive cellular layers and one drift memristive feedforward layer. Experimental results show that a good recognition accuracy of noisy MNIST is obtained due to the fusion of image preprocessing and pattern recognition. Moreover, owing to high-efficiency in-memory computing and brief spiking encoding methods, high processing speed and few hardware resources of the entire network are achieved.
Introduction
L. O. Chua postulated memristor [1] in 1971, which is the fourth basic element besides resistor, inductor, and capacitor. In general, memristor can be divided into two main types [2] : drift memristor and diffusion memristor. HP Lab made drift memristor in 2008 first [3] while diffusion memristor was first presented by UMass in 2016 [4] . Since memristor device has been realized, research related to memristor have emerged one after another. Recently, neuromorphic computing with memristive neural networks (MNNs), which use memristor as artificial synapse [5] , has become a hot research topic due to memristor's potential on many combinatorial descriptions of biological synapse's characteristics [6] , such as spike timing-dependent plasticity (STDP) [7] , long-term potentiation (LTP) [8] , and long-term depression (LTD) [9] . Furthermore, memristor has many advantages, such as in-memory computing [10] , high integration density [11] ,and small dimension [12] .
Hence, memristive neural networks show great potential on many areas including pattern recognition [13] , edge detection [14] , and high performance computing [15] .
Although the number of existing works about memristor are growing, most research and applications still used the drift memristor only [16, 17] . In these years, the emergence of diffusion memristor gives room for the development of MNNs with richer functions and stronger performance. Q. F. Xia and J. J. Yang described diffusion memristor as a synaptic emulator for neuromorphic computing [4] when they first time made the diffusion memristor device in UMass. Z. Wang applied diffusion memristor into artificial nociceptor [18] and pattern recognition [19] , in which diffusion memristors were used as threshold switch and crossbar structure, respectively. However, how to explore the potential of diffusion memristor in other fields is a challenging problem.
For example, according to state-of-the-art works, how to design fully memristive neural networks without other devices is an open area. One research about fully memristive neural networks used memristors and metal-oxide-semiconductor field effect transistors (MOSFET) [20] while another built a fully memristive crossbar by memristors, capacitors, and inductors [19] .
From the above research, other devices are still needed in fully memristive neural networks, which limit not only improvements on scalability [21] and processing speed [22] , but also simplifications on fabrication process [23] high processing speed and few hardware resources.
Overviews of Algorithms
In this section, a novel fully memristive neural network with function of image preprocessing and learning systems is pointed out. The memristive neural network consists of two diffusion memristive layers for image preprocessing and one drift memristive layer for pattern recognition, which are shown as Fig. 1 . To verify the function of image preprocessing and learning systems, the entire network is applied to denoising and pattern recognition for noisy image.
Diffusion Memristive Cellular Layer for Preprocessing
The basic diffusion memristor model was proposed by researchers from UMass [4] and has similar characteristics to a threshold switch, which is shown as Fig. 2 .
If the hold time of input voltage spikes of diffusion memristor model is the same, when the spikes exceed the set threshold, the diffusion memristor will "open" and the output current spikes will follow the high input voltage spike. Due to the switching characteristics, diffusion memristor model can be seen as a natural mean filter. The basic diffusion memristor model with the same hold time of input voltage spikes is as follow:
To introduce the spiking encoding methods, a black and white binary image is taken as an example. First, pixels in the image need to be converted into spikes and the hold time of each spike keeps same. Then, the pixel value corresponds to the height of its peak voltage spike. If the pixel is black, whose pixel value is 255, the spike height of this pixel will be 255. If the pixel is white, the height will be 0, which is shown as Fig. 3 .
The process of diffusion memristive cellular layer, which has the functions of denoising and edge detection for image preprocessing, is shown as Fig. 4 . The fire thresholds of each diffusion memristor model have been set separately.
Then it will compare the surrounding eight pixels with the target pixel in turn. The voltage spikes of surrounding pixel To test the preprocessing performance of diffusion memristive cellular layer, common random Gaussian noise is added to original images. The Gaussian noise follows:
which has:
The To fullfil the denoising function, the thresholds of diffusion memristors in layer 1 should be set to a value that filters out most Gaussian noise. From formula (4), the thresholds of diffusion memristors in layer 1 are set to 2 , which can filter 95.4% noise.
Further, the function of layer 2 is edge compensation, so the thresholds of layer 2 are set to a value which has a good 
Drift Memristive Feedforward Layer for Pattern
Recognition In HP memristor model, the value of drift memristor () Mt can be calculated as:
The relationship between the voltage at two ends of memristor () Ut and the current through drift memristor () It is:
So we have:
The change of synaptic weight equals to change of reciprocal value of drift memristor [4, 5, 9] , which has:
Due to the way spikes encoded, () It denotes the constant for a specific pixel and () I t dt is the charge through this drift memristor, which is the area of spikes in the coordinate system. So we have: 
From above, the value of drift memristor keeps a linear relationship with the total area of spikes. If input spikes of one drift memristor are from black pixels, the drift memristor corresponding to these black pixels will be lower than that corresponding to white pixels, which is a brief and efficient training process for one drift memristor.
The total drift memristive feedforward layer is shown as The test process of entire network is shown as Fig. 8 , which needs drift memristive layer 3 only. From above, the values of drift memristors vary after training. Hence, the same voltage spikes are applied to each drift memristor in layer 3
during the test process and the output current spikes gives the classification results.
Overviews of Hardware Design
In this section, circuit diagrams of diffusion memristive layer, drift memristive layer, and entire network are introduced. Further, some hardware optimization techniques are used to improve the hardware performance including processing speed and hardware resource. 
Circuit Diagram of Drift Memristive Feedforward Layer
The circuit diagram of drift memristive feedforward layer is shown as Fig. 10 . The proposed multilayer fully memristive neural network is with in-memory computing and has quite brief and high-efficiency spiking encoding methods. Hence, to verify the network's performance on hardware, Field Programmable Gate Array (FPGA) is chosen as hardware platform. FPGA is controlled by clock signals so that it is very suitable to process spiking signals in many applications [26] [27] [28] [29] . Further, in order to maximize the processing speed of the entire network, pipeline design methods of hardware including loading and calculation are adopted, which is shown as Fig. 12 . Nine pixels of images are used as a basic unit to perform the training and test operations. The reason for choosing nine pixels as a basic unit is that it can perform a complete denoising, edge compensation and pattern recognition through layer 1, layer 2 and layer 3, respectively.
Experimental Results and Analysis
In this section, MNIST dataset with random noise [30] is chosen to test the accuracy of noisy pattern recognition.
Further, the entire fully memristive neural network with image preprocessing and pattern recognition is implemented and optimized on hardware platform to test the performance of hardware resource and processing speed. In other words, the image preprocessing of the entire network has a good denoising performance during pattern recognition tasks.
To test the accuracy of pattern recognition for noisy MNIST, it needs to compare the output current spikes with standard images of output current spikes only. The recognition accuracy of noisy MNIST is shown as Table 1 . The test accuracy with preprocessing is 91.55% after training. From above, the fully memristive neural network with image preprocessing and pattern recognition is efficient in improving recognition accuracy of noisy MNIST.
Processing Speed and Hardware Resource
As mentioned above, nine pixels of images are used as a basic unit to perform the training and test operations. Hence, loading and calculation of one image with 28*28 pixels needs (28-2)*(28-2)=676 times. Specifically, Stratix V:
5SGXEA7N2F45C2 is chosen as the FPGA platform to test the network's performance. Through pipeline design, the processing speed and hardware resource are shown as Table   2 . Hence, it takes (60,000*676)/(517.87*10^6)=78.32ms to complete the training of 60,000 images and 676/(517.87*10^6)=1.31 μs to test one image, which is much faster than state-of-the-art works. in-memory computing and brief spiking encoding methods, our network needs fewer hardware resources and has higher processing speed than state-of-the-art works.
Conclusions
In this paper, a novel fully memristive neural network, which consists of two diffusion memristive cellular layers for image preprocessing and one drift memristive feedforward layer for pattern recognition, is presented. Due to the denoising and edge compensation for preprocessing of diffusion memristive layers, the network has a good anti-noise performance and the recognition accuracy of noisy MNIST is over 90%. Further, because the in-memory computing and spiking encoding methods of the entire network are friendly for hardware implement, the processing speed is much higher and the hardware resources are fewer than the latest works. We hope this idea can give an inspiration for the works combining image preprocessing with machine learning, the applications of diffusion memristor, and designs of fully memristive neural networks and neuromorphic computing.
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