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Abstract
Complete characterization of complete positivity preserving non-
Markovian master equations is presented.
1 Introduction
The study of time evolution of quantum open systems plays an important
role in quantum information. The interaction between the system and its
environment leads to phenomena of decoherence and dissipation [1, 2, 3].
The Nakajima-Zwanzig projector operator method [4, 5] makes possible
to derive an exact equation for the reduced density matrix from the von
Neumann equation of the composed system. The resulting non-Markovian
master equation is mostly of formal interest since its solution cannot be
written down explicitely, in closed form. In contrast, when the Markovian
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approximation is used, that is, when memory effects are neglected, the re-
sulting Markovian master equation [6, 7] has a simpler form and complete
positivity is preserved during the evolution [8].
A challenge for the non-Markovian theory of open quantum systems is to
obtain a characterization of a class of evolutions which preserves complete
positivity and captures reservoir memory effects at the same time.
A variety of non-Markovian master equations have been proposed (cf.
[2, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31]). However, the complete positivity of the resulting time evolution
remains an important problem [32, 33]. In the present paper the structure
of non-Markovian master equations preserving complete positivity is given.
2 Notations and preliminaries
To avoid technical difficulties connected with infinite dimensions, we restrict
ourselves to the d-dimensional Hilbert space Cd of complex vectors with the
scalar product 〈·, ·〉 and elements denoted e, x, y, z, . . .. The extension to
infinite dimensional Hilbert spaces is currently being investigated and will
appear in a forthcoming paper.
The C∗–algebra of linear operators on Cd will be denoted Md = Md(C),
or L(Cd)). Elements of Md will be denoted by a, b, c, . . . and its unit by 1.
Md is also a Hilbert space under the scalar product 〈a, b〉 = tr (a
∗b).
The C∗–algebra of linear maps from Md into Md will be denoted by
L(Md), its elements are denoted by capital letters A,B,C, . . . and the iden-
tity map in L(Md) by I. The conjugation (duality) ·
# in L(Md) is defined
by the relation:
〈A#a, b〉 = 〈a,Ab〉, (2.1)
for all a, b ∈Md.
This operation endows the following property: the relations
A1 = 1, L1 = 0, (2.2)
and
tr
(
A#a
)
= tr (a) , tr
(
L#a
)
= 0, (2.3)
are equivalent.
The cone of all completely positive maps on Md will be denoted by
L
+(Md). Within this paper we make an intensive use of Laplace Trans-
form Theory. In general we reserve the symbol ·̂ and the variable p for
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Laplace transforms. In general we will consider scalar functions f(t) posi-
tive and integrable on [0,∞] and denote its Laplace transform by f̂(p) =∫
∞
0
dt exp(−pt)f(t). On the other hand, measurable L(Md)–valued func-
tions will be written like At ∈ L(Md), t ≥ 0. For such a function the Laplace
transform exists and will be denoted Aˆp.
3 Non-Markovian master equations
The reduced dynamics can be studied equivalently in the Schro¨dinger or the
Heinsenberg pictures. Suppose that At : Md → Md describes the reduced
dynamics in the Heisenberg picture, then it should satisfy the following
conditions: At ∈ L
+(Md), At1 = 1, for all t ≥ 0, and A0 = limt→0At = I.
In the Schro¨dinger picture these relations are given in terms of A#t , t ≥ 0.
In the present paper the reduced dynamics is investigated under the
assumption that At is the solution of a non-Markovian master equation of
the form:
dAt
dt
= LAt +
∫ t
0
dsLt−sAs, (3.1)
with the initial condition A0 = I.
The normalization condition At1 = 1 implies the equality
Lt1 = 0 , L1 = 0 . (3.2)
Let us observe that L can be formally absorbed in Lt by the transformation
Lt 7−→ L
′
t = Lt + 2δ(t)L . (3.3)
In the present paper the equation
dAt
dt
=
∫ t
0
dsLt−sAs. (3.4)
will be considered.
The map Lt will be referred as the generator of the Master Equation.
One of the fundamental problems of non-Markovian master equations is to
find conditions on Lt that ensure that the time evolution resulting from
(3.4) is completely positive. The result of our previous paper [32] can be
reformulated in the following manner:
Theorem 1 Let be given a family of maps Zt ∈ L(Md), (t ≥ 0), such that
Lt = Bt − Zt, (3.5)
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where Bt ∈ L
+(Md) for all t ≥ 0, and
Lt1 = Bt1− Zt1 = 0. (3.6)
Then the time evolution At resulting from (3.4) is completely positive if the
solution of the normalization equation
d
dt
Nt = −
∫ t
0
dsZt−sNs; N0 = I, (3.7)
is completely positive.
This version of the theorem leads to the difficult question of obtaining
conditions on Zt guaranteeing that Nt is completely positive for any t ≥ 0.
The case Zt =
1
2
(cta + act
∗) and ctc
∗
t = c
∗
t ct has been investigated in [33].
The construction of Zt for which Nt is completely positive is given in the
following Theorem.
Theorem 2 Suppose the solution Nt of the normalization equation is com-
pletely positive and given in the following form
Nt = I −
∫ t
0
dsFs, (3.8)
where t 7→ Ft is an integrable L(Md)-valued function.
Then Zt is the solution of the integral equation∫ t
0
dsNt−sZs = Ft. (3.9)
Proof. Taking the Laplace transform of (3.7) yields
N̂p = (pI + Ẑp)
−1 (3.10)
By hypothesis
N̂p =
1
p
(I − F̂p), (3.11)
so that comparing with (3.10) we get
Ẑp = pF̂p(I − F̂p)
−1. (3.12)
It is a straightforward computation to verify that the map Zt is the solution
of (3.9).
The Theorem 1 has been recently generalized by Breuer and Vaccini [34].
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Theorem 3 (Breuer-Vaccini) Suppose that the generator Lt is given in
the form
Lt = Bt − Zt , t ≥ 0 , (3.13)
where
Lt1 = Bt1− Zt1 = 0 , (3.14)
the solution At, t ≥ 0, of (3.4) is completely positive if the solution Nt,
t ≥ 0, of the normalization equations (3.7) is complete positive and the map
t∫
0
dsNt−sBs (3.15)
is completely positive for all t ≥ 0.
The application of Theorems 2 and 3 is illustrated as follows.
Example 1 Suppose that Nt is of the form
Nt =
(
1−
∫ t
0
dsf(s)
)
I, (3.16)
where f(s) is a positive measurable scalar function, such that∫
∞
0
dsf(s) ≤ 1, (3.17)
this means that one has Ft = f(t)I. It follows from (3.9) that
Zt = κ(t)I, (3.18)
where κ(t) is given in terms of its Laplace transform
κ̂(p) =
pf̂(p)
1− f̂(p)
(3.19)
Let Bt, t ≥ 0, be given in the form
Bt = κ(t)B , (3.20)
where B is completely positive and normalized (B1 = 1) map on Md. Using
(3.16), (3.19) and (3.20) one finds
t∫
0
dsNt−sBs = f(t)B , (3.21)
i.e., the condition (3.15) is satisfied.
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Corollary 1 The family Lt, t ≥ 0, of maps:
Lt = κ(t)(B − I), (3.22)
where B is completely positive and normalized map on Md, is the generator
of a non-Markovian master equation provided κ(t) is the solution of the
integral equation
t∫
0
dsg(t− s)κ(s) = f(t), (3.23)
where
g(t) = 1−
t∫
0
dsf(s), (3.24)
and f(t) is a positive measurable function satisfying (3.17).
The above result can be easily generalized. Let B be as above, and Ft
defined by (3.8) is completely positive for all t ≥ 0, then
Lt = Zt(B − I) , (3.25)
where Zt is given by (3.9), is the generator of non-Markovian master equa-
tion.
The reduced dynamicsAt, t ≥ 0 is characterized as a family of completely
positive and normalized maps which is the solution of (3.4) under the initial
condition A0 = I. The reduced dynamics can also be characterized as follows
Theorem 4 Let At, t ≥ 0 be the reduced dynamics, then At has the repre-
sentation
At = I +
t∫
0
dsGs , (3.26)
where
Gs(1) = 0 . (3.27)
Proof. The reduced dynamics is defined as follows
Ata = trHω[e
tL(a⊗ 1H)] , (3.28)
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where etL is completely positive and normalized semigroup on Md ⊗B(H),
ω is a fixed normal state on B(H) and 1H is the identity map on H. It
follows from (3.28) that (3.26) holds with
Gta = trHω[Le
tL(a⊗ 1H)] . (3.29)
Theorem 5 Let At, t ≥ 0 be a family of completely positive and normalized
maps satisfying the equation
dAt
dt
=
t∫
0
dsLt−sAs , A0 = I (3.30)
i.e.,
Âp =
1
1− L̂p
, (3.31)
then the relations
At = 1+
t∫
0
dsGs (3.32)
where
Gs(1) = 0 , (3.33)
and
L̂p =
pĜp
1+ Ĝp
(3.34)
are equivalent.
Proof. From (3.32) ome obtains
Âp =
1
p
(1+ Ĝp) . (3.35)
From (3.31) and (3.35) it follows that relation (3.34) hold. On the other
hand inserting (3.34) into (3.31) one finds (3.32).
Example 2 Let At = e
tL, t ≥ 0 be a completely positive semigroup. One
can write At in the form
At = 1+
t∫
0
dsGs (3.36)
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where
Gt = Le
tL . (3.37)
Using the relation (3.34) and (3.37) one finds
L̂p = L , (3.38)
i.e.
Lt = 2δ(t)L (3.39)
and (3.30) takes the form
dAt
dt
= LAt . (3.40)
Example 3 Let L1, . . . , Ln be generators of completely positive semi-groups
and x1, . . . , xn ≥ 0,
n∑
j=1
xj = 1 . (3.41)
Let At, t ≥ 0 be the family of completely positive normalized maps defined
as follows
At =
n∑
j=1
xj e
tLj . (3.42)
At can be rewritten in the form
At = 1+
t∫
0
dsGs , (3.43)
where
Gt =
n∑
j=1
xjLj e
tLj . (3.44)
Taking the Laplace transform of Gt and using (3.34) one finds
L̂p =
p
∑n
j=1 xjLj(p− Lj)
−1
1+
∑n
j=1 xj(p− Lj)
−1
. (3.45)
Suppose that [Li, Lj ] = 0, i, j = 1, . . . , n and consider the special cases n = 2
and n = 3.
For n = 2 it follows from (3.45) that
L̂p = x1L1 + x2L2 +
x1x2(L1 − L2)
2
p− (x1L2 + x2L1)
. (3.46)
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In the case n = 3 one obtains
L̂p = L+
B̂p
Ĉp
, (3.47)
where
L = x1L1 + x2L2 + x3L3 , (3.48)
B̂p = p(x1L
2
1 + x2L
2
2 + x3L
2
3 − L
2) + L1L2L3
− L(x1L2L3 + x2L1L3 + x3L1L2) , (3.49)
Ĉp = p
2 − p(L1 + L2 + L3 − L) + x1L2L3 + x2L1L3 + x3L1L2 . (3.50)
Example 4 Let L1, . . . , Ln be generators of completely positive semi-groups
and x1(t), . . . , xn(t) be nonnegative functions such that
n∑
j=1
t∫
0
dsxj(s) ≤ 1 . (3.51)
Let us consider the family At, t ≥ 0 of completely positive and normalized
maps defined as follows
At = 1
(
1−
n∑
j=1
t∫
0
dsxj(s)
)
+
n∑
j=1
t∫
0
dsxj(s) e
sLj . (3.52)
The formula (3.52) can be rewritten in the form
At = 1+
t∫
0
dsGs , (3.53)
where
Gt =
n∑
j=1
xj(t)(e
tLj − 1) . (3.54)
The generator L̂p is given by (3.34) and it cannot be written explicitely.
The examples 3, 4 and 5 show that, in general, it is rather difficult to write
down the generator Lt explicitely. However, if the family At, t ≥ 0 of
completely positive maps can be represented in the form (3.32) then At is
the solution of non-Markovian master equation (3.30).
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