Abstract. We give a necessary condition for a Riemannian manifold to admit limiting Carleman weights in terms of the Weyl tensor (in dimensions 4 and higher) and the Cotton-York tensor in dimension 3. As an application we provide explicit examples of manifolds without limiting Carleman weights and show that the set of such metrics on a given manifold contains an open and dense set.
Introduction
Calderón inverse problem asks for the determination of the conductivity of a medium by making voltage to current measurements in the boundary. The problem in the current form started with the seminal work of Calderón [2] and the research on it has been very intense. An outstanding problem is the case of anisotropic conductivities. At least in dimension n 3 the right formalism seem to be the language of differential geometry. Namely for (M.g) a Riemannian manifold with boundary and △ g the corresponding Laplace-Beltrami Operator, does the Dirichlet to Neumann map determines the metric g up to a gauge transformation? The problem seemed out of reach apart from the real analytic class (see [9] and [10] ). However a recent breakthrough in [5] allows to solve several inverse problems in the Riemannian setting for a larger class of Riemannian manifolds. We refer to [5] , [12] or [7] for a detailed account of these results, and recall the following theorem as an illustration. For reconstruction see [8] and for stability [3] ) is a open manifold having a limiting Carleman weight, then some conformal multiple of the metric g, calledg ∈ [g], admits a parallel unit vector field. For simply connected manifolds, the converse is true.
Recall that a vector field X is parallel if ∇X = 0 and that in a simply connected manifold X is parallel if and only if is a Killing field (e.g L X g = 0) and also a gradient field. It was proven in [5] that ifg admits a parallel vector field X, there exists local coordinates such that X = ∂ 1 and
In other words, around each point,g = e ⊕ g 0 where g 0 is the metric of a (n − 1)-manifold.
In this paper we concentrate on the local existence of limiting Carleman weights for a given metric g. Thus we can consider the manifolds as being simply connected, and limiting Carleman weights are therefore equivalent to having parallel vector fields after a conformal change of the metric. This characterization is very elegant but it has the drawback that requires information about the whole conformal class of g. It would be desirable to have a criteria which depends on the metric g itself in an invariant manner. It seems natural to look at this question in terms of the Weyl Curvature tensor which as a (3, 1) tensor is a conformal invariant. In dimension n 4 being conformally flat is equivalent to the Weyl tensor being zero.
For the case of parallel vector field we prove:
) be a Riemannian manifold of dimension n 4, Assume that a metricg ∈ [g] admits a parallel vector field. Then for any p ∈ M , there is a tangent vector v ∈ T p M such that the Weyl tensor of any metric in
has at least n − 1 eigenvectors which are simple.
Recall that an element of Λ 2 p (M ) is simple if it is equal to v ∧ w for v, w ∈ T p M . In the above theorem we are considering W p as a curvature operator as defined, for instance, in [1] and given a vector v ∈ T p M , v ⊥ ∈ T p M stands for its orthogonal complement, v⊕ ⊥ v ⊥ = T p M . To facilitate the reading, we include a brief overview of curvature operators in section 2. The following is an easy corollary. The theorem gives a simple algebraic condition to decide whether a given Riemannian manifold can admit a parallel vector field after a conformal change. Hence our theorem yields a quick way to decide that a given metric does not admit limiting Carleman weights; we illustrate this in section 4 by showing that any manifold locally isometric to CP 2 with its FubiniStudy metric does not fall into this class. However, the metric is analytic so Calderón problem can be solved by unique continuation from the boundary, at least for analytic potentials Notice that conformal geometry in dimension n = 2 and n = 3 is characterized differently. In dimension n = 2 every manifold is conformally flat due to the existence of isothermal coordinates. Dimension n = 3 is also special as conformal flatness is characterized by the vanishing of the Cotton tensor. Notice that in the presence of conformal flatness direct proofs are available as long as the conformal parametrization is invertible. In analogy with higher dimensions the existence of conformally parallel vector fields (and thus the existence of limiting Carleman weights) can be read algebraically from the Cotton-York tensor. Theorem 1.5. Let n = 3. If a metricg ∈ [g] admits a parallel vector field, then for any p ∈ M , there is a tangent vector v ∈ T p M such that
The characterization can be read easily from the matrix representation of the Cotton-York tensor in any orthonormal basis. Corollary 1.6. Alternatively, when CY p is seen as a bilinear form on T p M , A is its matrix representation in an orthonormal basis, and A s is its symmetrization, the above condition is equivalent to det(A s ) = 0.
Finally, we end our study of the three dimensional case using Theorem 1.5 and Corollary 1.6 to determine which of the eight Thurston geometries admit limiting Carleman weights. The motivation for such a question spurs from the geometrization theorem, since any closed oriented 3-dimensional manifold arises as union of pieces admitting one of these eight geometries. Theorem 1.7. Among the eight Thurston geometries, only the Nil and the SL 2 (R)-geometries do not admit limiting Carleman weights whiled the other six are admissible in the sense of [5] .
In the last section, we show that the set of metrics not admitting LCW's contains an open and dense subset of the space of all the metrics with the C ∞ topology. This extends Corollary 1.3 in [11] , where it was proven that such set was residual. A precise statement is contained in the next result:
) be an open submanifold of some compact manifold (M, g) without boundary, having dimension n 3. The set of Riemannian metrics on M which do not admit limiting Carleman weights near any point of U contains an open and dense subset of the set of all metrics with the C ∞ topology.
Tensors in conformal geometry
The proof relies on the decomposition of the curvature tensor and its behaviour under conformal transformation. We denote by R, S and Ric the curvature, Schouten and Ricci tensors respectively, and by s the scalar curvature. Recall
where ⊙ is the Kulkarni-Nomizu product of two symmetric 2-tensors which is defined by
In the proof of Theorem 1.3 we are considering W as an algebraic curvature operator; for a fuller treatment of such objects we refer the reader to [1] , but for completeness we include here a short description. Consider the curvature at a point p as a (4, 0)-tensor; its symmetries allow to consider it as a symmetric linear endomorphism ρ p of the space of bivectors Λ 2 (T * p M ) that is orthogonal to the projector induced by the first Bianchi identity; such objects are called algebraic curvature operators. In our formulation of theorem 1.3, we used the natural isomorphism between Λ 2 (T * p M ) and Λ 2 (T p M ) to consider W p as a symmetric endomorphism of the latter space. Thus, given a simple bivector v ∧ w ∈ Λ 2 (T p M ), W p (v ∧ w) is the only bivector (not necessarily simple) such that
for anyv,w ∈ T p M , where the W p in the right hand side is considered as a (3, 1)-tensor.
Another important tensor in conformal geometry is the Cotton tensor. It is defined as follows
Conformal flatness is charaterized by simultaneous vanishing of Cotton and Weyl tensors in all dimensions. However since for n 4 the Cotton tensor is the divergence of the Weyl tensor, the Cotton tensor vanishes if the Weyl tensor vanishes:
n−2 C ijk In dimension n = 3, the Weyl tensor always vanishes, thus conformal flatness has to be read directly from the Cotton-tensor. If n = 3 it is more convenient to deal with the Cotton-York tensor. This is simply defined by understanding the Cotton tensor as a map C : T M → Λ 2 (T * M ) (thanks to the antisymmetry of C with respect to its last two entries) and taking the Hodge star operator of the image; this results in a linear map CY : T M → T * M , or equivalently in a symmetric bilinear form that can be proven tracefree. In coordinates the Cotton-York tensor has the expression
Here ǫ kjl is the signature of the permutation (k, j, l).
3. Proof of Theorem 1.3.
The (3, 1)-Weyl tensor is invariant under conformal changes of the metric. Thus, thanks to Theorem 1.2 we can assume that g admits a parallel vector field X. As in [5] , we notice that in the appropriate semigeodesic coordinates, X = e 1 and the metric is written as
The fact that e 1 is parallel is equivalently expressed by saying that R 1ijk = 0 Moreover, notice that g 1j = 0 for all j 2. Thus, by the formula of the Schouten tensor it holds that in these coordinates, S 1j = 0 for all j 2. Now for j, k, l 2
and by the decomposition of the curvature tensor,
Recall that W acts on two vectors by
Given p ∈ M , let v = X p = e 1 ; thus g 1j = δ 1j ; in these coordinates e 1 ∧ e ⊥ 1 is invariant. In other words for every j, k, l = 1
, and first part of Theorem 1.3 is proved. Finally, v ∧ v ⊥ is an n dimensional subspace of simple bivectors, thus it contains n simple eigenvectors or W .
Proof of Corollary 1.4. Let v ∈ T p M be the vector given by Theorem 1.3.
But v ⊥ being three-dimensional implies that every element of Λ 2 (v ⊥ ) is simple, finishing the proof.
Examples of manifolds without LCW's
This section provides explicit examples of Riemannian manifolds without any LCW's; namely, any domain with smooth boundary in the complex projective space CP 2 with its Fubini-Study metric g can is such a manifold. We will make use of the Hodge operator (or more precisely, of its equivalent in bivectors). This is a linear map * :
for an oriented orthonormal basis {e i } of T p CP 2 . Since * is selfadjoint and ( * ) 2 ω = ω for any bivector, there is a splitting for its self-dual component, and ψ 1 = e 1 ∧ e 2 − e 3 ∧ e 4 , ψ 2 = e 1 ∧ e 3 + e 2 ∧ e 4 , ψ 3 = e 1 ∧ e 4 − e 2 ∧ e 3 , for its anti self-dual part. In this basis, it is well known that the curvature operator R p of g can is written as
where I is the 3 × 3 identity matrix, and E is the matrix [4, page 189], for example, for the computation of the sectional curvature of CP 2 from which the above expression follows easily). A simple computation, using (4), yields
Observe that every eigenvector of W p is not simple, i.e, it does not split as a product u ∧ v. Hence W p does not obey the conclusion of Theorem 1.3 or corollary 1.4.
Similar arguments can be used in higher dimensions to rule out domains in CP n or more generally of other symmetric spaces.
The 3-dimensional case

Restrictions on the Cotton-York tensor.
Proof of Theorem 1.5. Since Theorem 1.5 is formulated at some fixed point p ∈ M , we can assume that everything is local. Recall that in semigeodesic coordinates it holds that the metric is independent of x 1 , and that,
These identities simplify the expression of the Cotton-York tensor. Namely, if j = 1, or if j = 1 = i and ǫ klj = 0 it holds that (
Thus in these cases,
Suppose now that i = 1 = j. Then either k = 1 or l = 1. Since the metric is independent of x 1 and S 1i = 0 it follows that, (5), (6) yields that v = ∂ 1,p is the theorem required in Theorem 1.5.
In fact, since the Cotton tensor is invariant after conformal changes of the metric, we can assume that M is isometric to R × Σ, where Σ is a surface. Taking coordinates (x 1 , x 2 , x 3 ) with t = x 1 and (x 2 , x 3 ) isothermal coordinates of Σ. It is easy to see that the metric reads as g = dx 2 1 + λ 2 dx 2 2 + dx 2 3 for some function λ on Σ. In these coordinates a simple expression of the full Cotton York tensor is available. Namely,
where r = R 2323 and a further calculation using formula (3) yields the following explicit formula for the matrix of CY :
2. Some algebra. In this section we take care of the proof of Corollary 1.6. We denote by 2A s = A + A t the symmetric part of the matrix A.
Lemma 5.1. Let A : R 3 → R 3 . There exists a two-dimensional subspace P such that for any v 1 , v 2 ∈ P , w ∈ P ⊥ (7)
Proof. The only if part is clear: let e 1 , e 2 ∈ P and e 3 ∈ P ⊥ and orthonormal basis. The expression of A, A s in these coordinates are
Thus the conditions on the determinant and the trace of A s are obvious. For the converse, first notice that
thus condition (7) is satisfied by A if and only if is satisfied by A s . Now being symmetric we can diagonalize A s . Our conditions imply the existence of λ 1 ∈ R and an orthonormal basis v 1 , v 2 , v 3 such that
and similarly,
Observe that in the orthogonal basis
Rotating the basis in the plane P such that A good reference for their definition and properties is the classical paper [13] .
• S 3 , E 3 , H 3 : these three geometries are conformally flat, and consequently admit LCW's; • S 2 × R, H 2 × R: this case is obvious, with the LCW lying along the R-direction; • Sol: Recall that Sol can be seen as R 3 with a metric given in the standard coordinates (x, y, z) by
The metricḡ = e −2z · g splits along ∂ x , and therefore g has a LCW. The last two geometries have a different behavior. Proof. We start by recalling the properties we will need.
• SL 2 (R): Since our study is local, we will work directly in SL(2, R).
Being a Lie group, SL(2, R) has a left-invariant metric defined by declaring as an orthonormal basis of T I SL(2, R) the following three matrices:
, e 3 = 0 1 0 0
We will use E 1 , E 2 , E 3 to denote the left invariant vector fields in SL 2 (R) agreeing with e 1 , e 2 , e 3 at the identity.
To write the metric in coordinates, we will use the Iwasawa descomposition that writes any element in SL(2, R) as an ordered product of three matrices of the form cos θ sin θ − sin θ cos θ , e t/2 0 0 e −t/2 ,
It is easy to see that we can take θ, t and s as coordinates in a suitable neighbourhood of the identity matrix I, with ∂ θ , ∂ t and ∂ s agreeing with E 1 , E 2 and E 3 at I, but not away from it. In fact, in this coordinates, a tedious calculation shows that the coefficients for the above mentioned left-invariant metric are (8) g θθ = 4s 2 + 1 e 2t + s 2 − 1 e t + e −t 2 , g θs = s 2 − 1 e t + e −t g θt = s 2 − 1 e t + e −t s + 2se t , g tt = s 2 + 1, g ts = s, g ss = 1
To see this, write the orthonormal basis {E i } in terms of ∂ θ , ∂ t , ∂ s .
The Cotton-York tensor of SL 2 (R) can be computed from (8) and formula (3); when s = t = 0, this yields • Nil: This is just R 3 with the metric
it corresponds to the natural left invariant metric in the space of triangular matrices of the form
 A tedious computation shows that the only non vanishing terms in the Cotton-York tensor are
The determinant of the symmetrization equals We start by claiming that any algebraic curvature operator R 0 at T p 0 M is realized by some Riemannian metric; in order to see this, take any set of coordinates (x 1 , . . . , x n ) sending p 0 to the origin, write the curvature operator R 0 in the base {∂ x i ,0 } of T p 0 M as R 0 ijkl , and let g be the metric tensor given in coordinates by
It is trivial to see that g is a metric tensor whose curvature at p 0 agrees with the given operator R 0 . The same happens if we modify g by adding a term of the form O(|x| 3 ) to the above expression.
Observe also that in dimensions greater or equal to 4, the set of algebraic curvature operators that do not have any simple eigenvector is an open dense subset of the set of all algebraic operators. This just follows because the set of simple bivectors is given by a finite intersection of quadrics (the Plucker relations) among the set of all bivectors, and hence any orthonormal basis of bivectors can be approximated by a sequence of orthonormal basis formed entirely by non simple bivectors.
To conclude, let g 0 be some metric not in O, and fix some point p 0 ∈ M . In normal coordinates centered at p 0 , (x 1 , . . . , x n ), the Taylor expansion of the metric is given by
where h(x) is some bilinear symmetric form with h(x) = O(|x| 3 ). For any ε > 0, choose now some curvature operator R ε at p 0 that has not simple eigenvectors and whose components in (x 1 , . . . , x n ) are ε-close to R ijkl (0). The metrics
do not lie in O and tend to g 0 as ε approaches zero.
