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Fréchet mean and variance of persistence diagrams . . . . .

17

1.3.2

Conﬁdence Sets for Persistence Diagrams . . . . . . . . . . .

19

1.3.3

The Persistence Landscape . . . . . . . . . . . . . . . . . . .

20

Persistence Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . .

22

1.4.1

The persistence scale-space kernel . . . . . . . . . . . . . . .

22

1.4.2

The Persistence Weighted Gaussian kernel . . . . . . . . . .

25

1.4.3

The Persistence Intensity Function . . . . . . . . . . . . . .

28

1.4.4

The Persistence Image . . . . . . . . . . . . . . . . . . . . .

29

2 MORPHOLOGY, TOPOLOGICAL DATA ANALYSIS, AND GENETICS

31

2.1

Applications of Topological Data Analysis in Biology . . . . . . . .

31

2.2

Biological Association Studies . . . . . . . . . . . . . . . . . . . . .

33

2.2.1

33

An Introduction to QTL Analysis . . . . . . . . . . . . . . .

iv
Page
2.2.2

An Introduction to Genome Wide Association Studies . . . .

34

3 STATISTICAL FOUNDATIONS . . . . . . . . . . . . . . . . . . . . . .

35

3.1

Bayesian Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . .

35

3.2

Introduction to Wavelets . . . . . . . . . . . . . . . . . . . . . . . .

36

3.2.1

Haar Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . .

36

3.2.2

The Haar Discrete Wavelet Transform . . . . . . . . . . . .

37

An Introduction to WaveQTL . . . . . . . . . . . . . . . . . . . . .

38

4 BAYESIAN REGRESSION FOR PERSISTENCE KERNELS . . . . . .

40

3.3

4.1

4.2

Independent Persistence Kernels . . . . . . . . . . . . . . . . . . . .

40

4.1.1

Bayesian regression model for wavelet coeﬃcients . . . . . .

42

4.1.2

The null and alternative hypothesis . . . . . . . . . . . . . .

43

4.1.3

Hierarchical Model . . . . . . . . . . . . . . . . . . . . . . .

45

4.1.4

Estimates of the Posterior Eﬀect Size . . . . . . . . . . . . .

47

4.1.5

Connections to Hypothesis Testing for Statistical Shape Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

48

Related Persistence Kernels . . . . . . . . . . . . . . . . . . . . . .

49

4.2.1

Bayesian multivariate regression model for wavelet coeﬃcients

50

4.2.2

The null and alternative hypothesis . . . . . . . . . . . . . .

52

4.2.3

Hierarchical Model . . . . . . . . . . . . . . . . . . . . . . .

59

4.2.4

Estimating the Posterior Eﬀect Size . . . . . . . . . . . . . .

60

5 SIMULATION STUDIES . . . . . . . . . . . . . . . . . . . . . . . . . . .

64

5.1

Hypothesis Testing: Linked and Unlinked Annuli . . . . . . . . . .

64

5.1.1

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

65

5.1.2

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

67

Regression with Multiple Covariates: Disks and Annuli . . . . . . .

73

5.2.1

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

77

5.2.2

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

78

6 WINGNET: IMAGE SEGMENTATION WITH DEEP LEARNING . . .

87

5.2

v
Page
6.1

Overview of Wing Image Data . . . . . . . . . . . . . . . . . . . . .

87

6.2

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

88

6.2.1

Overview of the Network . . . . . . . . . . . . . . . . . . . .

88

6.2.2

Training the Network . . . . . . . . . . . . . . . . . . . . . .

90

Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

91

6.3.1

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

92

6.3.2

Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . .

93

7 ANALYSIS OF WING SHAPE . . . . . . . . . . . . . . . . . . . . . . .

95

6.3

7.1

Description of the Original Experiment . . . . . . . . . . . . . . . .

95

7.1.1

Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

96

Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

99

8 CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . . . . . . .

103

7.2

8.1

WaveTDA Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

104

8.2

Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

104

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . .

107

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

114

vi

LIST OF TABLES
Table
5.1

5.2

5.3

5.4

Page

Persistence weighted Gaussian kernel. Table of results for a pairwise test of diﬀerences in the mean intensity functions for the zeroth
and ﬁrst homology groups. Filtrations for persistent homology were constructed using the Vietoris-Rips complex, a Gaussian kernel with an adaptive KNN bandwidth, and the Distance to Measure. The persistence diagrams were smoothed using the persistence weighted Gaussian kernel.
The Log-likelihood ratios and p-values are computed by WaveQTL. . .

74

Persistence intensity function. Table of results for a pairwise test
of diﬀerences in the mean intensity functions for the zeroth and ﬁrst homology groups. Filtrations for persistent homology were constructed using the Vietoris-Rips complex, a Gaussian kernel with an adaptive KNN
bandwidth, and the Distance to Measure. The persistence diagrams were
smoothed using the persistence intensity function. The Log-likelihood ratios and p-values are computed by WaveQTL. . . . . . . . . . . . . . .

75

Persistence image. Table of results for a pairwise test of diﬀerences in
the mean persistence kernels for the zeroth and ﬁrst homology groups. Filtrations for persistent homology were constructed using the Vietoris-Rips
complex, a Gaussian kernel with an adaptive KNN bandwidth, and the
Distance to Measure. The persistence diagrams were smoothed using the
Persistence Image. The Log-likelihood ratios and p-values are computed
by WaveQTL. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

76

The log likelihood ratios for the zeroth homology group and ﬁrst homology
group, and the p-value for each covariate. The log likelihood ratios are
large for the causal covariates (X1 , X2 , and X3 ). In particular, for the
covariates causal for holes and connectivity (X1 and X2 ) more weight is
attributed to homology group 1 and homology group 0, respectively. This
result is consistent with what is expected. In general, the log likelihood
ratios for the unassociated covariates are comparatively small. However,
it is noted that a potential false-positive is detected for X10 . Whether the
p-value for this covariate exceeds the threshold for signiﬁcance depends
on the choice of signiﬁcance level and the type of correction for multiple
testing used. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

79

vii
7.1

Top 40 SNPs detected by WaveTDA based on log likelihood ratio (Log
LR). The results for 40 SNPs are presented in four sub-tables and ten
rows; chromosome (Chr.), basepair (bp) position on chromosome, and log
LR are presented left to right in each sub-table. . . . . . . . . . . . . .

102

viii

LIST OF FIGURES
Figure
1.1

1.2

1.3

1.4

1.5

1.6

Page

An automated plant phenotyping platform from We Prove Solutions. A
conveyor system moves plants through an imaging station to a watering
and weighing station. Systems can carry from 200 to 100,000 plants. The
image is adapted from [4]. . . . . . . . . . . . . . . . . . . . . . . . . .

2

(a) Left: Maize roots damaged by rootworm, Diabrotica virgifera. Right:
Root structure with little or no damage present. (b) Anatomical landmark points of the Drosophila melanogaster wing. (c) A measurement of
interocular distance of Drosophila melanogaster. Image 1.2a is adapted
from [6], and images 1.2b and 1.2c are adapted from Vonesch et al. 2016
[7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3

(a) A hand drawn skull of a modern European Homo sapiens. (b) A
set of nine anatomical landmark points corresponding to the skull in (a).
Images adapted from Bookstein 1986 [12]. . . . . . . . . . . . . . . . .

5

An example of the 0-implex, 1-simplex, and 2-simplex. The 0-simplex is a
point (left), the 1-simplex is a line segments with two 0-simplices at the
boundary (middle), and the 2-simplex is a triangle with three 1-simplices
along its’ boundary (right). . . . . . . . . . . . . . . . . . . . . . . . .

7
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ABSTRACT
Medina, Patrick S. Ph.D., Purdue University, December 2017. WaveTDA: Bayesian
statistics, wavelets and Topological Data Analysis to assess statistical shape. Major
Professors: Rebecca W. Doerge, Heejung Shim.
Advanced imaging and scanning technologies are providing an abundance of shapebased data that require novel approaches to understand the factors that generate
them. This is especially true in modern agricultural practices where large quantities of highly detailed morphometric data are collected and used for studying genetic
associations. Toward this end there is an immediate need for eﬃcient algorithms
that extract relevant geometric information from images in a form that can be used
within a statistical framework. Topological Data Analysis (TDA) has shown to be
both fast and eﬀective for studying complex shapes, and can simultaneously reduce
dimensionality into simpler topological summaries (referred to as a persistence diagram) while capturing essential geometric information about the overall image shape.
In an agricultural setting, and otherwise, TDA has the capacity to quantify plant
morphological images across multiple organs, but fails to provide a form that lends
itself to further statistical analysis. Speciﬁcally, there is a signiﬁcant gap in our understanding of the methods that adapt TDA summaries so that they can be analyzed
using the arsenal of statistical theories and methodologies that are provided by such
a rich ﬁeld of study. Although there is at least one approach that uses kernel methods
applied to persistence diagrams to make them amenable to existing statistical methods, very few of these kernel methods make use of all the topological information
contained in a persistence diagram without experiencing a signiﬁcant loss of information. To overcome this, WaveTDA is introduced as a Bayesian approach based on
wavelets that lends itself to both regression analysis and hypothesis testing. Further,

xiv
WaveTDA has the capacity to identify regions of the kernel transformed persistence
diagrams (under the assumption of independence) that are signiﬁcantly associated
with (genetic) covariates. While this work is motivated and presented in the context
of genetic studies, it is general enough to be used in a variety of applications.

1

1. INTRODUCTION
Statistical methods for shape modeling and analysis of structural phenotypes are important to many kinds of biological studies. The ability to quantify the shape of
an observed phenotype and to study the variability between those shapes gives biologists access to powerful statistical tools for gaining insight into the biological processes
or environmental factors responsible for the morphological form of a phenotype [1].
Two common statistical methods in use today are genome wide association studies
(GWAS) [2] and quantitative trait locus (QTL) analysis [3]. These approaches use
statistical methods to associate the variation in a phenotypic measurement with a
genomic region. To this end, both methods are considered genetic association studies that seek to identify the underlying genes responsible for the variation in the
phenotype under investigation.
Early association studies were limited in their ability to study the complex genetic
relationships controlling most phenotypes due to the small amount of genetic data
that could be obtained. Advances in sequencing technologies with cost-eﬀective highthroughput assays and single nucleotide polymorphism (SNP) arrays, have alleviated
this problem by allowing for a large amount of genetic information to be obtained
quickly and aﬀordably. Unfortunately, high labor costs often prohibit the ability
to quantify phenotypes on an adequate number of individuals. As a result, genetic
association methods lack the statistical power to detect signiﬁcant relationships across
the genome. Recently, the gap between the number of markers and the number of
individuals being assessed has closed due to the implementation of high-throughput
plant phenotyping platforms.
High-throughput plant phenotyping platforms take advantage of imaging technologies, robotics, and computing to allow for the large-scale collection of phenotypic
information [5]. The platforms are designed for use in the ﬁeld or in automated
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green houses. Figure 1.1 illustrates a fully automated plant phenotyping platform.
Independent of settings, plant phenotyping platforms make use of imaging technology to record the phenotypes under investigation. Also, with improvements in 3D
scanning technologies, structural phenotypes can be captured as a 3D mesh allowing
for phenotypes to be studied in a more natural state.
While high-throughput plant phenotyping has closed the gap between the amount
of phenotypic and genotypic information collected for association experiments (i.e.,
sample size versus marker number), accurately quantifying complex phenotypes for
use with statistical methods remains a complex challenge. Historically, a common
approach for quantifying phenotypes is scoring, where phenotypes with common attributes are assigned an integer value. For example, a diseased root structure may be
assigned a value of one, while a healthy root structure is assigned a value of zero. A

Fig. 1.1.: An automated plant phenotyping platform from We Prove Solutions. A
conveyor system moves plants through an imaging station to a watering and weighing
station. Systems can carry from 200 to 100,000 plants. The image is adapted from [4].
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comparison between a healthy root and a root damaged by rootworm is presented in
Figure 1.2. Unfortunately, scoring phenotypes ordinally results in a loss of potentially
important structural information and may not be consistent across experiments or
between the people providing the evaluation.
An alternate scoring approach involves quantifying speciﬁc characteristics of the
phenotype that are known to be associated with the overall phenotype of interest.
For example, in Vonesch et al. 2016 [7] wing centroid size and interocular distance
are used as proxies in a GWA study to identify growth regulators in Drosophila
melanogaster. High-throughput phenotyping platforms attempt to replicate this idea
using computer vision software for the purpose of rapid and consistent quantiﬁcation
of the phenotype [8, 9]. However, as the phenotype of interest becomes more complex, such as root structures, more consideration must be given as to which parts
of the phenotype can be accurately quantiﬁed to represent a summary of the overall

(a)

Fig. 1.2.: (a) Left: Maize roots damaged by rootworm, Diabrotica virgifera. Right:
Root structure with little or no damage present. (b) Anatomical landmark points
of the Drosophila melanogaster wing. (c) A measurement of interocular distance of
Drosophila melanogaster. Image 1.2a is adapted from [6], and images 1.2b and 1.2c
are adapted from Vonesch et al. 2016 [7].
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structure. Even seemingly more accurate, this approach still reduces the amount of
structural information available for collection.
Methods for analyzing whole shape are provided by the ﬁeld of study known as statistical shape analysis [10,11]. These tools are frequently used in the ﬁeld of geometric
morphometrics to understand the biological processes responsible for diﬀerences in
morphology of a subject or its parts [1]. Here, a shape is typically represented as a
ﬁnite collection of landmark points, which serve as points of correspondence between
shapes. For example, the four corners of a square serve as a set of landmark points.
These landmark points may be broadly classiﬁed as anatomical landmarks, which are
points assigned by an expert and are known to correspond between shapes; mathematical landmarks, which are assigned according to some mathematical property;
and pseudo-landmarks, are points on the surface of an object or between anatomical
or mathematical landmarks [11]. For example, a large collection of psuedo-landmarks
may be used to approximate a curved surface. An illustration of the skull of a modern European Homo sapien and the corresponding landmark points adapted from
Bookstein 1986 [12] is presented in Figure 1.3.
A method for associating variables with diﬀerences in shapes represented by landmark points using multivariate multiple regression is explored in Monteiro 1999 [13].
Here, a spline interpolating function is used to model the deformation of an inﬁnitely
thin metal plate containing a conﬁguration of landmark points into another conﬁguration. Details of this spline interpolating function are described in Bookstein 1989 [14].
The eigenvectors of the bending energy matrix generated by the thin spline function
can be used to generate partial warp scores which may be used as shape variables in a
regression setting. Combining the partial warp scores with additional data described
in Monteiro 1999 [13] allows for many experimental designs to be considered in understanding the factors causing variability in shape. Full details of the method are
found in Monteiro 1999 [13]. While tools to analyze landmark points provide a means
for studying variability in a whole shape, obtaining meaningful landmark points often
requires expert identiﬁcation.
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Motivated by the need for better quantiﬁcation approaches in genetic association
studies, a novel approach is proposed to quantifying plant phenotypes that is reproducible, consistent across phenotypes, and can easily be implemented on a wide range
of phenotypes. It uses the new area of applied mathematics known as Topological
Data Analysis (TDA) [15,16] to quantify the unique shape features contained in data,
establishing a framework for studying complex shapes in a statistical setting. The
work proposed here develops statistical methods for studying shape data using TDA
and Bayesian hierarchical models. The method identiﬁes regions of the topological summary statistic that are strongly correlated with the covariates. In addition,
the proposed method allows for the analysis of the diﬀerent shape features separately.
While work in this area has focused primarily on using topological summary statistics
as a covariate in a regression framework, to the best of our knowledge this is the ﬁrst
method that considers topological summary statistics as the response variable. While
this work will have broad applications to the shape statistics community, here the focus is on quantifying phenotypes from imaging data generated by high-throughput
plant phenotyping platforms for use with statistical methods in genetics.

Fig. 1.3.: (a) A hand drawn skull of a modern European Homo sapiens. (b) A set of
nine anatomical landmark points corresponding to the skull in (a). Images adapted
from Bookstein 1986 [12].
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1.1

An Introduction to Topological Data Analysis
TDA is a growing area of applied topology that is useful for studying, comparing,

and classifying the underlying shape that is represented by a collection of data [15,
16]. One of the main tools of TDA, persistent homology, tracks the change in the
topological features present in the data through a growing ﬁltration on the data [17].
Persistence enables researchers to measure the scale of topological features present
in data by quantifying both the number of unique features that are present, and for
how long they persist. This framework sets the stage for shape classiﬁcation with
machine learning or statistics. In what follows, an introduction to the mathematical
underpinnings of TDA, simplicial complexes and simplicial homology sets the stage
for explaining persistent homology. Filtrations generated by the level sets of functions
deﬁned on or near the underlying shape are then discussed.

1.1.1

Simplicial Complexes

Simplicial complexes are one of the primary units of interest in computing shape
features in TDA. These objects provide a mechanism for representing the underlying
shape from which the data were sampled. A detailed overview of simplicial complexes
and their use in algebraic topology can be found in Munkres 1984 [18].
A simplicial complex is a topological space constructed from simpler simplices.
A simplex is the generalization of the concept of a triangle in arbitrary dimensions
of Euclidean space. The 0-simplex, or vertex, is a point in x1 ∈ Rd and serves as
the building block for higher dimensional simplices. A 1-simplex is the line segment
spanned by the vertex set {x1 , x2 }, and the 2-simplex is the triangle spanned by the
vertex set {x1 , x2 , x3 }. Figure 1.4 illustrates these objects. Formally, a k-simplex is
the set of points σ ∈ Rd given by
k+1
k+1
n
o
X
X
d
σ= x∈R : x=
ti xi with
ti = 1 ,
i=1

i=1

7
0-Simplex

1-Simplex

2-Simplex

Fig. 1.4.: An example of the 0-implex, 1-simplex, and 2-simplex. The 0-simplex is a
point (left), the 1-simplex is a line segments with two 0-simplices at the boundary
(middle), and the 2-simplex is a triangle with three 1-simplices along its’ boundary
(right).

where {x1 , x2 , . . . , xk+1 } is the vertex set. A face of a k-simplex is a simplex spanned
by a subset of {x1 , . . . , xk+1 }. A simplicial complex, K ⊂ Rd , is a ﬁnite collection
of simplices such that every face of a simplex in K is itself a simplex in K, and the
intersection of any two simplices in K is a face of each of them.
In the context of data analysis, a sample of data may be viewed as a collection
of 0-simplices from which higher dimensional simplices and simplicial complexes may
be constructed. However, constructing an accurate representation of the underlying
shape from data, with a simplicial complex, may be challenging, especially when there
is no indication of the shape. In this case, it is advantageous to construct an abstract
simplicial complex, A, which is a ﬁnite collection of sets such that if a ∈ A and b ⊂ a
then b ∈ A. Two abstract simplicial complexes used in TDA are the Čech complex
(Figure 1.5c) and the Vietoris-Rips complex (Figure 1.5d) [19]; both are constructed
by considering the distance between the points in the vertex set.
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The Čech complex
Let X = {x1 , . . . , xn+1 } be a sample of points. For a given  > 0, a simplex
ˇ
ˇ  , if
complex, C
{xi1 , . . . , xik+1 } ⊂ X is a k simplex in the Cech
k+1
\

B(xij , /2) 6= ∅ .

j=1

The Čech complex makes for an attractive representation of a space since it provides topological accuracy. According to the Nerve Theorem [20], the Čech complex,
Č is homotopic to the union of balls of radius  around the points of X . This property
was used in [21] to show the ability of the Čech complex to approximate a smooth
manifold, M ⊂ Rd from a suﬃciently dense sample from M.
Although one understands the underlying topology being computed with the Čech
complex, it does provide computational challenges. Construction of the Čech complex

Fig. 1.5.: Illustrations of the Cěch (c) and Vietoris-Rips complex (d) at a ﬁxed radius
/2. (a) A random sample of points. (b) Balls of radius /2 centered at each point in
the sample. (c) The corresponding Čech complex. (d) The corresponding VietorisRips complex. Image adapted from [19].
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requires knowledge of precise distances between the data points. Furthermore, there
is a large computational memory requirement for storing all of the simplices.

The Vietoris-Rips complex
Let X = {x1 , . . . , xn+1 } be a sample of points. For a given  > 0, a simplex
{xi1 , . . . , xik+1 } ⊂ X is a k simplex in the Vietoris-Rips complex VR , if
6 ∅,
B(xij , /2) ∩ B(xih , /2) =
for all 1 ≤ j, h ≤ k + 1. Construction of the Vietoris-Rips complex is straightforward
since it only requires knowledge of the pairwise distances between points. However,
ˇ
unlike the Cech
complex, it is not always clear how accurately the Vietoris-Rips
complex is in computing the underlying topology [20].

1.1.2

Simplicial Homology

Simplicial homology is a subject in algebraic topology that provides tools for
computing the number of distinct shape features within a mathematical space. The
shape features of interest are connected components, loops, voids, and their higher
dimensional analogues. For each shape feature, a Betti number quantiﬁes the distinct
number of features present [16]. An example of diﬀerent mathematical spaces and
their Betti numbers is illustrated in Figure 1.6. More details on simplicial homology
are found in the text by Munkres 1984 [18].
The Betti numbers are obtained from topological invariants useful for diﬀerentiating topological spaces. When comparing two shapes, diﬀerences in Betti numbers
allows one to conclude that the shapes are distinct. Hence, the Betti numbers for
two diﬀerent shapes being equal serves as a natural “null hypothesis” for our belief
of the topological properties of two shapes. When the Betti numbers are the same
across all homology groups no conclusion on whether two shapes are diﬀerent can
be drawn [22]. However, diﬀerences in the Betti numbers of two shapes can serve as
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evidence to reject the “null hypothesis” in favor of the “alternative hypothesis” that
the two shapes are diﬀerent. If multiple samples of each shape can be sampled, a statistical framework can be used to weigh the evidence against our “null hypothesis.”
However, the accuracy of the Betti numbers is highly dependent on the representation of the underlying shape by a simplicial complex. Recall, the construction of the
diﬀerent simplicial complexes is based on the choice of the distance parameter. Thus,
TDA uses persistent homology to study the change in the homology groups through
a ﬁltration of simplicial complexes generated by increasing the distance parameter.
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Fig. 1.6.: Left: A disk is one connected component, since any two points in the disk
can be connected by a path, and does not contain any punctures, gaps, or holes.
Hence, the Betti numbers for the number of connected components in the disk is β0
is one, and for the number of holes β1 is zero. Right: An annulus is one connected
component with a hole in the middle. Hence, the Betti numbers for the number of
connected components in the disk is β0 is one, and for the number of holes β1 is one.
Since the Betti numbers for the disk and the hole diﬀer in the ﬁrst homology group
one may conclude that the spaces are topologically distinct.
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1.1.3

Persistent Homology

Persistent homology [15] tracks the change in the topological features through a
growing ﬁltration of simplicial complexes. Figure 1.7 illustrates this growing ﬁltration
for the Vietoris-Rips complex. For the Čech and Vietoris-Rips complexes, the ﬁltration is controlled by the distance parameter . As the distance parameter increases
more simplices are added to the simplicial complex.
A feature that appears in the simplicial complex at a radius of b is said to be
born at time b and disappears from the simplicial complex at a radius of d is said to
die at time d . The diﬀerence between times d and b is the persistence, or lifetime,
of a feature. The lifetimes of all features are recorded across the ﬁltration.

1.1.4

Persistent Homology with Functions

In the TDA literature, the persistent homology of a space M if often studied
through a ﬁltration on the level-sets of a function f : M → R. An illustration of some
diﬀerent functions available in the R [23] package TDA [24] is presented in Figure 1.8.
For a given value , the sub-level sets L = f −1 ((−∞, ]) = {x ∈ M : f (x) ≤ } and
the super-level sets U = f −1 ([, ∞)) = {x ∈ M : f (x) ≥ }. Diﬀerent theoretical
results obtained in the TDA literature will have diﬀerent conditions on the function
and underlying space.
A class of functions of particular interest to statisticians working with TDA is
the kernel density function. A common assumption in the TDA literature is that
data are sampled directly from the mathematical space. However, it has been shown
ˇ
that methods based on the Cech
complex do not perform well in the presence of
outliers [25]. One solution to this problem is to initially kernel smooth the data and
then study the homology via the upper-level sets of the smoothing function. This
approach is used to construct conﬁdence sets for persistence diagrams in Section
1.3.2.
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1.2

The Persistence Diagram
Persistent homology is a multi-scale approach that tracks the birth and death of

the unique topological features that appear in a dataset. Since our data are a discrete
representation of some underlying shape, the number of features and their lifetimes
in each homology group contain useful information for studying the properties of
shapes. The birth-death information recorded for each homology group by persis-
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Fig. 1.7.: The Vietoris-Rips complex for diﬀerent distance parameters . Diﬀerent
values of  generate diﬀerent simplicial complexes. As the value of  increases, more
simplices are added to the simplicial complex. A ﬁltration is constructed by increasing
values of .
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tent homology is frequently represented in a summary statistic called the persistence
diagram [15].
A persistence diagram is a multi-set of a countable number of birth-death points
in R2 along with inﬁnite copies of the diagonal, y = x [26]. For each topological
feature, the birth time is recorded in the ﬁrst coordinate (x-axis) and the death time
is recorded in the second coordinate (y-axis). The persistence, or lifetime, of a feature
is measured by the vertical distance between the birth-death point and the point on
the diagonal where the birth time equals the death time. Figure 1.9 illustrates the
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Fig. 1.8.: (a) A sample, X , of 100 points randomly sampled from uniform distribution
on a circle with Gaussian noise added to each point. (b) The graph of the distance
function Δ(x) = inf y∈X ||x − y||2 . (c) The graph of kernel distance function of X with
the Gaussian kernel. (d) The graph of the kernel density estimator of X . Homology
of the circle can be studied through the level sets of these functions.
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persistence diagrams computed for a noisy circle using the Vietoris-Rips complex up
to a speciﬁed distance parameter .
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Fig. 1.9.: Top: The Vietoris-Rips complexes of a random sample of 20 points drawn
independently from a uniform distribution on a circle with Gaussian noise added
to each point computed at diﬀerent distance parameters . Bottom: Persistence
diagrams computed on the noisy circle up to a speciﬁed distance parameter. The xaxis and y-axis are the birth and death times of a feature, respectively. The persistence
of each feature is measured by the vertical distance from the point to the line along the
diagonal. The black dots correspond to a connected component and the red triangles
correspond to a hole. As the distance parameter  increases, the persistence diagrams
reveal the lifetimes of diﬀerent diﬀerent features that appear across the ﬁltration. In
the ﬁnal persistence diagram, the hole is entirely ﬁlled in and all that persists is a
single connected component. This topological summary statistic is the framework for
which we can develop statistical methods for comparing shapes.
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1.2.1

Mathematical properties of persistence diagrams

An important component of data analysis is being able to compute the distance
between points. Two important distance metrics for persistence diagrams are the
Wasserstein distance [27] and the bottleneck distance [28]. These metrics have had
a signiﬁcant inﬂuence on the development of statistical methods in TDA and will be
discussed further in Sections 1.3 and 1.4.
The pth Wasserstein distance between two persistence diagrams d1 and d2 is
Wp (d1 , d2 ) =



inf
γ

X

||x − γ(x)||p∞

 p1

,

(1.1)

x

where the inﬁmum is across bijections from the elements of d1 to the elements of d2 ,
and the summation is over the birth-death points of d1 . In Mileyko et al. 2011 [26],
it is shown that the space of persistence diagrams, endowed with the Wasserstein
metric, with ﬁnite total persistence is complete and separable. A persistence diagram
has ﬁnite total persistence if the Wasserstein distance between the persistence diagram
and the empty persistence diagram1 is ﬁnite. These results are useful for deﬁning the
notion of the mean, variance, and conditional probabilities of persistence diagrams.
Another important metric for persistence diagrams, the bottleneck metric, is
B(d1 , d2 ) = inf sup ||x − γ(x)||∞ ,
γ

(1.2)

x

where x ranges over d1 and γ ranges over all bijections from d1 to d2 . This metric
plays a prominent role in the construction conﬁdence sets for persistence diagrams
in [29].
Finally, this section is concluded with a discussion of two stability theorems [27,
28] for persistence diagrams. Stability theorems are important results in the TDA
literature. A persistence diagram is stable if small changes in the input data result in
small changes in the persistence diagram. Figure 1.10 illustrates the idea of stability
for two functions.
1

The empty persistence diagram is a persistence diagram with only inﬁnite copies of the diagonal.
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Theorem 1 Let X be a triangulable space and f, g : X → R be continuous, tame
functions If d1 and d2 are the persistence diagrams computed on the sublevel sets of
f and g respectively, then
B(d1 , d2 ) ≤ ||f − g||∞ ,
where ||f − g||∞ = supx |f (x) − g(x)|.
This stability result bounds the distance between two persistence diagrams by the
supremum of the absolute distance between the two functions on our space. An
illustration of this stability result is presented in Figure 1.10. Further, this result
shows that bottleneck distance is a Lipschitz continuous function.
A stability theorem for the Wasserstein metric also exists, however it requires
more assumptions than the theorem for the bottleneck distance.
Theorem 2 If X is a triangulable, compact metric space that implies bounded degreek total persistence (see [27] for a formal deﬁnition) for some k ≥ 1 and f, g : X → R
are tame, Lipschitz functions, then for all dimensions l, p ≥ k we have
1

1− k

Wp (d1 , d2 ) ≤ C p ||f − g||∞ p ,

(1.3)

Fig. 1.10.: (a) Two functions that are close together in distance. The dots on each
function are located at the critical values. (b) Two persistence diagrams computed
on the level sets of the functions in (a). The black lines between the diagrams or
the diagonal illustrate the Bottleneck distance computation. Small diﬀerences in the
functions result in small diﬀerences of their persistence diagrams. Image adapted
from Cohen-Steiner et al. 2007 [28].
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where C = CX max{Lip(f )k , Lip(g)k }. Here, Lip(f ) is the Lipschitz constant of the
function and CX is some constant that is dependent only on X.

1.3

Statistical Methods for Persistence Diagrams
A signiﬁcant amount of attention has been given to extending statistical methods

for use in the Topological Data Analysis setting [26, 29–34]. To this end, eﬀorts have
been made to establish a clear notion of the mean and variance for persistence diagrams, developing testing methods that distinguish between the distributions from
which topological summary statistics may have been sampled, and methods for determining which shape characteristics are statistically signiﬁcant and which are topological noise. Here, some of the statistical methods that exist for the persistence diagram
are reviewed.

1.3.1

Fréchet mean and variance of persistence diagrams

A general assumption in the TDA literature is that the points of the sample
Sn = {x1 , . . . , xn } ⊂ Rd are generated by some random process that can be described
with distribution F that is concentrated on or near some set M ⊆ Rd . Applying the
Topological Data Analysis workﬂow to Sn results in a persistence diagram, P. However, the distribution of the persistence diagram may not follow the same distribution
as the original sample. In general, it is not clear what inﬂuence the topological transformation has on the distribution of the data. An attempt to establish a rigorous
methodology for statistical inference with persistence diagrams was made in Milyeko
et al. 2011 [26]. Here, an overview of that work is presented.
The main objective of their work is to deﬁne the notion of the mean and variance
for persistence diagrams. This is accomplished using the Fréchet mean [35], which is
intended to extend the idea of a mean and variance to more general metric spaces.
To accomplish this, consider the space of persistence diagrams, D as deﬁned in Section 1.2 endowed with the Wasserstein metric. Let (D, B(D), FD ) be a probability
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space, where B(D) is the Borel σ-algebra on D, and FD is a probability measure on
(D, B(D)). The deﬁnition of the Fréchet mean requires that FD have a ﬁnite second
moment. That is,
Z
MD (P) =

Wp (P, E)2 dFD (E) < ∞ ,

D

for a ﬁxed diagram P ∈ D. The Fréchet variance is deﬁned as
n
o
VarFD := inf MD (P) < ∞ ,
P∈D

and the Fréchet mean by
n
o
EFD := P|MD (P) = VarFD .
Since the deﬁnition of a Fréchet mean is an inﬁmum over a space, in general, the mean
may be empty, or it may not be unique. To overcome this issue, the authors prove
that the Fréchet mean is non-empty when the probability measure FD has compact
support or has a particular rate of decay in the tails of the distribution. The work
concludes by showing how a measure, Fθ , from which the initial point sample is drawn
from induces a measure on the space of persistence diagrams. This in turn leads to the
deﬁnition of a joint measure FD,θ and a conditional measure Fθ|D , which establishes
an initial framework which may enable statistical inference on the parameter θ using
persistence diagrams.

Algorithm for computing the Fréchet mean and variance
An algorithm for computing the Fréchet mean and variance deﬁned in Mileyko et
al. 2011 [26] is given Turner et al. 2014 [36]. The algorithm uses the special case of
the L2 -Wasserstein metric,
WL2 (P1 , P2 ) =



inf
γ

X

||x − γ(x)||2
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,

x∈P1

and when the distribution of the sample of persistence diagrams is a combination
of Dirac masses. In this setting, the authors [36] provide a law of large numbers,
however they can only ensure that their algorithm converges to a local minimum.
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1.3.2

Conﬁdence Sets for Persistence Diagrams

For the majority of statistical applications, there is an interest in separating signal from noise. As such, an interesting question in persistent homology is how to
distinguish important shape features from topological noise. The general working hypothesis in Topological Data Analysis is that features which exist (i.e., persist) over
large intervals of the scaling parameter are signiﬁcant. However, it is not always clear
what constitutes a large interval, or if features that exist over a small interval are
either truly noise or of interest. The ﬁrst issue is addressed by Fasy et al. 2014 [29]
who originated methods for computing a 1 − α conﬁdence set for an estimated persistence diagram. Their method assumes a sample of points Sn is drawn from some
distribution F that is concentrated on or near some set M. They further assume M
is a d-manifold embedded in some compact subspace of Rd with positive reach [37].

Fig. 1.11.: Two representations of a conﬁdence interval computed for a persistence
diagram. In Fast et al. 2014 [29], the view that points close to the diagonal are
topological noise is adopted. Left: Boxes of length 2cn , where cn is computed from
the data, are generated around each point. If a box intersects the diagonal, then the
√
point is considered topological noise. Right: A band of length 2cn is drawn above
the diagonal. Points falling in this region are considered topological noise.
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Additional assumptions and details for the method are found in Fasy et al. 2014 [29]
where they deﬁne the Euclidean distance function to be dA (x) := inf y∈A ||y − x||2 ,
where A is a subset of Rd .
The objective is to estimate the persistence diagram P computed from the lower
level sets LM (t) = {x : dM (x) ≤ t}. An estimate for P, Pˆ is obtained by computing
the persistence diagram from the lower level sets LSn (t) = {x : dSn (x) ≤ t}. Four
methods are constructed for building conﬁdence sets from the estimated persistence
diagram. A conﬁdence set for a persistence diagram is a subset of all persistence
diagrams whose distance, as measured by the bottleneck distance, is at most cn from
P̂. Figure 1.11 illustrates a conﬁdence set for a hypothetical persistence diagram.
The value, cn , is computed from the data. The conﬁdence set can be visualized by
drawing a square of side length 2cn around each point. When the square intersects
the line y = x, then the point is considered topological noise.

1.3.3

The Persistence Landscape

Persistence landscapes provide an alternative measure of persistent homology by
transforming the persistence diagram to a sequence of piecewise continuous functions
λ : N×R → R [32]. For persistence diagrams deﬁned as in Section 1.2, the persistence
landscape λ ∈ Lp (N × R). In this setting, Bubenik 2015 [32] proves the conditions for
stability of the persistence landscape under the Wasserstein and bottleneck metrics.
Persistence landscapes can be treated as a random variable that takes values in a
separable Banach space, which gives rise to the use of probabilistic results [38]. Using
the Banach space structure, Bubenik deﬁnes the mean persistence landscape and
proves that it satisﬁes a Strong Law of Large Numbers and a Central Limit Theorem.
An advantage of the persistence landscape is that it allows for hypothesis testing when
samples are high-dimensional and non-linear. In order to use persistence landscapes
for hypothesis testing one has to use a functional - functions that map Rn to R on the persistence landscapes. When functionals satisfy certain conditions, Bubenik
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2015 [32] proved the Central Limit Theorem remains for the transformed persistence
landscape. Under this framework classical hypothesis testing procedures exist, and
can be employed to distinguish between objects. In other words, for a large number of
samples, it is possible to use common t-tests or Hotelling’s T 2 to distinguish between
two subsets of Rn . Additional convergence properties for persistence landscapes and
a method for constructing conﬁdence intervals using the bootstrap are developed in
Chazal et al. 2014 [39]. Furthermore, Reininghaus et al. 2015 [40] show how the
construction of the persistence landscape satisﬁes the deﬁnition of a kernel [41].
While persistence landscapes allow for statistical analysis, the interpretation of
the persistence landscape is more subtle than the interpretation of either the persistence diagram or the barcode. Rather than directly encoding information about the
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Fig. 1.12.: (a) 200 points are sampled from a linked annuli. (b) The degree one
persistence landscapes for two diﬀerent samples taken from the linked annuli. (c)
The mean degree one persistence landscape for 100 samples of the linked annuli.
Images are adapted from Bubenik 2015 [32].
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number of shape features in a homology group and their lifetimes, the persistence
landscape gives a measure of the number of features that simultaneously exist at a
particular scaling parameter. In addition, performing multivariate statistical analysis
with information across all homology groups requires integration of the persistence
landscapes, which results in a loss of information. One advantage of the persistence
landscape however, is that it does not contain parameters that need to be tuned.

1.4

Persistence Kernels
While there has been progress toward a rigorous statistical framework for persis-

tence diagrams, there is still much work to be done, and this area of research is still
considered in its infancy. One of the challenges with using existing statistical and
machine learning methods on the space of persistence diagrams with the Wasserstein
or bottleneck metrics is that they lack a Hilbert space structure. To overcome this
challenge, methods to transform persistence diagrams and embed them into a nicer
mathematical space, such as a reproducing kernel Hilbert space (RKHS) or a Banach
space, have been developed [?, 32, 34, 40]. Throughout this work these methods are
collectively referred to as persistence kernels. The key properties of these methods
are reviewed in what follows.

1.4.1

The persistence scale-space kernel

A multi-scale kernel, called the persistence scale-space kernel, for the set of persistence diagrams, D is constructed in Reininghaus et al. 2015 [40]. To accomplish
this, a feature map Φσ : D → L2 (Ω), with Ω = {(x1 , x2 ) ∈ R2 : x2 ≥ x1 } ⊂ R2 ,
is constructed from the solution of a heat diﬀusion problem in R2 × R+ . In their
approach, a persistence diagram, P, is uniquely represented as the sum of Dirac delta
functions,
u(x) =

X
xi ∈P

δ xi .
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Fig. 1.13.: Left: A graph of the function from Equation 1.4 on a persistence diagram. Right: The graph of the feature map from Equation 1.5. The feature map is
restricted to Ω for analysis. Image adapted from Reininghaus et al. 2015 [40].

The Dirac delta function is known to be a functional in the Hilbert space H −2 (R2 ) [42].
Using ideas from scale-space theory, the sum of the Dirac delta functions are treated as
the initial condition for a heat diﬀusion problem with a Dirichlet boundary condition
on the diagonal. A closed-form solution is obtained by extending Ω to all of R2 and
letting
u(x) =

X

δxi − δx∗i ,

(1.4)

xi ∈P

where x∗i is the point xi reﬂected about the line y = x. The solution for the feature
map is given by
Φσ (x) =

 ||x − y||2 
 ||x − y ∗ ||2 
1 X
exp −
− exp −
,
4πσ y∈P
4σ
4σ

(1.5)

where x ∈ R2 and σ is a tuning parameter. Using Equation 1.5, an explicit expression
for the kernel between two persistence diagrams P1 , P2 ∈ D is given by
 ||y − z||2 
 ||y − z ∗ ||2 
X
1
kσ (P1 , P2 ) =
exp −
− exp −
.
8πσ y∈P ,z∈P
8σ
8σ
1

(1.6)

2

This kernel provides a lower bound to the 1-Wasserstein metric and is stable.

The universal persistence scale-space kernel
The results from Reininghaus et al. 2015 [40] are extended to a statistical framework in Kwitt et al. 2015 [43] by treating the feature map as a probability distribution and embedding it into a reproducing kernel Hilbert space. A two sample test

24
for persistence diagrams is provided by constructing a universal kernel [44] from the
persistence scale space kernel and using the maximum mean discrepancy (MMD) [45]
to deﬁne a test statistic.
Consider a Borel probability measure F on compact metric space (M, d). The
metric space is observed through a sample Sn = {x1 , . . . , xn } ∼ F. Let k : M × M →
R be a positive deﬁnite kernel and H be the reproducing kernel Hilbert space by
k(x, ·) : M → R. The linear structure of H allows for the construction of means. A
probability measure F on M is embedded into H via the mean map
µ : F → µF = EF [k(x, ·)] .

(1.7)

If the mapping is injective then the kernel is characteristic, and if H is dense in the
space of bounded continuous functions M → R with the supremum norm then the
kernel is universal. An example of two common characteristic kernels in Rd are the
Gaussian and the Laplace [46]. A useful property is that if a kernel is universal then
it is also characteristic.
The injectivity of the mean map can be used to deﬁne a distance measure between
probability distributions observed from samples X ∼ F1 and Y ∼ F2 . One such
measure, the MMD, can is deﬁned by
n
o
MMD[G, F1 , F2 ] := sup EF1 [g(x)] − EF2 [g(y)] ,

(1.8)

g∈G

where G is a suitable class of functions M → R. When G is restricted to the set of
functions on the unit ball in H the MMD in Equation 1.8 may be written as
MMD[G, F1 , F2 ] = ||µF1 − µF2 ||2H ,

(1.9)

where µFi is the range of the mean map from Equation 1.7, for i = 1, 2. An important
result from Gretton et al. 2012 [45] allows the construction of a two sample test
between distributions.
Theorem 3 Let G be a unit ball in a universal reproducing kernel Hilbert space,
H, deﬁned on the compact metric space M, with associated continuous kernel k(·, ·).
Then, M M D[G, F1 , F2 ] = 0 if and only if F1 = F2 .
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Consider the space of persistence diagrams (Section 1.2) of ﬁnite total persistence
endowed with the 1-Wasserstein metric, D1 . Fix number N ∈ N and R ∈ R. Consider
¯ ⊂ D1 of persistence diagrams whose birth-death points are less than
the subset D
R and whose total multiplicities of birth-death points is less than N . The authors
¯ ×D
¯ ensures that the mean map
show that the kernel in Equation 1.6 restricted to D
¯ to an element µF ∈ H. A universal kernel can be
sends a probability measure F on D
constructed using the kernel in Equation 1.6. Speciﬁcally, the kernel kσU : D̄×D̄ → R,
given by
kσU (P1 , P2 )

n
o
= exp kσ (P1 , P2 ) ,

(1.10)

is universal with respect to the 1-Wasserstein metric.
(1)

(1)

(1)

For an independent sample of persistence diagrams P1 , P2 , . . . , Pn ∼ F1 for
(2)

(2)

(2)

one shape, and an independent sample of persistence diagrams P1 , P2 , . . . , Pm ∼
F2 for a second shape, the MMD can be used to test the hypothesis H0 : µF1 = µF2
against the alternative that the mean maps are diﬀerent. Expressions for the MMD
in terms of the kernel are provided in Gretton et al. 2012 [45]. The authors obtained
p-values for diﬀerent case-studies through a permutation test.

1.4.2

The Persistence Weighted Gaussian kernel

Similar to the persistence scale-space kernel, the persistence weighted Gaussian
kernel [47] aims to vectorize a the persistence diagram by representing it as a discrete
random measure and embedding it into a reproducing kernel Hilbert space. This
is accomplished by representing a persistence diagram as a weighted measure and
embedding it into a reproducing kernel Hilbert space by the Bochner integral [48].
As such, the theoretical basis for the persistence weighted Gaussian kernel is reviewed
and their application to TDA is discussed.
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Let Ω be a locally compact Hausdorﬀ space and Mb (Ω) be the space of all ﬁnite
signed Radon measures. If k is a bounded, measurable kernel on Ω then a mapping
from Mb (Ω) to the reproducing kernel Hilbert space, Hk , can be deﬁned by
Z
Ek : Mb (Ω) → Hk , µ 7→ k(·, x)dµ(x) ,

(1.11)

where the integral on the right-hand side of Equation 1.11 is the Bochner integral and “·” in the kernel represents a free variable. The mapping exists since
R
||k(·, x)||Hk dµ(x) is ﬁnite.
Let C0 (Ω) be the space of continuous functions vanishing at inﬁnity and k be a C0
kernel2 . In this setting Hk ⊂ C0 (Ω). If Hk is dense in C0 (Ω) then k is C0 -universal.
When k is C0 -universal, the vector Ek (µ) in the reproducing kernel Hilbert space
(Equation 1.11) uniquely determines the measure µ and is a representation of µ.
The following proposition from Sriperumbudur et al. 2011 [49] establishes important
results about the persistence weighted Gaussian kernel.
Proposition 1 If k is C0 -universal, the mapping Ek is injective and
dk (µ, ν) = ||Ek (µ) − Ek (ν)||Hk ,
deﬁnes a distance on Mb (Ω).
Consider a persistence diagram P. Deﬁne a weighted measure
µw
P :=

X

w(x)δx ,

(1.12)

x∈P

where w(x) is a positive valued weight function and δx is the Dirac delta measure at
x. The weight function is intended to control the eﬀect of persistence points near the
diagonal. Let Ω := {(b, d) ∈ R2 : b < d} and the kernel k be C0 -universal. Then, the
measure in Equation 1.12 can be embedded into the reproducing kernel Hilbert space
Hk via
w
µw
P 7→ Ek (µP ) :=

X

w(x)k(·, x) .

x∈P
2

A kernel k on Ω is a C0 kernel if k(x, x) is of C0 (Ω) as a function of x [47].

(1.13)
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Since the choice of kernel is C0 -universal, it is known that Ek (µw
P ) is a representation of
the persistence diagram in Hk . Further, from Proposition 1, the mapping is injective,
which means Ek (µw
P ) does not lose information about the persistence diagram. The
authors introduce a second representation, given by
X
w
w(x)w(·)k(·, x) ,
µw
P 7→ Ekw (µP ) :=

(1.14)

x∈P

and prove that the two representations are essentially the same. The representation
in Equation 1.14 is used in the later analysis.
Kusano et al. 2016 [47] choose k to be the Gaussian kernel, since it is known to
be C0 -universal on Rd [49], and the weighting function to be w(x) = arctan(C(x2 −
x1 )p ), for constants C, p > 0. Combining the choice of kernels and weights with the
representation in Equation 1.14, the authors deﬁne the persistence weighted Gaussian
kernel
kP W G (x, y) := wx wy exp

n

o
1
2
− - -2 ||x − y||2 ,
2σ

(1.15)

where wx = arctan(C(x2 − x1 )p ). The representation in HkPwW G is given by
X
EkPwW G (µw
kP W G (·, x) .
P) =
x∈P

From Proposition 1, the persistence weighted Gaussian kernel deﬁnes a distance measure on the space of persistence diagrams
w
w
(µw
(µw
dw
kP W G (P1 , P2 ) := ||EkP
P1 ) − EkP
P2 )||HkP W G ,
WG
WG

where P1 and P2 are persistence diagrams. A key result from this approach is that the
sequence of maps from data X to the kernel representation, X 7→ PX 7→ EkPwW G (µw
PX )
is stable with respect to perturbations in the data.
d
Theorem 4 (Stability with respect to dw
kP W G ) Let M ⊂ R be compact with X, Y ⊂

M ﬁnite and p > d + 1. Then
dw
kP W G (PX , PY ) ≤ L(M, d; C, p, σ)dH (X, Y ) ,
where L(M, d; C, p, σ) is a constant depending on M, d, C, p, and σ, and dH (X, Y ) is
the Hausdorﬀ distance between X and Y .
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1.4.3

The Persistence Intensity Function

The persistence intensity function [34] formalizes and extends an idea presented
in Edelsbrunner et al. 2012 [50], where a persistence diagram is converted into a
histogram by dividing the domain into a grid and counting the number of points
that fall into each grid. It is expected that the resulting histogram will be easier
to deﬁne the notion of an average and cluster. The persistence intensity function
does not try to embed a distribution into a reproducing kernel Hilbert space, but the
construction is similar to kernel smoothing a measure in R2 . While this result is still
under development, it is included here because the construction of the measure is
similar to the the construction of the persistence weighted Gaussian kernel in Section
1.4.2.
It is assumed X = {x1 , . . . , xn } is a collection of data from some distribution F.
A measure can be deﬁned on a persistence diagram PX by
Φ(x, y) =

X

w(x)δx ,

x∈PX

where w(x) is a weight function and δx is a Dirac delta measure at x. For each Borel
set B of R2 , the intensity measure is given by
Z
RF (B) = EF
Φ(x, y) dx dy ,
B

where the expectation is taken with respect to the distribution F. The persistence
intensity function is deﬁned by
�

RF B((x, y), τ )
κF (x, y) := lim
,
τ →0
πτ 2

(1.16)

where B((x, y), τ ) is a ball centered at the point (x, y) with radius τ . The intensity
function measures the weighted intensity for the presence of a topological feature at
a location (x, y). Since F is not known, the intensity function can be estimated by
κ̂τ (x, y) =

X
(b,d)∈P

w(b, d)

1 x − b y − d
K
K
,
τ
τ
τ2

(1.17)
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where K is a symmetric kernel and τ is a scaling parameter. A weight function
is included to reduce the eﬀect of boundary bias, since the intensity function is
zero below the diagonal. A general expression for the weight function is w(b, d) =
g(α(b,d) )Lα(b,d) (d − b), where g(α(b,d) ) is a weight based on the homology group that
the point (b, d) belongs to and Lα(b,d) is a smooth function with Lα(b,d) (0) = 0. Here,
the weight function is chosen to b − d for all features.
If there are several samples X1 , . . . , XN independently drawn from some distribution F, a non-parametric estimate for the mean intensity function is obtained from
N
1 X
κ̂τ,i (x, y) .
κ̂n (x, y) =
N i=1

-

(1.18)

Under some mild assumptions about the intensity function and the kernel, Chen et
al. 2015 [34] show that the mean intensity function is a consistent estimator of the
population intensity function under the mean integrated square error and that the
optimal tuning parameter is τN∗ = O(N −1/2 ). In addition, they prove the asymptotic
normality of the sample mean.
In addition, Chen et al. 2015 [34] propose a hypothesis test comparing two shapes.
Suppose there are n samples from the ﬁrst shape represented as persistence diagrams
(1)

(1)

(1)

P1 , P2 , . . . , Pn , and m samples from the second shape represented as persistence
(2)

(2)

(2)

diagrams P1 , P2 , . . . , Pm . Using the intensity function, a null hypothesis for comparing these shapes is of the form H0 : κ1 (x, y) = κ2 (x, y). Deﬁning a test statistic
Z
T = |κ̂1 (x, y) − κ̂2 (x, y)|dxdy ,
a permutation test can be performed to test the null hypothesis against the alternative
hypothesis that the population intensity functions for the shapes is diﬀerent.

1.4.4

The Persistence Image

The persistence image [?] is a ﬁnite dimensional vector-based representation of
a persistence diagram. The persistence is a matrix of pixels constructed by ﬁrst
converting the persistence diagram into a smooth function, similar to the approach
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used in Section 1.4.3, and then integrating the smooth function over a ﬁnite grid of
the domain. Here the key results of the persistence image are reviewed.
Let P be a persistence diagram in the standard birth-death coordinates. The
persistence diagram is transformed to PT , a persistence diagram in birth-persistence
coordinates through the transformation (b, d) 7→ (b, d−b) = (b, p). Let φ(b,p) : R2 → R
be a diﬀerentiable probability distribution with mean (b, p). Adams et al. 2017 [?]
choose to work with two-dimensional Gaussian distributions, although the theoretical
results allow for other choices. The persistence surface is deﬁned by
ρB (x, y) =

X
(b,p)∈PT

n
o
1
1 
2
2
w(b, p)
exp − 2 (x − b) + (y − p) ] ,
2σ
2πσ 2

(1.19)

where w is a weighting function. The weighting function is a piecewise diﬀerentiable
function given by

w(b, p) =

⎧
⎪
⎪
⎪
⎪0
⎪
⎨

p

M
⎪
⎪
⎪
⎪
⎪
⎩1

if p ≤ 0
if 0 ≤ p ≤ M ,
if p > 0

where M is the largest persistence value from all samples of persistence diagrams.
The values of each coordinate of the persistence image are obtained by discretizing
the domain of the persistence surface and integrating the surface over that region.
That is, let (xi , yi ) × (xi+1 , yi+1 ) be the grid associated with the ith coordinate of the
persistence image. The value for the coordinate is obtained by
Z xi+1 Z yi+1
Pi (ρB ) =
ρB dx dy .
xi

(1.20)

yi

The work of Adams et al. [?] concludes by proving stability of the persistence image with respect to the 1-Wasserstein distance for both general distributions and the
Gaussian distribution, with better bounds being achieved for the Gaussian distribution.
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2. MORPHOLOGY, TOPOLOGICAL DATA ANALYSIS,
AND GENETICS
2.1

Applications of Topological Data Analysis in Biology
Understanding the genetic basis of morphology for any organism is challenging

to model due to the complexity of describing both the genetic data and the morphospaces [51]. While signiﬁcant developments have been made in statistical methods
for associating regions of the genome, methods for quantifying complex shape phenotypes in a manner that is appropriate for these methods have been lacking. However,
there is a growing recognition of the utility of persistent homology for quantifying
morphology within the applied topology and biological communities [51–56]. As discussed in Chapter 1, persistent homology provides a uniform and robust measure of
shape. The ability to quantify phenotypes with complex morphologies is ideal for
constructing methods for understanding their genetic basis. Further, the ability of
TDA to compare morphology across organisms or across organs within an organism
allows for a more comprehensive study of the genetic pathways that are involved.
Here some of the work in this area is reviewed and used as motivation for the novel
method known as WaveTDA. While there have been many applications of TDA to
biology, the focus here is on those works that have made speciﬁc contributions to
morphology.
In Turner et al. 2014 [52] a topological summary statistic called the Persistent
Homology Transform (PHT) is developed to measure distances between the surfaces
of primate heel bones. The basic idea of this approach is that persistence diagrams
for each homology group are computed by constructing a ﬁltration using the height
function in a speciﬁed direction of the shape. When this is done over all directions,
the PHT measures the change in homology from the ﬁltration generated by the height
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function. One advantage of this measure is that it is shown to not lose information
about the shape for which persistent homology was computed. The PHT was used
to study the evolutionary relationship between primate species [57] where clustering
analysis is applied to a set of primate bones using the PHT and using the distance
metrics between persistence diagrams. A qualitative analysis of the results suggest
that the PHT may have outperformed the other methods used as a comparison.
The application of quantitative methods to the study of morphology in biology is
often limited to a single organ. Even though, the genetic contributions of plant morphology are often linked across organs [55]. There is a signiﬁcant lack of mathematical
methods that are adaptable to modeling shapes across diﬀerent organs and organisms. In Li et al. 2017 [55] persistent homology is computed on the morphology of
root and shoot features of tomato plants to understand whether genetic changes alter
plant architecture globally or locally. This is done by computing persistent homology
on the leaf shape, leaf serrations, and root architecture of the near isogenic Solanum
pennellii tomato introgression lines [58]. Each line has a small introgressed region in
their genome from the Solanum pennellii plant, while the remaining genome is similar
to that of the cultivar. Detecting signiﬁcant diﬀerences in the phenotypes, the introgression lines compared to the cultivar, attributes the genetic cause for the diﬀerences
to the introgressed regions. In addition, the authors were able to test diﬀerent hypotheses on whether the morphological changes occurred together or independently
of each other given the diﬀerent introgressed regions.
The work discussed here represents some of the early attempts to understand the
evolution and genetic basis of phenotypes. A goal of WaveTDA is to help close the
gap between morphometrics and quantitative genetics by providing methods to aid in
the understanding of the complex genetic interactions that aﬀect morphology using
Topological Data Analysis and biological association studies. Further, WaveTDA is
ﬂexible enough to incorporate persistence kernels from a single organ or from multiple
organs. Before introducing WaveTDA an overview of diﬀerent biological association
studies is presented.
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2.2

Biological Association Studies
Biological association studies employ statistical methods that associate regions of

the genome, or genetic markers, with the variability in a phenotype. The focus of the
work presented here is aimed at the use of biological association studies with shapebased phenotypes. Currently, there are two common methods of association analysis:
quantitative trait locus (QTL) and genome-wide-association studies (GWAS). This
overview is not comprehensive since both QTL and GWAS are very large and active
ﬁelds of research. A list of references for the interested reader to consult is provided.

2.2.1

An Introduction to QTL Analysis

A QTL is a region of the genome that is associated with the variation in a quantitative trait [3]. A goal of QTL analysis is to use statistical methodologies, such as
analysis of variance (ANOVA) or linear regression, to understand the genetic basis
of phenotypes. This is accomplished via statistical associations between a phenotype
and regions of the genome (i.e., QTL) that are in part responsible for the variation
in the phenotype [3]. A typical linear model for relating the phenotype and genotype
is of the form
Y = Xβ +  ,
where Y is the quantiﬁed phenotype scored on n individuals, β is a vector of coefﬁcients, X is the matrix of genotypic marker information, and  is an error term,
which may or may not be normally distributed [59]. The scores of the markers in
X will depend on the experimental design used in the study [60]. For example, in a
simple backcross design, two inbred parents mate and the resulting oﬀspring is then
mated with one of the parents. The QTL analysis is then performed on the resulting
progeny generation [3]. In a backcross design, the marker scores are binary.
The chance of a marker being an actual QTL is small. However, there is the expectation that the markers are signiﬁcantly associated with a phenotype being linked
to a (causal) QTL. To identify the location of the QTL the number recombination
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events between pairs of markers is estimated and used to estimate a genetic map. A
variety of statistical approaches may then be used to search for the potential locations
of QTL in the intervals formed by the ordered markers. An introductory review of
QTL analysis may be found in Doerge 2002 [3] and comprehensive overviews of these
methods may be found in Wu 2007 [60] and Lynch 1998 [61].

2.2.2

An Introduction to Genome Wide Association Studies

Genome-wide association studies (GWAS) and QTL analysis are similar in that
they use linear statistical methods to understand the variation in complex traits.
One of the principal diﬀerences between QTL and GWAS is that QTL studies are
performed on experimental populations. GWA studies seek to identify inﬂuential
loci by detecting associations with markers, called single-nucleotide polymorphisms
(SNPs), across the entire genome. A SNP describes the change in a single base pair
of DNA that varies across the population at a rate of at least one percent [2]. In
addition to being useful in identifying loci responsible for a trait, GWAS may also be
used to identify causal variants in the genome responsible for disease [62].
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3. STATISTICAL FOUNDATIONS: BAYESIAN
STATISTICS, WAVELETS, AND WAVEQTL
This chapter provides an overview of the statistical foundations of WaveTDA. A brief
introduction to the ideas and goals of Bayesian statistics is presented and is meant
to familiarize readers who may have never seen statistical applications in a Bayesian
context, and as such, may be unfamiliar with principles and notation of this ﬁeld.
Next, an overview of wavelets and the one- and two-dimensional discrete wavelet
transform is provided. Finally, Bayesian statistics and wavelets are connected by via
WaveQTL, the method on which the ideas for WaveTDA are based.

3.1

Bayesian Statistics
Bayesian statistics draws conclusions about a parameter θ in terms of a proba-

bility statement conditioned on the data. This is the posterior distribution and is
notated as P (θ|y), where θ is the parameter one wishes to learn about using the data
y. Knowledge from the posterior distribution is obtained from the joint probability
distribution of the parameter and the data. The joint density is expressed as the
product of the sampling distribution P (y|θ) and the prior distribution P (θ). That is
P (θ, y) = P (y|θ)P (θ) .
To obtain the posterior distribution a basic result from probability known as Bayes’
theorem is applied
P (θ|y) =

P (y|θ)P (θ)
P (y|θ)P (θ)
=R
.
P (y)
P (y|θ)P (θ) dθ
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Since P (y) is typically a normalizing constant of the posterior distribution, the relationship between the posterior distribution and the sampling distribution is expressed
as
P (θ|y) ∝ P (y|θ)P (θ) .
In order to apply the Bayesian methodology, one must choose a prior distribution
P (θ) on the parameters. Reviews of Bayesian statistics, including topics such as
prior construction, may be found in [63–65].

3.2

Introduction to Wavelets
Wavelets are a multiscale approach for studying signals, images, functions, or

other sequences and series of data [66–69]. Here wavelets are employed to decompose
functions in two-dimensions. For a given set of data, multiscale approaches extract information in the sequence at diﬀerent scales and locations. The information captured
at each scale and location can be loosely thought of as the variation of the observations at a given scale and location [69]. A basic introduction to wavelets and their
use in multiscale analysis, the Haar discrete wavelet transform, and their applications
in data analysis is provided.

3.2.1

Haar Wavelets

The Haar wavelet is the oldest and simplest wavelet basis to understand [67, 68].
While there are other, possibly more appropriate, wavelet bases to use, the Haar basis
is a starting point in the development of
⎧
⎪
⎪
⎪
⎪1
⎪
⎨
ψ(x) = −1
⎪
⎪
⎪
⎪
⎪
⎩0

WaveTDA, thus the Haar mother wavelet
if x ∈ [0, 1/2)
if x ∈ [1/2, 1) .
otherwise
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From the mother wavelet, other wavelets are generated by dilating and translating
the mother wavelet
ψs,l (x) = 2s/2 ψ(2s x − l) .
Wavelets may be used to decompose a function as
f (x) =

∞
∞
X
X

Ws,l ψs,l (x) ,

s=−∞ l=−∞

The wavelet coeﬃcients Ws,l is given by
Z ∞
Ws,l =
f (x)ψs,l (x) dx = hf, ψs,l i .
−∞

3.2.2

The Haar Discrete Wavelet Transform

As data, functions are not continuous, but rather a sequence of discrete points.
Suppose y1 , . . . , yn are a set of equally spaced observations of some underlying function
f (x), where n = 2S . The discrete wavelet transform generates a vector of wavelet
coeﬃcients, consisting of the most coarse wavelet coeﬃcient W0,0 and the wavelet
coeﬃcients Ws,l for s = 0, . . . , S − 1 and l = 0, . . . , 2s − 1. The Haar discrete wavelet
transform is a linear transformation that may be expressed as a matrix operation.
For example, if n = 4 then the transformation matrix has form
⎤
⎡
√1

√1

√1

√1

4
4
4 ⎥
⎢ 4
⎥
⎢1
1
1
⎢ √4 √4 − √4 − √14 ⎥
⎥.
F4 = ⎢
⎥
⎢1
⎢ √2 − √12
0
0 ⎥
⎦
⎣
1
1
√
√
0
0
− 2
2

One can obtain the wavelet coeﬃcients using the transformation matrix through the
relationship W = F4 x, where W is a row vector of wavelet coeﬃcients and x is
a row vector containing our function data. The square root terms in the matrix
are a result of the scaling factor that makes the rows of the transformation matrix
orthonormal. The inverse wavelet transform is used to obtain the original function
values from the wavelet coeﬃcients. Since the wavelet transform matrix is orthogonal,
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then F4−1 = F4T , and x = F4T W . To compute the forward and inverse wavelet
transformation the fast discrete wavelet transform [70] is employed.
The wavelet coeﬃcients allow for a natural interpretation of the data. Adjusting
the matrix in the previous example for n = 4, then it can be seen that the ﬁrst row is
the average of the data and the coeﬃcient is typically referred to as the father wavelet.
The wavelet coeﬃcient generated by the second row measures the diﬀerence between
the ﬁrst half of the data and the second half. The wavelet coeﬃcient generated by
the third row measures the diﬀerence between the ﬁrst and second data points, while
the coeﬃcient generated by the fourth row measures the diﬀerence between the third
and fourth data point.
The ideas of the one-dimensional transform are easily extended to obtain the basis
functions for the two-dimensional Haar discrete wavelet transform. Full details of this
extension are found in Sundararajan 2015 [68]. In the two-dimensional case the basis
functions capture changes in the vertical direction, the horizontal direction, and in a
diagonal direction.

3.3

An Introduction to WaveQTL
WaveQTL [71] embeds wavelet-based Bayesian regression methods into a frame-

work for large-scale genetic association analyses involving hundreds of thousands of
tests, and demonstrates the eﬀectiveness of these methods for associating genetic
variants with sequence-based molecular phenotypes. Additionally, methods are provided to estimate the shape of the eﬀect of the covariate on the response function,
which aids in understanding the underlying mechanisms of signiﬁcant associations.
The basic idea is to treat the response array as a measurement of some underlying
function that varies across the covariates and use wavelet methods from functional
data analysis to test for a relationship between the covariates and the underlying
function.
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The response data are expected to exhibit a spatial correlation structure since
they are assumed to be observations from a function. Rather modeling the spatial
correlation structure of the observed data,, WaveQTL transforms the response array
using the fast wavelet transform [70] and models the relationships between the functional response and the covariates through their eﬀect on the wavelets. As discussed
in Shim and Stephens, 2015 [71] modeling relationships with the wavelet coeﬃcients
is useful when the data are expected to have a spatial correlation structure. This
is achievable since the fast wavelet transform is a one-to-one transformation of the
data. This implies that the wavelet coeﬃcients contain the same information as the
original data. Another advantage of this approach is that the wavelet coeﬃcients
tend to be less spatially correlated than the original function, a property of wavelets
referred to as the “whitening” property [72, 73]. Their method applies “wavelet denoising” [74] to estimate the eﬀect of the covariate on a signal, rather than to the
signal directly [73, 75]. Estimates of the size of the eﬀect of each covariate on the
function are useful for identifying regions of the original function that are associated
with the covariates through their relationships with the wavelet coeﬃcients. These
ideas are employed in the development of WaveTDA.
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4. WAVETDA: BAYESIAN REGRESSION FOR
PERSISTENCE KERNELS
The goal of WaveTDA is to perform statistical analysis on shapes by modeling the
relationship between a set of persistence kernels and a set of covariates. The persistence kernels may be the diﬀerent homology groups from a single shape, or they may
have been computed from multiple related shapes. In this chapter the work of Shim
and Stephens 2015 [71] is extended from wavelet decompositions of one-dimensional
functional phenotypes to wavelet decompositions of multiple two-dimensional persistence kernels. Further, the work of Stephens 2013 [76] for multiple related phenotypes
in genetic association studies is adapted to model the relationships between multiple,
possibly related, two-dimensional persistence kernels and a covariate. For applications
related to this work, only the situation where all persistence kernels are computed
from the homology groups of the same shape is considered, however the theoretical
work is not limited to this situation.

4.1

WaveTDA for Independent Persistence Kernels
The WaveTDA work ﬂow is broken into three key steps: 1) use the information

contained in the diﬀerent homology groups of each persistence diagram to construct
a functional representation using the methods outlined in Section 1.4; 2) decompose
the persistence kernels into a set of wavelet coeﬃcients for statistical analysis; and 3)
test for association between the wavelet coeﬃcients and the covariate, and estimate
the eﬀect of the covariate on the persistence kernels.
Recall from Section 1.4, persistence kernels are two-dimensional functions of the
underlying birth-death points of a persistence diagram. Using this functional representation, Bayesian statistical methods and wavelets can be used to perform regression
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analysis for studying associations between a covariate and a set of persistence kernels. In addition, a framework for testing for diﬀerences between two sets of shapes
statistically is provided. To achieve this, the results of Shim and Stephens 2015 [71]
are extended to multiple persistence kernels under the assumption of independence.
Let Yk (b, d) be the persistence kernel for the k th homology group, for k = 0, . . . , K.
The goal is to test for an association between a single covariate x and the set of
persistence kernels Y0 (b, d), . . . , YK (b, d). To simplify the explanation of the method,
it is assumed that the subscript corresponds to the homology group of a single shape,
however the method is not exclusive to this scenario. For example, a set of persistence
kernels could be for the same homology group from multiple shapes. An application
of this may be in studying plant morphology across diﬀerent parts of the same plant,
as is done in Section 2.1.
The relationship for a pair of observations Yk,i (b, d) and xi , is assumed to be
Yk,i (b, d) = νk (b, d) + xi αk (b, d) + υk,i (b, d) ,
where the covariate xi is a single numerical value, νk (b, d) is the mean eﬀect for the k th
homology group, αk (b, d) is the eﬀect on the persistence kernel due to the covariate,
and υk,i (d, b) is the residual error term. As data, the persistence kernels are not
continuous functions, but measurements of the underlying function at a given point
(b, d). Hence, each observed persistence kernel Yk,i is a B × D matrix. This allows
for the expression of the functional regression model from the previous equation as
Yk,i,b,d = νk,b,d + xi αk,b,d + υk,i,b,d ,
for samples i = 1, . . . , n. One challenge with modeling the persistence kernels directly
is that, as two-dimensional functions, they exhibit spatial correlation. To simplify
the modeling of the relationship between the persistence kernels and a covariate,
WaveTDA models the eﬀect of the covariate on a set of wavelet coeﬃcients computed
from the persistence kernels.
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4.1.1

Bayesian regression model for wavelet coeﬃcients

Recall, the “whitening property” of the wavelet coeﬃcients (Section 3.3) tends
to be less correlated than the original functions. To this end, the two-dimensional
discrete wavelet transform is used to transform each persistence kernel Yk,i into the
space of wavelet coeﬃcients Wk,i = {Wk,i,s,l }, at diﬀerent scales s and locations l.
This transformation is discussed in Section 3.2.
In the wavelet model, the relationship between the k th persistence kernel at a ﬁxed
scale and location s, l, and a covariate xi is expressed as
Wk,i,s,l = µk,s,l + xi βk,s,l + k,i,s,l .
The error terms k,i,s,l are assumed to be independent and identically distributed
2
Gaussian random variables, that is k,i,s,l ∼ N (0, σs,l
). This model can be generalized

for multiple samples via
⎤ ⎡
⎤
⎡
⎤
⎡
1 x1
k,1,s,l
Wk,1,s,l
⎥ ⎢
⎥
⎥⎡
⎢
⎤ ⎢
⎥ ⎢
⎥
⎢
⎥
⎢
⎢ k,2,s,l ⎥
⎢ Wk,2,s,l ⎥ ⎢1 x2 ⎥ µk,s,l
⎥=⎢
⎥
⎢
⎥⎣
⎢
⎦+
⎢ .. ⎥ ,
⎢ .. ⎥ ⎢ .. .. ⎥
⎢ . ⎥
⎢ . ⎥ ⎢ . . ⎥ βk,s,l
⎦ ⎣
⎦
⎣
⎦
⎣
Wk,n,s,l
1 xn
k,n,s,l

(4.1)

and simpliﬁed in matrix notation as
Wk,s,l = Xbk,s,l + ek,s,l ,
where Wk,s,l is a n × m matrix of wavelet coeﬃcients, X is a n × 2 matrix whose ﬁrst
column contains all ones and whose second column contains the covariate term for
each sample, bk,s,l is the vector of coeﬃcient terms, and ek,s,l is a n × 1 vector of error
terms. The error term are assumed to follow a multivariate Gaussian distribution
2
ek,s,l ∼ Nn (0, σs,l
In ), where In is an n × n identity matrix.
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Prior assumptions
From Section 4.1.1 it is assumed that the wavelet coeﬃcients at each scale and
location are independent and identically distributed Gaussian random variables with
form
2
)
Wi,s,l |xi , µs,l , βs,l , σs,l ∼ N (µs,l + xi βs,l , σs,l

(4.2)

Since the persistence kernels are assumed independent, the index for the homology
group is excluded for clarity. The prior assumptions on the parameters of the Bayesian
regression model from Shim and Stephens 2015 [71], and Servin and Stephens 2007 [77]
are considered. They are distributed as follows
2
2
2
2
µs,l |σs,l
, σµ,s,l
∼ N (0, σµ,s,l
)
σs,l
2
2
2
2
βs,l |σs,l
, σβ,s,l
∼ N (0, σβ,s,l
σs,l
)
2
a
σs,l
∼ Γ−1 (κs,l
, κbs,l ) .
2
The prior on σβ,s,l
is a discrete uniform distribution on {0.05, 0.1, 0.2, 0.4}. The distri-

bution Γ−1 (λ, γ) is the inverse-gamma distribution with probability density function
f (x; λ, γ) =

nγ o
γ λ −λ−1
exp
.
x
Γ(λ)
x

2
b
Finally, special consideration for the hyperparameters σµ,s,l
, κas,l , and κs,l
is given in

the discussion of Bayes factors in Section 4.2.2.

4.1.2

The null and alternative hypothesis

In the wavelet space, no association between a covariate and a persistence kernel k
exists if βk,s,l = 0 at all scales and locations. A formal test of association is described
by the null and alternative hypothesis
H0 : βk,s,l = 0 for all s, l
6 0 for at least one s, l ,
Ha : βk,s,l =
where s, l refer to the scale and location of the wavelet coeﬃcients.

(4.3)
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Bayes factors
A local test for association between a wavelet coeﬃcient at scale and location s, l,
and a covariate at is given by
H0 : βk,s,l = 0
Ha : βk,s,l 6= 0.
To measure support against the local null hypothesis a Bayes factor is considered. In
Bayesian statistics, the Bayes factor is a tool to measure of support for an alternative
model relative to the null model [78]. For each wavelet coeﬃcient membership to the
local null or alternative hypothesis is designated by a binary valued variable γk,s,l ,
with values
γk,s,l =

⎧
⎪
⎨1

if the alternative hypothesis is true,

⎪
⎩0

otherwise

.

Then, the Bayes’ factor is expressed as
k
:=
BFs,l

P (Wk,s,l |γk,s,l = 1, X, Θ)
P1 (Wk,s,l |X, Θ)
=
,
P0 (Wk,s,l |X)
P (Wk,s,l |γk,s,l = 0, X, Θ)

where Θ is a general for all of the model parameters and Ph (Wk,s,l |X, Θ) is the probability model of the data under each hypothesis. For example, in the case of a single
null and alternative hypothesis, h = 0 refers to the distribution under the null hypothesis and h = 1 refers to the distribution under the alternative hypothesis.
From the underlying model assumptions explicit equations for the Bayes factor
can be obtained. The calculations for the Bayes’ factors are from Servin et al. 2007
[77] and applied in the context of wavelet coeﬃcients in Shim and Stephens 2015
[71]. With the above prior assumptions, along with the limiting assumptions on
2
b
, κas,l , and κs,l
from Servin et al. 2007 [77], an analytic
the hyperparameters σµ,s,l

expression for the limiting Bayes factor is obtained as

1/2 
 n2
n
SW W − nW̄ 2
k→
BFs,l
= σβ−2
,
−1
T
det(SXX )
SW
SW W − SW X SXX
X
¯ =
where SW W = W T W , SW X = W T X, SXX = X T X+diag(0, σβ−2 ) and W

(4.4)
1
n

Pn

i=1

Wi .

The subscripts for homology group, and scale and location are excluded for clarity.
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4.1.3

Hierarchical Model

Multiple persistence kernels are incorporated into our model for the purpose of
developing the hierarchical model from which conclusions about the association may
be drawn. To combine information across scales and locations for each persistence
kernel, a hierarchical model is constructed
P (γk,s,l = 1|πk ) = πk,s ,
h

where πk = πk,0 , . . . , πk,S

iT

is a vector of hyperparameters for the proportion of the

wavelet coeﬃcients that are associated with the covariate at scale s. Said another
way,
γk,s,l |πk ∼ Binomial(πk,s ) .
Under the hierarchical model the hypothesis test for association between a wavelet
coeﬃcient and a covariate is expressed as
H0 : πk,s = 0 for all scales
Ha : πk,s =
6 0 for at least one scale .
Extending Shim and Stephens 2015 [71] to multiple independent persistence kernels,
the overall evidence against the null hypothesis for all persistence kernels is given by
K Y
S Y
Ls
Y
k→
Λ(π; W, X) =
(1 − πk,s ) + πk,s BFs,l
,

(4.5)

k=0 s=0 l=1

where Ls is the number of locations associated with scale s. A test statistic is obtained
by computing the values of πs,k that maximizes Equation 4.5. This is accomplished
through an Expectation-Maximization (EM) algorithm [79]. Using the test statistic pvalues are obtained through a permutation procedure outlined in Shim and Stephens
2015 [71].
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Expectation maximization
From Section 4.1.2 the true association between a wavelet coeﬃcient and a covariate is speciﬁed through the variable
⎧
⎪
⎨1, if the alternative hypothesis is true
γk,s,l =
⎪
⎩0, otherwise

.

Using an EM algorithm, the goal is to obtain estimates of πs,k that maximize Equation 4.5. This is accomplished by incorporating the gamma terms into this equation
through
K Y
S Y
Ls
Y

�
(1−γk,s,l ) �
k γk,s,l
Λ(Π, Γ; W, X) =
1 − πs,k
πs,k BFs,l
.

(4.6)

k=0 s=0 l=1

h
i
In order to maximize Equation 4.6 with respect to Π = π0 , . . . , πK , it is suﬃcient
to maximize the log of this function.
l(Π) := log(Λ(Π, Γ; W, X))
=

K X
X

(4.7)

�

k
) − log(1 − πs,k + log(1 − πs,k ) .
γk,s,l log(πs,k ) + log(BFs,l

k=0 s,l

The EM algorithm works by iterating between a maximization and expectation step
until convergence of the parameters is achieved.

Expectation Step
(0)

Initialization of the EM algorithm requires a set of values πs,k to be provided.
Values from the previous iteration are used to obtain updated estimates of the parameters at the current iteration. At each iteration, the expected value of the log
function in Equation 4.39 is


Q(Π|Π(t) ) :=EΓ|Π(t) l(π)|W, X
=

K X
X
k=0 s,l

(4.8)

�
(t)
(t) 
(t)
k
γˆk,s,l log(πs,k ) + log(BFs,l
) − log(1 − πs,k + log(1 − πs,k ) .
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The value γ̂k,s,l is computed as


γ̂k,s,l = Eγ|πs(t) γk,s,l |Wk,s,l ; X, Θ
(t)

= P (γk,s,l = 1|Wk,s,l , πk ; X, Θ)
(t)

=

P (γk,s,l = 1|πk )P1 (Wk,s,l |X, Θ)
(t)

(t)

P (γk,s,l = 0|πk )P0 (Wk,s,l |X, Θ) + P (γk,s,l = 1|πk )P1 (Wk,s,l |X, Θ)
(t)

=

k→
πs,k BFs,l
(t)

(t)

k→
(1 − πs,k ) + πs,k BFs,l

.

Maximization Step
Next, Q(Π|Π(t) ) in Equation 4.8 is maximized on the values of πk,s . This is
achieved by ﬁnding the value of πs,k for which the gradient of Q(Π|Π(t) ) vanishes.
That is,
L

0=

s
X
∂
(γ̂k,s,l − πs,k ) .
Q(Π|Π(t) ) =
∂πk,s
l=1

Solving the previous equation, the maximum is obtained when
(t+1)

πs,k

=

Ls
1 X
γ̂k,s,l .
Ls l=1

(4.9)

Starting from an initialized value, the EM algorithm iterates between the expectation
and maximization steps until convergence of Equation 4.39 is achieved.

4.1.4

Estimates of the Posterior Eﬀect Size

If a covariate is found to be signiﬁcantly associated with a persistence kernel,
then it is often useful to understand the eﬀect of the covariate on the underlying
persistence kernel. Using the posterior distribution of the coeﬃcients βk,s,l given the
wavelet coeﬃcients, it is possible to understand the distribution of the coeﬃcients
αk,b,d in the original function space. This is accomplished by sampling a coeﬃcient
βk,s,l from the posterior distribution for all scales and locations s, l and using the
inverse wavelet transform discussed in Section 3.2 to obtain a single sample of the
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coeﬃcient αk,b,d across all points in the domain of the function space b, d. Repeating
this procedure, an estimate of the distribution of the coeﬃcient αk in the original
function space can be obtained.
Complete calculations for the distribution of the posterior eﬀect size are found in
Shim and Stephens 2015 [71]. The results are restated here for completeness using the
notation developed in this section, with the indices k are removed for clarity. Using
the priors stated in Section 4.1.1 the posterior distribution of the eﬀect size under the
alternative hypothesis is
P (βs,l |W, X, σβ2 )

� n+1  
1 (x − a)2 − n+1
2
� n2  1 +
n
b
Γ 2

−1/2 Γ

= (πnb)

(4.10)

1
T
T
where a = (Ω−1 SW
X )2,1 , and b = n Ω2,2 (SW W −SW X ΩSW X ). The numerical subscripts

in the variables a and b indicate the row and column number of the matrix element.
The distribution in Equation 4.10 has the form of a three parameter t-distribution [80].
Under the null hypothesis, the posterior distribution of the eﬀect size is a point mass
at 0 since βs,l = 0. Combining the two distributions, it is possible to obtain for the
posterior eﬀect size
P (βs,l |W, X, σβ2 ) = P1 (βs,l |W, X, σβ2 )φs,l + (1 − φs,l ) ,

(4.11)

where
φs,l =

π̂s BFs,l
,
π̂s BFs,l + (1 − π̂s )

and π̂s,l is the estimate obtained from the EM algorithm.

4.1.5

Connections to Hypothesis Testing for Statistical Shape Analysis

It is of general interest to both the shape statistics and TDA communities to have
methods that provide a statistical basis for diﬀerentiating between two samples of
shapes. While the development of WaveTDA is focused on regression techniques, the
method can also be used as a statistical hypothesis test for comparing the persistence
kernels of diﬀerent shapes. As discussed previously, WaveTDA tests for an association
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between a covariate and the persistence kernels. When the test statistic in Equation
4.5 is large, there is evidence that a covariate is associated with one or more persistence
kernels and the posterior eﬀect size may be used to study where diﬀerences in the
persistence kernels of two shapes exist.
To illustrate how this may be done, consider a simple example of comparing two
samples of shapes. Each shape sample is subjected to the WaveTDA work ﬂow to
obtain the wavelet coeﬃcients of the persistence kernels. In this case, consider a
binary covariate to indicate if a shape sample is of one shape or another. Then,
WaveTDA can be used to determine if the persistence kernels are associated with the
covariate or not. If there is suﬃcient evidence to reject the null hypothesis then it
can be concluded that the two shapes are diﬀerent. Examples of this application are
presented in a simulation study in Section 5.1.

4.2

WaveTDA for Related Persistence Kernels
The previous section outlines how the results from Shim and Stephens 2015 [71]

can be extended to test for associations between a covariate and multiple persistence
kernels for GWAS under the assumption of independence. However, the independence
assumption may not be reasonable in many biological applications, for example the
situation where multiple related phenotypes are considered. An application of this
was discussed in Chapter 2. To accommodate these situations, WaveTDA is extended
to consider multiple related persistence kernels. Here, the work of Stephens 2013 [76]
is extended to model the wavelet coeﬃcients of multiple related persistence kernels.
Since applications related to this dissertation are for considering the homology of objects in two-dimensional images, the method is developed for two persistence kernels.
However, this work provides the foundations for extending this approach to more
persistence kernels.
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4.2.1

Bayesian multivariate regression model for wavelet coeﬃcients

The wavelet model introduced in Section 4.1.1 may be extended to a multivariate
wavelet regression model by
h

W0,i,s,l W1,i,s,l

i

⎡
⎤
h
i
i µ0,s,l µ1,s,l
⎣
⎦
+ 0,i,s,l 1,i,s,l ,
= 1 xi
β0,s,l β1,s,l
h

where µk,s,l is the mean eﬀect of the wavelet coeﬃcient for the k th homology group,
βk,s,l is the eﬀect of the covariate on the wavelet coeﬃcient for the k th homology group,
and k,s,l is the error term. In matrix notation, the previous equation is expressed as
Wi,s,l = Xi Bs,l + ei,s,l .
Extending this equation to multiple samples,
⎤ ⎡
⎤
⎤
⎡
⎡
1 x1
0,1,s,l 1,1,s,l
W0,1,s,l W1,1,s,l
⎥ ⎢
⎥
⎥⎡
⎢
⎤ ⎢
⎥ ⎢
⎥
⎥
⎢
⎢
⎢ 0,2,s,l 1,2,s,l ⎥
⎢ W0,2,s,l W1,2,s,l ⎥ ⎢1 x2 ⎥ µ0,s,l µ1,s,l
⎥=⎢
⎥
⎥⎣
⎢
⎢
⎦+
⎢ ..
⎢ ..
.. ⎥ ⎢ .. .. ⎥
.. ⎥ ,
⎢ .
⎢ .
. ⎥ ⎢ . . ⎥ β0,s,l β1,s,l
. ⎥
⎦ ⎣
⎦
⎦
⎣
⎣
W0,n,s,l W1,n,s,l
1 xn
0,n,s,l 1,n,s,l

(4.12)

(4.13)

with a simpler matrix notation given by
Ws,l = XBs,l + Es,l ,
where Ws,l is an n×2 matrix whose columns are W0,s,l and W1,s,l , X is an n×2 matrix
that contains the value one in the ﬁrst column and the observed covariate for each
sample in the second column, B is a 2 × 2 matrix with ﬁrst row containing the mean
eﬀect parameter and second row containing the regression coeﬃcient parameter, and
E is an n × 2 matrix of the residual error terms. The multivariate wavelet regression
model in Equation 4.13 is related to the model presented in Equation 4.1 through the
fact that the number of wavelet coeﬃcients in the latter equation is one. However,
under the multivariate wavelet regression model, the residual error terms are assumed
independent and identically distributed multivariate Gaussian random variables, that
is ei,s,l ∼ N2 (0, V ).
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Prior Assumptions
From Section 4.2.1 the wavelet coeﬃcients at each scale and location are assumed
independent and identically distributed multivariate Gaussian random variables with
form
Wi,s,l |Xi , Bs,l , V ∼ N2 (Xi Bs,l , V ) .

(4.14)

Following Stephens 2013 [76] the conjugate priors on the parameters (B, V ) are used
B|V ∼ M N2×2 (0, K, V )
V ∼ W −1 (Ψ, m) ,
where M N2×2 is the matrix-normal distribution and W −1 is the inverse-Wishart distribution. An extensive overview of these distributions is found in Gupta and Nagar
2000 [81]. The density function of the matrix-normal and inverse-Wishart distributions have forms
n 1
o
1
−1 T
−1
P (B|V, K) =
etr − V B K B ,
2
(2π)2 det(V ) det(K)
m
n
o
det(Ψ) 2
1
−1
etr
−
ΨV
,
P (V |Ψ, m) =
m+3
2
2m det(V ) 2 Γ2 ( m2 )

(4.15)
(4.16)

where etr{X} := exp{tr(X)}, tr is the matrix trace, m > 1, and Γ2 (x) is the multivariate Gamma function given by
Γp (x) = π

p(p−1)
4

p

Y
1 − j
Γ x+
.
2
j=1

Special consideration will be given to the matrices of hyperparameters K = diag(σµ2 , σβ2 )
and Ψ = diag(Ψ00 , Ψ11 ) in Section 4.2.2.
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4.2.2

The null and alternative hypothesis

In the multivariate wavelet regression model, diﬀerent scenarios for association
exist between a covariate and the persistence kernels. For the model with two persistence kernels under consideration in this work, the diﬀerent scenarios are
H0 : β0,s,l = 0 and β1,s,l = 0 for all s, l
Ha1 : β0,s,l 6= 0 for at least one s, l and β1,s,l = 0 for all s, l
Ha2 : β0,s,l = 0 for all s, l and β1,s,l 6= 0 for at least one s, l
Ha3 : β0,s,l =
6 0 for at least one s, l and β1,s,l =
6 0 for at least one s, l .
If there is no association between a covariate and the persistence kernels, then the
coeﬃcients β0,s,l and β1,s,l are all zero. However, the multivariate model also considers
situations where one persistence kernel is associated with a covariate and the other
persistence kernel is unassociated, and a situation where the covariate is associated
with both persistence kernels.

Bayes’ factors
A local test for association between the wavelet coeﬃcients and a covariate at
each scale and location s, l is given by
H0 : β0,s,l = 0 and β1,s,l = 0
Ha1 : β0,s,l 6= 0 and β1,s,l = 0
Ha2 : β0,s,l = 0 and β1,s,l 6= 0
Ha3 : β0,s,l 6= 0 and β1,s,l 6= 0 .
Support against the local null hypothesis is measured by the Bayes’ factor. At each
scale and location, membership to each hypothesis is assigned through binary valued
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random variables γh,s,l , where h = 0, 1, 2, 3 refers to the null hypothesis and the three
alternative hypothesis respectively. These random variables take values
⎧
⎪
⎨ 1 if hypothesis h is true,
.
γh,s,l =
⎪
⎩ 0 otherwise
Since only one hypothesis can be true then using this notation if the null hypothesis is
true then γ0,s,l = 1 and γh,s,l = 0 for h = 1, 2, 3. The Bayes factor for each hypothesis
may be expressed as
h
:=
BFs,l

P (W0,s,l , W1,s,l |γh,s,l = 1, X, Θ)
Ph (W0,s,l , W1,s,l |X, Θ)
=
,
P0 (W0,s,l , W1,s,l )
P (W0,s,l , W1,s,l |γ0,s,l = 1, X, Θ)

(4.17)

where Ph is the probability of observing the wavelet coeﬃcients at scale s and location
l given γh,s,l = 1, for h = 0, 1, 2, 3, and Θ is a generic term that contains all of the
0
parameters in our model. From this deﬁnition BFs,l
≡ 1. It is worth noting that

these values are used prominently in the development of the future results and now
provide further details on the Bayes factors under speciﬁc hypotheses.

Bayes factor for Ha3
Under the third alternative hypothesis the covariate xi is associated with both
persistence kernels. The Bayes factor can be expressed as
3
BFs,l
=

P3 (W0,s,l , W1,s,l |X)
.
P0 (W0,s,l , W1,s,l )

(4.18)

Bayes factor for Ha1 and Ha2
The Bayes factor for Ha1 is constructed here, since a similar set of calculations are
used to obtain the Bayes factor for Ha2 . Under Ha1 a covariate is associated with the
zeroth persistence kernel and not associated with ﬁrst persistence kernel. Under this
alternative the probability of observing the wavelet coeﬃcients may be expressed as
P1 (W0,s,l , W1,s,l |X) = P1 (W0,s,l |W1,s,l , X)P1 (W1,s,l |X) .

(4.19)
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It is assumed that the wavelet coeﬃcients not associated with a covariate are independent of the covariate and that the distribution of a wavelet coeﬃcient that is not
dependent on a covariate is the same as under the null hypothesis. That is
Ph (Ws,l |X) = Ph (Ws,l ) ,
Ph (Ws,l ) = P0 (Ws,l ) .
Combining these assumptions with Equation 4.19 the result for the distribution becomes
P1 (W0,s,l , W1,s,l |X) = P1 (W0,s,l |W1,s,l , X)P0 (W1,s,l ) .

(4.20)

Under the null hypothesis, the distribution of the persistence kernels under the
null hypothesis can be written as
P0 (W0,s,l , W1,s,l |X) = P0 (W0,s,l , W1,s,l ) = P0 (W0,s,l |W1,s,l )P0 (W1,s,l ) .

(4.21)

Combining the results from Equations 4.20 and 4.21 into Equation 4.17 the ﬁnal
1
is
Bayes’ factor for BFs,l
1
=
BFs,l

P1 (W0,s,l |W1,s,l , x)
.
P0 (W0,s,l |W1,s,l )

(4.22)

2
it is possible to obtain
Repeating these calculations for BFs,l
2
=
BFs,l

P2 (W1,s,l |W0,s,l , x)
.
P0 (W1,s,l |W0,s,l )

(4.23)

Analytic form of the Bayes’ factor
In Stephens 2013 [76] analytic forms of the Bayes factors are computed. This is
accomplished by deriving the marginal likelihood Ws,l |X, Bs,l , Ψ, m, and using special properties of the prior distributions from Section 4.2 along with certain limiting
assumptions of the hyperparameters. In this section, the results from that work are
restated. Some of the derivations for these calculations are also presented since these
are useful for later derivations.
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To derive the analytic forms of the Bayes factors, the marginal likelihood Ws,l |X, Bs,l , Ψ, m
is computed. Recall, from Section 4.2 the distribution of each sample is assumed to
be of the form
Wi,s,l |Xi , Bs,l , V ∼ N2 (Xi Bs,l , V ) .
Since each sample is assumed independent, the likelihood has form
P (Ws,l |X, B, V ) =

n
Y

P (Wi,s,l |xi , B, V )

(4.24)

i=1
n

o
1X
T −1
(Wi,s,l − xi B) V (Wi,s,l − xi B)
∝ exp −
2 i=1
n 1
o
∝ etr − V −1 (Ws,l − XB)T (Ws,l − XB) ,
2
n

with the normalizing constant is given by
(2π)n

1
.
det(V )n/2

Assume V is a known value, then the joint distribution W, B|X, K, V is computed
by expanding Equation 4.24 and combining terms with Equation 4.15
n 1
P (W, B|X, K, V ) ∝ etr − V −1 [(W T W − B T X T W
2
T

T

T

− W XB + B (X X + K

−1

o

)B] ,

with normalizing constant
1
(2π)n+2 det(V )

n+2
2

det(K)

.

To simplify the notation here, and in future results, the following variables are deﬁned:
SXX := (X T X + K −1 ) ,
SW X := W T X ,
SW W := W T W ,
−1
T
SW |X := SW W − SW X SXX
SW
X and
−1
−1
T
T
T
SB|W := (B − SXX
SW
X ) SXX (B − SXX SW X ) .
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Using these deﬁnitions the joint distribution is rewritten as
n
P (W, B|X, K, V ) ∝ etr −
n
∝ etr −

o
1 −1
T T
T
V [SW W − B SW X − SW X B + B SXX B]
2
o n 1
o
1 −1
−1
V SB|W etr − V SW |X .
2
2

The ﬁrst exponential term after the equality has the form of a matrix normal distri−1
−1
T
bution, M N2,2 (SXX
SW
X , SXX , V ). To obtain the marginal distribution W |X, K, V ,

the previous equation is integrated with respect to B to obtain
n 1
o
P (W |X, K, V ) ∝ etr − V −1 SW |X ,
2

(4.25)

with normalizing constant
−1
)
det(SXX
.
n
n
(2π) det(V ) 2 det(K)

Now, assume V is a random variable and use the previous result with Equation 4.16
to obtain the joint distribution W, V |X, K −1 , Ψ, m
P (W, V |X, K, Ψ, m) = P (W |X, K, V )P (V |Ψ, m)
n 1
�
o
� m+n
m+n+3 −1
−1
2
∝ 2
det(V )
etr − V
SW |X + Ψ .
2

(4.26)

Equation 4.26 has the form of the inverse-Wishart distribution, W −1 (SW |X +Ψ, m+n).
To obtain the desired result the previous equation is integrated with respect to V .
This distribution has form
�

m
Γ2 m+n
det(Ψ) 2
det(K −1 )
2
� 
P (W |X, K, Ψ, m) =
m+n .
Γ2 m2 det(SXX ) π n det(SW |X + Ψ) 2

(4.27)

This distribution has the form of a matrix variate t-distribution [76, 81]. Following
the notation of Stephens 2013 [76] this distribution is denoted as
W |X, K, Ψ, m ∼ BM V R(X; K, Ψ, m) .
The proposed analysis requires direct computation of the Bayes factors under each
hypothesis. The explicit forms of these equations are derived from the marginal distribution of W |X, K, Ψ, m in Equation 4.27 and the unique properties of the prior
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distributions. In this section the key ﬁndings are summarized for the posterior distributions under the diﬀerent hypotheses from Stephens 2013 [76]. Full proof of these
results are found in the supplement of that paper.
Under the null hypothesis, it is known that there is no association between the
coeﬃcient and the wavelet coeﬃcients. Using Equation 4.27 the distribution under
the null hypothesis is
Ws,l ∼ BM V R([1]; K0 , Ψ, m) ,

(4.28)

where [1] is simply a vector of ones and K0 = σµ2 . The hyperparameter σµ2 controls the
variance on the intercept term. Similarly, under the third alternative hypothesis it is
known that the covariate is associated with the wavelet coeﬃcients of both persistence
kernels. Hence, the distribution under the third alternative hypothesis has form
Ws,l |x ∼ BM V R([1, x]; K1 , Ψ, m) ,

(4.29)

h
iT
where x = x1 , . . . , xn is a vector of covariates, K1 = diag(σµ2 , σβ2 ), where σβ is a hyperparameter that controls the variance of the eﬀect size of the parameters associated
with x, and Ψ = diag(Ψ0 , Ψ1 ).
To complete the Bayes’ factor calculations, distributional forms are needed for
Equations 4.20 and 4.21. Under the ﬁrst alternative hypothesis the wavelet coeﬃcients
for the zeroth homology group are associated with the covariate while the wavelet
coeﬃcients for the ﬁrst homology group are not. Under this alternative, the ﬁrst
wavelet coeﬃcient is controlled for by including it as a covariate in the analysis and
the marginal distribution has form
˜ 0 , Ψ0 , m) ,
W0,s,l |W1,s,l , x ∼ BM V R([1, W1,s,l , x], K

(4.30)

˜ 0 = diag(σµ2 , Ψ1 , σ 2 ). Similarly, for the second alternative hypothesis
where K
β
˜ 1 , Ψ1 , m) ,
W1,s,l |W0,s,l , x ∼ BM V R([1, W0,s,l , x], K

(4.31)
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˜ 1 = diag(σ 2 , Ψ0 , σ 2 ). Finally, the conditional distributions of the wavelet
where K
µ
a
coeﬃcients under the null hypothesis in Equation 4.21 are
ˆ 0 , Ψ0 , m)
W0,s,l |W1,s,l ∼ BM V R([1, W1,s,l ], K

(4.32)

ˆ 1 , Ψ1 , m) ,
W1,s,l |W0,s,l ∼ BM V R([1, W0,s,l ], K

(4.33)

where K̂0 = diag(σµ2 , Ψ1 ) and K̂1 = diag(σµ2 , Ψ0 ).
Using distributional forms of the data in the as provided in the previous Section,
it is possible to derive analytic equations for each Bayes factor. Stephens 2013 [76]
continues to provide guidance where the limiting Bayes factors when σµ → ∞, Ψ → 0,
and m → 1. The Bayes factors under these limits have close connections to the
frequentist tests used in multivariate regression models. A more in-depth discussion
of these connections can be found in Stephens 2013 [76].
From the distributional results in Equations 4.30 and 4.32, the general form of
1
is obtained
the matrix-t distribution, and the asymptotic assumptions, BFs,l
! n+1
−1
T
2
T
S
S
˜ 1 SX̃ X
W0 W0 − SW0 X
det(X̃
X̃
)
˜
1
W
X̃
1
−2
1→
0 1
1 1
BFs,l = σβ
,
(4.34)
−1
ST
det(X1T X1 + K̃0→ ) SW0 W0 − SW0 X1 SX
1 X1 W0 X1

where W0 is an n × 1 array with entries equal to W0,s,l , X1 is an n × 3 matrix
˜ 1 is an n × 2 matrix with columns 1, W1,s,l , and
with columns 1, W1,s,l and x, and X
2→
K̃0→ = diag(0, 0, σβ−2 ). Similarly, for BFs,l

2→
BFs,l

−1
ST
SW1 W1 − SW1 X̃0 SX̃
det(X̃0T X̃0 )
−2
0 X̃0 W1 X̃0
= σβ
−1
ST
det(X0T X0 + K̃1→ ) SW1 W1 − SW1 X0 SX
0 X0 W1 X0

! n+1
2
,

(4.35)

where W1 is an n × 1 array with entries equal to W1,s,l , X0 is an n × 3 matrix
˜ 0 is an n × 2 matrix with columns 1, W0,s,l , and
with columns 1, W0,s,l and x, and X
K̃1→ = diag(0, 0, σβ−2 ). Using the distributional results in Equations 4.28 and 4.29,
3
the general form of the matrix-t distribution, and the asymptotic assumptions, BFs,l

is obtained
! n+1
2
−1
T
det(S
−
n
S
S
)
n
WW
W X0 W X0
−2
3→
BFs,l = σβ
,
−1
T
det(X T X + K1→ ) det(SW W − SW X SXX
SW
X)
h
iT
where K1→ = diag(0, σβ−2 ) and X0 = 1, . . . , 1 is a n × 1 vector of ones.

(4.36)
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4.2.3

Hierarchical Model

Four mutually exclusive states of association are outlined in Section 4.2.2 in the
form of the null and alternative hypotheses. To combine information across scales
and locations, a hierarchical model is constructed
P (γh,s,l = 1|π) = πh,s ,
where π is a vector of hyperparameters πh,s , such that

P3

h=0

πh,s = 1 for a ﬁxed value

s ∈ {0, . . . , S}. Within the hierarchical model the null hypothesis H0 is true for the
covariate if πh,s = 0 for h = 1, 2, 3 and for all scales s. To test the strength of the
evidence against the null hypothesis Equation 4.5 is extended to
Λ(π; W0 , W1 , x) =

3
YX

h→
πh,s BFs,l
.

(4.37)

s,l h=0

A test statistic is obtained by computing the values of πh,s that maximize Equation
4.37. As before, this is accomplished through an Expectation-Maximization (EM)
algorithm [79].

Expectation-maximization
From Section 4.2.2 the true association between a wavelet coeﬃcient and a covariate is speciﬁed through the variable
⎧
⎪
⎨1, if hypothesis h is true
γh,s,l =
⎪
⎩0, otherwise

.

Using an EM algorithm, the goal is to obtain the estimates of πh,s that maximize
Equation 4.37. This is accomplished by incorporating the gamma terms into this
equation through
Λ(π, Γ; W, X) =

3
YY
�

h γh,s,l
πh,s BFs,l
.
s,l h=0

(4.38)
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In order to maximize Equation 4.38 with respect to π, it is suﬃcient to maximize the
log of this function.
l(π) := log(Λ(π, Γ; W, X))
=

3
XX

(4.39)

�

h→
) .
γh,s,l log(πh,s ) + log(BFs,l

s,l h=0

Repeating the expectation and maximization steps from Section 4.1.3, the estimates
of γh,s,l in the EM algorithm become
(t)

h
πh,s BFs,l

γ̂h,s,l = P3

(t)

j
j=0 πj,s BFs,l

.

(4.40)

The equation is maximized at
(t+1)
πh,s

Ls
1 X
=
γ̂h,s,l ,
Ls l=1

(4.41)

where Ls is the number of wavelets at scale s.

4.2.4

Estimating the Posterior Eﬀect Size

The posterior eﬀect sizes are useful for identifying regions in the persistence kernels that are signiﬁcantly associated with the covariate. These regions are useful in
identifying the topological features that are signiﬁcantly associated with the covariate. To obtain these estimates, the posterior probability of the regression coeﬃcients
h
i
βs,l = β0,s,l β1,s,l given the data is needed.
Theorem 5 The posterior distribution Bs,l |Ws,l at a ﬁxed scale s and location l is a
matrix variate t-distribution
−1
T
Bs,l |Ws,l , X, Ψ, m ∼ T2,2 (SXX
, SWs,l |X + Ψ, SXX , m + n) .
SW
s,l X

Proof Finding the distribution of the regression coeﬃcients B conditioned on the
data is needed,
P (B|W, X, K, V ) =

P (B, W |X, K, V )
.
P (W |X, K, V )
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From the prior in Equation 4.15 and the result in Equation 4.25 the marginal distribution of the coeﬃcients has the form
n 1
o
P (B|W, X, K, V ) ∝ etr − V −1 SW |B ,
2

(4.42)

with normalizing constant

(2π)2

1
−1 .
det(V ) det(SXX
)

−1
−1
T
Hence, B|W, X, K, V ∼ M N2,2 (SXX
SW
X , SXX , V ). Next, it is necessary to ﬁnd

B, V |W, X, K, Ψ, m. To ﬁnd the general form of this distribution is obtained from
the relationship
P (B, V |W, X, K, Ψ, m) = P (B|W, X, K, V )P (V |W, X, K, Ψ, m) .
The ﬁrst part of this expression is obtained in Equation 4.42. The second part of this
expression is obtained by from Equations 4.26 and 4.27, and the relationship
P (W, V |X, Ψ, m)
P (W |X, Ψ, m)
n 1
o
∝ etr − V −1 (SW |X + Ψ) ,
2

P (V |W, X, Ψ, m) =

(4.43)

with normalizing constant
m+n

det(SW |X + Ψ) 2


.
m+n+3
2
2m+n Γ2 m+n
det(V
)
2
Using the results from Equations 4.42 and 4.43 the joint distribution is
P (B, V |W, X, K, Ψ, m) ∝

1

n 1
o
−1
(S
+
S
+
Ψ)
.
etr
−
V
B|W
W
|X
m+n+5
2
2m+n+2 det(V ) 2

This distribution has the form of an inverse-Wishart distribution W −1 (SB|W +SW |X +
Ψ, m + n + 2). Integrating the joint distribution with respect to V we obtain
P (B|W, X, K, Ψ, m) ∝

1
π2

det(I2 + (SW |X + Ψ)−1 SB|W )

m+n+2
2

,

(4.44)
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with normalizing constant
Γ2



Γ2

m+n+2
2



m+n
2





det(SXX )
.
det(SW |X + Ψ)

−1
T
This distribution is a matrix variate t-distribution T2,2 (SXX
SW
X , SW |X +Ψ, SXX , m+

n).
■

This distribution is the posterior distribution of both the mean eﬀect and the eﬀect of
the regression coeﬃcients. To obtain a result for the regression coeﬃcients alone, two
theorems from Nagar and Gupta 2000 [81] are employed. Here the relevant portions
of each theorem are cited.
Theorem 6 (Theorem 4.3.3) If X ∼ Tp,m (M, Σ, Ω, n), then X T ∼ Tm,p (M T , Ω, Σ, n).
Theorem 7 (Theorem 4.3.9) If X ∼ Tp,m (M, Σ, Ω, n) and partition X, M , Σ, and
Ω as
⎡

X1r

⎤

⎡

M1r

⎤

⎡

Σ11 Σ12

⎤

⎡

Ω11 Ω12

⎤

⎦,M =⎣
⎦,Σ=⎣
⎦ , and Ω = ⎣
⎦,
X=⎣
M2r
Σ21 Σ22
Ω21 Ω22
X2r
where Xir and Mir are of size pi × m, and Σij and Ωij are of size pi × pj for i, j = 1, 2.
Then
X2r ∼ Tp2 ,m (M2r , Σ22 , Ω, n) .
Partitioning the matrix of regression coeﬃcients B into a vector of mean eﬀects
µs,l and
⎡ eﬀects⎤due to the covariate βs,l . Since the matrix of regression coeﬃcients
1
µ0s,l µs,l
⎣
⎦ the results from Theorems 6 and 7 two results we can easily obtain
B=
0
1
βs,l βs,l
the posterior distribution of βs,l . The next result, provides an explicit form of this
distribution.
Theorem 8 The posterior distribution βs,l given the data is a multivariate T distribution with parameters
−1
βs,l |W, x, K, Ψ, r ∼ T2 (u, r−1 Ψ22 SXX
, r) ,
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where

⎡
−1 ⎣
u = det(SXX
)

and Sx =

Pn

i=1

xi , Swk =

Pn

i=1

(n + σµ−2 )Sw0 x − Sx Sw0
(n +

σµ−2 )Sw1 x

k
wi,s,l
, and Swk x

⎤
⎦,

− Sx Sw1
Pn
k
= i=1 wi,s,l
xi , for k = 0, 1.

Proof From Theorem 5 we have
−1
T
SW
B|W, X, V, Ψ, r ∼ T2,2 (SXX
X , SW |X + Ψ, SXX , m + n) .
−1
To be consistent with the notation in Theorem 7, let Ω = SXX
, Σ = SW |X + Ψ, and
⎡
⎤
−2
−2
1 ⎣(Sx2 + σa )Sw0 − Sx Sw0 x (Sx2 + σa )Sw1 − Sx Sw1 x ⎦
−1
T
SW
.
M = SXX
X =
−2
|SXX | (n + σ −2 )S 0 − Sx S 0
1
1
(n
+
σ
)S
−
S
S
x w
w x
w
w x
µ
µ

Stating
T

h

β = β

0

β

1

i

,
h

i
−1
M2r = det(SXX
) (n + σµ−2 )Sw0 x − Sx Sw0 (n + σµ−2 )Sw1 x − Sx Sw1 ,
then, from Theorems 6 and 7
−1
T
β|W, X, Ψ, m ∼ T2,1 (M2r
, Σ22 , SXX
, m + n) ,

where


−1
Σ22 = det(SXX
) Sw2 1 (Sx2 + σa−2 ) − Sw1 Sx Sw1 x + Sw2 1 x (n + σµ−2 − Sx ) + Ψ22 .
From Nagar and Gupta 2000 [81] this is a multivariate t-distribution with density
function given by
P (βs,l |W, X, Ψ, m) ∝

1
T
|1 + Σ−1
22 (β − u) SXX (β − u)|

m+n+2
2

and normalizing constant
Γ



m+n
2



1
 
.
−1 12
πΣ22 det(SXX
)
Γ m2
■

Work to obtain appropriate eﬀect size estimates for Ha1 and Ha2 is ongoing.
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5. SIMULATION STUDIES
Relying on a series of simulations, this chapter demonstrates the ability of persistence
kernels and WaveTDA to discriminate between shapes. Section 5.1 demonstrates that
WaveTDA is able to perform pairwise comparisons of linked and unlinked annuli by
testing for diﬀerences between the mean persistence kernels across both homology
groups. The results from diﬀerent ﬁltrations for constructing persistence diagrams
and diﬀerent persistence kernels are explored. In Section 5.2 a small genetics simulation illustrates the ability of WaveTDA to detect speciﬁc covariates that are causal
for shape features when multiple covariates are considered. Because of the challenges
in interpreting results, special attention is given to this matter.

5.1

Hypothesis Testing: Linked and Unlinked Annuli
Here it is demonstrated that WaveTDA is able to diﬀerentiate between morpholog-

ically diﬀerent shapes with similar geometric features in a simple hypothesis testing
setting. Hypothesis testing with WaveTDA is actually just a simple linear regression model using a single binary covariate to diﬀerentiate between the classes. This
simulation study is designed to demonstrate the ability of WaveTDA to statistically
diﬀerentiate between two shapes that are geometrically diﬀerent, but share similar
characteristics. Since the interpretation of the results is similar in the next section,
the focus is on eﬃcacy of WaveTDA using diﬀerent combinations of methods for
generating ﬁltrations and persistence kernels.
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5.1.1

Methods

Two linked and two unlinked annuli were drawn in version 2.7.13 of Python with
version 2.4.13 of the package OpenCV [82]. The diﬀerent shapes used in this study
are illustrated in Figure 5.1. Both pairs of annuli in Figures 5.1a and 5.1b have an
outer and inner radius of 60 and 40 pixels, respectively. The large annulus in Figures
5.1c and 5.1d has an outer and inner radius of 60 and 40 pixels respectively, while
the smaller annulus has an outer and inner radius of 40 and 20 pixels, respectively.
The linked annuli in Figures 5.1a and 5.1c are drawn so that the two annuli slightly
overlap, while the unlinked annuli in Figures 5.1b and 5.1d are drawn to have a
separation of approximately 50 pixels.
Samples for each shape are obtained by uniformly sampling the pixels in the true
shape. A single shape sample consists of 500 pixels randomly sampled from each

Fig. 5.1.: True representations of the linked and unlinked annuli shapes. (a) A pair
of linked annuli with two holes of equal size and Betti numbers β0 = 1 and β1 = 2;
(b) a pair of unlinked annuli with holes of equal size and Betti numbers β0 = 2 and
β1 = 2; (c) A pair of linked annuli with holes of diﬀerent sizes and Betti numbers
β0 = 1 and β1 = 2; and (d) a pair of annuli with holes of diﬀerent sizes and Betti
numbers β0 = 2 and β1 = 2.
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shape. Diﬀerent shape samples are visualized in Figure 5.2. A total of twenty ﬁve
shape samples are generated for each pairwise comparison.
To compute persistent homology, three ﬁltrations are considered. These include
the Vietoris-Rips complex, kernel smoothing the data with a Gaussian kernel using
a k-nearest neighbor spatially adaptive bandwidth (Gaussian KNN), and smoothing
the data with the distance to measure. One challenge in using a Gaussian smoothing
kernel here is the choice of bandwidth selection. Choosing a bandwidth that is too
large may smooth out the presence of the small hole in the data. The Gaussian KNN
bandwidth is adaptive to the density of the data surrounding the point, which in
turn reduces the chance of smoothing over this important feature by increasing in the
regions with sparse amounts of data, and decreasing in the regions where the data
are dense. The Gaussian KNN employed eight neighbors and the distance to measure
used 45 neighbors. These parameters were chosen based on a visual inspection of
the smoothing functions. For each shape sample, persistence diagrams are computed
using Dionysus [83].
The persistence diagrams are smoothed using the persistence weighted Gaussian
kernel [47], the persistence intensity function [34], and the persistence image [?].
Parameter choices are based on the unsupervised approach outlined in Section 3.4

Fig. 5.2.: A single shape sample is constructed by uniformly sampling 500 pixels from
each shape illustrated above.
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of [47]. A modiﬁcation to the approach, used to choose the Gaussian bandwidth,
was made by further considering the point on the boundary that is closest to a given
birth-death point in the median calculation. Following the arguments in Chen et al.
2015 [34] the largest persistence point in the zeroth homology group is removed from
the smoothing since, from a statistical point of view, it does not contain any useful
topological information.

5.1.2

Results

Some of the key features of the persistence diagrams generated for each ﬁltration
construction are discussed. Examples of the diﬀerent persistence diagrams used in the
diﬀerent analysis are presented in Figures 5.3, 5.4, and 5.5. For each ﬁgure, the top
row are persistence diagrams for the two annuli with large holes, and the bottom row
are the diagrams for the two annuli with one large hole and one small hole. The left
column contains the connected shapes and the right column contains the separated
shapes. The black dots are the topological features for the zeroth homology group
and the red triangles are the topological features for the ﬁrst homology group.
For each persistence diagram generated by the Vietoris-Rips complex a single
connected component born at time zero and dying at time 80 is observed. The other
features in the zeroth homology group are all born at time zero and a majority die
before time 10. In Figures 5.3b and 5.3d a feature of moderate persistence that dies
around time 52 is observed. This feature corresponds to the point when the two
shapes merged together in the ﬁltration. For the ﬁrst homology group it is observed
that the Vietoris-Rips clearly captures the holes present in the data. In Figures 5.3a
and 5.3b two holes with large persistence are observed; these correspond to the large
holes in the shape. Similarly, for Figures 5.3c and 5.3d two holes are observed; one
with large persistence and one with moderate persistence. These correspond to the
large and small holes in the shapes. Additionally, holes with small persistence are
observed near the diagonal. These features correspond to topological noise.
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The persistence diagrams for the Vietoris-Rips complex allowed for the association of a feature in the diagram with a possible component in original geometry of
the shape. Such a clear interpretation is not immediately available with the Gaussian
KNN smoother. For each persistence diagram generated from the ﬁltration constructed from the Gaussian KNN smoothing function a single connected component
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Fig. 5.3.: A sample of the persistence diagrams from each shape generated using the
Vietoris-Rips complex. Figure 5.3a is a shape sample from the two linked annuli with
large holes; Figure 5.3b is a shape sample from the two unlinked annuli with large
holes; Figure 5.3c is a shape sample from the two linked annuli with one large hole
and one small hole; and Figure 5.3d is a shape sample from the two unlinked annuli
with one large hole and one small hole.
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is observed to be born at time zero and that dies later. In each of the persistence
diagrams several topological features of moderate persistence are seen. These are
typically associated with the local maxima in the kernel function. This moderate
amount of noise makes it challenging to immediately identify the feature associated
with the separation of the two shapes. One setback of the Gaussian KNN smoother
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Fig. 5.4.: A sample of the persistence diagrams from each shape generated from the
level sets of the adaptive Gaussian K-Nearest Neighbor smoother. Figure 5.4a is a
shape sample from the two linked annuli with large holes; Figure 5.4b is a shape
sample from the two unlinked annuli with large holes; Figure 5.4c is a shape sample
from the two linked annuli with one large hole and one small hole; and Figure 5.4d is
a shape sample from the two unlinked annuli with one large hole and one small hole.
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is that it exhibits many peaks, which can increase the amount of noise and decrease
the ability to understand the original geometry. However, it is still useful, as will be
seen, to be able to discriminate between shapes. The persistence points in the ﬁrst
homology group are slightly easier to interpret than those in the zeroth homology
group. In each plot two points of moderate to small amount of persistence are observed, but unfortunately, if the ground truth information was not known in advance
these features might be mistaken for topological noise.
The persistence diagrams generated by the ﬁltration for the distance to measure
are presented in Figure 5.5. The distance to measure is a nice balance between the
Vietoris-Rips complex and the Gaussian KNN smoothing function in that topological
features can be obtained that are interpretable even with a reduction in the noise
via the model. As before, in each persistence diagram, a topological feature with
large persistence in the zeroth homology group is seen. In Figures 5.5b and 5.5d a
topological feature in the zeroth homology group of moderate persistence is observed;
these are associated with the separation of the two shapes. In each of the ﬁgures a
small amount of topological noise is seen near the diagonal. For the ﬁrst homology
group, in Figures 5.5a and 5.5b two features of moderately large persistence are
observed. These are associated with the two large holes in the annuli. In Figures
5.5c and 5.5d it is one feature of moderately large persistence and a second feature of
moderate persistence that are observed, and these are associated with the large hole
in one annulus and the small hole in the other annulus.
Pairwise tests between the shapes are computed using the diﬀerent methods for
constructing a ﬁltration and the diﬀerent persistence kernels. Both the null case
where the shapes are the same, and the alternative case when they are diﬀerent, are
considered. The results of the pairwise test for each persistence kernel are discussed.
The full results for these tests of each persistence kernel are presented in Tables 5.1
(persistence weighted Gaussian kernel), 5.2 (persistence intensity function), and 5.3
(persistence image). The columns are organized by method of ﬁltration, with the
log likelihood ratios for each homology group, and a p-value for the test obtained
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from WaveQTL [71]. The rows are organized by the hypothesis test being performed
between the shapes.
In general, the results are consistent across all persistence kernels and methods for
constructing the ﬁltration. It is observed across all methods that the none of the tests
are signiﬁcant under the null case. Recall, the null case is when a comparison of two

(a)

(b)

(c)

(d)

Fig. 5.5.: A sample of the persistence diagrams from each shape generated from the
level sets of the distance to measure smoothing function. Figure 5.5a is a shape
sample from the two linked annuli with large holes; Figure 5.5b is a shape sample
from the two unlinked annuli with large holes; Figure 5.5c is a shape sample from the
two linked annuli with one large hole and one small hole; and Figure 5.5d is a shape
sample from the two unlinked annuli with one large hole and one small hole.
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samples of shapes are from the same class. In this scenario, the method should not
detect major diﬀerences between the persistence kernels for either homology group.
The results in each table show that log likelihood ratios are either small, or negative,
with their corresponding p-values relatively large. These results are consistent and
anticipated under the null case.
The results for the tests comparing shapes A and B, A and D, B and C, and C
and D are presented. For tests comparing shapes A and B, and C and D it is observed
that the log likelihood ratios for the zeroth and ﬁrst homology groups are large and
small, respectively, with small p-values. This outcome is consistent with expectations
since the primary diﬀerence between the two shapes is the separation. For the tests
comparing A and D, and B and C it can be seen that the log likelihood ratios for the
zeroth and ﬁrst homology groups are both large, with small p-values. Once again,
this is as anticipated since the shapes diﬀer in their connectivity and in the geometry
of the size of the holes.
Finally, one surprising outcome was found in the tests comparing shapes A and C,
and B and D. In these scenarios, the underlying shapes have the same connectivity
information, however they diﬀer in the size of their holes. As before, large log likelihood ratios are observed for the ﬁrst homology group across all methods, however
large log likelihood ratios are also observed for the zeroth homology group. A further
analysis of this shows that the methods are picking up diﬀerences in the features associated with topological noise across all methods. It is suspected that this is caused
by the sampling scheme used to generate shape samples. Focusing on the comparison
of shape A and C makes this issue clearer. Shape A is two overlapping annuli with
large holes and shape C is two overlapping annuli with one large hole and one small
hole and have diﬀerent areas. It is expected that by uniformly sampling pixels from
these shapes the pairwise distance between the points from shape A will be larger
than the expected pairwise distance between points from shape C. To understand the
eﬀect of this consider the Vietoris-Rips ﬁltration. With shorter pairwise diﬀerences
between shapes in shape C, the connected components are expected to have shorter
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lifetimes than in shape A. WaveTDA appears to be detecting these diﬀerences as
signal. Determining if this diﬀerence is caused by the sampling scheme, or whether it
is detecting an important geometric diﬀerence in the shapes will be explored in future
work.
The relationships between methods for generating ﬁltrations, and the diﬀerent
persistence kernels for smoothing the resulting persistence diagrams are considered.
The results of this simulation study show that WaveTDA is useful for detecting topological and geometric diﬀerences in persistence diagrams. One important observation
is that the distance to measure tended to produce results more consistent with what
is anticipated given the true underlying geometry of the shapes. This is probably due
to the amount of topological noise in each persistence diagram. In general, it is observed that the distance to measure performed best at capturing the key topological
features and reducing the amount of noise. While this is not necessarily important
for hypothesis testing, it is useful for interpreting the results (as seen in the next
section). The presence of large amounts of topological noise may create diﬃculties in
understanding which topological features are associated with covariates. Methods for
ﬁltering topological noise from a persistence diagram is an important area of future
research since it will aid in the ability of the proposed method to detect and interpret
signiﬁcant features in a persistence diagram.

5.2

Regression with Multiple Covariates: Disks and Annuli
The ability of WaveTDA to detect association between a covariate and the two

dimensional shape it generates is tested. In this simulation, a single covariate is
responsible for generating a speciﬁc attribute of the shape independent of the other
covariates present in the model. The attributes are whether or not the shape has two
disks or two annuli, whether one of the disks or annuli is small relative to the other,
and whether or not they are connected. An illustration of each shape is presented in
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Table 5.1: Persistence weighted Gaussian kernel. Table of results for a pairwise test of diﬀerences in the mean intensity
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Table 5.2: Persistence intensity function. Table of results for a pairwise test of diﬀerences in the mean intensity

-2.40e-2

23,241.58 14,812.68

B vs. D

D vs. D

23,325.37 15,584.94

B vs. C

15,342.23

-1.793e-2

B vs. B

C vs. D

20,728.71 13,642.73

A vs. D

-5.16e-2

23,845.88 15,005.72

A vs. C

C vs. C

14,785.93

A vs. B

15.74

-2.99e-2

A vs. A

Hom 1

Hom 0

Shape

Log LRs

Vietoris-Rips

75

21,555.36 15,903.65

A vs. D

14,170.03
-1.49e-2

C vs. D

D vs. D
-6.87e-2

-1.85e-2

-5.43e-2

8.86e-1

9.99e-4

4.04e-1

9.99e-4

9.99e-4

4.74e-1

9.99e-4

9.99e-4

9.99e-4

4.74e-1

p-value

-1.98e-2

1,987.22

-3.42e-2

7,096.57

6,888.77

-3.88e-2

4,532.59

6,685.16

2,512.81

15.90

Hom 0

12.67

464.58

2.68

5,277.09

13,443.12

-1.37e-2

4,195.95

8,774.27

187.40

125.62

Hom 1

Log LRs

4.39e-1

1.99e-3

4.16e-1

9.99e-4

9.99e-4

7.57e-1

9.99e-4

9.99e-4

9.99e-4

2.59e-1

p-value

Gaussian KNN

8,113.58

-1.75e-2

-4.69e-2

Hom 1

-1.40e-2

-1.19e-2

15,468.25

-1.73e-2

6,124.74

-5.58e-2

-1.52e-2

-1.99e-2

8,456.65

14,617.42 9,009.42

-1.72e-2

15,803.46 9,336.04

4,030.79

16,945.66

-1.54e-2

Hom 0

Log LRs

9.95e-1

9.99e-4

7.04e-1

9.99e-4

9.99e-4

6.56e-1

9.99e-4

9.99e-4

9.99e-4

8.59e-1

p-value

Distance to Measure

using the Persistence Image. The Log-likelihood ratios and p-values are computed by WaveQTL.

Gaussian kernel with an adaptive KNN bandwidth, and the Distance to Measure. The persistence diagrams were smoothed

zeroth and ﬁrst homology groups. Filtrations for persistent homology were constructed using the Vietoris-Rips complex, a

Table 5.3: Persistence image. Table of results for a pairwise test of diﬀerences in the mean persistence kernels for the
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Figure 5.6. In addition to the three causal covariates, seven covariates that are not
causal for features in the shapes are included in the model.

5.2.1

Methods

The disks and annuli were drawn in version 2.7.13 of Python with OpenCV 2.4.13
[82]. The outer radius of the large and small circles are 60 pixels and 40 pixels
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Fig. 5.6.: Examples of the true underlying shape that are generated by the diﬀerent
covariates. These covariates control for holes (X1 ), connectivity (X2 ), and size (X3 ).
The variables are binary valued with X1 = 1 generates holes in the shapes, X2 = 1
separates the shapes, and X3 = 1 generates two large shapes. The eight possible
combinations are presented in (a) to (h) above. The covariate values for the various
shapes are: (a) X1 = 0, X2 = 0, X3 = 0; (b) X1 = 0, X2 = 1, X3 = 0; (c) X1 =
0, X2 = 0, X3 = 1; (d) X1 = 0, X2 = 1, X3 = 1; (e) X1 = 1, X2 = 0, X3 = 0; (f)
X1 = 1, X2 = 1, X3 = 0; (g) X1 = 1, X2 = 0, X3 = 1; and (h) X1 = 1, X2 = 1, X3 = 1.

78
respectively. The inner radius of the large and small annuli are 40 pixels and 20
pixels respectively. The separation between the shapes is the same as in Section 5.1.
A total of 500 shape samples are used in this analysis. A shape sample is generated
by uniformly sampling 500 pixels from the true underlying shapes. The underlying
shape is determined by the causal covariates that control for holes (X1 ), connectivity
(X2 ), and size (X3 ). These covariates are binary valued where X1 = 1 generates a hole
in the shapes, X2 = 1 generates two disconnected shapes, and X3 = 1 generates two
large shapes. All covariates, causal and not, are Bernoulli random variables generated
with probability 0.50.
To compute persistent homology a ﬁltration constructed from the distance to
measure was used with 30 nearest neighbors. This parameter was chosen based on
a visual inspection of the data smoothed contour plots. The persistence diagrams
are computed using Dionysus [83]. The persistence intensity function was used to
smooth the persistence diagram with a tuning parameter of 1.0. This was the same
parameter used for the simulation in Section 5.1. Again, the largest persistence point
in the zeroth homology group is excluded from the smoothing of the persistence
diagram.
The eﬀect sizes are computed by sampling the 10,000 wavelet coeﬃcients from
the distribution of the posterior eﬀect size from Section 4.10 and using the twodimensional discrete inverse wavelet transform to transform the wavelets back to the
function space. Normalization is done by computing the point-wise mean of the distribution of functions and dividing by the point-wise standard deviation. Signiﬁcant
eﬀect size regions are where the absolute value of the normalized function is greater
than three.

5.2.2

Results

WaveTDA successfully identiﬁed the covariates responsible for generating the
shape samples. Log-likelihood ratios and p-values computed for each covariate are
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presented in table 5.4. For the causal covariates it is observed that the log likelihood
ratios are relatively large and the p-values are all small. This indicates that there
is a statistically signiﬁcant association between these covariates and the persistence
kernels. When the covariate responsible for controlling the presence of holes, X1 , is
considered it is oberved that the log likelihood ratio for the ﬁrst homology group is
signiﬁcantly larger than the log likelihood ratio for the zeroth homology group. This
is to be expected since this covariate controls the number of holes observed in the
shape.
In Figure 5.7a the regions of the normalized mean persistence kernel for which
the covariate has a signiﬁcant eﬀect are seen. On the top, the eﬀect of the covariate
on the zeroth persistence kernel is presented, while, on the bottom, the eﬀect of the
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-7.29e-2 -6.18e-2

5.67e-1

X9

-7.55e-2

-1.49e-2

8.77e-1

X10

4.08

578.96

1.22e-2

Table 5.4: The log likelihood ratios for the zeroth homology group and ﬁrst homology
group, and the p-value for each covariate. The log likelihood ratios are large for the
causal covariates (X1 , X2 , and X3 ). In particular, for the covariates causal for holes
and connectivity (X1 and X2 ) more weight is attributed to homology group 1 and
homology group 0, respectively. This result is consistent with what is expected.
In general, the log likelihood ratios for the unassociated covariates are comparatively
small. However, it is noted that a potential false-positive is detected for X10 . Whether
the p-value for this covariate exceeds the threshold for signiﬁcance depends on the
choice of signiﬁcance level and the type of correction for multiple testing used.
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covariate on the ﬁrst persistence kernel is seen. For the persistence kernel of the ﬁrst
homology group (Figure 5.7a bottom), a large red region above the diagonal and a
small blue region near the diagonal is observed. The red region is the signiﬁcant eﬀect
size when the covariate X1 is one and the blue region is the signiﬁcant eﬀect size X1
is zero. The red region is consistent with the presence of two annuli. However, it
is the result of not only X1 , but an interaction of the covariate for holes, X1 , with
the covariate for size X3 . This can be seen by overlaying samples of the persistence
diagrams onto the eﬀect size. See Figure 5.8 for examples. In Figure 5.8a we observe
that the two large holes appear around the red dense region. In Figure 5.8b we observe
that the feature associated with the large hole appears in the red dense region, while
the feature associated with the small hole appears in a less dense region. These
small holes are associated with the small annuli generated when X3 = 0. The dark
blue region is associated with the topological features that belong to disks and are
considered “noise”.

Significant Mean Effect
Homology a

Significant Mean Effect
Homology a

Significant Mean Effect
Homology a

Significant Mean Effect
Homology!

Significant Mean Effect
Homology!

Significant Mean Effect
Homology!

(a) Covariate X1

(b) Covariate X2

(c) Covariate X3

Fig. 5.7.: Signiﬁcant eﬀect sizes for the causal covariates.
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For the persistence kernel of the zeroth homology group (Figure 5.7a top) a blue
and a red region, both occupy a reasonably sized area in the graph. These regions
can be attributed to two factors: the ﬁrst is the dense cluster of topological noise
that is being attributed to the red region where X1 = 1; and the second is the
topological feature in the zeroth homology group of moderate persistence. Both of
these characteristics are in Figure 5.8c. This feature is not associated with hole
covariate, X1 , but rather with the connectivity covariate, X2 , since it is indicative of
a second connected component. Given this simulation scheme, about half of the data
have two connected components, and about half of those data have holes. Hence, it
appears that this signiﬁcant region is associated with the connectivity rather than
with the holes alone. However, upon further examination of the size of the eﬀect in
the blue region it is deemed only moderate. Therefore excluding that region from
consideration is an option. Since the size of the eﬀect in the dark region is large this
region might be considered, but features in this region are associated with topological
noise.
For the covariate controlling for connectivity, X2 , the log likelihood ratio for the
ﬁrst homology group represents almost all of the total log likelihood ratio. Again,
this is to be expected since information about the connected components is described
by the zeroth homology group. In Figure 5.7b the regions of the normalized mean
persistence kernel for which the covariate has a signiﬁcant eﬀect can be seen. On
the top of Figure 5.7b, the eﬀect of the covariate on the zeroth persistence kernel is
illustrated, while, on the bottom, the eﬀect of the covariate on the ﬁrst persistence
kernel is seen.
For the persistence kernel of the zeroth homology group (Figure 5.7b, top), there
is a large red region above the diagonal and a small blue region near the diagonal.
The dense red region is associated with two separate shapes joining together in the
ﬁltration. The topological feature that appears in this region is similar to the feature
observed in Figure 5.8c. The features in the blue region are associated with topological
noise. For the persistence kernel of the ﬁrst homology group (Figure 5.7b, bottom),
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a dense red region with a separated lighted red region and a dense blue region is
indicated. The size of the eﬀect for each of these regions is relatively small, and once
again, suggests they may not be associated with the covariate. In fact, these regions
are not associated with the covariate for connectivity, X2 , and are the result of an
interaction with the covariate for holes, X1 .
Finally, for the covariate controlling for size, X3 , the log likelihood ratio for the
ﬁrst homology group represents around three fourths of the total log likelihood ratio.
This is to be expected since this covariate controls the size of one of the shapes and
this eﬀect is expected to be more clearly detected among the holes of the shape than
among the disks alone. In Figure 5.7c we observe the regions of the normalized mean
persistence kernel for which the covariate has a signiﬁcant eﬀect. As for the earlier
covariates, for Figure 5.7c, top the eﬀect of the covariate on the zeroth persistence
kernel, and for Figure 5.7c, bottom the eﬀect of the covariate on the ﬁrst persistence

Significant Mean Effect
Homology!

(a)

Significant Mean Effect
Homology!

(b)

Sign ificant Mean Effect
Homology a

(c)

Fig. 5.8.: The persistence diagrams of select samples are overlaid with the normalized
mean eﬀect contour plots that are related to the covariate controlling for holes X3 .
(a) The persistence diagram for the shape with two large annuli. (b) The persistence
diagram for the shape with one large annulus and one small annulus. (c) The persistence diagram for a shape with two separate shapes creating a topological feature
with moderate persistence. The black circles are topological features of the zeroth
homology group and the black triangles are topological features of the ﬁrst homology
group.
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kernel are observed. In the normalized mean eﬀect for the zeroth persistence kernel,
two regions with signiﬁcant eﬀect sizes are seen. In this plot the most dense regions
are near the diagonal and appear to be associated with topological noise. This is
illustrated by overlaying a persistence diagram over the normalized mean eﬀect as
in Figure 5.9a. Here, it is observed that the topological noise clusters around the
dense regions of the normalized persistence kernel. Further away from the diagonal,
a topological feature of moderate persistence associated with the separation of the
two shapes arises. This feature appears in a region with moderate eﬀect since it is
associated with the covariate for connectivity, and, as described earlier, it appears in
about one half of the samples.
For the normalized eﬀect size of the ﬁrst persistence kernel (Figure 5.9a, bottom)
there are two separated regions. The dense red regions is typically associated with
two large holes generated when the size covariate is one. This is seen when the
persistence diagram is laid atop the normalized mean eﬀect contour plot. In Figure

Significant Mean Effect
Homology a

(a)

Significant Mean Effect
Homology!

(b)

Sign ificant Mean Effect
Homology!

(c)

Fig. 5.9.: The persistence diagrams of select samples are overlaid with the normalized
mean eﬀect contour plots related to the covariate controlling for holes X3 . (a) The
persistence diagram for two shapes that are separated. (b) The persistence diagram
for a shape with two large holes. (c) The persistence diagram for a shape with one
large hole and one small hole. The black circles are topological features of the zeroth
homology group and the black triangles are topological features of the ﬁrst homology
group.
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5.9b two features associated with two large holes appear near the dense red region. In
Figure 5.9c one large hole and one small hole appears. The one large hole is near the
dense red region, however it is not associated with the value X3 = 1. This is due to
the fact that the persistence kernel for the shape with two large holes is, on average,
more dense in this area than the persistence kernel for the shape with one large
hole and one small hole. Closer to the blue region a topological feature of moderate
persistence associated with small holes appears. The dense blue region is composed
of contributions from this feature of moderate persistence and the topological noise.
Two of the non-causal covariates, X4 and X10 , generated signiﬁcant eﬀect sizes
in the ﬁrst homology group. In general, their log likelihood ratios are moderately
small, and their p-values may not be signiﬁcant enough to meet the criteria for being
considered statistically signiﬁcant once adjustments for multiple testing are made. In
any statistical method, a certain number of false-positive and false-negative results
are expected. These results are included in this analysis to aid in the understanding
of the eﬀect of false-positive results on interpretation.
Figure 5.10 presents the signiﬁcant normalized mean eﬀect sizes of the covariates
X4 (Figure 5.10a, top) and X10 (Figure 5.10b, top). For the covariate X4 a single
blue region in the normalized mean eﬀect size of the persistence kernel for the ﬁrst
homology group exists. Overlaying the persistence diagrams on the contour plot it can
be seen that this region is associated with the topological features for two large holes
in the shape (Figure 5.10a middle). Further, it can be seen that the topological noise
associated with some of the disk shapes is not detected as a signiﬁcant eﬀect (Figure
5.10a, bottom). It appears that this covariate is associated with the variability in the
holes. However, since the size of the eﬀect is not large relative to the other covariates
we have encountered and it has a small log likelihood ratio, this covariate should most
likely be excluded from further analysis.
For the covariate X10 there is a large blue region and a smaller red region in the
normalized mean eﬀect size of the persistence kernel for the ﬁrst homology group.
Overlaying the persistence diagrams on the contour plot it can be seen that the blue
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Fig. 5.10.: These persistence kernels exhibited some signiﬁcant association with the
non-causal covariates X4 (a) and X10 (b). The top graphs normalized mean eﬀect
size of the persistence kernels for the ﬁrst homology group. In the middle and bottom
graphs are persistence diagrams laid on top of contour plot of the eﬀect size. These
results indicate which topological features associated with the signiﬁcant regions.
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region is associated with the topological features for two large holes in the shape (Figure 5.10b, middle). In addition, the smaller red region is associated with topological
features that may be considered noise (Figure 5.10a, bottom). It appears that this
covariate is associated with both the variability in the holes and the noise. It should
be noted that while statistical techniques can help in the decision making process,
false results may complicate the analysis. In this situation, relying on prior knowledge
about the problem to determine whether or not to keep a result. For example, in biological problems such as QTL and GWAS one might include a covariate (marker) that
is slightly signiﬁcant in order to study what is known about the underlying genetics.
While statistics is a powerful tool for identifying associations, there is always work to
be done by the investigator to understand what the results mean.
These results demonstrate that WaveTDA is able to associate the variation in the
shape samples with the covariates that generated them. However, this simulation
study demonstrates that care must be taken to interpret the results. While reasoning
through these results was feasible for simple shapes, for which the true causal covariates and underlying structures the samples are taken from is known, this challenge
grows signiﬁcantly for more complex structures for which the ground truth is unknown
and for covariates that are not binary. Methods to assist with the interpretation of
the results obtained by WaveTDA in the context of the shapes’s original geometry is
seen as an important direction for future research.
Another important observation from this simulation study is that while the covariates that are responsible for generating components of the shape may be independent,
there may be interactions between these covariates that are important for explaining
the variability in the shape. Extending WaveTDA to account for interaction eﬀects
among variables may be useful in explaining the variability observed in the persistence diagrams. This may also help ease the challenge with interpreting results as
signiﬁcant eﬀects may be shifted away from the main eﬀect and to the interaction
eﬀects.
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6. WINGNET: IMAGE SEGMENTATION WITH DEEP
LEARNING FOR GEOMETRIC MORPHOMETRICS
Constructing a ﬁltration to compute persistent homology on the wing vein architecture of Drosophila melanogaster requires computer vision techniques powerful enough
to accurately isolate the true wing architecture from other wing parts and diﬀerent
artifacts that may be captured in an image. A simple, yet powerful classiﬁer using
deep learning methods with convolutional neural networks [84] is developed to address this issue. To construct a ﬁltration on the wing shape a fully convolutional
neural net [85] is built to identify regions in the wing image of high probability for a
feature of interest. The resulting probability heat map generated by the deep learning
classiﬁer is used to construct a ﬁltration to which the WaveTDA pipeline is applied
to study in this case, the wing shape of Drosophila melanogaster. Here the data to be
classiﬁed, the convolutional neural network architecture, and training data and data
augmentation procedures are examined. This model was initiated and developed as a
proof of concept for using convolutional neural nets for image segmentation in applications related to Topological Data Analysis (TDA). Based on the success obtained
from this approach, with minimal optimization in terms of model parameters, future
exploration of these methods for a fully automated approach to phenotype shape
quantiﬁcation in image data has great potential.

6.1

Overview of Wing Image Data
Recall that the goal is to segment speciﬁc parts of the Drosophila melanogaster

from images used in the genetic analysis performed in Vonesch et al. 2016 [7]. Each
image contains a single intact ﬂy wing. The wings are removed from the ﬂy and
mounted in water on a glass slide for photographing. All wings are photographed
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at the same scale. The wing may be rotated at any angle on the slide. If intact,
the right wing is used, otherwise the left wing is used. The wing images contain a
moderate amount of variability from artifacts, such as parts wings or other distortions,
and diﬀerences in lighting and color conditions. Speciﬁcs of the Drosophila wing
architecture are discussed in Chapter 7.
The wing of the Drosophila melanogaster contains many subtle features which
contribute a rich textural component to each image. A wing used in the analysis
is presented in Figure 6.2a. However, this texture adds a signiﬁcant amount of information to each persistence diagram that is not relevant to the overall topology
of the wing shape. As a result, pixels of high probability are identiﬁed for being a
wing feature of interest. The resulting probability heat map is used for computing
persistent homology.

6.2

Methods

6.2.1

Overview of the Network

The CIFAR-10 model from the Google Tensor Flow [86] tutorial is utilized as a
classiﬁer. This network was chosen as a starting point to study this approach since
it balances model depth with simplicity of training. To obtain a heat map of pixel
level probabilities a classiﬁcation and segmentation framework presented in Liu et
a. 2017 [87] for histopathologic images was modiﬁed. Small 32 pixels by 32 pixels
square segment of the image is passed through the model to obtain a probability that
the segment contains a feature of interest. A square segment is considered to contain
a feature if a small circular region of radius two pixels in the center of the square
contains at least one pixel that is a wing feature.
To obtain probabilities across the entire image a sliding window approach with a
stride of ﬁve pixels is used. The small stride reduces the chances of misclassifying a
region that contains a feature, however it creates a challenge since a single pixel will
be associated with multiple windows. To overcome this issue the pixel level proba-
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bilities from the probabilities of all windows that possessed the pixel are averaged.
Each pixel level probability was obtained from a weighted average of the window
level probabilities that contained the pixel. The weights are computed by taking the
standard Euclidean distance between the pixel of interest and the center of the sliding
window and dividing by the sum of all such distances computed from the windows
that contain the pixel 6.1. The reason for this approach is that windows farther from
the pixel should contribute less to the probability of a pixel containing a feature than
windows that are close.
One setback of the sliding window approach is the speed at which an image is
classiﬁed. The stride of the window must be carefully considered to balance accuracy
of the heatmap with speed of performance. To overcome this a fully convolutional
network, which is a neural network that only contains convolutional layers [85] is
employed. One advantage of the fully convolutional network over a network that
contains fully connected layers, is that fully convolutional networks are not restricted

Fig. 6.1.: An illustration of the image patches and the weighting scheme used to
average the probabilities. The gray boxes represent a pixel in the image. The blue
boxes are an image patch. The dark blue pixels represent the center of the image
patch and the red pixel is the pixel we are computing probabilities for. The weights
are computed by calculating distance between the red pixel and the center of each
image patch that contains that pixel. The distances are then normalized by dividing
by the sum of all distances computed.
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by the size of the input image. As such, this feature may be used to ﬁrst run the full
image through the classiﬁer to obtain the region of the image to most likely contain
the wing. Once the region is identiﬁed, the sliding window can then be run over the
subsection of the image most likely to contain a wing to obtain accurate pixel level
probabilities.

6.2.2

Training the Network

A training set of 57,060 image patches of size 32 pixels by 32 pixels are collected.
Labels for each image patch are obtained through hand labeling by sliding the window
across the image and labeling each image per the requirements described in Section
6.2.1. Labels took values in the set {0, 1, 2, 3}. A label of zero is given to any part
of the image that fell outside of the wing. A label of one is given to the large vein
component along the exterior of the wing (i.e., background). A label of two is given
to any part of the interior of the wing that is not a feature of interest. A label of
three is given to any part of the interior wing that is a feature of interest. Figure 6.2b
illustrates the diﬀerent label schemes for the diﬀerent architectures.

(a)

(b)

Fig. 6.2.: (a) A sample wing image positioned horizontally. The images exhibit a wide
array of lighting conditions, colors, and textures. (b) An approximate representation
of the labeling scheme. Colors are used to represent the labels. Speciﬁcally, red is a
zero (background), green is labeled as a one, no color is two, and blue is a label of
three.
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Image patch samples are taken from the images of three diﬀerent lines. Each
image is cropped to contain only the wing parts of interest and rotated so that the
wing was positioned horizontally, vertically, and at an angle of 45 degrees. The lines
are chosen to capture the various color and lighting conditions encountered in the
images. For the purposes of classiﬁcation, the images are transformed from color
to greyscale. Further, with respect to training and classiﬁcation image patches are
normalized using per image normalization in Tensor Flow [86].
Data augmentation is performed in Tensor Flow to account for variability in the
rotation and reﬂection of the position of the wing in an image and for diﬀerences
in the lighting eﬀects. These random deformations include horizontal and vertical
ﬂips, random 90 degree rotations, and brightness and contrast. The number of 90
degree rotations was chosen from a discrete uniform distribution on the set {0, 1, 2, 3}.
The maximum delta parameter for the brightness was 0.35, and the random contrast
parameter had a range of 0.2 to 1.8. Since the lighting eﬀects are not invariant to the
order in which they are applied, their order of application was chosen at random.
A batch size of 500 image patches is used during training, with a learning rate of
0.0015, and a dropout rate of 0.10. For initial training experiments there is no decay
of the learning rate during training. Since this represents a ﬁrst attempt at using
deep learning and convolutional neural nets for this speciﬁc application, no major
attempts were made to tune the various parameters, such as the learning rate, were
made. More eﬀorts will be applied to tuning and improving the model in the future.

6.3

Discussion
A major challenge in the development of new methodologies is obtaining real

data on which to test the methods. This is especially true in the applied topology
community, where methods are developed to quantify objects that are subsets of
images. This work is an example of how to apply convolutional neural nets in Tensor
Flow to segment subsets of an image. Tensor Flow was designed as a tool to easily
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design, train, and deploy sophisticated and ﬂexible models built using deep learning
and other machine learning models. The potential of this approach for applications
requiring the extraction of objects from images has been successfully demonstrated
in this work. As a part of future work and impact, automated feature extraction
software could be developed for plant phenotyping using the general framework as
outlined here. Focus on the model, parameter choices, and data sampling are needed.

6.3.1

Results

Since there are real data and not one in which methods are developed from, no
ground truth results exist at this time. Therefore, it is not possible to evaluate the
the performance of the proposed method. Currently, the quality of the segmentation
is assessed by a visual inspection and a comparison to the original image.
Model performance is assessed based on the number of iterations of the training
data. The model trained with 81,000 iterations appeared to be more robust to new
images than the model trained with 871,000 iterations. This can be assessed by
overlaying heat maps generated by the two models on the same image and taking
their diﬀerence. It is believed that more training iterations leads to overﬁtting the
model on the current set of training samples. More training samples from a diverse
set of lines should help to overcome this issue.
In general, the model performed well in isolating the main regions of interest.
Figure 6.3 illustrates two heatmap samples from lines 25174 and 28236. Key architectural components are captured with reasonably high probabilities by the model.
However, in Figure 6.3b regions where the classiﬁer is not able to detect the region,
or is unable to do so with a high probability can be seen. Additionally, in Figure 6.3a
regions outside of the wing are detected as features with a moderately high probability. While some of these artifacts can be cleaned up in a graphics editor, they
would not be acceptable in a fully automated process where accuracy is imperative.
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(a)

(b)

Fig. 6.3.: Heatmaps of two samples from lines 25174 and 28236. Dark pixels represent
low probability regions for a feature, while bright pixels are high probability regions.
(a) A sample of a high quality image. The majority of the wing architecture of
interest is associated with a high probability. Although the classiﬁer is assigning
positive weight to regions of the image that are not associated with features. This
could be corrected by adding more data from these regions. (b) A sample of a low
quality image. The classiﬁer is either not identifying regions on the wing as features,
or is identifying them as a feature with a low probability.

Additional samples from more lines and from these outlying regions will improve the
classiﬁer.

6.3.2

Future Work

The most immediate work for this application should be focused on improvements
to the training data and to the model with the goal of improving the accuracy of the
classiﬁer and the robustness to the population of ﬂy lines used in Vonesch et al.
2016 [7]. Improvements in the training data can be made by sampling image patches
from a larger number of the Drosophila lines. This is likely to reduce any impact on
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the robustness of the model from only observing samples from a few lines and from
having training samples that are highly correlated.
Continued eﬀorts will be made to optimize the parameters of the network. Also,
studying the parameters used in the data augmentation steps and including additional
augmentation such as including slight rotations and shearing should help to make the
model more robust. Another parameter that should be studied is image patch size.
Comparing models under diﬀerent image patch sizes may be useful in understanding
how precise a segmentation can be obtained with this approach.
Finally, developing a set of ground truth images will be useful for the development
of this method and future methods.
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7. WAVETDA ANALYSIS OF DROSOPHILA
MELANOGASTER WING SHAPE
In Chapter 5 simulation studies are used to demonstrate that WaveTDA could be
used to diﬀerentiate between shapes, and that the normalized eﬀect sizes can be used
to interpret the eﬀect of covariates on the normalized mean response curves. Here,
WaveTDA is used in a GWAS study to understand the genetic basis of shape in the
wing of Drosophila melanogaster.

7.1

Description of the Original Experiment
Vonesch et al. 2016 [7] performed a GWAS analysis to understand the genetic

basis of organism size in Drosophila melanogaster. They cultured 143 lines from the
Drosophila Genetic Research Panel (DGRP) [88]. Since morphology is aﬀected by
complex genetic and environmental interactions, ﬂies were raised in an environment
known to reduce the environmental impact on the size of Drosophila.
Wing centroid size and interocular distance were the phenotypes used as proxies
for organism size in their analysis. These phenotypes are chosen since they reﬂected
growth processes in the wing disc and eye disc growth respectively. Morphometric
data for the phenotype was obtained from images of both wings and eyes (Figure 1.2b
and c) of 3,500 female and 3,478 males ﬂies. Centroid size is measured as the square
root of the sum of the squared distances from a landmark point to the center of the
wing. In their analysis, an eﬀect on size due to diﬀerent food batches used to raise
the ﬂies is observed.
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7.1.1

Methods

Preparation of both phenotypic and genotypic data is necessary prior to GWAS
analysis using persistence kernels, and is outlined here.

Phenotype Data
Full wing images of Drosophila melanogaster are obtained from Vonesch et al.
2016 [7]. To control for the eﬀect of gender and food in the analysis, only female
ﬂy lines from food group four are used as a proof of concept. A total of twenty two
ﬂies lines were available for the analysis. Wing shapes were obtained by segmenting
the wing vein architecture from the wing images. Image segmentation is performed
using WingNet (Chapter 6) to generate a probability heat map for the location of
the Drosophila wing vein features of interest. Areas in the heat maps where positive probability is incorrectly assigned by the method are removed by hand, and

(a)

(b)

Fig. 7.1.: Plot of the twenty two lines from the multidimensional scaling (MDS) procedure. (a) The MDS plot indicates an eﬀect due to the quality of the image segmentation algorithm. (b) The MDS plot of the regression corrected wavelet coeﬃcients
appears to have reduced the eﬀect of the quality variable.
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a small amount of Gaussian blurring is applied to smooth out the heat maps. All
post production edits were performed in the professional graphics editing program
Pixelmator. Due to variation in wing component texture, persistent homology was
computed on the super-level sets of the probability heat map, rather than on the
segmented images. Here, each pixel acted as a point in the domain. The purpose of
this was to reduce the topological noise due to the texture. Persistent homology was
computed in Dionysus [83].
The persistence intensity function is used to smooth the persistence diagrams
with a bandwidth of 0.10 for both homology groups. To obtain a single persistence
kernel for each line, the pointwise average of the persistence kernels in a genetic line
is computed, and a single persistence kernel for each homology group for each line
is obtained. The Haar wavelet basis [68] is used for the wavelet decomposition with
1,024 wavelets per homology group.
Metric multidimensional scaling [89] is employed to detect any discernible substructure in the mean persistence kernels for the twenty two lines. Distances between
the persistence kernels is computed using the L1 norm. The results in two dimensions
are presented in Figure 7.1a, where a reasonable separation between high quality and
low quality images is observed. A more detailed discussion on image quality is found
in Section 6.3.1. To correct for image quality, the wavelet coeﬃcients are regressed
on their quality state, as indicated by a binary random variable, and the residuals
are used in the analysis. Figure 7.1b presents the multidimensional scaling for the
corrected wavelet coeﬃcients. It appears that the quality correction gives rise to more
homogeneous results. As a ﬁnal note, lines of low quality were assessed and only heat
maps that contained an accurate representation of the original shape are used in the
analysis. This results in fewer samples used to compute the average persistence kernel
for those lines.
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Genotype Data
Genotypic data for the twenty two DGRP lines for which phenotype data was
computed for are obtained from Mackay et al. 2012 [88]. SNPs that exhibited no
variation for the twenty two lines are removed from the analysis. SNPs containing
missing genotypic data in any of the twenty two lines are also removed, due to the
small sample size. A total of 1,163,489 SNPs are used in the analysis.
To control for the eﬀects of line and any other undetected confounding factors,
the genotypes are regressed on the top principal components of the genotypes [90].
To determine the number of components to use in this analysis, a scree plot is used.
The results from this plot are presented in Figure 7.2. Although, from this plot it
is uncertain how many principal components should be used in this analysis, three
components are used since the decrease in the explained variance is only moderate
with each additional principal component included in the model.
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Fig. 7.2.: Scree plot of the explained variation versus the number of principal components in the model.
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7.2

Results
The results from this preliminary analysis of the twenty two lines obtained from

food group four is presented. Due to the small sample size, reliable p-values could
note be computed using the permutation procedure in WaveQTL. Instead, results
obtained are presented via log likelihood ratios. Future analysis will include results
from all available lines enabling the accurate calculations of p-values.
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As seen in Figure 7.3 the preliminary analysis revealed SNPs with large loglikelihood ratios distributed across the genome. Six SNPs with a log-likelihood over
500 are observed. However, two of these SNPs are located within a few base pairs of
each other and it is uncertain how the proximity of these SNPs aﬀect the analysis,
controlling for these is a topic of future analysis. Many SNPs with a log-likelihood
ratio above 400 across the genome are also noted.
Although studying the relationships between the signiﬁcant SNPs and the persistence kernels will be the subject of future work, an analysis of selected relationships
from the analysis is provided. One particular result of interest is the SNP on chromosome 2L at position 3629100 (bp). Persistence diagrams are superimposed on the
signiﬁcant normalized mean eﬀect size for this SNP in Figure 7.4. The red regions
in these images are associated with uncorrected covariate values of zero and the blue

(a)

(b)

Fig. 7.4.: Two sample persistence diagrams of the ﬁrst homology group superimposed
on the signiﬁcant normalized mean eﬀect size. The sample for (a) was from line 25174
number 3 and the sample from (b) was from line 28132 number 2. Both lines were
judged to be of a high quality. The red regions are associated with a SNP value
of zero while the blue regions are associated with a SNP value of 2. The triangles
represent the features of the ﬁrst homology group.
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regions are associated with an uncorrected value of two. The most interesting aspect
of these images is where the red region and blue region meet around the birth time
of zero and the death time of 0.50. In this region, persistence diagrams for wing
samples with an uncorrected value of zero tend to appear in the red region, while
the persistence diagrams for wing samples with an uncorrected value of two tend to
appear in the blue region. It is suspected that these features are associated with
key components of the wing architecture; conﬁrmation is needed. If these ﬁndings
are associated with key features of the wing architecture, then it may suggest that
this SNP is associated with the region of the genome that is somehow impacting the
variation in the size of these features.
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Table 7.1: Top 40 SNPs detected by WaveTDA based on log likelihood ratio (Log LR). The results for 40 SNPs are presented

Position (bp)
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8. CONCLUSIONS AND FUTURE WORK
As the frontiers of science are expanded by new technology, there is a pressing need to
develop eﬃcient algorithms and statistical techniques for understanding these data.
The exponential growth of new scanning and imaging technologies allow for the study
of the morphology of plants and animals at a level of detail never thought possible
when the ﬁeld was in its infancy. In contrast, the development of mathematical and
statistical tools for studying these data have developed at a seemingly glacial pace
when compared to the technology used to capture the data. This is especially true for
studying full structures and multiple related structures in modern genetic association
studies.
Topological Data Analysis (TDA) is a signiﬁcant development in shape analysis
as the topological summaries developed by this approach capture essential geometric
information contained in the shape while simplifying the overall representation. In
addition to simplifying the representation of shape, it provides a tool for a consistent
representation of shape across multiple shapes. These aspects make TDA a powerful
tool for studying the genetic basis of phenotype morphology. However, methods to
accomplish this are still in their infancy.
Phenotype morphology is a function of complex genetic and environmental interactions. Traditional statistical methods that associate variability of the whole
phenotype with regions of the genome are lacking. The contribution of the work
presented here is the development of WaveTDA, a statistical method for associating
the variability in shape, as described by topological summary statistics generated by
TDA, with covariates assuming independence among the homology groups. To our
knowledge, this is the ﬁrst statistical method for associating variability in a class of
topological summaries, that are coined persistence kernels, with a covariate. In addition to establishing signiﬁcant relationships between covariates, this work provides
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tools for understanding the eﬀect of a covariate on the response. Further, this work
initiated the development of a method that relaxes the independence assumption
between the persistence kernels. It is anticipated that modeling the relationships between functionally related shapes will help to improve power in detecting associations
between genetic markers and the persistence kernels.
While the goal of this work was to develop a statistical method for full shape
analysis in genetic association studies, this method is broadly applicable to other
applications. WaveTDA can also be used as a multivariate testing procedure to
diﬀerentiate between two shapes using all of the topological information contained in
the homology groups of a persistence diagram. In Section 5.1 the eﬃcacy of WaveTDA
is demonstrated in this application. The same tools that are useful in the regression
application may be used to identify potential regions of a persistence diagram that
are associated for the diﬀerences in the shapes. While this work represents an early
attempt to use TDA as applied to genetic association studies, it has great potential
to open doors into an exciting new research area for both statisticians and biologists.

8.1

WaveTDA Code
The methods discussed here are implemented in Python with regression functions

implemented in Cython. The project is open source and distributed on Github at
https://github.com/patricksmedina/WaveTDA. It is free to use and modify.
The datasets used throughout this document are being added to the software and
vignettes will be added to assist with learning how to use the method and the software.

8.2

Future Work
There are a number of areas exposed via this work that lend themselves to exten-

sions of WaveTDA and its usefulness in statistical genetics.
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1. One of the most interesting future objectives is to relax the independence assumption between persistence kernels for the purpose of developing a method
that accurately models the relationships between shapes, and within the homology groups, of a single shape. Work toward this goal was started in Section 4.2.
While it is possible to eﬀectively detect diﬀerent types of relationships between
a covariate and the persistence kernels, obtaining estimates of the eﬀect size
under the assumptions made about the prior are currently not possible. A different approach to address this problem is currently being considered, however
there may be more than one solution to this problem and all ideas to resolve
this issue are worth exploring.
2. As seen in Section 5.2, shapes are structures that are mechanistically related.
While WaveTDA was able to successfully identify the covariates responsible
for generating aspects of the shape, the interaction eﬀects between covariates
can lead to challenges in interpreting the relationship between the persistence
kernels and covariates. Extending the underlying model used by WaveTDA to
handle multiple covariates and interaction eﬀects among the covariates should
be useful in identifying which eﬀects are responsible for variability observed in
the persistence kernels.
3. While TDA provides powerful tools for quantifying shape, it creates new challenges in interpreting results in the context of the original geometry. Section
5.2 demonstrates how to use the signiﬁcant eﬀect size from WaveTDA as an
attempt to determining which topological features in the persistence diagram
are signiﬁcantly associated with the covariate. However, this becomes more
challenging when the ground truth is not known, nor well understood. To this
end, our method would beneﬁt from tools to assist with the interpretation of
the results. One approach that may be useful is dictionary learning [91].
4. As discussed in Section 5.1, WaveTDA greatly beneﬁts from methods that produce less topological noise. To this end, the development of methods for ﬁltering
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persistence diagrams prior to smoothing will improve WaveTDA’s ability to better detect signiﬁcant regions of persistence diagrams that are associated with
true topological signal, rather than noise. In fact, it may be possible to use
the multi-scale wavelet approach used to ﬁlter regions that are associated with
topological noise.
5. WaveTDA beneﬁts from the ﬂexibility of wavelets, which should allow the proposed approach to generalize to many of the functional statistics being developed by the TDA community [32, 52, 53, 92]. This work begins with the Haar
wavelet basis and the discrete wavelet transform for its simplicity in interpretation and computation. While satisfactory results were obtained in this work,
the Haar basis may not be appropriate for every functional representation of
persistent homology. To this end, eﬀorts should be made to understand how
and when diﬀerent wavelet basis should be used. Developing a collection of
examples using real and simulated data for the diﬀerent topological summary
statistics will allow WaveTDA to remain relevant as new topological summary
statistics are introduced.
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