It has been asserted that, using traditional pruning methods, growing decision trees with increasingly larger amounts of training data will result in larger tree sizes even when accuracy does not increase. With regard to error-based pruning, the experimental data used to illustrate this assertion have apparently been obtained using the default setting for pruning strength; in particular, using the default certainty factor of 25 in the C4.5 decision tree implementation. We show that, in general, an appropriate setting of the certainty factor for error-based pruning will cause decision tree size to plateau when accuracy is not increasing with more training data.
Introduction
In general, a decision tree can be grown so as to have zero error on the training set. If there is any noise in the data set or it does not completely cover the decision space, then over fitting occurs and the tree needs to be pruned in order to generalize well to the test set. There are various approaches to pruning decision trees, including error-based pruning, reducederror pruning, minimum description length pruning, and others [1, 10] . One well-known element of machine learning folklore is that decision tree pruning methods generally do not prune hard enough. In particular, error-based pruning, which is a simple method that does not require a validation set, has been criticized on this count. For example, Esposito et al. performed an empirical study of decision-tree pruning methods and reported that error-based pruning (EBP) underprunes on all datasets that they tested -"… EBP performs well on average and shows a certain stability on different domains, but its bias toward underpruning presents some drawbacks …" [1] .
More recently, Oates and Jensen have studied decision tree pruning for large data sets [2, 3, 4] . They also conclude that pruning methods generally do not work as desired, and summarize the problem as follows -"Despite the use of pruning algorithms to control tree growth, increasing the amount of data used to build a decision tree, even when there is no structure in the data, often yields a larger tree that is no more accurate than a tree built with fewer data" [4] . As one illustration of the problem, Oates and Jensen present a graph of results for tree size versus training set size using a synthetic training set with examples from two classes that have random labels. Their data show that tree size grows approximately linearly with training set size, regardless of whether error-based, reduced-error, or minimum-description-length pruning is used. They also present a modification to reduced-error pruning that at least partially addresses the problem [4] .
Error-based pruning (EBP) uses the error that is made at a node of the tree on the training data in an estimate of the test set error at that node. EBP assumes that the error rate follows a binomial distribution, and the certainty factor (CF) parameter then controls the pruning. The CF is used to estimate the upper limit of the probability that an error occurs over the population at a leaf. This is done by using the CF as a confidence limit for a binomial distribution. This entails the questionable assumption that the errors at a node with N examples are events in a sequence of trials. Predictions of how many errors would really be made at a leaf can then be made. The higher the CF, the more likely the current error rate is accepted and no pruning will be done (after all, the decision tree decided this was a good split with the given data). A lower CF means more errors than occurred in the train data will be predicted and hence there is more chance for pruning because we overestimate the error rate at the leaf. Thus a certainty factor of 100 indicates no pruning, and smaller values of the certainty factor indicate greater pruning because progressively more errors are predicted to occur at a leaf for the same number of training examples [5] . This is the pruning method used in, for example, C4.5 release 8 [5] .
The default setting of the certainty factor in C.4.5 release 8 is 25. We show that when the certainty factor parameter for error-based pruning is appropriately set, the pathological behavior noted by Oates and Jensen disappears. Thus error-based pruning can in fact work appropriately for large or small datasets.
We do not explicitly address how to set the CF in this paper. Instead, an examination of whether any setting of the CF exists which will halt the growth in size of trees when there is no increase in accuracy. Current evaluations of error based pruning in the literature [1,2,4] appear to have only worked with the default certainly factor. The evaluation of error based pruning as inadequate appears commonly accepted (see [8] for example)
Experimental Results

"Structure-less" Data
One of the more striking results shown by Oates and Jensen involves the creation of decision trees with C4.5 for a family of "structure-less" training sets of difference sizes. This data consists of elements with "30 binary attributes and a binary class label, all with values assigned randomly from a uniform distribution" [4] . The appropriate result for this type of data would be a single-node tree that assigns elements the label of the most frequently occurring class. However, the results obtained with C4.5 using the default value for the certainty factor show that tree size grows linearly with the size of the training set. In other words, when given a larger training set the tree becomes larger, even when accuracy cannot increase. Figure 1b . The curve for the default certainty factor value mimics the results presented by Oates and Jensen [4] . However, the family of curves clearly shows that the behavior depends on the value of the certainty factor. If the certainty factor is set as low as 0.01, then the average tree size varies between one (a "stump") and four over all training set sizes. That is, the tree size is minimal and constant, just as desired.
Structured Data
The structure-less data set is of course an extreme example. Performance over a number of real datasets may give a more useful view of practical performance. Therefore, experiments were also performed using the thirty-two data sets described in Table 1 . Most of these data sets come from the UCI Machine Learning repository [6] . One, the "Jones Protein Prediction" dataset, comes from the problem of predicting the secondary structure of proteins at each amino acid position.
This particular dataset was used in constructing the classifier that won the Fourth Critical Assessment of Techniques for Protein Structure Prediction contest ("CASP-4") [7] .
A ten-fold cross-validation experiment was done with C4.5 for each of the thirty-two data sets in Table  1 . Each data set was divided into ten randomly selected one-tenths, and ten times C4.5 was trained on 90% of the data and tested on the other 10% of the data. The results recorded for each tree are the size of the tree, measured in number of nodes [9] In all of the thirty-two data sets tested, the certainty factor can be set smaller than the default value, and so the size of the tree decreased, without a statistically significant increase in the error rate. Figure 2 shows a histogram of the smallest reasonable value of the certainty factor for the thirty-two data sets. Here, "smallest reasonable value" refers to the smallest value, less than the default of twenty-five, for which the error rate on the test set is not statistically significantly increased. In twenty-three of the thirty-two datasets, there was no statistically significant change in the error rate even with the certainty factor reduced to 0.01.
For each CF value, the null hypothesis that the error level of the tree at the given CF is less than or equal to the error level of the tree at the default level (25) is tested. A one-sided paired t-test is used to compare the variations across the tenfold cross validation with the significance level set as 0.05
Rather than looking at certainty factor relative to the default value, we can also ask what value for the certainty factor would produce the lowest error on the test set. The histogram for this result appears in Figure  3 . There are actually seven of the thirty-two datasets in Table 1 for which the certainty factor that results in the lowest error is greater than the default value, with the highest such setting being seventy. However, there are also eight datasets at which the best value of the certainty factor is 0.01 or lower. It should not be surprising that the accuracy of a decision tree technique is dependent on a parameter that controls the pruning strength. But it may be somewhat surprising that the ideal value of the parameter can vary so widely across different datasets, and that such a low certainty value can be appropriate so frequently. Next, we focus on the tree size, rather than tree accuracy. As the certainty factor varies from 25 to 0.01 across all thirty-two datasets, tree size decreases an average of 56.7% while error rate increases an average of 0.7%. The maximum decrease in size is 99.1%, which occurs for the German dataset, and the minimum decrease in tree size is zero, which occurred for the Glass and Mushroom datasets. The maximum decrease in error rate is 6.3%, which occurred for the Jones Protein Prediction Dataset, and the maximum increase in error rate was 10.35%, which occurs for the Tic Tac Toe dataset. The error increase is significant in only nine of the thirty-two datasets.
For each data set with CF= 0.01, the null hypothesis that the error level of the tree is less than or equal to the error level of the tree at the default level (25) is tested. A one-sided paired t-test is used to compare the variations across the tenfold cross validation with the significance level set as 0.05
For datasets that represent "simple enough" pattern recognition problems, using a smaller certainty factor value does in fact cause tree size to become essentially constant as the training set size grows. Two examples of this are shown in Figure 4 . A "simple enough" problem is one for which the classifier can achieve the greatest test accuracy possible using less than all of the available training data. 
Summary and Discussion
Error-based pruning is a simple method of pruning decision trees. It uses the training set error at a node and does not require a validation set. The degree of pruning is controlled by the certainty factor parameter. One objection to error-based pruning is that it has the general effect of under-pruning [1]. A related but more specific objection is that, for large datasets, error-based pruning results in trees that continue to increase in size as the amount of training data increases, even when the resulting trees give no increased accuracy [4] .
Our results show that these objections are valid only if one restricts attention to the default value for the certainty factor. When the certainty factor value is appropriately tuned for the data set, error-based pruning can give trees that are essentially constant in size regardless of the amount of training data. This generally requires values of the certainty factor much smaller than the default value in C4.5.
One could object to having to tune a parameter value for effective pruning, on the basis that, other things being equal, a parameter-free method is better. However, essentially all pruning methods are controlled by a parameter of some sort. For example, any method that requires a split of the available labeled data into a training set and a validation set effectively requires a parameter that is the split ratio and is vulnerable to an unfortunate group of examples in the validation set even with a good choice of split ratio. Thus an argument for one pruning method being better than another would have to be based on relative ease of tuning.
We have not addressed how to choose the CF. One possibility is to use a validation set. A learned tree can be pruned, successively, to different levels and tested with the most accurate tree retained. For large labeled data sets, there is no major drawback in using a validation set. For small data sets the current default CF appears adequate.
Error-based pruning has perhaps been too readily dismissed. For small datasets, it has the advantage that it does not require a split into train and validation data. For large datasets, as we have shown, it is able to produce trees that are essentially constant in size in the face of increasingly larger training sets. There is not yet a clear demonstration of a true problem with errorbased pruning that is successfully addressed by some more sophisticated pruning technique. 
