In 1880, P. G. Tait showed that the four colour theorem is equivalent to the assertion that every 3-regular planar graph without cut-edges is 3-edge-colourable, and in 1891, J. Petersen proved that every 3-regular graph with at most two cut-edges has a 1-factor. In this paper, we introduce the notion of collapsing all edges of a 1-factor of a 3-regular planar graph, thereby obtaining what we call a vertex-oriented 4-regular planar graph. We also introduce the notion of o-colouring a vertex-oriented 4-regular planar graph, and we prove that the four colour theorem is equivalent to the assertion that every vertex-oriented 4-regular planar graph without nontransversally oriented cut-vertex (VOGWOC in short) is 3-o-colourable. This work proposes an alternative avenue of investigation in the search to find a more conceptual proof of the four colour theorem, and we are able to prove that every VOGWOC is o-colourable (although we have not yet been able to prove 3-o-colourability).
Introduction
In 1880, P. G. Tait [4] showed that the four colour theorem is equivalent to the assertion that every 3-regular planar graph without cut-edges is 3-edgecolourable (and that the latter is true if and only if every 3-regular 3-edgeconnected planar graph is 3-edge-colourable). As is well known, Tait actually felt that he had proven the four colour theorem since he had assumed that every 3-regular 3-edge-connected planar graph was hamiltonian (it being easily seen that hamiltonian 3-regular graphs are 3-edge-colourable), and it was not until 1946 that W. Tutte showed in [5] that this is not the case.
In this paper, we introduce the notion of a vertex-oriented 4-regular planar graph, and use it to transform Tait's theorem into another equivalent formulation of the four colour theorem. This came about as a result of our wish to provide a more conceptual proof of the four colour theorem, and was motivated by our work with 4-regular graphs in the study of knot theory. In the third section of this paper, we establish that every vertex-oriented 4-regular planar graph without nontransversally oriented cut-vertex (VOGWOC) is o-colourable (although we are not able to prove 3-o-colourability). It does follow from this result that every vertex-oriented 4-regular planar graph is an edge-disjoint union of o-cycles (this is of course obvious from the four colour theorem, but we were unable to prove directly that a given VOGWOC even had a single o-cycle). We conclude that section with some remarks on how the proof of the o-colourability result might be improved upon to give 3-o-colourability. We conclude the paper with a study of the vertex-orientations of a regular projection of the Borromean rings (that is, the basic polyhedral graph 6 * ).
An equivalent formulation of the four colour theorem
A vertex v with no incident loop in a 4-regular planar graph G shall be said to be oriented if the four edges incident to v have been partitioned into two cells (called the edge cells at v) of two edges each so that the two edges in each cell are consecutive in the embedding order at v. If there is exactly one loop e incident to v, then if we denote the other two incident edges by f and g, the set of two subsets { e, f }, { e, g } is said to be the transverse orientation of v (and we shall refer to the sets { e, f } and { e, g } as the edge cells at v, even though they are not disjoint), while the set of two subsets { f, g }, { e } is the nontransverse orientation of v. Finally, if there are two loops e 1 , e 2 incident to v, then we only define one orientation at v; namely { { e 1 , e 2 } }, and shall refer to this as the transverse orientation of v (if G is connected with two or more vertices, this situation will never arise). A vertex that has an incident loop shall be called a loop-anchor in G.
For example, if v has incident edges e, f , g, h, (or a loop e and incident edges f and g), labelled in a clockwise order, then one orientation of v would be the partition { { e, f }, { g, h } }, while the other orientation would be { { f, g }, { e, h } } (in the case of the loop, the transverse orientation of v would be { { e, f }, { e, g } }, while the nontraverse orientation of v would be { { f, g }, { e } }). In a plane embedding of G, we shall indicate these by a double headed arrow passing through v in such a way that for each cell, the arrow separates the two edges in the cell. A mapping σ such that for each vertex v of G, σ(v) is an orientation of v, shall be called a vertex-orientation of G, and we say that G has been vertexoriented by σ, or that (G, σ) is a vertex-oriented graph. Suppose that (G, σ) is a vertex-oriented 4-regular planar graph. We say that an edge colour assignment ε is an o-colouring of (G, σ) if for each v ∈ G, exactly two colours appear on the four edges incident to v, and in each cell of σ(v), both colours appear. The colour assignment ε is then called an o-colouring of the vertex-oriented graph (G, σ). If at most k colours have been used, then we say that (G, σ) has been ko-coloured. The least k such that there is a k-o-colouring of (G, σ) shall be called the o-chromatic index of (G, σ) and denoted by χ o (G). Note that χ o (G) ≥ 2 for every vertex oriented 4-regular planar graph (G, σ).
If a vertex-oriented 4-regular planar graph has been o-coloured, then the set of all edges of a given colour form one or more (vertex and edge) disjoint cycles in the graph. In particular, if a vertex-oriented 4-regular planar graph has an o-colouring, then every cut-vertex of the graph must be oriented transversely.
Theorem 2.1 The 4-colour theorem is equivalent to the assertion that every vertex-orientation of any 4-regular planar graph with no cut-vertex can be 3-ocoloured.
Proof. By Tait's result, it suffices to prove that the assertion that every 3-regular planar graph with no cut-edge can be 3-edge-coloured is equivalent to the assertion that every vertex-orientation of any 4-regular planar graph with no cut-vertex can be 3-o-coloured.
Suppose that every 3-regular planar graph with no cut-edge can be 3-edgecoloured, and let G be a 4-regular planar graph with no cut-vertex. Further suppose that α is a vertex-orientation of G. At each vertex v with orientation { { e, f }, { g, h } }, replace v by a new edge with endpoints x and y, with e, f incident to x and g, h incident to y. The result is a 3-regular planar graph H. If H has a cut-edge, t say, then either t is an edge in G, in which case each endpoint of t is a cut-vertex of G, or else t was one of the newly created edges, replacing vertex v say, in which case v is a cut-vertex of G. Since G was without cut-vertices, neither of these situations is possible. Thus H has no cut-edge, and so by hypothesis, H can be 3-edge-coloured. Suppose that H has been 3-edgecoloured. Contract all edges of H that were not edges of G, thereby obtaining G, but now each edge of G has been assigned one of three colours. Moreover, at each vertex v with orientation { { e, f }, { g, h } }, the two colours that appear on e and f are the same as the two colours that appear on g and h. The result is therefore a 3 o-colouring of (G, α).
Conversely, suppose that every vertex-orientation of any 4-regular planar graph with no cut-vertex can be 3-o-coloured. We prove that every 3-regular planar graph with no cut-edge can be 3-edge-coloured by induction on the number of vertices. To begin with, we observe that a 3-regular graph without cutedge is also without loops. Thus the base case consists of the 3-regular planar graphs without cut-edge on two vertices, of which there is only one and it can be 3-edge-coloured. Suppose now that n > 2 is an integer such that any 3-regular planar graph without cut-edge and fewer than n vertices can be 3-o-coloured, and let G be a 3-regular planar graph without cut-edge on n vertices. As observed above, G can't have any loops. By our inductive hypothesis, we may assume that G is connected. Furthermore, suppose that G contains a digon. Then we may replace the digon (two vertices and the four edges incident to one or the other of the two vertices) by a single edge, resulting in a 3-regular planar graph without cut-edge on n−2 vertices, which by our induction hypothesis is 3-edge-colourable. But then G is 3-edge-colourable. Thus we may further assume that G is without digons. Petersen established in [3] that every 3-regular graph with at most two cut-edges has a 1-factor, so let F be a 1-factor of G. Contract each edge f ∈ F , putting the two edges incident to an endpoint of f into a cell. The result is an orientation of the vertex formed by contracting f , and so we have formed a 4-regular planar graph G ′ and given it a vertex-orientation. Suppose that G ′ has a cut-vertex v, say. By the handshake lemma, G ′ − v must consist of two components, and for each component, there are exactly two edges incident to v with endpoints in the component. Furthermore, since G ′ is planar, the two edges incident to v with endpoints in the same component of G ′ − v must be consecutive in the embedding order at v. Let f ∈ F denote the edge of G that was contracted to form v, and let x and y denote the endpoints of f . Furthermore, let e 1 and e 2 , respectively f 1 and f 2 , denote the edges different from f that are incident to x, respectively y. As well, let x 1 and x 2 denote the non-x endpoints of e 1 and e 2 , respectively, and let y 1 and y 2 denote the non-y endpoints of f 1 and f 2 , respectively. As G is without digons, it follows that x 1 = x 2 and y 1 = y 2 . Since f is not a cut-edge of G, there is a path in G from x to y that does not use f , and so there is a path in G ′ from either x 1 or x 2 to either y 1 or y 2 that does not use any of e 1 , e 2 , f 1 , or f 2 . We may suppose without loss of generality that the vertices have been labelled so that there is a path in G ′ from x 1 to y 1 that does not use any of e 1 , e 2 , f 1 , or f 2 , so that x 1 and y 1 belong to the same component of G ′ − v, and thus x 2 and y 2 belong to the other component of G ′ − v. It follows that there exist simple closed curves S 1 and S 2 (see Figure 2) such that of the edges of G, S 1 meets only e 1 and f 1 and contains vertices x 1 and y 1 in its interior, while S 2 meets only e 2 and f 2 and contains vertices x 2 and y 2 in its interior. Let G 1 and G 2 denote the subgraphs of G that are induced by the vertices of G that lie in the interior of S 1 and S 2 , respectively, with an additional edge to join x 1 to y 1 in G 1 , and an additional edge to join x 2 to y 2 in G 2 . Then G 1 and G 2 are 3-regular planar graphs with no cut-edge and fewer than n vertices, so by the induction hypothesis, we may 3-edge-colour each of G 1 and G 2 . By permuting the colours if necessary, we may arrange to have the new edge in G 1 coloured differently from the new edge in G 2 , which then allows us to extend the colouring to obtain a 3-edge-colouring of G. We may therefore assume that G ′ has no cut-vertex; that is, G ′ is a vertexoriented 4-regular planar graph without cut-vertex, with vertex-orientation α say, and by assumption, every such graph may be 3-o-coloured. Suppose then that (G ′ , α) has been 3-o-coloured. Give each edge of G the colour it has in G ′ , so that the only edges of G that have not been coloured are those of F . Let f ∈ F , and let x and y denote the endpoints of f . Then the two edges incident to x in G ′ will be coloured with two different colours, say c 1 and c 2 , and the two edges incident to y will be coloured with the same two colours, one with c 1 and the other with c 2 . Thus f can be coloured with the third colour. The result is a 3-edge-colouring of G. This completes the proof of the inductive step, and so the result follows by induction.
O-colourings and o-cycles
A walk v 0 , e 1 , v 1 , . . . , e n , v n of length n ≥ 2 in a vertex-oriented 4-regular planar graph (G, σ) shall be called an o-walk if for each i = 1, 2, . . . , n − 1, e i and e i+1 belong to different cells of σ(v i ). An o-trail (respectively o-circuit, o-cycle) is an o-walk that is a trail (respectively circuit, cycle). If (G, σ) has been o-coloured, then for each assigned colour, the set of edges of G that have been assigned that colour forms a set of o-cycles with the property that no two have a vertex in common. Thus an o-colouring of (G, σ) provides a decomposition of the edge set of G into o-cycles, each of which has only edges of one colour and such that any two cycles of the same colour have no vertex in common.
Let G 1 and G 2 be (disjoint) graphs. Choose edges e in G 1 and f in G 2 and remove them. Then join one end point of e to one endpoint of f , and join the other endpoint of e to the other endpoint of f . Denote the result by G 1 # e,f G 2 , or simply G 1 #G 2 when the edges e and f are understood (there are two ways to carry out this construction, but for convenience, we shall refer to both graphs -in general, nonisomorphic -by the same notation). Note that if G 1 and G 2 are 4-regular graphs, then G 1 #G 2 is also 4-regular, and if both G 1 and G 2 are planar, then G 1 #G 2 is planar. Conversely, suppose that G is a 4-regular graph. By the handshake lemma, it is not possible for G to have a cut-edge. However, G might have a cut-set of size 2. Suppose that { e, f } is in fact a cut-set for G. Then again by the handshake lemma, G − { e, f } must have exactly two connected components. Let G 1 denote the graph obtained from one of these two components by creating an edge joining the endpoints of e and f that belong to the component (so the new edge is a loop if these two endpoints are equal). Let G 2 denote the graph obtained by applying the same procedure to the second component. Then G = G 1 #G 2 (that is to say, one of the two ways to carry out the construction yields G). Moreover, if G is planar, then so are G 1 and G 2 . Finally, observe that there is a natural way to obtain vertex-orientations σ 1 of G 1 and σ 2 of G 2 from a vertex-orientation σ of G, and vice-versa, and we shall say that σ is compatible with σ 1 and σ 2 and vice-versa.
Lemma 3.1 Let G, G 1 , and G 2 be 4-regular planar graphs such that G = G 1 #G 2 . Suppose further that G is vertex-oriented by σ, and give G 1 and G 2 the induced vertex-orientations σ 1 and σ 2 , respectively. For every positive integer
Proof. Suppose that G 1 and G 2 have been k-o-coloured. If the new edges in G 1 and G 2 have been coloured differently, then we may permute the colours in the colouring of G 2 to arrange that the two new edges have been coloured the same, say with colour c 1 . Then assign e and f colour c 1 to obtain a k-o-colouring of (G, σ). Now suppose that G is a 4-regular graph with a cut-vertex v. As we have seen in the proof of Theorem 2.1, G − v must consist of two components, and for each component, there are exactly two edges incident to v with endpoints in the component. Furthermore, since G is planar, the two edges incident to v with endpoints in the same component of G − v must be consecutive in the embedding order at v. Thus in any plane embedding of G, there exists a simple closed curve S 1 that meets exactly two edges incident to v and no other edges of G and contains one of the components of G − v in its interior, and a simple closed curve S 2 that meets the other two edges incident to v and no other edges of G and contains the other component of G − v in its interior. Let G 1 be the graph formed from one of the components of G−v by creating a new edge whose endpoints are those of the two edges incident to v that meet the component in question, and let G 2 be the graph constructed by the same process but applied to the other component of G − v. We shall use the notation G = G 1 # v G 2 to denote this situation. Moreover, there is a natural way to associate two different vertex-orientations of G corresponding to a vertex-orientation of each of G 1 and G 2 , depending on the orientation assigned to v. We shall let G 1 # v↑ G 2 indicate the choice of orientation at v whose cells are the pairs of edges incident to G 1 , respectively G 2 , and we shall call this the nontransverse orientation at v. The other orientation, called the transverse orientation at v, shall be denoted by
If G is a vertex-oriented 4-regular planar graph, then for any vertex v that is not a loop-anchor, form a new 4-regular planar graph by removing v and identifying each edge e in an edge cell at v with the unique edge in the other edge cell at v that is adjacent to e in the embedding order at v (see Figure  3 ). If v is a loop-anchor, oriented transversely or non-transversely, smoothing v is achieved by removing the loop and v and identifying the other two edges incident to v. The resulting graph G ′ is vertex-oriented, and shall be said to have been obtained from G by smoothing v.
• v (a) (b)
Lemma 3.2 Let (G, σ) be a vertex-oriented 4-regular planar graph with a cutvertex v transversely oriented, so that G = G 1 # v → G 2 for some vertex-oriented 4-regular planar graphs (G 1 , σ 1 ) and (G 2 , σ 2 ) such that σ 1 and σ 2 are consistent with σ.
Proof. Embed G in the plane as shown in Figure 4 (a), where each of the closed curves S 1 and S 2 contain at least one vertex in their respective interiors, and then smooth v, obtaining 4-regular planar graphs G 1 and G 2 as shown in Figure 4 (b). By assumption, we may o-colour each of G 1 and G 2 with k ≥ 2 colours. Suppose that colour c 1 appears on e, and choose a second colour c 2 . By permuting the colours in G 2 if necessary, we can arrange to have f coloured with c 2 . Then colour every edge of G that is an edge in either G 1 or G 2 with the colour it has in the respective graphs, and colour the edges incident to v as shown in Figure 5 . The result is a k-o-colouring for (G, σ). 
is a vertex-oriented 4-regular planar graph of the form as shown in Figure 6 (a), (where it is not intended that the endpoints of the edges entering S 1 , repectively S 2 , need be distinct), and each of S 1 and S 2 contain at least one vertex in their interior, and each of the compatibly vertex-oriented 4-regular planar graphs (G 1 , σ 1 ) and
Proof. By hypothesis, both (G 1 , σ 1 ) and (G 2 , σ 2 ) can be k-o-coloured. Label the (necessarily distinct) colours on the top and bottom edges incident to the copy of v in G 1 as c 1 and c 2 , and label the colours on the other two edges •
incident to that vertex with x and y, so that { x, y } = { c 1 , c 2 }. By permutating the colours in G 2 if necessary, we can ensure that the k-o-colouring of (G 2 , σ 2 ) is as shown in Figure 7 , where { r, s } = { c 1 , c 2 }. Now assign to each edge of G that is also an edge of either G 1 or G 2 the colour it has been assigned in the k-o-colouring of the respective graphs, and complete the colouring of the edges incident to v as shown in Figure 8 . The result is a k-o-colouring of G.
Before continuing on to the main theorem, we introduce one final bit of terminology. We say that an edge-colouring of a 4-regular planar graph G is alternating at v if exactly two colours appear on the edges incident to v, and they appear in alternating order as we examine the edges in the embedding order. If an edge-colouring of G is alternating at v, then it is compatible with either of the two possible vertex-orientations at v. Proof. The proof is by induction on the number of vertices. There is only one such graph on a single vertex, and two such graphs on two vertices. O-colourings for each are shown in Figure 9 . Note that in Figure 9 (b), we have given an edge-colouring that is alternating at each vertex, and is therefore an o-colouring for any vertex-orientation of the graph.
•
Suppose now that n > 2 is an integer such that every vertex-oriented 4-regular planar graph on fewer than n vertices for which any cut-vertex or loopanchor is oriented transversely can be o-coloured, and let (G, σ) be a vertexoriented 4-regular planar graph on n vertices in which any cut-vertex or loopanchor has been oriented transversely. By Lemma 3.1, we may suppose that G is 3-edge-connected.
Suppose first of all that G does have a cut-vertex v, so that G is as shown in Figure 4 (a) . If either of G 1 or G 2 as shown in Figure 4 (b) contains a cut-vertex that is oriented nontransversely, then that vertex is a cut-vertex of G oriented nontransversely, which is not possible. If either of G 1 or G 2 contains a loopanchor w that is oriented nontransversely, then in G, w is either a cut-vertex or a loop-anchor that is oriented nontransversely, neither of which is possible. Thus by our inductive hypothesis, each of G 1 and G 2 , with the vertex-orientations induced by σ, can be o-coloured, and then by Lemma 3.2, G can be o-coloured. If G contains a loop-anchor v, then v is oriented transversely, in which case we can o-colour the vertex-oriented graph that is obtained from (G, σ) by smoothing v, and consequently we can o-colour (G, σ). Thus we may assume that G has no loops or cut-vertices. Case 1: G contains a vertex v such that (G, σ) is of the form shown in Figure  6 (a). Smooth v to form the vertex-oriented graphs (G 1 , σ 1 ) and (G 2 , σ 2 ) as shown in Figure 6 (b) . Neither can contain a cut-vertex or a loop-anchor, so by our induction hypothesis, each can be o-coloured. Then by Lemma 3.3, G can be o-coloured.
We may therefore suppose that Case 1 does not occur. Case 2: G contains a vertex v such that (G, σ) is of the form shown in Figure  10 
(1) the colour it received in the o-colouring of (G (1) , σ 1 ), and colour the edges incident to v as shown in Figure 11 . The result is an o-colouring of (G, σ) , where the vertex-orientation is that induced by σ 1 , and give it the o-colouring obtained from that of (G (1) , σ 1 ) as shown in the figure. Choose a third colour c = c 2 , c 3 (so c is a new colour if the o-colouring of (G (1) , σ 1 ) used only two colours), and in this o-colouring of (G (2) , σ 2 ), swap c and c 2 , so that now (G (2) , σ 2 ) is o-coloured as shown in Figure 12 ( Then we may permute the colours of the edges that appear in the interior of S 2 other than those that belong to O in such a way that f is not coloured with colour c 1 (if the edges of S 2 had been coloured with only two colours, then a third colour would need to be introduced). This would then place us in the context of Case 2 (i), and so (G, σ) is o-colourable.
Suppose now that e and f belong to the same o-cycle, which is then the o-cycle O that contains u and d. Since at least one vertex of G is contained in the interior of S 2 , S 2 must contain at least one o-cycle in addition to O, so let C be an o-cycle contained in the interior of S 2 . Since G contains no loop-anchors, C must pass through at least two vertices. Remove the edges of C from G. Now each vertex of C has two incident edges, and both have the same colour, so we may remove the vertex and identify the two edges, giving this new edge the common colour of the two that have been identified. Denote the resulting vertex-oriented graph by (G (3) , σ 3 ), and note that the o-colouring of (G (1) , σ 1 ) provides an o-colouring of (G (3) , σ 3 ). As a result, any cut-vertex of G (3) must be oriented transversely by σ 3 . It follows therefore that if we modify G (3) by reintroducing v, calling the vertex-oriented result (G ′′ , σ ′′ ), then the only vertex of G ′′ that could possibly be a cut-vertex oriented nontransversely is v. Suppose that in fact, v is a nontransversely oriented cut-vertex of (G ′′ , σ ′′ ). Then there exist simple closed curves U 1 and U 2 , as shown in Figure 14 , such that one of the two components of G ′′ − v is contained within U 1 and the other component is contained within U 2 . Since S 1 does contain vertices of G, we have a contradiction to the fact that G is 3-edge-connected. Thus in G ′′ , v is oriented transversely by σ ′′ . As C contained at least two vertices, the number of vertices in G ′ is at least two fewer than the number of vertices in G and thus G ′′ contains fewer vertices than G. We may therefore apply the induction hypothesis to (G ′′ , σ ′′ ) to obtain an o-colouring of (G ′′ , σ ′′ ). Finally, reintroduce the vertices and edges of the o-cycle C, colouring the edges of C with a new colour if necessary. The result is an o-colouring of (G, σ). Case 3: no vertex in (G, σ) is of the type in either Case 1 or Case 2. In particular, G must be simple (it was loopfree, and since we are not in Case 1 or Case 2, there are no multiple edges). Furthermore without creating either a cut-vertex or a loop-anchor oriented nontransversely (since G was loopfree, such a vertex would establish that (G, σ) belonged in Case 1 or Case 2). Choose any vertex v and smooth it, thereby obtaining a 4-regular planar vertex-oriented graph (G ′ , σ ′ ) on n − 1 vertices with no cutvertices or loop-anchors, so by hypothesis, there is an o-colouring for this graph. Consider a particular o-colouring of this graph. If the two edges that resulted from the smoothing of v belong to different o-cycles, then the o-colouring lifts to an o-colouring of (G, σ) (they may be coloured the same, but since they are different o-cycles, we may then change the colour of one, possibly requiring a new colour). Thus we may assume that the two edges that resulted from the smoothing belong to the same o-cycle, which we shall denote by C 0 . Every other o-cycle of this o-colouring of (G ′ , σ ′ ) is an o-cycle of (G, σ), while the edges of C 0 other than the two edges of the smoothing, together with the four edges incident to v, form two cycles in G, C 1 and C ′ 1 say, that meet only at v, and which meet the o-cycle requirement at every vertex except v. If the removal of any one of the o-cycles other than C 0 from G results in a graph with no cut-vertex or loop-anchor oriented nontransversely, then we could o-colour the result and reinsert the o-cycle, giving it a new colour if necessary, thereby obtaining an o-colouring of (G, σ). Suppose then that the removal of any of these o-cycles other than C 0 from G results in a cut-vertex or loop-anchor oriented nontransversely. Since the removal of the same o-cycle from G ′ does not result in such a vertex (since (G ′ , σ ′ ) was o-coloured), we see that the vertex that has become a nontransversely oriented cut-vertex or loop-anchor is v. Consider the abstract graph whose vertices are the cycles C 1 , C ′ 1 , and the o-cycles of the ocolouring of (G ′ , σ ′ ) other than C 0 . Two vertices of this graph are to be joined by an edge if they have a vertex of G in common. This graph is connected with the property that every vertex other than C 1 and C ′ 1 lies on every path in this graph from C 1 to C ′ 1 . Thus this graph is a chain with endpoints C 1 and C ′ 1 . Note that there is at least one o-cycle in this chain. Begin at C 1 and follow this chain, labelling each vertex on the chain (o-cycle, or at the end, C ′ 1 ) as C i , i = 1, 2, . . . , m + 1, where C m+1 = C ′ 1 . Then for any plane embedding of G, there exist simple closed curves S 1 , S 2 , . . . , S m such that for each i = 1, 2, . . . , m, all vertices in common to C i and C i+1 lie within S i and no other vertices of G lie within S i , and any edge joining two vertices of G that lie within S i also lies within S i . Now, every vertex of G other than v lies within one and only one S i , and for each i = 1, 2, . . . , m, we shall let G i denote the subgraph of G that is induced by the vertices lying within S i . Additionally, let G 0 = G m+1 denote the null graph whose only vertex is v. Note that any edge not contained within any of these simple closed curves must join a vertex in G i to a vertex in G i+1 for some i.
We shall demonstrate that there is at least one vertex v such that, when smoothed, m = 2; that is, there are two subgraphs G 1 and G 2 , and three cycles C 1 , C 2 , and C 3 , to use the notation introduced above. To do this, we shall examine the 3-faces in G, of which there must be at least eight.
Suppose first that G has at least one 3-face with orientation as shown in Figure 15 (a). Choose any vertex v not belonging to the 3-face boundary and smooth it. By hypothesis, the resulting graph can be o-coloured. Since no two edges of the 3-face can be coloured the same, it follows that no two of the edges of the 3-face belong to the same o-cycle. As observed above, this means that for some i, the o-cycles C i−1 , C i , and C i+1 each have an edge on the 3-face. But this means that C i−1 and C i+1 have a vertex in common, which is not possible. Thus no 3-face of G can be as in Figure 15 (a).
• Figure 15 :
Suppose now that G has a 3-face as in Figure 15 (b). Choose vertex v as shown in (b) and smooth it. By hypothesis, the resulting graph may be ocoloured. The Case 3 restrictions mandate that the two new edges that resulted from smoothing v are necessarily on the same o-cycle C i , as shown in Figure 16 (a), where C i = C j . But then we may exchange the colours on the two arcs as shown in Figure 16 (b) , thereby obtaining an o-colouring of the graph in which the two new arcs that resulted from smoothing v have different colours, which is not possible. Thus no 3-face of G can be as in Figure 15 (b) , which means that every 3-face of G is of the form shown in Figure 15 (c) or (d) .
Choose a 3-face as shown in Figure 17 , with either orientation at w (it is in fact possible to prove that there can be no 3-face of the type shown in Figure  15 (d), but this is not necessary for our argument), and smooth v. Then u is in G 1 , and w is in G m . As u and w are adjacent, it follows that m = 2, as desired. We have o-cycle C 1 contained entirely within G 1 , except for the two edges incident to v, one of which is e = vu, o-cycle C 3 contained entirely within
Figure 16:
G 2 except for the two edges incident to v, one of which is vw, and o-cycle C 2 , which has edges incident to vertices of G 1 and to vertices of G 2 .
• Let O denote the set of all triples (P 1 , P 2 , P 3 ), where P 1 is a subpath of C 1 with initial vertex v and initial edge e, P 2 is a subpath of C 2 , and P 3 is a subpath of C 3 such that the terminal vertex of P 1 is the initial vertex of P 2 , the terminal vertex of P 2 is the initial vertex of P 3 , and P 1 + P 2 + P 3 is an o-cycle. We show first that O is not empty. Let R 1 be the o-path of length 1 with initial vertex v, initial edge e, and terminal vertex u. Let R 2 denote the o-path of length 1 with initial vertex u and initial edge uw, so R 2 has terminal vertex w. Note that R 2 is a subpath of C 2 and that R 1 + R 2 is defined and is an o-path. Finally, let R 3 denote the o-path with initial vertex w and which follows C 3 in the direction which will make R 2 + R 3 an o-path (this is uniquely determined), terminating at v. Thus R 1 + R 2 + R 3 is defined and is an o-cycle,
For o-paths P and Q, we shall say that P ≤ Q if P is a subpath of Q. This defines a partial order relation on the set of all o-paths in G. Now consider the lexical order relation on O that is defined by this partial order relation on o-paths; that is, for (P 1 , P 2 , P 3 ), (Q 1 , Q 2 , Q 3 ) ∈ O , we have (P 1 , P 2 , P 3 ) < (Q 1 , Q 2 , Q 3 ) if P 1 < Q 1 , or else P 1 = Q 1 and P 2 < Q 2 (we note that if P 1 = Q 1 and P 2 = Q 3 , then necessarily P 3 = Q 3 ). We claim that this is a total order relation on O . For let (P 1 , P 2 , P 3 ), (Q 1 , Q 2 , Q 3 ) ∈ O , and suppose without loss of generality that P 1 ≤ Q 1 . If P 1 < Q 1 , then (P 1 , P 2 , P 3 ) < (Q 1 , Q 2 , Q 3 ), so suppose that P 1 = Q 1 . Then both P 2 and Q 2 have the same initial vertex, and travel along C 2 in the same direction. Thus we have exactly one of P 2 = Q 2 , P 2 < Q 2 , or Q 2 < P 2 . In every case, (P 1 , P 2 , P 3 ) and (Q 1 , Q 2 , Q 3 ) are comparable.
Thus O is a finite chain, in fact with minimum element O 1 defined above. Suppose that there are t elements in the chain. Label the remaining t − 1 as O 2 , . . . , O t , so that for any i and j with 1 ≤ i < j ≤ t, we have O i < O j . For each O i = (P 1 , P 2 , P 3 ), letÔ i denote the o-cycle P 1 + P 2 + P 3 .
If for some i, G − E(Ô i ) (where we shall think of the vertices of degree 2 as having been removed by an elementary subdivision operation) has no nontransversal cut-vertex, then by our induction hypothesis, G − E(Ô i ) may be o-coloured, in which case we may re-introduce the edges ofÔ i , and colour them with a colour that is different from that used at any vertex ofÔ i (this may require introducing a new colour). The result is an o-colouring of G. Suppose to the contrary that for every i, G − E(Ô i ) has at least one non-transversally oriented cut-vertex.
We shall say that (P 1 , P 2 , P 3 ) ∈ O satisfies Condition A if P 1 meets C 2 only at vertices of one of the two arcs of C 2 that are determined by u and the terminal vertex of P 1 , and C 1 − P 1 does not meet C 2 at any vertex of this arc. We note that O 1 trivially satisfies Condition A.
Suppose now that O i = (P 1 , P 2 , P 3 ) ∈ O satisfies Condition A, and that G − E(Ô i ) has a non-transversally oriented cut-vertex z belonging to G 1 . Let U 1 and U 2 denote the two components of G − E(Ô i ) − z . Then the C 1 arc and the C 2 arc determined by one orientation cell at z enter U 1 , while the C 1 arc and the C 2 arc determined by the other orientation cell at z enter U 2 . One of the C 2 arcs must meet the terminal vertex of P 1 , x say, and we shall suppose that U 1 and U 2 are labelled so that x is in U 1 . Thus the C 1 and C 2 arcs entering U 2 must meet v and the terminal vertex of P 2 , y say, respectively. As C 1 − P 1 meets C 2 at z, it follows by Condition A that P 1 can only meet C 2 at vertices on the arc of C 2 between u and x which does not contain z, and that C 1 − P 1 does not meet this arc of C 2 (see Figure 18 for a schematic diagram of this situation, with very few actual crossings depicted). denote the o-path obtained by extending P 1 (following C 1 ) to z, let P (1) 2 denote the o-path obtained by following C 2 from z into U 2 , stopping at the first encountered vertex, r say, on C 3 , and let P is an o-path from z to v. Moreover, P meets the o-path criteria at z since z was a non-transversely oriented cut-vertex and P
(1) 1 is coming out of U 1 while P (1) 2 is entering U 2 . Finally, P
(1) 2 lies on the arc of C 2 that did not meet P 1 , while the extension of P 1 (except for the edge to z) was contained within U 1 and P
(1) 2 is contained within U 2 , so P
(1) 1 does not meet P (1) 2 other than at z. Thus P
(1) 1
is an o-cycle with P
(1) 1 lying on C 1 , P
(1) 2 lying on C 2 , and P
(1) 3 lying on C 3 , so (P
3 ) ∈ O and P 1 < P
3 ) satisfies Condition A. Let I denote the arc of C 2 from u to z which passes through x. Now P 1 only meets C 2 at vertices on the arc of C 2 between u and x that does not contain z, which is a subpath of I, so P 1 only meets C 2 at vertices of I. As well, the extension of P 1 can only meet C 2 at vertices of U 1 or z, hence only at vertices of I. Thus P does not meet C 2 at vertices of I. As the vertices of C 1 − P
(1) 1 form a subset of the set of vertices of C 1 − P 1 , and C 1 − P 1 could only meet C 2 on the arc of C 2 from x to u that passes through z, it follows that C 1 − P
(1) 1 can only meet C 2 at vertices on the arc of C 2 from x to u that passes through z. However, C 1 − P
(1) 1 lies in U 2 and thus does not pass through any vertex of the arc of C 2 from x to z that lies in U 1 , so it follows that C 1 − P 3 ) satisfies Condition A. We have now established that for every O i ∈ O that satisfies Condition A and is such that G− E(Ô i ) has a non-transversely oriented cut-vertex belonging to G 1 , there is a larger element of O that also satisfies Condition A. Since O 1 satisfies Condition A and O is finite, it follows that there is a greatest element O i = (P 1 , P 2 , P 3 ) of O that can be produced by applying this construction to an element of O that satisfies Condition A. Thus for any O j ∈ O that satisfies Condition A and is greater than or equal to O i , G − E(Ô j ) does not have a non-transversely oriented cut-vertex in G 1 . Since O i was constructed by an application of the procedure described above, we know that the terminal vertex of P 2 , s say, is the only vertex on P 2 that lies on C 3 . We shall say that an element (Q 1 , Q 2 , Q 3 ) ∈ O satisfies Condition B if Q 1 = P 1 and Q 2 meets C 3 only at vertices of one of the arcs of C 3 determined by s and the terminal vertex of P 2 , while C 2 − P 2 does not meet C 3 at any vertex of this arc. In particular, (P 1 , P 2 , P 3 ) satisfies Condition B as well as Condition A. By assumption, every element O j of O is such that G − E(Ô j ) contains a non-transversely oriented cut-vertex, and thus in particular, G − E(Ô i ) has a non-transversely oriented cut-vertex, necessarily in G 2 . For any O j = (Q 1 , Q 2 , Q 3 ) ∈ O that satisfies Condition B (so Q 1 = P 1 and thus it must satisfy Condition A) for which O j ≥ O i and G−E(Ô j ) has a non-transversely oriented cut-vertex (necessarily in G 2 ), we may carry out a procedure completely analagous to that described above for C 1 and C 2 to obtain an element (Q 3 ) that satisfies condition B (and thus A), and which is greater than (Q 1 , Q 2 , Q 3 ). Again, since O is finite, there is a maximum such element of O , which we shall denote by M . Thus M satisfies both Condtions A and B, and G − E(M ) can not contain a non-transversely oriented cut-vertex in either G 1 or G 2 , which contradicts our assumption that every element O k of O was such that G − E(Ô k ) contains a non-transversely oriented cut-vertex.
This completes the proof of the inductive step, and so the result follows.
Of course, the goal is to obtain an alternative proof of the four colour theorem. This would be accomplished if we could sharpen our theorem above to say that every vertex-oriented 4-regular planar graph with all cut-vertices oriented transversely can be 3-o-coloured. There are three places in our proof of the inductive step where the number of colours used to colour (G, σ) may be increased over the number used to colour the smaller graph. Two of these situations involve the removal of a cycle, o-colouring the result, and finally reinserting the cycle, possibly needing an additional colour for it, while the other appears in a simplification step during the proof of Case 3, where after smoothing a vertex and o-colouring the resulting graph, if the two new edges that resulted from the smoothing were coloured the same but belonged to different o-cycles, then we observed that one of the o-cycles could have its colour changed, possibly requiring a new colour. It might in fact be possible to argue that the case itself never happens, in the sense that it may be impossible that each and every vertex of G can result in the scenario of Case 3. If that can be established, the remaining problem occurs in Case 2 (iii), and is potentially the more intractable one. We offer an example below of the situation that may occur. In Figure 19 (a), we have not shown the orientations of any vertex other than v, but it is intended that the graph in (b) (in which vertex v has been smoothed) has been o-coloured in such a way that the four simple smooth curves are ocycles. As in the proof of Case 2 (iii), we choose an o-cycle to remove, and our choice is the curve C shown dotted in (c). Now o-colour G − E(C). No matter what orientations had been assigned to the vertices of G (other than v, which is to be oriented as shown), C will meet o-cycles of G − E(C) of three different colours, and so the edges of C must be assigned a new colour. We conclude this section with a brief discussion of vertex-orientation for arbitrary 4-regular graphs. By an orientation of a vertex v, we mean a partition of the four incident edges into two cells of size 2 (where we treat each loop at v as two incident edges). Then define o-colouring of a vertex-oriented 4-regular graph just as was done for planar vertex-oriented 4-regular graphs. If a vertex-oriented 4-regular graph can be o-coloured, then its edge set can be decomposed into a collection of edge-disjoint cycles (each an o-cycle of the vertex-oriented graph).
Note that given a 3-regular graph and a 1-factor of the graph, we may obtain a vertex-oriented 4-regular graph by collapsing the edges of the 1-factor (with the orientation of each vertex determined by the 1-factor edge that gave rise to the vertex, just as was done in the proof of Theorem 2.1). In an initial examination of snarks, we observed that many snarks had the property that there was at least one 1-factor of the snark that gave rise to a non-o-colourable vertex-oriented 4-regular graph, and frequently, this was true for every 1-factor of the snark. This appears to be an interesting avenue of exploration.
Examples
In many of the early examples of vertex-oriented 4-regular planar graphs that we had examined, it was noticed that there was at least one 3-o-colouring in which there is one colour and exactly one o-cycle component of the subgraph induced by the edges of that colour, and that o-cycle meets all other o-cycles determined by the 3-o-colouring. Often, this o-cycle has maximum length over all o-cycles determined by the o-colouring. Our first example to demonstrate that it is possible to have an o-cycle of maximum length and which meets every o-cycle, yet the o-cycle does not participate in any o-colouring, is a vertex-orientation of a link projection of the Whitehead link. Example 4.1. We have assigned a vertex-orientation to the Whitehead link as shown below. In (a), we have shown a 2-o-colouring, where the dotted curve is an o-cycle of maximum length (four). In (b), for the same vertex-orientation, we show an o-cycle of maximum length (dotted) which is not an o-cycle for any o-colouring of the graph. Thus not every o-cycle of maximum length is necessarily an o-cycle for some o-colouring. 1,2,6,1 (g) 1,2,6,1 (g) 2,3,7,2 (b) Table 1 We have shown the first o-cycle of length 7, namely 1, 2, 3, 4, 5, 8, 6, 1, and the other one is obtained by reflecting this one across the axis of (vertex-orientation) symmetry through vertices 2 and 8. It is evident that this o-cycle can't participate in an o-colouring of the graph, as the cycle 7, 4, 8, 3, 7 would have to be an o-cycle, and it fails to meet the requirement at vertex 7. Example 4.3. We complete our discussion with a case study of the basic polyhedral graph 6 * , the 4-regular simple graph that is obtained as an alternating six crossing projection of the borromean rings. This graph has an automorphism group of size 48, and the natural action of the automorphism group on the set of vertex orientations of 6 * has seven orbits. We offer a representative of each orbit below, and for each, we present the complete collection of o-cycles, as well as every way of decomposing the edge set into edge-disjoint o-cycles (what we refer to as o-colourings). For each, we label the different o-colourings with indices based at 0, and then for each o-cycle, we indicate its length and, by listing the indices, the different o-colourings in which the o-cycle participates.
• 1
• 2
• 3
• 4
