Introduction
This paper addresses the application of the Linear Quadratic Gaussian optimal control with Loop Transfer Recovery (LQG/ LTR) technique to the design of a discrete-time track-following compensator for a compound disk drive actuator. Compound actuators have become a means of achieving increased servo actuator bandwidths in both magnetic and optical disk files. A compound actuator, comprised of a fine actuator mounted piggyback on a coarse actuator, positions the read/write transducers above a radial track and can therefore be characterized as a Multi-Input Multi-Output (MIMO) system. The LQG/ LTR technique was introduced by Kwakernaak (1969) and by Doyle and Stein (1979) , and has become a popular procedure for designing continuous-time LQG compensators for MIMO minimum-phase plants. For an introduction to the LQG/LTR method, the reader is referred to (Doyle and Stein, 1981; Stein and Athans, 1987; Athans, 1986) .
The original LQG/LTR was developed for continuous-time minimum-phase systems. State-of-the-art disk files use digital signal processors to implement the track following servo. The discrete-time model of the actuator may no longer be minimum-phase. Computational delay is also significant for the high-bandwidth servo systems used in disk files and thus prediction (a-priori) observers are generally used in the compensator design. An H 2 interpretation of the LQG/LTR method is presented in (Stein and Athans, 1987) and limitations for its application to nonminimum-phase plants are discussed. Discrete-time loop transfer recovery results have been presented by Shaked (1983) and by Maciejowski (1985) for the design of discrete-time systems using a-posterior observers (current estimators). The results in these papers provide conditions for full recovery (i.e., the loop transfer characteristics of the target loop are exactly recovered) under the restrictive assumptions that the system is minimal-phase and that the product of the system input and output matrices is invertible. Good results are conjectured for systems not satisfying these assumptions. Prediction observers ("a-priori estimators") reduce the effect of computational delays and Ishihara (1986) showed full recovery properties for LQG systems using a-priori observers. However, they require the same restrictive assumptions as in (Shaked, 1983) and (Maciejowski, 1985) . The target system had to be redefined, since the discrete-time counterpart of the continuous-time target sensitivity transfer matrix cannot be fully recovered in discrete-time systems using prediction ob-servers. Further, no strategy for shaping the target loop is given.
This paper presents the design of a discrete time LQG compensator with prediction observer using modified LQG/LTR methodologies. The target sensitivity transfer matrix used in these designs is the discrete-time counterpart of the continuoustime transfer matrix. Two loop recovery techniques were derived: The first technique, which will be referred to as the H 2 -LTR compensator design, achieves the H 2 minimization of the difference between the target and actual sensitivity transfer functions. The second technique will be referred to as the LQG/ LTR compensator design, since the-structure of the compensator synthesized by this technique is exactly the same as an LQG compensator. In the LQG/LTR approach, the difference between the target sensitivity transfer matrix and the true controller sensitivity transfer matrix is expressed as the product of two transfer functions, one a function of the state-feedback controller and the other a function of the state observer. Only the factor depending on the state-feedback gain is minimized in the H 2 sense by this technique. Although the H 2 -LTR compensator technique provides a stronger loop transfer recovery result than the LQG/LTR, its structure is more complex. Furthermore, as evidenced by the results presented in this paper and in (Yen and Horowitz, 1989) , the LQG/LTR design technique is more appealing from the implementation viewpoint. Thus, this paper will emphasize the LQG/LTR design. In this technique, the design is carried out by first calculating the state feedback gain using the automated recovery process, followed by the state observer synthesis. The sensitivity matrix of the control system is shaped with the Kalman filter compensator so that both performance and robustness requirements are met, without requiring full loop transfer recovery.
Following some of the ideas presented in (Stein and Athans, 1987) and (Athans, 1986) , it is shown that the target sensitivity transfer matrices of the feedback system are closely related to the transfer matrices between the stochastic noises and the apriori state estimation error of an "associated" Kalman filtering problem. This result is exploited by synthesizing a Kalman filter design for a system with fictitious input and output colored noise and subsequently using the Kalman filter as the state observer in the LQC compensator. The fictitious input and output noise is colored to influence the performance and robustness of the actual system in different frequency regions. The frequency shaping technique presented in this paper is in fact the discrete-time counterpart of the technique presented in (Gupta, 1980) . The design technique presented is exemplified by applying it to the design of a track-following controller for a compound disk file actuator. The task of positioning a transducer over a data track in a state-of-the-art disk storage system requires an actuator with high bandwidth and resolution. The transducers have to be positioned on the disk with microscopic accuracy. Radial data tracks are spaced 1-2 /um from center to center, and must be followed with an accuracy on the order of 0.1 ixm (Meyer, 1986 , Bell, 1983 . Even though the source of the disturbances and the runout may be different in magnetic and in optical disk drives, the requirements on the track-following servo are similar in nature. Optical disk drives have traditionally been forced to operate at high track densities, due to the small diameter of the laser beam which has to be used to record or read the data. In optical disk files the medium can be moved on and off the spindle, which results in eccentricities of the nominally circular data tracks. This, together with mastering inaccuracies of the Preformatted media, requires the servo system to follow tracks with runout on the order of 100 ixm. In most magnetic disk files the disks are fixed to the spindle, and the runout is therefore smaller, typically on the order of 10 /xm. The frequency of the runout in magnetic disk drive, however, is higher, where the spindle rotation rate is 3600 rpm, rather than 480 to 1800 rpm as in optical disk drives. As track densities increase, high frequency disturbances become significant and a higher bandwidth system is required for trackfollowing. Typical bandwidth requirements in the track-following servo for an optical disk drive are from 3 to 10 KHz. As track densities increase to several thousand tracks per inch in magnetic storage systems, similar bandwidths will be required (Kaneko, 1987) .
The requirement on the acceleration and range of the servomechanism dictates a physical size which limits the actuator bandwidth of a single stage actuator to the kiloherz range because of structural resonances. One method of increasing the actuator bandwidth is to mount a fine actuator on top of a coarse actuator. The coarse actuator is usually the conventional rotary or linear actuator found in magnetic disk drives. The fine actuator, a much smaller structure limited in range but capable of following high frequency commands, could be either a small linear voice coil actuator or a piezoelectric actuator. The positioning of the transducers involves several modes of operation in the servo system (Inada, 1983) . This paper addresses the feedback control for the non-repeatable track-following mode of an operation for an compound actuator structure. The track accessing problem, track-following of repeatable runout, and the problem of acquiring position information off the disk is not addressed here.
The compound actuator control model is described in section 2 and modeling uncertainties are quantified. Section 3 presents the performance and robustness requirements. The next two sections describe the control synthesis: Section 4 develops the LQG/LTR controller design methodology, while section 5 explains design guidelines for frequency shaping the loop transfer characteristics. The computer aided design of the compound actuator controller is illustrated in section 6. Conclusions are presented in section 7.
Compound Actuator Model
A compound disk file actuator ( Fig. 2.1 ) is comprised of a high bandwidth fine actuator mounted on top of a large actuator. The actuators are usually driven by voice-coil motors (Commander, 1980) . A high-gain current feedback minor loop minimizes the effect of the motor inductances in the operational bandwidth of the system. A simple model of the twostage actuator consists of two inertias which are actuated by ideal force inputs and which are coupled by a spring-damper system. Fig. 2 .2 shows a diagram of the model, where y x is the absolute tip position, y 2 is the relative actuator position, u x is the coarse actuator force input, u 2 is the fine actuator force input, M, is the coarse actuator mass, M 2 is the fine actuator mass, K is the actuator coupling spring constant and B is the actuator coupling damping coefficient. The ratio between M x and M 2 for a typical actuator is 30 to one, the coupling resonance frequency and damping ratio are approximately 100 Hz and 0.16, respectively. Typical parametric variations for the masses and coupling spring constant and damping coefficients are ± 5percent.
A state-space model for the system in Fig. 2 .2 is M,M 2 where the equivalent mass M e , is defined as -. M x +M 2 Both actuators have structural resonances modes. The first resonance modes of the coarse and fine actuators occur at frequencies higher than 5 KHz and 20 KHz, respectively. The effect of these resonance dynamics on the performance of the control system is studied on hand of the higher order-model of the actuator shown in Fig. 2 .3, which includes the first resonance mode of each actuator. The parameters in this lumped-parameter spring-mass system are selected to represent worst-case resonance frequencies and damping ratio. In the control strategies presented here no attempt is made to actively control high frequency resonance modes. However, the control system must be designed to be insensitive to parametric variations and must not excite high frequency resonance modes. The simplified control model in Fig. 2 .2 will be used in the design of the controller, but the model in Fig. 2 .3 will be used to evaluate the robustness of the control system.
Peformance and Robustness
In this section we describe performance and robustness measures of MIMO feedback systems which we use as criteria in the design of the controller for a compound actuator.
3.1 Performance Specification. Consider the mxm MIMO discrete time feedback system in Fig. 3 .1, where G p (z) is the nominal plant nth-order discrete-time transfer function matrix, G c (z) is controller discrete time transfer function matrix R(z), D(z), Y(z), U(z), and E(z) are the Z-transforms of the reference input, the disturbance input, the plant output, the manipulated input vector and tracking error signal, respectively. The closed-loop error dynamics of the nominal system are given by where T 0 (z) is the output complementary sensitivity transfer matrix
2) S 0 (z) is the output sensitivity transfer matrix
3) P 0 (z), the closed-loop transfer matrix from the reference input, R(z) to the manipulated input, U, is
(3.4) and D 0 (z), the disturbance error rejection transfer matrix is
The performance requirements of the system are specified by an "ideal" frequency response of certain elements of the sensitivity and complementary sensitivity transfer matrices. Thus, from the performance viewpoint, the controller design goal will be to obtain a compensator which yields a closedloop frequency response that approaches this ideal response.
For the compound actuator m = 2 is the number of inputs and outputs, and the elements in the matrices in Fig. 3 .1 have the following meaning: rj is the reference track position, r 2 = 0 is the reference relative displacement, y x is the absolute tip position, y 2 is the relative actuator displacement, e x is the tracking error, e 2 = -y 2 is the relative actuator displacement, «! is the coarse actuator force input, and u 2 is the fine actuator force input.
Assuming that the controlled plant is preceded by a zeroorder hold, the nominal discrete-time pulse transfer function matrix G 0 (z) is given by
~ and the matrices F, C, and G are defined in equation (2.1) with the plant parameters equal to their nominal values.
Tracking requirements dictate that the operational bandwidth of the control system should between 5 and 10 KHz. Following the general design rule of selecting a sampling rate four to ten times the system bandwidth, we chose 50 KHz as sampling rate for the simulations. This sampling rate should also allow the implementation of the compensator with a modern digital signal processor. From the performance viewpoint, our primary goal is to design a servo system for the compound actuator which will track non-repeatable runout. Tracking of the repetitive runout can be accomplished by different control algorithms, such as repetitive control (Tomizuka et al., 1988) or feed forward control (Tomizuka, 1987) . The tip position, y u of the fine actuator must follow a reference track position, r t . In disk drives only the error
(3.8) between the track and the tip position is measured and available to the controller.
It is assumed that the effects of stochastic disturbances and non-repetitive runout can be included in a "worst-case" track-u. following specification. A sinusoidal reference signal is specified which has an amplitude and frequency determined by the amplitude and bandwidth of the types of disturbances expected in the disk drive. For purposes of the simulations presented in this paper, it was assumed that a sinusoidal signal r t (t) = R Q sin(co r 0 with R 0 = 0.5 /xm and co r = 2ir X 1000 had to be followed within 0.1 /xm for adequate track-following performance. This requires that the element s oU (z) of the closed-loop sensitivity transfer matrix be less than 0.2 up to 1 KHz, or l5 nll (e' ur )l < -14dB, for CO<2TTX 1000.
(3.9)
The gain of the system at high frequencies has to be attenuated since no effort will be made to control the structural resonances. The limited range of the fine actuator and the bandwidth of each actuator stage impose additional performance requirements on the controller. The coarse actuator should track lowfrequency runout while the fine actuator tracks high-frequency runout. Most efficient use of the actuator stages occurs when at low frequencies the compound actuator behaves as a singlemass rigid system, as depicted in Fig. 3 .2, and at high frequencies acts as a two-mass system, acted on mostly by the internal force u 2 between the coarse and the fine actuator, as shown in Fig. 3 .3. This requirement can be translated into frequency-domain performance specifications of the element t 0 2i(e'^T) of the complementary sensitivity transfer matrix. The magnitude \t m (e!'* T )\ should be as small as possible at low frequencies, indicating that low frequency the track runout does not change the relative displacement between the actuator stages. At frequencies far beyond the coupling resonancewhich was assumed to be 100 Hz -the coarse actuator position should be unaffected by the positioning of the fine actuator, which in this frequency band should correct the position of the transducer by itself, hence I t ol \ (e 7 " 7 ) I = 0 dB in this region. For tracking runout at frequencies where the interaction between stages is strong (around or above 100 Hz), the reaction of the fine actuator on the coarse actuator may cause the separation y 2 to be larger than the track runout itself. This implies that at in this region \t o2] (e io ' T )\ mav De larger than zero. In this example the goal was to restrict the relative motion to about three times the track runout, or \t o2x {d"' T )< 10 dB.
I t o2 i (e i°'T ) I lOdB, for all w (3.10)
The actuator utilization can be judged by the frequency response plots of the transfer functions p 0 ii(e iuT ) and p o2l (e'"' 7 ). The transfer functionp oll relates the tracking signal to course actuator input, w, (k), while p o2 i(e io ' T ) relates the reference track to the fine actuator input, u 2 (k). At high frequencies the condition \p o2 i(e j '* T ) > \p 0 \\{e i " T )\ indicates that most of the control effort for tracking is directed to the fine actuator. )l and I s oU (d aT ) I, which incorporate both low-frequency and high-frequency performance requirements.
Robustness Specification.
Assume that the nominal closed-loop system is asymptotically stable and that the actual
,''|t 02 i(e"°r)| > |t 011 (e^r)| Xlto^e" 07 ")! X /' Small gain at low freq.
D(z)
. Then, if <j > 0 is completely unstructured, the system in Fig.  3 .5 is asymptotically stable ///" (Doyle and Stein, 1981 provides a sufficient condition for asymptotic stability.
The robustness requirements for the feedback system will be characterized by defining a "worst-case" output multiplicative uncertainty matrix A omax (z). A robust controller design must satisfy conditions (3.11) or (3.13). For the compound actuator the output multiplicative term A 0 is not completely unstructured, hence (3.11) and (3.13) become only sufficient conditions for stability.
The robustness analysis of the compound actuator considers both the plant parameter uncertainty and structural resonance modes which were quantified in section 2. We now illustrate how the "worst-case" output multiplicative uncertainty matrix, A omax , is calculated from the data provided in section 2. The overall output-multiplicative uncertainty A 0 can be approximated by
where A op is the output multiplicative uncertainty due to parametric variations, and A ou is the output multiplicative uncertainty due to unmodeled resonance modes. Equation (3.14) is valid for the compound actuator since the effects of each uncertainty appear in different frequency bands. Parametric variations are important in the frequency region of the coupling resonance (=100Hz), while the first unmodeled resonance modes occur above 5KHz. When G p (z) is invertible, which is the case for the compound actuator model considered in this paper, the uncertainty measure A op (z) for a set of plant parameters G p (z) differing from the nominal plant, is calculated by Output sensitivity matrix for worst-case parameter combinaulated annealing routine (Kirkpatrick et al., 1983 ) and the automated design synthesis (ADS) package by Vanderplaats (1985) . For the compound actuator the search was performed using a finite number of frequency points in the range from 1 Hz to the Nyquist frequency. The points were most densely spaced in the proximity of the coupling resonance frequency. Details of the optimization process are contained in (Gross, 1988) . Thus, a family of "worst-case" uncertainty matrices Aopmax(ov) is obtained. )] for the input sensitivity matrix. This plot is used in the stability test (3.8). The critical stability margin occurs at approximately 80 Hz, where the plot is closest to 0 dB. The parameter set resulting in Aj", ax (80 Hz) was subsequently used in the calculation of A 0 (e iaT ) over the entire frequency range.
The worst-case uncertainty matrix due to unmodeled dynamics, A ou max was estimated by Ku™x(z) = G p (z)G p (z)-l -l (3.16) where G p (z) is the plant pulse transfer matrix for the highorder model given in Fig. 2.3 , which includes the worst-case first resonance modes of both actuators.
The overall uncertainty matrix A onJax is calculated using equation (3.14). A plot of 1/ff [A omax (e /Vj7 )] is shown in Fig. 3 .7. For a compensator design to "pass" the robustness test given by equation ( , as is the case in this paper, the less conservative criterion given by equation (3.12) can be utilized. 
Loop Transfer Recovery
In the following section we describe a methodology for designing discrete-time MIMO Extended Linear Quadratic Gaussian (LQC) compensators. The block diagram of the Extended LQC control system is shown in Fig. 4 .1, which consists of an state observer and a state feedback controller. All symbols in the figure were previously defined except for state vector feedback transfer matrix K(z) and the observer feedback transfer matrix L(z). The Loop Transfer Recovery (LTR) techniques developed here reduce the synthesis of one of these components to a straight forward, automatic procedure. When the tracking error is the only quantity that is available to the control system, as is the case in the disk file servo system, generally plant uncertainties are lumped into an output-multiplicative term and the LTR "sensitivity recovery" procedure (Kwakernaak, 1969 ) is used. In this procedure the state observer is first synthesized assuming that there are as many inputs to the system as there are states (i.e., the matrix G in equation (3.7) is assumed to be the identity matrix). This "idealized" system is commonly referred to as the target system. The state observer is designed so that the target sensitivity matrix satisfies a set of performance and robustness requirements. The state-feedback control is subsequently synthesized automatically with the Loop Transfer Recovery (LTR) procedure. As a result the loop transfer characteristics of the target system are preserved by the compensator and the assumption on the input matrix is removed.
Discrete Time LQG-LTR Methodology.
Consider the discrete-time feedback Extended LQG compensator with prediction state estimation shown in Fig. 4 .1. For this system full loop transfer recovery is not possible (Ishihara and Takeda, 1986) . Two loop recovery approaches based on /^-minimization will be presented: the H r VTR methodology and the LQG-LTR methodology. In the H 2 -LTR methodology the compensator is derived based on the minimization of the H 2 (4.3) (4.4) norm of the difference between the target and actual sensitivity transfer matrices. In the LQG-LTR methodology the compensator is derived based on the minimization of the H 2 norm of only one of the terms of the difference between the target and actual sensitivity transfer matrices. The LQG/LTR methodology results in a compensator which has a simpler structure, and is modified such that the feedback gain K is first computed using an automated "recovery" procedure and the transfer matrix L(z) is subsequently synthesized so that the system satisfies both the performance and robustness requirements.
For the nominal control plant (i.e., A 0 = 0), the output complementary sensitivity transfer'matrix T 0 (z) of the feedback system in Fig. 4 .1 is given by
where
Similarly to the continuous-time case, we define the target output complementary sensitivity transfer matrix
Equation (4.3) can be rewritten as
while equation (4.1) can be rewritten as
Assuming that the same estimator compensator L(z) is used in both T o7 <z) and T 0 (z) can be expressed as
Notice that the first factor in equation (4.6) is only a function of the feedback transfer matrix K(z), while the second and third factors are functions of the estimator gain L(z). In Theorem 4.1, we first obtain a feedback gain K which minimizes the first factor of equation (4. (4.7) Using this result, a two-step procedure for robust controller design will be proposed. A complete solution which achieves the H 2 optimal recovery of equation (4.3) will be presented in Theorem 4.2. In general, such a solution will depend on the particular choice of the estimator gain L(z). The proof of this theorem is given in Appendix A. Unlike continuous-time systems which require the use of infinite gains to achieve full transfer loop recovery, the discrete-time asymptotic "recovery" process converges to a bounded limiting control gain.
Since full recovery is not possible, and discrete-time statespace designs do not possess the excellent robustness margins of their continuous-time counterparts, it is necessary to evaluate the robustness of the actual control system rather than of the target system when shaping the sensitivity transfer function. Based on Theorem 4.1, the following two-step procedure is recommended:
(0 Obtain the value of the state variable feedback gain, K, using the asymptotic property in Theorem 4.1. K is given by the solution of equation (4.9), where Q and R are defined in equations (4.10). (ii) Design the observer compensator L(z) to satisfy as closely as possible the performance and robustness criteria of either equation (3.11) or equation (3.13). For the robustness test use the sensitivity transfer matrix T 0 (z) of the system compensated by L(z) and the gain K from step ;'.
H 2 -LTR
Methodology. In this section we present a LTR methodology alternative to the LQG-LTR design presented in the previous section. We begin by considering the more general compensator structure depicted in Fig. 3.1 . Here G c (z) is not constrained to the structure of the a-priori compensator. The complementary transfer matrix for the nominal system, T 0 , is given by:
As in the previous case, we define the target complementary sensitivity transfer matrix T o7 <z) by equation (4.3). In this case we consider a constant observer gain L in the target complementary transfer matrix in equation (4.3), however the results in this section can easily be extended to the case when a transfer matrix L(z) is used, a similar technique to the one presented in Appendix B. Our goal is to design the compensator G c (z) which will minimize the following expression:
(4.12)
After some algebra, it is easy to show that the minimization, in equation (4.12) is equivalent to finding the optimal compensator G c (z), shown in Fig. 4 .2, such that the H 2 norm of the output v(z) is minimized for a white noise input signal w(z).
The following theorem provides a solution to this problem. 1989) The proof of this theorem is in (Yen and Horowitz, and (Yen, 1988) .
Notice that the H 2 design methodology follows the philosophy of the continuous-time LQG/LTR design:
(0 Design the observer compensator L(z) so that the target sensitivity transfer matrix, T o7 {z) satisfies the performance and robustness criteria. (»") Calculate the feedback compensator G c (z) utilizing equations (4.13)-(4.16), to achieve the optimal loop transfer recovery in the H 2 sense. Note: Although the plant considered in this paper is strictly causal, the result in Theorem 4.2 applies to causal plants as well.
The complete H 2 minimization result in Theorem 4.2 yields a compensator G c (z) of 2nth order. It was shown by Yen (1988) that, when the estimator gain L is small, the H 2 -L,TR controller reduces the LQG-LTR controller proposed by theorem 4.1. Moreover, for type of plant discussed in this paper, the LQG-LTR methodology achieves good loop transfer recovery in the low-frequency region (Maciejowski, 1985) . This fact is evidenced by Figs 074 19362 -0.0418 -1056.5 (4.18) which is derived from the Kalman filter gain with the measurement noise covariance weighted by 10" 6 . The input weight r is set at 10~9 to achieve loop recovery. Notice that maximum singular value of the term [I + LCtf/e^7)] ~ 'L increases in the high-frequency region. Thus, the effect of this term in the minimization of equation (4.12) is more pronounced in the high-frequency region. Since this term is neglected in the LQG-LTR methodology, the sensitivity transfer matrix error is not penalized as heavily in the high-frequency region. This is evident in Fig. 4.4 are given when the feedback compensator G c (z) is calculated using both the LQG-LTR and the H 2 -LTR methodologies and L is selected as in equation (4.18). As shown in this figure, the maximum singular value of the sensitivity transfer matrix error is smaller for the LQG-LTR design at low frequencies, but higher at high frequencies.
Since the LQG/LTR procedure, as described in section 4.1.1, guarantees performance and robustness, we will use the LQG/ LTR methodology in the design of a track-following controller for the compound disk drive actuator. Following the design of the controller, the design of L(z) for shaping the target system sensitivity matrix will be illustrated.
Sensitivity Transfer Matrix Frequency Shaping
In this section the technique for shaping the frequency response of the target loop sensitivity transfer matrix of the compound disk drive actuator will be described. Using results from Kalman filtering theory Athans, 1987, Athans, 1986) , our objective is to determine a state observer which renders the target system in Fig. 5 .1 with the required closedloop frequency response. The transfer matrix L(z) obtained for the observer is subsequently used in the actual disk drive actuator compensator, and the overall performance and robustness are examined as suggested by the procedure in section 4.
Consider the following prediction problem with fictitious disturbance £ and measurement noise i/: Figure S.2a-c shows the frequency responses of the output complementary sensitivity transfer functions (t 0l ^ and t o22 ) and the output sensitivity transfer function (s oH ) when the compensators are derived with different weightings. For each particular frequency co n an increase (decrease) in the magnitude of the noise covariance gain v J j{e i '" T ) relative to all other noise covariance gains in equation (5.8) will result in a decrease (increase) in the l 2 norm of the column vector t oTj (e' 0 "' 7 ) of the complementary sensitivity matrix. In Fig. 5.2a and b, the constant weighting v n is increased from 10~6 to IO" 4 , and the bandwidth of t oU is reduced by almost two decades.
Likewise, an increase (decrease) in the magnitude of Wjj(^r T ) relative to to all other noise covariances in equation (5.8) will result in a decrease (increase) in the I 2 norm ld 0 r7 (e iarT ) I of the disturbance rejection transfer matrix D or . The disturbance rejection transfer matrix D o7 <z) and the output sensitivity transfer matrix S oJ (z) are related by D o7 (z) = S o7 (z)j Gp(z). Hence, decreasing the l 2 norm of D or will in turn decrease the l 2 norm of S or , as shown in Fig. 5.2a.1 and Fig. 5 .2c.1 (w n is increased from 10 6 to IO" 4 , and s 0ll is raised by 20dB.) Also, a decrease in the P norm of Xhtjth column of the matrix D o7 {e"""' r ) enhances the rejection properties of the target system to a disturbance acting through the jth row of Bjb,, which generally results in a higher utilization of the jth manipulated input Uj at that frequency. The following two design guidelines for the selection of the noise covariance gains emerge from the above discussion: 1) To improve the tracking performance between the reference signal rj and the output vector y in a particular frequency region, the output noise covariance magnitude, I Pjjie'" 7 ) I, should be decreased at that frequency. 2) To improve the disturbance rejection property to the jth input Uj, the input noise covariance, \w JJ {e !wT )\, should be increased at that frequency.
Track Following Controller Synthesis for Compound Disk File Actuator
We now apply frequency shaping technique to the design of the LQG/LTR track-following controller for the compound actuator described in section 2. The goal of the design is to obtain closed-loop frequency response characteristics which satisfy the robustness and performance requirements outlined in section 3.3 and 3.4.
Following the procedure in section 4, the LQ gain K(z) is calculated following the automated recovery procedure outlined in Theo'rem 4.1. N 0 in equation (4.10) is set to the identity matrix and r = IO -9 was sufficient to attain adequate loop recovery.
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Frequency ( The Kalman filter compensator is first designed using constant weights selected to attain approximately the required closed-loop bandwidth. Frequency-shaped weights in equation (5.8) will then be introduced to iteratively shape the closedloop response until all performance and robustness specifications are met.
The performance and robustness characteristics of a particular design will be judged on hand of a set of three figures (a, b, and c): Figure (a (e i " T ) . Recall that these transfer functions represent the response from the reference track position r { to the fine actuator tip position^, the absolute The compensator was tuned using the weights W = I and V = p I. As suggested by guidelines 1) and 2) in section 5, in order to increase the system bandwidth p was decreased to p = 10 6 until the robustness condition in equation (3.5) was violated. Figures 6.1a-d show the performance and robustness of system for the constant gain LQG design. This design fails to meet the error rejection requirement (3.II) 2 and the the robustness test (3.5). The lower frequency peak in Fig. 6 .1a is due to parametric uncertainty (which the design passes), while the higher frequency peaks are due to the uncontrolled resonance modes of the two actuators. Figures 6.1a, 6 .1b, and 6. Id also reveal poor actuator utilization. Fig. 6 .1b shows that IPoiiC^" 7 )! > lp 0 2i(e'" r ) I at high frequencies, indicating more control effort is applied to the coarse actuator even at high frequencies. The compound actuator is behaving as a single rigid actuator, evidenced by \s on (e /a7 )\ = lt o2i (e iwT )\ during most of the working frequency spectrum (.01 KHz -10 KHz). This observation is corroborated by Fig. 6 (Franklin and Powell, 1981) .
Due to space considerations, only the weight selection and response plots of the final design will be shown. To aid the reader in evaluating the performance results, specifically compliance with equations (3.11) and (3.12), horizontal dashed lines at -14 dB and + 10 dB have been drawn in the graphs.
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Frequency (KHz) Fig. 6 .3b Frequency (KHz) Fig. 6.3d raises the sensitivity matrix It oll (e /aT )I to be close to unity in this frequency range. \v n (e io ' T )l is raised steeply after 1 KHz, in order to avoid excitation of the fine actuator resonance mode.
(H) Referring to Fig. 6.2b, I v 22 (e iuT ) should be small at low frequencies, where we want the compound actuator to behave as a single rigid actuator. higher than 0.1 KHz, so as to substantially decrease the sensitivity matrix gain, I t o22 (d" T ) I, forcing the actuator to behave like a two-mass system. Next, guideline 2) is used in order to improve the actuator utilization of the design.
(Hi) Referring to Fig. 6 .2c, \w n (e' uT )\ is high at low frequencies to force the low frequency coarse actuator utilization. Iw 11 (e /w7 )l is lowered at frequencies below 0.1 KHz, to shift usage from the coarse to the fine actuator.
(iv) Referring to Fig. 6.2d, \w 22 (e' uT )\ is substantially increased at frequencies above 0.1 KHz, the combination effect of this weight and that of \w n ( e'" 7 ) I shifts actuator utilization from the coarse to the fine actuator. \w 22 (e i " T )\ is decreased below 1 KHz, in order to decrease the overall gain T o7 {e' u ' T ) at high frequency such that to avoid the excitation of unmodeled resonance modes.
Figures 6.3a-d show the performance and robustness characteristics of the final design. As shown by the plot of \s oU (e /uT )\ in Fig. 6 .3a, this design meets the error rejection requirement, equation (3.11). Moreover, the design passes the robustness test, equation (3.5), in Fig. 6.3c. Figures 6.3a, 6 .3b and 6.3d reveal a substantial improvement of actuator utilization in this design with respect to the constant weight design. As shown in Fig. 6 .3b, \p 0 2i(e iu7 )\ > \p 0 u(e> uT )\ at high frequencies, and the overall gain of both transfer functions is lower than the previous design. Notice that the frequency response plot of I t o2l (e'" 7 ) I in Fig. 6 .3a closely resembles the "ideal" response, as described in section 3.3. \t o2 i(e iaT )\ «1 at low frequencies, signaling low frequency actuator rigidity; while I t o21 (e Ja ' T ) I > 11 0{ 1 (e'" r ) I for u > 0.1 KHz, signaling large fine actuator utilization. This fact is corroborated by Fig. 6 .3d, which shows that \t o22 (e iwT )\ ~ 1 only at the low frequency region, dropping substantially with respect to \t on (e /uT )\ at high frequencies, while I t ol2 (e' uT ) I is larger than in the previous design. Figure 6 .4 shows the effectiveness of the loop transfer recovery procedure. Shown in Fig. 6 .4 are plot of the complementary sensitivity transfer function gains \t on (e ia7 )\ and \t o2i (e i " T )\ and the target complementary sensitivity transfer function gains I ( om (e'" r ) I and I t 0Tn (e* wT ) I. As shown in the figure, the plots of the actual and target sensitivity transfer functions is virtually indistinguishable at the low frequency region and differs only slightly in the proximity of the Nyquist frequency.
Conclusions
This paper described the application of the discrete-time LQG/LTR method to the design of a track following controller for a compound disk file actuator.
Performance requirements for a state-of-the-art compound disk file actuator servo system were described in terms of the frequency responses of the closed-loop tracking error rejection and the transfer function from the reference signal to the actuator inputs. The singular value analysis was used to characterize the robustness of the feedback system to plant parameter variations and unmodeled resonance modes. A numerical minimization routine was performed to search, within a specified tolerance range, for the combination of parameter var-iations which produced the output multiplicative uncertainty matrix with the largest singular value. An overall worst-case parameter uncertainty matrix is then determined by combining unmodeled dynamics and parameter variation uncertainty matrices.
Two extended LQG/LTR design methodologies, based on H 2 minimization Jesuits are presented in this paper. Neither method requires perfect recovery of the target loop transfer function, which is in general not possible in the discrete-time domain. In the first method, referred to as the LQG-LTR technique, the state variable feedback gain is computed by setting the input weights of the LQ controller cost functional to zero. This achieves the H 2 minimization of one of the product terms of the difference between the true and target sensitivity transfer matrices. The state estimator feedback transfer matrix is subsequently synthesized so that the feedback system satisfies the performance and robustness specifications. In the second method, referred to as the H 2 -LTR technique, the state estimator feedback transfer matrix is first synthesized so that the target sensitivity transfer matrix satisfies both performance and robustness requirements. Subsequently the feedback transfer matrix is computed utilizing an automated procedure so that the error between the actual sensitivity transfer matrix and the target sensitivity transfer matrix is minimized in the H2 sense.
The state estimator feedback transfer matrix in the compensator was computed by solving an associated Kalman filtering problem with fictitious colored noises. Guidelines for selecting the fictitious colored noise filters and shaping the closed-loop system frequency response were presented.
An interactive computed simulation package based on MATRIX^-was developed for controller synthesis. Filters of variable orders can be specified as weights for loop shaping. The program simulates the actuator, synthesizes the compensator and computes the relevant transfer functions and stability margins. Results were presented which illustrate the design process.
APPENDIX A Proof of Theorem 4.1. Consider the following preview control tracking problem with no preview information. We wish to obtain the control law u(k) which minimizes the following cost functional: y r (k) = CMk) Assume that both states x(k) and x r (k) are available, the solution of this problem is given by (Tomizuka and Whitney, 1975 Equations (B.l) and (B.2) represent a state model with correlated input and output noises. The steady state Kalman filter predictor solution for this system is well known (Kwakernaak and Sivan, 1974) : 
