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Abstract
We call a comb a map f : I → [0,∞), where I is a compact interval, such that {f ≥ ε}
is finite for any ε. A comb induces a (pseudo)-distance d¯f on {f = 0} defined by
d¯f (s, t) = max(s∧t,s∨t) f . We describe the completion I¯ of {f = 0} for this metric,
which is a compact ultrametric space called comb metric space.
Conversely, we prove that any compact, ultrametric space (U, d) without isolated
points is isometric to a comb metric space. We show various examples of the comb
representation of well-known ultrametric spaces: the Kingman coalescent, infinite
sequences of a finite alphabet, the p-adic field and spheres of locally compact real
trees. In particular, for a rooted, locally compact real tree defined from its contour
process h, the comb isometric to the sphere of radius T centered at the root can be
extracted from h as the depths of its excursions away from T .
Running head. Comb metric spaces.
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1 Introduction
An ultrametric space is a metric space (U, d) such that for any x, y, z ∈ U , d(x, z) ≤
max(d(x, y), d(y, z)). The p-adic field is a famous example of ultrametric space. Another
example is the set of infinite sequences of elements of a finite alphabet, say {0, 1, . . . p−1}.
This set can also be seen as the boundary of the planar, regular p-ary rooted tree. More
generally for any rooted tree, a sphere centered at the root, i.e. the set of all points at the
same (graph) distance to the root, is ultrametric. Characterizing the metric of spheres of
trees is of particular interest in population biology (population genetics, phylogenetics),
where the tree is a time-calibrated genetic or phylogenetic tree, the sphere is the set of
individuals or species living at the same time and the metric structure of such a sphere is
the set of ancestral relationships between these individuals or species. The tree spanned
by a sphere (and the root) is sometimes called reduced tree or coalescent tree (and is said
ultrametric by abuse).
We start with the following observation, proved in Section A of the appendix. For any
finite subset S of an ultrametric space (U, d), there is at least one labelling of its elements
{xi : 1 ≤ i ≤ n} such that for any i < j,
d(xi, xj) = max{d(xk, xk+1); i ≤ k < j}. (1)
With this labelling, the metric structure of S is then completely characterized by the list
of n−1 distances between pairs of consecutive points. We call this list of distances a comb.
The goal of the present paper is to extend this representation to all compact ultrametric
spaces.
We will further show that for a rooted, locally compact real tree defined from its con-
tour process h, the comb isometric to the sphere of radius T centered at the root is the
list of depths of excursions of h away from T .
In the next section, we define a comb and the ultrametric associated with it. We recall
how the Kingman coalescent tree can be embedded in a random comb. We then identify
the completion of the comb for this metric, that we call comb metric space. In Section
3, we show that any compact ultrametric space without isolated point is isometric to a
comb metric space. We provide such a representation for the two classical examples of
ultrametric spaces mentioned in the beginning of this introduction, namely the p-adic field
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and the boundary of the infinite p-ary tree. Last, Section 4 is devoted to the special case
of spheres of real trees.
2 The comb metric
2.1 Definition and examples
Let I be a compact interval and f : I → R+ such that for any ε > 0, {f ≥ ε} is finite.
For any s, t ∈ I, define d¯f by
d¯f (s, t) = sup
(s∧t,s∨t)
f.
It is clear that d¯f is a pseudo-distance on {f = 0}, and more precisely, that it is ultrametric,
in the sense that
d¯f (r, t) ≤ max(d¯f (r, s), d¯f (s, t)) r, s, t ∈ I.
It is a distance on {f = 0} whenever {f 6= 0} is dense in I for the usual distance. This
may not be the case in general, so we need to consider I˙ the quotient space {f = 0}|∼,
where ∼ is the equivalence relation
s ∼ t⇔ d¯f (s, t) = 0⇔ f = 0 on [s ∧ t, s ∨ t].
Definition 2.1. We call f a comb-like function or comb, and d¯f the comb metric on I˙.
Fig 1 shows a comb and how an ultrametric tree can be embedded into it.
Let us give a first example of comb. Let S = {xi : 1 ≤ i ≤ n} be a finite subset of
elements of an ultrametric space (U, d) labelled so as to satisfy the property expressed as
Eq (1) in the introduction. Set hi := d(xi, xi+1) for 1 ≤ i ≤ n− 1, so that the metric of S
is completely characterized by these n− 1 distances. Defining I = [0, n] and f : I → R+
by f :=
∑n−1
i=1 hi1{i}, it is easy to see that (S, d) is isometric to (I˙ , d¯f ).
Let us give an example of a random comb related to the celebrated Kingman coalescent.
First, any comb can be related to an exchangeable coalescent as follows. Let f be a comb
on [0, 1] and (Vi) be independent and identically distributed (i.i.d.) random variables
uniform in (0, 1). Note that a.s. f(Vi) = 0 for all i. For any t > 0, define the partition
Rf (t) on N induced by the equivalence relation ∼t
i ∼t j ⇔ d¯f (Vi, Vj) ≤ t.
Note that if {f 6= 0} is dense, then Rf (0+) is the finest partition (all singletons). The
process (Rf (t); t > 0) is an exchangeable coalescent process, in the sense that its law is
invariant under permutations of N (see Bertoin 2006 for details).
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Figure 1: a) A comb-like function with finite support on [0, 1]. The distance between the
black dot and the grey dot is 2h′, whereas 2h is the distance from either of these dots to
the white dot; b) In dashed lines, the ultrametric tree associated to the comb shown in a).
Now let f be itself random, defined on I = [0, 1] as
f =
∑
j≥1
τj1{Uj},
where the families of r.v. (Uj) and (τj) are independent and independent of (Vi), the (Uj)
are i.i.d. uniform on (0, 1) and τj =
∑
k≥j+1 ek, where ek are independent exponential r.v.
with parameter k(k − 1)/2. Then it is well-known that the process (Rf (t); t ≥ 0) has the
same law as the Kingman coalescent (Kingman 1982).
2.2 Completion in the comb metric
Now let us come back to a deterministic comb-like function f on some compact interval
I. Consider (sn) a sequence of {f = 0} converging in the usual sense to s ∈ I and set
In = (s ∧ sn, s ∨ sn). Since for any ε > 0, {f ≥ ε} ∩ In is empty for n large enough,
d¯f (sn, s) goes to 0 as n→∞.
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If f(s) = 0, and we still denote by s ∈ I˙ its equivalence class, then (sn) converges to s
in I˙ (i.e., in the comb metric). But if f(s) 6= 0, then (sn) is a Cauchy sequence in {f = 0}
for d¯f without limit. Let us now describe how we perform the completion of I˙.
Let t ∈ I such that s < t. If (sn) decreases, then d¯f (sn, t) converges to d¯f (s, t). But
if (sn) increases, then d¯f (sn, t) converges to f(s)∨ d¯f (s, t). So when completing the comb
metric space, we will need to distinguish between limits of increasing sequences and limits
of decreasing sequences.
Now we extend d¯f to I × {l, r} by the following definitions for s < t ∈ I
d¯f ((s, r), (t, l)) = d¯f (s, t), d¯f ((s, l), (t, l)) = f(s) ∨ d¯f (s, t),
d¯f ((s, r), (t, r)) = d¯f (s, t) ∨ f(t), d¯f ((s, l), (t, r)) = f(s) ∨ d¯f (s, t) ∨ f(t),
or equivalently
d¯f ((s, r), (t, l)) = sup
(s,t)
f, d¯f ((s, l), (t, l)) = sup
[s,t)
f,
d¯f ((s, r), (t, r)) = sup
(s,t]
f, d¯f ((s, l), (t, r)) = sup
[s,t]
f,
and the symmetrized definitions for s > t. If s = t, the four last quantities are respectively
defined as f(t), 0, 0, f(t). We denote by I¯ the quotient space I × {l, r}|∼, where ∼ is the
equivalence relation
s′ ∼ t′ ⇔ d¯f (s′, t′) = 0.
Definition 2.2. For each t ∈ I, we will call (t, l) the left face of t and (t, r) its right face.
In particular if f(t) = 0, the left face and the right face of t are identified in I¯.
Proposition 2.3. The space (I¯ , d¯f ) is a compact, ultrametric space.
The converse of this proposition will be the object of the next section.
Definition 2.4. We call (I¯ , d¯f ) the comb metric space associated with the comb f .
Proof of Proposition 2.3. The fact that d¯f is ultrametric is elementary. Let us show the
compactness of I¯.
Let (x′n) be a sequence of I¯. Denote by xn the projection of x′n on I. Since (xn) takes
values in the compact interval I, it has a converging subsequence in the usual metric. Up
to extraction, we can assume that (xn) is a monotonic sequence converging in the usual
metric to x ∈ I.
First assume the sequence (xn) has only finitely many elements which do not belong
to {f = 0} (i.e., all but finitely many x′n are such that x′n = xn). If x ∈ {f = 0}, then
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as explained in the beginning of this section, (x′n) converges to x in the comb metric,
because d¯f (x′n, x) = d¯f (xn, x) = sup(xn∧x,xn∨x) f which goes to 0 as n→∞. If x 6∈ I˙ and
the subsequence is increasing (resp. decreasing), then there is convergence in the comb
metric towards x′ = (x, l) (resp. x′ = (x, r)). Indeed, assuming for example that (xn) is
decreasing, then d¯f (x′, x′n) = sup(x,xn) f , which goes to 0 as n→∞.
Now assume that (x′n) contains infinitely many points belonging to I¯ \ I˙, that is (xn)
contains infinitely many points in {f 6= 0}. Up to extraction, we can assume that that
they are all left faces or all right faces. Without loss of generality, let us assume that
they are all left faces. If (xn) is stationary, then x′n = (x, l) for n large enough, and there
is trivially convergence to (x, l). Let us assume now that (xn) is not stationary so that
xn 6= x for all x (since (xn) is monotonic).
If (xn) is increasing, then d¯f (x′n, (x, l)) = sup[xn,x) f , which goes to 0 as n → ∞, so
that (x′n) converges to (x, l). If (xn) is decreasing then d¯f ((x, r), x′n) = sup(x,xn) f , which
goes to 0 as n→∞ and (x′n) converges to (x, r).
3 Compact ultrametric spaces are comb metric spaces
3.1 Isometry between ultrametric spaces and comb metric spaces
In this section, we consider a compact ultrametric space (U, d), endowed with a finite
measure µ on its Borel σ-field. Set m := µ(U) and I = [0,m].
Theorem 3.1. Assume that µ has no atom and charges every ball with non-zero radius.
Then there exists a comb-like function f on I and a map φ¯ : (I¯ , d¯f )→ (U, d), such that φ¯
is a global isometry, mapping the Lebesgue measure on I to the measure µ.
Remark 3.2. In the previous statement, it is implicit that the Lebesgue measure is ex-
tended to I¯ by giving mass 0 to the countable set of points with distinct faces.
Proof of Theorem 3.1. For any t > 0, let ∼t the relation on U defined as
x ∼t y ⇔ d(x, y) ≤ t.
The relation ∼t is clearly reflexive and symmetric. Let us show that it is also tran-
sitive. For any x, y, z ∈ U such that x ∼t y and y ∼t z, by ultrametricity of d,
d(x, z) ≤ max(d(x, y), d(y, z)) ≤ t, so that x ∼t z.
Let R(t) be the partition of U into equivalence classes of ∼t. For any B ⊂ U element
of R(t), for any x ∈ B and y ∈ U ,
y ∈ B ⇔ x ∼t y ⇔ d(x, y) ≤ t,
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so that B is actually the closed ball with center x and radius t (any element of a ball in an
ultrametric space is its center). In particular, µ(B) > 0 and since µ is finite, the partition
R(t) is at most countable. Besides, the elements of R(t) can be ranked in decreasing order
of their measures so one can choose xn in its n−th element (countable axiom of choice).
Let us show that this sequence cannot be infinite. Indeed, this would yield a sequence
(xn) of U such that d(xn, xk) > t for any n 6= k, which would contradict the compactness
of U . In conclusion R(t) is finite for any t > 0. Also note that R(t) is reduced to the
singleton {U} as soon as t ≥ t0 := diam(U).
Set N(t) := #R(t). Observe that the process (N(t); t > 0) is a nonincreasing, right-
continuous process with values in N, and so it is càdlàg and its jump times can be labelled
in decreasing order t0 > t1 > · · · Note that the process (R(t); t > 0) is also constant on
any interval [tn+1, tn) and so is also càdlàg (for any topology on the set of partitions of
U).
As t decreases, every ball of U is thus fragmented into a finite number of balls with
smaller, but positive, radius. Indeed, since µ charges all balls with positive radius and
has no atom, U has no isolated point and each ball can be partitioned into balls with
strictly smaller, positive radii. In particular, the sequences of jump times of R labelled in
decreasing order, and of the trace of R on any ball with positive radius, have limit 0.
Now we seek to order the elements of R(t) in a consistent way. Namely define R′(t) :=
U for any t ≥ t0, and more generally define R′(t) as a N(t)-tuple of distinct elements of
R(t) recursively as follows. Let n ≥ 0 and assume that R′ has been defined on [tn,+∞).
In particular, writing k = N(tn), R′(tn) is given in the form of a k−tuple (B1, . . . , Bk).
Now for t ∈ [tn+1, tn), replace each Bi in this ordered list by the list of its subsets
(which are all balls) with radius tn+1 ranked (for example) in decreasing order of their
measures. Notice that the elements of the resulting R′(t) are not necessarily ranked in the
order of their measures.
For any t > 0, write R′(t) = (B1(t), . . . , BN(t)(t)), set A0(t) = 0 and
Ai(t) :=
i∑
j=1
µ(Bj(t)) 1 ≤ i ≤ N(t),
so in particular AN(t)(t) = µ(U) = m. Also define
Ji(t) := [Ai−1(t), Ai(t)] 1 ≤ i ≤ N(t),
and
A (t) := {Ai(t); i = 1, . . . , N(t)− 1}.
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Then (A (t); t > 0) forms a decreasing sequence of finite subsets of (0,m) and we can
define the countable set
A := lim
t↓0
↑ A (t).
As we pointed out earlier, the jump times of the trace of (R(t)) on any ball of U has 0
as limit point, so that A is everywhere dense in [0,m]. Also observe that for any a ∈ A ,
there is a unique n ∈ N such that for all t > 0,
a ∈ A (t)⇔ t ∈ (0, tn).
Set f(a) := tn and f(x) := 0 for any x ∈ [0,m] \A . Then the function f : [0,m]→ R+ is
a comb, because {f ≥ ε} is finite for any ε > 0 (also note that here {f 6= 0} is dense so
there is no need to consider the quotient space of I˙ = {f = 0}).
Let r ∈ [0,m] such that f(r) = 0. Since r 6∈ A , for any t > 0, there is a unique
integer nr(t) such that r ∈ Jnr(t)(t). And since by construction (by definition of the
Bi’s), the intervals Ji(t) are fragmented as t decreases, the sequence Jnr(t)(t) decreases
(in the inclusion sense) as t decreases. Note that the corresponding balls of U , Bnr(t)(t)
satisfy µ(Bnr(t)(t)) = |Jnr(t)(t)|, and also decrease in the inclusion sense as t decreases.
By definition, the radius of Bnr(t)(t) is t, and so this ball is nonempty. Therefore, the
Bnr(t)(t) form a decreasing family (as t decreases) of nonempty compact balls with radius
t. By the finite intersection property, the limit of this sequence as t ↓ 0 is nonempty, and
since its radii go to 0, the limit is reduced to a singleton that we will denote φ(r).
Notice that the mapping φ satisfies for all r ∈ {f = 0}
r ∈ Ji(t)⇔ φ(r) ∈ Bi(t) t > 0, 1 ≤ i ≤ N(t).
This shows in particular that the pre-image of Bi(t) by φ is Ji(t), which has Lebesgue
measure µ(Bi(t)) by construction. In other words, µ and the push-forward of Lebesgue
measure by φ coincide on closed balls of U , and so coincide on the Borel σ-field of U .
Now for any 0 ≤ r < s ≤ m such that f(r) = f(s) = 0, for any t > 0,
d¯f (r, s) ≤ t⇔ sup
(r,s)
f ≤ t⇔ A (t) ∩ (r, s) = ∅
⇔ ∃i : r, s ∈ Ji(t)⇔ ∃i : φ(r), φ(s) ∈ Bi(t)⇔ d(φ(r), φ(s)) ≤ t,
so that φ : ({f = 0}, d¯f ) −→ (U, d) is an isometry.
Recall that I = [0,m], so that I˙ = {f = 0} = I \ A and I¯ is the completion of I˙
embedded in I×{l, r} as in Proposition 2.3. Then I˙ is of course dense in I¯ for the distance
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d¯f and it is standard that there exists a unique continuous extension φ¯ : (I¯ , d¯f )→ (U, d)
of φ, which is obviously an isometry.
It only remains to prove that φ¯ is surjective. Set F := φ¯(I¯) ⊂ U . Since µ(F ) =
Leb(I) = m = µ(U), we have µ(U \ F ) = 0 so that U \ F contains no ball of positive
radius. Assume that there is y ∈ U \ F . For any ε > 0, the ball centered at y with radius
ε is not contained in U \ F , and so it intersects F . This shows that y is the limit of a
sequence (yn) of elements of F . So for each n, there is xn ∈ I¯ such that yn = φ¯(xn). Since
φ¯ is isometric and (yn) is a Cauchy sequence, (xn) also is one, and thereby converges to
some x ∈ I¯. By continuity of φ¯, φ¯(x) = y.
Remark 3.3. Any compact, ultrametric space (U, d) can be endowed with a finite measure
charging every ball with non-zero radius. One example of such a measure is the so-called
visibility measure (Lyons 1994), giving mass 1 to U , and where the mass is equally divided
between sub-balls at each jump time of the partition R defined in the beginning of the proof.
Since the atoms of the visibility measure are the isolated points of U , the theorem ensures
that any compact ultrametric space without isolated point is isometric to a comb
metric space.
3.2 Two beautiful examples
In this section, we consider two well-known (locally) compact ultrametric spaces and
display for each one an isometric embedding into a comb metric space. More specifically,
we fix an integer p ≥ 2 and we introduce the following two ultrametric spaces.
First, we consider the set Up of sequences x = (xn)n∈Z indexed by Z with values in
{0, . . . , p − 1} for which there is n ∈ Z such that xk = 0 for all k ≤ n, seen as the
boundary of the (doubly) infinite p-ary tree, endowed with the distance du defined below.
In a second paragraph, we will consider the field Qp of p-adic numbers endowed with the
p-adic metric. For other works concerning graphic representations of Qp, see also Cuoco
(1991); Holly (2001).
3.2.1 The boundary of the infinite p-ary tree
The space Up is endowed with the distance du defined for any pair x = (xn)n∈Z and
y = (yn)n∈Z of elements of Up by
du(x, y) = p
−vu(x−y),
where
vu(x) := min{n ∈ Z : xn 6= 0},
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with the convention p−vu(0) = 0. It is well-known that the space (Up, du) is a locally
compact, ultrametric space. Also note that its ultrametric structure can be seen directly
by mapping Up to the boundary of the infinite p-ary tree. We propose here an alternative
embedding, of the comb type, whereby left faces correspond to the infinite lines of descent
in the p-ary tree.
Actually, we show how to construct explicitly the global isometry of the theorem
between (Up, du) and a comb metric space defined on the whole half-line. The fact that
the sequences are indexed by Z is actually not a requirement for this first example (but it
will be for the next one), and the reader might as well think of sequences as indexed by
N (whereby (Up, du) becomes compact).
Let U ′ be the subset of Up consisting of sequences x such that limn→+∞ xn = 0. For
any nonzero x ∈ U ′, set
w(x) := max{n ∈ Z : xn 6= 0},
and define xˆ ∈ Up by
xˆn :=

xn if n < w(x)
xn − 1 if n = w(x)
p− 1 if n > w(x).
Note that vu(x− xˆ) = w(x) so that du(x, xˆ) = p−w(x).
Now recall that any non-negative real number t can be mapped to a unique x ∈ Up and
a unique nondecreasing sequence (tn) such that tn =
∑
k≤n p
−kxk and tn ≤ t < tn + p−n,
so that in particular
t =
∑
k∈Z
p−kxk.
Let us write
φ(t) := x.
Also if x = φ(t) ∈ U ′, we define φr(t) = x and φl(t) = xˆ. For example, with p = 2,
φr(3/4) = (. . . , 0, 0; 0, 1, 1, 0, 0, 0 . . .) and φl(3/4) = (. . . , 0, 0; 0, 1, 0, 1, 1, 1 . . .) (the semi-
colon separates the negative indices from the non-negative indices).
It is immediate to see that φ is one-to-one, with left-inverse φ−1 mapping x ∈ Up to∑
k∈Z p
−kxk. Note that φ−1 itself is not one-to-one since for any x ∈ U ′, φ−1(x) = φ−1 (xˆ).
Indeed, denoting n = w(x) and t = φ−1(x) =
∑
k≤n p
−kxk, we get∑
k∈Z
p−kxˆk =
∑
k<n
p−kxk + p−n(xn − 1) +
∑
k>n
p−k(p− 1) = t− p−n + (p− 1) p
−n−1
1− 1/p = t.
Finally, for any t ∈ R+, define
Fp(t) :=
{
p−w(φ(t)) if φ(t) ∈ U ′
0 otherwise.
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The function Fp is a comb on each compact subinterval of I = R+, and it is not difficult
to see that d¯Fp actually defines a comb metric space (I¯ , d¯Fp) which is not compact, but
which is locally compact. Then we can construct a global isometry φ¯ : (I¯ , d¯Fp)→ (Up, du)
as follows.
φ¯(t′) :=

φ(t) if t′ = t ∈ {Fp = 0}
φl(t) if t′ = (t, l)
φr(t) if t′ = (t, r).
It is an exercise to show that the isometry of the theorem can be taken equal to the func-
tion φ¯ just defined when µ is the visibility measure adapted to the locally compact case,
that is the measure which puts mass pn on any ball with radius pn.
Figure 2: The dyadic comb F2 on [0, 1]. The set of sequences of 0’s and 1’s indexed by N
can be mapped isometrically by φ¯−1 to the comb metric space associated with F2 on [0, 1].
The right face (resp. left face) of each element of {F2 6= 0} is the image of a sequence with
limit 0 (resp. with limit 1). In the comb metric the two dots are at distance 1/8. On the
other hand, φ maps the blue (left) dot to some sequence (. . . , 0, 0; 0, 1, 0, 0, 1, . . .) and the
red (right) dot to some sequence (. . . , 0, 0; 0, 1, 0, 1, 1, . . .), so the distance between these
two sequences is 2−3 = 1/8, as expected.
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3.2.2 The p-adic (ultra)metric
We now deal with another locally compact ultrametric space, namely the field Qp of p-adic
numbers, where p is now assumed to be a prime number. For any nonzero integer a, let
vp(a) denote the power of p in the decomposition of a in product of prime numbers, and
for any nonzero rational number q = a/b set vp(q) := vp(a)−vp(b), which does not depend
on the ratio of integers a and b chosen to represent q. The p-adic distance dp between two
rational numbers q and q′ is defined as
dp(q, q
′) = p−vp(q−q
′),
with the convention p−vp(0) = 0.
The set Qp called field of p-adic numbers is the completion w.r.t. the metric dp of the
set of p-adic numbers. By definition, a p-adic number q is a rational number that can be
written in the form
q =
∑
k∈Z
p−kxk, (2)
where x is a sequence with values in {0, . . . , p− 1} and finitely many nonzero terms. This
(unique) sequence x was denoted φ(q) in the previous paragraph but here we will write
x := ψ(q),
because we aim at extending ψ to Qp. Notice that
vp(q) = −max{k ∈ Z : xk 6= 0},
so if y = ρ(x) denotes the sequence (x−k)k∈Z, then vp(q) = min{k ∈ Z : yk 6= 0} = vu(y),
that is
vp(q) = vu(ρ ◦ ψ(q)).
Therefore,
du(0, ρ ◦ ψ(q)) = p−vu(ρ◦ψ(q)) = p−vp(q) = dp(0, q).
Due to the linearity of ψ (in the p-adic addition) and of ρ, this equality extends to any
pair of rational numbers q, q′
du(ρ ◦ ψ(q′), ρ ◦ ψ(q)) = dp(q, q′).
For now, the map ρ◦ψ establishes a local isometry from (Q, dp) to (Up, du). By definition,
Qp is the completion of Q with respect to the p-adic metric dp, and it is known that any
q ∈ Qp can be written in a unique way in the form (2) called Hensel’s decomposition,
where x is still denoted ψ(q) but can now have infinitely many nonzero terms indexed by
negative indices and the sum is understood in the p-adic sense. As a consequence, we get
the following proposition.
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Proposition 3.4. The function ρ ◦ ψ : (Qp, dp) → (Up, du) is a global isometry. As a
consequence, the function φ¯−1 ◦ ρ ◦ψ : (Qp, dp)→ (I¯ , d¯Fp) is a global isometry between Qp
and a comb metric space.
9
3
1
1/3
1/9
3 6 9 124 51 2
-1/3 1/9
-2/3 2/3-1 1/3 -8/9 4/9
-3 1 -2 2 -8/3 4/3 -5/3 7/3 -7/3 5/3 -4/3 8/3 -26/910/9 -17/919/9
-9 3 -6 6 -8 4 5 7 -7 5 -4 8
Figure 3: The triadic comb F3 on [0,∞). The field Q3 can be mapped isometrically by χ
to the comb metric space associated with F3. Each triadic number is mapped by χ to a
left face (in red) or a right face (in blue) of {F3 6= 0}. The limits of Cauchy sequences of
triadic numbers are mapped by χ to {F3 = 0}. Check on the figure that d3(4/9, 1/3) =
d3(4/9, 2/3) = 9, that d3(1/3,−1/3) = d3(1/3, 2/3) = 3 and that d3(−2, 2) = d3(−2, 5) =
1.
Let us give a few examples. We set χ := φ¯−1 ◦ ρ ◦ ψ so that χ−1 = ψ−1 ◦ ρ ◦ φ¯ (ρ is an
involution). We will use repeatedly the following fact.
Lemma 3.5. Let n ∈ Z and x(n) ∈ U be the sequence defined by x(n)k = 0 if k < n and
x
(n)
k = p− 1 for all k ≥ n. Then ψ−1 ◦ ρ
(
x(n)
) ∈ Qp is actually the integer −pn.
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Proof. First, ρ ◦ ψ(pn) is the sequence say a(n), with only zeros except the term at rank
n, equal to 1. Then using the fact that ψ−1 ◦ ρ is a homomorphism, we get
ψ−1 ◦ ρ
(
x(n)
)
+ pn = ψ−1
(
ρ
(
x(n)
)
+ ρ
(
a(n)
))
.
Now the previous p-adic sum also equals ψ−1
(
ρ
(
x(n+1)
)
+ ρ
(
a(n+1)
))
, and so equals
ψ−1
(
ρ
(
x(k)
)
+ ρ
(
a(k)
))
for any k ≥ n, whose p-adic distance to 0 vanishes as k →∞.
For the following examples, we fix p = 3 and we refer to Figure 3.
Let q = 1 = 1p0, so that ρ ◦ ψ(q) = ψ(q) = (. . . 0, 0, 0; 1, 0 . . .) and χ(q) is equal to
(1, r), the right face of 1. To know which element of Qp is mapped to the left face of 1 by
χ, we look at χ−1((1, l)). First, φ¯((1, l)) = φl(1) = (. . . 0; 0, 2, 2, 2 . . .), so by the previous
lemma, the image by ψ−1 ◦ ρ of this sequence is −3, that is, χ−1((1, l)) = −3.
Let q = 6 = 2p1, so that ψ(q) = (. . . 0, 0, 2; 0, 0 . . .) and ρ ◦ ψ(q) = (. . . 0, 0; 0, 2, 0 . . .),
so that χ(q) = (2/3, r), the right face of 2/3. Let us consider χ−1((2/3, l)). First,
φ¯((2/3, l)) = φl(2/3) = (. . . 0; 0, 1, 2, 2 . . .), whose image by ψ−1◦ρ is ψ−1(. . . 0, 0, 1; 0, 0 . . .)+
ψ−1 ◦ ρ(. . . 0; 0, 0, 2, 2 . . .) = 3− 32 = −6.
We just saw that χ−1((1, l)) = −3 whereas χ−1((1, r)) = 1, and that χ−1((2/3, l)) =
−6 whereas χ−1((2/3, r)) = 6. Actually, it is a simple exercise to show that for any p-adic
number q such that Fp(χ(q)) = p−n, we have
χ−1((q, l))− χ−1((q, r)) = −(p+ 1)pn,
which gives the difference between the images of each face of the same point. Check this
on Fig 3.
4 Spheres of real trees
4.1 Preliminaries on real trees
A real tree is a complete, path-connected metric space (t, d) satisfying the so-called ‘four
points condition’: for any x1, x2, x3, x4 ∈ t
d(x1, x2) + d(x3, x4) ≤ max [d(x1, x3) + d(x2, x4), d(x1, x4) + d(x2, x3)] . (3)
The root ρ is a distinguished element of t. Real trees have been studied extensively, see
e.g. Dress et al. (1996); Evans (2008). For example, it is well-known that real trees have
unique geodesics and are endowed with a partial order . For any x, y ∈ t, x  y iff x
belongs to the geodesic between ρ and y.
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Also, real maps can be used to define trees. More specifically, let h : [0,∞)→ [0,∞) be
càdlàg (right-continuous with left-hand limits), with no negative jump and with compact
support. Set σh := sup{t > 0 : h(t) 6= 0}, as well as
mh(s, t) := inf
[s∧t,s∨t]
h s, t ≥ 0,
and
dh(s, t) := h(s) + h(t)− 2mh(s, t).
It is clear that dh is a pseudo-distance on [0,∞). Further let ∼h denote the equivalence
relation on [0,∞)
s ∼h t⇔ dh(s, t) = 0⇔ h(s) = h(t) = mh(s, t).
If th denotes the quotient space [0, σh]|∼h , then it is well-known that (th, dh) is a compact
real tree. Let ph : [0, σh]→ th map any element of [0, σh] to its equivalence class relative
to ∼h. We can also endow th with a total order and a mass measure, as follows.
• Total order. We define ≤h as the order of first visits, that is for any x, y ∈ th,
x ≤h y ⇔ inf p−1h ({x}) ≤ inf p−1h ({y}).
• Mass measure. The measure µh is defined as the push forward of Lebesgue measure
by ph.
Conversely, let t be a compact, real tree endowed with a total order ≤ and a finite measure
µ. Lambert and Uribe Bravo (2016) have provided some simple conditions on ≤ and µ
under which t can be viewed as a tree coded by some real map. First, the order ≤ is
assumed to satisfy the following two conditions. For any x, y ∈ t,
• If x  y then y ≤ x
• If x ≤ y then for all z ∈ t
z  x and z 6 y ⇒ z ≤ y.
Second, the measure µ is assumed to have no atom and to charge all open subsets. Then
the map ϕ : t→ [0, µ(t)] defined by ϕ(x) = µ({y ∈ t : y ≤ x}) is one-to-one and its image
is dense in [0, µ(t)]. Its inverse has a unique càdlàg extension, denoted φ : [0, µ(t)] → t.
Furthermore, the map h : [0, µ(t)]→ [0,∞) defined by h(s) = d(ρ, φ(s)) is càdlàg with no
negative jump and the tree (t,≤, µ) is isometric to (th,≤h, µh). The map h is called the
jumping contour process of t.
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From now on, we let t denote a compact real tree with total order ≤ and finite measure
µ satisfying the previous conditions. We fix a real number T > 0, and we let h denote
the jumping contour process of the tree t truncated at height T , which is the
closed ball with center ρ and radius T . We denote by t{T} the sphere with center ρ and
radius T > 0
t
{T} := {x ∈ t : d(ρ, x) = T},
which we assume to be nonempty. The so-called reduced tree at height T is the tree
spanned by the sphere of radius T , that is
{y ∈ t : ∃x ∈ t{T}, y  x},
which is the union of all geodesics linking the root to a point of the sphere.
The reduced tree is also called reconstructed tree in phylogenetics and coalescent tree
in population genetics. In these fields, the sphere and the reduced tree play an important
role, since the former represents the set of individuals or species living at the same time
and the latter represents their genealogical history (see Lambert 2016). Actually, the
induced metric on the sphere of radius T contains all the information about the ancestral
relationships between them. We will now try to understand how this metric can be
represented by a comb. Indeed, note that by the four-points condition, for any x, y, z ∈
t
{T},
T + d(x, z) =
d(ρ, y) + d(x, z) ≤ max [d(ρ, x) + d(y, z), d(ρ, z) + d(y, x)]
= max [T + d(y, z), T + d(y, x)] ,
which yields d(x, z) ≤ max [d(y, z), d(y, x)], so that the metric induced by d on t{T} is
ultrametric.
4.2 Sphere of a real tree
The sphere t{T} is a compact ultrametric space so Theorem 3.1 ensures that provided it
has no isolated point, it is isometric to a comb metric space. Instead of relying on this
theorem, we prefer to give a direct construction of this comb by taking advantage of the
order on t{T} inherited from the order ≤ on t.
In the case when t{T} has only isolated points, it is not difficult to understand its
metric structure. For example, assume that t{T} has finite cardinality NT ≥ 2. Let
x1 ≤ · · · ≤ xNT denote its elements labelled in the order ≤. Then for any 1 ≤ i < j ≤ NT ,
writing si := inf p−1h ({xi}) (each set p−1h ({x}) is actually a singleton in the case when the
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sphere is finite),
d(xi, xj) = h(si) + h(sj)− 2 inf
[si,sj ]
h = 2(T − inf
[si,sj ]
h) = 2 max(hi, . . . , hj−1),
where
hi := T − inf
[si,si+1]
h.
In conclusion, the metric on t{T} is isomorphic to the comb metric d¯f on I˙, where I =
[1, NT ] and f := 2
∑NT−1
i=1 hi1{i}. We will now extend this description to spheres with no
isolated points, but we first need the following lemma.
Lemma 4.1. Assume that t{T} has no isolated point. Then {h = T} has no isolated point
and empty interior.
Proof. Assume that t is an isolated point of {h = T}. Set G := sup{s < t : h(s) = T} and
D := inf{s > t : h(s) = T}. By assumption, G < t < D and since h is càdlàg, h(G−) = T
and h(D) = T . Set γ := inf [G,t] h and δ := inf [t,D] h. Recall that h is the contour process
of the tree truncated below T , so that h only takes values in [0, T ]. This implies that
γ < T and δ < T . So for any s such that h(s) = T , dh(s, t) > T − (γ ∨ δ), so that ph(t)
is an element of t{T} which is at distance at least T − (γ ∨ δ) of all other points of t{T}
(which all are of the form ph(s) for s ∈ {h = T}). This contradicts the assumption that
t
{T} has no isolated point.
Now if {h = T} had nonempty interior, there would be an open interval (s, t) such
that h(u) = T for all u ∈ (s, t). Then for any u, v ∈ (s, t), ph(u) = ph(v) =: x ∈ t{T}, so
that µ({x}) ≥ t− s > 0, which contradicts the fact that µ has no atom.
Thanks to the previous result, {h = T} is perfect, so we can construct a local time at level
T for h, that is a nondecreasing, continuous map L : [0,∞)→ [0,∞) such that L(0) = 0
and for any s < t
Lt > Ls ⇔ (s, t) ∩ {h = T} 6= ∅.
The reader who would like to see a detailed construction of this map is deferred to Section
B in the appendix.
Let I = [0, Lσh ], and set
t˙
{T} := {x ∈ t{T} : ∃(x+n ) ↑, (x−n ) ↓∈ t{T}, limn ↑ x
+
n = limn
↓ x−n = x},
where the sequences in the previous definition are requested to be strictly monotonic.
Theorem 4.2. Assume as previously that t is a compact real tree such that t{T} is not
empty and has no isolated point. Then there is a comb-like function f on I and two global
isometries θ˙ : (I˙ , d¯f ) → (t˙{T}, d) and θ¯ : (I¯ , d¯f ) → (t{T}, d) preserving the order and
mapping the Lebesgue measure to the push forward µT of the Lebesgue–Stieltjes measure
dL by ph.
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Remark 4.3. Note that we could have equally assumed that t is only locally compact,
since then its closed balls are compact by the Hopf-Rinow theorem.
Proof. Let J denote the right inverse of the local time L
Jt := inf{s > 0 : Ls > t} t ∈ I.
Every jump time s of J corresponds to an interval (gs, ds) := (Js−, Js) where L is constant
(to s) such that h 6= T on (gs, ds) and h(gs−) = h(gs) = T = h(ds) (because h has no
negative jump). Note that J is càdlàg so that the number of jumps with size larger than
ε is finite. Now for any s ∈ I, set
f(s) :=
{
2 (T − inf [gs,ds] h) if ∆Js 6= 0
0 otherwise,
which is a comb on I, so we can consider (I˙ , d¯f ) and (I¯ , d¯f ) the associated ultrametric
spaces. Note that f(s) = 0 implies that ∆Js = 0 otherwise h would be constant to T on
[gs, ds] (and so the mass measure would have an atom).
Further define
θ˙ : (I˙ , d¯f ) −→ (t˙{T}, d)
s 7−→ ph(Js)
as well as
θ¯ : (I¯ , d¯f ) −→ (t{T}, d)
s′ 7−→
{
ph(Js−) if s′ = (s, l) and f(s) 6= 0
ph(Js) otherwise.
Let us first prove that θ˙ and θ¯ do take their values in t˙{T} and t{T} respectively.
Let s ∈ I˙, so that f(s) = 0 and ∆Js = 0, as noted earlier. So t := Js is a point of
increase of L. Because L is continuous and nondecreasing, and increases only on {h = T},
t is both a left and a right limit point of {h = T}. So there is an increasing sequence
(t+n ) and a decreasing sequence (t−n ) of {h = T} both converging to t. Since h is càdlàg,
inf [t+n ,t−n ] h converges to T , so that ph(t
+
n ) and ph(t−n ) are resp. increasing and decreasing
sequences of t{T} both converging to ph(t) = ph(Js) = θ˙(s). This shows that θ˙(s) ∈ t˙{T}.
The case of θ¯ is simpler, since h(gs) = h(ds) = T for all s, so that ph(Js−) and ph(Js)
are always elements of t{T}.
Let us now prove that both θ˙ and θ¯ are surjective. In both cases, we will use the fact that
for any x ∈ t{T}, there is a unique t such that ph(t) = x (otherwise h would be constant
to T on some open interval). And since h(t) = T , there is s such that t = Js or t = Js−.
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Let us first treat the case of θ¯. If f(s) = 0 then Js = Js− and x = ph(Js) = θ¯(s). If
f(s) 6= 0, then either t = Js and x = ph(Js) = θ¯((s, r)) or t = Js− and x = ph(Js−) =
θ¯((s, l)). So θ¯ is surjective.
Now let x ∈ t˙{T} and let (x−n ) and (x+n ) be resp. decreasing and increasing sequences of
t
{T} converging to x. Then for each n there is a unique pair (t−n , t+n ) such that ph(t−n ) = x−n
and ph(t+n ) = x+n . So (t−n ) and (t+n ) are resp. decreasing and increasing sequences of
{h = T}, and both converge to t (otherwise h would be constant to T on some open
interval). So t is a point of increase of L and t = Js = Js−. This implies that f(s) = 0
and x = ph(t) = ph(Js) = θ˙(s). So θ˙ also is surjective.
Next, we prove that θ˙ and θ¯ are isometric. For any s < t ∈ I˙,
d(θ˙(s), θ˙(t)) = d(ph(Js), ph(Jt))
= h(Js) + h(Jt)− 2 inf
[Js,Jt]
h
= 2T − 2 inf
[Js,Jt]
h = 2 sup
[Js,Jt]
(T − h)
= 2 max
{
sup
[Js,Jt]\∪u[gu,du]
(T − h), sup
u∈[s,t]
sup
[gu,du]
(T − h)
}
= 2 sup
u∈[s,t]
sup
[gu,du]
(T − h) = 2 sup
u∈[s,t]
(
T − inf
[gu,du]
h
)
= sup
u∈[s,t]
f(u) = d¯f (s, t).
Now for any s′ < t′ ∈ I¯, according to whether s′ = (s, l) or s′ = (s, r), t′ = (t, l) or
t′ = (t, r),
d(θ¯(s′), θ¯(t′)) = d(ph(Js±), ph(Jt±))
= 2 max
{
sup
[gs,ds]
(T − h)1s′=(s,l), sup
u∈(s,t)
sup
[gu,du]
(T − h), sup
[gt,dt]
(T − h)1t′=(t,r)
}
= max
{
f(s)1s′=(s,l), sup
u∈(s,t)
f(u), f(t)1t′=(t,r)
}
= d¯f (s
′, t′).
The fact that θ˙ and θ¯ preserve the order is obvious. As for the measure, for any s < t ∈ I˙
µT
(
θ˙([s, t])
)
= dL
(
p−1h
(
θ˙([s, t])
))
= dL ([Js, Jt]) = t− s,
which proves that the push forward of the Lebesgue measure by θ˙ is µT .
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4.3 Coalescent point processes
As we just saw in the proof of Theorem 4.2, the comb representation of the sphere of
radius T of a locally compact tree is given by the list of the depths of the excursions of h
away from T , where h is the jumping contour process of the ball of radius T (i.e., of the
tree truncated at height T ). More specifically, if L is the local time at T of h and J its
right inverse
Jt := inf{s > 0 : Ls > t},
then every jump time s of J corresponds to an interval (gs, ds) := (Js−, Js) of constancy of
L such that h 6= T on (gs, ds) and h(gs−) = h(gs) = T = h(ds). The comb representation
of the metric structure of the sphere of radius T is given by the comb f defined by
f(s) :=
{
2 (T − inf [gs,ds] h) if ∆Js 6= 0
0 otherwise.
Definition 4.4. Let ν be a σ-finite measure on (0,∞) such that ν([ε,∞)) < ∞ for all
ε > 0. LetM be a Poisson point process on (0,∞)2 with intensity Leb ⊗ ν and denote by
(Si, Hi)i its atoms. Finally, let (D,H) denote the first atom (in the first dimension) such
that H > T . We will say that the random comb metric space associated with the comb∑
i:Si<D
2Hi1{Si} is a coalescent point process with height T and intensity ν.
For a random h which is a strong Markov process for which T is a regular point, there is
an alternative way to the one given in the appendix of constructing the local time L at T ,
which ensures that it is adapted and so unique up to a multiplicative constant. Then if J
denotes the inverse of L, to each jump ∆Js of J corresponds an excursion of h away from
T with length ∆Js, say es. Furthermore, ((s, es); s ≥ 0) are the atoms of a Poisson point
process in (0,∞)× E , where E is the space of càdlàg paths with finite lifetime V visiting
T at most at 0 and at V . The intensity measure, say µ, of this Poisson point process is
called Itô’s excursion measure and is the analogue to the common probability distribution
of excursions when the visit times of T by X form a discrete set.
Recall the comb f before the definition. A consequence of what precedes is that when
h is a strong Markov process ((s, f(s)); f(s) 6= 0) are the atoms of a Poisson point process
in (0,∞)2 whose intensity is Leb ⊗ ν, where ν is the push forward of µ by the map
e 7→ 2(T − inf [0,V ] e). A particular example of such a coalescent point process is given in
the case of the Continuum Random Tree (Aldous, 1991), which we (abusively) define here
as the tree coded by the Brownian excursion conditioned to hit T .
Theorem 4.5 (Popovic 2004; Aldous and Popovic 2005). The sphere t{T} of the Brownian
tree t is a coalescent point process with height T and intensity measure ν, where
ν(dh) =
dh
2h2
(4)
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Another nice example is the case of splitting trees, which form a class of non-Markovian
branching processes in continuous time. Specifically, all individuals are assumed to have
i.i.d. lifetimes during which they give birth at constant rate to independent copies of
themselves. Lambert (2010) proved that the jumping contour process of the truncation
below T of a splitting tree is a compound Poisson process with drift −1 reflected below T
and killed upon hitting 0. Then it is easy to see that the sphere of radius T has a simple
comb representation, in the form of i.i.d. excursion depths.
Lambert and Uribe Bravo (2016) have extended this study to all trees satisfying the
following property. Conditional on any geodesic starting at the root, the set (xi, ti) of
branching points on this geodesic and of the subtrees grafted at each of these points,
form a Poisson point process with intensity Leb ⊗ ξ, where ξ is a σ-finite measure on
the space of locally compact trees. Specifically, we have characterized such trees as those
trees whose truncations have as jumping contour process a reflected Lévy process with no
negative jump. Therefore, the metric structure of the spheres of such trees has again a
representation in the form of a coalescent point process.
Last, Lambert and Popovic (2013) have expressed the distribution of the coalescent
point process for non-binary branching trees, including Galton–Watson processes and
continuous-state branching processes, which have branching points of arbitrarily large
degree. In this case, the comb is not a Poisson point process because of the multiple
points, but it has a nice regenerative property.
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A Finite ultrametric sets
Here we prove the statement made in the introduction that for any finite subset S of an
ultrametric space (U, d), there is at least one labelling of its elements {xi : 1 ≤ i ≤ n}
such that for any i < j,
d(xi, xj) = max{d(xk, xk+1); i ≤ k < j}. (5)
Let us proceed by induction on n. For n = 2, the statement is trivial, but it will be useful
later to have initialized the induction at n = 3.
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Let x, y, z ∈ U . Assume that there are two pairs with different distances (otherwise
the statement is obvious), for example d(y, z) < d(x, z). We are going to show that this
implies the equality d(x, z) = d(x, y). First, d(x, y) ≤ d(x, z) ∨ d(z, y) = d(x, z), so that
d(x, y) ≤ d(x, z).
Second, d(y, z) < d(x, z) ≤ d(x, y) ∨ d(y, z), which yields d(y, z) < d(x, z) ≤ d(x, y), so
that
d(y, z) < d(x, z) = d(x, y).
So we can define for example x1 = z, x2 = y and x3 = x, for then d(x1, x3) =
max(d(x1, x2), d(x2, x3)).
Now let n ≥ 3 and assume that the induction property holds for subsets of U with
cardinality n. Let S be a finite subset of U with cardinality n + 1. Let y, z ∈ S be the
pair realizing the minimum distance, i.e. such that d(y, z) ≤ d(v, w) for any v, w ∈ S.
Apply the induction property to S \{z}, which has cardinality n. Then there is a labelling
{x′i : 1 ≤ i ≤ n} of S \ {z} such that Eq (5) holds (replacing all xj by x′j). Let K be the
label of y (i.e., y = x′K) and set
xj :=

x′j if j ≤ K
z if j = K + 1
x′j−1 else.
Now since y, z realize the minimum distance, Eq (5) holds for any i < j such that i and j
are both different from K+1. It holds also when i or j is equal to K+1 by an application
of the argument initializing the induction, which ensures that for any ` 6∈ {K,K + 1},
d(x`, z) = d(x`, y).
B Local time
If A is a closed subset of [0,∞), a local time associated to A is a nondecreasing mapping
L : [0,∞) → [0,∞) such that L(0) = 0 and whose set of points of increase coincides
with A. If A is discrete, L can be defined simply, for example as the counting process
Lt = #[0, t] ∩ A. But then if A is not discrete, the counting process will blow up at the
first accumulation point of A, so a different strategy is needed.
Assume that A is perfect, i.e., it has empty interior and no isolated point. For any
compact interval, say [0,M ], we can construct a continuous mapping L : [0,M ] → [0, 1]
such that L(0) = 0, L(M) = 1 and for any 0 ≤ s < t ≤M
Lt > Ls ⇔ (s, t) ∩A 6= ∅.
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The construction is recursive, exactly as for the Cantor–Lebesgue function, also known as
‘devil’s staircase’.
First recall that the open set B := (0,M) \ A can be written as a countable union
of open intervals, say (In)n≥1. For each n ≥ 1, write In = (gn, dn). Note that for any
ε > 0, there can be only finitely many of these intervals which have length larger than ε.
Therefore, we can assume that the intervals (In) are ranked by decreasing order of their
lengths (since ties can only occur in finite numbers, we can rank them by increasing order
of their left-hand extremities gn’s, say).
We are going to construct recursively, for each n ≥ 1, a continuous mapping Ln :
[0,M ] → [0, 1] which is piecewise affine and constant exactly on ∪nk=1Ik. First, L1 is
the function equal to 1/2 on I1, affine on [0, g1] and on [d1, 1], such that L1(0) = 0 and
L1(M) = 1. Now assume that we are given a continuous function Ln : [0,M ] → [0, 1]
which is piecewise affine and constant exactly on ∪nk=1Ik. Writing d0 = 0 and g0 = 1,
there is a unique pair 0 ≤ k, j ≤ n such that dj < gn+1 < dn+1 < gk minimizing gk − dj .
Then we can define Ln+1 as the continuous function equal to Ln outside (dk, gj), constant
to 12(L
n(gj) + L
n(dk)) on [gn+1, dn+1], affine on [dj , gn+1] and on [dn+1, gk]. It is easy to
see that Ln+1 satisfies the announced properties.
Now for any p ∈ N, let Dp denote the set of dyadic numbers of (0, 1) whose dyadic
expansion has length smaller than p, i.e., Dp = {x ∈ (0, 1) : ∃(x1, . . . , xp) ∈ {0, 1} :
x =
∑p
k=1 xk 2
−k}. Also for n ∈ N, let Jn denote the set of values taken by Ln on its
constancy intervals. Because A has no isolated point, for each p ≥ 1 there is an integer
N such that for all n ≥ N , Dp ⊂Jn, so that for any n′ ≥ N , ‖Ln − Ln′‖ ≤ 2−p, where
‖ · ‖ is the supremum norm on [0, 1]. This shows that (Ln) is a Cauchy sequence for the
supremum norm, and so converges uniformly on [0, 1] to a continuous function L. It is
not difficult to see, using the stationarity of (Ln) on B, that L increases exactly on A.
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