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Topological phase transitions, which have fascinated generations of physicists, are always demar-
cated by gap closures. In this work, we propose very simple 2D photonic crystal lattices with
gap closure points, i.e. band degeneracies protected by nonsymmorphic symmetry. Our photonic
structures are relatively easy to fabricate, consisting of two inequivalent dielectric cylinders per unit
cell. Along high symmetry directions, they exhibit line degeneracies protected by glide reflection
symmetry, which we explicitly demonstrate for pg, pmg, pgg and p4g nonsymmorphic groups. In the
presence of time reversal symmetry, they also exhibit point degeneracies (Dirac points) protected by
a Z2 topological number associated with crystalline symmetry. Strikingly, the robust protection of
pg-symmetry allows a Lifshitz transition to a type II Dirac cone across a wide range of experimen-
tally accessible parameters, thus providing a convenient route for realizing anomalous refraction.
Further potential applications include a stoplight device based on electrically induced strain that
dynamically switches the lattice symmetry from pgg to the higher p4g symmetry. This controls the
coalescence of Dirac points and hence the group velocity within the crystal.
Introduction– In the recent few years, there has been
considerable interest in the search for novel degenera-
cies associated with nonsymmorphic symmetries in elec-
tronic structures[1–5]. Since these degeneracies usually
have topological origins, their study is a natural exten-
sion of the larger program of discovering new topolog-
ical phases , both theoretically and experimentally[6–
20]. Such phases, which are protected by symmetry
and/or a nontrivial topological index, possess interest-
ing physically manifestations like boundary states, quan-
tized response or exotic quasi-particle excitations. While
a large number of topological phases have been theo-
retically identified and classified for different symmetry
classes and dimensions[21–23], only a handful have been
experimentally realized in electronic systems. This is fun-
damentally due to the limited tunability of the Fermi
level and atomic configurations.
Hence the push towards the realization of topological
phases in alternative, artificial systems like photonic[24–
29], phononic[30–42] and cold atom[43–45] systems both
in 2D and 3D[46–51], where topological invariants can
be defined in analogy to those in conventional electronic
systems. Photonic systems are particularly convenient
for probing novel topological physics[52–55] due to their
exactly solvable governing equations and lack of funda-
mental length scale[56]. Indeed, topological phases have
been discovered in various photonic systems with dif-
ferent symmorphic symmetries. Nontrivial edge modes
have been observed in two-dimensional (2D) photonic
crystals with C4[57], C6[58] or mirror symmetry[59], and
topological Weyl points and nodel lines have been found
in three-dimensional (3D) photonic crystals with gyroid
structures or screw symmetry[60, 61]. One important ad-
vantage of photonic crystals is that they can contain fea-
tures of any desired shape, i.e. an ellipsoid, which is im-
possible to realize in electronic systems. This additional
freedom shall play a crucial role in our implementation
of 2D nonsymmorphic symmetry groups.
Motivated by the richness of nonsymmorphic sym-
metry, we present specially designed 2D photonic crys-
tals symmetric under the four nonsymmorphic wallpaper
groups pg, pmg, p4g and pgg. Compared to previous pro-
posals involving strongly spin-orbit coupled systems[62],
our lattice structures are extremely simple and amenable
to experimental realization, consisting of only two in-
equivalent elliptical dielectric structures per unit cell.
Various combinations of topologically robust Dirac points
(DPs) and gapless line nodes exist depending on the non-
symmorphic symmetry group.
Tuning our photonic crystals while preserving nonsym-
morphic symmetry gives rise to various phenomena with
potential technological applications. With pg symmetry
preserved, we show that a Lifshitz transition to a type-II
DP occurs across a large range of realistic photonic rod
shapes and dielectric constants. Analogous Lifshitz tran-
sitions have attracted considerable interest in the Weyl
semimetal community[4, 63–66], and in our context leads
to the phenomenon of anomalous refraction where an in-
cident ray produces not one but two refracted rays. The
sensitivity of the photonic bandstructure to the lattice
symmetry brings forth the possibility of optical devices
with mechanically-induced properties, as detailed in our
stoplight device proposal.
Beginning with a pedagogical justification of the ap-
pearance of line degeneracies in a tight-binding (TB)
Hamiltonian with pg symmetry, we then extend the dis-
cussion to point degeneracies (Dirac points) emerging in
higher orbitals. With the help of homotopy arguments,
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2we analyze their topological properties, as well as numer-
ically demonstrate their robustness through a protected
Z2 topological number. Finally, we detail the occurrence
of Lifshitz transitions to type-II DPs, which are physi-
cally manifested through anomalous refraction. We con-
clude by proposing a stoplight device based on the C4-
symmetry protected doubled DP.
TB model construction– A crystal with nonsymmor-
phic symmetry maps into itself under a combination of
a point symmetry operation (i.e. reflection) and a frac-
tional unit cell translation. Bandstructure degeneracies
appear due to the existence of higher-dimensional pro-
jective representations of the nonsymmorphic symmetry
group at certain momenta.
To understand the effect of nonsymmorphic symme-
try, we first introduce the TB description of a photonic
system[67]. We focus on the case where waves propagate
in an electric field parallel to the rod axis, forming the so-
called harmonic transverse magnetic (TM) modes. The
n-th mode ~En,k = En,k(r)zˆ obeys Maxwell’s equation
∇2 ~En,k(r) = −
ω2n,k
c2
εp(r) ~En,k(r) (1)
where εp(r) is the dielectric function of the periodic
medium, and ω2n,k is its frequency. If we rescale the
modes via φn,k(r) =
√
εp(r)En,k(r), the eigenvalues of
the Hermitian operator H = − 1√
εp(r)
∇2 1√
εp(r)
form the
effective band structure viz.
Hφn,k(r) =
ω2n,k
c2
φn,k(r). (2)
This equation is the direct analog of the TB Schro¨dinger’s
equation of an electronic system, where φn,k represent
its Bloch states. The hopping terms of this photonic TB
Hamiltonian can be determined from the overlaps of the
single dielectric rod eigenstates, which are well-localized
like the orbitals of a single atom. Solving Eq. (2), we
obtain the photonic band structure ω2n,k/c
2.
A nonsymmorphic crystal has at least two different
components i.e. “atoms” in its unit cell, which are sepa-
rated by a non-primitive lattice vector. The effective TB
Hamiltonian can be expressed in the normalized basis
ψα,ν,k(r) =
∑
R
eik·(R+rα)ϕν(r−R− rα), (3)
in analogy to the Wannier basis for electronic systems[68–
71]. Here ϕν(r − R − rα) are the Lo¨wdin orbitals rep-
resenting the TM modes, where R is the usual lattice
vector, rα the position vector of atom α, and ν its or-
bital degree of freedom.
Due to the non-primitive lattice vector, the basis
obeys extra constraints in addition to the Bloch condi-
tion: We have ψα,ν,k+G(r) = e
iG·rαψα,ν,k(r), where G
is any reciprocal lattice vector. Hence the off-diagonal
+
−
FIG. 1. The s, px, py and 2s orbitals above each elliptical
cylinder in the photonic lattice unit cell. Note that they are
neither isotropic nor aligned with the x and y axes, like the
ellipses themselves.
TB Hamiltonian matrix elements defined by Hαβ(k) =∫
drψ∗α,ν,k(r)Hˆψβ,ν,k(r) are periodic only up to a phase
(i.e. form a projective representation of lattice transla-
tion):
Hαβ(k+G) = e
iG·r∆Hαβ(k), (4)
where r∆ = rβ − rα. Lattices with different nonsymmor-
phic symmetries can be achieved with photonic cavities of
different positions and orientations. Here, we shall imple-
ment them using dielectrics shaped as elliptical cylinders.
Line nodes from nonsymmorphic symmetry– As a first
illustration of how nonsymmorphic symmetry can lead to
degeneracies, consider the lowest two bands of the pho-
tonic crystal. These two bands correspond to the two |s〉
orbitals above the two inequivalent elliptical dielectric re-
gions (labeled as A and B). Note that the |s〉 orbitals
are not isotropic due to the anisotropy of the elliptical
cylinder. From Fig. 2a, we see that the photonic crystal
(PhC) has the symmetry of one of the simplest nonsym-
morphic group pg, which only contains glide reflections.
The glide reflection operators are conventionally denoted
by gy = {my|τx}, where myψ(x, y, z) = ψ(x,−y, z) and
τxψ(x, y, z) = ψ(x +
a
2 , y, z). Denoting orbital overlaps
by JABx,y , an immediate consequence of this glide reflec-
tion symmetry is that JBAx,y = J
AB
x,y = J
AB
−x,y and J
AA
x,y =
JBBx,y . Hence HAB(pi/a, ky) = 0 and HAA(pi/a, ky) =
HBB(pi/a, ky), i.e. we have a degenerate line node along
kx = pi/a (line MX). Analogous arguments hold for
generic line degeneracies at the BZ boundary (see Fig. 2
for more examples.)
Protected Dirac points– Besides protecting line nodes,
nonsymmorphic symmetry also protects Dirac crossings
in the photonic bandstructure by protecting the Z2 topo-
logical number of the 1D Berry phase[73]. As detailed
in the Supplement[72], point degenaracies must exist at
the Z2 jumps. By adjusting the relative positions and
orientations of the cylinders in our photonic crystal, var-
ious nonsymmorphic symmetries pg, pmg, pgg and p4g
(Fig. 2) can be implemented, each giving rise to pro-
tected Dirac points in certain bands. One observes the
splitting, fusion and motion of these DPs as the cylinders
are continuously modified.
Perturbing the 4-orbital TB model around each
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FIG. 2. The lattice structure, nodal positions and band
dispersions for the four lattices we considered, with pg, pmg,
p4g and pgg symmetry respectively (a to d). Results from our
effective TB model (colored lines, see Supp. Materials [72])
agree closely with COMSOL simulation results (black dashed
lines). (a) The pg bands from the px and py orbitals. There
exists a Dirac point (DP) P1 along Y -M and a nodal line along
M -X protected by {my|τx}. (b) By rotating the ellipses in
the pg lattice to respect an additional mirror symmetry mx,
we obtain the pmg lattice. The nodal line remains unchanged
but the DP P2 is now along Γ-Y . (c) The lattice with p4g
symmetry, which has mirror symmetry along two diagonals
and an additional glide reflection symmetry {mx|τy}. The
nodal lines persist but there is now a doubly degenerate DP
P3 at the Γ point. (d) The pgg lattice obtained by breaking
the C4 symmetry of the p4g lattice through arbitarry rotation
of the ellipses. The previously doubly degenerate DP decom-
poses into two singly degenerate DPs between Γ and ±X, one
of which is visible here.
degeneracy[43, 72] yields an effective 2-band Hamilto-
nian Hk = hk · σ characterized by the hk vector, where
σ are the Pauli matrices. When sublattice symmetry is
respected, as in the pmg, pgg and p4g symmetry groups,
hk is confined to a plane and a winding number w can
be defined for the mapping hk: S1 7→ S1 along a closed
(𝑎) (𝑏) (𝑐) (𝑑)
FIG. 3. The configurations of h near the DPs of lattices with
pmg, p4g and pgg symmetries. (a) and (b) depict the two DPs
(±P2 between Γ to ±Y ) of the pmg lattice, with windings
w = −1 and w = 1. (c) The w = −2 h around the quadratic
degeneracy (P3) at Γ for the p4g symmetric lattice. (d) With
p4g broken to pgg, the above w = −2 degeneracy splits into to
two DPs (±P4) along −X to X, each with winding w = −1.
loop around the gapless point:
w =
∮
dk
2pi
[
h1
|h|∇
h2
|h| −
h2
|h|∇
h1
|h|
]
∈ Z. (5)
To elucidate our findings in more detail:
pg group: We consider the same lattice as before
(Fig. 2a) , but now focus on the four bands spanned
by orbitals |A, px〉, |B, px〉, |A, py〉 and |B, py〉. A Dirac
point P1 exists along Y -M , with gap opening up if time
reversal or nonsymmorphic pg symmetry is broken, i.e.
by using a distorted magneto-optical dielectric. Along
MX, a line node exists for reasons explained earlier.
pmg group: Besides glide reflection symmetry as in
pg, the lattice also contains an additional mirror symme-
try (Fig. 2b). Within the bands spanned by |A, s〉, |B, s〉,
|A, py〉 and |B, py〉, Dirac cones ±P2 between Γ and ±Y
appear without fine-tuning. Here, it is the mirror sym-
metry subgroup of pmg that is essential in protecting the
Dirac crossing. By contrast, the nodal line requires the
symmetry under the glide operation.
p4g group: p4g symmetry consists of mirror symme-
tries along the two diagonals and glide reflection symme-
tries gx = {mx|τy} and gy = {my|τx} (Fig. 2(c)). Due
to the extra C4 rotational symmetry, the Γ point hosts a
quadratically degenerate point P3 in the space of orbitals
|A, py〉, |B, py〉, |A, 2s〉 and |B, 2s〉, with a hp4g winding
of w = −2 (Fig. 3(c)). To understand exactly which
symmetry subgroup is necessary for protecting this dou-
ble degeneracy, we proceed to break the C4 rotational
symmetry next.
pgg group: Upon breaking C4 rotation symmetry by
rotating each of the elliptical cylinders, we obtain the pgg
lattice (Fig.2(d)) from the previous p4g lattice (Fig.2(c)).
The quadratic degeneracy at Γ decomposes into two lin-
ear (w = −1) DPs P4 located either along Γ-X, Γ-Y or
their mirror inverses, depending on how the C4 symme-
try was broken. For the case of Γ-X shown, P4 is gapped
by breaking both gx and C2 (but not gy). Hence either
gx and parity symmetry can protect P4, but only gx can
confine P4 along Γ-X.
Lifshitz transition and anomalous refraction – Interest-
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FIG. 4. The pg lattice (a) and bandstructure (b) host-
ing type-II (tilted over) Dirac points. (c) Phase diagram for
Lifshitz transition dependence on dielectric constant r and
aspect ratio r2/r1 of the ellipses, with r1 = 0.16a and orienta-
tion angles ±80◦. Type-I/II regions are marked in red/blue,
while no DP exists in the white regions.
ingly, nonsymmorphic symmetry protects the point de-
generacies so robustly that a Dirac cone can “tilt over”
and still remain gapless upon large parameter tuning.
When a type-I (upright) Dirac cone tilts over into a
type-II (tilted over) Dirac cone, the isofrequency “Fermi”
surface undergoes a topological change known as a Lif-
shitz transition, from an isolated point to a pair of in-
tersecting lines (Fig. 5a). Its 3D analog has attracted
considerable attention[61], especially in the context of
Weyl semimetals[4, 61, 63–66]. In our PhCs, a Lifshitz
transition can be induced across a wide range of nonsym-
morphic symmetry preserving deformations, particularly
when the dielectric constant r or aspect ratio of the el-
lipses are varied (Fig. 4c).
Near a tilted Dirac point, the Hamiltonian generically
assumes the form
HII(δk) = vxδkxσx + vyδkyσy + (uxδkx + uyδky)I, (6)
where δk is the displacement from the DP. In our case,
the linear uy term is forbidden by glide symmetry. The
tilt η = ux/vx is controlled by the last term: η = 0 for
an untilted type-I DP, and |η| > 1 for a type-II DP.
From Eq. 6, the isofrequency contour is given by
δω = ω − ω0 = ηvxδkx ±
√
v2xδk
2
x + v
2
yδk
2
y, (7)
where ω0 = 0.811c/a is the frequency of the DP for our
pg lattice (Figs. 4 and 5). Due to the unique double
multiplicity of isofrequency lines near the DP, an inci-
dent light ray on the PhC will be anomalously separated
into two refracted rays within the PhC. As derived in
the Supp. Materials [72], the two anomalous refraction
angles corresponding to an incident angle θ are given by
φ± = ± tan−1 v
2
y|δky|
ηvx(δω − ηvxδkx) + v2xδkx
, (8)
where |δky| =
√
(δω − ηvxδkx)2 − v2xδk2x/vy and
δkx =
ω
c sin θ. For frequencies near ω0, |φ±| ≈
tan−1
[
vy
vx
1√
η2−1
]
, which suggests that anomalous refrac-
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FIG. 5. (a) 3D frequency plot near a type-II Dirac point, with
characteristic cross-shaped isofrequency lines due to its tilt.
(b) Anomalous refraction from a type-II DP. Left panel: The
refraction angles are aligned with the refracted group veloci-
ties, which are determined by the normals of the isofrequency
lines. These lines intersect with the incident wavevector at
the original tangential wavevector component ky.
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FIG. 6. (a) Stoplight device with group velocity controlled by
external applied voltage. An electric field deforms the silicone
elastomer elliptic cylinders and breaks the p4g symmetry to
pgg, thereby modifying the dispersion. (b) The good agree-
ment between COMSOL simulation results and the effective
Hamiltonian in Eq. 9.
tion requires |η| > 1. This is contrasted with ordinary
optical media where only one refracted ray is observed.
Stoplight device– The sensitive dependence of the pho-
tonic dispersion on lattice symmetry also suggests a po-
tential stoplight device application. When the symme-
try is reduced from p4g to pgg by breaking C4 rotation,
the quadratic DP splits into two linearly dispersive DPs
(Fig. 2c). A simple representative Hamiltonian is
Hsplit(kx, ky, k0) = tHd(kx, ky, k0)◦Hd(kx, ky,−k0) (9)
where ◦ is the Hadamard product, t is a constant, k0
controls the splitting and Hd(kx, ky, k0) = (kx − k0)σx +
kyσy gives a single DP located at k0. For an incident ray
along the x-axis, Eq. 9 gives a resultant group velocity
vgx = ∂ω/∂kx|k0 = 2tk0.
The splitting k0 can be dynamically controlled in suit-
able dielectrics exhibiting electric field induced strain,
such as silicone elastomers[74, 75] with electrical permit-
tivities within our desired range (r = 11.82)[76]. As
shown in Fig. 6a, our proposed stoplight device consists
of a p4g/pgg symmetric PhC with elliptic cylinders made
with 5% 81-R hardener dissolved in silicone fluid blended
5with a 40% copper-phthalocyanine oligomer. An appre-
ciable strain of 12% can be induced by a realistic applied
electric field of E ≈ 25V/µm along the y-axis[76]. With
external applied electric field, the cylinders lengthen
along the x-axis and shorten along the y-axis, breaking
the symmetry from p4g to pgg and giving rise to nonzero
k0. Assuming negligible Poisson ratio, k0 is empirically
fitted to k0 = bE
D
a where b = 0.16µm/aV,D = 0.605 and
t = 0.162ac, which agrees well with COMSOL simulation
results as shown in Fig. 6b. Since it is easy to precisely
control the applied voltage, our device will can func-
tion robustly as an optical switch that controls, or slows,
light propagation significantly with precision. An added
advantage is that since light propagation is stopped by
C4 symmetry, the elliptic cylinders may be replaced by
cuboids or other C4-symmetric shapes for implementa-
tion convenience.
Conclusion– In this work, we proposed very simple
2D photonic lattices whose bandstructures possess highly
tunable line nodes and Dirac points protected by non-
symmorphic symmetry. Consisting of easily fabricated
elliptical dielectric rods, these lattices can realize all the
nonsymmorphic wallpaper symmetry groups pg, pmg,
p4g and pgg.
Impressively, there exist large parameter regimes
where the symmetry protected point degeneracy under-
goes a Lifshitz transition into a type-II Dirac cone. Such
exotic bandstructure topology have been associated with
spectacular response properties[63], and in our case re-
sults in anomalous refraction. The sensitivity of the
bandstructure to lattice p4g symmetry also leads to our
proposal for a realistic light-stopping device.
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7Supplemental Online Material for “Line nodes, Dirac points and Lifshitz transition
in 2D nonsymmorphic photonic crystals”
In this supplementary material, we detail:
1. the parameters and tight binding models for our illustrative examples,
2. details of the Z2 quantization of the 1D Berry phase due to nonsymmorphic symmetry,
3. details of the perturbation performed around the Dirac points,
4. the argument for line node protection under pg symmetry, and
5. the derivation of anomalous refraction angles.
SIMULATION PARAMETERS AND TIGHT BINDING HAMILTONIANS
The parameters for our simulations are given by Table. I.
TABLE I. Lattice parameters for COMSOL simulation.
group/type of DP r1 r2 declination angle position εr figure
pg Type-I 0.19a 0.1a 10◦ (-a/4,-a/6) (a/4,a/6) 14 Fig. 2a
pmg 0.28a 0.08a 60◦ (-a/4,0) (a/4,0) 10 Fig. 2b
p4g 0.19a 0.1a 45◦ (-a/4,-a/4) (a/4,a/4) 14 Fig. 2c
pgg 0.19a 0.1a 40◦ (-a/4,-a/4) (a/4,a/4) 14 Fig. 2d
pg Type-II 0.16a 0.1a −80◦ (a/4,a/5) (-a/4,-a/5) 10 Figs. 4b, 5a
pg phase diagram 0.16a variable −80◦ (a/4,a/5) (-a/4,-a/5) variable Fig. 4c
TABLE II. r1 and r2 are the major and minor radii of the ellipses respectively, and the declination angle is the angle the major
radius vector points below the horizontal.
For theoretical analysis, we utilize the tight-binding description of the photonic lattices. The tight binding basis is
spanned by φn =
√
(r)En, where n can represent the s orbital s, px, py or 2s orbitals above each elliptical cylinder
(Fig. 1).
We write the 4×4 TB Hamiltonian of Fig. 2 as:
H(4) =

H11 H12 H13 H14
H21 H22 H23 H24
H31 H32 H33 H34
H41 H42 H43 H44
+ sI4 (10)
where Hij = H
∗
ji.
pg group: Choosing |A, px〉, |B, px〉, |A, py〉 and |B, py〉 as the basis, the matrix elements of the 4×4 Hamiltonian
can be written as:
H11 = −0 + s1
(
e−ikx + eikx
)
+ s2
(
e−iky + eiky
)
(11)
H12 = t2
(
e−
ikx
2 −
2iky
3 + e
ikx
2 −
2iky
3
)
− t1
(
e
iky
3 − ikx2 + e
ikx
2 +
iky
3
)
(12)
H13 = 0 (13)
H14 = r1
(
−e ikx2 + iky3
)
+ r2e
iky
3 − ikx2 − r3e−
ikx
2 −
2iky
3 + r4e
ikx
2 −
2iky
3 (14)
H22 = −0 + s1
(
e−ikx + eikx
)
+ s2
(
e−iky + eiky
)
(15)
H23 = r1e
ikx
2 −
iky
3 − r2e−
ikx
2 −
iky
3 + r3e
2iky
3 − ikx2 − r4e
ikx
2 +
2iky
3 (16)
H24 = 0 (17)
H33 = 0 + s5
(
e−ikx + eikx
)
+ s6
(
e−iky + eiky
)
(18)
H34 = t4
(
e−
ikx
2 −
2iky
3 + e
ikx
2 −
2iky
3
)
− t3
(
e
iky
3 − ikx2 + e
ikx
2 +
iky
3
)
(19)
H44 = 0 + s5
(
e−ikx + eikx
)
+ s6
(
e−iky + eiky
)
(20)
where s = 0.477, 0 = 0.103, t1 = 0.0214, t2 = −0.00286, t3 = −0.0471, t4 = −0.00429, r1 = 0.0143, r2 = 0.0214, r3 =
0.00714, r4 = 0.0143, s1 = 0.0143, s2 = 0.00429, s5 = −0.0171, s6 = 0.0157.
8pmg group: The TB Hamiltonian for the pmg lattice with basis orbitals |A, s〉, |B, s〉, |A, py〉 and |B, py〉 is given
by
H11 = H22 = 2t0(cos kx + cos ky)− o (21)
H33 = H44 = 2r0 cos kx − 2r0 cos ky + o (22)
H13 = −2i(s1 sin kx − s2 sin ky) (23)
H24 = 2i(s1 sin kx + s2 sin ky) (24)
H12 = 2 cos
(
akx
2
)
(2t2 cos ky + t1) (25)
H14 = H23 = −2is3 sin
(
akx
2
)
(26)
H34 = 2 cos
(
akx
2
)
(2r2 cos ky + r1) (27)
For the Dirac point to emerge, the parameters can be chosen to be s = 0.228, o = 0.1, t0 = −0.00643, t1 =
−0.0421, t2 = −0.00446, s1 = −0.0102, s2 = −0.0102, s3 = −0.0357, r0 = −0.0143, r1 = −0.0429, r2 = −0.00893.
pgg group: The Hamiltonian in the basis of |A, 2s〉, |B, 2s〉, |A, py〉 and |B, py〉 orbitals is
H11 = 0 + s1
(
e−ikx + eikx
)
+ s2
(
e−iky + eiky
)
(28)
H12 = t1
(
1 + eikx
) (
1 + eiky
)
e−
1
2 i(kx+ky) (29)
H13 = s3
(
e−ikx − eikx)+ s4 (e−iky − eiky) (30)
H14 = e
− 12 i(kx+ky)
(
r1
(
1− ei(kx+ky)
)
+ r2
(
eikx − eiky)) (31)
H22 = 0 + s1
(
e−ikx + eikx
)
+ s2
(
e−iky + eiky
)
(32)
H23 = e
− 12 i(kx+ky)
(
r1
(
eikx − eiky)− r2 (−1 + ei(kx+ky))) (33)
H24 = s7
(
eikx − e−ikx)− s8 (eiky − e−iky) (34)
H33 = −0 + s5
(
e−ikx + eikx
)
+ s6
(
e−iky + eiky
)
(35)
H34 = t3
(
1 + eikx
) (
1 + eiky
)
e−
1
2 i(kx+ky) (36)
H44 = −0 + s5
(
e−ikx + eikx
)
+ s6
(
e−iky + eiky
)
(37)
with parameters: 0 = 0.0739, s1 = −0.013, s2 = −0.017, s3 = −0.013, s4 = −0.0043, s5 = 0.0043, s6 = 0.013, t1 =
0.043, t3 = −0.00435, r1 = 0.0004, r2 = 0.061.
p4g group: The Hamiltonian for the p4g case is of the same form as that of the pgg lattice, and its parameters are
given by: 0 = 0.069, s1 = −0.015, s2 = −0.015, s3 = −0.011, s4 = −0.011, s5 = 0.0087, s6 = 0.0087, t1 = 0.043, t3 =
0, r1 = 0, r2 = 0.061.
Z2 QUANTIZATION OF 1D BERRY PHASE
We analyze the topological protection of the Dirac points via Z2 quantization, following methods in Refs. [69, 73, 77].
A 2D lattice is regarded as a family of 1D systems indexed by a 2pi-periodic parameter kp. Within each 1D system,
there also exists a 2pi-periodic momentum ko. For the case of our four band model Hamiltonian, the (non-abelian)
Berry phase is defined as
γ(kp) = −i
∑
n∈filled
∫ pi
−pi
dko 〈ϕn,k| ∂ko |ϕn,k〉 , (38)
where |ϕn,k〉 are the eigenstates of the Hamiltonian and ko, kp ∈ {kx, ky}.
To simplify notation, we define filled state vectors as Ψ = (|ϕ1〉 , |ϕ2〉), with k indices suppressed. The Berry phase
9computation is done on a lattice [78], such that
γ(kp) = − Im Tr
∮
C
dkoΨ
†∂koΨ
≈ − Im Tr
∑
m
∆koΨ
†
m∆ko
∂koΨm∆ko
≈ − Im Tr log[ΠmΨ†m∆koΨ(m+1)∆ko ],
(39)
where C is a closed path in the direction of ko and we have used Ψ
†
m∆ko
Ψ(m+1)∆ko ≈ I2 + ∆koΨ†m∆ko∂koΨm∆ko ≈
exp(∆koΨ
†
m∆ko
∂koΨm∆ko) in the last step. We recognize the operator in the argument of the logarithm as the
Wilson loop operator, which we denote as Wko,kp , from which a Wannier Hamiltonian can be defined via Wko,kp :=
exp[iHW(kp)][79], which also qualitatively controls the evolution of the entanglement spectrum[80]. The 1D Berry
phase may then be interpreted as the sum of eigenvalues, 2piνi, of the Wannier Hamiltonian, where ν1,2 are known
as the Wannier centers. The periodic nature of the Wannier centers, due to the unitarity of Wilson loops, is key to
understanding the Z2 quantization of the 1D Berry phase.
Since the Wilson loop operator describes the winding number of a mapping from a 1D loop, for it to be quantized,
it is essential to impose certain symmetries that restricts the state space to another 1D manifold. An example of such
a symmetry operation is the mirror operator Mo, where Mo(ko, kp) = (−ko, kp). Since this mirror essentially reverses
the direction of the Wilson loop, i.e. Wko,kp → W†ko,kp and the Wannier centers are independent, we arrive at the
constraint {
ei2piν
i(kp)
}
=
{
e−i2piν
i(kp)
}
. (40)
One important implication of this constraint is that the Wannier centers must now come in pairs of the forms (−ν, ν)
or (0, 1/2), the sum of which is quantized to 0 or 1/2 respectively. This argument applies in the same way when the
system has glide mirror symmetry, as in our case.
Evidently, the 1D Berry phase is classified with a Z2 index, and by continuously tuning the parameter kp, one may
observe a phase transition at gap closing points, which correspond to (projected) Dirac points in our 2D system. In
addition, the zero modes in the 1D topological Z2 insulators will compose to edge states in 2D. This observation allows
us to efficiently study the emergence of edge states connecting the Dirac points in the four nonsymmorphic groups.
We demonstrate this approach by computing the Z2 quantized 1D Berry phase for all four groups, as presented in
the Fig. 7.
Note that in order to calculate the Z2 index and band structure of edge states, the tight-binding Hamiltonian
elements should have 2pi periodicity in the momenta. This can be achieved with a gauge transformation given by
HB12 = H12e
iβ , HB14 = H14e
iβ , HB23 = H23e
−iβ , HB34 = H34e
iβ , with the rest elements invariant. For the pg group,
βpg =
−kx
2 +
−ky
3 . For pmg, p4g and pgg groups, βpmg =
−kx
2 , βp4g = βpgg =
−kx
2 +
−ky
2 .
In Fig. 8, we take illustrate the edge states of our pmg and pgg systems. Evidently, edge states appear in both the
simulation results and TB model (with open boundary condition) at exactly the same momenta as the topologically
nontrivial regions appearing in Fig. 7. In the photonic crystal simulations, the open boundary condition is implemented
by adjoining the crystal with a trivial lattice such as a lattice of cylinders with square cross sections, whose parameters
are given in Table. III.
TABLE III. Trivial square lattice parameters for implementing the open boundary in the COMSOL simulation.
case r position εr gap range
pmg lattice boundary 0.3a (0,0) 27 0.40 0.52
pgg lattice boundary 0.22a (-a/4,-a/4) (a/4,a/4) 15 0.78 0.90
PERTURBATION THEORY AND VORTEX STRUCTURE
A 4×4 Hamiltonian H can be reduced to a 2×2 Hamiltonian by perturbing around the photon frequency ω. Define
P and Q = I−P respectively as the projector onto the desired/truncated 2× 2 subspaces. The reduced Hamiltonian
Hred is given by
Hred = PHP + PHQ[Q(H − ω)Q]−1QHP + ... (41)
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FIG. 7. γ(kp) for thepg, pmg, p4g and pgg lattices, which are quantized to 0 or 1. Protected Dirac points exist at its
discontinuities, where the gap has to close. In the p4g case, the Dirac points coalesce, making the nontrivial Z2 region into a
sharp spike.
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FIG. 8. Edge states from simulation results of the (a)pmg lattice and (c)pgg lattice, which agree well with those from the
(b) pmg and (d) pgg tight-binding models with open boundary conditions. Indeed, the edge states exists across Z2 nontrivial
regions in Fig. 7, which are terminated by point degeneracies.
with terms up to second order shown. Performing this perturbation on the nonsymmorphic Hamiltonians near the
frequencies of the point degeneracies, we obtain the exact form of the h vector. Since nontrivial topology only appears
when h vector is constrained to 2-component in 2D systems, we can plot the change of h near the Dirac points for
the pmg, pgg and p4g lattices. Noting that the magnitude of the h is an indicator of band gap, each Dirac point gives
a vortex core as shown in Fig. 3.
DETAILED ARGUMENT FOR LINE DEGENERACY DUE TO pg SYMMETRY
The 2×2 TB Hamiltonian is written in the basis |A,k〉 and |B,k〉:
Hpg =
(
HA HAB
HBA HB
)
. (42)
whose eigenvalues yield ω2n,k. We show that there is a nodal line (line of degenerate states) along the path X-M ,
where kx =
pi
a . To see how this degeneracy arises due to symmetry under gy = {my|τx}, we first analyze what it
constraints. Trivially, it implies that the distance between two neighboring elliptical cylinders is always a/2 in the
x-direction. Hence the orbital overlaps in the TB model must always satisfy Jn,m = J−n,m, where n,m label the
horizontal/vertical coordinates. As such, HAB(pi/a, ky) always evaluates to
HAB
(pi
a
, ky
)
=
+∞∑
m=−∞
+∞∑
n=0
Jn,me
ikxa(
1
2 +n)+ikya(
1
2 +m)
+ J−n,meikxa(−
1
2−n)+ikya( 12 +m)|kx=pia
=
+∞∑
m=−∞
+∞∑
n=0
2iJn,me
ikya(
1
2 +m) sin(npi)
= 0.
(43)
In a nutshell, the projective phase factor evaluates to −1 along k = (±pia , ky), which forces the off-diagonal Hamiltonian
matrix elements to vanish: HBA(−pia , ky) = −HAB(pia , ky) = 0. Constrained by gy, the remaining matrix elements
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HAA(pi/a, ky) and HBB(pi/a, ky) must be identical. Hence the double degeneracy of their two eigenstates |A, s,k〉 and
|B, s,k〉.
DERIVATION OF ANOMALOUS REFRACTION ANGLES
Since the frequency ω and tangential component ky of the wave vector are conserved during refraction, we can
easily determine the group velocities of the refracted beams through their normals to the isofrequency contours of
a type-II Dirac cone. This can be performed graphically as shown in Fig. 5b, and we find two refracted beams
that have opposite refraction angles. Explicitly, the group velocities for the Dirac point dispersion δω = ω − ω0 =
ηvxδkx ±
√
v2xδk
2
x + v
2
yδk
2
y are given by
vgy =
±v2yδky√
v2xδk
2
x + v
2
yδk
2
y
, vgx = ηvx ±
v2xδkx√
v2xδk
2
x + v
2
yδk
2
y
, (44)
which yields refraction angles
φ± = tan−1
vgy
vgx
= tan−1
±v2yδky/
√
v2xδk
2
x + v
2
yδk
2
y
ηvx ± v2xδkx/
√
v2xδk
2
x + v
2
yδk
2
y
= ± tan−1 v
2
y|δky|
ηvx(δω − ηvxδkx) + v2xδkx
,
(45)
where
|δky| =
√
(δω − ηvxδkx)2 − v2xδk2x/vy (46)
and δkx =
ω
c sin θ, with θ the incident angle. Exactly at the frequency of the Dirac point, δω = 0 and |δky| =
|δkx|vxvy
√
η2 − 1. This yields φ∓ = ± tan−1
[
vy
vx
1√
η2−1
]
, which clearly implies the existence of anomalous refraction
only if |η| > 1, i.e. if the Dirac point is of type II.
Since we physically require vgx > 0, the sign of η is fixed. But due to time reversal symmetry, the two Dirac points
come with opposite signs of η. Hence only one tilted (type-II) Dirac point can induce anomalous refraction. This
property may be used to design filters in valleytronics applications.
As a rough illustration, if the incident beams were come from air with angle θ = 6◦, the angles of refraction will be
φ1 ≈ −φ2 ≈ 50◦ according to the PhC parameters given.
