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Abstract We study a pair of canonoid (fouled) Hamiltonians of the harmonic oscillator which provide,
at the classical level, the same equation of motion as the conventional Hamiltonian. These Hamiltonians, say
K1 and K2, result to be explicitly time-dependent and can be expressed as a formal rotation of two cubic
polynomial functions, H1 and H2, of the canonical variables (q, p).
We investigate the role of these fouled Hamiltonians at the quantum level. Adopting a canonical quan-
tization procedure, we construct some quantum models and analyze the related eigenvalue equations. One
of these models is described by a Hamiltonian admitting infinite self-adjoint extensions, each of them has a
discrete spectrum on the real line. A self-adjoint extension is fixed by choosing the spectral parameter ε of
the associated eigenvalue equation equal to zero. The spectral problem is discussed in the context of three
different representations. For ε = 0, the eigenvalue equation is exactly solved in all these representations, in
which square-integrable solutions are explicity found. A set of constants of motion corresponding to these
quantum models is also obtained. Furthermore, the algebraic structure underlying the quantum models is
explored. This turns out to be a nonlinear (quadratic) algebra, which could be applied for the determination
of approximate solutions to the eigenvalue equations.
1
I Introduction
A few years ago, in Ref. [1] a method was devised to find alternative Lagrangians for the time
dependent oscillator
..
q +ω(t)2q = 0, (1)
where q = q(t), ω(t) is a given differentiable function, and the dot stands for time-derivative. The
method, which is based on the concept of fouling transformation [2], is reviewed in Section II.
In this paper we study certain nonconventional quantum Hamiltonians corresponding to the clas-
sical fouled Hamiltonians associated with the Lagrangians derived in Ref. [1]. This investigation is
motivated by the fact that these nonconventional quantum Hamiltonians, having a polynomial struc-
ture in the operators a and a†, may play an important role in the context of quantum optics especially
in handling coherence and squeezing of multiphoton systems.
All the fouled Lagrangians of the hierarchy found in Ref. [1] lead to the same equation of motion
(1) as it occurs for the conventional Lagrangian L1 =
1
2 (
.
q
2 −ω(t)2q2) (see (5)). In Section III the
fouled Hamiltonians K±, related to the simplest fouled Lagrangians, L
(1)
2 and L
(2)
2 , given by (23)
and (24) are written down. By way of example, we have limited ourselves to consider the standard
(harmonic) oscillator where ω(t) ≡ λ is a constant. Furthermore, it is shown that (at the classical
level), as one expects, K± reproduce the same equation of motion coming from the conventional
Hamiltonian H0 =
1
2 (p
2 + λ2q2 ). For brevity, we shall deal with K+ only. It turns out that K+
(see Section IV) can assume two possible forms, denoted by K
(1)
+ ≡ K1 and K(2)+ ≡ K2 (see (39)
and (40)), which are independent but depend explicitly on time via the coefficients cosλt and sinλt.
Consequently, K1 and K2 can be formally interpreted as the result of a rotation (of an angle λt) of
the quantities H1 =
√
λ(p2+λ2q2)q and H2 =
2
3
√
λ
p3, which are not explicitly dependent on time. In
other words, we have K21 +K
2
2 = H
2
1 +H
2
2 , and
{K1,K2}q,p = {H1, H2}q,p (2)
(see Section IV), where the symbol {, } denotes the Poisson bracket with respect to the canonical
2
variables (q, p), namely
{A,B}q,p = ∂A
∂q
∂B
∂p
− ∂A
∂p
∂B
∂q
. (3)
In Section V the canonical quantization procedure based on a bosonic couple of annihilation and
creation operators, a and a† (with [a, a†] = 1), is applied to the fouled Hamiltonians K1 and K2. In
such a way K1 and K2 are converted into a pair of Hamiltonian operators, say K1 and K2. (Classically,
as we know, K1 and K2 provide the same equation of motion (1)). Furthermore, since the canonical
quantization procedure does affect only the cubic polynomial functions of (q, p), namely H1 and H2,
here we limit ourselves to study the operators H1 and H2, which are the quantized versions of H1 and
H2, respectively. The arising quantum models are investigated in Sections VI and VII.
Precisely, in Section VI we show that the quantum model coming from H1 gives rise to a linear
second order eigenvalue equation of the Sturm-Liouville type (in the harmonic oscillator excitation
number representation, or n−rep).
An interesting feature of the operator H1 is that it is connected with an undetermined Hamburger
moment problem [3, 4, 5]. We show that this operator has deficiency indices (1,1) and allows a one-
parameter family of self-adjoint extensions whose spectra are discrete and with no point in common.
This goal has been achieved essentially by associating the operator H1 with a Jacobi matrix [3, 5]. A
possible physical interpretation of the operatorH1 is provided by fixing, among the infinite self-adjoint
extensions, the extension corresponding to ε = 0, where ε denotes the spectral parameter. In this
case the eigenvalue equations for H1 can be solved exactly in all the following representations: the
harmonic oscillator excitation number representation (n− rep), the coordinate space representation
(q− rep), and the Fock-Bargmann holomorphic function representation (z− rep) [6, 7, 8]. In all
these representations, for ε = 0 square-integrable solutions of the eigenvalue equations are explicitly
obtained.
In Section VII we deal with the eigenvalue equation for H2. The analysis of this Hamiltonian is
trivial. It is exactly solvable [9], its spectrum is on the whole line and the related eigenfunctions
can be easily found. Nevertheless, H2 has been involved in the construction of two quantum models
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described by the operatorsH3 and H4 (see (57) and (58)), where H2 = H3 + H4. One can attribute to
H3 a physical meaning. Specifically, H3 can be interpreted as a special case of a class of Hamiltonians
appearing in the higher order nonlinear optical processes [5, 10, 11, 12]. This Hamiltonian is involved
in the construction of third power squeezed states [5, 11, 13].
On the other hand, as we can see in Section VII, the operator H4 is closely related to H1 so
that the solutions of the corresponding eigenvalue equation can be derived from the solutions of the
eigenvalue equation for H1 .
In Section VIII some constants of motion involving the operatorsH1,H2,H3,H4 and H5 ∼ a3+a†3
are derived. Section IX contains a discussion on a possible algebraic framework which could be
employed to analyze Eq. (69). This approach resorts to a quadratic algebra in terms of which the
operator H1 can be naturally expressed. Finally, in Section X a few concluding remarks are presented,
while in the Appendix a detail of a calculation is reported.
II Fouled Lagrangians
We recall that a fouling transformation is a transformation under which the coordinates in configura-
tion space are preserved:
Q = q, (4)
while
Pn = Pn(q, p, t), (5)
Pn being a polynomial of degree n in the variables q and p =
∂L1
∂
.
q
=
.
q, i.e.
Pn =
n∑
0
ajp
n−jqj , (6)
where
L1 =
1
2
(
.
q2 −ω(t)2q2) (7)
4
is the conventional Lagrangian, and aj = aj(t) are (real) time-dependent coefficients.
In [1] it was proven that the function Ln = Ln(q,
.
q, t) expressed by
Ln =
n∑
j=0
1
n− j + 1aj
.
q
n−j+1
qj + (
.
an −ω2an−1) q
n+1
n+ 1
(8)
satisfies the equations
∂Ln
∂
.
q
= Pn,
∂Ln
∂q
=
.
Pn . (9)
The compatibility condition for these equations provides
.
ao= −n− 1
n
a1,
.
aj= (n− j + 1)ω2aj−1 − (j + 1)n− j − 1
n− j aj+1, (10)
with j = 1, 2, ..., n− 1. Furthermore, we have
d
dt
∂Ln
∂
.
q
− ∂Ln
∂q
= In(t)(
..
q +ω(t)2q), (11)
where In(t) is a time-dependent constant of motion, viz.
d
dt
In(t) = 0, given by
In(t) =
n∑
j=0
(n− j)ajpn−j−1qj = ∂
2Ln
∂
.
q
2 , (12)
for any n ≥ 1.
From Eq. (9) we deduce that corresponding to the solution q of the generalized oscillator (1),
Ln satisfies the Euler-Lagrange equation. We notice that for n = 1, Eq. (6) gives the conventional
Lagrangian (5) (with a0 = 1 and a1 = 0). The related invariant is I1 =
∂2L1
∂
.
q
2 = 1.
Hereafter, by way of example, we are interested in the case n = 2. Then, from (6) and (10) we
obtain
L2 =
1
3
a0
.
q
3
+
1
2
a1
.
q
2
q + a2
.
q q2 +
1
3
(
.
a2 −ω2a1)q3, (13)
I2 = 2a0p+ a1q, (14)
where (see (8))
.
a0= −1
2
a1,
.
a1= 2ω
2(t)a0, (15)
namely
..
a0 +ω
2(t)a0 = 0. (16)
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The general solution of Eq. (14) can be written in the form
a0 =
√
2σ(c1 cos
θ
2
+ c2 sin
θ
2
), (17)
where c1, c2 are constants, and σ, θ are defined by
..
σ +ω2(t)σ =
1
4σ3
, (18)
and
.
θ=
1
σ2
. (19)
In the following we shall limit ourselves to the choice ω(t) = λ = const. Consequently, Eqs. (16) and
(17) admit the solution
σ =
1√
2λ
(20)
and
θ = 2λt. (21)
Equation (15) has the two independent solutions
a
(1)
0 =
1√
λ
cosλt, a
(2)
0 =
1√
λ
sinλt, (22)
while the corresponding values a
(1)
1 , a
(2)
1 are (see (13))
a
(1)
1 = 2
√
λ sinλt, a
(2)
1 = −2
√
λ cosλt. (23)
On the other hand, the expressions of a
(1)
2 , a
(2)
2 turn out to be (see [1])
a
(1)
2 = λ
3
2 cosλt, a
(2)
2 = λ
3
2 sinλt. (24)
Now, using (20), (21) and (22), from (11) we obtain the two alternative fouled Lagrangians
L
(1)
2 =
1
3
√
λ
cosλt
.
q
3
+
√
λ sinλt
.
q2 q + λ
3
2 cosλt
.
q q2 − λ 52 sinλtq3, (25)
L
(2)
2 =
1
3
√
λ
sinλt
.
q
3 −
√
λ cosλt
.
q2 q + λ
3
2 sinλt
.
q q2 + λ
5
2 cosλtq3, (26)
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which furnish the two independent invariants
I
(1)
2 =
∂2L
(1)
2
∂
.
q
2 =
2√
λ
cosλt
.
q +2
√
λ sinλt q, (27)
I
(2)
2 =
∂2L
(2)
2
∂
.
q
2 =
2√
λ
sinλt
.
q −2
√
λ cosλt q, (28)
respectively (see (10)).
Equations (25) and (26) provide the general solution q and the momentum p =
.
q of the harmonic
oscillator (ω ≡ λ), i.e.
q =
1
2
√
λ
(I
(1)
2 sinλt− I(2)2 cosλt), (29)
p =
.
q=
√
λ
2
(I
(1)
2 cosλt+ I
(2)
2 sinλt), (30)
from which, as one expects,
H0 =
1
2
(p2 + λ2q2) =
λ
8
[(I
(1)
2 )
2 + (I
(2)
2 )
2] = const, (31)
where H0 is the conventional Hamiltonian.
III Fouled Hamiltonians
At this point, we build up the Hamiltonian corresponding to the Lagrangian L2 given by (11). Fol-
lowing the procedure of Ref. [1], we get
K± = − a1
2a0
qP ± 2
3
a0[(
a21
4a20
− a2
a0
)q2 +
P
a0
]
3
2 + [
a1
6a0
(3a2 − a
2
1
2a0
)− 1
3
(
.
a2 −λ2a1)]q3, (32)
where
P = a0p
2 + a1qp+ a2q
2. (33)
For the sake of definiteness, later we shall study the Hamiltonian K+ only.
The Hamilton equations for K+ read
.
q= − a1
2a0
q +
I2
2a0
, (34)
7
.P=
a1
2a0
P − a
2
1 − 4λ2a20
4a20
I2q − 3a1(λ2 − a
2
1
12a20
)q2, (35)
where the relation
(
a21
4a20
− a2
a0
)q2 +
P
a0
= (
I2
2a0
)2 (36)
with a2 = λ
2a0 has been used (see [1]).
By expliciting Eqs. (31) and (32) with the help of (12) and (30), we arrive at the equation
I2(
..
q +λ2q) = 0, (37)
which tells us that the fouled Hamiltonian K+, as it occurs for the related fouled Lagrangian L2 (see
(9)), gives rise to the same equation of motion emerging from the conventional Hamiltonian (29).
By virtue of (33), the Hamiltonians (30) take the form
K+ =
1
2
a1(p
2 + λ2q2)q +
2
3
a0p
3, (38)
K− = −3
2
a1p
2q − a
2
1
a0
q2p+ (
a1
2
λ2 − a
3
1
6a20
)q3 − 2
3
a0p
3. (39)
One can see that
K± = Pp− L2, (40)
where P and L2 are given by (31) and (11).
IV The fouled Hamiltonians K
(1)
+ and K
(2)
−
By using (20), (21) and (22), from (36) we derive the pair of (explicitly time-dependent) Hamiltonians
K
(1)
+ ≡ K1 = H1 sinλt+H2 cosλt, (41)
K
(2)
+ ≡ K2 = −H1 cosλt+H2 sinλt, (42)
where H1 and H2 are defined by
H1 =
√
λ(p2 + λ2q2)q = 2
√
λH0q, (43)
H2 =
2
3
√
λ
p3. (44)
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One can check straightforwardly that the following evolution equations
.
K1= {K1, H0}q,p + ∂K1
∂t
, (45)
.
K2= {K2, H0}q,p + ∂K2
∂t
, (46)
.
H1= {H1, H0}q,p, (47)
.
H2= {H2, H0}q,p, (48)
hold, where H0 is given by (29) and
{H1, H0}q,p = 2
√
λpH0, (49)
{H2, H0}q,p = −2 λ
2
√
λ
p2q. (50)
We also have that the Poisson brackets between K1,K2 and H1, H2 concide, i.e.
{K1,K2}q,p = {H1, H2}q,p. (51)
This is a direct consequence of the rotation form of the transformations (39) and (40).
V Quantization
Hereafter, we shall put for simplicity λ = h¯ = 1.
In order to quantize the fouled Hamiltonians (39) and (40), let us introduce the operators
∧
q=
1√
2
(a+ a†),
∧
p= − i√
2
(a− a†), (52)
where a and a† denote a (boson) annihilation and a creation operator, respectively.
By means of (50), we can write the operators H1and H2 corresponding to the classical functions
(41) and (42). We obtain
H1 =
√
2(a†2a+ a†a2 + a† + a), (53)
H2 = i√
2
[
1
3
(a3 − a†3) + (a†2a− a†a2 + a† − a)], (54)
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with the help of the commutation rule
[a, a†] = 1 (55)
or, in terms of the Heisenberg commutation relation: [
∧
q,
∧
p] = i.
Now let us use the representation
∧
q= x,
∧
p= −i d
dx
, so that the operators a and a† can be
written as (see (50))
a =
1√
2
(x+
d
dx
), a† =
1√
2
(x− d
dx
). (56)
In terms of these quantities, H1and H2 take the forms
H1 = −(x d
2
dx2
+
d
dx
) + x3, (57)
and
H2 = 2i
3
d3
dx3
. (58)
For later convenience, we shall report also in the representation (54) the following operators appearing
in (52):
H3 ≡ i√
2
1
3
(a3 − a†3) = i
2
[
1
3
d3
dx3
+ (x2
d
dx
+ x)], (59)
H4 ≡ i√
2
(a†2a− a†a2 + a† − a) = i
2
[
d3
dx3
− (x2 d
dx
+ x)]. (60)
In the next Section, we shall study the operators H1and H2 by dealing with the corresponding eigen-
value problems.
VI Self-adjoint extensions of the operator H1
In order to clarify the quantum-mechanical meaning of the Hamiltonian H1, it is crucial to establish
whether H1 enjoys self-adjoint type properties. In doing so, first let us recall that one can provide
different representations for the operator (51), which correspond to various forms of the related eigen-
value equations. We shall consider the following representations: the harmonic oscillator excitation
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number representation (n− rep), the coordinate representation (q− rep), and the Fock-Bargmann
holomorphic function reprentation (z− rep).
For reader’s convenience, we shall summarize below the main properties of these representations
[8].
Let us H denote the Hilbert space where the operators
∧
q,
∧
p and a†, a act. In the n− rep, the
vectors {| n >} form a basis in H. The following relations
a =
√
n | n− 1 >, a† | n >= √n+ 1 | n+ 1 >, a†a | n >= n | n > (61)
hold.
On the other hand, in the q− rep a vector | ψ > belonging to the space H is represented by a
coordinate function < q | ψ >= ψ(q) which is square-integrable:
∫ +∞
−∞
| ψ(q) |2 dq <∞. (62)
The basic vector | n > is described by the function
< q | n >= ϕn(q) = NnHn(q) exp(−q
2
2
), (63)
where Nn = (
√
pi2nn!)−
1
2 and Hn(q) is the Hermite polynomial of degree n. In the q− rep, formulas
(59) become the standard recursion relations for the Hermite polynomials.
In order to introduce the Fock-Bargmann representation (or z− rep), let | ψ > be an arbitrary
normalized vector in H, namely
| ψ >=
∞∑
n=0
cn | n >, (64)
with < ψ | ψ >=∑∞n=0 | cn |2= 1. Furthermore, taking into account the Glauber form
| z >= exp(−| z |
2
2
)
∞∑
n=0
zn√
n!
| n >, (65)
the state | ψ > is completely determined by
< z | ψ >= exp(−| z |
2
2
)ψ(
−
z), (66)
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where
ψ(z) =
∞∑
n=0
cnun(z), (67)
with un(z) =
zn√
n!
. Owing to the condition
∑∞
n=0 | cn |2= 1, the series in (65) converges uniformly in
any compact domain of the complex z plane. Consequently, ψ(z) turns out to be an entire holomorphic
function in the z plane, and
‖ ψ ‖2=
∫
exp(− | z |2) | ψ(z) |2 dµ(z) <∞, (68)
where dµ(z) = pi−1dxdy, z = x+ iy [8].
The scalar product of two entire functions ψ1(z) and ψ2(z) obeying the condition (66) is given by
< ψ1 | ψ2 >=
∫
exp(− | z |2)
−
ψ1 (z)ψ2(z)dµ(z). (69)
As it was proven by Bargmann [7], the Fock-Bargmann representation space with a scalar product
provided by (67), is really a Hilbert space. We observe also that in the z−rep, the operator solution
for the commutation relation [a, a†] = 1 [6] is
a→ d
dz
, a† → z. (70)
Now let us consider the eigenvalue equation
(a†2a+ a†a2 + a+ a†) | χ > = ε | χ > . (71)
Starting from the n− rep and following the lines of Ref. [5], let us put
| χ >=
∑
n=0
fn(ε) | n > (72)
into Eq. (69). By using Eqs. (59), after simple calculations we obtain the recursion formula
(n+ 1)
3
2 fn+1(ε)− εfn(ε) + n 32 fn−1(ε) = 0 (73)
for n ≥ 1, and
f1(ε) = εf0(ε) (74)
(the boundary condition).
12
We remark that the sequence {fn} is such that the series
∑
n=0 | fn |2 converges, i.e. the sequence
{fn} ≡ (f0, f1, f2, ...) belongs to the Hilbert space l2.
To show this, first let us consider the case ε = 0. Then, Eqs. (71)-(72) provide
f2n = (−1)n[ (2n− 1)!!
(2n)!!
]
3
2 f0, (75)
the odd terms being zero. Thus, from the asymptotic formula of Gamma function ([14], p. 257). we
deduce that for n→∞, | f2n |2 behaves as n− 32 , so that
∑
n=0 | f2n |2<∞. In general, i.e. for ε 6= 0,
Eq. (71) tells us that for great values of n, the sum of the first and the last term is leading with
respect to the second term. This allows us to see easily that both even and odd terms, | f2n |2 and
| f2n+1 |2, behave asymptotically as n− 32 . To conclude, the series
∑
n=0 | fn |2 is convergent, namely
the sequence {fn} belongs to the Hilbert space l2 for any value of the spectral parameter ε. Then, the
equation H†1 | χ >= ε | χ >, for ℑλ 6= 0, has nontrivial solutions ([3], p. 140).
Now, by introducing the notation bn = (n + 1)
3
2 , we see that it is possible to associate with the
difference equation (71) the (infinite) Jacobi matrix
A =


0 b0 0 0 ...
b0 0 b1 0 ...
0 b1 0 b2 ...
0 0 b2 0 ...
.. ... ... ... ...


(76)
so that Eq. (69) is equivalent to the eigenvalue equation Af = εf, with f = (f0, f1, ...)
T .
The Jacobi matrix (74) plays a crucial role in the study of the Hamburger moment problem (see,
for example, [3, 5, 15]). Precisely, let us consider the moments
sn =
∫ +∞
−∞
xndσ(x), n = 0, 1, 2, ..., (77)
where σ denotes a (positive) measure on R ([15], p. 145). The Hamburger moment problem is to
determine conditions on a sequence of real numbers {sn}∞n=0 , so that there exists a measure satisfying
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(75). One can show that a sequence of real numbers {sn} are the moments of a positive measure on
R if and only if for all N and all α0, α1, ..., αN ∈ C, one has
N∑
n,m=0
−
αn αmsn+m ≥ 0. (78)
From the Jacobi matrix (74) we get the limitations
∞∑
n=0
1
bn
=
∞∑
n=0
1
(n+ 1)
3
2
<∞, bn−1bn+1 < b2n. (79)
Consequently, the Jacobi matrix (74) belongs to the type C (limit circle case), and corresponds to
an undetermined Hamburger moment problem ([3, 5]). So, the properties of the operator H1 ∼
a†2a+ a†a2 + a+ a† are similar to the properties of the operator ak + a†k (k = 3) discussed by Nagel
[5]. In other words, the operator H1 has deficiency indices (1,1) and allows a one-parameter family of
self-adjoint extensions, each having a purely discrete spectrum on the real line [4, 16]. The spectra of
two different extensions turn out to have no point in common ( [3], p. 152). We have that different
self-adjoint extensions correspond to different dynamics [15, 17].
Since every self-adjoint extension of H1 has a discrete spectrum on the real line, and taking one
eigenvalue determines the corresponding extension uniquely, let us choose ε = 0.
In this case the eigenvalue equation underlying the operator H1 can be solved exactly in all the
representations mentioned at the beginning of this Section.
To show this, let us deal with the q− rep. With the help of (54), the eigenvalue equation (69)
reads
xφ′′ + φ′ + (
√
2ε− x3)φ = 0, (80)
where φ′ ≡ d
dx
φ.
Equation (78) can be written as the Sturm-Liouville equation ([18], p. 59)
L[φ(x)]= −√2εφ(x), (81)
where L denotes the Sturm-Liouville operator
L = d
dx
[x
d
dx
]− x3. (82)
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By using the transformation
φ(x) = exp(−x
2
2
)ψ(x), (83)
Equation (78) becomes
xψ′′ + (1− 2x2)ψ′ + (
√
2ε− 2x)ψ = 0. (84)
This equation is satisfied by
ψ(x) =
∞∑
n=0
fn Nn Hn(x), (85)
where the coefficients fn fulfil the recursion relations (71) and (72). We have already shown that {fn}
∈ l2. Then, the function ψ(x) belongs to the Hilbert space L2
e−x
2 (−∞,∞) (exp(−x2) is the weight
function). We point out that generally the relation (83) is not valid in the pointwise sense, but it
holds in accordance with the metric of L2
e−x
2 (−∞,∞), namely
lim
n→ ∞
∫ +∞
−∞
| ψ(x) −
n∑
k=0
fk Nk Hk(x) |2 exp(−x2)dx = 0. (86)
For ε = 0, via the change of variable ξ = x2 Eq. (82) can be written as a special case of a Kummer
equation, whose independent solutions are M(12 , 1;x
2) and U(12 , 1;x
2) ( [14], p. 504). In the case
the solution ψ(x) of Eq. (82) with the property ψ(x) ∈ L2
e−x
2 (−∞,∞) is given by
ψ(x) = c U(
1
2
, 1;x2) =
∞∑
n=0
f2n N2n H2n(x), (87)
where the constant c is such that cpi
3
4 = f0, and
f2n = f0pi
− 3
4N2n
∫ +∞
−∞
U(
1
2
, 1;x2)H2n(x) exp(−x2)dx. (88)
One can easily check that (86) is satisfied for any n ∈ N .
Finally, in the z− rep, i.e. for | χ > → χ, a† → z, a→ d
dz
, Eq. (69) gives
zχzz + (1 + z
2)χz + (z − ε)χ = 0, (89)
where
χ =
∞∑
n=0
fn
zn√
n!
(90)
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and fn satisfies the recursion relations (71) and (72). For ε = 0, the eigenvalue equation (87) as well
can be exactly solved. In fact, by setting z2 = y, ζ = − y2 , this equation becomes a special case of the
Kummer equation.
Therefore, in the z− rep, where the eigenfunction should be a holomorphic (and normalizable)
function in the whole z− plane, one has the solution M(12 , 1;− z
2
2 ). The other solution, namely the
Kummer function U(12 , 1;− z
2
2 ), is not holomorphic at z = 0.
To conclude this Section, we observe that the solutions of the eigenvalue equation for H1 in the
case ε = 0 can be also found from Eqs. (71) and (72), obtained within the n− rep, by means of
the standard integral representations of the confluent hypergeometric functions. An example of this
procedure is displayed in [19].
VII The H2, H3, H4 models
The eigenvalue problem for the operator H2 can be written as
Lψ = εψ, (91)
where L =2i3 D3x (Dx = ddx). The study of Eq. (89) is trivial. It is exactly solvable [9], its spectrum is
on the whole line, and the related eigenfunctions are of the exponential type.
The operator H3 (see (57)) belongs to the class of Hamiltonians
H = iκn(an − a†n) (92)
appearing in the higher order nonlinear optical processes. In particular, (57) describes a subhar-
monic generation process, in which a photon from a strong pump beam produces n photons of the
signal beam in a nonlinear medium [11]. The constant κn is related to the nth nonlinear susceptibility
coefficient and to the amplitude of the pump field, while a and a† are the annihilation and the creation
operators for the signal field. In this context, the evolution of an arbitrary initial state | Ψ(0) > of
the signal field to the state | Ψ(t) > is governed by
| Ψ(t) >= exp[κnt(an − a†n)] | Ψ(0) > . (93)
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The squeezing of this state was examined by Hillery, Zubairy and Wo´dkiewicz [11]. They showed
that to any order in the coupling constant κn, the vacuum state is not squeezed in the higher order
nonlinear optical processes (n ≥ 3).
This important result stimulated the analysis of nth power squeezed states. Interesting (and,
generally, not yet completely explored) questions arise in connection with this argument. Some of
them are discussed in [5, 13, 19] and references therein.
Now let us make some comments about the Hamiltonian H4. This operator is closely related to
H1. This can be seen by means of the phase transformation a′ = ia, a′† = −ia†, so that H4 takes the
form
H4 = − 1√
2
(a′2†a′ + a′†a′2 + a′† + a′). (94)
In other words, one has H4 = 12H1 (in terms of the primed operators). This corresponds to pick up
q′ = −p and p′ = q. In such a way H4 turns out to be the inverse Fourier transform of (55). Therefore,
the solutions of the eigenvalue equation for the Hamiltonian operator H4 can be derived from the
solutions of the eigenvalue equation for the Hamiltonian operator H1 (see (69)).
The eigenvalue equation for H1 ( H4 ) can be investigated by means of the algebraic approach
outlined in Section IX.
VIII Equations and constants of motion related to the oper-
ators Hj
The equations of motion for the Hamiltonians Hj (j = 1, 2, 3, 4) arise immediately by using the
Heisenberg representation. In other words, by putting a(t) = a(0) exp(−it) and a†(t) = a†(0) exp(it)
in the expressions (51) and (58), we easily find (as one expects) that H1 and H4 sastisfy the same
equation of motion (i.e., the equation for the harmonic oscillator of frequency λ = 1):
d2
dt2
H1 +H1 = 0, d
2
dt2
H4 +H4 = 0. (95)
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On the other hand, for the operators H3 = i√2 13 (a3 − a†3) (see (57)) and H5 = 1√2 13 (a3 + a†3), the
same considerations made for H1 and H4 in Section VII hold. One has that H3 and H5 obey the same
equation of motion (i.e., the equation for the harmonic oscillator of frequency 3):
d2
dt2
H3 + 9H3 = 0, d
2
dt2
H5 + 9H5 = 0. (96)
Some comments on Eqs. (93) and (94) are presented in Section X.
At this point, we observe that in addition to the constants of motion
∼
q= e−it
∧
H0
∧
q eit
∧
H0 =
∧
q cos t− ∧p sin t, (97)
∼
p= e−it
∧
H0
∧
p eit
∧
H0 =
∧
q sin t+
∧
p cos t, (98)
where [
∧
q,
∧
p] = i,
∧
H0=
1
2 (
∧
p
2
+
∧
q
2
) and
∼
q= − 12I(2)2 ,
∼
p= 12I
(1)
2 , we obtain also the following set of
constants:
∼
H1= H1 cos t− 2H4 sin t, (99)
∼
H4=
1
2
H1 sin t+H4 cos t, (100)
∼
H3= H3 cos 3t−H5 sin 3t, (101)
∼
H5= H3 sin 3t+H5 cos 3t. (102)
In terms of the arbitrary constants
∼
Hj (j = 1, 4, 3, 5), one can express the general solutions of Eqs.
(93) and (94), which can be easily found by inverting the transformations (97), (98) and (99), (100),
respectively.
IX A possible algebraic framework for the study of Eq. (69)
For ε 6= 0, Eq. (69) could be investigated following different analytical techniques. Among these, an
important role is played by the algebraic approach, which allows one to express Eq. (69) in terms of
the generators of a quadratic algebra [20, 21].
As an example of a quadratic algebra, we can consider a nonlinear deformation of the (linear)
su(1, 1) algebra, defined by the relations
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[J0, J±] = ±J±, (103)
[J+, J−] = P (J0), (104)
where the Jacobi identity holds. J± are the ladder operators, and P (J0) is a second-degree polynomial
function of the diagonal operator J0. P (J0) can be written in the form
P (J0) = α1 + α2J0 + α3J
2
0 , (105)
where αi (i = 1, 2, 3) are arbitrary coefficients (α3 6= 0).
Now let us introduce the (bosonic) realization
J0 = a
†a+
1
2
, (106)
J− = −(a†a2 + a), (107)
J+ = a
†2a+ a†, (108)
with J+ = −(J−)†. Then, the operators (104)–(106) turn out to obey the commutation relations
[J0, J±] = ±J±, [J+, J−] = 1
4
+ 3J20 . (109)
We remark that the quadratic algebra (107) is a finite W
(2)
3 −algebra [20, 21], which corresponds to
choose α1 =
1
4 , α2 = 0, and α3 = 3 in (103).
By virtue of (104)–(106), Eq. (69) can be re-expressed as
Ω(ε) | χ > = 0, (110)
with
Ω(ε) = J+ − J− − ε. (111)
Therefore, the eigenvalue problem (69) can be formulated in terms of the generators J± of a quadratic
algebra of the type W
(2)
3 . The Casimir operator of the quadratic algebra (107) is considered in the
Appendix.
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X Conclusions
In the context of the existence of an infinite set of fouled Lagrangians and Hamiltonians for the
generalized (time-dependent) oscillator, we have studied a special case where the frequency of the
oscillator is assumed to be a constant λ (harmonic oscillator). By way of example, we have considered
a pair of independent fouled Lagrangians (L
(1)
2 , L
(2)
2 ) (see (23)-(24)) and, in correspondence, a pair
of fouled independent Hamiltonians (K1, K2) (see (39)-(40)) which lead, at the classical level, to the
same equation of motion provided by the conventional Lagrangian and Hamiltonian. Both (L
(1)
2 , L
(2)
2 )
and (K1, K2) are explicitly time-dependent.The method followed to find these alternative Lagrangians
and Hamiltonians implies the construction of two independent invariants (constants of motion), I
(1)
2
and I
(2)
2 ; in terms of them the canonical variables q and p can be expressed. These invariants, which
are of the No¨ther type [22], are connected with the ”quadrature-phase amplitudes” appearing in the
problem of generation of squeezed states in certain optical devices [23].
In this paper we have focused our attention mainly on the quantized version of the fouled Hamil-
tonians (K1, K2). Since K1 and K2 are related to the cubic polynomials H1 =
√
λ(p2 +λ2q)q and
H2 =
2
3
√
λ
p3 by a formal rotation, the canonical quantization prescription affects essentially H1 and
H2. Our purpose has been to study, at the quantum level, the Hamiltonians H1 and H2 (see (51),
(52)) corresponding to H1 and H2 . The model described by H2 is associated with an eigenvalue
problem given by a (linear) third order differential equation, with constant coefficients, which is ex-
actly solvable [9]. Furthermore, we have put H2 = H3 + H4 , where H4 (see (58)) turns out to be
closely related to the quantum model H1 in the sense discussed in Section VII. On the other hand, the
quantum model H3 has a well-defined physical interpretation. It belongs to a class of Hamiltonians
which finds applications in the field of nth power squeezed states.
Finally, the operator H1 , considered in Section VI, has deficiency indices (1,1) and allows a
one-parameter family of self-adjoint extensions, each having a purely discrete spectrum on the real
line. The spectra of two different extensions have no point in common. Since different self-adjoint
extensions correspond to different dynamics, we needed to fix a given dynamics. This has been carried
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out by choosing the value ε = 0 for the eigenvalue parameter. In this case all the differential equations
coming from (69) in all the representations: n− rep, q− rep and z− rep, can be solved exactly. In
this case, square-integrable solutions of the eigenvalue equations are explicitly determined.
In order to investigate some properties of the Hamiltonians Hj (j = 1, 2, 3, 4), in Section VIII
we have introduced the operator H5 ∼ (a3 + a3†), which is connected with H3, as one can see by
using the transformation a′ = ia, a′† = −ia†. We have built up a set of constants of motion involving
(H1,H4) and (H3,H5). These constants play the role of the arbitrary constants present in the general
solution of two equations of the harmonic oscillator-type of frequencies 1 and 3, respectively, which
are satisfied by (H1,H4) and (H3,H5) (see (93) and (94)).
To conclude, we point out that quadratic (and, more in general, polynomially deformed algebras)
take place in quantum optics in relation to the construction of coherent states and in the description
of multiphoton processes (see, for examples, [24, 25] and references therein). Keeping in mind these
problems, it should be of interest to deal with the quantization of fouled Hamiltonians (of the gen-
eralized oscillator) expressed by polynomials in the canonical variables (q, p) of degree higher than
three.
Acknowledgments
We would like to express our gratitude to the (anonymous) referee for notable suggestions, espe-
cially in regard to the improvement of Section VI. We also thank Dr. G. Esposito, of Istituto Nazionale
di Fisica Nucleare, Sezione di Napoli, for helpful discussions.
XI Appendix: the Casimir invariant for the quadratic algebra
(107)
We remind the reader that a standard form of a quadratic algebra, which is important in the treatment
of coherent states of trilinear boson Hamiltonians [26], is [24, 25, 27]
[N0, N±] = ±N±, [N+, N−] = ±2N0 + δN20 , (112)
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where the positive (negative) sign of 2N0 indicates a polynomially deformed su(2) (su(1, 1)), and δ is
a parameter.
The Casimir operator is given by [24, 25, 27]
C = N−N+ +N0(N0 + 1)[1 +
δ
6
(2N0 + 1)]. (113)
By setting
J0 = a0N0 + b0, (114)
J− = k1N−, (115)
J+ = k2N+, (116)
and choosing, for example,
a0 = 1, b0 =
i
2
√
3
, k1k2 =
i
√
3
2
, (117)
the commutator relations (107) are converted into
[N0, N±] = ±N±, [N+, N−] = 2N0 + δN20 , (118)
with δ = −2i√3. Hence, the Casimir operator (113) reads
C = N−N+ +N0(N0 + 1)[1− i√
3
(2N0 + 1)]. (119)
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