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Abstract
This paper is an attempt to bridge the conceptual gaps between researchers working
on the two widely used approaches based on positive definite kernels: Bayesian learning
or inference using Gaussian processes on the one side, and frequentist kernel methods
based on reproducing kernel Hilbert spaces on the other. It is widely known in machine
learning that these two formalisms are closely related; for instance, the estimator of
kernel ridge regression is identical to the posterior mean of Gaussian process regression.
However, they have been studied and developed almost independently by two essentially
separate communities, and this makes it difficult to seamlessly transfer results between
them. Our aim is to overcome this potential difficulty. To this end, we review several
old and new results and concepts from either side, and juxtapose algorithmic quantities
from each framework to highlight close similarities. We also provide discussions on subtle
philosophical and theoretical differences between the two approaches.
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1 Introduction
In machine learning, two nonparametric approaches based on positive definite kernels have been
widely used for the purpose of modeling nonlinear functional relationships. On the one side,
there is Bayesian machine learning with Gaussian processes (GP), which models a problem
at hand probabilistically and produces a posterior distribution for an unknown function of
interest. On the other, frequentist kernel methods with reproducing kernel Hilbert spaces
(RKHS) usually take a decision theoretic approach by defining a loss function and optimizing
the empirical risk. These two approaches have been shown to be practically powerful and
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theoretically sound, and have found a wide range of practical applications in dealing with
nonlinear phenomena.
It is well known that the two approaches are intimately connected. The most notable
example is that, if both use the same kernel, the posterior mean of Gaussian process regression
equals the estimator of kernel ridge regression [Kimeldorf and Wahba, 1970]. Another connec-
tion is between Bayesian quadrature [O’Hagan, 1991] and kernel herding [Chen et al., 2010],
which are in fact equivalent approaches to numerical integration or deterministic sampling
[Husza´r and Duvenaud, 2012]. These equivalences arise from the more fundamental connection
that the notion of positive definite kernels is leveraged both in Gaussian processes as covariance
functions, and in RKHSs as reproducing kernels.
There are also less deeply studied connections between the Bayesian and the frequentist
approaches. The posterior variance plays a fundamental role in the Bayesian approach, where
it quantifies uncertainty over latent quantities of interest. As we show in Section 3.4, posterior
variance can be interpreted as a worst case error in an RKHS. This frequentist interpretation
is much less widely known, and less well understood. It is rarely mentioned in the literature
on frequentist kernel methods, and some of its potential applications therein may have been
missed.
The two approaches also subtly differ in how they define hypothesis spaces, which is a core
aspect of statistical methods. Consider for instance the regression problem, which involves
a hypothesis space for the unknown regression function. The Bayesian approach defines a
hypothesis space through a GP prior distribution, treating the true function as a random
function. The support of the GP then expresses the knowledge or belief over the truth, and the
probability mass expresses the degree of belief. On the other hand, the frequentist approach
expresses one’s prior knowledge or belief by assuming the truth belongs to an RKHS or can
be approximated well by functions in the RKHS. Even though the use of the same kernel
leads to similar structural assumptions about the function of interest in both approaches, e.g.,
periodicity or smoothness, there is a fundamental modeling difference, because the support of
a GP is not identical to the corresponding RKHS (e.g., Lukic´ and Beder [2001, Corollary 7.1];
see also Section 4.2). In fact, sample paths of the GP fall outside the RKHS of the covariance
kernel with probability one. This fact might give researchers an impression that differences
outweigh the similarities and that the known connections between the Bayesian and frequentist
approaches are rather superficial. However, as we show in Sections 4 and 5, a closer look
reveals further deep connections.
This text reviews known, and establishes new, equivalences between the Bayesian and
frequentist approaches. Our aim is to help researchers working in both fields gain mutual
understanding, and be able to seamlessly transfer results in either side to the other. In fact
there are some quantities that are almost exclusively studied and utilized on one side of the
debate, and this may highlight interesting directions for the other community. Our second
motivation is that, while the connections between the two approaches are found and mentioned
individually in papers or books, we are not aware of thorough texts focusing specifically on
this topic from a modern perspective. We thus aim to collect a short yet systematic overview
of the connections. Finally, we also hope that this text offers a short pedagogical introduction
to researchers and students who are new to and interested in either of the two fields.
3
1.1 Contents of the Paper
The principal results mentioned in the later text can be summarized as follows.
Section 2: Gaussian Processes and RKHSs: Preliminaries As a starting point, we
review basic definitions and properties of GPs and RKHSs with illustrative examples. We also
provide a characterization of RKHSs based on Fourier transforms of kernels, which helps the
reader to understand the structure of RKHSs in terms of smoothness of functions.
Section 3: Connections between Gaussian Process and Kernel Ridge Regression
Regression is arguably one of the most basic and practically important problems in machine
learning and statistics. We consider Gaussian process regression and kernel ridge regression,
and discuss equivalences between the two methods. As mentioned above, it is well known that
the posterior mean in GP-regression coincides with the estimator of kernel ridge regression.
We furthermore show that there is a frequentist interpretation for posterior variance in GP-
regression, as a worst case error in kernel ridge regression. In this sense, average-case and
worst-case error are equivalent in the least-squares setting, which is key to understanding the
connections between the Bayesian and frequentist approaches.
We also discuss the role of additive Gaussian noise in GP-regression and regularization
in kernel ridge regression, showing that they are essentially equivalent as a mechanism to
make regressors smoother. We then discuss the noise-free setting, where regression becomes
interpolation. Here the equivalence between the two approaches can be useful: an upper-bound
on posterior variance is derived, transferring a result from the frequentist literature on scattered
data approximation to the Bayesian setting, as shown in Section 5.2.
Section 4: Hypothesis Spaces: Do Gaussian Process Draws Lie in an RKHS?
We review the properties of GPs and RKHSs as hypothesis spaces, that is, as a way of
expressing prior knowledge or belief. We begin with characterizations of GPs and RKHSs by
orthonormal expansions, known respectively as the Mercer representation and the Karhunen-
Loe´ve expansion. These characterizations allow us to phrase quantities of interest in terms
of eigenvalues and eigenfunctions of an integral operator defined by the kernel. We then
discuss previous results of Driscoll [1973], Lukic´ and Beder [2001] providing a necessary and
sufficient condition for a given GP to be a member of a given RKHS (which can be different
from the RKHS associated with the covariance kernel of the GP). This implies that, while
GP sample paths are almost surely outside of the corresponding RKHS, they lie in a function
space “slightly larger” than the RKHS, which is itself a certain RKHS [Steinwart and Scovel,
2012, Steinwart, 2017]. In this sense, the Bayesian prior and the frequentist hypothesis space,
while not identical, are arguably closer to each other than is often acknowledged.
Section 5: Convergence and Posterior Contraction Rates in Regression We com-
pare convergence properties of GP-regression and kernel ridge regression. Specifically, we
show that convergence rates for GP-regression obtained in van der Vaart and van Zanten
[2011] can be recovered from those for kernel ridge regression obtained in Steinwart et al.
[2009], considering the situation where a regression function is assumed to have a finite degree
of smoothness. Since the GP prior is supported on a slightly larger space than the RKHS,
to recover convergence rates matching that of GP regression, we need to assume that the
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regression function belongs to this slightly larger space. Even in this case, one can obtain a
convergence rate for kernel ridge regression, thanks to the approximation capability of the
RKHS. That is, the regression function can be approximated well by functions in the RKHS,
with the accuracy of approximation determined by the choice of a regularization constant.
Interestingly, the asymptotically optimal schedule of regularization constants translates to
the assumption in GP regression that noise variance remains constant with increasing sample
size. In this sense, a Bayesian assumption of additive noise is related to regularization in the
frequentist approach.
Section 6: Integral Transforms This section deals with somewhat more exotic topics
than regression, where connections between the Bayesian and frequentist literature have
not been studied as deeply. We discuss integral transforms of (probability) measures with
kernels, a framework known as kernel mean embeddings of distributions [Smola et al., 2007].
This approach provides a nonparametric way of representing probability distributions, and of
measuring a distance between them. The former are called kernel means, and the latter the
maximum mean discrepancy (MMD). These have been widely used in machine learning, and
interested readers may have a look at the recent survey by Muandet et al. [2017].
While the MMD is characterized as the worst-case error of integrals with respect to
functions in an RKHS, it can also be characterized as the average-case error of integrals with
respect to draws from the corresponding GP [Ritter, 2000, Corollary 7 in p.40]. This viewpoint
provides an alternative way to understand kernel embeddings in the language of Bayesian
quadrature for Bayesians who are familiar with GPs but not with RKHSs, and vice versa. We
also review a shrinkage estimator for kernel means proposed by Muandet et al. [2016] and the
corresponding GP-based Bayesian interpretation [Flaxman et al., 2016]. We then discuss the
problem of sampling or numerical integration, for which GPs and kernel methods have also
played fundamental roles in the form of integral transforms [O’Hagan, 1991, Hickernell, 1998,
Briol et al., 2018, Dick et al., 2013].
Finally, we study the connections between GPs and kernel methods as applied to the
problem of measuring dependence between random variables. We consider the Hilbert-Schmidt
independence criterion (HSIC), a kernel-based measure for dependency between two random
variables [Gretton et al., 2005], which has a wide range of applications including independence
testing, variable selection and causal discovery. HSIC is defined in terms of RKHSs via the
cross-covariance operator or via the joint kernel embedding of two random variables; this
definition makes HSIC difficult to interpret without close familiarity with RKHSs. We give
an alternative formulation of HSIC in terms of GPs, which is to the best of our knowledge
novel, and recovers Brownian distance covariance proposed by Sze´kely and Rizzo [2009]. We
believe this result provides an intuitive explanation for people whose backgrounds are from
GPs about why HSIC is a sensible dependency measure.
Related Literature We collect here a few key related literature on GPs and kernel methods
that may be helpful for further reading. Our aim is the closest in spirit to Berlinet and
Thomas-Agnan [2004], who collected classic results on the use of RKHSs in statistics and
probability; these include the results by Kolmogorov [1941], Parzen [1961], Matheron [1962],
Kimeldorf and Wahba [1970], Larkin [1972], who made the earliest contributions to the field.
Other related books and monographs include Wahba [1990], Adler [1990], Janson [1997], Stein
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[1999], Ritter [2000], Scho¨lkopf and Smola [2002], Wendland [2005], Schaback and Wendland
[2006], Rasmussen and Williams [2006], Adler and Taylor [2007], Steinwart and Christmann
[2008], van der Vaart and van Zanten [2008], Novak and Wo´zniakowski [2008, 2010], Stuart
[2010], Scheuere et al. [2013], Hennig et al. [2015], Muandet et al. [2017].
1.2 Notation and Definitions
We collect the notation and definitions that will be used throughout the paper.
Basics For a matrix (or a vector) M , its transpose is denoted by Mᵀ. Let N be the set of
natural numbers, N0 := N ∪ {0} and Nd0 be the d-dimensional Cartesian product of N0 with
d ∈ N. For a multi-index α := (α1, . . . , α)ᵀ ∈ Nd0, define |α| :=
∑d
i=1 αi. R denotes the real
line, Rd the d-dimensional Euclidean space for d ∈ N, and ‖ ·‖ the Euclidean norm. For α ∈ Nd0
and a function f defined on Rd, let ∂αf and Dαf be the α-th partial derivative and the α-th
partial weak derivative, respectively. For i, j ∈ N, we define δij ∈ {0, 1} as δij = 1 if i = j, and
δij = 0 otherwise.
Probability For a random variable x and a probability distribution P , writing x ∼ P means
that x has distribution P . E[·] denotes the expectation of the argument in the bracket, with
respect to a random variable concerned. Depending on the context, we may write Ex[·] or
Ex∼P [·] to make the random variable and the distribution explicit.
Matrices Throughout, X will denote a set of interest. Given two subsets A := (a1, . . . , aM )
and B := (b1, . . . , bN ) of X , kAB ∈ RM×N denotes the matrix with elements [kAB ]ij = k(ai, bj).
For a real-valued function f : X _R, fA ∈ RM denotes the vector with elements [fA]i = f(ai).
Function spaces For a topological space X , let C(X ) denote a set of continuous functions.
For a measurable space X , a measure ν on X and a constant p > 0, let Lp(ν) be the Banach
space of (ν-a.e. equivalent classes of) p-integrable functions with respect to ν:
Lp(ν) :=
{
f : X _R : ‖f‖pLp(ν) := ∫ |f(x)|pdν(x) <∞} . (1)
Denote by Lν(X ) := L2(ν) the one when X ⊂ Rd and ν is the Lebesgue measure. For
f ∈ L1(Rd), we define its Fourier transform by
F [f ](ω) := 1
(2pi)d/2
∫
f(x)e−
√−1 xᵀωdx, ω ∈ Rd.
2 Gaussian Processes and RKHSs: Preliminaries
We re-state standard definitions for Gaussian processes (GPs) and RKHSs, reviewing basic
properties. Section 2.1 defines positive definite kernels, Sections 2.2 and 2.3 introduce GPs and
RKHSs, respectively. Detailed characterizations of GPs and RKHSs can be found in Section 4.
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2.1 Positive Definite Kernels
Positive definite kernels play a key role in both Gaussian processes and RKHSs.
Definition 2.1 (Positive definite kernels) Let X be a nonempty set. A symmetric func-
tion k : X × X _R is called a positive definite kernel, if for any n ∈ N, (c1, . . . , cn) ⊂ R and
(x1, . . . , xn) ⊂ X ,
n∑
i=1
n∑
j=1
cicjk(xi, xj) ≥ 0.
Remark 2.1 Definition 2.1 can be equivalently stated thus: A symmetric function k is positive
definite if the matrix kXX ∈ Rn×n with elements [kXX ]ij = k(xi, xj) is positive semidefinite
for any finite set X := (x1, . . . , xn) ∈ X n of any size n ∈ N.
In the remainder, for simplicity, kernel always means positive definite kernel. For X =
(x1, . . . , x) ∈ X n, the matrix kXX is the kernel matrix or Gram matrix.
Example 2.1 (Gaussian RBF/Square-Exponential Kernels) Let X ⊂ Rd. For γ > 0,
a Gaussian RBF kernel or a square exponential kernel kγ : X × X _R is defined by
kγ(x, x
′) = exp
(
−‖x− x
′‖2
γ2
)
, x, x′ ∈ X . (2)
In the Gaussian processes literature, to avoid confusion about the term “Gaussian”, the
kernel (2) is often referred to as the square-exponential kernel,1 while in the kernel literature it
is called Gaussian, or Gaussian radial basis function (RBF) kernel. The parameter γ determines
the length-scale of the associated hypothesis space of functions: As γ increases, the kernel (2)
and induced functions change less rapidly, and thus get “smoother” (while they are always
infinite differentiable). See Section 4 for details.
Another popular kernel is the Mate´rn class of functions [Mate`rn, 1960], which is a standard
in the spatial statistics literature [Stein, 1999, Sections 2.7, 2.10]: In fact, Stein [1999, Sec. 1.7]
said “Use the Mate´rn model” as a summary of practical suggestions for modeling spatial data.
Example 2.2 (Mate´rn kernels) Let X ⊂ Rd. For constants α > 0 and h > 0, the Mate´rn
kernel kα,h : X × X _R is defined by
kα,h(x, x
′) =
1
2α−1Γ(α)
(√
2α‖x− x′‖
h
)α
Kα
(√
2α‖x− x′‖
h
)
, x, x′ ∈ X , (3)
where Γ is the gamma function, and Kα is the modified Bessel function of the second kind of
order α,
Remark 2.2 If α can be written as α = m+1/2 for a non-negative integer m, then expression
(3) reduces to a product of the exponential function and a polynomial of degree m, which can
be computed easily [Rasmussen and Williams, 2006, Section 4.2.1 and Eq. 4.16]:
kα,h(x, x
′) = exp
(
−
√
2α‖x− x′‖
h
)
Γ(m+ 1)
Γ(2m+ 1)
m∑
i=1
(m+ 1)!
i!(m− 1)!
(√
8α‖x− x′‖
h
)m−i
.
1Sometimes it is also called “squared exponential” or “exponentiated quadratic.”
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For instance, if α = 1/2, α = 3/2 or α = 5/2, the corresponding Mate´rn kernels are
k1/2,h(x, x
′) = exp
(
−‖x− x
′‖
h
)
, (4)
k3/2,h(x, x
′) =
(
1 +
√
3‖x− x′‖
h
)
exp
(
−
√
3‖x− x′‖
h
)
,
k5/2,h(x, x
′) =
(
1 +
√
5‖x− x′‖
h
+
5‖x− x′‖2
3h2
)
exp
(
−
√
5‖x− x′‖
h
)
.
In particular, (4) is known as the Laplace or exponential kernel.
In the expression (3), the parameter h determines the scale, and α the smoothness of
functions in the associated hypothesis class: as α increases, the induced functions get smoother.
Mate´rn kernels are appropriate when dealing with “reasonably smooth” (but not very smooth)
functions, as the functions in the induced hypothesis class have a finite degree of smoothness
[Stein, 1999, Section 6.5]; this is in contrast to a square-exponential kernel, which induces
functions with infinite smoothness (i.e., infinite differentiable functions).
Remark 2.3 Square-exponential kernels in Example 2.1 can be obtained as limits of Mate´rn
kernels for α_∞ [Stein, 1999, p. 50]. That is, for a Mate´rn kernel kα,h with h > 0 being
fixed, we have
lim
α_∞ kα,h(x, x′) = exp
(
−‖x− x
′‖2
2h2
)
, x, x′ ∈ Rd.
Our last example here is polynomial kernels [Steinwart and Christmann, 2008, Lemma
4.7], which induce hypothesis spaces consisting of polynomials. This class of kernels have been
popular in machine learning.
Example 2.3 (Polynomial kernels) Let X ⊂ Rd. For c > 0 and m ∈ N, the polynomial
kernel km,c : X × X _R is defined by
km,c(x, x
′) = (xᵀx′ + c)m, x, x′ ∈ X .
While we have reviewed here only kernels defined on X ⊂ Rd, there are also various kernels
defined on non-Euclidian spaces, such as sequences, graphs and distributions; see e.g. Scho¨lkopf
and Smola [2002], Scho¨lkopf et al. [2004], Hofmann et al. [2008] and Rasmussen and Williams
[2006, Section 4.2]. In fact, as Definition 2.1 indicates, positive definite kernels can be defined
on any nonempty set.
2.2 Gaussian Processes
For Gaussian processes, positive definite kernels serve as covariance functions of random
function values, so they are also called covariance kernels. The following definition is taken
from Dudley [2002, p. 443].
Definition 2.2 (Gaussian processes) Let X be a nonempty set, k : X ×X _R be a positive
definite kernel and m : X _R be any real-valued function. Then a random function f : X _R
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is said to be a Gaussian process (GP) with mean function m and covariance kernel k, denoted
by GP(m, k), if the following holds: For any finite set X = (x1, . . . , xn) ⊂ X of any size n ∈ N,
the random vector
fX = (f(x1), . . . , f(xn))
ᵀ ∈ Rn
follows the multivariate normal distribution N (mX , kXX) with covariance matrix kXX =
(k(xi, xj))
n
i,j=1 ∈ Rn×n and mean vector mX = (m(x1), . . . ,m(xn))ᵀ.
Remark 2.4 Definition 2.2 implies that if f is a Gaussian process then there exists a mean
function m : X _R and a covariance kernel k : X × X _R. On the other hand, it is also
true that for any positive definite kernel k and mean function m, there exists a corresponding
Gaussian process f ∼ GP(m, k) [Dudley, 2002, Theorem 12.1.3]. There is thus a one-to-one
correspondence between Gaussian processes f ∼ GP(m, k) and pairs (m, k) of mean function
m and positive definite kernel k.
Remark 2.5 Since k is the covariance function of a Gaussian process, by definition it can be
written as
k(x, y) = Ef∼GP(m,k) [(f(x)−m(x))(f(y)−m(y))] , x, y ∈ X , (5)
where the expectation is with respect to the random function f ∼ GP(m, k). This important
property will be used extensively throughout this text.
Remark 2.6 In Definition 2.1, the kernel matrix kXX may be singular: For instance when
the kernel k is a polynomial kernel or when some of the points x1, . . . , xn are identical. Even in
this case, the normal distribution N (mX , kXX) is well-defined (and thus Definition 2.1 makes
sense), while it does not have a density function with respect to the Lebesgue measure; see
Dudley [2002, Theorem 9.5.7].
As mentioned in Remark 2.4, the use of a specific kernel k and a mean function m
implicitly leads to the use of the corresponding GP(k,m). Therefore it is practically important
to understand the properties of GP(k,m) (such as smoothness) that are induced by the
specification of k and m. For example, if k is a square-exponential kernel on an open set
X ⊂ Rd, then a sample path f ∼ GP(0, k) is infinitely continuously differentiable, i.e., f is very
smooth. In Section 4, we will provide other examples as well as various characterizations for
Gaussian processes.
For most practitioners, Gaussian process models manifest themselves in practice much as in
their definition, through their finite-dimensional restriction to a concrete set of evaluation nodes;
for example a plotting grid. In this case, Gaussian process models are actually very concrete
models that are easy to handle on a computer. This fact is sometimes lost in theoretical texts,
so we stress it in the following example.
Example 2.4 (GP restricted to finite discrete domain) Let m : X _R and k : X ×
X _R be a mean and covariance function(kernel), respectively—the arguably most prominent
choices are m(x) ≡ 0 and k(x, x′) = exp(−(x−x′)2/2). Given a finite set of representer points
X = (x1, . . . , xn) ⊂ X , the Algorithm .1 produces a valid draw from the function f ∼ GP(k,m),
evaluated at the locations [f(x1), . . . , f(xN )]. For example, this is how the green draws in
Figures 1 and 2 were produced.
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Algorithm .1 Concrete algorithm producing independent samples from GP(k,m) on the
finite domain X ∈ X n.
1 procedure GPsample(k,m,X)
2 mX = [m(xi)]i=1,...,n ∈ Rn  build mean vector
3 kXX = [k(xi, xj)]i,j=1,...,n ∈ Rn×n  build covariance matrix
4 R = Cholesky(kXX)  compute Cholesky decomposition kXX = RᵀR
5 u = randn(n, 1)  draw u ∼ N (0, In).
6 fX = R
ᵀu+mX  affine transformation of u gives sample from GP
7 end procedure
The following more abstract example, taken from Lindgren et al. [2011], explains that
Gaussian processes of Mate´rn kernels are given as solutions of certain stochastic partial
differential equations (SPDE). This was first shown by Whittle [1954, Section 9] for the special
case of d = 2; see Lindgren et al. [2011] and references therein for further details.
Example 2.5 (GPs of Mate´rn kernels) Let kα,h be a Mate´rn kernel in Example 2.2 with
parameters α > 0 and h > 0 defined on X = R. Then the corresponding Gaussian process
f ∼ GP(0, kα,h) is the only stationary solution to the following SPDE(
2α
h2
−∆
)(α+d/2)/2
f(x) = w(x), x ∈ Rd,
where ∆ :=
∑d
i=1
∂2
∂x2i
is the Laplacian and η is the Gaussian white noise process with unit
variance.
2.3 Reproducing Kernel Hilbert Spaces
Reproducing kernel Hilbert spaces are defined as follows, where positive definite kernels serve
as reproducing kernels.
Definition 2.3 (RKHS) Let X be a nonempty set and k be a positive definite kernel on
X . A Hilbert space Hk of functions on X equipped with an inner-product 〈·, ·〉Hk is called
a reproducing kernel Hilbert space (RKHS) with reproducing kernel k, if the following are
satisfied:
1. For all x ∈ X , we have k(·, x) ∈ Hk;
2. For all x ∈ X and for all f ∈ Hk,
f(x) = 〈f, k(·, x)〉Hk (Reproducing property).
Remark 2.7 In Definition 2.3, k(·, x) with x being fixed is a real-valued function such that
y 7→ k(y, x) for y ∈ X . k(·, x) is called the canonical feature map of x, since k can be written
as an inner-product in the RKHS as
k(x, y) = 〈k(·, x), k(·, y)〉Hk , x, y ∈ X ,
which follows from the reproducing property. Therefore k(·, x) is a (possibly infinite dimen-
sional) feature representation of x.
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Remark 2.8 By the Moore-Aronszajn theorem [Aronszajn, 1950], for every positive definite
kernel k, there exists a unique RKHS Hk for which k is the reproducing kernel. In this sense,
RKHSs and positive definite kernels are one-to-one: for each kernel k there exists a uniquely
associated RKHS Hk, and vice versa.
Given a positive definite kernel k, its RKHS Hk can be constructed as follows. Let H0 be
the linear span of feature vectors, that is, each function in H0 can be expressed as a finite
linear combination of feature vectors:
H0 := span {k(·, x) : x ∈ X} =
{
f =
n∑
i=1
cik(·, xi) : n ∈ N, c1, . . . , cn ∈ R, x1, . . . , xn ∈ X
}
.
One can make H0 a pre-Hilbert space, by defining an inner-product as follows: For any f :=∑n
i=1 aik(·, xi) ∈ H0 and g :=
∑m
j=1 bjk(·, yj) ∈ H0 with n,m ∈ N, a1, . . . , an, b1, . . . , bm ∈ R
and x1 . . . , xn, y1, . . . , ym ∈ X , the inner-product is defined by
〈f, g〉H0 :=
n∑
i=1
m∑
j=1
aibjk(xi, yj).
The norm of H0 is induced by the inner-product, i.e., ‖f‖2H0 = 〈f, f〉H0 . The RKHS Hk
associated with k is then defined as the closure of H0 with respect to the norm ‖ · ‖H0 , i.e,
Hk := H0. That is,
Hk =
{
f =
∞∑
i=1
cik(·, xi) : (c1, c2 . . . ) ⊂ R, (x1, x2, . . . ) ⊂ X , such that (6)
‖f‖2Hk := limn_∞
∥∥∥∥∥
n∑
i=1
cik(·, xi)
∥∥∥∥∥
2
H0
=
∞∑
i,j=1
cicjk(xi, xj) <∞
}
.
Remark 2.9 From (6), it is easy to see that functions f in the RKHS Hk inherit the properties
of the kernel k. For instance, if the kernel k is s-times differentiable for s ∈ N, then so are the
functions in Hk [Steinwart and Christmann, 2008, Corollary 4.36].
An important property of the RKHS norm ‖f‖Hk is that it captures not only the magnitude
of a function f ∈ Hk, but also its smoothness: f gets smoother as ‖f‖Hk decreases, and vice
versa. This is particularly important in understanding why regularization is required for kernel
ridge regression, to avoid overfitting. This smoothness property of the RKHS norm can be seen
in the following example on the RKHS of a Mate´rn kernel, which follows from Rasmussen and
Williams [2006, Eq. 4.15] and Wendland [2005, Corollary 10.48]. A complete characterization
of RKHSs of Mate´rn kernels involve Fourier transforms the kernels; see Section 2.4 for details.
Example 2.6 (RKHSs of Mate´rn kernels: Sobolev spaces) Let kα,h be the Mate´rn ker-
nel on X ⊂ Rd with Lipschitz boundary2 in Example 2.2 with parameters α > 0 and h > 0
2For the definition of Lipschitz boundary, see e.g., Stein [1970, p.189], Triebel [2006, Definition 4.3] and
Kanagawa et al. [2017, Definition 3].
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such that s := α+ d/2 is an integer. Then the RKHS Hkα,h of kα,h is norm-equivalent3 to the
Sobolev space W s2 (X ) of order s defined by
W s2 (X ) :=
f ∈ L2(X ) : ‖f‖2W s2 (X ) := ∑
β∈Nd0:|β|≤s
∥∥∥Dβf∥∥∥2
L2(X )
<∞
 . (7)
That is, we have Hkα,h = W s2 (X ) as a set of functions, and there exist constants c1, c2 > 0
such that
c1‖f‖W s2 (X ) ≤ ‖f‖Hkα,h ≤ c2‖f‖W s2 (X ), ∀f ∈ Hkα,h , (8)
Remark 2.10 The inequality (8) shows the equivalence of the RKHS norm ‖f‖Hkα,h and
the Sobolev norm ‖f‖2W s2 (X ) defined in (7). Thus the RKHS norm ‖f‖Hkα,h captures the
smoothness of the function f with parameter α specifying the order of differentiability. That
is, ‖f‖Hkα,h takes into account weak derivatives up to order s = α + d/2 of the function f .
For details of Sobolev spaces, see e.g. Adams and Fournier [2003] .
Remark 2.11 The RKHS Hkα,h consists of functions that are weak differentiable up to
order s = α + d/2. Here one should not confuse the weak differentiability with the classic
notion of differentiability. In the classical sense, functions in Hkα,h are only guaranteed to be
differentiable up to order α, not s = α+ d/2; this is a consequence of the Sobolev embedding
theorem [Adams and Fournier, 2003, Theorem 4.12]. For definition of weak derivatives, see
e.g. Adams and Fournier [2003, Section 1.62]. For instance, consider the case α = 1/2, where
the kernel is given by (4) and is not differentiable at origin. By Definition 2.3, we have
k1/2,h(·, x) ∈ Hk1/2,h for any x ∈ Rd; this implies that Hk1/2,h contain functions that are not
differentiable in the classical sense.
2.4 A Spectral Characterization for RKHSs Associated with Shift-Invariant
Kernels
We provide a characterization of RKHSs associated with shift-invariant kernels on X = Rd.
Recall that a kernel k is called shift-invariant, if it can be written as k(x, y) = Φ(x− y) for all
x, y ∈ Rd with a positive definite function Φ : Rd_R. In the following, the key role is played
by the Fourier transform F [Φ] of this positive definite function.
Theorem 2.4 below provides a characterization of the RKHS of a shift-invariant kernel in
terms of the Fourier transform F [Φ] of Φ. This result is available from, e.g., Kimeldorf and
Wahba [1970, Lemma 3.1] and Wendland [2005, Theorem 10.12].
Theorem 2.4 Let k be a shift-invariant kernel on X = Rd such that k(x, y) := Φ(x− y) for
Φ ∈ C(Rd) ∩ L1(Rd). Then the RKHS Hk of k is given by
Hk =
{
f ∈ L2(Rd) ∩ C(Rd) : ‖f‖2Hk =
1
(2pi)d/2
∫ |F [f ](ω)|2
F [Φ](ω) dω <∞
}
, (9)
3Normed vector spaces H1 and H2 are called norm-equivalent, if H1 = H2 as a set, and if there are constants
c1, c2 > 0 such that c1‖f‖H2 ≤ ‖f‖H1 ≤ c2‖f‖H2 holds for all f ∈ H1 = H2, where ‖ · ‖H1 and ‖ · ‖H2 denote
the norms equipped with H1 and H2, respectively.
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with the inner-product being
〈f, g〉Hk =
1
(2pi)d/2
∫ F [f ](ω)F [g](ω)
F [Φ](ω) dω, f, g ∈ Hk,
where F [g](ω) denotes the complex conjugate of F [g](ω).
Remark 2.12 Theorem 2.4 shows that the Fourier transform F [Φ] determines the members
of the RKHS. More specifically, the requirement in (9) shows that, if F [Φ](ω) decays quickly as
|ω|_∞, the Fourier transform F [f ](ω) of each f ∈ Hk should also decay quickly as |ω|_∞.
Since the tail behaviors of F [Φ] and F [f ] determines the smoothness of Φ and f respectively,
this implies that if Φ is smooth, f should also be smooth; see examples below.
Remark 2.13 The Fourier transform F [Φ](ω) is known as the power spectral density in the
stochastic process literature; see e.g. Bre´maud [2014, Section 3.3]. It can be written in terms
of a certain Fourier transform of the Gaussian process f ∼ GP(0, k) [Bre´maud, 2014, p.161].
We do not explain it in detail, since it requires an explanation of a certain stochastic integral
[Bre´maud, 2014, Theorem 3.4.1], which is out of the scope of this paper.
The following examples illustrate Theorem 2.4, providing spectral characterizations for RKHSs
of square-exponential and Mate´rn kernels.
Example 2.7 (RKHSs of square-exponential kernels) Let kγ(x, y) := Φγ(x − y) :=
exp(−‖x− y‖2/γ2) be the square-exponential kernel with bandwidth γ > 0 in Example 2.1, and
let Hkγ be the associated RKHS. The Fourier transform of Φγ is given by
F [Φγ ](ω) = Cd,γ exp(−γ2‖ω‖2/4), ω ∈ Rd,
where Cd,γ is a constant depending only on d and γ; see e.g. Wendland [2005, Theorem 5.20].
Therefore the RKHS Hkγ can be written as
Hkγ =
{
f ∈ L2(Rd) ∩ C(Rd) : ‖f‖2Hkγ =
1
(2pi)d/2Cd,γ
∫
|F [f ](ω)|2 exp(γ2‖ω‖2/4)dω <∞
}
,
which shows that, for any f ∈ Hkγ , the magnitude of its Fourier transform |F [f ](ω)| decays
exponentially fast as |ω|_∞, and the speed of decay gets quicker as γ increases.
Example 2.8 (RKHSs of Mate´rn kernels) Let kα,h the Mate´rn kernel on Rd with param-
eters α > 0 and h > 0 in Example 2.2, and let Hkα,h of kα,h be the associated RKHS. Then
kα,h(x, y) = Φα,h(x − y) with Φα,h(x) := 21−αΓ(α) (
√
2α‖x‖/h)Kα(
√
2α‖x‖/h), and the Fourier
transform of Φα,h is given by
F [Φα,h](ω) = Cα,h,d
(
2α
h2
+ 4pi2‖ω‖2
)−α−d/2
, ω ∈ Rd, (10)
where Cα,h,d is a constant depending only on α, h and d; see, e.g., Rasmussen and Williams
[2006, Eq. 4.15]. Therefore the RKHS Hkα,h can be written as
Hkα,h =
{
f ∈ L2(Rd) ∩ C(Rd) :
‖f‖2Hkα,h =
1
(2pi)d/2Cα,h,d
∫
|F [f ](ω)|2
(
2α
h2
+ 4pi2‖ω‖2
)α+d/2
dω <∞
}
,
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Figure 1: Conceptual sketches of Gaussian process regression (left, center) and kernel ridge
regression (right). Left: Prior measure f ∼ GP(0, k) with vanishing prior mean and the
Mate´rn-class kernel k(x, x′) = (1 +
√
5r + 5/3r2) exp(−√5r) with r := |x− x′|. Prior mean
function in thick black. Two marginal standard deviations in thin black. Marginal densities
as gray shading. 5 samples from prior as green lines. Center: Given a dataset (X,Y ) of
n = 3 data points with i.i.d. zero-mean normal noise of standard deviation σ = 0.1, the
posterior measure is also a Gaussian process, with updated mean and covariance functions
(all quantities as on the left). Right: Kernel ridge regression yields a point estimate (thick
black) that is exactly equal to the Gaussian process posterior mean. In contrast to Gaussian
process regression, an error estimate is usually not provided. This absence can be deliberate,
as one may not be willing to impose the assumptions necessary to define such an estimate
(e.g., additive Gaussian noise assumption). For comparison with the GP samples, the plot also
shows some functions with the property that fᵀXk
−1
XXfX = ‖fX‖2k−1XX = 1 (but KRR does not
assume the true function is of this form).
which shows that, for any f ∈ Hkα,h, the magnitude of its Fourier transform |F [f ](ω)| decays
polynomially fast as |ω|_∞, and the speed of decay gets quicker as α increases. Moreover,
from (10) and Wendland [2005, Corollary 10.48], it follows that Hkα,h is norm-equivalent to
the Sobolev space of order α+ d/2.
3 Connections between Gaussian Process and Kernel Ridge
Regression
Regression is a fundamental task in statistics and machine learning. The interpolation problem
is regression with noise-free observations and has been studied mainly in the literature on
numerical analysis, and more recently in the context of Bayesian optimization. We compare
two approaches to these problems based on Gaussian processes and kernel methods, namely
Gaussian process regression and kernel ridge regression (see also Figure 1 for illustration).
We first describe the problem of regression, and set notation. Let X be a nonempty set
and f : X _R be a function. Assume that one is given a set of pairs (xi, yi)ni=1 ⊂ X × R for
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n ∈ N, which is referred to as training data, such that
yi = f(xi) + ξi, i = 1, . . . , n, (11)
where ξi is a zero-mean random variable that represents “noise” in the output, or the variability
in the responses which is not explained by the input vectors. The task of regression is to
estimate the unknown function f based on the training data (xi, yi)
n
i=1. The function f is called
the regression function, and is the conditional expectation of the output given an input:
f(x) = E[y|x],
where (x, y) is a random variable with the conditional distribution of y given x following the
model (11).
If there is no output noise, i.e., ξi = 0, the problem is called interpolation; in this case one
can obtain exact function values yi = f(xi) for training. We will frequently use the notation
X := (x1, . . . , xn) ∈ X n for the set of input data points, and Y := (y1, . . . , yn)ᵀ ∈ Rn for the
set of outputs (or fX := (f(x1), . . . , f(xn))
ᵀ ∈ Rn in the noise free case).
This section first reviews Gaussian process regression and interpolation in Section 3.1, and
kernel ridge regression and kernel interpolation in Section 3.2. We summarize and discuss
equivalences between the two approaches in Section 3.3. In GP-regression, the posterior
variance function plays a fundamental role, but its kernel interpretation has not been well
understood. In Section 3.4, we show that there exists an interpretation of the posterior
variance function as a certain worst case error in the RKHS. Coming back to regression itself,
in Section 3.5 we provide a weight-vector viewpoint for the regression problem, and discuss
the equivalence between regularization and an additive noise assumption.
3.1 Gaussian Process Regression and Interpolation
Gaussian process regression, also known as Kriging or Wiener-Kolmogorov prediction, is a
Bayesian nonparametric method for regression. Being a Bayesian approach, GP-regression
produces a posterior distribution of the unknown regression function f, provided the training
data (X,Y ), a prior distribution Π0 on f, and a likelihood function denoted by `X,Y (f). More
specifically, the prior Π0 is defined as a Gaussian process GP(m, k) with mean function
m : X _R and covariance kernel k : X × X _R, i.e.,
f ∼ GP(m, k). (12)
Since this GP serves as a prior, the mean function m and the kernel k should be chosen so
that they reflect one’s prior knowledge or belief about the regression function f; this will be
discussed later.
On the other hand, a likelihood function is defined by a probabilistic model p(yi|f(xi))
for the noise variables ξ1, . . . , ξn, since this determines the distribution of the observations
Y = (y1, · · · , yn)ᵀ with the additive noise model (11). It is typical to assume that ξ1, . . . , ξn
are i.i.d. centered Gaussian random variables with variance σ2 > 0:
ξi
i.i.d.∼ N (0, σ2), i = 1, . . . , n. (13)
Thus the likelihood function is defined as
`X,Y (f) =
n∏
i=1
N (yi|f(xi), σ2), (14)
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where N (·|µ, σ2) denotes the density function of the normal distribution N (µ, σ2) of mean µ
and variance σ2. In general however, GP-regression allows the noise variables to be correlated
Gaussian with varying magnitudes of variances.
By Bayes’ rule, the posterior distribution Πn(f|Y,X) is then given as
dΠn(f|X,Y ) ∝ `X,Y (f)dΠ0(f) =
n∏
i=1
N (yi|f(xi), σ2)dΠ0(f). (15)
As shown in the following theorem, which is well known in the literature, the posterior
Πn(f|X,Y ) is again a Gaussian process, whose mean function and covariance function are
obtained by simple linear algebra.
Theorem 3.1 Assume (11), (12) and (13), and let X = (x1, . . . , xn) ∈ X n and Y =
(y1, . . . , yn)
ᵀ ∈ Rn. Then we have
f|Y ∼ GP(m¯, k¯),
where m¯ : X _R and k¯ : X × X _R are given by
m¯(x) = m(x) + kxX(kXX + σ
2In)
−1(Y −mX), x ∈ X , (16)
k¯(x, x′) = k(x, x′)− kxX(kXX + σ2In)−1kXx′ , x, x′ ∈ X , (17)
where kXx = k
>
xX = (k(x1, x), . . . , k(xn, x))
>.
As GP(m¯, k¯) is a posterior Gaussian process, m¯ is referred to as the posterior mean
function and k¯ the posterior covariance function. It is instructive to see how the Gaussian
noise assumptions (13) and the GP prior (12) lead to the closed form expressions (16) and (17),
because this can be done without relying on Bayes’ rule. This is important for the following
two reasons: (i) Since the prior and posterior are defined on an infinite dimensional space
of functions, Bayes’ rule is more involved and thus does not produce the expressions (16)
and (17) directly (see e.g. Stuart 2010, Theorem 6.31); (ii) When dealing with the noise-free
setting where σ2 = 0, Bayes’ rule cannot be used because the likelihood function is degenerate
[Cockayne et al., 2017].
To prove Theorem 3.1, first recall a basic formula for conditional distributions of Gaussian
random vectors (see e.g. Rasmussen and Williams 2006, Appendix A.2).
Proposition 3.2 Let a ∈ Rn and b ∈ Rm be Gaussian random vectors such that[
a
b
]
∼ N
([
µa
µb
]
,
[
A C
Cᵀ B
])
, (18)
where µa ∈ Rn, µb ∈ Rm are the mean vectors, A ∈ Rn×n, B ∈ Rm×m are the covariance
matrices (where A is strictly positive definite), and C ∈ Rn×m. Then the conditional distribution
of b given a is
b|a ∼ N (µb + CᵀA−1(a− µa), B − CᵀA−1C) . (19)
Proof [Theorem 3.1] Let m ∈ N, and let Z = (z1, . . . , zm) ∈ Xm be any finite set of points.
Then the observations Y ∈ Rn and GP-function values fZ = (f(z1), . . . , f(zm))ᵀ ∈ Rm are
jointly Gaussian random vectors such that[
Y
fZ
]
∼ N
([
mX
mZ
]
,
(
kXX + σ
2In kXZ
kZX kZZ
))
.
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In the notation of (18), this corresponds to a = Y |X, b = fZ , µa = mX , µb = mZ , A =
kXX + σ
2In, B = kZZ and C = kXZ . Applying the formula (19) in Proposition 3.2, the
conditional distribution of fZ given Y is then given as
fZ |Y ∼ N (µ¯, Σ¯),
where
µ¯ := mZ + kZX(kXX + σ
2In)
−1(Y −mX) ∈ Rm,
Σ¯ := kZZ − kZX(kXX + σ2In)−1kXZ ∈ Rm×m.
This mean vector and the covariance matrix can be written as µ¯ := m¯Z , Σ¯ = k¯ZZ , where
m¯ : X _R and k¯ : X × X _R are defined as (16) and (17). In other words,
fZ |Y ∼ N (m¯Z , k¯ZZ). (20)
Note that (20) holds for any set of points Z = (z1, . . . , zm) ∈ Xm of any size m ∈ N. Therefore,
by the Kolmogorov extension theorem [Dudley, 2002, Theorems 12.1.2] and the definition of
GPs (Definition 2.2), this implies that the process f ∼ GP(m, k) conditioned on the training
data X,Y is a draw from GP(m¯, k¯).
Remark 3.1 Given a test input x, prediction of the output value f(x) is carried out by
evaluating the posterior mean function (16), as we have E[f(x)|X,Y ] = m¯(x) by definition. On
the other hand, the posterior covariance k¯ can be used to quantify uncertainties over output
values; this will be discussed in Section 3.4.
Remark 3.2 As it can be seen from the expressions (16) and (17), m¯ and k¯ depend on
the choice of the prior mean function m, the kernel k and the noise variance σ2. These are
hyper-parameters of GP-regression, and the determination of them can be carried out, for
example, by the empirical Bayes method, i.e., maximization of the marginal likelihood of the
data given hyperparameters (for regression this is available in closed form); see Rasmussen
and Williams [2006] for details.
Noise-free case: Gaussian process interpolation. Consider the noise-free case where
exact function values yi = f(xi), i = 1, . . . , n are provided for training. In this case, the
likelihood function (14) is degenerate and thus not well-defined, since the distribution of
yi given f(xi) is the Dirac distribution at f(xi), which has no density function. Thus, it is
not possible to apply Bayes’ rule to derive the posterior distribution of f as in (15); see also
Cockayne et al. [2017, Section 2.5]. However, as the proof for Theorem 3.1 indicates, the
conditional distribution of f given training data (xi, f(xi))
n
i=1 can be derived based on Gaussian
calculus, without relying on Bayes’ rule. The resulting posterior mean function and covariance
function are respectively given as (16) and (17) with σ2 = 0, as shown in the following theorem.
Theorem 3.3 Assume (12), and let X = (x1, . . . , xn) ∈ X n and fX = (f(x1), . . . , f(xn))ᵀ ∈
Rn. Moreover, assume that the kernel matrix kXX = (k(xi, xj))ni,j=1 ∈ Rn×n is invertible.
Then the conditional distribution of f given (X, fX) is a Gaussian process
f | fX ∼ GP(m¯, k¯),
17
where m¯ : X _R and k¯ : X × X _R are given by
m¯(x) = m(x) + kxXk
−1
XX(fX −mX), x ∈ X , (21)
k¯(x, x′) = k(x, x′)− kxXk−1XXkXx′ , x, x′ ∈ X . (22)
Proof Since kXX is assumed to be invertible, the assertion can be proven by modifying the
proof of Theorem 3.1. Specifically, this can be done by replacing kXX + σ
2In in the proof of
Theorem 3.1 by kXX , and Y by fX .
Remark 3.3 In Theorem 3.3, the kernel matrix kXX is required to be invertible. If this
condition is not satisfied, then the expressions (21) are (22) not well-defined. For instance,
kXX is not invertible, if some of the points in X = (x1, . . . , xn) are identical, or if the kernel k
is a polynomial kernel of order m such that n > m.
This way of using Gaussian processes in modeling deterministic functions is becoming
popular in machine learning, in particular in the context of Bayesian optimization (e.g., Bull,
2011) as well as in the emerging field of probabilistic numerics [Hennig et al., 2015]: For
instance, Bayesian quadrature, a probabilistic numerics approach to numerical integration,
involves integration of a fixed deterministic function, which is modeled as a Gaussian process
with noise-free outputs; see Section 6.2 for details.
The noise-free situation appears for instance when a measurement equipment for the output
values is very accurate, or when the function values are obtained as a result of computer
experiments. In the latter case, GP-interpolation is often called emulation in the literature. In
these situations, typically the function of interest is very expensive to evaluate, so inference
should be done based on a small number of function evaluations. Gaussian processes are
useful for this purpose, since one can gain statistical efficiency by incorporating available prior
knowledge about the function via the choice of a covariance kernel.
Remark 3.4 For the noise-free case, a posterior distribution may be well-defined by assuming
the existence of very small noise in outputs, which corresponds to applying regularization with
a very small regularization constant; this is called “jitter” in the kriging literature. This is
practically reasonable, since if the kernel matrix kXX is singular (or close to singular, leading
to numerical issues), then the posterior mean (21) as well as the posterior variance (22) are
not well-defined without regularization.
3.2 Kernel Ridge Regression and Kernel Interpolation
Kernel ridge regression (KRR), which is also known as regularized least-squares [Caponnetto
and Vito, 2007] or spline smoothing [Wahba, 1990], arises as a regularized empirical risk
minimization problem where the hypothesis space is chosen to be an RKHS Hk. That is, we
are interested in solving the problem
fˆ = arg min
f∈Hk
1
n
n∑
i=1
L (xi, yi, f(xi)) + λ‖f‖2Hk .
where L : X × R× R_R+ is a loss function, and λ > 0 is a regularization constant. The loss
function penalizes the deviations between predicted outputs f(xi) and true outputs yi. The
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regularization constant λ controls the smoothness of the estimator, to avoid overfitting: the
larger the λ is, the smoother the resulting estimator fˆ becomes. Regularization is necessary,
as nonparametric estimation of a function from a finite sample is an ill-posed inverse problem,
given also that output values are contaminated by noise.
The KRR estimator then arises when using the square loss L(x, y, y′) = (y − y′)2:
fˆ = arg min
f∈Hk
1
n
n∑
i=1
(f(xi)− yi)2 + λ‖f‖2Hk . (23)
While this least-square problem is over the function spaceHk, which may be infinite dimensional,
its solution can be obtained by simple linear algebra, as the following theorem shows. As it is
simple and instructive, we show its proof based on the representer theorem [Scho¨lkopf et al.,
2001].
Theorem 3.4 If λ > 0, the solution to (23) is unique as a function, and is given by
fˆ(x) = kxX(kXX + nλIn)
−1Y =
n∑
i=1
αik(x, xi), x ∈ X , (24)
where
(α1, . . . , αn)
ᵀ := (kXX + nλIn)
−1Y ∈ Rn. (25)
If we further assume that kXX is invertible, then the coefficients (α1, . . . , αn) in (24) are
uniquely given by (25).
Proof Because of the regularization term in (23), one can apply the representer theorem
[Scho¨lkopf et al., 2001, Theorem 1]. This implies that the solution to (23) can be written as a
weighted sum of feature vectors k(·, x1), . . . , k(·, xn), i.e.,
fˆ =
n∑
i=1
αik(·, xi), (26)
for some coefficients α1, . . . , αn ∈ R. Let α := (α1, . . . , αn)ᵀ ∈ Rn. By substituting the
expression (26) in (23), the optimization problem now becomes
min
α∈Rn
1
n
[
αᵀk2XXα− 2αᵀkXXY + ‖Y ‖2
]
+ λαᵀkXXα, (27)
where we used αᵀkXXα = ‖fˆ‖2Hk , which follows from the reproducing property. Differentiating
this objective function with respect to α, setting it equal to 0 and arranging the resulting
equation yields
kXX(kXX + nλIn)α = kXXY. (28)
Obviously α = (kXX + nλIn)
−1Y is one of the solutions to (28). Since the objective function
in (27) is a convex function of α (while it may not be strictly convex unless kXX is strictly
positive definite or invertible), α attains the minimum of the objective function. Since the
objective function in (27) is equal to that of (23), the function (26) with α = (kXX +nλIn)
−1Y
attains the minimum of (23).
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Note that since the square loss is convex4, the solution to (23) is unique as a function
[Steinwart and Christmann, 2008, Theorem 5.5]. Hence (26) with α = (kXX +nλIn)
−1Y gives
the unique solution to (23) as a function, and this proves the first claim. If kXX is further
invertible, (28) reduces to (kXX + nλIn)α = Y , from which the second claim follows.
Remark 3.5 While Theorem 3.4 shows that (24) is the unique solution of (23) as a function,
this does not mean that the coefficients α1, . . . , αn in (24) are uniquely determined, unless the
kernel matrix kXX is invertible. This is because there may be multiple solutions to the linear
system (28), if kXX is not invertible. (More precisely, if (kXX + nλIn)α
′ − Y is in the null
space of kXX , such an α
′ is a solution to (28), even when (kXX + nλIn)α′− Y 6= 0.) However,
even when multiple solutions to (28) exist, they result in the same estimator (24) as a function,
which can be shown as follows. Therefore one can always use the coefficients given in (25).
Let α′ := (α′1, . . . , α′n)ᵀ ∈ Rn be another solution to (28). As mentioned in the proof, since
the objective function (27) is a convex function of α, this solution α′ also attains the minimum
of the objective function in (27), and thus the resulting function fˆ ′ :=
∑n
i=1 α
′
ik(·, xi) attains
the minimum of the objective function in (23). However, since the solution to (23) is unique
[Steinwart and Christmann, 2008, Theorem 5.5], we have fˆ = fˆ ′, where fˆ is the KRR estimator
(24).
Noise-free case: Kernel interpolation In the noise-free case where yi = f(xi), i =
1, . . . , n, the estimator of f is given by (24) with λ = 0; that is,
fˆ(x) = kxXk
−1
XX fX ,=
n∑
i=1
αik(x, xi), x ∈ X , (29)
where fX := (f(x1), . . . , f(xn))
ᵀ ∈ Rn and (α1, . . . , αn)ᵀ := k−1XX fX . Thus, in this case the
kernel matrix kXX is required to be invertible. The estimator (29) is obtained as a solution of
the following optimization problem in the RKHS. We provide a proof based on that of Berlinet
and Thomas-Agnan [2004, Theorem 58 in p. 112].
Theorem 3.5 Let k be a kernel on a nonempty set X , and X = (x1, . . . , xn) ∈ X n be such
that the kernel matrix kXX is invertible. Then (29) is the unique solution of the following
optimization problem:
fˆ := arg min
f∈Hk
‖f‖Hk subject to f(xi) = f(xi), i = 1, . . . , n. (30)
Proof Let S0 be the linear span of the feature vectors k(·, x1), . . . , k(·, xn), that is,
S0 :=
{
f =
n∑
i=1
αik(·, xi) : α1, . . . , αn ∈ R
}
.
4A loss function L : X × R× R_R is called convex, if L(x, y, ·) : R_R is convex for all fixed x ∈ X and
y ∈ R [Steinwart and Christmann, 2008, Definition 2.12]
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Let H0 be the set of all functions in Hk that interpolate the data (xi, f(xi))ni=1:
H0 := {f ∈ Hk : f(xi) = f(xi), i = 1, . . . , n} .
It is easy to see that (29) satisfies fˆ(x`) = f(x`) for all ` = 1, . . . , n, and thus fˆ ∈ S0 ∩H0.
We first show that S0 ∩H0 consists only of fˆ . To this end, assume that there exist another
g ∈ S0 ∩H0, and let g =
∑n
i=1 βik(·, xi) for β1, . . . , βn ∈ R. Then
fˆ − g =
n∑
i=1
(αi − βi)k(·, xi) ∈ S0.
On the other hand, since fˆ(x`) = g(x`) = f(x`) for all ` = 1, . . . , n, we have
fˆ(x`)− g(x`) =
〈
fˆ − g, k(·, x`)
〉
Hk
= 0, ∀` = 1, . . . , n.
This implies that fˆ − g ∈ S⊥0 , where S⊥0 ⊂ Hk is the orthogonal complement of S0. Therefore
fˆ − g ∈ S0 ∩ S⊥0 = {0}, which implies that fˆ = g. Thus, S0 ∩H0 = {fˆ}.
Finally, we show that f¯ is the solution of (30). It is easy to show that H0 is convex and
closed. Thus there exists an element f∗ ∈ H0 such that
f∗ = arg min
f∈H0
‖f‖Hk .
For any v ∈ S⊥0 , we have 〈f∗ + v, k(·, x`)〉Hk = 〈f∗, k(·, x`)〉Hk = f∗(x`) = f(x`) for all
` = 1, . . . , n, and thus f∗ + v ∈ H0. By definition, ‖f∗‖Hk ≤ ‖f∗ + v‖Hk , and this holds
for all v ∈ S⊥0 . This implies that f∗ belongs to the orthogonal complement of S⊥0 , which is
S0 since S0 is closed. That said, f∗ ∈ S0 and thus f∗ ∈ H0∩S0 = {fˆ}, which implies f∗ = fˆ .
Remark 3.6 As the RKHS norm ‖f‖Hk quantifies the smoothness of the function f ∈ Hk
(see Example 2.6 and Section 4 for this property of the RKHS norm), the solution to the
optimization problem (30) is interpreted as the smoothest function in the RKHS that passes
all the training data (x1, f(x1)), . . . , (xn, f(xn)).
Remark 3.7 In practice, regularization for matrix inversion in (29) may still be needed even
if there is no output noise, for the sake of numerical stability when the kernel matrix is nearly
singular. For this purpose, nevertheless, the regularization constant may be chosen to be very
small, since it is not relevant to the variance of output noise. See Wendland and Rieger [2005,
Section 3.4] and Schaback and Wendland [2006, Section 7.8] for theoretical supports.
3.3 Equivalences in Regression and Interpolation
From the expressions (16) and (24), it is immediate that the following equivalence holds for
GP-regression and kernel ridge regression. While this result has been well known in the
literature, we summarize it in the following proposition.
Proposition 3.6 Let k be a positive definite kernel on a nonempty set X and (xi, yi)ni=1 ⊂
X ×R be training data, and define X := (x1, . . . , xn) ∈ X n and Y := (y1, . . . , yn)ᵀ ∈ Rn. Then
we have m¯ = fˆ if σ2 = nλ, where
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• m¯ is the posterior mean function (16) of GP-regression based on (X,Y ), the GP prior
f ∼ GP(0, k) and the modeling assumption (11), where ξ1, . . . , ξn i.i.d.∼ N (0, σ2) with
variance σ2 > 0;
• fˆ is the solution (24) to kernel ridge regression (23) based on (X,Y ), the RKHS Hk,
and regularization constant λ > 0.
Remark 3.8 One immediate consequence of Proposition 3.6 is that the posterior mean
function m¯ belongs to the RKHS Hk, under the assumptions in Proposition 3.6. On the other
hand, it is well known that a sample f ∼ GP(m¯, k¯) from the posterior GP does not belong to
Hk almost surely; we will discuss why this is the case in Section 4, and see nevertheless that
the GP sample belongs to a certain RKHS induced by Hk, which is larger than Hk.
Remark 3.9 Proposition 3.6 implies that the additive Gaussian noise assumption (11) in
GP regression plays the role of regularization in KRR, as the two estimators are identical
if λ = σ2/n. Recall that λ controls the smoothness of fˆ : as λ increases, fˆ gets smoother.
Therefore, the assumption that the noise variance σ2 is large amounts to the assumption
that the latent function f is smoother than the observed process. This interpretation may be
explained in the following way. Let η be the zero-mean Gaussian process with a covariance
kernel δ : X × X _R defined by
δ(x, x′) =
{
1 (x = x′)
0 (x 6= x′). (31)
Note that this is a valid kernel, since it is positive definite. Then the noise variable ξi can be
written as ξi = ση(xi), since this results in ξ1, . . . , ξn
i.i.d.∼ N (0, 1). Define a Gaussian process y
by
y = f+ ση. (32)
where f : X _R is the latent function. The training observations yi can then be given as
evaluations of the process (32), that is yi = y(xi), i = 1, . . . , n. Thus, the problem of regression
is to infer the latent function f based on evaluations of the process (32), i.e., (xi, y(xi))
n
i=1.
Knowing the model (32), which states that y is a noisy version of f, one knows that the
observed process y must be rougher than the latent function f, or that f must be smoother than
y. In other words, assuming the noise model (32) amounts to assuming the latent function f
being smoother than the observed process y; this is how the noise assumption plays the role of
regularization.
Noise-free case: interpolation. For the noise-free case, there also exists an equivalence
between GP-interpolation and kernel interpolation, which we summarize in the following result.
Proposition 3.7 Let k be a positive definite kernel on a nonempty set X and (xi, f(xi))ni=1 ⊂
X ×R be training data, and define X := (x1, . . . , xn) ∈ X n and fX := (f(x1), . . . , f(xn))ᵀ ∈ Rn.
Assume that the kernel matrix kXX is invertible. Then we have m¯ = fˆ , where
• m¯ is the posterior mean function (21) of GP-interpolation based on (X, fX) and the GP
prior f ∼ GP(0, k);
• fˆ is the solution (29) to kernel interpolation (30) based on (X, fX) and the RKHS Hk.
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Figure 2: In-model error estimation. Plots similar to Fig. 1. Left: Hypothesis class/prior: The
plot shows five sample paths from the GP prior in green and, for comparison, five functions
with fᵀXk
−1
XXfX = 1 in red. In light gray in the background: Eigenfunction spectrum (regular
grid over the continuous space of such functions), scaled by their eigenvalues. (See Sec. 4.1.1
for eigen expansions of GP and RKHSs) Right: When constrained on noise-less observations,
both Gaussian process regression and kernel ridge regression afford the same in-model error
estimate, plotted as two thin black lines (Proposition 3.10). In the GP context, this is the
error bar of one marginal standard deviation. In the kernel context, it is the worst case error if
the true function has unit RKHS norm. The red functions (which approximate such unit-norm
RKHS elements) lie entirely inside this region, while GP samples (green) lie inside it for ∼ 68%
of the path (the expected value, the Gaussian probability mass within one standard-deviation).
Another visible feature is that the GP samples are rougher than the unit-norm representers.
3.4 Error Estimates: Posterior Variance and Worst-Case Error
Gaussian process regression is usually employed in settings that also call for a notion of
uncertainty, or error estimate. The object given this interpretation is the posterior covariance
function k¯ given by (17) or its scalar value k¯(x, x) at a particular location x ∈ X ; this is the
(marginal) posterior variance, the square root of which is interpreted as an “error bar”. Such
uncertainty estimates have numerous applications, one example being active learning, where
one explores input locations where uncertainties over output values are high.
The posterior variance is, by definition, the posterior expected square difference between the
posterior mean m¯(x) given by (16) and the output f(x) of posterior GP sample f ∼ GP(m¯, k¯),
that is,
k¯(x, x) = Ef∼GP(m¯,k¯)[(f(x)− m¯(x))2]. (33)
In other words, k¯(x, x) is interpreted as the average case error at a location x from the Bayesian
viewpoint. The purpose of this subsection is show that there exists a kernel/frequentist
interpretation of k¯(x, x) as a certain worst case error. To the best of our knowledge, this fact
has not been known in the literature.
For simplicity, we focus here on regression with a zero-mean GP prior f ∼ GP(0, k). We
use the following notation. Let wσ : X _Rn be a vector-valued function defined by
wσ(x) := (kXX + σ
2In)
−1kXx ∈ Rn, x ∈ X , (34)
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so that the posterior mean function (16) can be written as a projection of Y = (y1, . . . , yn)
ᵀ
onto wσ(x):
m¯(x) =
n∑
i=1
wσi (x)yi = Y
ᵀwσ(x). (35)
Moreover, define a new kernel kσ : X × X _R by
kσ(x, y) := k(x, y) + σ2δ(x, y), x, y ∈ X , (36)
where δ : X × X _R is the kernel defined in (31). Then, by definition, the kernel matrix of
kσ for X = (x1, . . . , xn) is given by k
σ
XX = kXX + σ
2In. Note that (36) is understood as the
covariance kernel of the contaminated observation process (32), where f := f ∼ GP(0, k). Let
Hkσ be the RKHS of kσ.
Given these preliminaries, we now present our result on the worst case error interpretation
of the posterior variance (33).
Proposition 3.8 Let k¯ be the posterior covariance function (17) with noise variance σ2.
Then, for any x ∈ X with x 6= xi, i = 1, . . . , n, we have√
k¯(x, x) + σ2 = sup
g∈Hkσ :‖g‖Hkσ≤1
(
g(x)−
n∑
i=1
wσi (x)g(xi)
)
. (37)
To prove the above proposition, we need the following lemma, which is useful in general.
The proof can be found in Appendix A.1
Lemma 3.9 Let k be a kernel on X and Hk be its RKHS. Then for any m ∈ N, x1, . . . , xm ∈ X
and c1, . . . , cm ∈ R, we have∥∥∥∥∥
m∑
i=1
cik(·, xi)
∥∥∥∥∥
Hk
= sup
f∈Hk:‖f‖Hk≤1
m∑
i=1
cif(xi). (38)
Lemma 3.9 shows that the RKHS norm of a linear combination of feature vectors can
be written as a supremum over functions in the unit ball of the RKHS. Based on this result,
Proposition 3.8 can be proven as follows.
Proof By Lemma 3.9, we have∥∥∥∥∥kσ(·, x)−
n∑
i=1
wσi (x)k
σ(·, xi)
∥∥∥∥∥
Hkσ
= sup
g∈Hkσ :‖g‖Hkσ≤1
(
g(x)−
n∑
i=1
wσi (x)g(xi)
)
. (39)
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The left side of this equality can be expanded as∥∥∥∥∥kσ(·, x)−
n∑
i=1
wσi (x)k
σ(·, xi)
∥∥∥∥∥
2
Hkσ
= kσ(x, x)− 2
n∑
i=1
wσi (x)k
σ(x, xi) +
n∑
i,j=1
wσi (x)w
σ
j (x)k
σ(xi, xj)
= k(x, x) + σ2 − 2
n∑
i=1
wσi (x)k(x, xi) + w
σ(x)ᵀkσXXw
σ(x)
= k(x, x) + σ2 − 2wσ(x)ᵀkXx + kxX(kXX + σ2In)−1(kXX + σ2In)(kXX + σ2In)−1kXx
= k(x, x) + σ2 − 2kxX(kXX + σ2In)−1kXx + kxX(kXX + σ2In)−1kXx
= k(x, x) + σ2 − kxX(kXX + σ2In)−1kXx
= k¯(x, x) + σ2,
where we used the assumption x 6= xi for i = 1, . . . , n in the second equality. The assertion
follows from this last expression and (39).
Remark 3.10 To understand Proposition 3.8, we need to understand the structure of the
RKHS Hkσ . First, the RKHS of σ2δ, denoted by Hσ2δ, is characterized as
Hσ2δ =
{
h =
∑
x∈X
cxσ
2δ(·, x) : ‖h‖2Hσ2δ = σ
4
∑
x∈X
c2x <∞, cx ∈ R, x ∈ X
}
, (40)
where the summation
∑
x∈X can be uncountable. It is known that Hσ2δ is not separable; see
e.g. Steinwart and Scovel [2012, Example 3.9]. Note that the kernel σ2δ(x, y) is given as a
multiplication of σ2 to the kernel δ(x, y), so Hσ2δ is norm-equivalent to the RKHS Hδ of δ.
Moreover, from (40), it is easy to see that for any h ∈ Hδ, we have ‖h‖Hσ2δ = ‖h‖Hδ for all
σ > 0.
Since kσ is defined as the sum of two kernels k and σ2δ, the RKHS Hkσ consists of functions
that can be written as a sum of functions from Hk and Hσ2δ [Aronszajn, 1950, Section 6]:
Hkσ = {g = f + h : f ∈ Hk, h ∈ Hσ2δ} = {g = f + h : f ∈ Hk, h ∈ Hδ} , (41)
where the corresponding RKHS norm is given by
‖g‖Hkσ = inf
f∈Hk, h∈Hσ2δ
g=f+h
‖f‖Hk + ‖h‖Hσ2δ = inff∈Hk, h∈Hδ
g=f+h
‖f‖Hk + ‖h‖Hδ .
Remark 3.11 In (37), the quantity
∑n
i=1w
σ
i (x)g(xi) for a fixed g ∈ Hkσ with ‖g‖Hkσ ≤ 1 is
the posterior mean function given training data (xi, g(xi))
n
i=1. Note that by (41), g can be
written as g = f +h for some f ∈ Hk and h ∈ Hσ2δ such that ‖f‖Hk + ‖h‖Hσ2δ ≤ 1. Therefore
each training output g(xi) can be written as g(xi) = f(xi) + h(xi), where h(xi) is understood
as “independent noise.” The supremum in (37) is thus the worst case error between the “true”
value g(x) = f(x) + h(x) and the estimate
∑n
i=1w
σ
i (x)g(xi) =
∑n
i=1w
σ
i (x)(f(xi) + h(xi)).
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Note that since h(x) is “independent noise,” it is not possible to estimate this value from the
training data, and thus a certain amount of error is unavoidable. This may intuitively explain
why the additional σ2 term appears in the left side of (37), which shows that the worst case
error is more pessimistic than the average case error, in the presence of noise.
Remark 3.12 From the proof of Lemma 3.9, it is easy to see that the function g ∈ Hkσ that
attains the supremum in (37) is
g = C
(
kσ(·, x)−
n∑
i=1
wσi (x)k
σ(·, xi)
)
= C
(
k(·, x)−
n∑
i=1
wσi (x)k(·, xi)
)
+ Cσ2
(
δ(·, x)−
n∑
i=1
wσi (x)δ(·, xi)
)
.
where C := ‖kσ(·, x)−∑ni=1wσi (x)kσ(·, xi)‖−1Hkσ is a normalizing constant that ensures that‖f‖Hkσ = 1. Thus, the worst adversarial function can be written as g = f + h, where
f := C
(
k(·, x)−
n∑
i=1
wσi (x)k(·, xi)
)
∈ Hk and h := Cσ2
(
δ(·, x)−
n∑
i=1
wσi (x)δ(·, xi)
)
∈ Hσ2δ.
This implies that, as the noise variance σ2 increases, the relative contribution of the noise
term h to the adversarial function g increases; this makes it more difficult to fit the adversarial
function, and thus the worst case error becomes more pessimistic than the average case error,
as shown in (37).
Noise-free case. We consider the important special case of noise-free observations, that
is the case where σ2 = 0, to further illustrate Proposition 3.8. In this case, the posterior
standard deviation
√
k(x, x), or (the square-root of) the average case error, is identical to
the worst case error; see Fig. 2 for illustration. The following result, which does not require
x 6= xi for i = 1, . . . , n as opposed to Proposition 3.8, can be proven in a similar way to that
of Proposition 3.8.
Proposition 3.10 Assume that σ2 = 0, and that the kernel matrix kXX is invertible. Then
we have √
k¯(x, x) = sup
f∈Hk‖f‖Hk≤1
(
n∑
i=1
wi(x)f(xi)− f(x)
)
, x ∈ X , (42)
where (w1(x), . . . , wn(x))
ᵀ = k−1XXkXx ∈ Rn and k¯ is given by (17) with σ2 = 0.
By applying the Cauchy-Schwartz inequality to (42), we have the following corollary. It
shows that the posterior variance k¯(x, x) provides an upper-bound on the error of kernel-based
interpolation for a fixed target function.
Corollary 3.11 Assume that σ2 = 0, and that the kernel matrix kXX is invertible. Then for
all f ∈ Hk, we have
(m¯(x)− f(x))2 ≤ ‖f‖2Hk k¯(x, x), x ∈ X .
where m¯(x) =
∑n
i=1wi(x)f(xi).
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3.5 A Weight Vector Viewpoint of Regularization and the Additive Noise
Assumption
Based on the weight vector (34) and the worst case error in the right side of (42), we
provide another interpretation of the equivalence between regularization and the additive noise
assumption in regression. This is given by the following result.
Proposition 3.12 Let X = (x1, . . . , xn) ∈ X n be fixed, and let Y = (y1, . . . , yn)ᵀ ∈ Rn
with yi = f(xi) + ξi, i = 1, . . . , n, where f : X _R is a fixed function and ξ1, . . . , ξn are
random variables such that E[ξi] = 0 and E[ξiξj ] = σ2δij for σ > 0. Let wσ : X _Rn be the
vector-valued function as defined in (34) with σ, X and kernel k : X × X _R. Then we have
wσ(x) = arg min
w∈Rn
[
sup
‖f‖Hk≤1
(
f(x)− fᵀXw
)]2
+ σ2‖w‖2 (43)
= arg min
w∈Rn
[
sup
‖f‖Hk≤1
(
f(x)− fᵀXw
)]2
+ varξ1,...,ξn [Y
ᵀw], x ∈ X , (44)
where fX := (f(x1), . . . , f(xn))
ᵀ ∈ Rn.
Proof First, by the reproducing property it is easy to show that
wσ(x) = arg min
w∈Rn
∥∥∥∥∥k(·, x)−
n∑
i=1
wik(·, xi)
∥∥∥∥∥
2
Hk
+ σ2‖w‖2, x ∈ X . (45)
For the first term in the right side, we have by Lemma 3.9,∥∥∥∥∥k(·, x)−
n∑
i=1
wik(·, xi)
∥∥∥∥∥
Hk
= sup
‖f‖Hk≤1
(
f(x)− fᵀXw
)
.
On the other hand, for the second term in the right side of (45), we have
varξ1,...,ξn [Y
ᵀw] = Eξ1,...,ξn [(ξ
ᵀw)2] = Eξ1,...,ξn [w
ᵀξξᵀw] = σ2‖w‖2, (46)
where ξ := (ξ1, . . . , ξn)
ᵀ ∈ Rn. The assertion follows by inserting these identities in (45).
Remark 3.13 Note that in (44) and (46), the noise variables ξ1, . . . , ξn are independent of
the function values f(x1), . . . , f(xn), because of our assumption in Proposition 3.12; note also
that the function f is fixed, and is not assumed to be a Gaussian process.
Remark 3.14 To discuss Proposition 3.12, let us fix a weight vector w ∈ Rn. Then the
first term in the right side of (43) is the worst case error in the noise-free setting, since
fᵀXw =
∑n
i=1wif(xi) can be considered as an estimator of f(x) based on noise-free observations
f(x1), . . . , f(xn), where f is taken from the unit ball in the RKHS; recall also (35). On the
other hand, the second term in (43) is a regularizer that makes the squared Euclidian norm of
the weight vector w not too large. Importantly, it shows that the noise variance σ2 serves as a
regularization constant.
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Regarding the second term in (44), Y ᵀw is an estimator of f(x), where f is the (fixed)
latent regression function; see again (35). Thus varξ1,...,ξn [Y
ᵀw] is the variance of the regression
estimator, which is equal to the regularization term σ2‖w‖2 in (43). Therefore, (44) shows
that the weight vector (34) is obtained so as to minimize the sum of the noise-free worst case
error and the variance of the regression estimator based on noisy observations.
4 Hypothesis Spaces: Do Gaussian Process Draws Lie in an
RKHS?
In discussions about the similarity between GPs and kernel methods, it is often pointed out
that the hypothesis space of Gaussian processes is not equal to that of kernel ridge regression
(i.e., the corresponding RKHS). For instance, Neal [1998, Section 7] discussed this topic,
arguing why GP models had not been widely used at the time of his writing:
I speculate that a more fundamental reason for the neglect of Gaussian process
models is a widespread preference for simple models, resulting from a confusion
between prior beliefs regarding the true function being modeled and expectations
regarding the properties of the best predictor for this function (the posterior mean,
under squared error loss). These need not be at all similar. For example, our beliefs
about the true function might sometimes be captured by an Ornstein-Uhlenbeck pro-
cess, a Gaussian process with covariance function exp(−|x(i) − x(j)|). Realizations
from this process are nowhere differentiable, but the predictive mean function will
consist of pieces that are sums of exponentials, as can be seen from equation (3).
As explained in Section 3.3, the posterior mean function of GP-regression (which is the
“predictive mean function” in the above quotation) lies in the RKHS of the GP covariance
kernel. On the other hand, if one considers a sample path of the GP prior (the Ornstein-
Uhlenbeck process in the quotation, which is the GP of the Mate´rn kernel with α = 1/2 and
d = 1; see also Example 2.5), it is almost surely less smooth than functions in the RKHS
(which is norm-equivalent to the first-order Sobolev space; see Example 2.6.) and hence does
belong to that RKHS almost surely. This is the difference Neal [1998] mentioned.
The purpose of this section is to explain why the above mentioned difference exists, by
reviewing sample path properties of GPs and how they are related to RKHSs. To this end, in
Section 4.1 we first look at characterizations of GPs and RKHSs by orthonormal expansions,
namely the Karhunen-Loe`ve expansion for GPs and Mercer representation for RKHSs. We then
review Driscoll’s theorem [Driscoll, 1973, Lukic´ and Beder, 2001], which provides a necessary
and sufficient condition for a GP sample path to lie in a given RKHS (which can be different
from the RKHS associated with the GP covariance kernel) in Section 4.2. Using this result,
we show in Section 4.3 that GP sample spaces can be constructed as powers of RKHSs defined
from the Mercer representation [Steinwart and Scovel, 2012]; this recovers a special case of
recent generic results by Steinwart [2017] on sample path properties. We conclude this section
by using these results to derive GP sample path properties for square-exponential kernels
and Mate´rn kernels in Section 4.4, the latter providing a theoretical explanation of the above
difference mentioned by Neal [1998].
The main message of this section may be summarized as follows: While GP sample paths
fall outside of the RKHS of the GP covariance kernel almost surely, they actually lie on certain
28
RKHSs defined as powers of that RKHS; therefore GPs and RKHSs are still deeply connected
in terms of the induced hypothesis spaces, and the difference such as the one mentioned by
Neal [1998] should not warrant strong conceptual separation between the two frameworks. We
will also use the sample path properties in this section to discuss the equivalence between
convergence properties of GP and kernel ridge regression in Section 5.
4.1 Characterizations via Orthonormal Expansions
To gain intuition and understanding on the structure of RKHS and GP, we review here
their expressions via orthonormal functions, that is, Karhunen-Loe`ve expansion for GPs and
Mercer representation for RKHSs. These expressions are given in terms of the eigenvalues and
eigenfunctions of a kernel integral operator defined below. For simplicity, we assume here that
X is a compact metric space (e.g., a bounded and closed subset of Rd), and k is a continuous
kernel on X .
4.1.1 Mercer’s Theorem
Let ν be a finite Borel measure on X with X being its support (e.g., the Lebesgue measure on
X ⊂ Rd). Let L2(ν) be the Hilbert space of square-integrable functions5 with respect to ν, as
defined in (1) with p = 2. Define an operator Tk : L2(ν)_L2(ν) as the integral operator with
the kernel k and the measure ν:
Tkf :=
∫
k(·, x)f(x)dν(x), f ∈ L2(ν). (47)
If the kernel k is defined on X ⊂ Rd and shift-invariant (that is, it can be written in the form
k(x, y) = φ(x− y) for some positive definite function φ), then this operator is a convolution of
k and a function f .6 Therefore the output function Tkf can be seen as a smoothed version of
f , if k is smooth.
Since Tk is compact, positive and self-adjoint, the spectral theorem (see e.g. Steinwart and
Christmann 2008, Theorem A.5.13) guarantees an eigen-decomposition of Tk in the form
Tkf =
∑
i∈I
λi 〈φi, f〉L2(ν) φi, (48)
where the convergence is in L2(ν). Here I ⊂ N is a set of indices (e.g., I = N when the RKHS
is infinite dimensional, and I = {1, ...,K} with K ∈ N when the RKHS if K-dimensional), and
(φi, λi)i∈I ⊂ L2(ν)× (0,∞) are (countable) eigenfunctions and the associated eigenvalues of
Tk such that λ1 ≥ λ2 ≥ · · · > 0:
Tkφi = λiφi, i ∈ I.
The eigenfunctions (φi)i∈N form an orthonormal system in L2(ν), i.e., 〈φi, φj〉L2(ν) = δij , where
δij = 1 if i = j and δij = 0 otherwise.
Mercer’s theorem, which is named after Mercer [1909], states the kernel k can be expressed
in terms of the eigensystem (φi, λi)i∈I in (48). This expression of the kernel provides useful
5Strictly, here each f ∈ L2(ν) represents the class of functions that are equivalent ν-almost everywhere.
6Or more precisely, a convolution of the positive definite function φ and a measure dη := fdν that has f as
a Radon-Nikodym derivative w.r.t. ν
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ways of constructing GPs and RKHSs, as described shortly. The following form of Mercer’s
theorem is due to Steinwart and Christmann [2008, Theorem 4.49], while we note that Mercer’s
theorem holds under weaker assumptions than those considered here [Steinwart and Scovel,
2012, Section 3].
Theorem 4.1 (Mercer’s theorem) Let X be a compact metric space, k : X × X _R be a
continuous kernel, ν be a finite Borel measure whose support is X , and (φi, λi)i∈I be as in
(48). Then we have
k(x, x′) =
∑
i∈I
λiφi(x)φi(x
′), x, x′ ∈ X , (49)
where the convergence is absolute and uniform over x, x′ ∈ X .
Remark 4.1 The expansion in (49) depends on the measure ν, since (φi, λi)i∈I is an eigen-
system of the integral operator (47), which is defined with ν. However, the kernel k in the left
side is unique, irrespective of the choice of ν. In other words, a different choice of ν results in
a different eigensystem (φi, λi)i∈I , and thus results in a different basis expression of the same
kernel k.
Remark 4.2 In Theorem 4.1, the assumption that ν has X as its support is important, since
otherwise the equality (49) may not hold for some x ∈ X . For instance, assume that there is
an open set N ⊂ X such that ν(N) = 0. Then the integral operator (47) does not take into
account the values of a function f on N , and therefore the eigenfunctions φi are only uniquely
defined on X\N , in which case, the equality in (49) holds only on X\N . We refer to Steinwart
and Scovel [2012, Corollaries 3.2 and 3.5] for precise statements of Mercer’s theorem in such a
case.
4.1.2 Mercer Representation of RKHSs
The eigensystem of the integral operator (47) provides a series representation of the RKHS,
which is called the Mercer representation [Steinwart and Christmann, 2008, Theorem 4.51].
Theorem 4.2 (Mercer Representation) Let X be a compact metric space, k : X ×X _R
be a continuous kernel, ν be a finite Borel measure whose support is X , and (φi, λi)i∈I be as
in (48). Then the RKHS Hk of k is given by
Hk =
{
f :=
∑
i∈I
αiλ
1/2
i φi : ‖f‖2Hk :=
∑
i∈I
α2i <∞
}
, (50)
and the inner-product is given by
〈f, g〉Hk =
∑
i∈I
αiβi for f :=
∑
i∈I
αiλ
1/2
i φi ∈ Hk, g :=
∑
i∈I
βiλ
1/2
i φi ∈ Hk.
In other words, (λ
1/2
i φ)i∈I forms an orthonormal basis of Hk.
Remark 4.3 As mentioned in Remark 4.1 for the expansion of a kernel (49), the Mercer
representation in (50) depends on the measure ν, since (φi, λi)i∈I depends on ν. Under the
assumptions in Theorem 4.2, however, a different choice of ν, which results in a different
eigensystem (φi, λi)i∈I , results in the same RKHS Hk. Note also here that, as mentioned in
Remark 4.2, the assumption that ν has its support on X is crucial.
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4.1.3 Karhunen-Loe`ve Expansion of Gaussian Processes
Corresponding to the Mercer representation of RKHSs, there exists a series representation
of Gaussian processes known as the Karhunen-Loe`ve (KL) expansion. The KL-expansion is
based on the eigensystem of the integral operator in (47), as for the Mercer representation.
This is a consequence of the canonical isometric isomorphism between an RKHS and the
corresponding Gaussian Hilbert space [Janson, 1997]. The following result, which is well known
in the literature, follows from Steinwart [2017, Lemmas 3.3 and 3.7]; see also e.g., Adler [1990,
Sections 3.2 and 3.3] and Berlinet and Thomas-Agnan [2004, Section 2.3].
Theorem 4.3 (Karhunen-Loe`ve Expansion) Let X be a compact metric space, k : X ×
X _R be a continuous kernel, ν be a finite Borel measure whose support is X , and (φi, λi)i∈I
be as in (48). For a Gaussian process f ∼ GP(0, k), define
zi := λ
−1/2
i
∫
f(x)φi(x)dν(x), i ∈ I. (51)
Then the following are true:
1. We have
zi ∼ N (0, 1) and E[zizj ] = δij , i, j ∈ I. (52)
2. For all x ∈ X and for all finite J ⊂ I, we have
E
(f(x)−∑
i∈J
ziλ
1/2
i φi(x)
)2 = k(x, x)−∑
j∈J
λje
2
j (x). (53)
3. If I = N, we have
lim
n_∞E
(f(x)− n∑
i=1
ziλ
1/2
i φi(x)
)2 = 0, x ∈ X , (54)
where the convergence is uniform in x ∈ X .
Remark 4.4 Informally, Theorem 4.3 shows that the Gaussian process f ∼ GP(0, k) can be
expressed using ONB (λ
1/2
i φi)i∈I of Hk and standard Gaussian random variables zi ∼ N (0, 1)
as
f(x) =
∑
i∈I
ziλ
1/2
i φi(x), x ∈ X (55)
where the convergence is in the mean square sense and uniform over x ∈ X , as shown in (54).
Note that (54) is an immediate consequence of (53) and Mercer’s theorem (Theorem 4.1).
Steinwart [2017, Theorem 3.5] shows that, under the same conditions, the convergence in (55)
also holds in L2(ν). The expression (55) is what is often called the KL expansion.
Remark 4.5 (52) shows that (zi)i∈I as defined in (51) are standard normal, and are indepen-
dent to each other. Note that (zi)i∈I are dependent to the given f ∼ GP(0, k), as can be seen
from (51); otherwise (53) and (54) do not hold. On the other hand, given i.i.d. standard normal
random variables z1, . . . , zn
i.i.d.∼ N (0, 1) (i.e., independent to a specific realization f ∼ GP(0, k)),
one can construct a finite dimensional Gaussian process in the form
∑n
i=1 ziλ
1/2
i φi that is
approximately distributed as GP(0, k); this is often called a truncated KL expansion.
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4.2 Sample Path Properties and the Zero-One Law
We review Driscoll’s theorem, which provides a necessary and sufficient condition for a Gaussian
process f ∼ GP(0, k) to belong to an RKHS Hr with kernel r with probability 1 or 0 [Driscoll,
1973, Theorem 3]. Here the kernels r and k can be different in general, but are defined on
the same space X . Since these probabilities (i.e., 1 or 0) are the only options, the theorem is
called Driscoll’s zero-one law. (In other words, a statement like “f ∼ GP(0, k) belongs to Hr
with probability 0.3” is false.) We review in particular a generalization of Driscoll’s theorem
by Lukic´ and Beder [2001, Theorem 7.4], which holds under weaker assumptions than the
original theorem by Driscoll [1973]. Our presentation below also uses some facts pointed out
by Steinwart [2017]. To state the result of Lukic´ and Beder [2001], we need to introduce
the notion of the dominance operator, whose existence is shown by Lukic´ and Beder [2001,
Theorem 1.1].
Theorem 4.4 (Dominance operator) Let k and r be positive definite kernels on a set X ,
and let Hk and Hr be their respective RKHSs. Assume Hk ⊂ Hr, and let Ikr : Hk_Hr be the
natural inclusion operator, i.e., Ikrg := g for g ∈ Hk. Then Ikr is continuous. Moreover, there
exists a unique linear operator L : Hr_Hk such that
〈f, g〉Hr = 〈Lf, g〉Hk , ∀f ∈ Hr, ∀g ∈ Hk. (56)
In particular, we have
Lr(·, x) = k(·, x), ∀x ∈ X .
Furthermore, IkrL : Hr_Hr is bounded, positive and symmetric.
The key concept in Driscoll’s theorem is the nuclear dominance, which is defined in the
following way. As explained shortly, the nuclear dominance serves as a necessary and sufficient
condition in Driscoll’s zero-one law.
Definition 4.5 (Nuclear dominance) Under the same notation as in Theorem 4.4, assume
Hk ⊂ Hr. Then r is said to dominate k, and the operator L in Theorem 4.4 is called the
dominance operator of Hr over Hk. Moreover, the dominance is called nuclear, in which case
it is written as r  k, if IkrL : Hr_Hr is nuclear (or of trace class), i.e.,
Tr(IkrL) =
∑
i∈I
〈IkrLψi, ψi〉Hr <∞,
where (ψi)i∈I ⊂ Hr is an ONB of Hr.
Before stating Driscol’s theorem, we mention that the dominance operator in Theorem 4.4
can be written in terms of the inclusion operator Ikr. That is, Steinwart [2017, Section 2]
pointed out that the dominance operator L is identical to I∗kr, the adjoint operator of Ikr, as
summarized in the following lemma.
Lemma 4.6 Under the same notation as in Theorem 4.4, assume Hk ⊂ Hr. Let L be the
dominance operator as given in Theorem 4.4. Then we have L = I∗kr.
Proof Let I∗kr be the adjoint of Ikr. Then we have
〈g, f〉Hr = 〈Ikrg, f〉Hr = 〈g, I∗krf〉Hr , ∀f ∈ Hr, ∀g ∈ Hk,
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which is the property (56) of the dominance operator. Since the dominance operator is unique
by Theorem 4.4, we have L = I∗kr.
The following result shows that the nuclear dominance is equivalent to the inclusion operator
Ikr being Hilbert-Schmidt. The result is essentially given by the proof of Steinwart [2017,
Lemma 7.4, equivalence of (i) and (iii)].
Lemma 4.7 Under the same notation as in Theorem 4.4, assume Hk ⊂ Hr. Then the
following statements are equivalent:
1. The nuclear dominance holds: r  k, i.e., IkrL : Hr_Hr is nuclear.
2. The inclusion operator Ikr : Hk_Hr is Hilbert-Schmidt.
Proof From Lemma 4.6, we have
Tr(IkrL) = Tr(IkrI
∗
kr) :=
∑
i∈I
〈IkrI∗krψi, ψi〉Hr =
∑
i∈I
〈I∗krψi, I∗krψi〉Hr =: ‖I∗kr‖2HS,
where ‖ · ‖HS denotes the Hilbert-Schmidt norm and Tr(·) the trace, and (ψi)i∈I ⊂ Hr is an
ONB of Hr. Since we have ‖I∗kr‖HS = ‖Ikr‖HS (see e.g., Steinwart and Christmann 2008,
p.506), the assertion immediately follows.
Using Lemma 4.7, Theorem 7.4 of Lukic´ and Beder [2001], which is a generalization of the
zero-one law of Driscoll [1973, Theorem 3], can be stated as Theorem 4.9 below. To state it,
we need to introduce a definition of a stochastic process being a version of a GP [Bre´maud,
2014, Definition 3.1.9].
Definition 4.8 (A version of a GP) Let f ∼ GP(m, k) be a Gaussian process with mean
function m : X _R and covariance kernel k : X × X _R, where X is a nonempty set. Then
a stochastic process f˜ on X is called a version of f, if f(x) = f˜(x) holds with probability 1 for
all x ∈ X .
Theorem 4.9 (A generalized Driscol’s theorem) Let k and r be positive definite kernels
on a set X , and let Hk and Hr be their respective RKHSs. Assume Hk ⊂ Hr, and let
Ikr : Hk_Hr be the natural inclusion operator. Let f ∼ GP(m, k) be a Gaussian process such
that m ∈ Hr. Then the following statements are true.
1. If Ikr is Hilbert-Schmidt, then there is a version f˜ of f such that f˜ ∈ Hr holds with
probability 1.
2. If Ikr is not Hilbert-Schmidt, then f ∈ Hr holds with probability 0.
Remark 4.6 In Driscoll [1973, Theorem 3], it is assumed that X is a separable metric space,
k is a continuous kernel on X and f ∼ GP(m, k) is almost surely continuous. Under this
assumption, Driscoll [1973, Theorem 3] showed that a condition equivalent to the nuclear
dominance condition [Lukic´ and Beder, 2001, Proposition 4.5] implies that the given Gaussian
process f belongs to Hr with probability 1. That is, in this case one does not need to consider
a version f˜ of it.
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Remark 4.7 In Lukic´ and Beder [2001, Theorem 5.1], it is shown that the nuclear dominance
condition (which is equivalent to Ikr being Hilbert-Schmidt) implies that any second-order
process f with covariance kernel k (i.e., f does not necessarily be Gaussian) belongs to Hr with
probability 1.
Remark 4.8 One way to check whether Ikr is Hilbert-Schmidt is given by Gonzalez-Barrios
and Dudley [1993, Theorem A]: They provide a necessary and sufficent for Ikr to be Hilbert-
Schmidt in terms of an integral of the metric entropy of the embedding Ikr : Hk_Hr. See
also Steinwart [2017, Corollary 5.4] for a similar condition.
From Theorem 4.9, it is easy to show that a GP sample path f ∼ GP(0, k) does not belong to
the corresponding RKHS Hk with probability 1 if Hk is infinite dimensional, as summarized
in Corollary 4.10 below. This implies that GP samples are “rougher”, or less regular, than
RKHS functions (see also Figure 2). Note that this fact has been well known in the literature;
see e.g., Wahba [1990, p. 5] and Lukic´ and Beder [2001, Corollary 7.1].
Corollary 4.10 Let k be a positive definite kernel on a set X and Hk be its RKHS, and
consider f ∼ GP(m, k) with m : X _R satisfying m ∈ Hk. Then if Hk is infinite dimensional,
then f ∈ Hk with probability 0. If Hk is finite dimensional, then there is a version f˜ of f such
that f˜ ∈ Hk with probability 1.
Proof Consider Theorem 4.9 with r := k, and let Ikk : Hk_Hk be the inclusion operator,
which is the identity map. Let (ψi)i∈I ⊂ Hk be an orthonormal basis of Hk, where |I| =∞
if Hk is infinite dimensional, and |I| < ∞ if Hk is finite dimensional. Then ‖Ikr‖2HS =∑
i∈I ‖Ikkψi‖2Hr =
∑
i∈I ‖ψi‖2Hr =
∑
i∈I 1. Thus, ‖Ikr‖HS =∞ if |I| =∞, and ‖Ikr‖HS <∞
if |I| <∞. The assertion then follows from Theorem 4.9.
Remark 4.9 Based on the KL expansion (55), Wahba [1990, p. 5] gave an intuitive, but
rather heuristic argument to show that a GP sample path does not belong to the corresponding
RKHS almost surely; see also Berlinet and Thomas-Agnan [2004, p. 66] and Rasmussen
and Williams [2006, Section 6.1]. The argument is as follows. For f ∼ GP(0, k), consider a
KL-expansion f =
∑∞
i=1 ziλ
1/2
i φi with zi ∼ N (0, 1), where (λ1/2i φi)∞i=1 is an ONB of the RKHS
Hk, which is assumed to be infinite dimensional. Defining fm :=
∑m
i=1 ziλ
1/2
i φi for m ∈ N, the
KL-expansion may be written as f = limm_∞ fm. Then,
E[‖fm‖2Hk ] = E
[
m∑
i=1
z2i
]
=
m∑
i=1
E[z2i ] =
m∑
i=1
1 = m.
Therefore we have limm_∞ E[‖fm‖2Hk ] =∞. This may imply that E[‖f‖2Hk ] =∞, and further
that f /∈ Hk with probability 1. Note that, while this argument is intuitive, it is not a
proof. This is because, as shown in Theorem 4.3, the standard result for the convergence of
the KL-expansion f = limm_∞ fm is in the mean-square sense (or in L2(ν), as mentioned
in Remark 4.4). That is, the convergence of the KL-expansion is, of course, weaker than
the convergence in the RKHS norm, and therefore limm_∞ E[‖fm‖2Hk ] =∞ does not imply
E[‖f‖2Hk ] =∞. This shows that the importance of carefully considering the convergence type of
the KL-expansion, which was investigated and used for establishing GP-sample path properties
by Steinwart [2017].
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The following example, which follows from Corollary 4.10, recovers the well-known fact
that Brownian motion is “non-smooth” while it is continuous.
Example 4.1 Let f be the standard Brownian motion on [0, 1], which is a Gaussian process
with kernel k(x, y) = min(x, y) for x, y ∈ [0, 1]. The corresponding RKHS Hk is a Cameron-
Martin space [Adler and Taylor, 2007, p. 68] given by
Hk =
{
f ∈ L2([0, 1]) : Df exists and
∫
(Df(x))2dx <∞
}
,
where Df denotes the weak derivative of f ; this is the first-order Sobolev space on [0, 1].
Corollary 4.10 implies that f does not belong to Hk almost surely. In other words, the Brownian
motion does not admit a square-integrable weak derivative.
4.3 Powers of RKHSs as GP Sample Spaces
Driscoll’s theorem (Theorem 4.9) shows a necessary and sufficient condition for a version of
f ∼ GP(m, k) to be a member of an RKHS Hr, but it does not directly provide a way of
constructing the RKHS Hr (nor its reproducing kernel r) based on the given covariance kernel
k. This is what is done in Steinwart [2017]: Hr can be constructed as a power of the RKHS Hk,
and r as the corresponding power of the kernel k; these are concepts introduced by Steinwart
and Scovel [2012, Definition 4.1] based on Mercer’s theorem. We review this result, showing
that it can be easily derived from Theorem 4.9.
For simplicity, we assume here that a set X is a compact metric space, a measure ν is a
finite Borel measure with X being its support, and a kernel k is continuous on X . However,
we note that the results of Steinwart [2017] and Steinwart and Scovel [2012] hold under much
weaker assumptions (while statements of the results should be modified accordingly). We
first introduce the definition of powers of RKHSs and kernels [Steinwart and Scovel, 2012,
Definition 4.1].
Definition 4.11 (Powers of RKHSs and kernels) Let X be a compact metric space, k be
a continuous kernel on X with Hk being its RKHS, and ν be a finite Borel measure whose
support is X . Let 0 < θ ≤ 1 be a constant, and assume that ∑i∈I λθiφ2i (x) <∞ holds for all
x ∈ X , where (λi, φi)i∈I is the eigensystem of the integral operator in (47). Then the θ-th
power of RKHS Hk is defined as
Hθk :=
{
f =
∑
i∈I
aiλ
θ/2
i φi :
∑
i∈I
a2i <∞
}
, (57)
where the inner-product is given by
〈f, g〉Hθk =
∑
i∈I
αiβi for f :=
∑
i∈I
αiλ
θ/2
i φi ∈ Hk, g :=
∑
i∈I
βiλ
θ/2
i φi ∈ Hk.
The θ-th power of kernel k is a function kθ : X × X _R defined by
kθ(x, y) :=
∑
i∈I
λθiφi(x)φi(y), x, y ∈ X . (58)
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Remark 4.10 The space Hθk defined as in (57) is in fact an RKHS, with its reproducing
kernel being the θ-th power of kernel (58), and Hθk and kθ are uniquely determined independent
of the chosen ONB (λ
1/2
i φi)i∈I [Steinwart and Scovel, 2012, Proposition 4.2].
Remark 4.11 The power of the RKHS (57) is an intermediate space (or more precisely, an
interpolation space) between L2(ν) and Hk, and the constant 0 < θ ≤ 1 determines how
close Hθk is to Hk [Steinwart and Scovel, 2012, Theorem 4.6]. For instance, if θ = 1 we have
Hθk = Hk, and Hθk approaches L2(ν) as θ_+0. Indeed, Hθk is nesting with respect to θ:
Hk = H1k ⊂ Hθk ⊂ Hθ
′
k ⊂ L2(ν), for all 0 < θ′ < θ < 1.
In other words, Hθk gets larger as θ decreases. If Hk is an RKHS consisting of smooth functions
(such as Sobolev spaces), then Hθk contains less smooth functions than those in Hk.
The following result, which follows from Theorem 4.9, provides a characterization of GP-sample
spaces in terms of powers of RKHSs Hθk. It is a special case of Steinwart [2017, Theorem 5.2],
where assumptions required for X , k and ν are much weaker.
Theorem 4.12 Let X be a compact metric space, k be a continuous kernel on X with Hk
being its RKHS, and ν be a finite Borel measure whose support is X . Let 0 < θ < 1 be a
constant, and assume that
∑
i∈I λ
θ
iφ
2
i (x) < ∞ holds for all x ∈ X , where (λi, φi)i∈I is the
eigensystem of the integral operator in (47). Consider f ∼ GP(0, k). Then the following
statements are equivalent.
1.
∑
i∈I λ
1−θ
i <∞.
2. The inclusion operator Ikkθ : Hk_Hθk is Hilbert-Schmidt.
3. There exists a version f˜ of f such that f˜ ∈ Hθk with probability 1.
Proof The equivalence between 2. and 3. follows from Theorem 4.9 and the fact that Hθk is
an RKHS with kθ being its kernel. The equivalence between 1. and 2. follows from
‖Ikkθ‖2HS =
∑
i∈I
‖Ikkθλ1/2i φi‖2Hθk =
∑
i∈I
‖λ(1−θ)/2i λθ/2i φi‖2Hθk =
∑
i∈I
λ1−θi ,
where the first equality uses the definition of the Hilbert-Schmidt norm and the fact that
(λ
1/2
i φi)i∈I is an ONB of Hk, and the third follows from (λθ/2i φi)i∈I being an ONB of Hθk.
Remark 4.12 Theorem 4.12 shows that the power of the RKHS Hθk contains the support of
f ∼ GP(0, k), if the eigenvalues (λi)i∈I satisfy
∑∞
i=1 λ
1−θ
i < ∞ for 0 < θ < 1. Therefore, if
one knows the eigensystem (λi, φi)i∈I of the integral operator (47), one may construct the
GP-sample space as Hθk with largest 0 < θ < 1 satisfying
∑∞
i=1 λ
1−θ
i < ∞. Note that the
condition
∑∞
i=1 λ
1−θ
i <∞ is stronger for larger θ, requiring that the eigenvalues should decay
more rapidly (when |I| =∞). Also note that functions in Hθk get smoother as θ increases.
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4.4 Examples of Sample Path Properties
We provide concrete examples of GP sample path properties, as corollaries of the above
results. We first show sample path properties for GPs with square-exponential kernels in
Example 2.1. Intuitively, the result follows from Theorem 4.12 and that the eigenvalues for a
square-exponential kernel decay exponentially fast; see Section A.2 for a complete proof.
Corollary 4.13 (Sample path properties for square-exponential kernels) Let X ⊂ Rd
be a compact set with Lipschitz boundary, ν be the Lebesgue measure on X , kγ be a square-
exponential kernel on X with bandwidth γ > 0 with Hkγ being its RKHS. Then for all
0 < θ < 1, the θ-th power Hθkγ of Hkγ in Definition 4.11 is well-defined. Moreover, for a given
f ∼ GP(0, kγ), there exists a version f˜ such that f˜ ∈ Hθkγ with probability 1 for all 0 < θ < 1.
Remark 4.13 Since Hkγ ⊂ Hθkγ for 0 < θ < 1 and Hθkγ approaches Hkγ as θ_ 1, Corollary
4.13 shows that, informally, a GP sample path associated with a square-exponential kernel lies
in a space that is infinitesimally larger than Hkγ . Therefore in practice one should not worry
too much about the fact that a GP sample path almost surely falls outside the RKHS Hkγ ,
because it nevertheless lies almost surely on the “infinitesimally small shell” surrounding Hkγ .
However, note that the situation is different for Mate´rn kernels, of which the RKHSs have
only a finite degree of smoothness; the above property for square-exponential kernels follows
from, intuitively, that functions in the resulting RKHSs are infinitely smooth.
Corollary 4.15 below provides sample path properties for GPs associated with Mate´rn kernels.
To state it, we need to introduce the interior cone condition [Wendland, 2005, Definition 3.6],
which requires that there is no ‘pinch point’ (i.e. a ≺-shape region) on the boundary of X .
Definition 4.14 (Interior cone condition) A set X ⊂ Rd is said to satisfy an interior
cone condition if there exist an angle θ ∈ (0, 2pi) and a radius R > 0 such that every x ∈ X is
associated with a unit vector ξ(x) so that the cone C(x, ξ(x), ψ,R) is contained in Ω, where
C(x, ξ(x), ψ,R) := {x+ ay : y ∈ Rd, ‖y‖ = 1, 〈y, ξ(x)〉 ≥ cosψ, a ∈ [0, R]}.
Corollary 4.15 (Sample path properties for Mate´rn kernels) Let X ⊂ Rd be a bounded
open set such that the boundary is Lipschitz and an interior cone condition is satisfied, and
kα,h be the Mate´rn kernel on X in Example 2.2 with parameters α > 0 and h > 0 such that
α+ d/2 ∈ N. Then for a given f ∼ GP(0, kα,h), there exists a version f˜ such that f˜ ∈ Hkα′,h′
with probability 1 for all α′, h′ > 0 satisfying α > α′ + d/2 ∈ N, where Hkα′,h′ is the RKHS of
the Mate´rn kernel kα′,h′ with parameters α
′ and h′.
Proof Let s := α+ d/2 and β := α′+ d/2. Denote by W s2 (X ) and W β2 (X ) the Sobolev spaces
of order s and β respectively, as defined in Example 2.6. Since X satisfies an interior cone
condition and we have s− β > d/2, Maurin’s theorem [Adams and Fournier, 2003, Theorem
6.61] implies that the embedding W s2 (X )_W β2 (X ) is Hilbert-Schmidt. Since the boundary of
X is Lipschitz, by Wendland [2005, Corollary 10.48] the RKHS Hkα,h of kα,h is norm-equivalent
to W s2 (X ), and Hkα′,h′ is norm-equivalent to W β2 (X ). (See also Example 2.6.) Therefore the
embedding Hkα,h_Hkα′,h′ is also Hilbert-Schmidt. The assertion then follows from Theorem
4.9.
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Remark 4.14 Recall that, as shown in Example 2.6, the RKHS Hkα,h of the Mate´rn kernel
kα,h is norm-equivalent to the Sobolev space W
s
2 (X ) of order s := α + d/2, and Hkα′,h′ is
norm-equivalent to W β2 (X ) with β := α′ + d/2. From the assumption α > α′ + d/2, we have
s > β + d/2. Therefore, Corollary 4.15 shows that, roughly, the smoothness of a GP sample
path with kα,h, which is β, is d/2-smaller than the smoothness s of the RKHS Hkα,h .
Remark 4.15 The condition α > α′+d/2 can be shown to be sharp: If α = α′+d/2, a sample
path f ∼ GP(0, kα,h) does not belong to Hkα′,h′ almost surely [Steinwart, 2017, Corollary 5.6,
ii]. Also note that the condition α′ + d/2 ∈ N may be removed; α can be any positive real
satisfying α > α′ + d/2 [Steinwart, 2017, Corollary 5.6, i].
5 Convergence and Posterior Contraction Rates in Regression
In this section, we review asymptotic convergence results for Gaussian process and kernel
ridge regression. For both approaches, there have been extensive theoretical investigations,
but it seems that the connections between the obtained results for the two approaches are
rarely discussed. We therefore discuss the connections between the convergence results for
the two approaches in Section 5.1, and show that there is indeed a certain equivalence that
highlights the role of regularization and the output noise assumption. The key role in showing
this equivalence is played by sample path properties discussed in Section 4. We also review
theoretical results from the kernel interpolation literature in Section 5.2. Thanks to the worst
case error viewpoint explained in Section 3.4, these results provide upper-bounds for marginal
posterior variances in GP-regression. Such bounds are useful in understanding what factors
affect the speed of contraction of marginal posterior variances.
5.1 Convergence Rates for Gaussian Process and Kernel Ridge Regression
We here review existing convergence results for Gaussian process regression and kernel ridge
regression. Specifically, we compare the posterior contraction rates for GP-regression provided
by van der Vaart and van Zanten [2011] and the convergence rates for kernel ridge regression by
Steinwart et al. [2009]. The rates obtained in these papers are minimax optimal for regression
in Sobolev spaces. Thus, it would be natural to ask how these two results are related. We show
that, by focusing on regression in Sobolev spaces, the rates of van der Vaart and van Zanten
[2011] can be recovered from those of Steinwart et al. [2009]. This highlights the equivalence
between regularization in kernel ridge regression and the additive noise assumption in Gaussian
process regression. The arguments are based on sample path properties reviewed in Section 4.
Gaussian process regression. The following model is considered in van der Vaart and
van Zanten [2011]. Let X = [0, 1]d be the input space, and f0 : [0, 1]d_R be the unknown
regression function to be estimated. Let (x, y) ∈ [0, 1]d × R be a joint random variable such
that x ∼ PX for a distribution PX on [0, 1]d and
y = f0(x) + ε, ε ∼ N (0, σ2), (59)
where σ2 > 0 is the variance of independent noise ε. PX is assumed to have a density function
that is bounded away from zero and infinity. Denote by P the joint distribution of (x, y), and
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assume that one is given an i.i.d. sample Dn := (xi, yi)ni=1 of size n from P as training data.
A prior for f0 is a zero-mean Gaussian process GP(0, ks) with covariance kernel ks, where ks
denotes the Mate´rn kernel (Example 3) whose RKHS is norm-equivalent to the Sobolev space
W s2 [0, 1]
d of order s > d/2. (In the notation of Example 3, this corresponds to α := s− d/2;
see Example 2.6 for the RKHSs of Mate´rn kernels.)
GP-regression is performed based on this GP prior, training data Dn and the likelihood
given by the additive Gaussian noise model (59). van der Vaart and van Zanten [2011, Theorem
5] provided the following posterior contraction rate for this setting, assuming the unknown f0
belongs to a Sobolev space W β2 [0, 1]
d of order β > d/2. Below Cβ([0, 1]d) denotes the Ho¨lder
space of order β, and L2(PX ) the Hilbert space of square-integrable functions with respect to
PX .
Theorem 5.1 Let ks be a kernel on [0, 1]
d whose RKHS is norm-equivalent to the Sobolev
space W s2 ([0, 1]
d) of order s := α + d/2 with α > 0. If f0 ∈ Cβ([0, 1]d) ∩W β2 ([0, 1]d) and
min(α, β) > d/2, then we have
EDn|f0
[∫
‖f − f0‖2L2(PX )dΠn(f |Dn)
]
= O(n−2 min(α,β)/(2α+d)) (n_∞), (60)
where EX,Y |f0 denotes the expectation with respect to Dn = (xi, yi)ni=1 with the model (59), and
Πn(f |Dn) the posterior distribution given by GP-regression with kernel ks.
Remark 5.1 By definition, the posterior mean function (16) is given as m¯n :=
∫
fdΠn(f |Dn)
(here we made the dependence of mn on sample size n explicit). It is easy to show that
‖m¯n − f0‖2L2(PX ) ≤
∫
‖f − f0‖2L2(PX )dΠn(f |Dn),
and therefore (60) implies the convergence of m¯n to f0,
EDn|f0
[
‖m¯n − f0‖2L2(PX )
]
= O(n−2 min(α,β)/(2α+d)) (n_∞). (61)
Remark 5.2 The best rate with (61) is attained when α = β, which results in the rate
n−2β/(2β+d); this is the minimax-optimal rate for regression of a function in W β2 ([0, 1]
d) [Stone,
1980, Tsybakov, 2008]. Note that α = s− d/2 is essentially the smoothness of f ∼ GP(0, ks), a
sample path of the GP prior (see Corollary 4.15 and Remark 4.14). Therefore the requirement
α = β means that the smoothness α of sample paths from the GP prior should match the
smoothness β of the regression function f0.
For later comparison with kernel ridge regression, we point out here that the smoothness s
of the corresponding Sobolev RKHS Hs([0, 1]d) should be specified as s = β+d/2 to attain the
optimal rate. In other words, the smoothness of the RKHS Hs([0, 1]d) should be greater than
the Sobolev space Hβ([0, 1]d) to which f0 belongs. This may be counterintuitive, given the
equivalence between GP-regression and kernel ridge regression. As we show below, however,
the above consequence can be explained from the modeling assumption (59) that noise variance
σ2 remains constant even if n increases.
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Kernel ridge regression. For kernel ridge regression, we discuss the convergence results of
Steinwart et al. [2009], which do not require the true regression function f0 be in the RKHS. Let
X be an arbitrary measurable space and Y := [−M,M ] ⊂ R be the output space, where M > 0
is some constant, and P be a joint distribution on X × Y. The unknown regression function
f0 : X _[−M,M ] is defined as the conditional expectation f0(x) := E[y|x] as usual, where the
expectation is with respect to the conditional distribution of y given x with (x, y) ∼ P . Let
PX be the marginal distribution of P on X , and assume that it has a density bounded away
from zero and infinity; this is the same assumption as for van der Vaart and van Zanten [2011].
Given a training sample (x1, y1), . . . , (xn, yn)
i.i.d.∼ P , let fˆλ be the estimator of f0 by kernel
ridge regression defined as the solution of (23), with λ > 0 being a regularization constant
(here we made the dependence on λ explicit). In Steinwart et al. [2009], the following clipped
version fˇλ of fˆλ is considered for theoretical analysis:
fˇλ(x) :=

M (fˆλ(x) > M)
fˆλ(x) (−M ≤ fˆ(x) ≤M)
−M (fˆλ(x) < −M)
The following result follows from Corollary 6 in Steinwart et al. [2009], the arguments in
the paragraphs following Theorem 9 in Steinwart et al. [2009], and the fact Hβ([0, 1]d) ⊂
Bβ2,∞([0, 1]
d), where β > d/2 and Hβ([0, 1]d) is the Sobolev space of order β > d/2 and
Bβ2,∞([0, 1]
d) is a certain Besov space of the same order β; see. e.g. Edmunds and Triebel [1996,
Eq.7 in p.59].
Theorem 5.2 Let ks be a kernel on X := [0, 1]d whose RKHS is norm-equivalent to the Sobolev
space W s2 ([0, 1]
d) of order s > d/2. Assume that f0 ∈ W β2 ([0, 1]d) for some d/2 ≤ β ≤ s. If
λn > 0 is set as
λn = cn
−2s/(2β+d), (62)
for a constant c > 0 independent of n, then we have
‖fˇλn − f0‖2L2(PX ) = Op(n−2β/(2β+d)) (n_∞). (63)
Remark 5.3 As mentioned earlier, the rate (63) is minimax optimal for regression in the
Sobolev space W β2 ([0, 1]
d) of order β [Stone, 1980, Tsybakov, 2008].
Remark 5.4 Theorem 5.2 does not require that f0 be in the RKHS of kernel ks: the
smoothness β of f0 can be smaller than the smoothness s of the RKHS, in which case f0
does not belong to Hs([0, 1]d). Intuitively, this is possible because a function outside the
RKHS but “not very far away” from the RKHS can be approximated well by functions in
the RKHS. This intuition is in fact formally characterized and exploited in Steinwart et al.
[2009] by using approximation theory based on interpolation spaces. Note also that the degree
of approximation is controlled by the regularization schedule (62): λn should decrease more
quickly, as the smoothness β of f0 becomes smaller.
The following corollary is a special case of Theorem 5.2, which is essentially equivalent to
Theorem 5.1 for GP-regression.
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Corollary 5.3 Assume that f0 ∈ W β2 ([0, 1]d) for β > 0. Let ks be a kernel on X := [0, 1]d
whose RKHS is norm-equivalent to the Sobolev space W s2 ([0, 1]
d) of order s := β + d/2, and
define λn := cn
−1 with c > 0 being any constant. Then (63) holds for fˇλn.
Remark 5.5 Recall that the variance σ2 of output noise in GP-regression is related to the
regularization constant λ in kernel ridge regression as σ2 = nλn. Therefore, the modeling
assumption that σ2 does not vary with n in GP-regression is equivalent to the regularization
schedule λn = cn
−1 in kernel ridge regression. With this regularization schedule, the optimal
rate (63) is attained by kernel ks with s = β + d/2. This optimal order s of the kernel is the
same as for the optimal order in Theorem 5.1 for GP-regression (i.e., s = α+ d/2 with α = β).
Thus, Corollary 5.3 is essentially equivalent to Theorem 5.1, revealing a theoretical equivalence
between GP and kernel ridge regression.
5.2 Upper-bounds and Contraction Rates for Posterior Variance
We focus here on the noise-free case, and review the results that provide contraction rates for
posterior variance k¯(x, x) in GP-interpolation (22). It seems that these results have not been
well known in the machine learning literature. However, we believe that they are important
in particular in understanding the mechanism of active learning methods based on GPs
and Bayesian optimization, as these methods make use of the posterior variance function in
exploring new points to evaluate. In fact, these results have essentially been used in Bull
[2011] for theoretical analysis of Bayesian optimization; see also e.g., Briol et al. [2018], Tuo
and Wu [2016], Stuart and Teckentrup [2018] for similar applications of these results.
The results we review are from the literature on kernel interpolation [Wendland, 2005,
Schaback and Wendland, 2006, Scheuere et al., 2013]. In the kernel interpolation literature, the
posterior standard deviation function (k¯(x, x))1/2 is called the power function, and has been
studied because it provides an upper-bound for the error of kernel interpolation, as can be
seen from Corollary 3.11. The key role is played by the quantity called the fill distance, which
quantifies the denseness of points X = {x1, . . . , xn} ⊂ Rd in the region of interest X ⊂ Rd.
For a constant ρ > 0, the fill distance at x ∈ X is defined by
hρ,X(x) := sup
y∈X :‖x−y‖≤ρ
min
xi∈X
‖y − xi‖. (64)
In other words, by thinking of the ball B(x, ρ) around x of radius ρ, the fill distance hρ,X(x)
is the radius of the maximum ball in B(x, ρ) in which no points are contained. Thus, hρ,X(x)
being smaller implies that more points are located around x.
The following result, which is from Wu and Schaback [1993, Theorem 5.14], provides an
upper-bound for the posterior variance in terms of the fill distance (64). In particular it applies
to cases where the kernel induces an RKHS that is norm-equivalent to Sobolev spaces (e.g.,
Mate´rn kernels).
Theorem 5.4 Let k be a kernel on Rd whose RKHS is norm-equivalent to the Sobolev space
of order s. Then for any ρ > 0, there exist constants h0 > 0 and C > 0 satisfying the following:
For any x ∈ Rd and any set of points X = {x1, . . . , xn} ⊂ Rd satisfying hρ,X(x) ≤ h0, we have
k¯(x, x) ≤ Ch2s−dρ,X (x). (65)
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Remark 5.6 For a kernel with infinite smoothness (such as square-exponential kernels), the
exponent in the upper-bound (65) can be arbitrarily large. That is, for ρ > 0 and any α > 0,
there exist constants hα > 0 and Cα > 0 satisfying the following: For any x ∈ Rd and any set
of points X = {x1, . . . , xn} ⊂ Rd satisfying hρ,X(x) ≤ hα, we have
k¯(x, x) ≤ Cαhαρ,X(x).
Note that constants Cα and hα depend on α, so the upper-bound may not monotonically
decrease as α increases, for fixed points X.
Remark 5.7 An upper-bound of exponential order can be derived for a kernel with infinite
smoothness, but this technically requires that the fill distance be defined globally on the region
of interest X ⊂ Rd: For X = {x1, . . . , xn} ⊂ X , the (global) fill distance hX > 0 is defined as
hX := sup
x∈X
min
xi∈X
‖x− xi‖.
For instance, if X is a cube in Rd and k is a square-exponential kernel on X , Wendland [2005,
Theorem 11.22] shows that there exists a constant c > 0 that does not depend on hX such that
k¯(x, x) ≤ exp(c log(hX,Ω)/
√
hX).
whenever hX is sufficiently small.
Theorem 5.4 shows that the amount of posterior variance k¯(x, x) is determined by i) the
local fill distance hρ,X , ii) the dimensionality d of the space, and iii) the smoothness s of
the kernel. This implies that k¯(x, x) contracts to 0 as the denseness of the points x1, . . . , xn
around x increases, and that the rate of contraction is determined by d and s. This is formally
characterized by the following corollary, which directly follows from Theorem 5.4.
Corollary 5.5 Let k be a kernel on Rd whose RKHS is norm-equivalent to the Sobolev space
of order s > d/2, and fix ρ > 0. For x ∈ Rd, assume that X = (x1, . . . , xn) ⊂ Rd satisfy
hρ,X(x) = O(n
−b) as n_∞ for some b > 0. Then we have
k¯(x, x) = O(n−b(2s−d)) (n_∞). (66)
Remark 5.8 If x1, . . . , xn are given as equally-spaced grid points in the ball of radius ρ
around x, then it can be easily shown that hρ,X(x) = O(n
−1/d) as n_∞. Thus in this case,
the rate in (66) becomes k¯(x, x) = O(n−(2s/d−1)), which reveals the existence of the curse of
dimensionality: the required number of points increases exponentially in the dimension d to
achieve a certain level of posterior contraction.
6 Integral Transforms
This section reviews some examples of the connections between RKHS and GP approaches
that involve integrals of the kernel. Such computations arise both in the context of estimating
a latent (probability) measure and when estimating the integral of a latent function against a
known measure. In Section 6.1, we first introduce kernel mean embeddings of distributions
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and resulting metrics on probability measures (Maximum Mean Discrepancy), and then
provide their probabilistic interpretations based on Gaussian processes. We next describe their
connections to kernel and Bayesian quadrature, which are approaches to numerical integration
based on positive definite kernels in Section 6.2. Coming back to the statistical setting, a kernel
mean shrinkage estimator and its Bayesian interpretation are discussed in Section 6.3. Finally,
we review a nonparametric dependency measure called Hilbert-Schmidt Independence Criterion,
which is defined via kernel mean embeddings, and present its probabilistic interpretation based
on Gaussian processes.
In this section, we will use the following notation to denote integrals:
Pf :=
∫
f(x)dP (x), Pnf :=
n∑
i=1
wif(xi),
where P is a measure on a measurable space X , Pn :=
∑n
i=1wiδxi is an empirical measure
on X with (wi, xi)ni=1 ⊂ R× X and δxi being a Dirac distribution at xi, and f : X _R is a
function.
6.1 Maximum Mean Discrepancy: Worst Case and Average Case Errors
Let (X ,B) be a measurable space, k be a bounded measurable kernel on X with Hk being its
RKHS, and P be the set of all probability measures on X . For any P ∈ P , its kernel mean (or
mean embedding) is defined as the integral of the canonical feature map k(·, x) with respect
to P :
µP :=
∫
k(·, x)dP (x) ∈ Hk, (67)
which is well-defined as a Bochner integral, as long as
∫ √
k(x, x)dP (x) <∞ [Sriperumbudur
et al., 2010, Theorem 1]. The kernel mean (67) is an element in RKHS Hk that represents P .
Remark 6.1 The notion of embeddings of probability measures can be readily extended to
embeddings of finite signed measures [Sriperumbudur et al., 2011]. This is important because
in the case where P is an empirical approximation or estimator of the form Pn :=
∑n
i=1wiδxi ,
the weights w1, . . . , wn can be negative. For instance, this is the case of kernel or Bayesian
quadrature discussed in Section 6.2.
Characteristic kernels and MMD. If the mapping P ∈ P 7→ µP ∈ Hk is injective, that
is, if µP = µQ implies P = Q for any probability measures P and Q on X , then the kernel k is
called characteristic [Fukumizu et al., 2004, 2008, Sriperumbudur et al., 2010]. For instance,
characteristic kernels on X = Rd include the Gaussian and Mate´rn kernels [Sriperumbudur
et al., 2010]. If kernel k is characteristic, each kernel mean µP is uniquely associated with the
embedded measure P , and therefore one can define a distance between probability measures
P and Q as the distance between the kernel means µP and µQ in the RKHS:
MMD(P,Q;Hk) := ‖µP − µQ‖Hk = sup
f∈Hk:
‖f‖Hk≤1
(Pf −Qf) = sup
f∈Hk:
‖f‖Hk≤1
|Pf −Qf | , (68)
where the second equality follows from Hk being a vector space and the Cauchy-Schwartz
inequality and the third follows from Hk being a vector space; see the proof of Gretton et al.
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[2012, Lemma 4]. Because of this expression, this distance between kernel means is called
maximum mean discrepancy (MMD) [Gretton et al., 2012], as it is the maximum difference
between integrals (means) Pf and Qf , when f is taken from the unit ball in RKHS Hk. If k is
characteristic, MMD becomes a proper metric on probability measures, and thus its estimator
can be used as a test statistic in hypothesis testing for the two sample problem or goodness of
fit [Gretton et al., 2012, Chwialkowski et al., 2016, Liu et al., 2016].
Remark 6.2 Let k be a bounded, continuous shift-invariant kernel on X = Rd such that
k(x, y) = φ(x− y) for x, y ∈ Rd, where φ : Rd_R is a positive definite function. For such a
kernel, Sriperumbudur et al. [2010, Corollary 4] provided a spectral characterization of MMD
in terms of the Fourier transform F [Φ] of Φ: For any Borel probability measures P and Q on
Rd, it holds that
MMD2(P,Q,Hk) =
∫
|ψP (ω)− ψQ(ω)|2F [Φ](ω)dω
where ψP and ψQ are the characteristic functions of P and Q, respectively. That is, MMD
between P and Q is the weighted L2 distance between the characteristic functions ψP and
ψQ, where the weight function is the Fourier transform F [φ]. From this expression and the
fact that characteristic functions and distributions are one-to-one, Sriperumbudur et al. [2010]
provided a necessary and sufficient condition for a shift-invariant kernel to be characteristic:
A bounded continuous shift invariant kernel k is characteristic if and only if the support of the
Fourier transform F [φ] is Rd [Sriperumbudur et al., 2010, Theorem 9].
Remark 6.3 The use of RKHS in defining (68) is practically convenient because, thanks to
the reproducing property, the squared MMD can be written as
‖µP − µQ‖2Hk = Ex,x′ [k(x, x
′)]− 2Ex,y[k(x, y)] + Ey,y′ [k(y, y′)],
where x, x′ ∼ P and y, y′ ∼ Q are all independent [Gretton et al., 2012, Lemma 6]. Therefore,
by replacing the expectations in the right side by empirical ones, one can straightforwardly
estimate the MMD from samples.
Worst case error. In the literature on numerical integration or quasi Monte Carlo, the
right side of (68) is known as the worst case error [Hickernell, 1998, Dick et al., 2013]. To be
more precise, in the problem of numerical integration or sampling, P is a known probability
measure and Q := Pn :=
∑n
i=1wiδxi is its approximation, where (wi, xi)
n
i=1 ⊂ R × X are
generated by a user so that Pn becomes an accurate approximation of P . As such, one is
interested in the quality of approximation of Pn to P . For this purpose, (68) is used as a
quantitative measure of approximation, and is interpreted as the worst case error of numerical
integration |Pf − Pnf | when f is taken from the unit ball in RKHS Hk. We will discuss this
problem of numerical integration in detail in Section 6.2.
Probabilistic interpretation as the average case error. Proposition 6.1 below provides
a probabilistic interpretation of MMD in terms of the GP of the kernel k. More specifically,
MMD between P and Q can be understood as the expected squared difference between integrals
P f and Qf, where the expectation is with respect to a draw f from GP(0, k). In the terminology
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of numerical integration, this shows the equivalence between the RKHS worst case error and the
Gaussian process average case error. While this equivalence has been known in the literature
[Ritter, 2000, Corollary 7 in p.40], we provide a proof, as it is instructive.
Proposition 6.1 Let k be a bounded kernel on a measurable space X , and P and Q be finite
measures on X . Then we have
MMD2(P,Q;Hk) =
(
sup
‖f‖Hk≤1
(Pf −Qf)
)2
= Ef∼GP(0,k)
[
(P f −Qf)2
]
. (69)
Proof Let x and x′ be independent random variables following P , y and y′ be those following
Q, and f be an independent draw from GP(0, k). By using the reproducing property and the
expression (5) of the kernel k(x, y) = Ef [f(x)f(y)]
‖µP − µQ‖2Hk = Ex,x′ [k(x, x
′)]− 2Ex,y[k(x, y)] + Ey,y′ [k(y, y′)]
= Ex,x′ [Ef f(x)f(x′)]− 2Ex,y[Ef f(x)f(y)] + Ey,y′ [Ef f(y)f(y′)]
∗
= Ef
[
Ex,x′ [f(x)f(x′)]− 2Ex,y[f(x)f(y)] + Ey,y′ [f(y)f(y′)]
]
= Ef
[
(Ex[f(x)])2 − 2Ex[f(x)]Ey[f(y)] + (Ey[f(y)])2
]
= Ef
[
(Ex[f(x)]− Ey[f(y)])2
]
,
where
∗
= follows from Fubini’s theorem, which is applicable because we have
Ex,x′Ef |f(x)f(x′)| ≤ Ex,x′
√
Ef f2(x)
√
Ef f2(x′) = Ex
√
k(x, x))Ex′
√
k(x′, x′)) <∞,
where the last inequality follows from k being bounded.
Remark 6.4 Since f ∼ GP(0, k) is a mean-zero Gaussian process, the expectation of the
real-valued random variable P f −Qf is 0. Therefore the right side of (69) can be seen as the
variance of this random variable P f −Qf:
Ef∼GP(0,k)
[
(P f −Qf)2
]
= var[P f −Qf].
Since P f −Qf is a linear transform of Gaussian process f, it is a real-valued Gaussian random
variable. This implies that, when dealing with MMD between P and Q, one implicitly deals
with the distribution of P f −Qf, which is N (0, σ2) where σ2 := MMD(P,Q;Hk).
The following corollary immediately follows from Proposition 6.1 and the definition of a
kernel being characteristic. It provides a probabilistic interpretation of a characteristic kernel
in terms of the corresponding Gaussian process.
Corollary 6.2 Let k be a bounded characteristic kernel on a measurable space X . Then for
any probability measures P and Q on X , we have P = Q if and only if P f = Qf holds almost
surely for a Gaussian process f ∼ GP(0, k).
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6.2 Sampling and Numerical Integration
Here we consider the problem of numerical integration or (deterministic) sampling. Let
f : X _R be an integrand and P be a known probability measure on X , and assume that the
integral
∫
f(x)dP (x) cannot be computed analytically. The task is to numerically compute
the integral as a weighted sum of function values
n∑
i=1
wif(xi) ≈
∫
f(x)dP (x).
Therefore the problem is how to select the weighted points (wi, xi)
n
i=1 ⊂ R×X so that this
approximation becomes as accurate as possible. If one has prior knowledge about certain
properties of f such as its smoothness, then one can use this information for the construction
of a quadrature rule. This can be done by making use of positive definite kernels.
Kernel quadrature. For simplicity, assume that design points x1, . . . , xn ∈ X are already
given and fixed. In kernel quadrature, weights w1, . . . , wn are obtained by the minimization of
MMD between Q := Pn :=
∑
iwiδxi and P :
min
w1,...,wn∈R
MMD(Pn, P ;Hk) = min
w1,...,wn∈R
sup
‖f‖Hk≤1
|Pnf − Pf | ,
which is, as shown in the right side, equivalent to the minimization of the worst case error in
the unit ball of RKHS Hk. Assuming that kernel matrix kXX is invertible, this optimization
problem can be solved in closed form, and the resulting weights are given by
(w1, . . . , wn)
T = k−1XXµX ∈ Rn, (70)
where µX := (µP (xi))
n
i=1 ∈ Rn. Using these weights, integral Pf is approximated as
Pnf =
n∑
i=1
wif(xi). (71)
We assumed here that design points x1, . . . , xn are given at the beginning, but there are also
approaches that obtain design points by aiming at the minimization of the worst case error;
examples include quasi Monte Carlo methods [Dick et al., 2013] and kernel herding [Chen
et al., 2010].
Remark 6.5 To calculate the weights in (70), one needs to be able to evaluate function values
of the kernel mean µP =
∫
k(·, x)dP (x), thus requiring a certain compatibility between k and
P . For instance, this is possible when k is square-exponential and P is Gaussian on X ⊂ Rd.
For other examples, see Briol et al. [2018, Table 1]. Note that one is also able to perform kernel
quadrature using kernel Stein discrepancy; in this case the weights (70) can be calculated if
one knows the gradient of log density of P [Oates et al., 2017, Liu and Lee, 2017]. This remark
also applies to Bayesian quadrature explained blow.
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Bayesian quadrature. Bayesian quadrature [Diaconis, 1988, O’Hagan, 1991, Briol et al.,
2018, Karvonen et al., 2018] is a probabilistic approach to numerical integration based on
Gaussian processes. As before, assume for simplicity that design points x1, . . . , xn are fixed. In
this approach, a prior distribution is put on the integrand f as a Gaussian process f ∼ GP(0, k).
Assume that functions values f(x1), . . . , f(xn) at the design points are provided. In Bayesian
quadrature, these input-output pairs (xi, f(xi))
n
i=1 are regarded as “observed data.” Then the
posterior distribution of the integral is given by
P f | (xi, f(xi))ni=1 ∼ N (µn, σ2n), (72)
where µn ∈ R and σ2n > 0 are respectively the posterior mean and variance given by
µn := µ
ᵀ
Xk
−1
XXfX = Pnf, (73)
σ2n :=
∫ ∫
k(x, x′)dP (x)dP (x′)− µᵀXk−1XXµX , (74)
where µX := (µP (xi))
n
i=1 ∈ Rn with µP being the kernel mean and Pn :=
∑n
i=1wiδxi .
Remark 6.6 As discussed in Section 3.1, since we deal with noise-free observations f(x1), . . . ,
f(xn), there is no likelihood model in the above derivation (or, the likelihood function is
degenerate). Therefore (72) is not a “posterior distribution” in the usual sense of Bayesian infer-
ence. However, (72) is still well-defined as a conditional distribution of P f given (xi, f(xi))
n
i=1
[Cockayne et al., 2017, Section 2.5]. For discussion regarding what it means by “Bayesian” in
the noise-free setting or in numerical analysis, we refer to Cockayne et al. [2017].
Remark 6.7 Note that the posterior variance (73) does not depend on the given integrand f ,
and determined only by the kernel k, the design points x1, . . . , xn and the measure P .
First note that the posterior mean (73) is identical to the integral estimate (71) of kernel
quadrature. The following result shows that the posterior variance (74) of Bayesian quadrature
is also equal to the squared MMD between Pn and P , where the weights w1, . . . , wn are given
in (70). This identity has been known in the literature [Husza´r and Duvenaud, 2012, Briol
et al., 2018], but we provide a proof, as it is simple and instructive.
Proposition 6.3 Let σ2n be the posterior variance (74) of Bayesian quadrature, and Pn :=∑n
i=1wiδxi be the empirical measure with the weights w1, . . . , wn given in (70). Then
σ2n = ‖µPn − µP ‖2Hk = MMD2(Pn, P ;Hk). (75)
Proof By the reproducing property and the definition of the weights w = (w1, . . . , wn)
ᵀ ∈ Rn,
we have
‖µPn − µP ‖2Hk = ‖µPn‖2Hk − 2 〈µPn , µP 〉Hk + ‖µP ‖2Hk
= wᵀkXXw − 2wᵀµX +
∫ ∫
k(x, x′)dP (x)dP (x′)
= −µᵀXk−1XXµX +
∫ ∫
k(x, x′)dP (x)dP (x′),
and the result follows.
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Remark 6.8 Proposition 6.3 shows the equivalence between the average case error w.r.t. GPs
and the (squared) worst case error in the RKHS, in the setting of numerical integration. This
is because (75) can be written as
Ef
[
(P f − µn)2 | (xi, f(xi))ni=1
]
=
(
sup
‖f‖Hk≤1
|Pnf − Pf |
)2
.
This equivalence has been used by Briol et al. [2015, 2018] to establish posterior contraction
rates of Bayesian quadrature, by transferring results on the worst case error [Bach et al., 2012,
Dick et al., 2013] to the probabilistic or Bayesian setting.
Noisy observations and robustness to misspecification. If one’s knowledge about
integrand f of interest is limited, it could happen that it does not belong to RKHS Hk, that is,
misspecification of the hypothesis class may occur. Kanagawa et al. [2016, 2017] showed that
kernel quadrature can be made robust to such misspecification, by introducing a quadratic
regularizer for the weights, i.e.,
min
w1,...,wn∈Rn
MMD2(Pn, P ;Hk) + λ
n∑
i=1
w2i , (76)
where λ > 0 is a regularization constant. The resulting weights are then given by
(w1, . . . , wn)
ᵀ = (kXX + nλIn)
−1µX ∈ Rn. (77)
Kernel quadrature with quadratic weight regularization has also been studied by Bach [2017],
who pointed out such regularization is equivalent to assuming the existence of additive noises
in the function values. That is, assume that, instead of observing the exact function values
f(x1), . . . , f(xn), one is given noisy observations yi = f(xi) + εi, where εi
i.i.d.∼ N (0, σ2) with
σ2 := nλ. Bayesian quadrature under this assumption yields the posterior distribution of the
integral as P f | (xi, yi)ni=1 ∼ N (µn, σ2n), where
µn := µ
ᵀ
X(kXX + σ
2In)
−1Y =
n∑
i=1
wiyi,
σ2n :=
∫ ∫
k(x, x′)dP (x)dP (x′)− µᵀX(kXX + σ2In)−1µX ,
where w1, . . . , wn are given by (77). These are regularized versions of (73) and (74), with fX
replaced by Y = (y1, . . . , yn)
ᵀ ∈ Rn.
Discussion on the difference between the kernel and Bayesian approaches. The
optimization viewpoint of kernel quadrature allows one to directly incorporate a constraint
on quadrature weights w1, . . . , wn. For instance, Liu and Lee [2017] proposed to optimize
the weights under a constraint that the weights be non-negative. Such a constraint is not
straightforward to be realized only with a probabilistic perspective. On the other hand, with
Bayesian quadrature one can express prior knowledge about the integrand that is not easy
to be incorporated with the kernel approach. For instance, Gunter et al. [2014] proposed to
model an integrand that is non-negative as a squared GP (i.e., as a chi-squared process). Such
modeling can be realized because one expresses the prior knowledge as a generative model,
but this is not straightforward to achieve through the optimization of weights.
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6.3 Kernel Mean Shrinkage Estimator and Its Bayesian Interpretation
Given an i.i.d. sample x1, . . . , xn ∼ P , an empirical estimator of the kernel mean (67) is defined
as
µˆP :=
1
n
n∑
i=1
k(·, xi), (78)
which satisfies E [‖µˆP − µP ‖Hk ] = O(n−1/2) as n_∞, if k is bounded [Smola et al., 2007,
Tolstikhin et al., 2017]. One way to compute MMD empirically is to substitute this estimate
(and that for µQ) in (68): this results in a V-statistic estimate of MMD [Gretton et al., 2012,
Eq. 5]. Tolstikhin et al. [2017] showed that the rate n−1/2 is minimax-optimal and thus cannot
be improved, meaning that (78) is an asymptotically optimal estimator. However, when the
sample size n is fixed, it is known that there exists a “better” estimator that improves upon
(78), which was shown by Muandet et al. [2016]. More precisely, consider an estimator µˆP,α
defined by
µˆP,α := f
∗ + (1− α)µˆP , (79)
where f∗ ∈ Hk is fixed and arbitrary and α is a constant. Muandet et al. [2016, Theorem
1] proved that, if (and only if) the constant satisfies 0 < α < 2E[‖µˆP − µP ‖2Hk ]/(E[‖µˆP −
µP ‖2Hk ] + ‖f∗ − µP ‖2Hk), then µˆP,α produces a smaller mean-squared error than µˆP :
E
[‖µˆP,α − µP ‖2Hk] < E [‖µˆP − µP ‖2Hk] .
A motivation for Muandet et al. [2016] was the so called Stein phenomenon, which states that
the standard empirical estimator for the mean of a d-dimensional Gaussian distribution with
d ≥ 3 is inadmissible, meaning that there exists an estimator that yields smaller mean squared
error for a fixed sample size [Stein, 1956]. Motivated by this old result, Muandet et al. [2016]
proposed a number of shrinkage estimators including the one in (79), some of which have been
theoretically proven to be “better” than the standard empirical estimator in (78) in terms of
the mean squared RKHS error.
We review here a certain shrinkage estimator proposed by Muandet et al. [2016, Section 4]
called the spectral kernel mean estimator (SKME), and its Bayesian interpretation given by
Flaxman et al. [2016]; this provides another instance of the connection between the kernel
and Bayesian approaches. Different from (79), however, the SKME has not been shown to be
theoretically better than the empirical estimator (78), but has only been shown to yield better
empirical performance. Given an i.i.d. sample X = (x1, . . . , xn) ∼ P , the SKME is defined as
µˇP,λ :=
n∑
i=1
wik(·, xi) (80)
where the weights w1, . . . , wn ∈ R are given by
(w1, . . . , wn)
T := (kXX + nλIn)
−1µˆX ∈ Rn, (81)
with µˆX := (µˆP (xi))
n
i=1 ∈ Rn, kXX ∈ Rn×n being the kernel matrix, and λ > 0 being a
regularization constant. The estimator in (80) was originally derived from a certain RKHS-
valued ridge regression problem. Alternatively, the estimator can be derived by solving the
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following minimization problem:
min
w1,...,wn∈R
∥∥∥∥∥
n∑
i=1
wik(·, Xi)− µˆP
∥∥∥∥∥
2
H
+ λ‖w‖2, (82)
where µˆP is the empirical estimator in (78). The weights in (81) are given as the solution of
this optimization problem. This interpretation shows that as the regularization constant λ
increases, the estimator (80) shrinks towards zero in the RKHS, thus reducing the variance of
the estimator while introducing bias. Therefore λ controls the bias-variance trade off; this is
beneficial in practice when the sample size is relatively small, in which case the variance of the
empirical estimator (78) may be large.
Remark 6.9 The weights (81) of the SKME are essentially the same as those for kernel
quadrature with quadratic regularization (77). The only difference is that, while the information
of the true kernel mean µP is used in (77), the empirical mean µˆP is used in (81), since in
the statistical setting µP is an unknown quantity to be estimated. Note also the essential
equivalence of the two optimization problems (76) and (82), based on which the weights (77)
and (81) are respectively derived.
Bayesian interpretation of the shrinkage estimator. Flaxman et al. [2016] showed
that there exists a Bayesian interpretation of the shrinkage estimator in (80). We formulate
their approach by using the powered kernel (58) in Section 4.3. The prior for the kernel mean
µP is defined as a Gaussian process:
µP ∼ GP(0, kθ), (83)
where kθ is the powered kernel (58) with the power θ ≥ 1 appropriately chosen so that µP can
be a sample path of the GP. On the other hand, by regarding the evaluations µˆP at sample
points x1, . . . , xn as “observations”, Flaxman et al. [2016] proposed to define a likelihood
function as an additive Gaussian-noise model
µˆP (xi) = µP (xi) + εi, εi
i.i.d.∼ N (0, σ2), i = 1, . . . , n. (84)
Note that these assumptions are essentially those of GP-regression. (We will discuss the
validity of this assumption shortly.) Therefore a similar argument as in Section 3.1 implies
that the posterior distribution of µP is also a GP and given by
µP | (xi, µˆP (xi))ni=1 ∼ GP(µ¯P , k¯θ),
where µ¯P and k¯
θ are the posterior mean function and the posterior covariance function,
respectively, and are given by
µ¯P (x) := k
θ
xX(k
θ
XX + σ
2In)
−1µˆX , x ∈ X , (85)
k¯θ(x, x′) := kθ(x, x′)− kθxX(kθXX + σ2In)−1kθXx′ , x, x′ ∈ X , (86)
where kθXx = k
θ
xX
ᵀ
:= (kθ(x, xi))
n
i=1 ∈ Rn, kθXX := (kθ(xi, xj)) ∈ Rn×n and µˆX := (µˆP (xi))ni=1 ∈
Rn.
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Remark 6.10 If θ = 1 and λ = σ2/n, the posterior mean function (85) is equal to the
shrinkage estimator (80). Therefore in this case, the modeling assumptions (83) and (84)
provide a probabilistic interpretation for the shrinkage estimator (80). In other words, the
shrinkage estimator (80) implicitly performs Bayesian inference under the probabilistic model
(83) and (84). This probabilistic viewpoint turns out to be practically useful. For instance,
Flaxman et al. [2016] made use of the probabilistic formulation for selecting the kernel hyper-
parameter (and the noise variance σ2) in an unsupervised fashion, by using the empirical Bayes
method; Law et al. [2018] used the posterior covariance function (86) to enable uncertainty
quantification in application to distribution regression.
Discussion on the modeling assumption. We make some remarks on the modeling
assumptions (83) and (84). First, as mentioned above, the GP prior (83) should be defined
so that the kernel mean µP can be a sample path of the GP. If θ = 1, this is not the case:
As reviewed earlier, GP sample paths do not belong to the RKHS of the covariance kernel
with probability one. This fact motivated Flaxman et al. [2016] to use a certain kernel that
is smoother than the kernel defining the kernel mean, in order to guarantee that the kernel
mean can be a GP sample path. We instead defined the GP prior (83) using the powered
kernel kθ: If θ > 1, the kernel kθ is “smoother” than the original kernel k, and there is
“sufficiently large” θ to guarantee that a GP sample path lies in the RKHS. For instance, if k
is a square-exponential kernel it can be shown from Corollary 4.13 that, the choice θ = 1 + ε
with ε > 0 being arbitrarily small guarantees that sample paths of GP(0, kθ) belong to the
RKHS of k with probability one. In other words, kθ can be chosen so that the resulting power
of RKHS Hθk is “infinitesimally smaller” than the original RKHS Hk. This may explain why
the use of θ = 1 with a square-exponential kernel resulted in good empirical performance in
Law et al. [2018].
We note that Flaxman et al. [2016] introduced the likelihood model (84) for computational
feasibility, i.e., to obtain the posterior distribution of µP as a GP. Therefore, the assumption
(84) may not be conceptually well-motivated. For instance, if the kernel k is bounded, so is
µˆP =
1
n
∑n
i=1 k(·, xi); this fact is not captured by the assumption that noise εi is additive
Gaussian, which is unbounded. Moreover, noise εi is neither independent nor of constant
variance in general, since the differences µˆP (xi)− µP (xi) at different points xi are dependent.
Open questions. If θ > 1, which is required to ensure that µP is a sample path of GP(0, kθ),
then the resulting posterior mean function (85) does not coincide with the shrinkage estimator
(80). This raises the following question: Can the use of the smoother kernel kθ lead to “better”
performance for estimation of µP =
∫
k(·, x)dP (x) in terms of the mean-square error with
a fixed sample size, when compared to the standard empirical estimator (78)? Muandet
et al. [2016] was not able to show such superiority of the shrinkage estimator; this may be
because they used the kernel kθ with θ = 1 in (80), which is not supported from the Bayesian
interpretation.
Relation to Bayesian quadrature. For any RKHS function f ∈ H, the integral ∫ f(x)dP (x)
can be estimated as a weighted sum
∑n
i=1wif(xi), where the weighted points (wi, xi)
n
i=1 are
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those expressing µˇP,λ as in (80). This follows from the inequality∣∣∣∣∣
n∑
i=1
wif(xi)−
∫
f(x)dP (x)
∣∣∣∣∣ = ∣∣∣〈µˇP,λ − µP , f〉Hk ∣∣∣ ≤ ‖µˇP,λ − µP ‖Hk ‖f‖Hk
and that µˇP should be close to µP . It is easy to show that the weighted sum can be written as
n∑
i=1
wif(xi) =
1
n
n∑
i=1
m¯(xi),
where m¯ : X _R is the posterior mean function (16) in GP regression. In other words, the
weighted sum is equal to the empirical mean of the the fitted function m¯. As shown in Section
6.2, this is essentially Bayesian quadrature using the empirical measure Pn =
1
n
∑n
i=1 δxi .
6.4 Gaussian Process Interpretation of Hilbert Schmidt Independence Cri-
terion
Here we deal with a popular kernel-based dependency measure known as the Hilbert-Schmidt
Independence Criterion (HSIC) [Gretton et al., 2005], which can be defined as the MMD
between the joint distribution of two random variables and the product of their marginals. HSIC
is a nonparametric dependency measure, and as such does not require a specific parametric
assumption about the form of dependencies between random variable variables. Since it also
can be calculated in a simple way using kernels, it has found a wide range of applications
including independence testing [Gretton et al., 2008, Zhang et al., 2018], variable selection [Song
et al., 2012, Yamada et al., 2014], post selection inference [Yamada et al., 2018], and causal
discovery [Pfister et al., 2017], to name a few. We provide here a probabilistic interpretation
of HSIC in terms on GPs; to the best of our knowledge, this probabilistic interpretation of
general HSIC measures is novel and it recovers Brownian distance covariance of Sze´kely and
Rizzo [2009], known to be a special case of HSIC [Sejdinovic et al., 2013].
Let X and Y be random variables taking values in measurable spaces X and Y respectively.
Denote by PX×Y the joint distribution of X and Y , and let PX and PY be its marginal
distributions on X and Y, respectively. Let k and ` be positive definite kernels on X and
Y respectively, and let HX and HY be their respective RKHSs. For the product kernel
k ⊗ ` : (X × Y) × (X × Y)_R defined by (k ⊗ `)((x, y), (x′, y′)) := k(x, x′)`(y, y′), the
corresponding RKHS is denoted by HX ⊗HY , which is the tensor product of HX and HY .
While HSIC was originally defined by Gretton et al. [2005] as the Hilbert-Schmidt norm
of a certain cross-covariance operator [Fukumizu et al., 2004], we follow here an equivalent
definition given by Smola et al. [2007]: HSIC is defined as the (squared) MMD between PX×Y
and PXPY in the RKHS HX ⊗HY :
HSIC(X,Y ) := MMD2(PX×Y , PXPY) =
∥∥µPX×Y − µPX ⊗ µPY∥∥2HX⊗HY , (87)
where µPX×Y and µPX ⊗ µPY are the kernel means of PX×Y and PXPY , respectively. If the
kernel k ⊗ ` is characteristic, then the HSIC is zero if and only if X and Y are independent;
see Szabo´ and Sriperumbudur [2018] for thorough analysis of conditions for k ⊗ ` being
characteristic. Thus in this case, HSIC is qualified as a nonparametric measure of dependence.
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Thanks to the reproducing property, HSIC can be expressed in terms of expectations of the
kernels [Gretton et al., 2005, Lemma 1]:
HSIC(X,Y, k, `) = EX,Y,X′,Y ′
[
k(X,X ′)`(Y, Y ′)
]
(88)
−2EX,Y
[
EX′ [k(X,X ′)]EY ′`(Y, Y ′)
]
+ EX,X′
[
k(X,X ′)
]
EY,Y ′
[
`(Y, Y ′)
]
,
where X ′ and Y ′ are respectively independent copies of X and Y . Given an i.i.d. sample
((Xi, Yi))
n
i=1 from the joint distribution PX×Y , an empirical estimator of HSIC is straightfor-
wardly given by replacing the expectations in (88) by the corresponding empirical averages;
for details see Gretton et al. [2005].
Gaussian Process Interpretation. Consider independent draws from the zero-mean GPs
of the covariance kernels k and `:
f ∼ GP(0, k), g ∼ GP(0, `).
The following result provides a probabilistic interpretation of HSIC in terms of these GPs.
Proposition 6.4 Let k and ` be positive definite kernels on measurable spaces X and Y
respectively, and let f ∼ GP(0, k) and g ∼ GP(0, `) be independent Gaussian processes. For
random variables X and Y taking values respectively in X and Y, we have
HSIC(X,Y ) = Ef,g cov2(f(X), g(Y )), (89)
where HSIC(X,Y ) is defined by (87), and
cov(f(X), g(Y )) := EX,Y [(f(X)− E[f(X)|f]) (g(Y )− E[g(Y )|g]) |f, g] .
Note that cov(f(X), g(Y )) is the covariance between the real-valued random variables f(X)
and g(Y ), with f and g being fixed. Proposition 6.4 thus shows that HSIC is the expectation
of the square of this covariance with respect to the draws f ∼ GP(0, k) and g ∼ GP(0, `). In
other words, the computation of HSIC(X,Y ) amounts to simultaneously considering various
nonlinear transformations f(X) and g(Y ) of random variables X and Y (as defined by the
GPs), and then computing the average of the (squared) covariance between these transformed
variables. We believe that this interpretation provides a simple way to understand HSIC as
a measure of dependence, in particular for people who are familiar with GPs but not with
RKHSs.
Connection to Brownian Covariance. We mention that the expression in the right side
of (89) is related to the Brownian (distance) covariance introduced by Sze´kely and Rizzo
[2009]. To describe this, let Xf and Yg be real-valued random variables such that
Xf := f(X)− E[f(X)|f] = f(X)−
∫
f(x)dPX (x), (90)
Yg := g(Y )− E[g(Y )|g] = g(Y )−
∫
g(y)dPY(y). (91)
Then the covariance between f(X) and g(Y ) (with f and g being fixed) can be written as
cov(f(X), g(Y )) = EX,Y [(f(X)− E[f(X)|f]) (g(Y )− E[g(Y )|g]) |f, g]
= EX,Y [XfYg|f, g] ,
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and therefore it follows that
Ef,g cov2(f(X), g(Y )) = Ef,g,(X,Y ),(X′,Y ′)
[
XfX
′
fYgY
′
g
]
, (92)
where (X ′, Y ′) is an independent copy of the joint random variable (X,Y ), and X ′f and Y
′
g
are defined similarly to (90) and (91). The right side in (92) coincides with the definition of
a dependence measure given by Sze´kely and Rizzo [2009, Definition 5], where they consider
as f and g arbitrary stochastic processes on Euclidean spaces. Specifically, the right side in
(92) is the definition of the Brownian covariance [Sze´kely and Rizzo, 2009, Definition 4], if
X = Rp and Y = Rq for p, q ∈ N and if f and g are respectively the Brownian motions with
the covariance kernels k and ` given by
k(x, x′) := ‖x‖+ ‖x′‖ − 2‖x− x′‖, x, x′ ∈ Rp, (93)
`(y, y′) := ‖y‖+ ‖y′‖ − 2‖y − y′‖, y, y′ ∈ Rq. (94)
In this case, the Brownian covariance is further identical to the distance covariance [Sze´kely
and Rizzo, 2009, Theorem 8], a nonparametric measure of dependence for random variables
taking values in Euclidean spaces [Sze´kely and Rizzo, 2009, Definition 1]. Therefore our result
implies that HSIC is identical to the distance covariance, when the kernels are given by (93)
and (94); we thus have recovered the result of Sejdinovic et al. [2013, Theorem 24] based on
the probabilistic interpretation of HSIC.
7 Conclusions
In machine learning, statistics and numerical analysis, both the notion of a kernel and that
of a Gaussian process play central roles in theoretical analysis. In fact, they are so central
in machine learning that they may be seen as placeholders for statistical learning theory
and Bayesian analysis, the two mathematical frameworks that have historically provided the
theoretical foundation of the field. Kernel methods are founded on notions like regularization
and optimization, while Gaussian processes are generative models operating in terms of
marginal and conditional distributions. The present text provided a review of the intersection
of these two areas, covering both fundamental equivalences and differences. It is important to
clarify and understand these relationships to facilitate the transfer of knowledge and methods
from one side to the other. At a time when machine learning is arguably expecting the
emergence of a third, still only vaguely discernible new theoretical foundation in particular
for deep models, this paper is also an opportunity to note that “frequentist” and “Bayesian”
statistics are not always as different from each other as they may appear at first sight. We hope
that this contribution is an important step towards developing a common language between
the two fields, which will lead to further advances in each field, which otherwise would have
been much more difficult to achieve.
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A Proofs
A.1 Proof of Lemma 3.9
Proof By the reproducing property, the right side of (38) can be written as
sup
‖f‖Hk≤1
m∑
i=1
cif(xi) = sup
‖f‖Hk≤1
〈
m∑
i=1
cik(·, xi), f
〉
Hk
. (95)
By the Cauchy-Schwartz inequality, the right side of this equality is upper-bounded as
sup
‖f‖Hk≤1
〈
m∑
i=1
cik(·, xi), f
〉
Hk
≤ sup
‖f‖Hk≤1
∥∥∥∥∥
m∑
i=1
cik(·, xi)
∥∥∥∥∥
Hk
‖f‖Hk =
∥∥∥∥∥
m∑
i=1
cik(·, x)
∥∥∥∥∥
Hk
.
On the other hand, defining g :=
∑m
i=1 cik(·, xi)/ ‖
∑m
i=1 cik(·, x)‖Hk , we have ‖g‖Hk = 1, and
thus the right side of (95) can be lower-bounded as
sup
‖f‖Hk≤1
〈
m∑
i=1
cik(·, xi), f
〉
Hk
≥
〈
m∑
i=1
cik(·, xi), g
〉
Hk
=
∥∥∥∥∥
m∑
i=1
cik(·, x)
∥∥∥∥∥
Hk
.
The assertion follows from (95) and these lower and upper bounds.
A.2 Proof of Corollary 4.13
For Banach spaces A and B, we denote by A ↪→ B that A ⊂ B and that the inclusion is
continuous. We first need to the notion of interpolation spaces; for details, see e.g., Adams
and Fournier [2003, Section 7.6], Steinwart and Christmann [2008, Section 5.6], Cucker and
Zhou [2007, Section 4.5] and references therein.
Definition A.1 Let E and F be Banach spaces such that E ↪→ F . Let K : E × R+ : _R+
be the K-functional defined by
K(x, t) := K(x, t, E, F ) := inf
y∈F
(‖x− y‖E + t‖y‖F ) , x ∈ E, t > 0.
Then for 0 < θ ≤ 1, the interpolation space [E,F ]θ,2 is a Banach space defined by
[E,F ]θ,2 :=
{
x ∈ E : ‖x‖[E,F ]θ,2 <∞
}
,
where the norm is defined by
‖x‖2[E,F ]θ,2 :=
∫ ∞
0
(
t−θK(x, t)
)2 dt
t
.
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We will need the following lemma.
Lemma A.2 Let E, F and G be Banach spaces such that G ↪→ F ↪→ E. Then we have
[E,G]θ,2 ↪→ [E,F ]θ,2 for all 0 < θ ≤ 1.
Proof First note that, since G ↪→ F , there exists a constant c > 0 such that ‖z‖F ≤ c‖z‖G
holds for all z ∈ G. Therefore, for all x ∈ E and t > 0, we have
K(x, t, E, F ) = inf
y∈F
(‖x− y‖E + t‖y‖F )
≤ inf
z∈G
(‖x− z‖E + t‖z‖F )
≤ inf
z∈G
(‖x− z‖E + ct‖z‖G) = K(x, ct, E,G).
Thus, we have
‖x‖2[E,F ]θ,2 =
∫ ∞
0
(
t−θK(x, t, E, F )
)2 dt
t
≤
∫ ∞
0
(
t−θK(x, ct, E,G)
)2 dt
t
= c−2θ
∫ ∞
0
(
s−θK(x, s, E,G)
)2 ds
s
(s := ct)
= c−2θ‖x‖2[E,G]θ,2 , x ∈ [E,G]θ,2.
which implies the assertion.
We are now ready to prove Corollary 4.13.
Proof Fix θ ∈ (0, 1). First we show that ∑∞i=1 λθiφ2i (x) < ∞ holds for all x ∈ X , which
implies that the power of RKHS Hθkγ is well defined. To this end, by Steinwart [2017, Theorem
2.5], it is sufficient to show that
[L2(ν),Hkγ ]θ,2 ↪→ L∞(ν), (96)
where L2(ν) and L∞(ν) are to be understood as quotient spaces with respect to ν, and Hkγ
as the embedding in L2(ν); see Steinwart [2017, Section 2] for precise definition.
Let m ∈ N be such that θm > d/2, and Wm2 (X ) be the Sobolev space of order m on X .
By Steinwart and Christmann [2008, Theorem 4.48], we have Hkγ ↪→ Wm2 (X ). Therefore
Lemma A.2 implies that [L2(ν),Hγ ]θ,2 ↪→ [L2(ν),Wm2 (X )]θ,2. Note that, since ν is the
Lebesgue measure, [L2(ν),W
m
2 (X )]θ,2 is the Besov space Bθm22 (X ) of order θm [Adams and
Fournier, 2003, Section 7.32]. Since X is a bounded Lipschitz domain and θm > d/2, we
have Bθm22 (X ) ↪→ L∞(ν) [Triebel, 2006, Proposition 4.6]; see also Adams and Fournier [2003,
Theorem 7.34]. Combining these embeddings implies (96).
We next show that
∑∞
i=1 λ
1−θ
i <∞, which implies the assertion by Theorem 4.12. To this
end, for i ∈ N, define the i-th (dyadic) entropy number of the embedding id : Hkγ_L2(ν) by
εi(id : Hkγ_L2(ν)) := inf
ε > 0 : ∃ (hj)2i−1j=1 ⊂ L2(ν) s.t. BHkγ ⊂
2i−1⋃
j=1
(hj + εBL2(ν))
 ,
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where BHkγ and BL2(ν) denote the centered unit balls in Hkγ and BL2(ν), respectively. Note
that since X is bounded, there exists a ball of radius r ≥ γ that contains X . From Meister
and Steinwart [2016, Theorem 12], for all p ∈ (0, 1), we have
εi(id : Hkγ (X )_L2(ν)) ≤ cp,d,r,γ i−1/2p, i ≥ 1.
cp,d,r,γ > 0 is a constant depending only on p, d, r and γ. Using this inequality, the i-th largest
eigenvalue λi is upper-bounded as
λi ≤ 4ε2i (id : Hkγ_L2(ν)) ≤ 4c2p,d,r,γi−1/p, i ≥ 1,
where the first inequality follows from Steinwart [2017, Lemma 2.6 Eq. 23]; this lemma is
applicable since we have
∫
X kγ(x, x)dν(x) <∞ and thus the embedding id : Hkγ_L2(ν) is
compact [Steinwart and Scovel, 2012, Lemma 2.3]. Therefore we have
∞∑
i=1
λ1−θi < (4c
2
p,d,r,γ)
1−θ
∞∑
i=1
i−(1−θ)/p.
The right side is bounded, if we take p ∈ (0, 1) such that 1−θ > p. This implies∑∞i=1 λ1−θi <∞.
A.3 Proof of Proposition 6.4
Proof Since we have the identity (92), it is sufficient to prove that the right side of (92) is
equal to the HSIC (87). First note that
XfX
′
f =
(
f(X)−
∫
f(x)dPX (x)
)(
f(X ′)−
∫
f(x)dPX (x)
)
= f(X)f(X ′)−
∫
f(x)f(X ′)dPX (x)−
∫
f(X)f(x)dPX (x) +
∫ ∫
f(x)f(x′)dPX (x)dPX (x′).
By using the identity k(x, x′) = Ef [f(x)f(x′)] for x, x′ ∈ X , we then obtain
Ef [XfX ′f |X,X ′, Y, Y ′]
= k(X,X ′)−
∫
k(x,X ′)dPX (x)−
∫
k(X,x)dPX (x) +
∫ ∫
k(x, x′)dPX (x)dPX (x′)
= k(X,X ′)− µPX (X ′)− µPX (X) + ‖µPX ‖2HX
=
〈
k(·, X)− µPX , k(·, X ′)− µPX
〉
HX .
Similarly, one can show that
Ef [YgY ′g |X,X ′, Y, Y ′] =
〈
`(·, Y )− µPY , `(·, Y ′)− µPY
〉
HY .
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Define k(·, X) := k(·, X)− µPX and l(·, Y ) := l(·, Y )− µPY . Therefore, the right side of (92)
can be written as
E[XfX ′fYgY ′g ]
= EX,X′,Y,Y ′
[
Ef
[
XfX
′
f |X,X ′, Y, Y ′
]
Eg
[
YgY
′
g |X,X ′, Y, Y ′
]]
= EX,X′,Y,Y ′
[〈
k(·, X)− µPX , k(·, X ′)− µPX
〉
HX
〈
`(·, Y )− µPY , `(·, Y ′)− µPY
〉
HY
]
= EX,X′,Y,Y ′
[〈
k(·, X)⊗ `(·, Y ), k(·, X ′)⊗ `(·, Y ′)〉HX⊗HY]
=
〈
EX,Y
[
k(·, X)⊗ `(·, Y )] ,EX′,Y ′ [k(·, X ′)⊗ `(·, Y ′)]〉HX⊗HY
=
∥∥EX,Y [k(·, X)⊗ `(·, Y )]∥∥2HX⊗HY
=
∥∥EX,Y [k(·, X)⊗ `(·, Y )− k(·, X)⊗ µPY − µPX ⊗ `(·, Y ) + µPX ⊗ µPY ]∥∥2HX⊗HY
=
∥∥µPX×Y − µPX ⊗ µPY∥∥2HX⊗HY = HSIC(X,Y ).
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