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2) Solutions of the linear homogeneous equations in Example 1
In this example, the polynomials in the output sensitivity vector are 
Now we define 
Since the difference of the number of unknowns to the number of equations is one, there will be correlations among the parameters. From Eq. (A11), 
() , , 
The solution of Eq. (A15) leads to 
3) Solutions of the linear homogeneous equations in Example 2
In this example we have   21 12 13 21 12
and 
The solution of the state equations leads to 1  13  2  21 3   2  13  10  12  13  10  12 20  13 30  12 13  10  20  30   2  13  20  21  13  20  21  10  13 21  10  20  30  2   21 30 12 21 
The elements in the output sensitivity vector 
To check the linear dependencies, we introduce 3 constants 1  20 2   12  13  10  12 20  13 30  1  21  13  20  21  10  2  21 30 3   13  12  13  10  12 20  13 30  13 12  10  20  30  1   13  21  13  20  21  10  13 21  10  20  3 ( ) 0 
4) Solutions of the linear homogeneous equations in Example 4
From the state equations of the model we have 
