Abstract. In this paper, we consider a lattice of the coupled logistic map with periodic boundary conditions.
Introduction.
Synchronization is a fundamental phenomenon in physical systems with dissipation. Experimental observations show that subsystems manifest similar behavior in time, provided they are coupled with a dissipative coupling. If the behavior is periodic, then synchronization means matching frequencies and/or phases of signals generated by interacting oscillatory subsystems. Synchronization of periodic oscillations has been well studied and has many practical applications. However, if individual oscillations are chaotic, then the mathematical observations of "synchronized behavior" should be treated differently. Thus the problem of coming up with a rigorous description of the synchronized chaotic behavior of coupled subsystems appears to be attractive and important from both theoretical and application points of view; see, for example, Heagy, Carroll, and Pecora [5] , Pecora et al. [8] , [9] , Vohra et al. [10] , Cuomo and Oppenheim [2] , [3] , Wu and Chua [11] , and the references therein. All results mentioned above considered synchronized chaos in continuous systems.
In 1999, Lin, Peng, and Wang [6] first considered synchronized chaos in discrete systems. More precisely, they studied the synchronized chaotic behavior of the popular model in coupled map lattices (CMLs) defined as follows: (1) 1D lattice for 1 ≤ i ≤ n,
with periodic boundary conditions f (x 0 (k)) = f (x n (k)) and f (x n+1 (k)) = f (x 1 (k)), and (2) 2D lattice for i = (i 1 , i 2 ) with 1 ≤ i 1 , i 2 ≤ n, 3.57, 4] . It is well known (see Gleick [4] , Campbell [1] , etc.) that the map f becomes chaotic whenever γ increases from 3.57 to 4, except that γ is at a very narrow interval of periodic windows near 3.63, 3.73, or 3.83.
The simplest type of synchronization of CMLs in (1.1) or (1.2) occurs in stable spatially homogeneous regimes corresponding to the existence of attractive spatially homogeneous solutions. In other words, in such cases, there is a large (open) set of initial conditions such that a solution starting from an initial condition in the set becomes spatially homogeneous as discrete time k becomes very large; i.e., the coordinates of the individual maps become almost equal to each other (and are equal as k → ∞). In established regimes, individual maps become indistinguishable, and we observe exact perfect synchronization. Thus it may occur that suitable coupling strength permits the existence of a spatially homogeneous solution provided all individual maps are identical.
In [6] , they provided a complete numerical description of synchronization of 1D and 2D lattices with various lattice sizes. In other words, they found the region for γ and the corresponding coupling strengths c such that the synchronization occurs in corresponding CMLs. Moreover, for the first time, they gave a rigorous proof for synchronization in the case of 1D CMLs with lattice size n = 2, 3 for γ ∈ [γ ∞ , 4] and with lattice size n = 4 for γ ∈ [γ ∞ , 3.82] in the chaotic regime [γ ∞ , 4].
However, it seems difficult to use the method of [6] to prove the same results for γ ∈ [3.82, 4] in 1D CMLs with size n = 4, which is the gap between theoretical proof and numerical result.
In this paper, we will prove rigorously by the Liapunov method that synchronization occurs in the case of 1D CMLs with size n = 4 for every γ in the chaotic regime [γ ∞ , 4]. More precisely, we will prove the following theorem. This paper is organized into four sections. In section 2, we will describe our ideas using a simple case so that the mechanism of the Liapunov method can be easily understood. Then we will prove some important lemmas in section 3. The proof of Theorem 1.1 can be found in the last section.
For the sake of notation, we rewrite the iteration in the lattice of (1.1) for n = 4 by replacing x i (k + 1) and x i (k) byx i and x i , respectively:
where f (x) = γx(1 − x). As mentioned in Remark 1.4, the parameter here is considered in the interesting range [3.82, 4].
2.
Proof for a simple case. In this section, we shall prove that Theorem 1.1 holds using the basic Liapunov method for the simple case x 1 (0) = x 3 (0) and x 2 (0) = x 4 (0). Moreover, the proof for the general case can be reduced to the proof for the simple case by some technical lemmas which will be given in the next two sections. Under the conditions
Consequently, we havē
We now define the Liapunov function for (2.1) as
] for the reason mentioned in Remark 1.2. In the remainder of this paper, we will denote f (x i ) by f i , i = 1, 2, 3, 4, and we will denote
For the suitable γ and c given in Lemma 2.1, we have Proof. From (2.4), proving (2.5) is equivalent to proving that
and let
We want to find a suitable δ(γ) such that the maximal value of the function H(x 1 , x 2 ) is strictly less than
Here F x i and G x i denote the partial derivatives of F and G with respect to x i , respectively, for i = 1, 2. Letting
By direct computation, we obtain
(2.8)
Thus the set of points at which the function H attains its local extremal value must satisfy the inclusion
On the other hand, 
Therefore, for c ≈ Case (H1). Since
.
From the relation γ = 4(1 − ξ), we obtain for 0 < y < 1 that
For simplicity, in the last two inequalities above, we use γ ≥ 3.82 to obtain estimates. (However, this condition is not necessary.) Consequently, for c ≈ 
The last inequality follows from the facts that
Using the relation (
It can be easily shown that
Thus, for c ≈ 
From (2.10), (2.11), (2.13), and (2.14), we conclude that H(
whenever c is near 1 3 and thus that there is a λ(γ) ∈ (0, 1) such that (2.6) holds.
Some lemmas.
In section 2, we proved that synchronization occurs for a special case. In order to prove synchronization for the general case, we need the following lemmas.
Lemma 3.
Proof. From the definition of the coupled map (1.1), we obtain
, then we havē
Without loss of generality, we assume that f 1 ≤ f 2 and 4c > 1. Then we have
To prove Lemma 3.1, we need to consider the following four cases:
Case (I). Obviously,
From the assumption that 4c > 1, it follows that
is monotone increasing in the interval (0, 1 2 ), from (3.3) and (3.5) we get f 13 ≥f 24 , i.e.,f 13 f 24 ≥ 1. Combining the last inequality with (3.8), the assertion (3.1) holds.
Case (II). For this case, it is easily seen thatf 13 ≥f 24 by the graph of g(x) = x(1 − x) . On the other hand, from (3.7), we also have
The assertion (3.1) holds by (3.9) .
. Then we havef 24 . On the other hand, from (3.5) and the assumption that f 1 ≤ f 2 , we havē
Thus (3.1) can be concluded similarly. Case (IV). Letf 1 = 1 − f 1 andf 2 = 1 − f 2 . Then, from the assumption that 4c > 1, the following inequality holds:
Moreover, we havef
Hence Case (IV) is reduced to Case (I) if f 2 and f 1 are replaced byf 1 andf 2 , respectively.
In the following, we shall prove that the inequality (3.1) in Lemma 3.1 holds without the restrictions f 1 = f 3 and f 2 = f 4 . 
Proof. By direct computation, we havē
It is easy to verify that
The equations
From (3.12) and (3.14), we obtain
Thus the set of possible local extremal values satisfies the inclusion
Hence ( .
which implies f 2 = f 4 . Therefore, we havē
Conclusively, we prove our assertion at c = We first consider the case in which c = 
