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Abstract
In this paper we show that a non-local operator of certain type extends to the generator
of a strong Markov process, admitting the transition probability density. For this
transition probability density we construct the intrinsic upper and lower bounds, and
prove some smoothness properties. Some examples are provided.
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1 Introduction
Consider the equation:
∂
∂t
f(t, x) = L(x,D)f(t, x), t > 0, x ∈ R, (1.1)
where the operator L(x,D) is defined on functions from the space C2∞(R) of twice continu-
ously differentiable functions vanishing at infinity as
L(x,D)f(x) :=
∫
R
(
f(x+ u)− f(x)
)
µ(x, du), (1.2)
where the kernel µ(x, du) is symmetric with respect to u for each fixed x ∈ R, and∫
R
(1 ∧ u2)µ(x, du) <∞.
We refer to [Ja01]–[Ja05] for the detailed survey on operators of such a type.
In this paper we develop a version of the parametrix method, which allows to construct the
candidate pt(x, y) for being the fundamental solution to (1.1), and provide the justification
procedure, which shows that (L(x,D), C2∞(R)) extends to the C∞(R) –generator of a (strong)
Feller seimgroup
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Ttf(x) =
∫
R
f(y)pt(x, y)dy, t > 0, x ∈ R, (1.3)
which in turn is in one-to-one correspondence with a Markov process, whose transition
probability density is pt(x, y).
Although our parametrix construction relies on the scheme described in [Fr64], see also
[Le07] for the original paper, in our case the situation is much more complicated. The first
difficulty is that even if we deal with the generator of a Lévy process, unlikely to the diffusion
or to the symmetric α-stable case, in general one cannot expect the fundamental solution to
the respective Cauchy problem to possess the single-kernel estimate
gt(x, y) ≤ Cρtf(ρt(y − x)), (1.4)
unless µ(du) satisfies addition regularity assumptions; here ρ : (0, 1] → (0,∞) is some
"scaling function", and f ∈ L1(R), see [KK12a]. Instead, we have the upper estimate in the
form of the convolution of a single kernel and a finite measure, see (3.29). This requires the
deep modification of the parametrix method, presented in [Fr64].
For the justification procedure we use the method, described in [KK14a], and further
developed in [KK14b]. This method, after necessary modifications, works as well in the
cases treated in this paper, and relies on the approximative fundamental solution to (1.1),
in particular, on its differentiability properties.
We assume that
L(x,D) = L(D) + L(x,D), (1.5)
where
L(D)f(x) :=
∫
R
(f(x+ u)− f(x))µ(du), f ∈ C2∞(R), (1.6)
and the operator L(x,D) is some lower order perturbation of L(D), i.e.,
L(x,D)f(x) :=
∫
R
(
f(x+ u)− f(x)
)
m(x, u)µ(du), f ∈ C2∞(R), (1.7)
were the function m(x, u) is non-negative and bounded from above by c(1 ∧ |u|ǫ), c, ǫ >
0. Here µ is a Lévy measure, i.e.
∫
R
(1 ∧ u2)µ(du) < ∞; in addition we assume µ to
be symmetric. We emphasize that the list of our assumptions on µ and m(x, u) contains
neither the conditions on smoothness of the Lévy measure µ, corresponding to L(D), nor the
condition that µ(du) is comparable to an α-stable Lévy measure cα|u|−1−αdu. In particular,
in Section 6 we provide a) an example in which for a discrete Lévy measure µ one can
construct the fundamental solution to (1.1), and write the estimates for it in a rather compact
form; b) an example in which the characteristic exponent q(ξ) related to µ by
q(ξ) =
∫
R
(1− cos(ξu))µ(du)
has oscillations, but still our method is applicable.
The paper is organized as follows. In Section 2 we outline our method and present the
main results. Proofs are given in Section 3, 4 and 5. In Section 6 we consider several
examples which illustrate our results.
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1.1 Notation
We write f ≍ g if for some positive constants c1, c2 we have c1g(x) ≤ f(x) ≤ c2g(x);
f ∧ g := min(f, g), f ∨ g := max(f, g); f+(x) := f(x) ∨ 0. Through the paper we denote by
ci arbitrary positive constants. The symbols ∗ and ⊛ denote, respectively, the convolutions
f ∗ g(t, x, y) :=
∫
R
f(t, x, z)g(t, z, y)dz, f ⊛ g(t, x, y) :=
∫ t
0
∫
R
f(t− τ, x, z)g(τ, z, y)dzdτ.
Analogous notation is used for the convolution of measures:
(F ∗G)t(du) =
∫
R
Ft(du− z)Gt(dz), (F ⊛G)t(du) =
∫ t
0
∫
R
Ft−s(du− z)Gs(dz)ds.
We denote by Bb(R), C∞(R), Ckb (R), C
∞
0 (R) the spaces of functions, which are Borel mea-
surable and bounded, continuous vanishing at infinity, k-times differentiable with bounded
derivatives, infinitely smooth with compact support, respectively. We write Lx when we
emphasize that the operator L acts with respect to the variable x.
2 Settings and the main result
2.1 Outline of the method
To find the candidate for fundamental solution to (1.1) we use parametrix method. To do
this we involve the properties of the fundamental solution corresponding to the constant-
coefficient operator, defined by (1.6). It is known (see, for example, [Ja01]) that the operator
(L(D), C2∞(R)) extends to the generator of a convolution semigroup of probability measures,
which gives rise to a Lévy process Zt. The characteristic function of this process is
EeiξZt = e−tq(ξ), t > 0, ξ ∈ R, (2.1)
where the function q(ξ) admits the Lévy-Khinchin representation
q(ξ) =
∫
R
(1− cos(ξu))µ(du). (2.2)
In [KK12a] it is shown that under assumption A1 (see below) this process admits the
transition probability density, which can be written as
pt(x) =
1
2π
∫
R
e−ixξ−tq(ξ)dξ. (2.3)
Put
p0t (x, y) := pt(y − x). (2.4)
Following the classical approach presented in [Fr64], see also [Ja02], we are looking for the
fundamental solution pt(x, y) to (1.1) in the form
pt(x, y) = p
0
t (x, y) + (p
0
⊛Ψ)t(x, y), (2.5)
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where the function Ψ : (0,∞)×R×R→ R is to be determined.
Put
Φt(x, y) := L(x,D)p
0
t (x, y). (2.6)
Observe that since (
L(D)− ∂t
)
p0t (x, y) = 0, (2.7)
we get the equation for Ψt(x, y):
Ψt(x, y) = Φt(x, y) + (Φ⊛Ψ)t(x, y),
from where
Ψt(x, y) =
∞∑
k=1
Φ⊛kt (x, y), (2.8)
provided that the series converge. Thus, to justify representation (2.5) we need to show that
the convolutions Φ⊛k are well defined, and the series (2.8) converges.
The second part of the program consists of the justification procedure. We point out
that the "classical" justification procedure from [Fr64] cannot be performed in our situation.
Instead, in [KK14a] we proposed a way how this problem can be handled in the case when
the operator L(x,D) is of the form
a(x)(−∆)−α/2 + b(x)∇, 0 < α < 2.
In fact, this method can be well adapted to our situation, which is done in Sections 4 and
(5). See also [KK14b].
2.2 Overview of the problem
Let us briefly recall the background of the problem of getting the transition density estimates
for Markov processes and their applications.
The approach we are going to implement relies on the parametrix method, see [Fr64]
for the description of the classical parametrix method for parabolic systems. Later on
this method was extended in [Dr77], [DE81], [Ko89], and [Ko00] to equations with pseudo-
differential operators; see also the reference list and an extensive overview in the monograph
[EIK04]. See also [CZ13], which relied on the results from [Ko89], for the refined bounds for
the constructed fundamental solution, and the martingale problem approach for the justi-
fication procedure. In [BJ07] the case of the fractional Laplacian perturbed by a gradient
is treated; in the justification procedure it is shown that the integro-differential operator is
the weak generator of the respective semigroup. In [KS14] the case of singular perturbation
of the fractional Laplacian is considered; see also [CW13] for another different approach,
which relies on [BJ07]. We refer to [Po94] and [Po95] for the parametrix construction of the
transition probability density of the process which is the weak solution to the SDE driven
by a symmetric α-stable process with a drift. In [FP10], [DF13] and [KK14a] the gradient
perturbation of an α-stable like operator with 0 < α < 1 is investigated.
Another approach to study the fundamental solution to (1.1) involves a version of the
parametrix method, which relies on the Hilbert space technique and the symbolic calculus.
Such an approach is developed in [Ts74], [Iw77], [Ku81], [Ho98a], [Ho98b], [Ja02], and further
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extended to evolution equations in [Bö05] and [Bö08]. In such a way one can construct the
fundamental solution and show that it belongs to certain symbolic class, but sofar this
method does not give a way to construct explicit estimates for the solution.
One can also investigate the question of existence and properties of the transition prob-
ability density of Markov processes using the Dirichlet forms approach. Starting with a
symmetric regular Dirichlet form and making the assumptions about the absolute continuity
of its kernel, one can show that the transition probability density of the respective Markov
process exists and satisfies certain upper and lower estimates, see [CKS87], [CK08], [CKK08],
[CKK10], [BBCK09], [BGK09]; of course, this list is far from being complete. In this case
the justification procedure is in fact hidden in the construction itself: one has to assume
that the Dirichlet form under consideration is regular.
2.3 Main results
Let
qU(ξ) :=
∫
R
(
(ξu)2 ∧ 1
)
µ(du), qL(ξ) :=
∫
|uξ|≤1
(ξu)2µ(du). (2.9)
One can show that qL and qU satisfy the inequalities:
(1− cos 1)qL(ξ) ≤ q(ξ) ≤ 2qU(ξ), ξ ∈ R. (2.10)
In what follows we assume that q(ξ) or, equivalently, the symmetric Lévy measure µ related
to q(ξ) by (2.2), satisfies the condition A1 given below.
A1. There exists some β > 1 such that for large |ξ|
qU(ξ) ≤ βqL(ξ). (2.11)
For example, for a symmetric α-stable Lévy measure µ(du) := c(α)|u|−1−αdu, α ∈ (0, 2),
condition A1 holds true with β = 2/α. For this reason we introduce the new index
α := 2/β, (2.12)
where β > 1 is the parameter from condition A1.
Condition A1 implies that q(ξ) has power growth for |ξ| large enough, see [KK12a]:
q(ξ) ≥ c|ξ|α. (2.13)
Note that the converse is not true: the power growth type condition (2.13) does not imply
A1; see [KK12a] for the detailed discussion.
Suppose that the function m(x, u) from representation (1.7) satisfies the assumptions
below.
A2. The function m(x, u) ≥ 0 is symmetric with respect to u for any x ∈ R;
A3. supxm(x, u) ≤ c(1 ∧ |u|
ǫ) for some c, ǫ > 0.
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From now we assume that ǫ > 0 in condition A3 is small enough, in particular,∫
(|u|ǫ ∧ 1)µ(du) =∞. (2.14)
For example, (2.14) is satisfied when 0 < ǫ < α.
Below we state the first main result of our paper.
Theorem 2.1. Suppose that assumptions A1 – A3 are satisfied. Then the function pt(x, y)
introduced in (2.5) – (2.8) is well defined.
Remark 2.2. a) If assumption (2.14) fails, the situation is even simpler. Heuristically, in
this case the total intensity of the perturbation is finite. We investigate this situation
in the Appendix B.
b) By assumptions A2 and A3, the measure µ(dy) dominates m(x, u)µ(du), implying
that the operator L(x,D) is a lower order perturbation of L(D).
c) The symmetry assumption imposed on the function m(x, u) and on the measure µ(du)
is purely technical, and is introduced in order to make the presentation as transparent
as possible. For a further investigation we refer to [KK14b], where a more general
kernel is considered.
By the theorem on continuity with respect to parameter, the functions qU(ξ) and qU(ξ)/ξ2
are continuous, respectively, on [−1, 1] and R\[−1, 1], which implies that qU(ξ) is continuous
on R. Further, since (qU)′(ξ) = 2
ξ
qL(ξ) in the a.e. sense, and due to condition A1 we have
qL(ξ) > 0 for all ξ large enough, the function qU(ξ) is strictly increasing on [a,∞), where
a > 0 is some constant. Thus, the function
ρt :=
(
qU
)−1
(1/t) , t ∈ (0, 1], (2.15)
is correctly defined; here
(
qU
)−1
is the inverse of qU .
Observe that by (2.13) we have
ρt ≤ Ct
−1/α, t ∈ (0, 1]. (2.16)
Denote by σ ∈ [α, 2] the minimal value for which there exists c > 0 such that
ρt ≥ ct
−1/σ, t ∈ (0, 1]. (2.17)
This estimate is equivalent to the following upper bound on the growth of the characteristic
exponent: there exists c > 0 such that
q(ξ) ≤ c|ξ|σ for large |ξ|.
Put
fup(x) := d1e
−d2|x| log(1+|x|), flow(x) = d3(1− d4|x|)+, (2.18)
where di, i = 1− 4, are some positive constants.
In the proposition below we state the continuity and smoothness properties of the con-
structed function pt(x, y), and provide the respective upper bounds.
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Proposition 2.3. 1. The function pt(x, y) is continuous in (t, x, y) ∈ (0,∞)×R×R.
2. There exist constants d1, d2 > 0 and a family of probability measures {Qt, t ≥ 0}, such
that
pt(x, y) ≤ ρt
(
fup(ρt·) ∗Qt
)
(y − x), t ∈ (0, 1], x, y ∈ R, (2.19)
where fup is a function of the form (2.18) with constants d1, d2.
3. There exists ∂tpt(x, y), which is continuous in (t, x, y) ∈ (0,∞)×R×R.
4. There exist constants d˜1, d˜2 > 0 and a family of probability measures {Q˜t, t ≥ 0}, such
that the following estimate holds true:
|∂tpt(x, y)| ≤ Ct
−1ρt
(
fup ∗ Q˜t
)
(y − x), t ∈ (0, 1], x, y ∈ R, (2.20)
where fup is a function of the form (2.18) with constants d˜1, d˜2.
Proposition 2.3 enables us to transfer the continuity and smoothness properties from
pt(x, y) to the operator Tt, defined by (1.3).
Proposition 2.4. 1. The operator Tt, defined in (1.3), maps Bb(R) into C∞(R).
2. For any C∞(R)
Ttf −→ f, t→ 0, (2.21)
in C∞(R).
3. For any f ∈ C∞(R) the mapping
(0,∞) ∋ t 7→ Ttf ∈ C∞(R)
is continuously differentiable, and its derivative is given by
(∂tTtf)(x) =
∫
R
∂tpt(x, y)f(y)dy.
Below we present the second main result of the paper.
Theorem 2.5. Under conditions of Theorem 2.1, the statements below hold true.
I. The family of operators (Tt)t≥0 defined in (1.3) forms a strongly continuous conser-
vative semigroup on C∞(R), which corresponds to a (strong) Feller Markov process
X.
II. The process X is a solution to the martingale problem
(L,C2∞(R)). (2.22)
III. The closure in C∞(R) of the operator (L(x,D), C
2
∞(R)) is the generator of the semi-
group (Tt)t≥0. Consequently, the martingale problem (2.22) is well posed, and the
process X is uniquely determined as its unique solution.
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Finally, we state the on-diagonal and lower bounds for pt(x, y).
Proposition 2.6. 1. There exist constants c1, c2 > 0 such that
c1ρt ≤ pt(x, x) ≤ c2ρt, t ∈ (0, 1], x ∈ R. (2.23)
2. There exist constants d3, d4 > 0 such that
pt(x, y) ≥ ρtflow((x− y)ρt), t ∈ (0, 1], x, y ∈ R, (2.24)
where flow is of the form (2.18) with constants d3, d4.
In the theorem below we show that under the assumption that the tails of the (re-scaled)
measure µ are dominated by the tails of some distribution, one can obtain the upper and
lower estimates on pt(x, y) in a rather simple form.
Definition 2.1. Let h : [0,∞) → [0,∞). We say that h ∈ L, if limx→∞
h(x−y)
h(x)
= 1 for all
y > 0.
Theorem 2.7. Assume that the conditions of Theorem 2.1 hold true, and 0 < ǫ < α from
condition A3 is fixed. Suppose that one of the conditions below is satisfied:
I. There exists a distribution function G(v) on [0,∞), such that
tµ
(
{u : |ρtu| > v}
)
≤ C(1−G(v)), v ≥ 1, t ∈ (0, 1]. (2.25)
II. The Lévy measure µ admits a density π(u), and there exists a probability density g(u)
on [0,∞) such that
πt(u) :=
t
ρt
π
(
u
ρt
) ≤ cg(u), u ≥ 1, t ∈ (0, 1]. (2.26)
In addition, assume that the function
h(x) =
{
1−G(x), under condition I;
g(x), under condition II,
(2.27)
belongs to h ∈ L, x2ǫh(x) is monotone decreasing for some ǫ > 0, and
a) for all c, x ≥ 1 we have h(cx) ≤ c−1h(x);
b) there exists c > 0 such that h(x) ≤ ch(2x) for all x ≥ 1.
Then the function pt(x, y), given by (2.5), is well-defined, and for all t ∈ (0, 1], x, y ∈ R,
the following estimate holds true:
pt(x, y) ≤ Cρt
(
fup(ρt(y − x)) + h(ρt(y − x)) + t
ǫ/σhǫ(ρt(y − x))
)
(2.28)
where hǫ(x) = x
ǫh(x), and σ is defined prior to (2.17).
Remark 2.8. Intuitively, Theorem 2.7 represents the cases in which it is possible to construct
the "bell-like" estimate (cf. (1.4)) for the transition probability density pt(x, y). In Section 6
we provide some examples which illustrates the above theorems. At the same time, we
emphasize, that although the bell-like estimate is more explicit than the compound kernel
estimate proved in (2.19), the latter is more accurate, and reflects the true structure of the
impact of the Lévy measure.
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3 Construction of the parametrix series. Proofs of The-
orems 2.1 and (2.7).
3.1 Generic Calculation
In this subsection we state the results which are crucial for the proof of Theorems 2.1 and
Theorem 2.7.
Let gt(x) be a function of the form
gt(x) := ρte
−cρt|x| ln(1+ρt|x|), (3.1)
where c > 0 is some constant. Define also
hǫ(x) := x
ǫh(x), ht,ǫ(x) := ρthǫ(|x|ρt), (3.2)
where h is defined in (2.27).
Suppose that we know already that Φt(x, y) satisfies the upper bounds given below; the
proofs will be given in Section 3.2.
i) Under the conditions of Theorem 2.1,
∣∣Φt(x, y)∣∣ ≤ Ct−1+δ(g˜t ∗Gt)(y − x), (3.3)
where C > 0, δ ∈ (0, 1) are some constant,
g˜t(x) = t
δgt(x), (3.4)
the function gt is of the form (3.1) with some constant c > 0, and {Gt(du), t ≥ 0} is
some family of probability measures.
ii) Under conditions of Theorem (2.7),∣∣Φt(x, y)∣∣ ≤ Ct−1+δ(gt(y − x) + ht,ǫ(y − x)), (3.5)
where C > 0, δ ∈ (0, 1) are some constant, and gt is of the form (3.1) with some
constant c > 0.
The key ingredient in the proof of the upper bounds on the convolutions Φ⊛kt (x, y) is
provided by the convolution property of the functions g˜t and ht,ǫ, respectively.
Fix now the constant c > 0 in the definition of gt in (3.1), and put
gt,θ(x) := ρte
−θcρt|x| ln(1+ρt|x|), θ ∈ (0, 1). (3.6)
Lemma 3.1. i) For any θ ∈ (0, 1) one has
(g˜t−s ∗ g˜s)(x) ≤ (1− θ)
−1ct2δgt,θ(x), 0 < s < t, x ∈ R. (3.7)
ii) For any ǫ ∈ [0, α) one has(
ht−s,ǫ ∗ hs,ǫ
)
(x) ≤ Cht,ǫ(x), x ∈ R. (3.8)
9
We postpone the proof till Appendix C.
For k ≥ 1 define G(1)t (dw) ≡ Gt(dw),
G
(k+1)
t (dw) =
1
B(δ, kδ)
∫ 1
0
∫
Rn
(1− r)−1+kδr−1+δG
(k)
t(1−r)(dw − u)Gtr(du)dr. (3.9)
Lemma 3.2. Let (θk)k≥1 be a sequence of real numbers, such that θ1 = 1, 0 < θk+1 < θk.
a) Suppose that the estimate (3.3) holds true. Then∣∣Φ⊛kt (x, y)∣∣ ≤ Ckt−1+kδ(g(k)t ∗G(k)t )(x− y), k ≥ 2, (3.10)
where g
(k)
t (x) = t
kδgt,θk(x),
Ck :=
CkCk−10 Γ
k(δ)
Γ(kδ)
k∏
j=2
(θk−1 − θk)
−1, (3.11)
C > 0 is the constant from (3.3), C0 > 0, and the family of probability measures
{G
(k)
t , t > 0, k ≥ 2} is defined by (3.9).
b) Suppose that the estimate (3.5) holds true. Then
|Φ⊛kt (x, y)| ≤ Ckt
−1+kδ
(
gt,θk(x− y) + ht,ǫ(x− y)
)
, k ≥ 2. (3.12)
where Ck is given by (3.11), in which now the constant C > 0 comes from (3.5).
Proof. a) We use induction. Under (3.10) and (3.26) we have
∣∣Φ⊛kt (x, y)∣∣ ≤ CCk−1
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δ
·
(
g
(k−1)
t−s ∗G
(k−1)
t−s
)
(x− z)
(
g(1)s ∗Gs
)
(z − y)dz ds
≤ CCk−1t
kδ
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δ
·
(
gt−s,θk−1 ∗G
(k−1)
t−s
)
(x− z)
(
gs,θk−1 ∗Gs
)
(z − y)dz ds.
(3.13)
where in the last line we used the monotonicity of gt(x) in x.
Using Lemma 3.1 we get(
gt,θk−1 ∗ gt,θk−1
)
(z) ≤ C0
(
θk−1 − θk
)−1
gt,θk(z),
where C0 > 0 is some constant, and θk ∈ (0, θk−1).
Therefore, making the change of variables, we derive
∣∣Φ⊛kt (x, y)| ≤ CCk−1C0(θk−1 − θk)−1t1+2kδ
∫
R
gt,θk(x− y − w1 − w2)
·
[ ∫ 1
0
∫
R
(1− r)−1+(k−1)δr−1+δG
(k−1)
t(1−r)(dw1)Gtr(dw2)dr
]
= CC0(θk−1 − θk)
−1B((k − 1)δ, δ)Ck−1t
1+kδ
(
g
(k)
t ∗G
(k)
t
)
(y − x),
(3.14)
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where
Ck := C0C(θk−1 − θk)
−1B((k − 1)δ, δ)Ck−1.
By induction, we obtain the expression for Ck as in (3.11).
b) We have:
∣∣Φ⊛kt (x, y)| ≤ Ck−1C{
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δgt−s,θk−1(x− z)gs(z − y) dzds
+
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δgt−s,θk−1(x− z)hs,ǫ(z − y) dzds
+
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δht−s,ǫ(x− z)gs,θk−1(z − y) dzds
+
∫ t
0
∫
R
(t− s)−1+(k−1)δs−1+δht−s,ǫ(x− z)hs,ǫ(z − y) dzds
}
= CCk−1(I1 + I2 + I3 + I4).
The term I1 can be estimated in the same way as in part a) of the lemma. Namely, by
Lemma 3.1 we get:
I1 ≤ c(θk−1 − θk)
−1gt,θk(x− y)
∫ t
0
(t− s)−1+(k−1)δs−1+δds
≤ c(θk−1 − θk)
−1B((k − 1)δ, δ)t−1+kδgt,θk(x− y),
(3.15)
where θk ∈ (0, θk−1). Using Lemma 3.1.ii) we get
I4 ≤ cht,ǫ(x− y)
∫ t
0
(t− s)−1+(k−1)δs−δds ≤ cB((k − 1)δ, δ)t−1+kδht,ǫ(x− y).
Next we estimate I2, the estimate for I3 can be obtained in the same way.
Let us estimate the inner integral in I2. Suppose first that 0 < s < t/2. We use similar
argument as in the proof of Lemma 3.1.ii). Suppose that |x− y − z| > |x− y|/2. Then∫
|x−y−z|>|x−y|/2
gt−s,θk−1(x− y − z)hs,ǫ(z − y)dy ≤ c1gt,θk−1((x− y)/2)
∫
R
hs,ǫ(z)dz
≤ c2gt,θk(x− y),
where θk < θk−1/2. Further, since the inequality |x−y−z| ≤ |x−y|/2 implies |z| ≥ |x−y|/2,
we get ∫
|x−y−z|≤|w|/2
gt−s,θk−1(x− y − z)hs,ǫ(z)dy ≤ hs,ǫ(|x− y|/2)
∫
R
gt−s,θk−1(z)dz
≤ c1θ
−1
k−1ht,ǫ(x− y),
where for the last inequality we used assumptions a) and b) on of Theorem 2.7. Suppose
now that t/2 ≤ s ≤ t. By monotonicity of ρt, the inequality ρt−s|z| ≤ 1 implies ρs|z| ≤ 1,
and ρs|x− z| ≤ ρs|x|+ 1. Then by monotonicity of h we get∫
ρt−s|z|≤1
gt−s,θk−1(z)hs,ǫ(x− z)dz ≤ c1hs(x)
∫
R
gt−s,θk−1(z)dz ≤ c2θ
−1
k−1ht(x).
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Note that in the domain ρt−s|z| ≥ 1 we have gt−s,θk−1(z) ≤ c3hs,ǫ. Then∫
ρt−s|z|>1
gt−s,θk−1(z)hs,ǫ(x− z)dz ≤
∫
R
ht−s,ǫ(z)hs,ǫ(x− z)dz ≤ c4ht,ǫ(x).
Substituting the above estimates in I2, we get
I2 ≤ cB((k − 1)δ, δ)t
−1+kδ
[
θ−1k−1ht,ǫ(x− y) + gt,θk(x− y)
]
.
Thus, we obtain ∣∣Φ⊛kt (x, y)| ≤ Ckt−1+kδ[gt,θk(x− y) + ht,ǫ(x− y)]
with Ck = 4cCCk−1(θk−1−θk)−1B((k−1)δ, δ). By induction, we can write Ck as in (3.11).
Note that estimates (3.10) and (3.12) are still not sufficient for proving the convergence
of the series
∑∞
k=1Φt(x, y), because constants Ck depend on k in a rather complicated way;
for example, if we chose θk = 12 +
1
2k
, it can be shown that Ck → ∞ as k → ∞. In order
to overcome this problem, let us look more closely on the the right-hand side of (3.10) and
(3.12), respectively.
Take
k0 :=
[ n
αδ
]
+ 1. (3.16)
For such k0 we have tk0δρnt ≤ c for all t ∈ [0, 1]. Then(
g
(k0)
t−s ∗ g
(1)
s
)
(x) ≤ c(k0)M1ρ
−1
t gt,ζ(z),
where ζ = cθk0 , and
M :=
∫
R
e−c(1−θk0 )|z|dz. (3.17)
Therefore, we obtain the following lemma.
Lemma 3.3. Let k0 be given by (3.16).
I. Under conditions of Theorem 2.1,∣∣Φ⊛(k0+ℓ)t (x, y)∣∣ ≤ Dℓt−1+δ(k0+ℓ)ρ−1t (gt,ζ ∗G(k0+ℓ)t )(y − x), ℓ ≥ 1, (3.18)
where C(k0) is some constant, the family of probability measures {G
(k)
t , t > 0, k ≥ 1}
is defined in (3.9),
Dℓ := C(k0)(CM)
ℓB((k0 + ℓ− 1)δ, δ), (3.19)
where M > 0 is given by (3.17), and C > 0 is the constant, appearing in (3.3).
II. Under conditions of Theorem 2.7,∣∣Φ⊛(k0+ℓ)t (x, y)∣∣ ≤ Dℓt−1+δ(k0+ℓ)ρ−1t [gt,ζ(y − x) + ht,ǫ(y − x)], ℓ ≥ 1, (3.20)
where Dℓ is given by (3.19) with
M := max
(∫
R
e−c(1−θk0 )|z|dz,
∫
R
hǫ(z)dz
)
, (3.21)
and C > 0 is the constant, appearing in (3.5).
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Proof. The proof is obtained by induction in the same manner as the proof of Lemma 3.2;
we only need to use the inequalities(
ρ−1t−sg
(k0)
t−s ∗ g
(1)
s
)
(x) ≤ c(k0)Mρ
−1
t gt,ζ(z),(
ρ−1t−sht−s,ǫ ∗ hs,ǫ
)
(x) ≤ c(k0)Mρ
−1
t ht,ǫ(z),
where the constant M is given by (3.17) or (3.21), respectively. We omit the details.
3.2 Estimation of Φt(x, y)
In this section we derive the upper bound on Φt(x, y) under conditions of Theorem 2.1 and
2.7, respectively.
Put
Λt(du) := tµ(du)1|ρtu|>1, (3.22)
and define the measure
Pt(dw) := e
−Λt(R)
∞∑
k=0
1
k!
Λ∗kt (dw). (3.23)
Note that Λt(R) ≤ tqU(ρt) = 1.
For some 0 < ǫ < α define
χt,ǫ(du) := ρ
ǫ
t
(
|u|ǫ ∧ 1
)
Λt(du), (3.24)
Gt(du) := c0
(
Pt(du) + (Pt ∗ χt,ǫ)(du)
)
. (3.25)
Here c0 > 0 is the normalizing constant, chosen in such a way that Gt(R) = 1.
Lemma 3.4. Under conditions of Theorem 2.1 we have∣∣Φt(x, y)∣∣ ≤ Ct−1+η(gt ∗Gt)(y − x), (3.26)
where C > 0 is some constant, gt is of the form (3.1) with some constant c > 0, and
{Gt(du), t ≥ 0} is the family of probability measures, given by (3.25), and η = ǫ/σ.
Lemma 3.5. Under conditions of Theorem (2.7), we have∣∣Φt(x, y)∣∣ ≤ Ct−1+η(gt(x− y) + ht,ǫ(x− y)), (3.27)
where C > 0 is some constant, η = ǫ/σ, and gt is of the form (3.1) with some constant
c > 0.
The proof relies on a few auxiliary statement from [KK12a], which we give below.
Define
ft(x) :=
∫
R
ρtfup((x− w)ρt)Pt(dw), x ∈ R, t ∈ (0, 1]. (3.28)
Lemma 3.6 ([KK12a]). Suppose that the measure µ satisfies condition A1. Then the as-
sertions below hold true.
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a) The Lévy process Zt related to µ by (2.1)–(2.2) admits the transition probability density
(2.3), which belongs with respect to x to Ck∞(R), k ≥ 0, and the derivatives satisfy∣∣∣ ∂k
∂xk
pt(x)
∣∣∣ ≤ ρkt ft(x), t ∈ (0, 1], x ∈ R. (3.29)
Here ft is the function of the form (3.28), fup is of the form (2.18) with constants Ak
and ak in place of d1 and d2, respectively.
b) The lower bound holds true:
pt(x) ≥ ρtflow(xρt), t ∈ (0, 1], x ∈ R.
Here flow is the function of the form (2.18) with some constants d3, d4 > 0.
One can construct more explicit (but not necessarily more precise) estimates on the
derivatives at the price of more restrictive assumptions on the Lévy measure. Recall the
definition of a sub-exponential probability measure and a sub-exponential probability density.
Definition 3.1. A distribution function G on [0,∞) is called sub-exponential, if
(i) for every y ∈ R one has lim
x→∞
1−G(x−y)
1−G(x)
= 1;
(ii) lim
x→∞
1−G∗2(x)
1−G(x)
= 2.
A distribution density g on [0,∞) is called sub-exponential, if it is positive on [x0,∞) for
some x0 ≥ 0, and
(i) for every y ∈ R one has lim
x→∞
g(x−y)
g(x)
= 1;
(ii) lim
x→∞
g∗2(x)
g(x)
= 2.
We refer to [EGV79] and [Kl89] for the basic properties of sub-exponential distribution
functions and distribution densities.
We quote a result from [KK12a] on the upper estimates on the transition probability den-
sity pt(x) of Z under the assumption of sub-exponentiality of the tails of the Lévy measure.
In our notation, this statement reads as follows.
Lemma 3.7. Suppose that one of the conditions below hold true:
i) there exists a sub-exponential distribution function G on [1,∞) such that the measure
µ(du) satisfies tµ
(
{u : |ρtu| > v}
)
≤ C(1−G(v)) for v ≥ 1, t ∈ (0, 1];
ii) the measure µ(du) possesses a density π(u) with respect to the Lebesgue measure, and
there exists a sub-exponential density g on [1,∞) such that t
ρt
π
(
u
ρt
) ≤ cg(u), u ≥ 1, t ∈ (0, 1].
Then ∣∣∣ ∂k
∂xk
pt(x)
∣∣∣ ≤ ckρkt (fup(xρt) + h(xρt)), t ∈ (0, 1], x ∈ R, (3.30)
where the function h is defined in (2.27), and fup is of the form (2.18) with some constant
ak in the place of d2 and d1 = 1.
The proof relies on Lemma 3.4 and on the first statement of Lemma 3.2. Let us introduce
the objects which will be used in the proofs below.
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Proof of Lemma 3.4. Since p0t (x, y) satisfies (2.7), we have
Φt(x, y) =
∫
R
[p0t (x+ u, y)− p
0
t (x, y)]m(y, u)µ(du)
=
[∫
|ρtu|≤1
+
∫
|ρtu|>1
]
[p0t (x+ u, y)− p
0
t (x, y)]m(y, u)µ(du)
=: J1 + J2.
First we estimate J1. Due to symmetry of the measure µ and symmetry of m(x, u) in u, we
can write J1 as
J1 =
∫
|ρtu|≤1
[p0t (x+ u, y)− p
0
t (x, y)− u
∂
∂x
p0t (x, y)]m(y, u)µ(du).
Using the Taylor expansion with the remaining term in the integral form, we get∣∣∣p0t (x+ u, y)− p0t (x, y)− u ∂∂xp0t (x, y)
∣∣∣ = ∣∣∣ ∫ u
0
∂2
∂v2
p0t (x+ v, y)(u− v)dv
∣∣∣
≤ u2Θ(u, t, y − x),
where
Θ(u, t, y − x) :=
1
|u|
∫ u
0
∣∣∣ ∂2∂v2p0t (x+ v, y)∣∣∣dv.
Let us estimate Θ(u, t, x). For simplicity, we assume that u > 0, the case u < 0 is analogous.
Using Lemma 3.6 to estimate ∂
2
∂v2
p0y(x+ v, y) and performing the change of variables, we get
Θ(u, t, x) ≤
1
u
∫ u
0
∫
R
ρ3tfup((x− w + v)ρt)Pt(dw)dv
=
ρ2t
u
∫
R
∫ uρt
0
fup((x− w)ρt − z)dzPt(dw).
(3.31)
Note that in J1 we integrate in u over the domain {u : |uρt| ≤ 1}. Let us show that there
exist c > 0 and ϑ ∈ (0, 1), independent of y, such that for all V ∈ [0, 1]
1
V
∫ V
0
fup(y − z)dz ≤ cf
ϑ
up(y). (3.32)
Let y ≤ 0. Then for z ≥ 0 we have fup(y − z) = d1e−d2(|y|+z) ln(|y|+z+1) ≤ fup(z), and (3.32)
follows. Let y ∈ [0, 2]. Since there exists c ∈ (0, 1) such that c ≤ e−d2|y| ln(|y|+1) ≤ 1 for all
y ∈ [0, 2], then
1
V
∫ V
0
fup(y − z)dz ≤ d1 ≤ c
−1fup(y), y ∈ [0, 2].
Finally, let y ≥ 2. Take ϑ < miny≥2
(y−1) ln y
y ln(y+1)
. Then for any z ∈ [0, 1] we get
(y − z) ln(y − z + 1) ≥ (y − 1) ln y ≥ ϑy ln(y + 1),
which implies (3.32). Thus, for all y ∈ R we have (3.32) with c and ϑ as above.
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Using (3.32) for estimation of the right-hand side of (3.31), we get for all u such that
|uρt| ≤ 1 the estimate
|Θ(u, t, x)| ≤ c3ρ
2
t
(
gt,ϑ ∗ Pt
)
(x),
where gt,ϑ(x) is defined in (3.6), and ϑ ∈ (0, 1) comes from (3.32).
To complete the estimation of J1 it remains to estimate the integral ρ2t
∫
|ρtu|≤1
|u|2+ǫµ(du).
We have:
ρ2t
∫
|ρtu|≤1
|u|2+ǫµ(du) =
1
ρǫt
∫
|ρtu|≤1
|ρtu|
2+ǫµ(du) ≤
1
ρǫt
∫
|ρtu|≤1
|ρtu|
2µ(du)
=
1
ρǫt
qL(ρt) ≤
c4
ρǫt
qU(ρt)
≤
c4
tρǫt
,
where in the last line we used that qU(ρt) = 1/t. Let η := ǫ/σ, where σ is defined prior to
(2.17); then 1
tρǫt
≤ c5t
−1+η.
Thus, from the above calculations, we obtain
J1 ≤
∫
|ρtu|≤1
|u|2+ǫΘ(u, t, x)µ(du) ≤ ρ2t
∫
|ρtu|≤1
|u|2+ǫµ(du)
(
gt,ϑ ∗ Pt
)
(x)
≤ c5t
−1+η
(
gt,ϑ ∗ Pt
)
(x).
(3.33)
Let us estimate J2. Recall the measure χt,ǫ(du) defined in (3.24):
χt,ǫ(du) = tρ
ǫ
t(|u|
ǫ ∧ 1)1{|ρtu|>1}µ(du).
Let us show that χt,ǫ(R) ≤ c < ∞ for all t ∈ [0, 1]. By our assumption that 0 < ǫ < α we
have
χt,ǫ(R) = 2tρ
ǫ
t
∫ 1
1/ρt
uǫµ(du) + 2tρǫtµ[1,∞)
≤ 2tǫρǫt
∫ ρt
1
µ{u : us ≥ 1}
s1+ǫ
ds+ 2t1−αǫµ[1,∞)
≤ 2tǫρǫt
∫ ρt
1
qU(s)
s1+ǫ
ds+ 2µ[1,∞).
Note that since (qU(s))′ = 2s−1qL(s) in the a.e. sense, we have by the l’Hospital rule
lim
r→∞
∫ r
1
s−1−ǫqU(s)ds
r−ǫqU(r)
= lim
s→∞
qU(r)
2qL(r)− ǫqU(r)
≤
1
α− ǫ
,
implying that
tρǫt
∫ ρt
1
qU(s)
s1+ǫ
ds ≤ c1tq
U(ρt) = c1,
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which proves our claim that χt,ǫ(R) ≤ c <∞ for all t ∈ (0, 1]. Thus, we have
|J2| ≤
∫
|ρtu|>1
|p0t (x+ u, y)− p
0
t (x, y)|m(y, u)µ(du)
≤ c1
∫
|ρtu|>1
p0t (x+ u, y)(|u|
ǫ ∧ 1)µ(du) + c1p
0
t (x, y)
∫
|ρtu|>1
(|u|ǫ ∧ 1)µ(du)
= c2t
−1+η
(
p0t ∗ χt,ǫ
)
(y − x) + c2t
−1+ηχt,ǫ(R)p
0
t (x, y)
≤ c3t
−1+η (gt ∗ (Pt ∗ χt,ǫ + Pt)) (x).
(3.34)
Thus, we arrive at (3.26) with η = ǫ/σ, some constant C > 0, gt of the form (3.1), and
Gt(dw) given by (3.25).
Proof of Lemma 3.5. The proof relies on Lemma 3.7. Observe that under the conditions
on the function h posed in the theorem, the distribution function G (resp., the distribution
density g) is sub-exponential. Indeed, condition i) from Definition 3.1 is clearly satisfied; for
ii) we have by i) and the dominated convergence theorem
lim
x→∞
1−G∗2(x)
1−G(x)
= lim
x→∞
∫ x−1
1
1−G(x− y)
1−G(x)
dG(y) + lim
x→∞
1−G(x− 1)
1−G(x)
= 2,
when the condition I of Theorem 2.7 holds true, and
lim
x→∞
g∗2(x)
g(x)
= lim
x→∞
∫ x/2
1
g(x− y)g(y)
g(x)
dy + lim
x→∞
∫ x−1
x/2
g(x− y)g(y)
g(x)
dy
= 2 lim
x→∞
∫ x/2
1
g(x− y)g(y)
g(x)
dy
= 2,
in the case when the condition II of Theorem 2.7 holds true; in the second line of the last
display we used the change of variables.
Note that since h2ǫ(x) ≡ x2ǫh(x) is monotone decreasing, Gǫ(v) := 1− vǫ(1−G(v)) and
gǫ(v) := cǫv
ǫg(v) are, respectively, the distribution function and the distribution density;
here cǫ > 0 is the normalizing constant.
Observe, that the function χt,ǫ defined in (3.24) satisfies
χt,ǫ{u : |uρt| ≥ v} ≤ chǫ(v), v ≥ 1. (3.35)
Indeed, suppose first that v ≥ ρt. Then by (2.26) and (2.25) we have
χt,ǫ{u : |uρt| ≥ v} = tρ
ǫ
tµ{u : |uρt| ≥ v}1{ρt≤v} ≤ c1ρ
ǫ
th(v)1{ρt≤v} ≤ c1v
ǫh(v).
Similarly, for v ≤ ρt we have
χt,ǫ{u : |uρt| ≥ v} ≤ t
∫ ∞
vǫ
µ{u : |uρt|
ǫ ≥ r}dr = ǫt
∫ ∞
v
µ{u : |uρt| ≥ r}
r1−ǫ
dr
≤ c1ǫ
∫ ∞
v
r2ǫh(r)
r1+ǫ
dr ≤ c2ǫv
2ǫh(v)
∫ ∞
v
dr
r1+ǫ
≤ c2v
ǫh(v),
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where in the second line from below we used h2ǫ(x) is decreasing.
Therefore, subexponentiality of h (and, hence, of hǫ) we derive in both cases I and II
gt,ϑ ∗ (Pt ∗ χt,ǫ)(y − x) ≤ c3c3
(
gt,ϑ(y − x) + ρthǫ(|y − x|ρt)
)
.
Thus, under the assumptions of the theorem, we can rewrite the estimate obtained in
Lemma 3.4 as ∣∣Φt(x, y)(x, y)| ≤ C1t−1+η(gt,ϑ(y − x) + ht,ǫ(y − x)), (3.36)
where η = ǫ/σ.
3.3 Proof of Theorem 2.1
By Lemma 3.4 and Lemma 3.2.a) we get
|Ψt(x, y)| ≤
∞∑
k=1
∣∣Φ⊛kt (x, y)∣∣ ≤ C0t−1+δ(gt,ζ ∗ Πt)(y − x), (3.37)
where δ = η/2 = ǫ/(2σ),
Πt(du) :=
∞∑
k=1
AkG
(k)
t (du), (3.38)
the family of probability measures {G(k)t , t > 0, k ≥ 1} is given by (3.9), and A ∈ (0, 1) is
some constant.
Since G(k)t (·), k ≥ 1, are the probability measures, we have
Πt(R
n) = A(1−A)−1, t ∈ (0, 1]. (3.39)
Thus, the series Ψt(x, y) =
∑∞
k=1Φ
⊛k
t (x, y) converges for any t > 0, x, y ∈ R, uniformly on
compact subsets.
Proceeding in the same way as above, we get∣∣(p0 ⊛Ψ)t(x, y)∣∣ ≤ C1tδ(gt,χ ∗ Π˜t)(y − x), (3.40)
for some χ ∈ (0, ζ), where
Π˜t(dw) = (C2δ)
−1
∫ 1
0
∫
Rn
(1− r)−1+δΠt(1−r)(dw − u)Ptr(du)dr (3.41)
is the probability measure for any t ∈ [0, 1]; here C2 = C0(1−A)A−1. Thus, expression (2.5)
is well-defined.
3.4 Proof of Theorem 2.7
By Lemma 3.5 and Lemma 3.2.b) we get
|Ψt(x, y)| ≤
∞∑
k=1
∣∣Φ⊛kt (x, y)∣∣ ≤ Ct−1+δ(gt,ζ(y − x) + ht,ǫ(y − x)), (3.42)
which together with the estimate on p0t (x, y) given by Lemma 3.7 gives (2.28).
18
4 Continuity and smoothness properties: Proof of Propo-
sitions 2.3 and 2.4
Proof statements 1 and 2 of Proposition 2.3. 1. Note that by (2.13) and the theorem on
continuity with respect to parameters the function pt(x) is continuous in (t, x) ⊂ (0,∞)×R.
Note that we can rewrite (p0 ⊛Ψ)t(x, y) as
(p0 ⊛Ψ)t(x, y) =
∫ t
0
∫
R
p0t−s(x, y + u)Ψs(u+ y, y)duds.
Recall that by Lemma 3.6 we have |p0t (x, y)| ≤
(
gt ∗ Pt
)
(x − y). Then, using this estimate
and (3.37) we derive for 0 < s ≤ t/2 (cf. the proof of Theorem 2.1)
p0t−s(x, u+ y)Ψ(s, u+ y, y) ≤
∫
R
∫
R
gt−s(y − x+ u− w1)gs,ζ(u− w2)Pt−s(dw1)Πs(dw2)
= c(t0)
(
gs,θ ∗ Πs
)
(u),
where we used that fup(x) ≤ d1, and for t ≥ t0 > 0 the function ρt is bounded by a constant,
depending on t0. Here θ ∈ (0, ζ). Analogous calculation for t/2 < s ≤ t gives the same
upper estimate. Therefore,
p0t−s(x, u+ y)Ψs(u+ y, y) ≤ c3(t0)
(
gs,θ ∗ Πs
)
(u), (4.1)
with the right-hand side integrable on [0, t] × R. Thus, by the theorem on continuity with
respect to parameters, (p0t ⊛Ψ)t(x, y) is jointly continuous in (t, x, y) on [t0,∞)×R×R.
2. The proof of (2.19) is contained essentially in the proof of Theorem 2.1. Namely, using
representation (2.5), the estimate for p0t (x, y) which follows from Lemma 3.6, and (3.40), we
get
pt(x, y) ≤ c2
(
gt,χ ∗Qt
)
(x− y) (4.2)
for all t ∈ (0, 1], x, y ∈ R, χ ∈ (0, ζ) (cf. (3.40)), and the probability measure
Qt(du) = c
(
Pt(du) + t
δ(P ⊛ Π˜)t(du)
)
. (4.3)
Here c > 0 is the normalizing constant, such that Qt(R) = 1.
Note that in principle in the procedure described above 0 < χ < 1 can be chosen
arbitrarily close to 1.
For the proof of statements 3 and 4 of Proposition 2.3 we need some auxiliary statements.
Let
Pt(dw) := Pt(dw) + (Pt ∗ Λt)(dw), (4.4)
where Pt(dw) is defined in (3.23).
Lemma 4.1. The function p0t (x, y) is differentiable with respect to t, the derivative ∂tp
0
t (x, y)
is continuous in (t, x, y) ∈ (0,∞)×R×R, and for all k ≥ 0 we have∣∣∂t∂kxp0t (x, y)∣∣ ≤ Ct−1ρkt (gt ∗ Pt)(y − x), t > 0, x, y ∈ R,
where Pt(dw) is defined in (4.4), gt is of the form (3.1) with some constant c > 0.
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The proof of this lemma can be obtained by modifying the proof of the upper estimate
for p0t (x, y) (cf. (3.29)), see [KK12a]. In order to make the paper self-contained, we give the
proof in Appendix A.
This lemma allows to transfer the differentiability properties of p0t (x, y) to pt(x, y). But for
this we need to establish the continuity and upper estimates on ∂tΦ⊛k and ∂tΨ⊛k, respectively.
Lemma 4.2. The function Ψt(x, y) is differentiable with respect to t, ∂tΨt(x, y) is continuous
in (t, x, y) ∈ (0,∞)×R×R, and there exists a family of measures {Θt, t ≥ 0}, such that∣∣∂tΨt(x, y)∣∣ ≤ Ct−1(gt ∗Θt)(y − x), t > 0, x, y ∈ R. (4.5)
Here ζ ∈ (0, 1) is some constant, gt is of the form (3.1) with some constant c > 0.
Proof. We use the same argument as for the proof of Theorem 2.1. Using Lemma 4.1 for
∂t∂
2
xp
0
t (x, y) one can obtain the estimate for ∂tΦt(x, y) in the same way as it was done for
Φt(x, y) in Lemma 3.4: ∣∣∂tΦt(x, y)∣∣ ≤ C1t−2+δ(gt ∗ Gt)(y − x), (4.6)
where C1 > 0 is some constant, and the family of measures Gt(dw) is given by
Gt(dw) := Pt(dw) + (Pt ∗ χt,ǫ)(dw). (4.7)
Write
Φ
⊛(k+1)
t (x, y) =
∫ t/2
0
∫
R
Φ⊛kt−s(x, z)Φs(z, y) dzds+
∫ t/2
0
∫
R
Φ⊛ks (x, z)Φt−s(z, y) dzds. (4.8)
It can be shown by induction that each Φ⊛kt (x, y) has a continuous derivative with respect
to t, and
∂tΦ
⊛(k+1)
t (x, y) =
∫ t/2
0
∫
R
(∂tΦ
⊛k)t−s(x, z)Φs(z, y) dzds+
∫ t/2
0
∫
R
Φ⊛ks (x, z)(∂tΦ)t−s(z, y) dzds
+
∫
R
Φ⊛kt/2(x, z)Φt/2(z, y) dz.
(4.9)
By induction, we get∣∣∂tΦ⊛kt (x, y)∣∣ ≤ Ckt−2+kδ(g(k)t ∗ G(k)t )(y − x), k ≥ 2, (4.10)
where the sequence (g(k)t (x))k≥1 is the same as in Lemma 3.2, and
G
(k)
t (dw) : =
1
B((k − 1)δ, δ) + 1
( ∫ 1
0
∫
Rn
r−1+δ(1− r)−1+δ(k−1)G
(k−1)
t(1−r)(dw − u)Gtr(du)dr
+
(
G
(k−1)
t/2 ∗ Gt/2
)
(dw)
)
, k ≥ 2.
(4.11)
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Take as before k0 :=
[
n
αδ
]
+ 1. Then by the same argument as in Lemma 3.3 we get∣∣∂tΦ⊛(k0+ℓ)t (x, y)∣∣ ≤ Dℓt−2+δ(k0+ℓ)(gt,ζ ∗ G(k0+ℓ)t )(y − x), ℓ ≥ 1, (4.12)
where Dℓ := C(k0)KℓB((k0 + ℓ− 1)δ, δ), ℓ ≥ 1; here C(k0), K > 0 are some constants.
Finally, define
Θt(du) :=
∞∑
k=1
AkG
(k)
t (du), (4.13)
where A ∈ (0, 1) is some constant. Then (4.5) follows from (4.10) and (4.12).
Proof of statements 3 and 4 of Proposition 2.3. 3. The proof of differentiability of pt(x, y)
essentially follows from Lemma 4.1 and Lemma 4.2. Indeed, writing pt(x, y) in the form
pt(x, y) = p
0
t (x, y) +
∫ t/2
0
∫
R
p0t−s(x, z)Ψs(z, y) dzds+
∫ t/2
0
∫
R
p0s(x, z)Ψt−s(z, y) dz ds,
and applying the above lemmas we get (2.20) with
Q˜t(dw) := c
(
Pt(dw) + (P⊛ Π)t(dw) + (P ⊛Θ)t(dw)
)
,
where Πt(dw) is the measure appearing in (3.37), the measure Θt(dw) is given by (4.13),
and c > 0 is the normalizing constant.
Proof of Proposition 2.4. 1. The proof of continuity of Ttf follows by the same argument
as the proof of the first statement of Proposition 2.3. To prove that Ttf(x) vanishes as
|x| → ∞, observe that p0t (x, y)→ 0, |x| → ∞,∫
R
|(p0 ⊛Ψ)t(x, y)|dy ≤ C, t ∈ (0, 1],
(see (3.40)), and for every t > 0
sup
x
∫
y: |y−x|>R
|(p0 ⊛Ψ)t(x, y)| dy→ 0, R→∞.
Then statement 1 follows from the above relations.
2. Note that for any φ ∈ Bb(R) we have∫
R
φ(y)(p0 ⊛Ψ)t(x, y)dy ≤ c2t
δ
∫
R
∫
R
gt,χ(y − x− w)
(
Pt ⊛ Πt
)
(dw)dy
≤ c3t
δ, t ∈ (0, 1], x ∈ R.
Since by the very definition of p0t (x, y) we have
sup
x
∣∣∣∣
∫
R
p0t (x, y)φ(y)dy − φ(x)
∣∣∣∣→ 0, t→ 0,
we arrive at (2.21).
3. Statement 3 follows from the respective statement 3 of Proposition 2.3.
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5 Justification procedure. Proof of Theorem 2.5
Our approach follows the same line as that of the proof of the justification presented in
[KK14a] and the forthcoming paper [KK14b], in which we extend this method to the case
of a more general operator. Nevertheless, in order to make the paper self-contained and to
simplify the reading, we give below the outline of this proof, skipping some easy but lengthy
calculations.
The proof is based on the properties of the approximative fundamental solution. Denote
for ǫ > 0
pt,ǫ(x, y) := p
0
t+ǫ(x, y) +
∫ t
0
∫
R
p0t−s+ǫ(x, z)Ψs(z, y)dzds. (5.1)
The function pt,ǫ(x, y) provides a smooth approximation for pt(x, y) in the following sense.
Lemma 5.1. Let pt,ǫ(x, y) be the function defined by (5.1). The statements below hold true.
1. For any ǫ > 0 the function pt,ǫ(x, y) is continuously differentiable in t and belongs to
the class C2∞(R) in x.
2. pt,ǫ(x, y)→ pt(x, y) as ǫ→ 0, uniformly on compact sets in (0,∞)×R×R.
3. For any ǫ > 0 and f ∈ C∞(R), the function
∫
R
pt,ǫ(x, y)f(y) dy is continuously differ-
entiable in t and belongs to the class C2∞(R) w.r.t. x.
4. For any f ∈ C∞(R) and t > 0,
lim
ǫ→0
∫
R
pt,ǫ(x, y)f(y) dy =
∫
R
pt(x, y)f(y)dy,
uniformly w.r.t. (t, x) ∈ [τ, T ]×R for any τ > 0, T > τ .
5. For any f ∈ C∞(R) and t > 0,
lim
ǫ→0
∂t
∫
R
pt,ε(x, y)f(y)dy =
∫
R
∂tpt(x, y)f(y)dy,
uniformly w.r.t. (t, x) ∈ [τ, T ]×R for any τ > 0, T > τ .
Denote
qt,ǫ(x, y) :=
(
L(x,D)− ∂t
)
pt,ǫ(x, y).
Observe that L(x,D)pt,ǫ(x, y) is well defined due to statement 1 in Lemma 5.1.
Lemma 5.2. For any f ∈ C∞(R) we have
(i) ∫
R
qt,ε(x, y)f(y)dy→ 0, ǫ→ 0, (5.2)
uniformly w.r.t. (t, x) ∈ [τ, T ]×R for any τ > 0, T > τ , and∫ t
0
∫
R
qt,ε(x, y)f(y)dyds→ 0, ǫ→ 0, (5.3)
uniformly w.r.t. (t, x) ∈ [0, T ]×R for any T > 0.
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(ii) ∫
R
pt,ǫ(x, y)f(y)dy→ f(x), t, ǫ→ 0,
uniformly w.r.t x ∈ R.
The proof of the above statements repeats the arguments of Lemma 5.1 in [KK14a], with
the necessary modifications provided by the upper estimate for p0t (x, y) (cf. (3.29)), the upper
bound for Ψ (cf. (3.37)), their derivatives (cf. Lemmas 4.1 and 4.2), and Propositions 2.3
and 2.4.
Lemmas 5.1 and 5.2 allow us to prove the following statement.
Lemma 5.3. The kernel pt(x, y) is non-negative, possesses the semigroup property, and for
any f ∈ C2∞(R) one has∫
R
pt(x, y)f(y)dy = f(x) +
∫ t
0
∫
R
ps(x, y)hf(y)dyds, t > 0, (5.4)
where hf(x) := Lf(x), which is well-defined for f ∈ C
2
∞(R).
Proof. We show that pt(x, y) is non-negative; the proofs of the semigroup property and of
(5.4) are analogous, and we refer to [KK14a] for details.
Since pt(x, y) is continuous in (t, x, y), it is enough to show that∫
R
pt(x, y)f(y)dy ≥ 0 (5.5)
for any f ≥ 0, f ∈ C∞(R). Without loss of generality we assume that∫
R
f(y)dy = 1. (5.6)
Suppose that (5.5) fails. Then there exist t0 > 0, x0 ∈ R, and the function f as above
such that for some θ > 0 we have∫
R
pt0(x0, y)f(y)dy < −θ. (5.7)
By statement 4 in Lemma 5.1 we can approximate the integral in (5.5) by
∫
R
pt,ǫ(x, y)f(y)dy.
Since f ≥ 0, then by statement (ii) from Lemma 5.2 there exist τ0 > 0, ε0 > 0, such that
inf
x∈R,τ∈(0,τ0],ε∈(0,ε0]
∫
R
pτ,ε(x, y)f(y)dy > −θ/3. (5.8)
Fix τ ∈ (0, τ0 ∧ t0) and T ∈ (t0,∞). By (5.7) and statement 4 in Lemma 5.1 there exists
ǫτ,T > 0 such that
inf
t∈[τ,T],x∈R
∫
R
pt,ǫ(x, y)f(y)dy ≤ −θ, ε ∈ (0, ετ,T). (5.9)
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Define the function
p˜t,ǫ(x, y) = pt,ǫ(x, y) + tθ/(2T). (5.10)
By statements (5.9) and (5.6) we get
inf
t∈[τ,T],x∈R
∫
R
p˜t,ǫ(x, y)f(y)dy ≤ −θ/2 < 0, ε ∈ (0, ετ,T).
uniformly w.r.t. t ∈ [τ,T]. On the other hand, by statement 2 of Lemma 5.1,
lim
|x|→∞
∫
R
p˜t,ǫ(x, y)f(y)dy→ tθ/(2T) > 0 (5.11)
uniformly w.r.t. t ∈ [τ,T]. Thus, for every ε ∈ (0, ετ,T) there exist xε ∈ R, tε ∈ [τ,T], such
that ∫
R
p˜tε,ǫ(xε, y)f(y)dy = min
t∈[τ,T],x∈R
∫
R
p˜t,ǫ(x, y)f(y)dy ≤ −θ/2 < 0. (5.12)
Observe, that since the convergence in (5.11) is uniform, all points xε, ε ∈ (0, ετ,T), belong
to some compact set K(τ,T, f), and by (5.8) for ǫ ∈ (0, ǫτ,T ∧ ǫ0) we have∫
R
ptε,ǫ(xε, y)f(y)dy ≤
∫
R
p˜tε,ǫ(xε, y)f(y)dy ≤ −θ/2 < −θ/3,
implying tǫ > τ .
Take ε ∈ (0, ετ,T ∧ ε0); since the minimum in (5.12) w.r.t. (t, x) ∈ [τ,T]× R is attained
at some point (tε, xε) ∈ (τ,T] ∈ R, we conclude that∫
R
∂tp˜t,ǫ(x, y)f(y)dy|(tε,xε) ≤ 0
(the inequality may appear if tε = T), and since L possesses the positive maximum principle,
Lx
∫
R
p˜t,ǫ(x, y)f(y)dy|(tε,xε) =
∫
R
Lxp˜t,ǫ(x, y)f(y)dy|(tε,xε) ≥ 0.
Thus, (
Lx − ∂t
) ∫
R
p˜t,ǫ(x, y)f(y)dy
∣∣
(tε,xε)
≥ 0. (5.13)
On the other hand, by (5.2) we have
(
Lx − ∂t
)∫
R
p˜t,ǫ(x, y)f(y)dy =
∫
R
qt,ǫ(x, y)f(y)dy− θ/(2T)→ −θ/(2T), ε→ 0, (5.14)
uniformly w.r.t. t ∈ [τ,T] and x in any compact set K. Taking K equal to K(τ,T, f), which
contains all xε with small ε, we get a contradiction with (5.13).
Proof of statements I and II of Theorem 2.5. I. It follows from (5.4) that∫
R
pt(x, y)dy = 1, t > 0, x ∈ R. (5.15)
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Indeed, take f ∈ C2∞(R) such that f ≡ 1 on the unit ball in R, and put fk(x) = f(k
−1x).
Then (5.15) follows by the dominated convergence theorem.
Thus, by (5.15), positivity of pt(x, y) and Proposition 2.4, (Tt)t≥0 is the positive strongly
continuous contraction conservative semigroup on C∞(R), where by T0 we understand the
identity operator. By continuity of the kernel pt(x, y), see Proposition 2.3, the respective
Markov process X is strong Feller.
II. Using the Markov property of X, it is easy to deduce from (5.4) and the semigroup
property for pt(x, y) the following: for given f ∈ C2∞(R), t2 > t1, and x ∈ R, for any m ≥ 1,
r1, . . . , rm ∈ [0, t1], and bounded measurable V : (R)m → R the identity
E
x
[
f(Xt2)− f(Xt2)−
∫ t2
t1
hf (Xs) ds
]
V (Xr1 , . . . , Xr2) = 0
holds true. This means that for every f ∈ C2∞(R) the process
Mft = f(Xt)−
∫ t
0
hf (Xs) ds, t ≥ 0 (5.16)
is a Px-martingale for every x ∈ R; that is, X is a solution to the martingale problem
(2.22).
5.1 Generator of the semigroup (Tt)t≥0.
Proof of Statement III of Theorem 2.5. In the first step is to show that the generator A of
the semigroup (Tt)t≥0 is well defined on C2∞(R), and its restriction to this space coincides
with L. The argument here is quite standard: first note that since for f ∈ C2∞(R) the
process (5.16) is a Px-martingale for every x ∈ R, and hf is continuous, by Doob’s optional
sampling theorem the Dynkin operator U (cf. [GS74, Chapter II.5]) is well defined on such
f, and Uf = Lf. Since Uf is continuous, by [GS74, Theorem II.5.1] we get that f belongs
to the domain of the generator A, and Af = Uf = Lf. Hence (L,C2∞(R)) is a restriction of
(A,D(A)). Since A is a closed operator, this yields that (L,C2∞(R)) is closable. Let us show
that its closure coincides with whole (A,D(A)).
Take f ∈ C∞(R) ∩D(A). Fix t > 0, and consider the element ft = Ttf. Write
ft,ε(x) =
∫
R
pt,ε(x, y)f(y) dy,
and observe that we have the following properties.
• By statement 3 in Lemma 5.1, ft,ε ∈ C2∞.
• Since A is an extension of L, then we have that ft,ε ∈ D(A), and Aft,ε = Lft,ε.
• By statement 4 in Lemma 5.1, one has ft,ε → ft in C∞ as ε→ 0.
• By statement 4 in Lemma 5.1, one has ∂tft,ε → ∂tft in C∞ as ε→ 0.
• By Lemma 5.2, one has (∂t − L)ft,ε → 0 in C∞ as ε→ 0.
25
Recall that f ∈ D(A), and therefore ∂tft = Aft. Hence, summarizing all the above we
get that ft,ε ∈ C2∞(R) approximates ft, and Lft,ε approximates Aft in C∞(R) when ε → 0.
This gives that the domain of the C∞(R)-closure of (L,C2∞(R)) contains every element of
the form ft = Ttf, t > 0, f ∈ D(A). This clearly yields that this closure coincides with whole
(A,D(A)).
5.2 Proof of Proposition 2.6
By (3.40) we have ∣∣(p0 ⊛Ψ)t(x, y)∣∣ ≤ c1ρttδ, x, y ∈ R, t ∈ (0, 1], (5.17)
which implies the upper bound pt(x, x) ≤ cρt for all x ∈ R and t ∈ (0, 1]. To get the lower
bound, observe that by (5.17) and Lemma 3.6 for t small enough we have
pt(x, x) ≥ p
0
t (x, y)−
∣∣(p0 ⊛Ψ)t(x, y)| ≥ p0t (x, y)− c1ρttδ ≥ c2ρtflow(|y − x|ρt).
In particular, pt(x, x) ≍ ρt for all x ∈ R, t ∈ (0, 1].
6 Examples
Example 6.1. Consider a symmetric α-stable process. In this case the associated Lévy
measure µ is of the form µ(du) = cα|u|−1−αdu, 0 < α < 2, where cα > 0 is some appropriate
constant, and the respective characteristic exponent q(ξ) satisfies condition A1 for any 0 <
α < 2. Suppose that conditions A2 and A3 are satisfied. By Case II of Theorem 2.7 with
h(x) = 1 ∧ |x|−1−α we have
pt(x, y) ≤ ct
−1/α
(
1 + h(|x− y|t−1/α) + tǫ/αhǫ(|x− y|t
−1/α)
)
=
c
t1/α
(
1 +
{( t1/α
|x− y|
)1+α
+ tǫ/α
( t1/α
|x− y|
)1+α−ǫ}
1|x−y|≥t1/α
)
,
(6.1)
for all t ∈ (0, 1], x, y ∈ R.
Example 6.2. Consider a Lévy process with the discrete Lévy measure
µ(dy) =
∞∑
k=−∞
2kθ
(
δ2−kυ(dy) + δ−2−kυ(dy)
)
,
where υ > 0, and 0 < θ < 2υ. This Lévy measure was studied in detail in [KK12a], where
we show that the respective characteristic exponent satisfies q(ξ) ≍ |ξ|α with α = θ/υ. In
particular, condition A1 is satisfied, and ρt ≍ t−1/α. One can check that for α > 1 condition
(2.25) holds true with 1 − G(x) = x−α1x≥1, see [KK12a]. Suppose that conditions A2 and
A3 are satisfied. Then, by Case I of Theorem 2.7 we have
pt(x, y) ≤ ct
−1/α
(
1 + h(|x− y|t−1/α) + tǫ/αhǫ(|x− y|t
−1/α)
)
=
c
t1/α
(
1 +
{( t1/α
|x− y|
)α
+ tǫ/α
( t1/α
|x− y|
)α−ǫ}
1|x−y|≥t1/α
)
,
(6.2)
for all t ∈ (0, 1], x, y ∈ R.
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Example 6.3. Consider the function α : [0,∞) → [α−, α+] ⊂ (0, 2) such that vα′(v) → 0
as v → ∞. It was shown in [KK12a] that there exist a Lévy measure µ and the respective
characteristic exponent q(ξ), such that
qU(ξ) ≍ q(ξ) ≍ qL(ξ) ≍ |ξ|α(ln |ξ|), |ξ| → ∞. (6.3)
In particular, condition A1 is satisfied. On the other hand, for any α ∈ [α−, α+] there exists
a sequence {ξα,k, k ≥ 1}, such that
ξα,k →∞, q(ξα,k) ≍ (ξα,k)
α, k →∞.
This example illustrates that despite of the fact that the characteristic exponent has oscil-
lations, there exists the fundamental solution to (1.1), provided that the function m(x, u),
which is responsible for the perturbations of µ, satisfies the conditions of Theorem 2.1,
which is the transition probability density of a Feller Markov process.
7 Appendix A
Proof of Lemma 4.1. We follow the ideas presented in [KK12a, Section 3.2].
By A1, we can bring the derivatives ∂t∂kx inside the integral in the representation of
pt(x). Split
∂t∂
k
xpt(x) = −
∫
R
(−iξ)kq(ξ)e−iξx−tq(ξ)dξ
= −
∫
R
(−iξ)kqt(ξ)e
−iξx−tq(ξ)dξ −
∫
R
(−iξ)k
(
q(ξ)− qt(ξ)
)
e−iξx−tq(ξ)dξ
= −
(
∂kp˜t ∗ Pt
)
(x)− t−1
(
∂kpt ∗ Pt ∗ Λt
)
(x)
= I1(t, x) + I2(t, x),
where
qt(ξ) :=
∫
|uρt|≤1
(1− cos(ξu))µ(du),
p˜t(x) := F
−1
(
qt(·)e
−tqt(·)
)
(x), pt(x) := F
−1
(
e−tqt(·)
)
(x),
and
Pt(dw) = F
−1
(
e−t(q(·)−qt(·))
)
(dw),
which coincides with the definition of Pt(dw) given in (3.23). The estimate for pt,k(x) was
obtained in [KK12a]:
∂kxpt(x) ≤ ρ
k
t gt(x),
where gt is of the from (3.1) with some constant c > 0. Therefore,
I2(t, x) ≤ t
−1ρkt
(
gt ∗ Pt ∗ Λt
)
(x), t ∈ (0, 1], x ∈ R.
where Note that
(
Λt ∗ Pt
)
(R) ≤ C for all t ∈ [0, 1].
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Let us estimate p˜t(x). Note that the function qt(ξ) can be extended to the complex plane
with respect to ξ, and
qt(y + iη) =
∫
|uρt|≤1
(1− cosh(ηu) cos(yu))µ(du).
Applying the Cauchy theorem, we have (see [KK12a] for details)
I1(t, x) = (2π)
−1
∫
R
(−iy + η)kqt(y + iη)e
ηx−ixy−tqt(y+iη)dy.
Observe also, that qt(y + iη) is real-valued, and qt(y + iη) ≥ qt(y) + qt(iη). Note that
tqt(y) ≥ tq(y)− t
∫
|uρt|>1
(1− cos(yu))µ(du) ≥ tq(y)− c1.
Since the Lévy measure µ is symmetric, we have
−qt(iη) = t
∫
|ρtu|<1
[cosh(ηu)− 1]µ(du) = t
∫
|ρtu|<1
(ηu)2ϑ(ηu)µ(du)
≤ tϑ(η/ρt)
∫
|ρtu|<1
(ηu)2µ(du) = t(η/ρt)
2ϑ(η/ρt)q
L(ρt)
= cosh(η/ρt)− 1,
where ϑ(x) = x−2[cosh x− 1], and we used that ϑ is even and strictly increasing on (0,∞).
In such a way,
I1(t, x) ≤ c2e
ηx+cosh(η/ρt) cosh(η/ρt)
∫
R
(|η|+ |y|)kqt(y)e
−tq(y)dy
≤ 2c2t
−1eηx+2 cosh(η/ρt)
∫
R
(|η|+ |y|)ke−2
−1tq(y)dy,
where in the last line we used the obvious inequality qt(ξ) ≤ q(ξ). The expression in the last
line can be estimated from above in the same way as in [KK12a, Lemma 3.6]:
I1(t, x) ≤ c2t
−1ρkt
(
gt,θ ∗ Pt
)
(x),
where gt is the same as above in the proof, and θ ∈ (0, 1). Summarizing the estimates for
I1(t, x) and I2(t, x), we derive the statement of Lemma 4.1.
8 Appendix B
In this Appendix we formulate the result on the existence of the fundamental solution to
(1.1) and its properties, under the assumption that the operator L(x,D) is the sum of a
Lévy generator and a bounded perturbation.
Let µǫ(du) := (|u|ǫ ∧ 1)µ(du),
R
(1)
t (du) = Pt(du) + (Pt ∗ µǫ)(du),
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R
(k+1)
t (dw) =
1
B(k(1−δ),1−δ)
∫ 1
0
∫
R
(1− r)k−1−kδr−δR
(k)
t(1−r)(dw − u)R
(1)
tr (du)dr, k ≥ 1. (8.1)
For A > 0 put
Rt(dw) :=
∞∑
k=1
AkR
(k)
t (dw), Qt(dw) := c
(
Pt(dw) +
(
Pt ⊛ Rt
)
(dw)
)
, (8.2)
where c > 0 is the normalizing constant.
Theorem 8.1. Let the operator L(x,D) be given by (1.2). Assume that conditions A1–
A3 are satisfied, but ǫ > 0 in condition A3 is such that (2.14) fails. Then statements of
Theorems 2.1, 2.5, Propositions 2.3, 2.4 and 2.6 remain valid, with the only modification:
pt(x, y) ≤ ρt
(
fup(ρt·) ∗ Qt
)
(y − x), t ∈ (0, 1], x, y ∈ R.
where the probability measure Qt(dw) is given by (8.2).
Proof. The only difference of the proof from those of Theorem 2.1 is in the estimate obtained
in Lemma 3.4. In this case for ǫ > 0 such that (2.14) fails we get
∣∣Φt(x, y)∣∣ ≤ C
∫
R
(
pt,y(x+ u) + pt(x)
)
(|u|ǫ ∧ 1)µ(du)
= Cρt
(
fup(·ρt) ∗
(
Pt + Pt ∗ µǫ
))
(x)
= Ct−δ
(
g˜t ∗ R
(1)
t )(y − x).
where as before g˜t(x) = tδgt(x), and δ ∈ (0, 1) is arbitrary. The rest of the proof can be
conducted in the same way as the the case of Theorem 2.1.
9 Appendix C
Proof of Lemma 3.1. i) Note that for s < t
2
we have ρt−s ≤ ρt/2, implying∫
R
ρt−sρsfup((x− z)ρt−s)fup((z − y)ρs)dz ≤ ρt/2
∫
R
ρsfup((z − y)ρs)dz ≤ c1ρt/2 ≤ c2ρt,
where in the last inequality we used that ρt ≍ ρct for any c > 0, t ∈ (0, 1], which is implied
by qU(ξ) ≤ qU(cξ) ≤ c2qU(ξ) for any c ≥ 1, ξ ∈ R. Analogously, for s > t
2∫
R
ρt−sρsfup((x− z)ρt−s)fup((z − y)ρs)dz ≤ c3ρt.
Let D(x) := |x| ln(1 + |x|). Since ρt is monotone increasing as t→ 0, we have by convexity
of D the inequalities
D(|x− z|ρt−s) +D(|z − y|ρs) ≥ 2D(2
−1|x− y|ρt) ≥ D(|x− y|ρt)− c,
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where c > 0 is some constant. Then for any ϑ ∈ (0, 1) we have
I(t, x, y) ≤ d21e
−d2ϑ{D(|x−y|ρt)−c}
·
∫
R
ρt−sρs exp
[
− (1− ϑ)d2
{
D(|x− z|ρt−s) +D(|z − y|ρs)
}]
dz
≤ C(1− ϑ)−1ρtf
ϑ
up((y − x)ρt) = C(1− ϑ)
−1gt,ϑ(y − x),
(9.1)
where C > 0 is some constant.
ii) By assumption a) of Theorem 2.7.II we have h(Cx) ≤ h(x) for any C, x ≥ 1, which
implies {
hǫ(|x− z|ρt−s) ≤ hǫ(|x|ρt−s/2), when |x− z| ≥ |x|/2,
hǫ(|z|ρs) ≤ hǫ(|x|ρs/2), when |x− z| ≤ |x|/2.
(9.2)
where for the second relation we used that |x − z| ≤ |x|/2 implies |x|/2 ≤ |z|. Take
B1 := {z : |x− z| ≥ |x|/2}, B2 := {z : |x− z| ≤ |x|/2}. We have∫
B1
ht−s,ǫ(x− z)hs,ǫ(z) dz ≤ ht−s,ǫ(x/2)
∫
R
hs,ǫ(z)dz ≤ c1ht,ǫ(x/2) ≤ c2ht,ǫ(x),∫
B2
ht−s,ǫ(x− z)hs,ǫ(z) dz ≤ hs,ǫ(x/2)
∫
R
ht−s,ǫ(x− z)dz ≤ c1ht,ǫ(x/2) ≤ c2ht,ǫ(x),
where in the last inequalities we used subsequently that ρs increases monotone as s → 0,
hǫ(Cx) ≤ C
−1hǫ(x) for any C, x ≥ 1, and hǫ(x/2) ≤ chǫ(x) for all x ≥ 1. Thus, summarizing
the above estimates, we obtain (3.8).
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