Abstract. We present the construction of a dynamic area fraction model (DAFM), representing a new class of models for an earth-like planet. The model presented here has no spatial dimensions, but contains coupled parameterizations for all the major components of the hydrological cycle involving liquid, solid and vapor phases. We investigate the nature of feedback processes with this model in regulating Earth's climate as a highly nonlinear coupled system. The model includes solar radiation, evapotranspiration from dynamically competing trees and grasses, an ocean, an ice cap, precipitation, dynamic clouds, and a static carbon greenhouse effect. This model therefore shares some of the characteristics of an Earth System Model of Intermediate complexity. We perform two experiments with this model to determine the potential effects of positive and negative feedbacks due to a dynamic hydrological cycle, and due to the relative distribution of trees and grasses, in regulating global mean temperature. In the first experiment, we vary the intensity of insolation on the model's surface both with and without an active (fully coupled) water cycle. In the second, we test the strength of feedbacks with biota in a fully coupled model by varying the optimal growing temperature for our two plant species (trees and grasses). We find that the negative feedbacks associated with the water cycle are far more powerful than those associated with the biota, but that the biota still play a significant role in shaping the model climate. third experiment, we vary the heat and moisture transport coefficient in an attempt to represent changing atmospheric circulations.
Introduction
Earth's climate has remained surprisingly stable since its formation four and a half billion years ago, a situation which has led to the hypothesis that the Earth Climate System (ECS)
Correspondence to: K. M. Nordstrom (knordstrom@comcast.net) is a self-regulating complex system. It has been proposed (Lovelock, 1972; Lovelock and Margulis, 1974 ) that the biosphere plays a key role in this climatic self-regulation. However, the presence of water on earth was a prerequisite for life to have originated, and for it to have evolved since then. Indeed, water is the fundamental substance supporting the existence of all life on earth and connecting it to the environment. The global hydrological cycle involving the movement of fresh water through the complete planetary system and the coexistence of water in three phases (liquid, solid and vapor) distinguishes Earth from apparently lifeless planets such as Mars and Jupiter. These broad observations suggest that the water cycle plays a key role in climatic self-regulation on earth with or without the existence of a biosphere, and serve as a focus for this article.
We will demonstrate, using a relatively simple nonlinear dynamical model, that the presence of an active water cycle on earth can play a key role in the regulation and evolution of its temperatures. Oceans act as low-albedo heat sinks and, in conjunction with the atmosphere, circulate to bring heat to the poles. Polar ice caps reflect a large percentage of incoming radiation. Clouds block both short-wave radiation entering the atmosphere and long-wave radiation leaving it, while precipitation and evaporation processes move heat and water between the ground, oceans and the atmosphere. Evapotranspiration processes couple all of this to biota, which in turn are an important contributor to the carbon cycle. These and other global bio-geochemical processes consist of positive and negative nonlinear feedbacks, and provide a basis for understanding the role of the hydrological cycle in the self-regulation of planetary temperatures.
Our simple nonlinear model, called a Dynamic Area Fraction Model (DAFM), has zero spatial dimensions (0-D) (Nordstrom et al., 2004; Nordstrom, 2002) . It is a box model, in which the key biophysical processes involving the water cycle interact dynamically. The boxes of this model expand or contract dynamically as a result of these interactions. The 0-D structure of the model greatly simplifies specification of spatial variabiltiy of biophysical processes and forcings. It allows us to test to what degree they contribute to the self-regulation of the planetary climate.
Although it is possible to generalize the DAFM framework to include a larger number of boxes than considered here, or to explicitly include spatial dimensions, we believe that it is necessary to first understand the role of the key dynamical processes involved in climatic self-regulation in their simplest form. Insights in this paper will provide a foundation on which to base further generalizations. Our motivation for this work is to understand all zero-order dynamical processes and their interactions through the water cycle while still maintaining maximum simplicity. The complexity of a climate model increases with added spatial dimensions, additional processes, or boxes, all of which increase the number of interacting parameters. Many of these parameters are poorly known. A complete error analysis or even a consistent interpretation of cause and effect becomes more difficult as model complexity increases.
On the other hand, models with low spatial dimensions and a small number of boxes have been used quite successfully in a variety of climate applications (Budyko, 1969; Paltridge, 1975; Watson and Lovelock, 1983; Ghil and Childress, 1987; Harvey and Schneider, 1987; O'Brian and Stephens, 1995; Houghton et al., 1995; Svirezhev and von Bloh, 1998) . However, they generally lack many of the basic interactions which define our climate system. These can include an interactive hydrological cycle, cryosphere, biosphere, and biogeochemical cycles. We will present the construction of a DAFM representing a new class of 0-D model of an earth-like planet with coupled parameterizations for all the major components of the hydrological cycle involving liquid, solid and vapor phases. This model therefore shares some of the characteristics of an Earth System Model of Intermediate complexity (EMICS) (Claussen et al., 2002) . We leave the addition of a dynamic carbon feedback for future work, though the carbon greenhouse effect is included in static form.
We begin by describing the construction of our model in Sect.2, and discuss feedbacks and parameter estimation in Sects. 3 and 4, respectively. In Sect. 5, we present two simple experiments with this model and the results for each. In Sect. 6, we conclude.
Model description
A model of even this "limited" complexity contains a relatively large number of variables, and for this discussion consistent naming conventions are important for clarity. Section 2.1 describes these conventions. Representing such a complex system with a DAFM requires establishing dynamics for energy balance and for other intrinsic variables, and it requires adding area fraction dynamics for oceans and ice caps. We shall describe the representation of these components as well as other aspects of the hydrological cycle in Sects. 2.2-2.6.
Naming conventions
This model consists of 6 regions and subregions, and local variables associated with each region are labelled with a subscript i to denote regional dependence. This subscript can take the value t for trees, g for grasses, d for bare ground ("dirt"), o for ocean, acc for accumulation zone, or abl for ablation zone. If the subscript refers to the ice sheet as a whole, it is denoted by a capital letter I . Global mean quantities without regional dependence are denoted by an overbar, as inT .
On each region, there are four prognostic variables to update. These are the region size a i , the temperature T i , the precipitable water w i , and the soil moisture s i . Each region also has several diagnostic variables associated with it, each of which affects the update for the prognostic variables. These diagnostic variables include precipitation P i , evaporation E i , cloud albedo A ci , greenhouse greyness ν i , and cloudiness a ci .
Finally, each region includes a transport term for each of the three transverse fluxes, heat, atmospheric moisture, and soil moisture. These are denoted by F H i , where H is the flux in question. The DAFM adjustment terms K H i , which will be introduced below and are necessary to establish global conservation of quantities H , follow a similar convention.
Energy balance
The DAFM framework used here was introduced in Nordstrom et al. (2004) to remove the assumption of perfect local homeostasis through the albedo-dependent local heat transfer equation in the Daisyworld model of Watson and Lovelock (1983) . It was pointed out by Weber (2001) that the regulation of local temperatures in Daisyworld, or homeostasis, was proscribed by the biota independently of solar forcing. Additionally, the strength of the model's homeostatic behavior, its main result, was forced to depend on an arbitrary parameter associated with the heat transport. The DAFM formulation enabled us to interpret the Daisyworld heat transport parameter physically, thus removing the artificiality in its parameter set. This representation also resulted in global temperature self-regulation similar to that in Daisyworld, despite the removal of the assumption of perfect local homeostasis. Under the DAFM framework used in Nordstrom et al. (2004) , we stipulated local temperature adjustments due to solar radiative forcing in each box, and constrained the total energy of the planet to satisfy energy conservation. We will follow the same approach here for each box of our DAFM climate model.
We use a constant heat capacity across the system, c p in the energy balance equation, rather than differentiating it between land and ocean boxes. Estimates of c p vary widely (Harvey and Schneider, 1987) for both ocean and land, but we take c p =3×10 10 J /m 2 K as a representative value. Accounting for variations in c p by region will be addressed in future versions of the model. The results of the model in its steady state are relatively insensitive to the value of c p , though integration paths in time vary, since c p dt provides an effective timescale for temperature update.
Regional temperatures in the model update through radiative balance
in which R in is the net incoming shortwave radiation at the surface, R out is the net outgoing longwave radiation from the surface, F T i represents the interregional heat transfer, K T i is the DAFM term explained below in Eqs. (9) and (10).Ṫ i represents a total derivative of temperature in time. These quantities are defined to be
with S the insolation of the present-day earth averaged over a sphere, L the ratio of the model insolation to S, A i the local mean co-albedo for a region, a ci the region mean cloudiness, A ci the region mean cloud albedo, σ the Stefan-Boltzmann factor for blackbody radiation, 1−ν i the greenhouse factor in the longwave greybody term, T c the cloud-top temperature, and c p the column-integrated heat capacity per m 2 of the earth. D T is a coefficient of heat transfer, and the form of F T i is used for simplicity (Budyko, 1969) . While it is clear that using a single coefficient D T for every region of the model is technically not accurate, it is also clear that we must do so in order that the F T i terms integrate to zero over the globe. The error thus introduced should be investigated in a future model by using a more realistic representation of heat transport. It is important to note that in a DAFM, R in,i , R out,i , and F T i are terms with specific physical significance, whereas K T i is present for accounting purposes.
Dynamic areas
The update of local variables in a DAFM is relatively straightforward, since it is a box model, except for the addition of an extra term to account for the movement of local boundaries. This term incorporates the adjustment of locallyconserved quantities like water mass and energy, and it performs an instantaneous averaging over the region.
To understand the term, consider a system with two regions of areas a 1 and a 2 =1−a 1 ; and temperatures T 1 and T 2 . The heat capacity for the system is c p , so the total heat of the system is Q=Q 1 +Q 2 =c p a 1 T 1 +c p a 2 T 2 . Now let region 1 expand by δa 1 into region 2, without the addition of any more heat from outside the system, and without accounting for any entropy effects from birth-death processes.
If we were to calculate energy balance with no correction to account for regional expansion, the new heat of region 1 would be
and the new heat of region 2 would be be
such that
This is clearly false, since no heat has been added to the system and therefore Q =Q. For consistency, the new heats of regions 1 and 2 should be
respectively. To account for this, the term added to the energy balance for region 1 must be c p a 1 K T 1 =c p δa 1 (T 1 −T 2 ) and that added to region 2 must be K T 2 =0 such that the intrinsic quantities T 1 and T 2 update by
Generalizing, a region with some intrinsic quantity H i (e.g., temperature, column atmospheric moisture per unit area, column soil moisture per unit area, column carbon dioxide per unit area, etc.) that expands into another region by an area da i , updates H i by δa δH ij , where δH ij is the difference in quantities H between the original region and the one it expanded into. A region that contracts, on the other hand, does not update H . For simplicity, we assume that every region except the accumulation zone, which is surrounded by an ablation zone, expands into and contracts against the region of bare land. This can be written as
for all such regions. The update for H d can be found from the conservation condition,
Specific regions in the model grow and contract according to their own rules. For instance, oceans and ice caps evolve according to water mass conservation, as described below. Vegetated areas, on the other hand, evolve according to the simple population dynamic ruleṡ
Here we are using
as the birth rate of a species per unit area, with T opt the optimal temperature for both species' birth rate. The factor
is the bare land fraction and γ is the death rate for the species. This equation is known as the Lotka-Volterra equation (Boyce and DiPrima, 1992 ), a simple model of competition between two species for a single resource, space to grow. Note that both the birth and death rates in (12) should arguably also be functions of some other local variables, such China, 1951 China, -1990 . Data is from Wang et. al., 1993. as soil moisture. However, because the size of the bare fraction a d is not determined solely by the biota, including other variables in the vegetation birth rate overdetermines the model. In such a case, trees and grasses may not simultaneously exist in steady state. We therefore elect to retain a birth rate dependent only on temperature.
Hydrological cycle
Water vapor is the largest greenhouse gas in the atmosphere. Therefore, the distribution of water in the atmosphere is important for specification of radiative effects like cloud reflectivity and greenhouse forcing. Functional relationships between surface water vapor characteristics and column integrated water vapor have been tested with some success (Choudhoury, 1996) . We therefore choose to keep track of a given region's mean precipitable water, denoted w i , as a simple measure of region mean atmospheric water vapor. Mass balance giveṡ
where E i is evaporation, P i is precipitation, F wi represents the interregional atmospheric moisture transport, and K wi is the DAF adjustment for precipitable water. We use the Magnus-Tetens formulae for estimating thermodynamic variables at saturation. Using the formula for saturation density ρ s (T ) for water vapor, we can calculate the saturation mass per unit area for a vertical column of atmosphere using a linear temperature profile with lapse rate γ l =6.5 K/m (Emanuel, 1994 ) with
A measure of the total relative humidity for a column can now be written r i =w i /w sat (T i ). Precipitation P i is, of course, difficult to represent in a 0-D model. Convective rainfall is highly variable in both space and time, and to accurately represent this requires a very sophisticated parameterization. We elect, therefore, to simply view precipitation as the mechanism by which the atmosphere sheds excess water. As such, we leave a convection parameterization for the future and keep track of only annual mean rainfall, which has units of mass over time. The timescale should depend inversely upon local saturation, since a highly saturated atmosphere will rain more quickly than an unsaturated one. We therefore write
after the parameterization used by Paul (1996) , which developed annual rainfall proportional to precipitable water, but with an additional power law dependence on column relative humidity. Mean annual regional cloudiness correlates logarithmically to precipitation ( Fig. 1 ), so we take the regional cloud area fraction to be
The empirical parameters f , p, a co , and α are to be determined from data. Cloud albedo A ci is a sensitive function of cloud height (Hobbs and Deepak, 1981) , and we assume that clouds form at a constant temperature T c across our model. A linear profile for temperature, which we have already assumed for saturation, means that H c (T i )=(T i −T c )/γ l and
Here T c is the cloud top temperature from Eq. (3), 1 γ l is the linear slope for cloud height, and A co is the cloud albedo for clouds at the surface. The linear response of cloud albedo to cloud height, κ, is an empirical parameter to be determined from data.
To represent evaporation, we choose a Penman-Monteith resistance model of the form
where ρ a is the density of the ambient air, c pa is the heat capacity of the ambient air, r h is the hydrodynamic resistance of bare soil, γ h is the "psychrometer constant", and L v is the latent heat of vaporization of liquid water. φ(T i ) is an estimate of the derivative of the saturation vapor pressure e sat (T i ) close to the ground (Monteith, 1981) , e i =e o [ln(m wi )+T c ] e x is the vapor pressure determined from the column integrated moisture (Emanuel, 1994) , and r si is the stomatal resistance of the region's biota. Stomatal resistance is a function of many things, most sensitively ambient carbon dioxide concentrations; but also intensity of sunlight, ambient temperature, and ambient relative humidity. Since carbon dioxide is fixed in this version of the model, in vegetated regions we take resistance to be a function of relative humidity
setting h 1 =.004 m/s and h 2 =.096 m/s for consistency with the Ball-Berry model of stomatal conductance (Ball et al., 1987; Pleim, 1999) . In non-vegetated regions, r si =0. The greenhouse forcing, ν, is taken to be a linear function of moisture. Here
with ν c the (constant) carbon forcing and ν w the absorptivity of water across the visible and thermal spectra. Both parameters remain to be estimated from data. Soil moisture is also an important variable to track, since its distribution determines, to a large extent, the ability of vegetation to survive. Mass balance for the soil gives us
for s i the soil water content in soil d soil deep; ρ w is the density of water. We choose F si =D s (s−s i ), and K si analogously to K T i . Therefore, we take the death rate for biota to be a quadratic function of s i , the simplest function that is zero at both saturation and drought. We will assume for the purposes of this model that all interregional atmospheric transports occur through bulk movement of air, and thus through atmospheric circulation patterns. Then moisture transports in the atmosphere will follow the movement of heat, and they should reduce when there are smaller quantities of water in the atmosphere. We therefore make F wi proportional to F T i and the ratio of global mean precipitable waterw to the mean precipitable water at the current luminosity,w | L=1.0 . This assumption yields
in which D m is a constant determined by matching moisture content over the model ice caps to present day polar values withw=w | L=1.0 . The value forw | L=1.0 can be found from Peixoto and Oort (1992) to be about 25.5 kg/m 2 .
Oceans
Oceans may be represented by a dynamic area fraction, with birth rate proportional to precipitation and runoff, and with death rate proportional to evaporation. Thus,
where µ ice is melt from the ablation zone of the polar caps and M o is the mass of a column of ocean water. We assume a constant mean ocean depth for simplicity. Although the actual adjustment of the ocean fraction is small due to the large value of the constant M o , the effect of small changes in a o on the hydrological cycle in the rest of the model is potentially significant. The presence of the soil moisture convergence term F so , included to capture the effects of runoff from land processes, requires the specification of a preferred soil moisture for the ocean, since we can't directly write down a sensible analog of soil moisture in the ocean. Then
with s o a constant to be determined.
Ice caps
Ice caps can also be represented as a dynamic area fraction, but the DAF must be divided into two regions, an ablation zone and an accumulation zone. The division between these zones will be made by mean annual temperature, since annual snowmelt in the polar regions is principally determined by temperature and not by solar radiation (Bowman, 1982) . We therefore construct a line of freezing θ f rz , inside of which ice sheets tend to grow and outside of which they ablate. The ice sheet poleward of θ f rz , where no significant snowmelt occurs, will be known as the "accumulation zone"; whereas the ice sheet towards the equator from θ f rz will be referred to as the "ablation zone". This parameterization is constructed after the model discussed in Ghil and Childress (1987) . The freezing line is demarcated by a mean annual temperature equal to an effective freezing temperature, T f e , discussed below. θ f rz may then be determined from the global radiative balance by noting that the solar constant varies sinusoidally with co-latitude, and may be reasonably approximated by a square root for easy invertability. If we approximate the solar luminosity S θ =S(A θ +B θ √ (θ)), we can determine a co-latitude θ at which a given steady-state temperature T θ will occur by using a steady state assumption on (1), such that
Here w θ is the local atmospheric moisture at temperature T θ , which can be found through a steady state assumption on a mass balance Eq. (14). Note that K w,θ =0 because w θ is associated with a region of zero area. The fractional area of a sphere that lies within a given co-latitude θ is (1− cos θ )/2. If we assume north-south symmetry, this is multiplied by a factor of two such that the fractional area of a globe with an annual mean temperature lower than T θ is a θ =1− cos θ . Hence, the accumulation zone has area a acc =1− cos θ f rz , θ f rz is the co-latitude at which snowmelt for the year is zero, and the ablation zone has area a abl =a i −a acc .
Under the DAF formalism, the area of the ice sheet updates with different precipitation-and evaporation-dependent mass balance rates in each subregion so that
where N abl is a melt rate and M I is the mean mass of a column of ice. Note that this formulation assumes a square profile for the ice sheet for simplicity, though it is possible to assume other profiles, as well. Moisture and temperature variables must be calculated for each subregion to close P acc , E acc , P abl , and E abl . These variables are computed from their respective balances at the zonal center of each subregion. DAF adjustment terms K H i become somewhat tricky over the ice. This is in part because the accumulation zone expands into the ablation zone rather than the bare land fraction other regions expand into (see Fig. 2 ). Also, the ablation zone expands into both the accumulation zone and the bare land fraction. The fact that the ablation zone has two regions of expansion means it is necessary to specify in which direction the ablation zone has increased or decreased. Such a specification, though somewhat more complex than the DAFM behavior exhibited by the other regions, is not conceptually difficult. It simply relies on determining the growth of the ice sheet as a whole and θ f rz , then deductively specifying growth of the component parts. However, the analytical treatment is messy and not particularly illuminating physically, so we will not discuss it here, other than to note that the two-region expansion is accounted for in the model. This two-region expansion is the basis for developing a DAFM in higher dimensions, where one obtains a dynamically adjusting grid.
Over ice caps, snowmelt N abl must also be computed. Energy balance models of the ice sheets (Bowman, 1982; Sandberg and Oerlemans, 1983; Paul, 1996) parameterize monthly snowmelt linearly in terms of monthly temperature T m as N m (T m )=550+1100(T m −T f )kg/yr with T f the freezing point temperature 273.15 K. T m , of course, does not scale directly to an annual mean temperature, since the variation of monthly mean temperatures is substantial in the arctic regions. To reconcile this parameterization to an annual mean temperature, it is necessary to replace T f with an effective annual freezing temperature, T f e such that
T f e is tuned to yield an ice-cap coverage of 2.9% since the major land ice sheets on earth, Greenland and Antarctica, cover approximately that much of earth's surface area.
Feedbacks
A model of this level of complexity contains many nonlinear processes, and as such it may be useful to enumerate feedbacks that have been included. For this purpose, we rewrite Eqs. (1) and (14) as
the expanded local heat update equation, anḋ
the equation for local moisture update with precipitation expanded. The effect of each term in these equations is more clear when expanded, since positive feedbacks are represented by those terms added and negative ones are represented by those subtracted.
The most obvious feedback is that between temperature and the blackbody term, the 5th term in (29), since it is uncoupled to other model variables. As local temperature T i increases, the amount of longwave radiation released from the atmosphere increases, evidently as T 4
i . This powerful negative feedback provides a temperature bound for the climate system.
However, an increase in a local temperature also leads to increases in several diagnostic model variables. Both evaporation E i (19) and precipitation P i (16) are increased, as is seen in more complex models (Houghton et al., 2005 1 ). Since m sat,i in the denominator of P i is exponential in temperature, the saturation point of the atmosphere increases, so m wi increases as well.
The greyness factor ν i (21) therefore increases, as does cloud area as a function of the precipitation and cloud albedo as a direct function of temperature (see Eqs. 17 and 18) . ν i appears in (29) coupled to temperature in the 2nd term, creating a powerful positive feedback well known as the "Greenhouse" feedback.
Cloud fraction a ci appears in the 3rd and 4th terms of (29). Its effect in the 4th term is clearly that of a negative feedback, since it is coupled to the cloud albedo which also increases with temperature. This is commonly known as the shortwave cloud feedback. The effect of clouds on the 3rd term is more complex; for values of the cloud top temperature this feedback will be positive, but for T c >(1−ν i ) 1/4 T i this feedback is negative! That is, for high values of the greyness factor in this model, the effect of clouds in the longwave can actually be to cool the planet, an interesting feedback to be sure. However, it must be noted that such a situation is not physically realistic, since heat must first escape from the greenhouse gases below the clouds in order to reach the clouds and the model does not account for this. The possibility of such a feedback is thus an artifact of our assumption of a constant cloud top temperature. We can view relation (31) as providing an upper bound for estimation of the parameter T c in the model.
There is an ice-albedo feedback in the model, a positive feedback produced by the high reflective capabilities of polar ice. The accumulation angle θ (26) increases as a function of F T ,θ , which increases as T decreases. Thus colder temperatures lead to a larger accumulation of ice, which reflects more heat.
Other feedbacks come from the surface processes in the model. From Eq. (11) with β(T i ) expanded and γ (s i )=γ o + γ (s i −s opt ) 2 ,
The second term in this equation is a biota albedo feedback, negative since it increases as the local temperature strays from the optimal. Feedbacks with ocean fraction are negligible, since the percent change of the area of the ocean system is extremely small. Major feedbacks in the model are listed in Table 1 .
Parameter Estimation
As with any model, the DAFM requires the specification of several parameters and we choose these to resemble an earthlike climate. As a general and consistent rule, model parameters are selected to bring the system variables to approximately match annual means on earth. However, the parameterizations themselves are applied by linearly scaling the annual mean estimates to the time scale of model integration, 1/1000th of a year, and by varying them on that timescale.
Our representation of the hydrological cycle demands specification of a fallout frequency, f ; the relative humidity exponent p for precipitation; a base cloudiness, a co ; the precipitation exponent for cloudiness, α; the surface temperature slope for cloud albedo, κ; the minimum albedo for clouds, A co ; the greenhouse greyness due to carbon, ν c ; the water vapor slope for water vapor greyness, ν w ; the preferred oceanic soil moisture, s o ; the coefficient for the linear transport of atmospheric moisture, D w ; the coefficient for the linear transport of soil moisture, D s ; the snowmelt temperature, T f e ; and the cloud top temperature T c .
We use data taken over Beijing, China (Wang et al., 1993 ) to find our power law exponent, α=.1, indicating a weak dependence for cloudiness on precipitation (Fig. 1) . Since the earth's mean cloudiness at our current temperature is 49%, we can find a co from the mean conditions. The mean surface temperature of the earth is around 288.4 K, its mean precipitable water is about 25.5 kg/m 2 , and its mean albedo is 30-35% (Peixoto and Oort, 1992) . The minimum cloud albedo A co , generally associated with low-lying fog, we take to be .05 to match the albedo of the ocean. For stability the model requires κ≤1/60, and for larger κ the clouds become increasingly more capable of adjusting albedo to block solar input; thus we take κ to be its minimum possible value to prevent excessive bias towards homeostatic behavior in the hydrological cycle. Then, from the earth's mean albedo, we can determine the cloud top temperature T c .
Ice sheets cover 2.9% of the earth's surface, which allows us to determine the annual melting temperature T f e . The precipitation exponent p, representing the power law dependence of precipitation frequency on column humidity, we determine by matching the frequency found from data in the ice cap model of Paul (1996) at earth-like conditions in our parameterization. We can now determine the frequency coefficient f from the mean column moisture on earth.
The moisture transport coefficient we assume to be constant over the globe by construction; its value can be estimated from the polar moisture transport listed in Peixoto and Oort (1992) . For simplicity, we use D w =D s , dividing moisture flux evenly between atmosphere and land. Model behavior is relatively insensitive to variations in this parameter in the neighborhood of its estimated value.
The carbon greyness ν c is tuned to represent about 5% of the greenhouse forcing. For a soil composed of 10% sand and 10% clay, saturation occurs at s i ≈.45 and drought for s i ≈.1 (Salisbury and Ross, 1992) . The ocean's preferred soil moisture, s o , is set to the midpoint of these two values, s o =.275. Taking a conservative estimate of the carbon greenhouse greyness, we can determine ν w finally from the earth's mean temperature. Values of parameters used in our model runs for this analysis are listed in Tables 2 and 3 .
Analysis
We perform two numerical experiments to emphasize the effects of feedbacks between various components of the hydrological cycle on the global mean temperature of the model. In the first experiment, we compare runs of the fully coupled model with runs of a reduced model implementing only static hydrological variables over a range of solar luminosities L.
In the second experiment, we modify the T opt parameter, the uniform optimal temperature for seedling growth of both trees and grasses in the model. In the real ECS, this parameter may vary from species to species, and is not well known in general, so modifying the parameter serves two purposes: 1., to test model sensitivity to an unknown value; and 2., to show the range of control vegetation can have over surface temperatures through changing evaporative properties and albedo.
As a basis for comparison in both experiments, we run the model to a steady state for earthlike conditions, as defined by a modern solar luminosity (L=1), a mean temperature near 288.5 K, mean precipitable water near 25.5 K, an ice cap fraction near 3%, cloudiness near 50%, realistic temperatures and precipitation near the poles, and approximately equal coverage for our two plant species.
Comparison to a fixed hydrological cycle varying L
The intent of this experiment is to establish a qualitative idea of the combined effects of various feedbacks between the hydrological cycle and the heat balance on a planet like earth.
As such, we first compile data from a set of runs of the full model with solar luminosities ranging from 70% of present day insolation to 130%. In what follows, we shall refer to this set with the label (L).
For the second set of runs, labelled (L), we fix all variables associated with the hydrological cycle in the model, including regional cloudiness, regional cloud albedo, ice fraction, regional precipitable water, ocean fraction, regional precipitation, and regional evaporation, to the values obtained in the earthlike run, (L=1). Like (L), this data set is obtained by varying L. Vegetation fractions and energy balances are the only climate components in (L) allowed to respond to changes in insolation.
The contrast between the surface temperature values in the full model and those in that without water feedbacks is striking (Fig. 3) . Changes in the global mean temperature in (L) are substantially smaller than they are in (L), indicating that an active hydrological cycle represents a tremendous net negative feedback for all values of L. This result is particularly interesting in light of the fact that two very strong and extremely important positive hydrological feedbacks are present in (L) but not in (L), namely the ice-albedo and hydrological greenhouse feedbacks.
Since these are well-known to be positive feedbacks, other hydrological quantities in the radiative balance must be responsible for this behavior. The only ones remaining are the nonphysical longwave cloudiness effect and the shortwave cloud albedo effect, which represent two possible mechanisms for a stabilizing effect. The first is due to an increase of both cloud area and cloud albedo in the shortwave term with increasing temperatures, and the second is due to the increased absorption and reemission of longwave radiation from the surface in the presence of more clouds. We would like to show that the latter is not the cause of this behavior, since we have discussed earlier that it is not physically relevant.
In Fig. 4 we plot the incoming shortwave radiation at the model's surface over the five regional surface types. The important feature in this plot is that the surfacial insolation on three of the four upper regional curves vary from their means on the order of 5% or less over the entire range of values of L tested. The only exceptions are the region of bare ground, which varies on the order of 7%, and the ice cap, which covers a very small fraction of the surface. This range of L represents a variation of 30% from its mean, so the behavior of the shortwave to solar forcing is extremely stable. It should also be noted that the slopes of these lines are generally decreasing with L. From Eq. (1) and the fact that the model resides at steady state, we can loosely approximate this behavior as a constant. Then we can write
in which all temperature dependence resides on the right side and the left side is approximately a regionally dependent constant, R i . Summing over regions to eliminate the transport Peixoto and Oort (1992) terms,
If a ci =ā c + i , ν i =ν+δ i , and T i =T +τ i , then we can approximate the above as
whence it is a simple matter to show that the three sums in the brackets are small. Thus, withR= i a i R i ,
The first factor in this equation expresses all shortwave effects in the model, the second expresses the possible non-physical negative feedback between cloud fraction and heat balance in the longwave (note that it is both physical and positive if condition (31) is met), and the third expresses the positive feedback inherent in the greenhouse effect.
We can now contrast the behavior of this equation in (L) and (L) to see that it is the behavior of clouds in the shortwave band, expressed by the first factor in (38) , that most supports the stability. For the fixed-water set (L), neitherā c norν change at all; all changes inT 4 , therefore, are caused by changes inR, which is linearly dependent on L. For (L), on the other hand,R is nearly fixed, as shown in Fig. 4 .ā c increases with increasing temperature for (L), and since σ T 4 c /R<1, the second factor in (38) is also increasing with increasing temperature (though it is slowed by the longwave negative feedback with cloud fraction).ν increases fairly rapidly, and so the third factor in (38) is the source of the most warming in (L). Thus, the second two factors in (L) drive the warming; and indeed, warm the model more than their counterparts in (L) (which do not increase at all). Since the first factor increases very slowly for (L), it is clearly the source of the extraordinary stability.
The Effect of varying T opt on surface temperatures
The T opt parameter is difficult to estimate from data, especially considering that it probably varies relatively widely over species adapted to different climatic zones. However, it plays a relatively critical role, as it determines the range of temperatures over which the two species state (simultaneous trees and grasses) can exist.
In our DAFM, T opt is taken to be uniform among trees and grasses, for simplicity. For the first experiments above, it was tuned to allow both species to occupy equal area fractions. Determining the sensitivity of our model to this parameter gives not only an idea of the range of error associated in quantitatively applying results from our model to earth, but also a way to demonstrate the full extent of the biota's control over its environment.
We vary T opt over a wide range of temperatures on the interval [260, 310] K and run the DAFM at earthlike conditions, using the (L=1) run from the previous test as initial conditions. The results are shown in Fig. 5 . The plot breaks into five regions: one two-species region, two single-species regions, and two regions without biota. The two "dead" regions, on the intervalsT ∈ [260, 271] K and T ∈ [302, 310] K, are at the same fixed temperature representing the global mean dominated by ocean and desert.
The three "live" regions may be characterized by species dominance. The left hand region, in which the mean temperatureT is warmer than T opt , is dominated by the high albedo grasses. HereT is steadily reduced with increasing T opt as grasses become capable of covering a greater fraction of the surface. The right hand region is dominated by the low-albedo trees, sinceT is cooler than T opt . In this region,T also reduces with increasing T opt as trees are increasingly less capable of covering the surface. The central region of the plot, in which both species share dominance of the planet, shows high sensitivity to T opt , as competition between trees and grasses adjusts the global mean temperature by more than 1 K. This suggests a surprising degree of control over the mean planetary temperature, as does the fact that the existence of trees and grasses in various configurations appears capable of adjustingT by about 1.6 K.
Conclusion
With our simple hydrological DAFM, we have performed two numerical experiments to investigate the effects of coupling the hydrosphere and the biosphere on the global mean temperature of an earth-like planet.
In the first, we heated the sun and observed a spectacular negative feedback reaction, as the surface heating required the presence of more and more clouds to produce precipitation. While it is possible that this behavior is larger than it should be on earth, it should be noted that the mechanism itself is more than plausible in the ECS. The presence of water in large amounts such as are found on our planet indicates that the heat capacity should be large, a fact that immediately dictates a slow response time for changes in the radiative balance. Increased surface heating of the earth will thus more rapidly produce changes in evaporation, in turn requiring increased precipitation and therefore cloudiness. This is a direct result of the fact that the atmospheric capacity to hold water vapor is a monotonic function of temperature, and is qualitatively unaffected by parameterization. Quantitatively it is, of course, as we have used a primitive linear estimation of greenhouse dependence that ignores saturation effects and therefore overestimates the strength of this positive feedback.
The radiative properties of clouds themselves is a subject for debate, since they apparently include two opposing mechanisms. Clouds generally have high albedos when compared to the surface of the earth, and so their effect on the shortwave radiative term is to reflect away a greater quantity of the sun's input. This, of course, must be viewed as a cooling effect. Clouds are also efficient absorbers of longwave radiation and form at low temperatures such that the blackbody radiation they produce is much lower than that produced at the ground. This latter effect dictates that clouds also create a warming effect in the longwave term. While hardly conclusive, the results from our model indicate that this effect is dominated by the relative constancy of the shortwave term, a behavior associated with the cloud albedo feedback.
It is possible that our choice for the cloud albedo slope κ has affected the qualitative results of this experiment. We have used the minimum value available to us in the present configuration to reduce such an effect. However, we will test this possibility in a future paper. Our parameterizations for the longwave terms that could have affected results include our representation of the greenhouse effect; our assumption of fixed cloud top temperatures T c ; and our choice, determined as it was by other model parameters and variables, for the cloud top temperature T c =270 K. An increased carbon greenhouse effect ν c relative to water vapor would lower the cloud longwave term, while leaving the ground longwave term approximately the same; this change would also not qualitatively affect results, since in this model carbon is treated as a static parameter. Changing cloud top temperatures T c would have exactly the same effect.
It is possible that removing the assumption of constant cloud top temperatures in our model could qualitatively change the outcome of our model runs, and it is possible that allowing carbon to dynamically adjust to climatic changes could do so as well. However, such a situation would require very strong positive feedbacks in the carbon cycle or the cloud top temperatures. In a future paper, we intend to examine results from runs with both of these assumptions removed.
It is interesting to note that these model runs produced no "iceball" effect, even at tremendously low luminosities L. We have also tested much lower values of the heat transport parameter D T and found only modest changes in the size of the ice sheet. This phenomenon is even more interesting in light of the fact that we used the linear Budyko parameterizaton for heat transport, which was cited as a cause of the iceball effect in his seminal paper (Budyko, 1969; Sellers, 1969) . It is possible that the presence of the feedbacks in our model's active hydrological cycle or its biota has prevented this from occurring. However, at present such a conclusion would be speculative, since we have not tested the system sufficiently thoroughly to determine why the ice caps do not grow to cover the system.
In the second experiment, we changed growing characteristics associated with the biota by adjusting the optimal temperature for seedling growth, T opt . We found that the range of temperature difference exerted by adjusting the biota fractions was around 1.6 K, a change on the same order of magnitude as that predicted by GCMs for the doubling of CO 2 in Earth's atmosphere (Peixoto and Oort, 1992) . This is a significant result, since there are more than enough components in this model to dilute the effects of the biota.
It remains to add dynamic carbon feedbacks to this model, like those studied in Svirezhev and von Bloh (1998) . A future paper coupling the two cycles would certainly produce interesting results. It would likewise be interesting to establish local heat capacities, c pi . In addition, more spatial dependency should be added, as biota have different growing characteristics at different latitudes and the effect of landform location is suspected of playing some role in determining global climate. Using different optimal growing temperatures for trees and grasses might also allow us to include growth dependence on other model variables, such as soil moisture.
More generally, there is a great need in this and other models to develop a rigorous framework for parameterizations, one that explicitly incorporates the basic issue of scale dependence and scale invariance in biophysical processes. For example, in this model and others (Pan, 1990) , a PenmanMonteith equation has been used to represent evapotranspiration at relatively large spatial scales. However, Choudury (1999) found that the Penman-Monteith equation was not scale invariant across a very broad range of spatial scales tested in the biophysical model they studied. Such a result reinforces that the Penman-Monteith equation is valid only for very specific scales and should not be directly applied to larger ones. At present, the study of scaling transformations on biophysical parameterizations is in its infancy (e.g. Milne et al. (2002) ). Thus the biophysical parameterizations available to modelers at present are typically not scaleappropriate.
Finally, there is a need to establish model parameterizations in all climate models consistent with some established set of basic physical principles. Unfortunately, there has been relatively little attention paid to how to elucidate such a set of principles in a system like Earth's climate system, which is a highly nonlinear system far from equilibrium or steady state. For example, a promising candidate in this area is the Maximal Entropy Production (MEP) formalism developed by Paltridge (1975) and others (for an excellent review see Ozawa et al. (2003) ). Only by establishing such a consistent theoretical framework will we be able to effectively develop parameterizations capable of representing higher-order moments as well as the means, or ensure consistency in our physical schemes and the results. In future DAFM models we intend to explore the development of parameterizations under a MEP formalism.
