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ABSTRACT
The water industry is facing increased pressure to produce higher quality treated water at 
a lower cost. The operation of water treatment plants is considerably different from 
most manufacturing industrial operations because raw water sources are often subject to 
natural perturbations. The efficiency of an existing treatment plant closely relates to the 
operating conditions of the plant, particularly to that of coagulant types and dosages. In 
this study, an Artificial Neural Network (ANN) model has been applied to water 
treatment plant data in order to predict the coagulant dosage. The ANNs provide an 
alternative means of computation inspired by the functioning of the human brain and 
nervous system and which are efficient in establishing cause-effect relationships. The 
objectives of this research are to evaluate the feasibility and capability of ANNs to aid in 
the operation of water treatment plants, to determine the correlations between the water 
treatment parameters and the coagulant dosage levels and hence to predict future doses. 
The economic benefits of using ANNs and its performance against time series models 
are also evaluated. The data set supplied by Wyong Shire Council, NSW is used in this 
study.
A total of 47 input parameters were presented to various back-propagation ANNs to 
determine the smaller RMS error training and testing data set. In order to determine the 
most significant input parameters, a number of ANN models were developed which 
forecast the alum and polymer dosages. A significance test was then carried out for each 
ANN model. Two methods were used to ascertain the significant input parameters. 
Firstly, the daily values of all parameters over the previous 6 or 7 day period were used 
as the training and testing input data sets. In the second method, each parameter over the
m
previous 6 or 7 day period was used independently as the training and testing input data 
sets. The outputs were the current day alum and polymer dosage for both methods. The 
significant testing was carried out to decrease the number of inputs and to determine the 
most important parameters. The results show that the Method 1 produced an ANN 
model with less number of significant input, comprising 9 input parameters. These 9 
parameters were then used to forecast the alum and polymer dosages one day ahead. The 
average absolute percentage errors between the actual and predicted values are found to 
be 4.34% and 8.45% for the alum and polymer dosages respectively.
An economic analysis was carried out to determine the savings in the chemical costs as 
a result of applying an ANN. Eleven input variables, consisting of 9 significant 
parameters (as obtained in Chapter 6) as well as 2 effluent quality variables (treated 
water turbidity and apparent colour) were used to train and test the ANN. In order to 
carry out an economic analysis of the chemical costs for water treatment, two input 
parameters, treated water apparent colour^) and turbidity(t), were replaced by the target 
values for apparent colour (5 Hazen) and turbidity (1 NTU). These were presented to the 
trained ANN to obtain the required alum and polymer dosages. Alum and polymer 
dosages are predicted using ANNs to meet the target values, and then the predicted 
dosages are compared with the observed values. The results obtained showed that the 
ANN model could reduce the polymer and the alum dosages by 10% and 2% 
respectively. These results indicate the usefulness of the ANN model and its potential to 
reduce the chemical costs in water treatment, especially in the case of large plants. 
However, an overall economic analysis may indicate higher cost savings
As the significant testing indicated, a strong dependence of future chemicals dosages on
the previous levels, the predictions were carried out with a Box-Jenkins time series
IV
(ARIMA) model. Seven and half years of daily alum and polymer dosages were used for 
model development and 6 months for testing the models.
The predictions are made for one to seven days in advance using ARIMA and ANN 
models. These results showed that the ANN model is relatively more accurate. The 
average absolute percentage error for the one day ahead prediction of alum and polymer 
dosages using ANNs is found to be 4.65% and 6.20 respectively. This is significantly 
better than that obtained for the Box-Jenkins model (5.55 % and 11.23%).
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1.1 SIGNIFICANCE OF THE STUDY
Surface water often serves as a source for a community’s water supply. It contains 
sediment and small suspended particles, as well as natural organic materials called 
humic substances. Typically, these contaminants are removed by a water treatment plant 
(WTP) which uses physical, chemical and biological processes to transform raw water 
into potable water. The treatment process used depends on the quality of the raw water. 
Water treatment processes can be simple, such as sedimentation, or may involve 
complex physicochemical changes, such as coagulation. These complexities may be 
further obscured by factors not disclosed by water analysis. The coagulant dose required 
to coagulate a given water having a certain turbidity, colour, pH and alkalinity differs 
from the coagulant dose required for another water having the same apparent qualities.
The chemical dosings in the WTP are controlled for the following reasons:
• economical,
• fluctuation in raw water characteristic,
•  effluent guidelines,
•  sludge production,
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• health impacts,
• resource conservation, and
• labour and skills required for chemical dosing.
The water industry is seeking ways to produce high quality water at a reduced cost. 
Chemicals are major budget items in water treatment operations. In the case study 
selected for this work they make up about 50% of the total operation cost. For cities 
treating large volumes of water, small relative changes in chemical dosages could result 
in large changes in the actual chemical costs. The operation of water treatment plants is 
significantly different from most manufacturing industrial operations because raw water 
sources are often subject to natural perturbations. Consequently, the water quality 
characteristics are variable at different time periods. All of the effort spent in the 
selection of a design for the treatment plant is futile unless the chemical coagulation of 
raw water being treated is properly carried out. The correct coagulation dosage depends 
on the nature of the raw water and these dosing rates will need to be adjusted as the raw 
water quality changes. To achieve the optimum condition, an operator should adjust the 
alum and polymer doses in conjunction with these changes in the quality of the treated 
water. Adjustments are made once every 24 hours, usually during the operator’s eight 
hour morning shift.
Chemical dosages are controlled by the plant operator. Experienced operators have 
learnt how to cope with factors such as changing raw water turbidity and flow, but there 
are times when it is beyond their control to react quickly enough to maintain the desired 
water quality. The general tendency is to overfeed chemicals on the side of safety. In 
most plants, this overfeed may range from 10% to 50% or higher. Poor control leads to 
the wastage of expensive chemicals, a failure to meet water quality targets and less
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efficient operation of sedimentation and filtration processes. In addition, coagulant 
overdosing leads to increased treatment costs, sludge production and disposal, and 
public health concerns. High levels of residual aluminium are suspected to be linked to 
several medical disorders including osteomalacia, dialysis encephalopathy syndrome, 
Alzheimer’s disease and renal failure (Ossenbruggen, 1985). Underdosing leads to a 
failure to meet water quality targets in terms of turbidity and colour, and the less 
efficient operation of the WTP. Hence, good control of the coagulation conditions is 
essential for maintaining satisfactory treated water quality and economic plant 
operation. Moreover, it can reduce the labour required for the operation and 
maintenance of water treatment plants (WTPs).
1.2 CONTROL OF COAGULANT DOSING
The primary concern of this study is to offer a control strategy to optimise the water 
treatment process. An optimum water treatment process is defined as the one that leads 
to the judicious use of alum and polymer and achieves maximum contaminant removal. 
Without a precise knowledge of the characteristics of the material to be removed, most 





•  zeta potential,
streaming current detector,
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• on-line particle counter, and
• predictive mathematical modelling.
The first 6 methods are in principle, experimentally based, while the last method is 
computationally based. It should be noted that in spite of using all these methods, 
operator experience and eyeballing play a very important role in the actual plant 
operation.
The jar test has been the standard experimental laboratory technique test for operators to 
determine the best coagulant dosage at regular time intervals. Unfortunately, some 
plants do not conduct jar tests, and some operators have discarded this method as a 
waste of time. Also, when the raw water turbidity is constant, the coagulant dosage can 
be set and left alone. The real need for running jar tests normally occurs when raw water 
turbidity is changing rapidly, which unfortunately, is when the operator does not have 
time to do them (AWWA, 1984).
The turbidimeter is the primary tool for measuring turbidity removal and is useful for 
determining the efficiency of a WTP. Several disadvantages of using turbidity 
measurements on the influent as part of an automatic feedforward control include 
inaccuracy and the inability to detect changes in colour, pH, flow or chemical feed. 
Another factor that inhibits the use of turbidity measurement for automatic control is 
that for small changes in coagulant dosage, the effluent turbidity may hold constant 
(AWWA, 1991 and Dharmappa, 1996).
Pilot filters have been used fairly successfully in some plants. They are applied at low to 
moderate raw water turbidities but tend to become almost useless at high turbidities. 
Also the results of pilot filters do not indicate whether the water is being overdosed or
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underdosed when upsets occur. Such a system requires a considerable amount of regular 
maintenance (Amirtharajah, 1990 and Dharmappa, 1996).
Zeta potential is a measure of the stability of a colloidal dispersion. This is a 
discontinuous sampling method and requires good laboratory techniques to perform. 
Disadvantages of this method are (Amirtharajah, 1990 and Dharmappa, 1996):
• high raw water turbidity makes the test difficult to run,
• difficulty in determining the zeta potential for larger particles ( > 1  pm), and
• the test is sensitive to water temperature and conductivity changes.
On-line monitoring techniques are rapidly improving and a prime example is the 
streaming current detector (SCD). The SCD is a measure of the electrokinetic charge in 
a treated water sample. While operating in feedback mode, the SCD’s response time is 
relatively short (of the order of a few minutes) and provides a direct measure of 
particulate stability. Several studies have shown the accuracy and reliability of the SCD. 
The most common problem has been the clogging of the piston and/or feed lines. The 
SCD is ineffective for use in low turbidity and/or low pH water. The use of this 
instrument is not widespread at present (Dental et al., 1989 and Ellis et al.,1991).
On-line particle counters have been recognised as a useful process control tool because 
particulates have been found to have process and health implications. The optimisation 
of floe size and particle removal can lead to longer filter run times, significant 
reductions in the requirements for chemical dosing, backwashing and sludge handling 
systems. It is not widespread at present although it has been used as a research tool. 
Barriers to the widespread use of particle counters are (Huang and Liu, 1996, 
Dharmappa et al., 1995):
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• regulations based on turbidity,
• the reliability of the technology, and
• the expense of the equipment.
However, none of these methods give the chemical dosage directly. They involve trial 
and error and require operator experience. As such, additional tools are required to 
derive the actual plant control parameters using the results from these experimental 
methods. Predictive mathematical models can ideally fill the role of these additional 
tools.
1.3 PREDICTIVE MATHEMATICAL MODELS
Predictive mathematical models were used to determine the chemical dosage directly. 
Previous studies (Ossenbruggen, 1985; Ellis et al., 1990 and 1991; Collins et al., 1992) 
have shown the effectiveness of mathematical methods for controlling the operation of 
WTPs.. By determining correlations among the water treatment parameters and 
chemical dosage levels from a plant with a history of effective water treatment, a 
forecasting model may be developed. Some of the mathematical techniques which can 
be used are artificial intelligence (Al) paradigms, such as an artificial neural network 
(ANN) approach. ANNs are mathematical models based on a contemporary 
understanding of the biological nervous system. They are able to model the non-linear 
relationships between parameters and are constructed from several layers of processing 
elements (PEs) or neurones. Some of the advantages of ANNs are their ability to learn 
and their insensitivity to process noise. In particular, it is their ability to learn which is 
arguably the main advantage that makes ANNs so attractive. By learning from the 
treatment plant’s historical data, no human expert and no specific knowledge are
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needed. The resulting network is insensitive to process noise and plant specific 
behaviour is automatically learnt. ANNs also have the capability of performing massive 
parallel processing.
Other mathematical techniques (statistical) such as time series and multiple regression 
analysis can also be used to establish cause-effect relationships, thereby enabling the 
prediction of future chemical doses. However, these techniques have been found to be 
less efficient as they have limitations in representing complex relationships. Due to this 
limitation, the ANN based approach is selected in this study.
1.4 OBJECTIVES
The specific objectives of this study are as follows:
• To evaluate the feasibility and capability of ANNs to perform as an aid in the 
efficient operation of water treatment plants.
• To determine the significant input parameters which influence the chemical 
dosing in a typical water treatment plant.
• To predict one day ahead chemical dosages based upon the characteristics of the 
raw water quality currently entering the plant as well as the previous day’(s) 
chemical dosages.
• To estimate the savings in the operating cost of WTPs by reducing the chemical 
dosages required to achieve the target value for turbidity and colour levels.
•  To compare the performance of a univariate ANN model with a univariate Box- 
Jenkins time series model for predicting chemical dosages in water treatment
plants.
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7.5 S C O P E
In this study, daily treatment records over an eight year period from the Wyong Shire 
Council's Wyong WTP are used. This plant includes the rapid mixing of chemicals with 
raw water, followed by slow mixing in which the development of particles is promoted. 
Finally, the solids and liquid are separated using a granular filtration process. The 
treatment plant has a total installed capacity of 90 ML/d.
Figure 0.1 shows the Wyong water treatment system. The non-ionic polymer and alum 
are used as coagulants, whose purpose is basically to promote the coagulation and 
flocculation of particles. The coagulant dosage required to effectively coagulate and 
flocculate a particular water depends on the influent characteristics such as turbidity, 
colour, pH and alkalinity, as well as other fluid and suspension characteristics.
F ig u re  0.1 F low  D iagram  f o r  the W yong W ater Trea tm en t P la n t
The scope of this study is restricted to predicting the alum and polymer dosage for 
turbidity and colour removal. The details of various activities to accomplish the above 
objectives are as follows:
1. The quality of the data is checked and any gaps in the data are filled. Time series 
plots of the parameters were presented. Data analysis was carried out in order to 
prepare 8 different data sets to use in different models.
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2. Different ANN configurations and data sets were used to obtain the best 
configured ANN model and data sets for training and testing.
3. A significance testing was carried out for each ANN model in order to determine 
the significant inputs. The significant inputs are parameters which can be 
effective for the prediction of the alum and polymer dosages. The training and 
testing data sets of the significant inputs, were presented to several combinations 
of ANN models for the prediction of the alum and polymer dosages one day in 
advance.
4. A cost benefit analysis was carried out to determine the required alum and 
polymer dosages based on the target values for treated water colour and turbidity. 
The ANN was trained and tested with influent parameters as well as actual 
treated turbidity and apparent colour to predict the polymer and alum dosage one 
day ahead. The actual treated turbidity and apparent colour were then replaced by 
the target values and presented to the ANN to forecast the alum and polymer 
dosages. This was carried out for the purpose of reducing the chemical dosages 
and the plant operation costs.
5. Univariate time series forecasting using ANNs was developed to predict the 
alum and polymer dosages one to seven days ahead and significance testing was 
carried out in order to determine the significant lags for alum and polymer.
6 . Univariate time series forecasting using the autoregressive integrated moving 
average (ARJMA) models were developed to predict the alum and polymer 
dosages one to seven days in advance. The non-stationary time series was 
transformed to a stationary time series in order to develop the ARIMA models. 
Four steps of using the (ARIMA) model identification, estimation, diagnostic
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checking and forecasting were also carried out and an adequate model was 
selected.







Numerous researchers have studied various mathematical methods to develop predictive 
models for the water and chemical industries, and provide accurate and efficient 
forecasting methods. The main motivation behind this research is the desire and need to 
improve the forecasting accuracy. There are several methods which form the basis of 
predictive models in the fields of hydrology, water resources engineering, water and 
wastewater treatment, and water quality. These methods are reviewed in this chapter.
2.2 WATER TREATMENT CASE STUDIES
Ossenbraggen (1985) used time series models derived from a long-term (30 years) 
colour record for the purpose of forecasting raw water colour and determining an 
appropriate alum dosage for water treatment. His main concern was to develop a method 
based upon the dynamic characteristics of the raw water quality entering the plant. 
These models incorporate the uncertainties associated with forecasting raw water colour 
and alum dosage. Ossenbmggen (1985) developed two time series models for the 
puipose of evaluating the colour level for an upcoming treatment period and assigning 
alum dosages commensurate with the expected water quality. The two models are:
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1. Random walk model, and
2. Autoregressive order one or AR(1) model
Both models use current raw water colour observations for forecasting. Overall, the 
random walk and seasonally adjusted AR(1) models performed equally well in 
forecasting future colour events. The time series colour forecast models have difficulty 
in accurately forecasting extreme events or colour jumps. The results show that the 
random walk model yielded more conservative forecasts during periods of low 
variability. For some level of risk of under-dosing, both models determined 
approximately the same amount of alum over a 1 year period.
Baba et al. (1990a and 1990b) developed an ANN model based on a back-propagation 
learning algorithm (see Chapter 3 for more details) to predict the coagulant dosage, 
using historical data of a coagulant injection operation in a water purification plant. The 
ANN consisted of 10 input PEs, 4 PEs in the hidden layer and 1 output PE. The model 
was developed by using 1 0  input parameters which were turbidity, temperature, 
alkanity, pH, flow rate, number of floes, floe diameters and floe volume, floe density 
and illumination intensity. One year’s data was used to develop the predictive model. 
The results obtained by the ANN were compared with those from a multiple-regression 
model. The results show that the average absolute percentage error (AAPE) obtained 
using the ANN (7.7%) are smaller than the errors arising from the use of a multiple- 
regression (8.3%). Also, the results of the ANN with ten days of data for training, was 
found to be similar to that obtained using multiple-regression analysis with one year of 
data. In this study, the significance test are not carried out to determine the significant 
input parameters.
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Ellis et al. (1990 and 1991) presented a statistical model based on multiple regression 
analysis for determining chemical dosing to aid operators at small water treatment 
plants. They have shown in their study of alum dosing, that chemical doses can be 
predicted within 95% confidence limits by developing the regression relationships 
between the dosages and the physical parameters using multivariate linear regression 
models. Two models were presented for the purpose of calculating and predicting the 
alum and prelime dosages. The input parameters to the models were raw water turbidity, 
the alum dosage on the previous day and a binary integer, which assumes a value of 1 
during the Autumn turnover (July 19 to November 16) and zero otherwise. This integer 
variable is included as one of the inputs, in order to take into account the seasonal 
variation for alum dosage based on the present value of the alum dosage, pH, 
prechlorine dose and the previous day’s prelime dosage. The alum dosage (y) was 
calculated by:
ln(y,) = 1.413+ 0.0076xu +0.705x2, + 0.707 InOv,) + ¿r (2-1)
*
where y t is the present value of the alum dosage (lb/MG), xjt is the present value of raw 
water turbidity (NTU), X2t is 1 during the fall turnover and 0 otherwise, yt.\ is the alum 
dosage for the previous day (lb/MG) and^ is an error component which is taken as a 
normally distributed, independent random variable with zero mean and constant 
variance. The coefficient of correlation (r) between the actual and predicted values was 
76.3%. The results show that the regression model underestimated at higher dosage 
levels. This study was carried out for the Crum Creek Water Treatment Plant in South 
Pennsylvania.
Collins et al. (1992) used an ANN to predict the alum dosage in a water treatment plant 
using past data. In order to compare the results, the ANN was trained on the same data
*  1 ¿t/rAG =. 1 - 1 ^ 8 x 1 0  ^
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set (3 years) and was tested to predict the same period (1 year) of alum dosages 
predicted by regression model. They used the previous day’s alum dosage, turbidity and 
season as input parameters to predict the alum dosage one day ahead and compared the 
results with those obtained using a regression analysis. The results indicated that the 
ANN performed slightly better than the regression model for predicted alum dosages 
below about 36 mg/L. However, the ANN did not predict a dosage over 48 mg/L 
because the ANN was trained using the three past years of daily data, which included 
only 4 days of alum dosages over 48 mg/L. Therefore, these results show that the 
performance of an ANN greatly depends on the training set. Sufficient representation of 
extreme conditions in the training set is essential in order to predict such occurrences 
successfully.
2.3 WASTEWATER TREATMENT CASE STUDIES
The univariate auto-regressive moving average (ARMA) and multivariate ARMA 
approaches were used by Ellis et al. (1990) to model wastewater influent variables. 
Daily readings of influent flow, biochemical oxygen demand (BOD), suspended solids 
(SS), ammonia and total organic nitrogen (TON) recorded by the Albany Country Sewer 
District were modelled. In order to evaluate the usefulness of the developed modeling 
procedure for the continuous simulation of wastewater quality data, a simulation of 
1000 days duration was generated using three methods: the Monte Carlo method, the 
univariate ARMA process and the multivariate ARMA process. The autocorrelation 
function (ACF) was calculated for each of the simulations, and compared with the ACF 
of the original data. It was shown that both univariate and multivariate processes work 
equally well in forecasting the future values of the influent parameters. However, when 
combining a simulation of influent variables in a mathematical model, the inclusion of
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interactions among the variables in the multivariate process was found to significantly 
change the calculated plant performance.
Srinivas et al. (1990) used a database consisting of about 1650 records to generate the 
knowledge rules for obtaining the domain specific rules. The treatment system is 
divided into two phases. In the first phase, an inductive learning algorithm is used to 
extract the knowledge rules from the database. These rules are compiled together to 
assess the effect of an individual treatment process on the several compounds (i.e. 
trichloroethylene) at different concentrations. The second phase involves selecting, 
combining and arranging the unit treatment processes that will meet all treatment 
objectives. This phase was formulated as an optimisation problem. A Hopfield ANN 
was used to obtain the necessary sequence of treatment processes for achieving a target 
level of effluent concentration from a given input concentrations. The procedure is 
shown Figure 2.1
Database Learning system -► Knowledge base
Goal concentration
Influent concentration
Knowledge base Process sequencer
Sequence of treatment 
need to achieve goal 
concentration
F igure 2 .1  A n a lys is  and  Syn thesis  P hase
Capodaglio et al. (1991) developed ANN, univariate time series and multivariate time 
series models to predict the occurrence of future activated sludge bulking episodes in the 
Jones Island Wastewater Treatment in Milwaukee. In this paper, two different modeling
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techniques, stochastic and ANN were used to predict the sludge volume index (SVI). 
The plant periodically experiences bulking conditions, with the SVI exceeding 300 
mg/g. Data used for this study included 14 months of daily measurements of the SVI, 
dissolved oxygen (DO), filament count, sludge age and other parameters describing the 
mixed liquor. The authors used BOD/nitrogen (BOD/N) ratio, nitrogen/phosphorus 
(N/P) ratio, DO, mixed liquor temperature and the food-to-microorganisms ratio (F/M) 
as inputs and the output of all these three models (ANN and time series) was the SVI. 
The input parameters fed to the ANN consisted of five values representing the previous 
5 day readings. The output was a one day ahead (ie, current day’s) prediction of the SVI 
value. The results of the simulation for the 20 day test period confirmed the good 
predictive capability of all three models. Among these models, the ANN process yielded 
the lowest sum of square of errors. Sum of square o f errors for the 20-day period for 
univariate and multivariate ARIMA and ANN models were 0.720x 105, 0.521 x 105 and 
0.427 x 105 respectively.
Boger (1992) modelled the behaviour of the Shafdan Wastewater Treatment Plant (Tel 
Aviv, Israel) by training an ANN from a database that contained weekly averages of 106 
variables from the first two years of operation. After using 8 6  inputs (influent data, 
control action and laboratory measurements) for training of an ANN, 15-20 significant 
inputs were identified to model the normalised NH4-N concentration in the wastewater 
plant effluent. The prediction by the ANN model showed that high NH4-N values were 
associated with high maximum carbon oxygen utilisation rate (OUR), high food-to- 
organism mass ratio (F/M), low mixed liquor suspended solids concentration in the 
biological reactors (MLSS), low solid retention time (SRT), low basic OUR and low
basic carbon OUR.
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2.4 WATER QUALITY CASE STUDIES
DeSilets et al. (1992) developed ANN models for predicting salinity in Chesapeake Bay 
and compared them with a regression model developed using nearly 40,000 
observations from 34 stations. The input parameters to the ANN included station 
number, depth of water, latitude, and an interactive term (using transformed longitude 
and depth ). The results indicated that, in general, the ANN models provided better 
results than the regression models. For example, the average absolute percentage error 
(AAPE) for the regression model in the lower Chesapeake bay was 13.6% whereas the 
AAPE from the ANN was 11.9%.
Maier et al. (1993) used a back-propagation network (BPN) to predict the salinity of the 
River Murray at Murray Bridge 14 days in advance. The data used included 5 V2 years 
(1987-1992) of daily salinity, flow and water level readings at 12 locations. The ANNs 
were trained with 4 V2 years of data and tested using the remaining 1 year of data. Four 
different ANN models based on different training sets were used to predict the salinity 
for different years (1988, 1989, 1990 and 1991). Significance testing was first carried 
out to determine the significant inputs which resulted in reducing the number of inputs, 
thereby speeding up training. The number of inputs was reduced from 141 to 51 and the 
number of outputs was 7. The performance of ANN was found to be very good. 
Predicted AAPE ranged from 4.7% to 8.3%. The ANN was able to forecast all major 
variations in the salinity as well as major sharp peaks, but had some difficulty predicting 
minor sharp peaks.
Artificial neural networks were adapted by Daniell et al. (1993) to predict water quality 
parameters and nutrient loads due to runoff events in water supply catchments in South
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Australia. Predictions of nutrient loads of total phosphorus (Pt0t) using a 3  layered BPN, 
were made. The 10 input parameters were the instantaneous flow (m3/s), conductivity 
(mS/cm), turbidity (NTU), total dissolved solids (mg/L), oxidised nitrogen (mg/L), total 
kjeldahl nitrogen (mg/L), soluble phosphorus (mg/L), suspended solids (mg/L), 
temperature (°C) and the antecedent precipitation index (mm).
Three parameters, viz. suspended solids, and soluble and total phosphorous, were 
predicted for each event time. Results for suspended solids were comparable to those 
obtained from linear regression analysis, while for soluble and total phosphorous the 
results were considerably better. They showed that ANNs can be used for modeling 
physical processes involving water quality and that runoff and the ANN was found to be 
efficient for filling in missing flow and water quality records.
Maier et al. (1994, 1995) used two procedures to determine the significant inputs to 
predict salinity in the River Murray at Murray Bridge. In the first method, the cross­
correlation between the residuals of the output time series (salinity) and other 
component time series (water level and flow) were used. In the second method, the 
ANN models were developed using different training and testing data sets for the 
significance test. Both methods were used to obtain the inputs for an ANN model which 
in turn was used to predict salinity 14 days in advance. The results showed that both 
methods were suitable for obtaining the inputs to multivariate time series models 
without any a priori knowledge regarding the time series. However, the method based 
on the ANN approach appears to be the most promising, as it is simpler and quicker to 
use and also has the ability to identify the critical inputs.
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Moreover, BPN and ARIMA models were developed by Maier et al. (1994, 1995) to 
predict the salinity of the River Murray at Murray Bridge 1 and 14 days in advance. The 
AAPEs for ANN and ARIMA models to predict 1 and 14 days in advance are shown in 
Table 2.1.
Table 2.1 Comparison o f ANN and ARIMA Models
Model Average Absolut;e Percentage E rro r
1 Day in Advance 14 Days in Advance
ANN 2.3 10.9
ARIMA 1 . 1 1 2 . 1
The results indicated that the ANN performed worse than the ARIMA model for one 
day ahead forecasting but produced the better 14 day forecast. Moreover, the ANN 
model was simpler to operate, quick to develop and the data did not need to be 
preprocessed by transforming it into stationary data. The ANN was also less sensitive to 
noise.
2 .5  WATER CONSUMPTION CASE STUDIES
An ANN was developed by Daniell (1991) in order to estimate water consumption for 
Canberra. Four input parameters, viz., the monthly rainfall, the number of rainy days in 
a month, the monthly evaporation and the monthly average temperature were used to 
predict the average daily per capita water consumption for 1 month in advance. The 
ANN was trained using 10 years of data from 1975-1984 and tested for the years 1985 
and 1986. The ANN and regression model results were compared. The results indicated 
that the ANN model performed considerably better than the regression model. Error 
estimates were not reported in the reference detailing this study.
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Daniell (1991) also used an ANN model to estimate the magnitude of regional floods for 
the Australian Capital Territory (ACT) and compared the results with the regression 
method developed by Knee et al. (1988). Ten catchment parameters which included 
area, slope, length, fall, precipitation, fractions of catchment under each land use (urban, 
rural and forest), annual series skew and partial series skew, were used as inputs to train 
a back-propagation network. The comparison between the two methods showed that the 
ANN AAPE (defined in Chapter 5) value (3.9%) was less than that obtained with the 
regression method (12.9%).
Canu et al. (1990) used an ANN model with a BPN algorithm to model water 
consumption in a distribution network of the Lyonnaise des Eaux Regional in the south­
eastern suburbs of Paris. A comparison of this approach with the time series model was 
made. Twenty inputs, comprising the 7 previous days of water consumption, the 3 
previous days corresponding to each of the pluviometry and temperature data and the 7 
days of the week were presented to the ANN. The output was the one day ahead water 
demand. The results obtained with two ANN approaches, multi-layered perceptron and 
adaline (adaptive linear neuron), were compared with time series results. They showed 
that the multi-layered perceptron model yielded an AAPE (4.23%) less than adaline 
model (4.31) in the demand.
Forecasting models using ANN, multiple linear regression and time series methods were 
developed by Fleming (1993) to predict monthly water consumption in the Northern 
Adelaide Plains. Over 14 years of data was used for model training and testing, and 
included variables such as the month of the year, rainfall in the current and previous 
months, monthly evaporation and number of days of rainfall during the month, and the 
price of water. The results indicated that the ANN provided more accurate and reliable
Chapter 2: Literature Review 2-11
per capita consumption prediction than both multiple regression and ARIMA models. 
The ANN and regression models demonstrated the ability to predict sudden changes in 
consumption whereas the ARIMA model could not predict sharp changes. The mean 
square errors for the ANN, multiple regression and ARIMA models were 1.29, 2.62 and 
2.49 respectively. The seasonal patterns were predicted equally well by all three 
methods. However, ANNs demonstrated an ability to provide improved forecasts with 
fewer input variables.
2. 6 HYDROLOGY CASE STUDIES
ANNs were applied to forecasting the time variation of the flow rate into a dam for a 
hydro-power plant located on the upper section of the Oi-River in Central Japan by 
Ichiyanagi et al. (1993). The input data to the ANN were 6  values of daily rainfall, 5 
values of the river discharge; the base flow rate, and the predicted (using another model) 
total volume and duration of rainfall. Therefore, the input layer had 14 PEs 
corresponding to 14 input parameters. The output layer had a single PE and was the 
forecasted river discharge. The accuracy of the predicted river discharge depended on 
the number of hidden PEs. It was found that for up to 6  PEs in the hidden layer, the 
prediction accuracy improved along with the increase in the number of PEs, while for 
greater than 6  PEs there was no significant improvement in the prediction accuracy.
Lachtermacher et al. (1994) developed and tested a hybrid methodology for the use of 
ANNs in hydrological time series forecasting for 4 annual river flow studies. They 
tailored this methodology to be applied to stationary and noncyclical series. The 
methodology consisted of two phases, exploratory and modelling. In the exploratory 
phase they identified the lag components o f the series using the traditional Box-Jenkins
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method. Based on these results an ANN structure was suggested and training was 
performed. The ANN has one output which represents the next forecast entry of the time 
series. The results showed that the ANN models had the best overall performance (least 
RMSE) in the one step ahead prediction. The differences between the performances of 
the ANN and the corresponding ARMA models were very small. In the case of the 
multi-step prediction, the ANN contained several outputs, each representing one step to 
be forecasted. Both models had almost the same performance for multi step prediction.
2. 7 CHEMICAL INDUSTRIES CASE STUDIES
Bhat et al. (1989) modelled chemical process systems using a BPN. They trained an 
ANN to learn the nonlinear relationships to predict the pH values into the future for 1 to 
5 steps in a stirred tank. The input parameters were flow rates of sodium hydroxide and 
acetic acid. After convergence, the ANN yielded excellent pH prediction. The results 
indicated that the BPN was capable of learning the plant dynamics very well.
Lambert et al. (1991) used an ANN to predict the quantity of a chemical compound 
Ar04 output by a chemical plant at 1, 5 and 10 time steps into the future. The ANN 
inputs were the current values of the feed flow of raw material, the feed molarity of the 
component and the temperature at two different trays in a column. The results of these 
experiments showed that the ANN performed fairly well, although the results for the 5 
and 10 time step predictions were not very good. The authors believe that the ANN can 
be a useful general purpose tool as a predictive model of the plant.
The ANN has one output which represents the next forecast entry of the time series. Bos 
(1992) used an ANN model to predict the water content of cheese by using a real data 
set containing the milk composition and process parameters. In this research 145
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patterns were selected, each with 24 input parameters and one output parameter, namely 
the resulting water content. The pattern set used consisted of selected recordings of the 
actual batch production of cheese in a factory during a whole year. The AAPE between 
the actual and predicted values were 0.25% with maximum error of 0.8%.
2. 8 SUMMARY
The literature pertaining to several forecasting models has been reviewed for their 
ability to predict time series trends, especially in the water, wastewater and chemical 
industries. The models can be broadly classified under:
1. Artificial intelligence methods
• Expert systems (Nix et al., 1991 and Maeda et al., 1990)
• Artificial neural networks (Baba et al., 1990 and Maier et al.,1993)
The expert systems are not within the scope of this work and were not reviewed
2. Conventional methods
• Time series analysis (Ossenbruggen, 1985 and Ellis et al., 1990)
• Multiple regression analysis (Ellis et al., 1990 and Baba et al., 1990a)
The general conclusions are:
• Overall, ANNs were found to be superior to time series and multiple regression 
for most applications.
• ANN structure plays an important role in determining the accuracy of 
predictions.
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• The number of required data for AKIN model is less than other models.
• ANNs are less sensitive to noise.
Tang et al (1991) compared ANN and Box-Jenkins methodologies. They concluded that 
ANNs provide a promising alternative approach to time series forecasting. They 
discussed the results of a comparative study of the performance of ANNs and 
conventional methods in forecasting time series. Their work was initially inspired by 
previously published works that had yielded inconsistent results regarding comparative 
performance. They experimented with three time series of different complexity, using 
different back-propagation ANN models and Box-Jenkins (ARIMA) models. Their 
general conclusions were that ANNs are robust and provide good long-term forecasting 
capabilities. The results showed that both Box-Jenkins and ANN models performed 
well. The Box-Jenkins model proved slightly better in short term forecasting whereas 
the ANN model was better for long term forecasts. Also, both time series and regression 
models have difficulty in accurately forecasting extreme events.
Limitations of studies surveyed in the literature and which are specific to water 
treatment plant applications show that:
• No models were proposed for predicting chemical dosages in water treatment 
plants using dual coagulants such as alum and polymer.
• None of the past investigations have included an economic analysis of the 
savings achieved in chemicals by the application of a forecasting model.
• None of the ANN models previously developed used time series of parameters to 
predict the chemical dosages.
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• The amount of data used for predicting the alum dosage was very limited.
• There are no published comparisons of the results of univariate ANN and 
ARIMA models.
•  Optimisation of the network structure has not been investigated
• There is a lack of a more comprehensive analysis of these input parameters 
which are critical to the operation of water treatment plants.
• Detailed significance testing of the input parameters has not been carried out to 
determine the relative significance of the input parameters.
These considerations are investigated in the present study.
CHAPTER THREE
ARTIFICIAL NEURAL NETWORKS AND 
BOX-JENKINS METHODOLOGY
CHAPTER 3
ARTIFICIAL NEURAL NETWORKS AND 
BOX-JENKINS METHODOLOGY
3.1 NEURAL NETWORKS
3.1.1 Biological Neural Networks
The human neural network is one of the most complicated areas for detailed study, and 
is, on the whole, poorly understood. Nevertheless, it is possible to have a basic 
understanding of the operation of biological networks at a low level. They consist of 
some ten thousand million basic PEss, called neurones. Each of these neurones is 
connected to about ten thousand other neurones.
The neurone is the basic PE of the brain (biological neural networks). Neurones behave 
essentially as microprocessors. The neurones are of two main types:
• local processing intemeurone cells that have their input and output connections 
over about 1 0 0  microns and,
• output cells that connect different regions of the brain to each other such as the 
brain to muscle or the brain to the sensory organs.
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The neurone accepts many inputs, which are summed in some fashion. If enough active 
inputs are received at once, then the neurone will be activated and "fire"; if not, the 
neurone will remain in its inactive quiet state. The neurone is constructed of three parts; 
the cell body, the dendrites and the axon, as shown in Figure 3.1 below.
The body of the cell contains the nucleus of the neurone which carries out the 
biochemical transformation necessary to synthesise enzymes and other molecules 
necessary to the life of the neurone. The cell body is some microns in diameter (Davalo 
et al., 1991; Beale et al., 1992).
Each neurone has hair-like structures of dendrites surrounding it. These are fine tubular 
extensions some tenths of a micron across and tens of microns in length. Their intricate 
shape resembles that of a tree without leaves, whose branches fork and then fork again 
into finer structures. The dendrites act as the connections through which all the inputs to
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the neurone arrive. The part of the neurone, attached to the body cell, is called the axon. 
It is electrically active, unlike the dendrite, and serves as the output channel of the 
neurone. Axons always appear on output cells, but are often absent from intemeurones 
which have both inputs and outputs on dendrites. The axon is a non-linear threshold 
device, providing a voltage pulse, called an action potential which lasts about one 
millisecond when the threshold potential with the body cell rises above a certain critical 
threshold (Davalo et al., 1991; NeuralWare, Inc., 1993).
The axon of a neurone splits up and connects to the dendrites of many other neurones 
through a junction called a synapse. There is no direct physical connection across the 
junction; rather, it is a temporary chemical linkage. The synapse releases chemicals 
called neurotransmitters. The size of the signal transferred depends on the quantity of 
neurotransmitters released by the axon and received by the dendrites. The strength of the 
connection is modified as the brain learns from and is dependent on the volume of 
neurotransmitter released. Learning is thought to occur when modifications are made to 
the effective coupling between one cell and another, at the synaptic junction (Beale et 
al., 1992; NeuralWare, Inc., 1993; Fleming, 1993).
3.1.2 Artificial Neural Networks
Artificial neural network (ANN) models are known by several names such as 
connectionist models, parallel distributed processing models, and neuromorphic 
systems. Regardless of the name, all these models are designed to achieve a high level 
of performance through the dense interconnection of simple computational elements. 
ANNs are much simplified mathematical models of theorised mind and brain activity. 
They provide an alternate method of computation, inspired by the functioning of the
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human nervous system. ANNs are based on the structures of biological neural 
networks, but only exhibit a very small portion of their capabilities. In an ANN, the PEs 
analogous to the biological neurones are referred to as processing elements (PEs),
nodes or units. Figure 3.2 shows a simple feed forward ANN. The ANNs used by
engineers are only loosely based on biology. At best, the only fair comparison is that 
they behave roughly in a similar way. ANNs have the ability to determine nearly exact 
mathematical relationships between variables, which are established by adjusting the 
connection weights, on the presentation of an example of the desired mapping (Hecht­
Nielsen, 1988; Lippman, 1987; Freeman et al., 1992).
Input layer Hidden layer Output layer
F igure  3 .2  A  S im p le  F eed forw ard  A N N  
3 .1 .2 .1  Historical Overview
Analytical neural modelling has usually been pursued in conjunction with psychological 
theories and neuro-physiological research. The first theorists to conceive the 
fundamentals of neurone computing were McCulloch and Pitts (1943) from Chicago,
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who launched their research in the early 1940s. They demonstrated that an ANN, using 
binary valued neurones, was capable of performing computations. This network perhaps 
formed the basis for most of the later models. Hebb (1949) proposed that whenever two 
neurones were simultaneously excited then the connections between the neurones were 
strengthened and a system of neurones could learn. Rosenblatt (1958) at Cornell 
University published the first major research project in neural computing on the 
development of an element called a "perceptron".
Minsky et al. (1969) at MIT's Research Laboratory of Electronics, began work on an in­
depth critique of the perceptron. The book entitled Perceptrons, published in 1969, was 
a detailed mathematical analysis of an abstract version of Rosenblatt’s perceptron. The 
analysis carried out in this book showed that there were problems with this model in 
solving nonlinear separable problems. Research in neural networks was left in abeyance 
while the artificial intelligence research field concentrated on investigating rule based 
systems. Currently, there are many university groups carrying out research into neural 
networks. Each group has a different emphasis and motivation, with neuroscientists, 
cognitive psychologists, physicists, computer scientists and mathematicians all 
providing fresh insights into the subject (NeuralWare, 1993; Daniell, 1991).
One of the major research groups of recent years has been the PDD (Parallel distributed 
processing) group started by Rumelhart et al. (1982). Rumelhart at Stanford University 
is one of the individuals credited with the development of back-propagation networks, 
which are the most popular networks for applications in neural computing. The learning 
algorithm proposed by Rumelhart, Hinton and Williams (1986) is the most widely used 
model and has been applied to many problems. Neural networks have been applied to 
many different problem areas including:
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• Pattern recognition (Fukushima, 1988)
• Signal processing (Lapeds et aL, 1988)
• Robotics (Janusz et al, 1995)
• Classification (Karras et al., 1995)
• Finance and economics (Yao et al., 1995)
• Speech synthesis (Sejnowski et al., 1986)
• Chemical process control (Bhat et aL, 1989)
• Water industries (Anthony et al., 1992; Ichiyanagi et al. (1993)
3.1.2.2 The General Processing Element
The individual computational elements that make up most artificial neural system 
models are rarely called artificial neurones; they are more often referred to as PEs. It is 
not always appropriate to think of the PEs in a neural network as being in a one-to-one 
relationship with actual biological neurones. It is sometimes better to imagine a single 
PE as representative of the collective activity of a group of neurones. This interpretation 
will help to make the problem more tractable when attempting to model the behaviour 
of some biological structures. Figure 3.3 shows a schématisation of a PE. It has many 
input paths (dendrites) and combines, usually by a simple summation, the values of 
these input paths. The result is an internal activity level for the PE. The combined input 
is then modified by a transfer function. The output value of the transfer function is 
generally passed directly to the output path of the PE. The PE has many inputs, but only 
a single output, which can be connected to many other PEs in the network. Each
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connection to the PE has associated with it, a quantity called a weight or connection 
strength. Since each has a corresponding weight, the signals on the input lines to a PE 
are modified by these weights, prior to being summed. Thus, the summation function is 
weighted. The inputs to the PE are separated into various types. This segregation is 
based on the fact that a particular input connection may have one of several effects. An 
input connection may be excitatory or inhibitory. For example, excitatory connections 
have positive weights and inhibitory connections have negative weights. Other types are 
possible, however, excitatory and inhibitory connections are usually considered 
together and constitute the most common forms of inputs to a PE (NeuralWare Inc., 
1993; Lippman, 1987; Freeman et al., 1992).
Inputs
F ig u re  3 .3  A  S ing le  P E  in an  A N N
Each PE determines a net input value (netj) based on the sum of its input connections. 
The net input to the jth PE (netj) is given:
n e tj= E x {W ji (3 .1 )
Y j= f(n e tj ) (3 .2 )
where
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Xi = the input from PE i, i -  0,1,...,n 
vv-ji = the connection weight between PEs i and j  
f i )  = the transfer function 
Fj = the output from node j
The performance of PEs can be modified by changing the transfer function and adding 
parameters or functions such as thresholds or gains. Processing at each PE occurs 
independently of the processing at all other PEs. At the same time, the processing done 
at each PE affects the network as a whole, as the output from one PE becomes the input 
to many other PEs by (NeuralWare Inc., 1993; Freeman et al., 1992).
In a similar fashion to biological neural networks, ANNs learn by altering the 
connection strength between the PEs. This is done by adjusting the weights, on 
presentation of a set of training data, using a learning rule. Once the learning phase is 
complete, the weights may be frozen and the network is then ready to process real data 
(Freeman et al., 1992; Maier et al., 1993; NeuralWare, 1993).
3.1.2.3 AN N  Operation
ANNs are designed to mimic the characteristics of biological neural networks. The 
simplest form of a network does not have any feedback connections from one layer to 
another layer. Such a network is called a feedforward network. In this case information 
is passed from the input buffer through an intermediate layer to the output layer, in a 
straightforward manner, using the summation and transfer function characteristics of the 
particular network. Feedforward networks are interesting because of the non-linearity in 
the transformations. If there are feedback connections, information will reverberate
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around the network, across layers or within layers, until some convergence criterion is 
met. The information is then passed to the output buffer. ANNs use a control strategy to 
govern the sequence in which the layers are processed and how information is passed 
through the network (Freeman et al., 1992; Maier et al., 1993; NeuralWare Inc., 1993).
3.1.2.4 Bias Weight
Some neural networks specify a threshold function which is added to the summed input 
entering the neurone. This type of threshold is like a bias term. This bias acts as another 
PE (Figure 3.6) with a constant output which is connected to the other PEs. It usually 
has an adjustable value during training and provides a means of adding a constant value 
to the summed input, which can be used to scale the average input into a useful range 
(NeuralWare, 1993; Maren et al., 1990).
netj=Zxi\Vji+0j (3-3)
where Qj is the bias for PE j.
3.1.2.5 Transfer Function
The most common distinguishing factor used in the PE is its transfer function. The 
transfer function is the component of a PE through which the sum is passed 
(transformed) to create a net output. It is a mathematical formula that gives the output of 
a PE as a function of its input signal. A number of transfer functions such as the sigmoid 
and hyperbolic tangent are commonly used. Typically, they are nonlinear in the hidden 
layer or layers. The sigmoid function is frequently used but any smooth function can be 
used in its place as the transfer function for a PE. In its software NeuralWorks Inc. 
provides the hyperbolic tangent as an alternative. The hyperbolic tangent function is a
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bipolar version of the sigmoid function. The sigmoid is a smooth version of a (0,1) step 
function whereas the hyperbolic tangent is a smooth version of a (-1,1) step function as 
shown in Figure 3.4 (Nelson et al., 1991; NeuralWare, 1993; and Maren et al., 1990).
ffnet) f(net)
F igure  3.4. T ransfer  F u nctions
The hyperbolic tangent and sigmoid functions are defined respectively by:
f ( n e t)= — ——  (Hyperbolic tangent) (3.4)
e +e
f  ( n e t ) = —— — (Sigmoid) (3.5)
1 + e
3.1.2.6 Learning
Learning is the process by which the weights are adapted or modified in response to the 
training data provided at the input buffer. The weights depend on the learning rule 
applied at the output buffer. The learning process allows the network to adapt its 
response with time, in order to produce the desired output. Each input or output set is 
referred to as a vector. Learning is accomplished by sequentially applying an input 
vector, while adjusting network weights according to a predetermined procedure. During 
training, the network weights gradually converge to particular values so that each input 
vector produces the desired output vector. Learning can be divided into categories,
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namely unsupervised, supervised and reinforcement or graded learning (Wasserman, 
1989 ; NeuralWare Inc., 1993; Maier et al., 1993).
a) Unsupervised learning.
Unsupervised learning is sometimes called self-supervised and was developed by 
Kohonen (1988) and subsequently, by many others. In this kind of learning, the network 
does not require target vectors for outputs, and therefore, no comparison is required to 
predetermine ideal responses. There is no feedback from the environment to establish 
what the corresponding output should be, or whether the output is correct. Such 
networks can learn to discover patterns, features correlation, regularities or categories in 
their input and adapt their future responses to that input accordingly. Unsupervised 
learning is used in self-organising map (SOM) network. The SOM network can help 
organise data into groups and show which groups are close, for example, for sorting out 
items into categories of similar objects (Nelson et al., 1991; Wasserman, 1989; 
NeuralWare, 1993).
b) Supervised learning.
Supervised learning is a process by which a system is developed by providing the 
system with the desired response to an input stimulus. In supervised learning, it is 
necessary to train the ANN before it becomes operational. Training consists of 
presenting both input and output data to the ANN. This data is called the training set. 
That is, for each input presented, the corresponding desired output is also presented. The 
weights are randomly set to begin with, and are then adjusted by the ANN so that after 
subsequent iterations, or cycles, the ANN will produce a closer match. The goal of all 
learning procedures is ultimately to minimise the error between the desired output and
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the current output sample by continuously modifying the weights. The difference or 
error is fed back through the network and the weights are changed according to an 
algorithm that tends to minimise the root mean squared (RMS) error between the actual 
output and the desired output (Hassoun, 1955; Nelson et al., 1991; Davalo et al., 1991).
c) Reinforcement learning.
A third kind of learning, falling between supervised and unsupervised learning, is 
reinforcement or graded learning. Instead of being given the correct output on each 
individual training trial, the network receives only a score or grade that tells it how well 
it has performed over a sequence of multiple training trials. This reinforcement signal is 
only evaluative, not instructive. Graded learning is particularly applicable to control and 
process-optimisation problems where there is no way of determining the desired 
outputs. Unfortunately, reinforcement learning is typically less capable and less 
generally applicable than is supervised learning. At present, reinforced learning is used 
as a research tool. Experiments have demonstrated the ability to produce robot control 
simulations (Hecht-Nielsen, 1990; NeuralWare, 1993; Maier et al.a, 1993).
3.1.3 Back-Propagation Network (BPN)
The back-propagation neural network was developed by Rumelhart, Hinton and 
Williams (1986). It is one of the most important historical developments in 
neurocomputing, and has been successfully applied to a wide variety of problems. The 
typical BPN network has a minimum of three layers; an input layer, a hidden layer and 
an output layer. There is also a rule of thumb relating to the number of PEs in the hidden 
layer. Each layer is fully connected to the succeeding layer. The arrows in Figure 3.2 
show the flow of information through the network. There is no theoretical limit to the
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number of hidden layers but in practice one or two are used. Some work has shown that 
a minimum of five layers are required to solve arbitrarily complex pattern classification 
problems (Hecht-Nielsen, 1990; Neural Ware, 1993; Maier et al., 1993).
3.1.3.1 Introduction to the Back-Propagation Operation
A summary description of the network operation is used to illustrate how the BPN can 
be used. After an input has been applied as a stimulus to the first layer of the network 
PEs, it is propagated and processed through each layer until an output is generated from 
the output layer. This output is compared to the desired output and an error is computed 
for each output PE. The error is then transmitted backwards from the output layer to the 
hidden layer that contributes to the output. However, each PE in the hidden layer 
receives only a portion of the total error, based on the relative contribution the PE made 
to the original output. This process is repeated, layer by layer, until each PE in the 
network has received an error that describes its relative contribution to the total error. 
Based on the received error, connection weights are then adjusted by each PE until the 
error value reaches the convergence threshold value. The training procedure is shown in 
Figure 3.5 (Boger, 1992; Freeman et al., 1992).
The significance of the training process is that, as the network trains, the PEs in the 
intermediate layers organise themselves so that different PEs learn to organise different 
features of the total input space. After training, when presented with an arbitrary input 
pattern that is noisy or incomplete, the PEs in the hidden layers of the network will 
respond with an active output if the new input contains a pattern that resembles the 
feature the individual PEs learned to recognise during training. Conversely, hidden layer
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PEs have a tendency to inhibit their outputs if the input pattern does not contain the 
feature that they were trained to recognise (Freeman et al., 1992).
F igure  3 .5  D a ta  F lo w  in B a ck-P ro p a g a tio n  Training P hase o f  an  A N N  
3.1.3.2 Back-Bropagation Learning Algorithm
The most important aspect of the BPN and the reason for its success is the BPN learning 
algorithm. Learning is carried out using the generalised delta rule. The generalised delta 
rule is a supervised learning rule for adjusting the weights in multilayers. This method is 
applicable provided the training vector pairs have been chosen properly and that they are 
sufficient in number. The aim of this learning procedure is to find an appropriate set of 
weights that enable the network to perform the desired input/output mapping. The 
learning technique described here resembles the problem of finding the equation of a 
line that best fits a number of known points. Figure 3.6 serves as the reference for most
of the discussion.
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Input layer Hidden layer Output layer
F igure  3 .6  The Three L a y e r  B P N
The pth input vector, from the ith PE, xpi = (xpl, xp2, ..., xpNf  is applied from the outside 
or from a previous layer. Each of these is multiplied by a weight, and the products are 
the input values to the hidden-layer PEs. The input values can be mathematically 
represented by:
netPi:=L wi ix pi+ei h (3.6)
where the superscript "h" refers to the hidden layer, subscript “p” refers to the pth 
training vector, wp is the weight on the connection from the ith input PE to the jth PE 
and 0 is the bias term discussed in Section 3.1.2.4. The output of this PE (i.e. the input 
to the jth PE) is given by:
(3.7)
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The equation for the output PEs (i.e. kth PE) are:
M
(3.8)
Opt = f t ( n e f pk) (3.9)
where the "o" superscript refers to quantities on the output layer. The values of the
initial set of weights represent a first guess, and do not depend on making a good first 
guess. The weights are initialised to small values (between ±0.5).
The error at a single output PE is calculated by:
where the subscript refers to the kth output PE, ypk is the desired output value, and 
opk is the actual output from the kth PE. The error that is minimised by the generalised 
delta rule is the sum of the squares of the errors for all output PEs:
E p = ^ l s 2pt (3.U)
L k=\
Since Ep is the measure of how the network is learning, when the error is acceptably 
small for each of the training-vector pairs (inputs and desired outputs), training can be 
stopped. The error for the output PEs are computed by the following equation:
where, is the derivative of . The weights on the output layer are adjusted by:
8pk — ypk ~Opk (3.10)
S°pt=(yPt -Opk )\i(net°pk) (3.12)
(3.13)
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The error for the hidden layer PEs are calculated and then the weights on the hidden 
layer are updated by the following equations:
(3.14)
k
w*(t  + l)  = w,;,(t) + 7]S>xi (3.15)
where 7] is the learning rate parameter. The learning rate is positive and is usually less 
than one. 5°pk and 8hpk are the error terms for pattern p on the PE k and j. w°kj( t )  and
wkj( 7) are the weights from PE k to PE j  and PE j  to PE i at time t, respectively. Notice
that the error terms on the hidden PEs are calculated before the connection weights to 
the output layer PEs have been updated. The process is summarised in Figure 3.7 
(Freeman et al., 1992; Khanna, 1990; Rumelhart et al., 1987).
3.1.3.3 Learning Rate
Selection of a value for the learning rate parameter ( rj ) has a significant effect on the 
network performance. The Learning rate usually lies between zero and one and is used 
to increase the speed of convergence. As the training process continues, decreasing the 
value of 77 will cause the ANN to convergence faster. The learning rates can be 
changed dynamically as the training process proceeds. It has been found that different 
learning rates for different layers in the ANN help faster convergence. It is 
recommended that the learning rates for those layers close to the output layer were set 
lower than those layers nearer the input layer (Yazdian, 1994; Nelson, 1991).
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F ig u re  3 .7  The P rocess f o r  U pdating the W eights  
3.1.3.4 Momentum Term
Rumelhart et al. (1986) describe a method for increasing the speed of convergence using 
a parameter called momentum ( a ) .  The method involves adding a term to the weight
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adjustment that is proportional to the previous weight change (Apw). Once an adjustment 
is made, it is remembered and serves to modify all subsequent weight adjustments. The 
adjustment equations on the output layer are modified to:
(t + 1) = (t) + riS^ipJ + aApWlji t - 1) (3.16)
A  similar equation for the hidden layer can be derived. In equation 3.16, a  is the 
momentum parameter, and it is usually set to a positive value, less than 1 . (Wasserman, 
1993; Beale et al., 1992; Freeman et al., 1993)
3.1.4 Practical Considerations
There are some issues for consideration such as, the number of layers, and the number 
of PEs which are of primary practical importance. These aspects are briefly considered 
in the following section.
3.1.4.1 Choosing the Network Size
When using a back-propagation network, one of the most important configuration issues 
is knowing how many layers are needed to solve a particular problem. There is no 
theoretical reason for using more than two hidden layers. One hidden layer is usually 
sufficient. The size of the input layer and output layer is usually dictated by the nature of 
the application. For example, the number of PEs in the input layer will equal the number 
of data items in the input array (Maren et al., 1990; Freeman et al., 1992; Masters, 
1993).
Choosing an appropriate number of PEs in the hidden layers is extremely important and 
determining the number of PEs to use is not usually as straightforward as it is for the
Chapter3:_____Artificial Neural Network and Box-Jenkins Methodologies 3-20
tine
input and output layers. It was not known at^beginning how many hidden PEs would be
. . a .needed in each hidden layer to achieve the best performnce. Using too few will “starve”
A
the network of the resources it needs to solve the problem. Using too many will increase 
the training time. One idea is to use as few hidden layer PEs as possible, because each 
PE adds to the load on the central processing unit (CPU) during simulations. The 
size of the hidden layer needs to be a fraction of that of the input layer. If the network 
fails to reach a solution, it may be that more hidden PEs are required. If it does 
converge, it may be worthwhile trying fewer hidden PEs and settle on a size on the basis 
of the overall system performance. The second idea for choosing the number of hidden 
PEs in many problems is the so called geometric pyramid rule. It states that, for many 
practical ANNs, the number of PEs follows a pyramidal shape, with the number 
decreasing from the input towards the output. The third idea for the number of hidden
PEs recommended by Hecht-Nielsssen (1987) is 2n+l? where n is the number of
s . . .
input. The fourth idea is the progression of overall generalisation performance improves 
A
by additional of more PEs in the hidden layer. In general, choosing the number of PEs in 
the hidden layer almost always involves experimentation (Freeman, 1992; Masters, 
1993; Hammerstrom, 1993; Rogers et al., 1994).
It is also possible to remove hidden PEs that are superfluous by monitoring their 
weights. If the weights on the hidden PEs are examined periodically, as the network 
trains, the weights on certain PEs change very little from their starting values. These 
PEs may not be participating in the learning process, and fewer hidden PEs may suffice 
(Freeman et al., 1992).
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3 . 1 . 4 . 2  Training Data Requirements
The amount o f training data needed varies from problem to problem, but multiple data 
sets of different patterns should be used, otherwise the network may not learn to 
generalise (Kudryck, 1988). The amount of data required may vary, depending on the 
complexity of the network and of the variability o f the input patterns. In general, it is 
possible to use as much data as is available to train the network, although it may not be 
necessary to use all of it. Training data should ideally cover the whole range of possible 
data, especially extreme cases. The remaining data can then be used to test the network 
to verify that the network is capable of performing the desired mapping o f input vectors 
which it has not encountered during training. It is also important to present the training 
scenarios in random order, otherwise the response o f the trained network may vary with 
the order of pattern presentation (Maren et al., 1990).
3 . 1 .4 .3  Testing Data Requirements
In order to test the performance of an ANN, a testing data set is required. The testing 
data set should be additional to those data used for training the ANN. The ideal criterion 
is that the testing set should be sufficiently comprehensive so that if  the network 
performs well on it then the ultimate problem will be considered solved. In other words, 
the testing data set is constructed so that it contains essentially every possible case or 
scenario that will be encountered in the real world.
3 .2  TIME SERIES
A time series is a chronological sequence o f observations o f  a particular variable. Time
series data are often examined in the hope o f discovering a historical pattern that can be
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exploited during future forecasts. In order to identify this pattern, it is often convenient 
to think of a time series as consisting of several components. The components of time 
series are:
1. Trend: refers to the upward or downward movement that characterises a time 
series over a period of time. Thus trend reflects the long-term increase or 
decrease in the time series.
2. Cycle: A cyclical pattern exists when a time series is influenced by long term 
fluctuations. These fluctuations can have a duration of two to ten years or even 
longer measured from peak to peak or trough to trough.
3. Seasonal variations: are periodic patterns in a time series that recur within a 
calendar year and are then repeated on a yearly basis. Seasonal variations are 
usually caused by such factors as weather and customs.
4. Irregular fluctuations: are erratic movement in a time series that follow no 
recognisable or regular pattern. Such movements are what remains in a time 
series after trend, cycle and seasonal variations have been accounted for.
It should be pointed out that the time series components above do not always occur 
alone; they can occur in any combination or all can occur together.
Autoregressive integrated moving average (ARIMA) models have been extensively 
studied by G. Box and G. Jenkins and their names have been used synonymously with 
general ARIMA processes applied to time series analysis, forecasting and control. The 
ARIMA time series models are designed for stationary time series. Thus, in order to 
build ARIMA models, non-stationarity must first be identified and removed. The Box-
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Jenkins methodology for time series forecasting is summarised in Figure 3.8 and
consists of a four step iterative procedure ( Bowerman et al., 1993; Vandaele, 1983):
Step 1 : Tentative identification: historical data is used to tentatively identify an 
appropriate Box-Jenkins model.
Step 2: Estimation: historical data are used to estimate the parameters of the tentatively 
identified model.
Step 3: Diagnostic checking: various diagnostics are used to check the adequacy of the 
tentatively identified model and if it is necessary, to suggest an improved 
model.
Step 4: Forecasting: once a final model is obtained, it is used to forecast future time
series values.
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3. 2 .1 Fundamental Concepts in Time Series Analysis
3 .2 .1  A Checking fo r  Stationarity and Non-Stationarity
Most of the probability theory of time series is concerned with stationary time series and 
for this reason time series analysis often requires modification of a non-stationary series 
into a stationary one in order to apply this theory. From an intuitive point of view, a time 
series is stationary if  the statistical properties (for example, the mean and the variance) 
of the time series are essentially constant through time. If  the n observed values seem to 
fluctuate with constant variance around a constant mean, then it is reasonable to believe 
that the time series is stationary. Thus, in order to tentatively identify a Box-Jenkins 
model, it must be first determined whether the time series is stationary. If it is not, it 
must be transformed into a stationary time series values. There is another more 
sophisticated method to help determine whether a time series is stationary. This method 
is carried out by calculating the SAC. More details are described in Section 3.2.1.2 
(Bowerman et al., 1993; Makridakis et al., 1983; Granger, 1989).
3. 2 . 1 . 2  The Sample Autocorrelation and Partial Autocorrelation Functions
Box-Jenkins forecasting models are tentatively identified by examining the behaviour of 
the sample autocorrelation function (SAC) and partial autocorrelation function (SPAC) 
for the values of a stationary time series z^ Zb+i, ..., zn. In this instance z Zb+i, ■■■> zn may 
be the original time series values or transformed time series values.
a) The sample autocorrelation function.
Consider the time series values are z^ Z b + i , z n. The sample autocorrelation at lag k,
denoted by rk, is
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n-k








n = total number of observations in the time series
b = number of observations lost as a result of differencing plus one
z = mean of observations used for calculating SAC.
k=  lag(l, 2, 3,..., n)
The SAC coefficient (r^) measures the linear relationship between time series 
observations separated by a lag of k time units, rk is always between -1 and +1. A value 
of rk close to 1 means perfect positive correlation and a value close to - 1  means perfect 
negative correlation between lags. Plotting of SAC coefficient with respect to lag gives
the SAC profile. A sample SAC profile is given in Figure 3.9. In order to apply the Box-
Jenkins methodology, the behaviour of the SAC should be examined. The SAC for non­
seasonal time series can display a variety of different behaviours. It can be used to find 
the values in a stationary time series. In general, it can be shown that, for non-seasonal 
data ( Bowerman et al., 1993; Chatfield, 1989; Pankratz, 1983):
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b) Partial autocorrelation functions.
The SPAC is a complicated function to define, but its properties are very useful. The 
idea of SPAC analysis is to measure how ( z t ~ z ) and ( z t+k -  z ) are related, but with 
the effects of the intervening observations. For example, in order to establish the 
relationship between the ordered pairs, ( z t - z  ) and ( z t+2 -  z ), it is necessary to take 
into account the effect of ( z t+l -  z ) on ( z t+2 - z ) .  The aim of calculating the SPAC in 
time series analysis is to help identify an appropriate Box-Jenkins model for forecasting. 
The formulas for calculation of the SPAC at lag k, rtk, is:
rkk=rk if  k=l (3.19)
k-1
h  - Y / k - i / k - i
ra  = ----- *=b--------  if k=2,3, ... (3.20)
j=l
where
*kj *k_ij - rkkrk-i5k-j forj — 1 , 2 , . . . ,  k- 1
In order to employ the Box-Jenkins methodology, it is necessary to examine and attempt 
to classify the behaviour of the SPAC. In order to judge wether a spike at lag k exists in 
the SPAC, the value of the t statistic should be calculated by:
= —  (3-21)
sn,
where srkk is the standard error of r ^  and is calculated by:
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If the absolute value of the t statistic is greater than 2, the SPAC has a spike at lag k. In 
this instance, r^  and srtk are the SPAC at lag k and a standard error of r̂ , respectively.
Moreover, As shown in Figure 3.11, the SPAC cuts off after lag k if there are no spikes 
at lags greater than k (Bowerman et al., 1993; Box, 1971; Pankratz, 1983).
Lag k
F igure  3 .11 Sam ple  P a r tia l A u tocorre la tion  
3.2.2 Tim e Series Models
After transforming the original time series into a stationary time series values, the SAC 
and SPAC processes are used to identify an appropriate Box-Jenkins model describing 
the stationary time series values. Three useful types of Box-Jenkins (ARIMA) models 
are considered here. These include moving average (MA), autoregressive (AR) and 
mixed autoregressive moving average (ARMA).
3.2.2.1 Non-Seasonal Moving Average Model
The MA model is given by:
z , = 5 + a, -3 a,-l -  d7 a,-7------%
This is a non-seasonal moving average model o f order q. The term  moving average
refers to the fact that this model, in addition to using the current random  shocks a,
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(which is used by Box-Jenkins models), uses the past random shocks 
at_ i , at_ 2, . . . ,  at . 8  is the mean of the stationary time series values and 6h ..., 6q are
the q moving average parameters. Each random shock at is a value which is randomly 
selected from a normal distribution that has mean zero and a variance that is the same 
for each and every time period t. Furthermore, the random shocks a l , a2, a3, • • • are 
assumed to be statistically independent (Bowerman et al., 1993).
3. 2 . 2 . 2  Non-Seasonal Autoregressive Model 
The model
zt — 8  + (f)jZt_j + (f)2^t~2 $p^t-p (3.24)
is a non-seasonal autoregressive model of order p. The term autoregressive refers to the 
fact that this model expresses the time series value zt as a function of past time series 
values zt-h zt-2>. • zt.p. This model indicates that Zt is a constant multiple of zt-i, zt.2,.. 
zt.p, the time series values in the previous period, plus a random shock at that describes
the effect of all factors other than zt. 1 , zx. 2, . . zt.p on zt. The constants • *, <f>p are
unknown parameters that must be estimated from sample data. In order to estimate these 
unknown parameters, maximum likelihood and least square methods are applied 
(Bowerman et al., 1993).
3. 2 .2 .3  M ixed Autoregressive Moving Average Model
The mixed autoregressive moving average model is given by:
zt = 8 + (j\zt_x + ^ z r_2 + • • • + +at ~  Qat- 1 “  &2at-2 Oqat-q (3-25)
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This is a mixed autoregressive moving average (ARMA) model of order (p,q). As can 
be seen in equation 3.25, this model includes all the terms included in MA and AR 
models (Bowerman et al., 1993).
3. 2 .3 General Model for Tentative Identification
The ARIMA model, in its fullest generality, is cumbersome to write down. In discussing 
the general model, a very useful notational device is the backshift operator, B, which 
shifts the subscript of a time series observation backwards in time by one period. This 
notation makes the expression and manipulation of a model much simpler and more like 
an algebraic operation. That is,
Byt = yt-1 ; for example, By50 = y49 (3-26)
where y is the original time series value and Bk, which intuitively represents B raised to 
a power equal to k, shifts the subscript of a time series observation backward in time by 
k periods. That is,
B ^ t = yt-k ; fo r example, B12 y5o = y38 (3.27)
The non-seasonal and seasonal operators, V and V£, are defined as follow:
V= 1-B (3.28)
V l=1-Bl (3.29)
where L is the number of time periods in a year (L = 12 for monthly data and L = 365 
for daily data). The variable, y*  is used to represent an appropriate pre-differencing 
transformation (for example, y* = ln(y)t if it is necessary to take the natural logarithms
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of the original time series values and y* -  yt if it does not need a preprocessing 
transformation. The general transformation is then:
= V DLV dy t = ( l - B L) D( l - B ) dy t (3.30)
where d  is the degree of non-seasonal differencing used and D is the degree of seasonal 
differencing used. If a time series possesses no seasonal variation, then experience with 
Box-Jenkins modeling indicates that setting D = 0 and d  = 0, 1, or 2 will usually 
produce stationary time series values.
The general Box-Jenkins model of order (p,P,q,Q) is
<Pp( B)</>„( BL)z, = S  + Oq(B) 8q(B l)at (3.31)
where 9 9  and is called the non-seasonal
autoregressive operator of order p.
<j>p (B l ) = (1 -  <px L BL -  <j>2L B 2L-------</>PtL B PL ) and is called the seasonal
autoregressive operator of order P.
0q(B ) = ( \ - 6 [B - 0 2B2 --------6q Bq) and is termed the non-seasonal moving average
operator of order q.
0Q(BL) = (l -  0 l LBL - 6 2L B 21-------0Q l B ql ) and is called the seasonal moving
average operator of order Q.
S = p(j)p(B)(f)p (Bl ) is a constant term, where ju is the true mean of the stationary time
series being modelled.
<t\ > $2 > ’ ’ ' > ftp’ $\,L> *1*2,L > • • • > $P,L > » ^2 ’  • • • ’  > Q.L > ^2 ,L > . . , 0QL; and S  are unknown
parameters that must be estimated from sample data.
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at, at.i, ... are random shocks that are assumed to be statistically independent of each 
other. Each of them is randomly selected from a normal distribution that has a mean of 
zero and a constant variance at every time period t.
After transforming the non-stationary time series values into a stationary time series, the 
SAC and SPAC of the time series are calculated to tentatively identify a Box-Jenkins 
model describing the time series. The objective o f identification is to decide between the
various models ( for example, AR, MA and ARMA). In this regard Table 3.1 presents
guidelines describing non-seasonal and seasonal behaviours of the SAC and SPAC that 
should be used for tentative identification ( Bowerman et al., 1993; Vandaele, 1983; 
Levenback et al., 1984).
3. 2 .4 Estimation of Model Parameters
Having made a tentative model identification, the ARIMA model parameters should be 
estimated in the best possible manner. In order to estimate the parameters to fit the time 
series being modelled, there are two fundamental ways of obtaining estimates for such 
parameters:
• trial and error: examine many different values and choose those values that minimise 
the sum of squared residuals.
• iteration improving: choose a preliminary estimate and allow a computer program to 
refine the estimate iteratively using a standard algorithm.
The latter method is preferred, and a powerful algorithm is available for carrying out the
computations. Also, There are basically 2 methods available for estimating model
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parameters. These methods are the least squares and the maximum likelihood. 
(Vandaele, 1983; Bowerman et al., 1993; Makridakis et al., 1978).
Table 3.1 Guidelines for Choosing Non-Seasonal and Seasonal Models
Guideline
No.
Behaviours of the SAC 
and SPAC
Model
1 SAC has spike at lags 1, 
2, ..., q, and cuts off after 
lag q, the SPAC dies 
down
Non-seasonal moving average of 
order q
2 SAC dies down and the 
SPAC has spike at lags 1, 
2, ..., p, and cuts off after 
îügp
Non-seasonal autoregressive of 
order p
3 SAC has spike at lags 1, 
2, ..., q, and cuts off after 
lag q, and the SPAC has 
spike at lags 1 , 2 , . . . , p, 
and cuts off after lag p
If SAC cuts off more abmptly than 
SPAC, use non-seasonal moving 
average of order q. If  SPAC cuts off 
more abruptly than SAC, use non­
seasonal autoregressive of order q. 
If both the SAC and SPAC appear 
to cut off equally, use non-seasonal 
autoregressive moving averag.
4 SAC has spike at lags L, 
2L, ..., QL and cuts off 
after lag QL, and the 
SPAC dies down
Seasonal moving average of order
Q
5 SAC dies down and the 
SPAC has spike at lags 
L, 2L, ..., pP, and cuts 
off after lag PL
Seasonal autoregressive of order p
6 SAC has spike at lags L, 
2L, ..., QL and cuts off 
after lag QL, and the 
SPAC has spike at lags 
L, 2L, ..., PL, and cuts 
off after lag PL
If SAC cuts off more abruptly than 
SPAC, use seasonal moving 
average of order q. If  SPAC cuts off 
more abruptly than SAC, use 
seasonal autoregressive of order q. 
If both the SAC and SPAC appear 
to cut off equally, use seasonal 
autoregressive moving average.
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3. 2 .5 Diagnostic Checking
A good way to check the adequacy of an overall Box-Jenkins model is to analyse the 
residuals obtained from the model ie the differences between the actual and fitted 
values. One way of using the residuals to evaluate the adequacy of the overall model is 
to calculate the following Ljung-Box statistic:
K
Q =n'(n' + 2 j£ ( n '- l ) - 'r ?  (3.32)
1= 1
Here, n' = n - d , where n is the number of observations in the original time series, and 
d  is the degree of non-seasonal differencing used to transform the original time series 
values into stationary time series values. Furthermore, rf is the square of the SAC of 
the residuals at lag / (V,). The choice of k is somewhat arbitrary. However, two 
guidelines are suggested by Bowerman et al. (1993) and Chatfield (1989):
• For non-seasonal models, use k=12,24 and 36
• For seasonal models, use l<k <1-3L (L = 365 for daily data)
The modeling process should account for the relationships between the time series 
observations. If this is the case, the residuals would be uncorrelated with lags, and hence 
the autocorrelations of the residuals would be small. Thus Q should be small. The 
larger Q is, the larger are the autocorrelations of the residuals and the more related are 
the residuals. Hence a larger value of Q indicates that the model is inadequate. The 
adequacy of the model under consideration is appropriate if Q is less than z j a](^ ~ nP )> 
i.e. the point on the scale of the chi-squared distribution having ( k - n p) degrees of
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freedom such that there is an area of a  under the curve of this distribution above this 
point and for 95% confidence is 5. Here np is the number of parameters that must be
estimated in the model and k is the number of residual autocorrelation values used in the 
calculation of Q. More details are describe in Section 8.2.3.
3. 2 .6 Forecasting
Once a fitted model has been judged as adequately representing the processes governing 
the time series using diagnostic checking, it can be used to generate forecasts for future 
time periods. Let the current period be period t, and suppose it is required to forecast h 
time periods ahead to period t + h. Then the forecast for zt+h, made at time period t for h 
periods ahead, is denoted by zn(h) and are usually computed directly from the model 
equation. That is, for h—1, zn(l) is the one step ahead forecast of zn+i. In order to 
forecast the original series, it is necessary to invert all the data transformations that have 
been made to fit a zero-mean stationary model. These transformations consist of un­
differencing the differenced stationary values(Chatfield,1989; Box, 1971).
CHAPTER FOUR
WATER TREATMENT PLANT AND DATA
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CHAPTER 4
4. WATER TREATMENT PLANT AND DATA
ANALYSIS
4.1 INTODUCTION
The first and perhaps the most time consuming step in developing a model based on 
artificial neural networks (ANNs) is the data pre-processing. Pre-processing means 
transforming the data so that it becomes easier for the ANN to learn the input/output 
relationship. The first step in data processing is to obtain accurate and relevant historical 
data and then make it suitable for ANN training. Sometimes, a small subset of available 
data is enough to train a network successfully. In this study, data is collected from the 
Wyong Water Treatment Plant located on the Central Coast of NSW.
4.2 WYONG WATER TREATMENT PLANT
Water treatment involves physical, chemical and biological changes that transform raw 
water into potable water. The treatment process used depends on the quality and nature 
of the water. Water treatment processes can be simple, as in sedimentation, or may 
involve complex physicochemical changes, such as coagulation. In this study, the water 
treatment plant located in Wyong Shire was used due to the availability of its data.
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As can be seen from Figure 4.1, raw water is pumped into Mardi Dam from the Wyong 
River and the Ourimbah Creek weir. Retention time in the dam allows for some 
suspended matter to settle out. Water is pumped from the Dam to the Wyong Water 
Treatment Plant.
F igure  4.1 G osfo rd -W yong  Jo in t W ater Supp ly  System  C om ponents
Figure 4.2 is a schematic displaying the various unit operations in the Wyong Water 
Treatment Plant. The treatment process consists of chemical additions with direct 
filtration and is designed to treat water in order to meet the National Health and Medical 
Research Council (NHMRC) guidelines for drinking water (NHMRC, 1996). The
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influent water is dosed with hydrated lime slurry, chlorine, aluminium sulphate (known 
as alum) and polyelectrolyte. Lime is added to adjust the alkalinity level of the water in 
order to achieve appropriate coagulation. Chlorine is used to oxidise iron and 
manganese and to kill disease-causing organisms and algae. Alum and polyelectrolyte 
act as coagulants and encourage the formation of the floe, which entraps suspended 
solids and microorganisms, and absorbs colour. After this chemical dosing, water flows 
through the rapid mixing tanks. This process is called coagulation. The function of the 
rapid mixing tank is to mix the chemicals with raw water using a mechanical mixer. The 
rapid mixing is followed by slow mixing, where particle growth is promoted. This 
process is termed flocculation. After flocculation, the water is delivered to the filters, 
which consist of anthracite, sand and gravel. The filters trap the suspended particles as 
the water flows through the filter bed. The filters are cleaned regularly by backwashing 
after about 25 hours of continuous filtration. During backwashing the water is passed 
upward through the filter in the reverse direction from normal filtration, by means of a 
backwash water pump and air scour blowers. The backwash water is returned to the 
washwater recovery (thickener) tank, where it is separated into supernatant and sludge. 
The supernatant is pumped back into Mardi Dam and the sludge flows by gravity into a 
sludge lagoon. Finally, the filtered water is dosed with chlorine as a disinfectant, and 
carbon dioxide and lime to stabilise the pH in order to prevent corrosion of the water 
distribution system. Fluoride is also added to adjust the fluoride concentration of the 
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4.3 OPERATION OF THE WATER TREATMENT PLANT
4.3.1 Operation of the Coagulation and Flocculation Units
There are three fundamental steps in operating the coagulation and flocculation units:
• selection of the chemical coagulants,
• application of the chemical coagulants, and
•  monitoring of process effectiveness.
4.3.1.1 Selection o f  Chemical Coagulants
The chemicals used for the coagulation-flocculation process are called ‘coagulants’. The 
chemical coagulants can be of two types, viz. primary and secondary coagulants. The 
secondary coagulants are also called coagulant aids. The process of selecting the 
primary coagulants and coagulant aid, is by trial and error evaluation, normally using the 
jar test (Section 1.2). In order to select the chemicals, the temperature, pH, alkalinity, 
turbidity and colour of the raw water to be treated should be measured. The effect of 
each of the above parameters on coagulation and flocculation is outlined below:
•  Tem perature. Usually, lower temperatures cause poorer coagulation and 
flocculation. In order to achieve acceptable results, more chemicals may have to 
be used. The basic causes for the decreased efficiency of coagulation at low 
temperatures is well ioves-K^aied. Some of the reasons suggested for the 
decreased efficiency caused by cold temperatures are (1) increased viscosity and 
its effect on sedimentation, (2) change in the structure to smaller aggregates at
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lower temperature, and (3) decreases in the rates of hydrolysis and precipitation 
(Morris, et al., 1984).
• pH. High or low pH values can interfere with coagulation and flocculation. The 
optimum pH depends on the type of coagulant used. For example, alum works 
best in a pH range of 6.8 to 7.5 (AWWA, 1971).
• Alkalinity. Alum interacts with the chemicals which cause alkalinity in the 
water. They form complex aluminium hydroxides that begin the coagulation 
process. Low alkalinity limits this reaction and leads to poor coagulation. In this 
case it may be necessary to increase alkalinity by adding alkaline chemical to the 
water.
• Turbidity. The lower the turbidity, the more difficult it is to form a proper floe 
for aggregating. Fewer particles means fewer chances for the floes to collide and 
aggregate. The operator may have to add a weighting agent such as clay to low- 
turbidity water. The relationship between the turbidity and chemical dosages is 
not linear. High turbidity levels required high chemical dosages. Also, low 
turbidity levels once again require high chemical dosages in order to achieve 
sweep coagulation (Amritharajah, 1991). Although, the raw water turbidity 
strongly correlated with alum and polymer dosages, the raw water turbidity did 
not feature in the best models. This indicates that the turbidity is not a sensitive 
parameter, which can influence the chemical dosing. The reason is that the alum 
and polymer dosages are determined based on the previous day dosages not jar
test results.
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• Apparent and true colour. Colour is as a result of organic compounds 
dissolved in water, particularly humic and fulvic acids. The organic chemicals in 
the water can react with the chemical coagulants and make coagulation more 
difficult. Pretreatment, such as the addition of oxidants, may be necessary to 
decrease the concentration of organic compounds. Generally, high coloured 
water requires more chemicals for effective coagulating.
The effectiveness of a coagulant will change as the raw water quality changes. The 
effectiveness of a coagulant may also change for no apparent reason because there are 
other factors which are not yet known and which affect coagulation and flocculation.
For this reason, an operator should select the chemical coagulants by using the jar test 
with different chemicals. Although the jar test is still used widely for coagulation 
control, it depends on human judgement for evaluation and interpretation. In order to 
obtain further information, the operator should also measure the pH, turbidity and 
perhaps filtrability and zeta potential (AWWA, 1984; USEPA, 1991).
4.3.1.2 Application of the Chemicals
The type of chemical or chemicals and the optimum dosage are determined by jar test 
results. Their results for dosage are in milligrams per litre (mg/L), which should be 
converted to the equivalent full scale dosage. The operator adds the chemicals to the 
water by chemical feeding pumps which are adjusted to the desired dosage rates.
Based on the quality of raw water and jar test results, the operator adjusts the chemical 
dosing in the treatment plant. Actual dosages depend mainly on the operator’s 
experience and their knowledge. Through their experience, operator formulate some
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rules of thumb and use the same while adjusting the chemical dosages. Evidently, this 
can lead to under-or over-dosing of chemicals. The use of mathematical models to aid 
operators in deciding the actual dosages would be helpful.
4.3.1.3 Monitoring Process Effectiveness
Although the measurements listed in Section 4.3.1.1 provide a good indication of the 
results which may be expected, full scale plant operation may not always achieve these 
results. Actual plant performance must be monitored for:
• adequate rapid mixing,
• gentle flocculation,
• adequate flocculation time and
• settled and filtered effluent water quality
Successful coagulation is based on rapid and complete mixing. If polymers are used as 
prime coagulants, rapid mixing is less critical, but complete mixing remains very 
important in encouraging as many particle collisions as possible. Proper flocculation 
requires long and gentle mixing. The mixing energy must be high enough to bring 
coagulated particles into frequent contact with each other but not so high that existing 
floes are ruptured. Effective coagulation and flocculation will result in a water turbidity 
of less than 10 NTU. This can be useful for filters as there will be fewer smaller 
particles, which pose serious operation problems(AWWA, 1984).
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4. 3 .2 Operation of the Filtration Unit
The major aim of filtration is to remove suspended solids from the water. The 
suspended solids include floes from the coagulation and flocculation processes. This 
process is carried out when water passes through a bed of granular materials which 
comprise the filter media.
Filtration has two steps, filtering and backwashing. During filtering, water flows 
through the filter media to maintain a constant depth over the media. Initially, the filter 
media is clean and the head loss is low. The filtration rate is controlled at a desired 
level. Good control is important to prevent harmful surges which can disturb the media 
and force floes through the filter. In the second step, backwashing is carried out. 
Backwashing is a critically important step in the filtration process. Inadequate 
backwashing causes most operating problems along with filtration. In order to operate 
efficiently, the filter should be cleaned thoroughly before the next filter run begins. 
Properly backwashed filters require far less maintenance. Generally, a filter should be 
backwashed when the effluent turbidity begins to increase or the head loss is so high 
that the filter no longer produces water at the desired rate. The time interval between 
two consecutive backwashes is termed the ‘filter run time’. Large filter runtimes are 
preferred, as operating costs are reduced. Filter run times depend on the chemical 
dosages (AWWA, 1984).
4. 4 AVAILABLE DATA
Daily data including raw and treated water flow rate, pH,
turbidity, apparent colour, true colour, temperature, rainfall, alum and polymer dosages
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were collected by the Wyong Shire Council’s water treatment plant. There were about 
15% missing and incorrect data entries, mostly from 1991. Most of the missing data was 
filled in based on the following strategies:
1. Taking the average of the previous day and the following day.
2. Using the same dosage as a day which had nearly the same turbidity and 
apparent colour.
3. The adjusted feeding pump dosages are used instead of the actual dosages. Two 
values are recorded for both alum and polymer dosages. One ofthem isthe 
calculated dosage and the other is the actual dosage. The calculated dosage is 
based on the morning jar test results or the previous day or days results. The 
coagulant feeding pumps are adjusted based on calculated dosages. The actual 
dosage is the amount of coagulant used in 24 hours divided by the actual flow 
rate. There is usually a small difference between the calculated (set) and actual 
dosages. For example, for alum dosage the difference could be about 1 mg/L. 
However, there are few records for the alum and polymer dosages with large 
differences between the actual and adjusted values. Large differences may be 
attributable to a malfunction of the feeding pump or an incorrect recording. The 
actual records are replaced by the adjusted values during data preparation.
4. 4 .1 Raw Water Data
Table 4.1 shows the daily influent records available from January 1988 to December
1995. A s shown in Figures 4.3-4.7, all raw water parameters exhibit definite seasonal
variations with the high values occurring near the mid-point o f the year, which
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correlates directly with wet weather conditions Figure 4.7 indicates that the high level
of rainfall in 1990 resulted in an increased level of turbidity compared to other years 
(Figure 4.4). The raw water temperature was not recorded. The flow rate is not
considered as a variable because it was constant over a long period. This is because the 
quantity of treated water increases or decreases by varying the operation time of the 
water treatment plant.
Table 4.1 Summary o f Available Raw Water Data
Parameters Raw W ater Raw W ater Raw W ater Raw W ater Annual
pH Turbidity Apparent Colour True Colour Rainfall*
Years (NTU) (Hazen) (Hazen) (mm)
Max. 7.23 3.50 55 35
1988 Min. 6.12 1.20 20 10 1775.50
Ave. 6.71 1.95 38 25
Max. 7.15 6.50 65 55
1989 Min. 6.20 1.15 30 20 1520.80
Ave. 6.70 2.52 47 33
Max. 7.15 7.00 65 50
1990 Min. 5.85 1.80 25 15 1977.20
Ave. 6.67 3.97 46 31
Max. 7.04 5.15 65 55
1992 Min. 6.12 1.02 30 20 1198.04
Ave. 6.61 2.40 46 39
Max. 7.10 3.83 55 55
1993 Min. 6.30 0.8 40 30 804.00
Ave. 6.71 1.78 50 45
Max. 7.35 4.80 65 65
1994 Min 6.34 1.43 25 20 808.50
Ave. 6.88 2.46 51 45
Max. 7.37 5.82 70 65
1995 Min. 6.40 1.10 25 20 1062.00
Ave. 6.79 2.59 54 49
Note: The data collected in 1991 is not considered (Section 4.3).
* Local Arvr\ua\
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As shown in Figures 4.5 and 4.6, the colour levels show sudden ups and downs. These 
sudden changes are due to the measurement type. In this plant the raw water colour is 
measured in multiplies of 5. Also further analysis of Figures 4.5 and 4.6 indicates that 
there is once again a long term trend of increasing apparent and true colour values in the 
raw water. This can be attributed to possible disturbances in the catchment area leading 
to water pollution.
4.4.2 Chemical Dosage Data
Daily records on coagulant dosages are available from January 1988 through to 
December 1995. The average, minimum and maximum values of the coagulant dosages 
are summarised in Table 4.2. As shown in Figures 4.9- 4.10, there is a strong seasonal 
variation o f the alum and polymer dosages with the high values near the middle of the 
year corresponding to the high turbidity and low temperature readings. Higher chemical 
dosing in June-July 1990 corresponds to the higher turbidity and colour of the raw water 
as seen in Figures 4.4 to 4.6. Table 4.2 also indicates that the average alum and polymer 
dosages in 1990 is more than the other years. This can be attributed to the high values of 
average turbidity due to the high levels of rainfall in 1990. On the other hand, the alum 
dosages in mid-1994 and mid-1995 appear to be higher than in other years, whereas the 
polymer dosages have been reduced. This may be due to the under-dosing of polymer. 
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igure 4.5 A pparen t C olour o f  the R aw  W ater fr o m  1988 to 1995 (1991 D ata E xcluded)
Figure 4.6 True Colour of the Raw Water from 1988 to 1995 (1991 Data Excluded)
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F ig u re  4 .7  D a ily  R a in fa ll fr o m  1988  to l9 9 5  (1991 D ata E xc luded )




1988 1989 1990 1992 1993 1994 1995
Max. 50.1 45.5 54.8 38.4 31.0 38.7 41.3
Alum Dosages Min. 17.1 15.7 19.2 12.4 18.4 21.0 23.8
Ave. 25.5 27.8 33.1 22.0 22.0 27.9 31.1
Max. 0.12 0.09 0.24 0.1 0.09 0.08 0.07
Polymer Dosages Min. 0.03 0.03 0.01 0.01 0.02 0.02 0.03









































1-Jan-88 l-Jan-89 l-Jan-90 1-Jan-92 l-Jan-93 l-Jan-94 l-Jan-95
Date (days)
F ig u re  4 .8  A lu m  D osages fr o m  1988  to  1995 (1991 D ata  E xc luded)
0.2500
0.2000 +
l-Jan-88 l-Jan-89 l-Jan-90 l-Jan-92 l-Jan-93 l-Jan-94 l-Jan-95
Date (days)
Figure 4.9 Polymer Dosages from 1988 to 1995 (1991 Data Excluded)
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4.4.3 Treated Water Quality Data
Three treated water quality parameters, viz., turbidity, apparent colour and temperature, 
are used in the simulations. The ranges of treated water turbidity and apparent colour in 
different years are shown in Table 4.3. The actual turbidity and apparent colour values 
are plotted in Figures 4.11 and 4.12, respectively. Sudden drops and increases in the 
colour values are due to the resoluiSoA of tW, iAstcuceveAt loe»A  ̂ 2*5 Hazeo.
As shown in the figures, the majority of the recorded values 
are less than or equal to 1 NTU and 5 Hazen respectively, which are the target values 
(Juratowitch,1995) for water treatment plant. However, the target values for treated water 
turbidity and colour are exceeded on 7 (0.3%) and 55 (2.5%) occasions, respectively. 
The maximum number of violations in terms of apparent colour appeared to have 
occurred during the year 1990. As noted earlier, there were increased raw water turbidity 
and colour during this time. As shown in Figure 4.12, the temperature starts to increase 
from November and has high values in February due to the summer conditions.
Table 4.3 Summary of Treated Water Quality Data
Parameters
Years
1988 1989 1990 1992 1993 1994 1995
Max. 1.75 0.52 1.5 1.08 0.7 0.81 0.89
Turbidity Min. 0.10 0.08 0.09 0.03 0.07 0.16 0.17
(NTU) Ave. 0.30 0.22 0.32 0.32 0.26 0.36 0.40
Max. 7.5 12.5 10 7.5 7.5 7.5 10.00
Apparent Colour Min. 2 2 1 2.5 2.5 2.5 5.00
(Hazen) Ave. 2.7 3.2 2.9 3.1 4.2 4.7 5.2
Max. 28.5 25.6 26.4 25.5 25.9 26.3 25.00
Temperature Min. 14.0 12.2 12.0 12.5 13.1 11.7 11.00
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Figure 4.12 Tem perature o f  the Treated Water fr o m  1988 to 1995 (1991 D ata Excluded) 
4.5  P R E P A R A T IO N  O F  DATA
4.5.1 P rep a ra tio n  o f D ata  for Use in the M ultivariate  ANN Models
As shown in Table 4.1, seven years of daily data are available. However, when the 
multivariate ANN models were being developed, only 6 years of data were used (1988­
1990 and 1992-1994). The data was divided into two parts - one part for training and the 
other part for testing. Training and testing data sets should be an independent data set. 
Sometimes, a small subset of available data is enough to train a network successfully. 
Therefore, In order to obtain the best possible training and testing data sets, two 
approaches were used. In the first approach, 5 out of the 6 years of data were selected for 
training and the remaining one year of data is used for testing as shown in Table 4.4. The 
1988, 1991 and 1993 data were not selected as testing sets for the following reasons:
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• The plant was frequently under repair or offline in 1991.
• A considerable amount of data for apparent colour and turbidity were missing in 
1988.
• Two types of polymers (non-ionic and cationic) were used simultaneously in the 
first two months of 1993 whereas, the non-ionic type of polymer was normally 
used during all other times. The cationic polymer was used in order to examine 
the possibility of reducing the quantity of the alum dosages. Therefore, the alum 
dosage data which was recorded during two months was not same condition as 
of those used in other days.
In the second approach a certain percentage of the data was selected for training and 
testing a particular ANN from all the years (See Table 4.4).
Table 4.4 Training and Testing Data Sets
Training and 
Testing data Sets
* The remaining data was ignored.
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In both approaches, all incomplete, incorrect and missing data were eliminated and were 
not used in the multivariate model development. In the case of data sets A to D, the data 
for the complete year(s) was selected for testing and training the ANN as shown in 
Table 4.4 In set E, the second and third days, the fifth and sixth days, the eighth and 
ninth days and so on, were chosen for training. The first, seventh, and thirteenth days 
and so on of available data were chosen for testing. A similar procedure was used for 
cases F,G and H.
4.5.2 Preparation of Data for Use in Univariate ANN and ARIMA Models
In order to use the Statistica Software for estimating the seasonal model parameters in 
the univariate ARIMA model, the number of time series values should be more than 7L 
where L is the seasonal variation period (L=365). For this reason 8 years of alum and 
polymer dosages (1988-1995) were used for both ARIMA and ANN model 
development. The data was divided into two sets for training and prediction using ANN 
models and into two sets for model identification and prediction in the ARIMA models. 
In order to compare the results of the univariate ANN and univariate time series models, 
it was necessary to use the same data. For this reason, all the missing data was filled. 
This was carried out using any one or combinations of the following strategies:
1. Using the average of the previous day and the following day.
2. The adjusted dosages are used instead of the actual dosages.
3. Using the dosage of the day which has nearly the same turbidity and apparent 
colour
For both the ANN and ARIMA models, the testing data set must be distinct from the 
data set that was used for training or model identification. As such, the last six months
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of 1995 alum and polymer dosages were selected for the testing data set and the 





5. 1  A N N  MODEL DEVELOPM ENT
All the ANN models described herein were developed using the commercial software 
package NeuralWorks Professional n/PLUS (1994) on an IBM compatible 486 DX50 
computer. A back-propagation network was adopted, using the normal-cumulative-delta 
learning rule (recommended by NeuralWorks Professional). The epoch size remained at 
the default setting. Different combinations of the learning rate and momentum values, 
number o f processing elements (PEs) and number of hidden layers were tested to obtain 
the most appropriate ANN model for forecasting the polymer and alum dosages. The
overall procedure adopted for ANN model development is shown in Figure 5.1. The
values o f the various parameters required by the software are contained in Appendix A.
5 .1 .1  Preparation of Input and Output Parameters
Preparation of the input and output parameters are described in Chapter 4.
5 .1 .2  Selection of ANN Size
When using a back-propagation network, one o f  the most important configuration issues
is knowing how many layers o f PEs are needed to solve a particular problem. There is
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no theoretical reason for using more than two hidden layers. One hidden layer is usually 
sufficient (NeuralWare, 1994). The number of PEs in the input and output layers are 
usually equal to the number of input and output parameters respectively.
Preparation of input and output parameters




Reselection of significant inputs
Reselection of ANN size and configuration
Retraining the ANN
Retesting or prediction
F igure  5.1 S teps f o r  the A N N  M odel D eve lo p m en t
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Choosing an appropriate number of PEs in the hidden layers is extremely important. 
However, determining the number of PEs in the hidden layers is not usually as 
straightforward as it is for the input and output layers and is established here by trial and 
error. In this study, the number of PEs in the hidden layer started with 5 and then 
incremented to 25. Their relative performances (based on the root mean squared error 
(RMSE) between the actual and predicted variables) are calculated. If the ANN with 25 
PEs outperforms the one with 5 (i.e. a lower RMSE), a third ANN is built with 50 PEs 
in the hidden layer. At this point, the performance of the ANNs with 25 and 50 in the 
hidden layer are compared. If the ANN with 50 PEs in the hidden layer outperforms the 
ANN with 25, another ANN with 75 PEs would be built. Increasing the number of PEs 
in the hidden layer is continued in increments of 25 until the performance of the ANN 
with fewer PEs outperforms the ANN with more PEs. Once an increase of PEs in the 
hidden layer reduces performance, developing a more precise estimate of the best 
number of PEs starts. For example, assume that the ANN with 50 PEs did not perform 
as well as the ANN with 25 PEs in the hidden layer. The best performing model is going 
to have 25 or more PEs, but less than 50. Then an ANN with 35 PEs is constructed and 
its performance is compared with the 25 PE ANN. If the 25 PE ANN is still better, an 
ANN with 30 PEs is built. This procedure should be continued until the best performing 
ANN is determined. In this strategy for determining the number of PEs, the optimum
number of PEs was resolved to the nearest 5 PEs. The procedure is shown in Figure 5.2 
(NeuralWare, 1994).
Having determined the number of PEs, the next step is to adjust the learning rate and 
momentum values in order to determine the best ANN parameter values. This is carried 
out by changing the learning rate (as explained in Sections 3.1.3.3 and 3.1.3.4) for both
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the hidden and output layers and the momentum term sequentially (around the default 
value) and then checking the performance of the ANN by calculating the RMSE.
F ig u re  5 .2  Se lec tion  o f  the N u m b er  o f  P E s in the H idden  L a y e r
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5.13  Training and Testing the ANN
The training and testing data sets including inputs and desired outputs are used for 
several ANNs with one or two hidden layers and various numbers of PEs in the hidden 
layer to determine the best ANN model. More details are given in Chapters 6 to 8. The 
overall training process is summarised by the flow chart in Figure 5.3. The following 
ANN specifications within the software package have been found to give better 
predictions of the polymer and alum dosages:
• variable learning rates
• hyperbolic tangent transfer function
• epoch size of 16
• normalised cumulative learning rule
• different data sets for training and testing.
In order to obtain the optimum training iteration (i.e. learning count), training is stopped 
at intervals of every Nmax iterations and the testing data set is presented to the ANN. 
Here, each iteration is one cycle of calculation by the ANN for each time step of 
training. In the software, a limit to the number of iterations for training the ANN (Kmax) 
needs to be specified. In this study, Nmax 2nd Kmax were 1,000 and 100,000 respectively. 
The number of iterations depends on the data sets. After completion of training, the
RMSE is calculated.
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F igure  5 .3  B ack-P ropagation  Tra in ing  a n d  T esting  F low  C hart
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5 .1 .3 .1  Error Measures
There are various error measures which are used in the ANN literature when reporting 
on the performance of ANNs:
• RMSE,
• average absolute percentage error (AAPE) and
• Average absolute error.
The RMSE is a popular error measurement in ANNs and is calculated by:
RMSE =
' L ( y , - y f
i=l (5.1)
where y  is the target (i.e. actual) value, y  is the predicted value and n is the number of
recorded values. RMSE is an absolute number and as such yields only positive values. It 
should also be noted that RMSE has dimensions and units.
The “overall RMSE” is used by the software to evaluate the performance of the trained
ANN and to determine the optimum training iteration. Here “overall” refers to the
combined RMSE for both the alum and polymer dosages. The disadvantage of the
overall RMSE is that the errors in one variable may swamp and mask the errors in the
other output variable because of the different range of output values. In order to
sep ara te .^
overcome this problem, the RMSE of each output is calculatedaising Equation 5.1.
The AAPE is also useful for comparing the performance of ANNs and is computed by:
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AAPE = — 
n s y t -Ptyt xlOO (5.2)
AAPE is useful for comparing errors between two or more different data sets with 
varying units, as it is dimensionless. In this study, the amount of AAPE is more 
sensitive to the prediction errors. AAPE is particularly useful for comparing predictions 
of polymer dosages as they are generally less than 0.225 mg/L, compared to alum 
dosages which varies between 15 to 50 mg/L.
The AAE is the third error measure which is calculated using:
AAE = ^-TJ\yl - y ,
n i=l
(5.3)
The AAE has dimensions and units. In this respect, it is similar to the RMSE in that it 
suffers from the same disadvantages when there are two or more output variables with 
different ranges of values.
All the errors described herein were calculated using the Microsoft Excel software 
package.
5 . 1 . 4  S ign ifican ce T ests and Selection o f  the S ign ifican t In p u ts
Before carrying out significance tests it is necessary to develop a trained ANN model 
with an appropriate number of PEs and hidden layers for each of the different data sets. 
In this study, the significance tests were completed with just the 1 hidden layer ANN. 
Significance tests were then carried out for each ANN model to determine the most 
significant input parameters. This is done using the “explain command” in the 
NeuralWorks software. The “explain command” determines the percentage change in
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the network outputs arising from a particular percentage change in the input parameters. 
In this study, a ± 5% change to each input parameter is applied. Two methods were used 
to obtain the significant input parameters:
1. The daily values of all parameters over the previous 6 or 7 days time period were 
used as the training and testing input data sets.
2. Each parameter on the previous 6 or 7 days time period was independently used 
as training and testing input data sets.
All parameters with a relative significance of more than 5% were selected as significant 
inputs. The significant inputs are parameters which have considerable effect on the 
output parameters, viz. alum and polymer dosages. The results from this step are 
discussed in Section 6.2.3.2 (however, it is worth noting here that the 2 methods above 
yielded different number of significant variable).
Reselection of the ANN size, the ANN training and testing procedures are the same as 
those described in Sections 5.1.2 and 5.1.3.
5.2 A R IM A  M O D E L  D E V E L O P M E N T
The Box-Jenkins methodology is a 4 step procedure for the prediction of future events 
using a time series model. The 4 steps are identification, estimation, diagnostic checking 
and forecasting of the alum and polymer dosages. The procedure is shown Figure 5.4
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F ig u re  5 .4  G enera l P rocedure  o fA R lM A  M ethodo logy
The identification of the particular ARIMA model is carried out by first examining the 
autocorrelation function (ACF) of the time series. For this purpose, the original or 
transformed time series should be stationary. Having obtained an appropriate model
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from the identification process, the model parameters <|> and 0 can be estimated (where 
<|) and 0 are defined in Section 3.2.2). In order to estimate these parameters, the 
maximum likelihood method has been used. Different order models can be found using 
different (|) and 0 values. An adequate model can be selected by checking the residual 
and calculating Q (defined in Chapter 3). If the model is not adequate, the whole 
process, including the identification, estimation and diagnostic checking, should be 
repeated until an adequate model is achieved. More details are given in Chapter 8. Time 
series analyses are carried out using the Statistica version 5 software package.
The main purpose of time series modelling is to forecast. Using an adequate model for 
any given data set, future values in the time series can be estimated. The resulting values 
are the forecast of the transformed series. In order to forecast the original series, it is 
then necessary to invert all the data transformations that have been made to obtain a 
stationary time series.
CHAPTER SIX
APPLICATION OF ARTIFICIAL NEURAL 
NETWORKS TO PREDICT ALUM AND 
POLYMER DOSAGES
CHAPTER 6
APPLICATION OF ARTIFICIAL NEURAL 
NETWORKS TO PREDICT ALUM AND 
POLYMER DOSAGES
6.1 IN T R O D U C T IO N
A predictive model was developed by determining the correlation between various input 
parameters and the chemical dosage levels for a plant with a history of effective water 
treatment in which the target water quality (Section 4.4.3) has been met for nearly 99% 
of the time. This chapter describes the ANN analysis of daily treatment records covering 
the past 6 year period at the Wyong Water Treatment Plant, which were used to model 
the daily dosages of polymer and alum.
6.2 D E T E R M IN A T IO N  O F T H E  M O S T  S IG N IF IC A N T  IN P U T S
In order to determine the most significant input parameters, a number of ANN models 
were developed which forecast the alum and polymer dosages. A significance test was 
then carried out for each ANN model. As explained in Section 5.1.4, two methods were 
used to ascertain the significant input parameters. Firstly, the daily values of all
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parameters over the previous 6 ox 1 day period were used as the training and testing 
input data sets. In the second method, each parameter over the previous 6 or 7 day 
period was used independently as the training and testing input data sets. The outputs 
were the current day alum and polymer dosage for both methods.
6. 2 .1 M eth od  1
6. 2 .1 .1  Training and Testing o f  A N N
As described in Section 4.4.1, 8 data sets (A, B, ..., H) were used for training and 
testing. Each set includes 47 input parameters which are shown in Figure 6.1. In
conjunction with these 8 data sets, several ANN structures for training and testing with 
one hidden layer were used to determine the best ANN models and data sets (Section 
5.2.1). ANN parameters which were used to develop several ANN models with different 
number of PEs are:
• hyperbolic tangent transfer function
• momentum value of 0.4 (software default)
• epoch size of 16 (software default)
• learning rate of 0.3 for hidden layer (software default)
• learning rate of 0.15 for output layer (software default).
The number o f PEs in the hidden layer, training iteration (learn count), learning rate and 
RMSE for different ANN models are shown in Tables B.l to B.8. Values of the learning 
rate and the number of PEs and training iterations for the best configured ANN (i.e.
minimum RMS error) of each data set are contained in Table 6.1.
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F ig u re  6 .1  A N N  f o r  A lu m  a n d  P o lym e r  D osages P red ic tio n  U sing  4 7  Inpu ts (M e th o d  1)
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Table 6.1 Best Configured ANN Structure
Data Sets Num ber o f  
Training  
Iterations
Num ber o f  
Input PEs
Number o f  
Hidden PEs
Num ber o f  
Output PEs





Alum Polymer Alum Polymer
A 67000 47 5 2 0.3 0.15 2.11 0.0086 4.97 13.12
B 30000 47 10 2 0.3 0.15 2.86 0.0170 5.68 30.20
C 11000 47 65 2 0.3 0.15 2.34 0.0086 8.66 18.36
D 54000 47 60 2 0.3 0.15 2.01 0.0064 5.36 10.23
E 55000 47 25 2 0.3 0.15 1.54 0.0069 4.34 9.98
F 43000 47 35 2 0.3 0.15 1.63 0.0067 4.50 9.78
G 12000 47 25 2 0.3 0.15 1.88 0.0087 4.96 12.50
H 54000 47 80 2 0.3 0.15 1.74 0.0072 4.52 9.49
The results indicated that there was a slight difference in the errors obtained by using
different numbers of PEs in the hidden layers. Up to a point, the predictive ability of the 
ANNs improved with an increase in the number of PEs in the hidden layer. The RMS 
error for polymer dosage during the testing phase is an indicator of the predictive 
capability of the ANN. For example, as shown in Figure 6.2 and Table 6.2, for data set H
with 47 inputs, as the number of PEs in the hidden layer was increased from 5 to 80, the 
RMS error decreased. Beyond 80 PEs, there was a slight increase in the RMS error, 
particularly as the number of PEs increased from 80 to 90. There appears to be a slight 
increase in generalisation ability, with optimum performance being achieved when 80 
PEs were used in the first hidden layer. A similar analysis for other data sets indicated 
that the optimum number of PEs for data sets E and F were 25 and 35 respectively. The 
reason is (Maren et al., 1990 ;Maier et al., 1995):
• If the number of hidden layer PEs is too small, it may be difficult to obtain 
convergence during training.
• If too many hidden PEs are used, the ANN may lose its ability to generalise. 
Furthermore, keeping the number of hidden layer PEs to a minimum reduces the 
computational time needed for training.
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Number of PEs in the Hidden Layer
F igure 6.2 Im pact o f  C hanging the N um ber o f  PEs in the H idden Layer fo r  D ata  Set H















RMS Error for 
Polymer Dosage 
(mg/L)
5 0.0764 5 0.0783 5 0.0699
25 0.0754 25 0.0777 25 0.0679
30 0.0757 35 0.0776 50 0.0678
35 0.0757 40 0.0781 75 0.0677
50 0.0758 50 0.0785 80 0.0675
. . _ _ 90 0.0682
- - - - 100 0.0682
The plots of the predicted and actual values for the alum and polymer dosages are given 
in Figures B.l to B.16. It can be seen from Table 6.3 and Figure 6.3 that the three
highlighted data sets E, F and H resulted in the lowest average absolute percentage 
(AAPE) and RMSE. These three data sets were then selected for significance testing to 
determine the most significant parameters. The results of the significance tests for three 
data sets are shown in Figures 6.4 to 6.6. Based on the criteria described in Section 
5.1.3, the number of input parameters found to be significant for data sets E, F and H,
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were 10, 10 and 9 respectively. These results are summarised in Table 6.4 and are 
discussed in Section 6.2.3.1.







A Polymer 0.0062 12.95 0.0086
Alum 1.48 5.11 2.11
B Polymer 0.0104 17.85 0.0170
Alum 1.66 5.04 2.86
C Polymer 0.0067 18.62 0.0086
Alum 1.80 8.66 2.34
D Polymer 0.0044 10.23 0.0064
Alum 1.47 5.36 2.01
E Polymer 0.0050 9.98 0.0069
Alum 1,13 4.34 1.54
F Polymer 0.0049 9.88 0.0067
Alum 1.17 4.51 1.63
G Polymer 0.0063 12.50 0.0087
Alum 1.29 4.96 1.88
H Polymer 0.0051 9.85 0.0072
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Input Parameters
F igure  6 .6  R e la tive  S ign ificance  (%) o f  In p u t P a ra m eters  U sing D ata  S e t H  (M ethod  1)
Table 6.4 Inpu t Param eters w ith  Relative Significance Values Exceeding 5%  U sing M ethod 1.
Data Sets Significant Input Parameters
E
• RW Apparent Colour )̂, RW Apparent Colour^)
• RW True Colour^)
• TW Temperature )̂
• Polymer Dosage^-i), Polymer Dosage^), Polymer Dosage^)
• Alum Dosage(M), Alum Dosage^), Alum Dosage^), Alum Dosage^)
F
• RW Apparent Colour )̂, RW Apparent Colour^)
. RW True Colour^)
• Polymer Dosage^, p, Polymer Dosage^), Polymer Dosage^)
• Alum Dosage(t-i), Alum Dosage^), Alum Dosage^), Alum Dosage^)
H
• RW Turbidity(t-i)
• RW Apparent Colour^)
• Polymer Dosage^-i), Polymer Dosage^), Polymer Dosage(t-3)
• Alum Dosage(M), Alum Dosage^), Alum Dosage^), Alum Dosage(t.4)
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Although it would be expected that the raw water turbidity would strongly correlate with 
the alum and polymer dosages, significance testing showed that the raw water turbidity 
was not a significant parameter in influencing the chemical dosing. The reason is that 
the alum and polymer dosages were determined from the previous day’s treated water 
quality, not the optimum dosages (jar test results).
6.2.2 Method 2
Three data sets E, F and H consisting of the previous 6 or 7 days of observed values of 
each parameter were separately used as inputs to train and test the ANNs. These 
parameters are shown in Figures 6.7 and 6.8. As in Method 1, several ANNs were 
developed to determine the significant input parameters for three data sets (E, F and H).
6.2.2.1 Training and Testing o f ANN
The three data sets E, F and H, consisting of 7 or 6 inputs (i.e. each parameter at the 
previous 6 or 7 days) as well as 2 outputs, were presented to the ANN models 
separately. The ANN parameters which were used to develop the 7 ANN models with 5 
PEs has been given in Section 6.2.1.1.
As described in Section 5.1.3, the significance tests were carried out for all parameters 
separately to select the relatively significant input parameters. The significance test 
results of all parameters for the different data sets are depicted in Figures 6.9 to 6.11. 
The significant input parameters for each data set are summarised in Table 6.5.
Figures 6.9 to 6.11 indicate that the pH is not a significant parameter. The reason is that 
the pH range of the influent water is nearly equal to the optimum pH range for alum 
which is approximately 5.5 to 6.5 (Davis, et al., 1985)
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Input Parameters
Figure 6.11 Relative Significance (%) o f  Inpu t Param eters Using D ata  Set H  (M eth o d  2)
6.2.3 Prediction of Alum and Polymer Dosages
6.2.3 J  A N N  Prediction Using the Significant Input Parameters o f  Method 1
An inspection of Table 6.4 shows that there are 8 common input parameters between the 
three data sets E, F and H and an additional parameter in E and F. Hence there are in 
total 9 parameters which have a relative significance more than 5%. The negative 
significance of the raw water tme colour^) in the significance test with data set F 
(Figure 6.10) was ignored, since a positive relationship between raw water colour and, 
the alum and polymer dosages is expected. Also raw water turbidity(t.i) was ignored 
because it was only found to be significant for data set H. Therefore, the following 9 
significant parameters were selected as ANN inputs for predicting the alum and polymer 
dosages one day in advance ie. alum dosage^) and polymer dosage^:
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• RW Apparent Colour^) and RW Apparent Colour^)
• Alum Dosage(t-i), Alum Dosage^), Alum Dosage^) and Alum Dosage^)
• Polymer Dosage(M), Polymer Dosage^) and Polymer Dosage^)
Table 6.5 Input Parameters with Relative Significance Values Exceeding 5% Using Method 2
Data Sets Significant Input Parameters
E
• R W  Turbidity(t-i), R W  Turbidity(t_2), R W  Turbidity n ) , R W  Turbidity(t-5)
• R W  Apparent Colour(t), R W  Apparent Colourn)
• T W  Temperature^), T W  Temperaturen), T W  Temperaturen)
•  Polymer Dosage(t-i), Polymer D o sa g e n , Polymer D o s a g e n
• Alum  Dosage(t-i), Alum  Dosage(t.2), Alum  D o sa g e n , Alum  D o sa g e n
F
• R W  Turbidity(t), R W  Turbidity(t-2), R W  Turbidity n >  R W  Turbidity(t.5)
• R W  Apparent Colour(t-i), R W  Apparent Colour(t-3)
• R W  True Colourn)
• T W  Temperature^), T W  Temperaturen), T W  Temperaturen),
• T W  Temperaturen), T W  Temperaturen), T W  Temperaturen)
•  Polymer D osagen), Polymer Dosagen), Polymer D osagen),
Polymer D osagen )
• Alum  Dosage(t-i), Alum  Dosagen), Alum  Dosagen), Alum  Dosagen)
H
• R W  Turbidity (t-i), R W  Turbidity n ) , R W  Turbidity n )
• R W  Apparent Colour^, R W  Apparent Colourn), R W  Apparent Colourn), 
R W  Apparent Colourn), R W  Apparent Colourn)
• R W  True Colourn), R W  True Colourn)
• T W  Temperature(t), T W  Temperaturen), T W  Temperaturen),
T W  Temperaturen), T W  Temperaturen)
•  Polymer Dosage(t-i)? Polymer D o sa g en , Polymer D osagen),
Polymer D o s a g e n
• Alum  D o s a g e n , Alum  Dosagen), Alum D osagen), Alum  Dosagen)
The three data sets, E, F and H, which included only the 9 inputs above, were presented 
to several ANNs with one or two hidden layers to determine the best ANN model 
(Figure 6.12). The number of PEs in the input and hidden layers, the RMS error, the
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learning rate and momentum value of all models are shown in Tables B.9 and the three 
ANN models with the lowest RMS errors for the three data sets (E, F and H) are shown 
in Table 6.6.
The three ANN models were chosen for predicting the alum and polymer dosages one 
day in advance (ie. Alum(t) and Polymer^). The plots of the predicted and actual values
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for the alum and polymer dosages for the three data sets (E, F and H) are given in 
Figures B.17 to B.22. These results indicate that some peaks are apparently 
underestimated by up to 12% for the alum and up to 5% for the polymer. Table 6.7 
shows that the three ANN models produce nearly the same results. Relatively large 
errors for the predicted polymer dosage indicate that the predictive ability of ANNs for 
polymer dosage is significantly less than for alum dosage. This may be due to 
inaccuracies in the collected data for polymer dosages as they are substantially lower 
than those of alum. A small error in the adjustment of the coagulant feeding pump for 
the polymer dosage can result in over- or under-dosing. More details are discussed in 
Section 6.2.3.2.
Table 6.6 Test Conditions for the ANN Training Phase Using Method 1 with 9 Input 
___________________________ parameters.___________________________
Testing Sets E F H
Number of Iteration 67000 53000 19000
Number of Input PEs 9 9 9
Number of PEs in the first Hidden Layer 25 25 10
Number of PEs in the second Hidden layer 5 5 0
Number of Output PEs 2 2 2
Learning Rate for Hidden Layer 1 0.8 0.8 0.8
Learning Rate for Hidden Layer 2 0.7 0.7 0
Learning Rate for Output 0.15 0.15 0.15
Momentum Value 0.4 0.1 0.2
Epoch Size 16 16 16
Overall RMSE (mg/L) 0.074 0.071 0.068
Table 6.7 Comparison o f the Prediction Errors in the 3 ANN Models based on 







E Polymer 0.0048 8.76 0.0087
Alum 1.13 4.30 1.54
F Polymer 0.0046 8.45 0.0067
Alum 1.14 4.34 1.59
H Polymer 0.0047 8.52 0.0072
Alum 1.15 4.37 1.62
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6.23.2 ANN Prediction Using the Significant Input Parameters o f Method 2
From Table 6.5 it can be seen that there are 11 common significant input parameters 
between the three data sets E, F and H and 8 other significant input parameters in data 
sets E and F. Hence in total there are 19 parameters which have a relative significance 
more than 5%. The parameters with negative significance viz., raw water true colour^) 
for data sets E and H and raw water true colour(t_i) and colour^) were ignored. 
Therefore, As shown in Figure 6.13, 19 input parameters were selected for use with the 
ANN model to predict the polymer and alum dosages.
Three data sets (E, F and H) consisting of 19 inputs were presented to several ANN 
models with one or two hidden layers to determine the best ANN model as described in 
Section 5.2.1. The number of PEs in the first and second hidden layers, the RMS error, 
the learning rate and the momentum value of all models are given in Table B.10. The 3 
ANN models with the lowest RMS errors for the three training and testing sets are 
shown in Table 6.8. A comparison between and within Tables 6.6 (using 9 input 
parameters) and 6.8 (using 19 input parameters) indicates that the structure of the ANN 
model depends on the nature of the data set as well ast the number of input parameters. 
Also considering the size of the RMS errors, the results of this work show that one 
hidden layer is sufficient. This conclusion is in agreement with the theoretical work of 
Homik et al. (1989) and the numerical experiments of Maier et al. (1995).
The plots of the predicted and actual values of alum and polymer dosages are shown in 
Figures B.23 to B.29. The errors obtained for all 3 data sets are summarised in Table 6.9 
which shows that they all produce similar results. The 3 ANN models predict most of
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the major variations but have difficulties in predicting the peak values of alum and 
polymer dosages.
Input layer Hidden layer output layer
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F ig u re  6.13 A N N  f o r  A lu m  a n d  P o lym er  D o sa g es P red ic tion  U sing  19 inputs
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Table 6.8 Test Conditions fo r the ANN Training Phase Using Method 2 
_______________________ with 19 Input Parameters._______
Data Sets E F H
Number of Iterations 63000 39000 69000
Number of PEs Input 19 19 19
Number of PEs in the first Hidden Layer 5 15 5
Number of PEs in the second Hidden 0 0 0
layer
Number of Output PEs 2 2 2
Learning Rate for Hidden 1 0.8 0.3 0.8
Learning Rate for Hidden 2 - - _
Learning Rate for Output 0.15 0.15 0.15
Momentum 0.4 0.4 0.1
Epoch Size 16 16 16
RMSE (mg/L) 0.077 0.072 0.070
Table 6.9 Comparison o f the Prediction Errors in the 3 ANN Models based on Data 






E Polymer 0.0048 9.23 0.0068
Alum 1.10 4.29 1.52
F Polymer 0.0049 9.26 0.0069
Alum 1.13 4.31 1.55
H Polymer 0.0046 9.21 0.0067
Alum 1.11 4.36 1.53
From Figure 6.14, the AAPEs associated with the 3 ANN models, each with 47, 19 and 
9 input parameters indicate that the prediction capability with 9 inputs is slightly better 
than the others. This means that the ANN performance improves as the number of 
inputs decreases from 47 to 9. In other words, increased complexity of the model and a 
larger number of inputs does not necessarily mean more accurate prediction. This 
observation was also made by Maier et al. (1993). The reason is that the use of too many 
inputs may introduce unwanted noise as well as increase the difficulty of estimating the 
ANN connection weight. However, Method 1 with 9 inputs produced slightly better 
results in predicting the peak values than Method 2 with 19 inputs. An example of this
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for the polymer dosage can be seen on day 105 (12-Jun-90) in Figure 6.15. On this day, 
the actual polymer dosage was 0.225 mg/L compared to the predicted dosage of 0.210 
mg/L (19 inputs) and 0.216 mg/L (9 inputs).
12
47 inputs 19 inputs 9 inputs 47 inputs 19 inputs 9 inputs
Number of  Input Parameters
F ig u re  6 .14  C om parison  o f  the  A vera g e  A b so lu te  P ercen tage  E rro rs  U sing a D iffe ren t
N u m b er  o f  In p u t P aram eters
F ig u re  6 .15  A  C lose-up  o f  P e a k  Values f o r  the  A c tu a l a n d  P re d ic ted  A lum  D osages  
(E x trac ted  fr o m  F igures  B .9, B .1 8  a n d  B .24)
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Generally, all ANNs converged rapidly during the training phase and the performances 
of the ANN models for predicting major variations of both alum and polymer dosages 
are reasonable. However, the models have some difficulty in predicting peak values of 
the alum and polymer dosages. Examples of these are in Figures B.17 to B.22, 6.16 and 
6.17. The ANN model is more effective in predicting the alum and polymer dosages 
below the values of 42 and 0.216 mg/L respectively. However, the ANNs have not 
predicted a dosage over 42 mg/L for the alum dosage (maximum alum dosage in testing 
data set was 45 mg/L) and 0.216 mg/L for polymer dosage (maximum polymer dosage 
in testing data set was 0.225 mg/L). This is apparently because the ANNs were trained 
with 5 years of daily data which included only 10 days with alum dosages over 42 mg/L 
and 9 days with polymer dosages over 0.216 mg/L. Most of these occurred in one year 
as a result of overdosing. An example of this can be seen in Figures B.21 and 6.16 on 
day 26 (22-Jan.-89) for the alum dosage. On this day, as shown in Table 6.10, the raw 
water turbidity and apparent colour (2.8 NTU and 50 Hazen) were nearly the same as 
the next day (2.9 NTU and 50 Hazen), however the alum dosage dropped from 45 mg/L 
to 32 mg/L the day after. Figures B.19 and B.25 show an example of under dosing 
occurred on day 26 (24-Jan.-89). As can be seen from Table 6.10, on this day the raw 
water turbidity and apparent colour (3.2 and 55) were more than the day before (2.7 and 
50) but the alum dosage was same. On the other hand, the higher treated water apparent 
colour on that day (5.0 Hazen) shows the actual dosage is under dosing. Thus the 
inability to predict the extreme values can be attributed to operator error in 
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Time (days)
F igure 6 .1 6  A  C lo se -u p  o f  P e a k  V alues f o r  the A c tu a l a n d  P re d ic te d  A lu m  D o sa g es
(E xtra c ted  fr o m  F ig u re  B .9 )
F ig u re  6 .1 7  A  C lo se -u p  o f  P e a k  V alues f o r  the A c tu a l a n d  P re d ic te d  p o ly m er  D osages
(E x tra c ted  fr o m  F ig u re  B .1 7 )
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23-Jan.-89 * 32 * 2.9 50 0.23 2.5 Apparent 
under-estimation 
due to overdosing
22-Jan.-89 26 45 39 2.8 50 0.45 2.5
24-Jan.-89 26 32 36 3.2 55 0.26 5.0 Apparent 
over-estimation 
due to underdosing23-Jan.-89 * 32 * 2.7 50 0.23 2.5
* Predicted alum dosage is not available since data from these 
the testing sets.
days was not included in
6 .3  S U M M A R Y
A back-propagation network was used to determine the alum and polymer dosages one 
day in advance for producing potable water. Seven data sets considering different 
combinations of data were presented to various ANNs to determine the best training and 
testing data sets. Some of the observations made in this chapter are:
•  Two methods were used to obtain the significant input parameters for the ANN. 
In Method 1, the daily values of all parameters over the previous 6 or 7 day time 
period were used as the training and testing input data sets (Figure 6.1) . In 
Method 2, each parameter over the previous 6 or 7 day time period was 
independently used as training and testing input data sets (Figures 6.7 and 6.8). 
Several ANNs with different numbers of PEs were trained and tested using 
similar training and testing sets for each method to determine the ANNs which 
produced the smallest RMSEs.
•  In order to obtain the best prediction (minimum error), it is necessary to use the 
most significant input parameters. It is vital to include all the inputs necessary to 
obtain the relationship between inputs and outputs. However, decreasing the 
number of inputs to a minimum is also important in order to increase the speed
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of training and reducing the time taken for processing. Significance testing was 
carried out and the results were investigated to determine insignificant inputs 
which could be omitted from the ANN model. The results show that 9 and 19 
inputs are significant for predicting the alum and polymer dosages by Methods 1 
and 2 respectively. The RMSEs obtained from both methods indicated that 
Method 1 produced more accurate models. The best predictions were obtained 
from data set F. The average absolute percentage errors (AAPEs) between the 
actual and predicted values for the alum and polymer dosages are 4.34% and 
8.45% respectively. Although the ANN models predict most of the major 
variations, they have some difficulty in predicting the peak values of the alum 
and polymer dosages.
• Comparing the AAPE of the results obtained with 47, 19 and 9 input parameters 
indicates that the prediction capability of the ANNs with 9 inputs is slightly 
better than the others. The improved performance of the ANNs with 9 input 
parameters compared to 47 input parameters is probably due to increased round 
off errors associated with the greater number of calculations. This means that the 
ANN performance improves as the number of inputs decreases from 47 to 9. In 
addition, besides the quantity of data, the quality is also a highly important factor 
in determining the usefulness of these models and the forecasts they produce.
CHAPTER SEVEN
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CHAPTER 7
ECONOMIC ANALYSIS OF APPLYING AN 
ARTIFICIAL NEURAL NETWORK TO THE 
OPERATION OF A WATER TREATMENT
PLANT
7.1 IN T R O D U C T IO N
An important part of the daily operation of a water treatment plant is the chemical 
dosing. The correct chemical dosages depend on the quality of the raw water and dosing 
rates will need to be adjusted from time to time as water characteristics change. Good 
control of coagulation conditions is essential for the maintenance of satisfactory treated 
water quality and economic operation of the plant. The application of an ANN for 
determining chemical dosage levels in order to meet target effluent quality (Section 
4.4.3) is investigated in this chapter. The ANN is trained using past water treatment 
operation data. In this part of the study, both influent and treated water treatment 
characteristics were used along with the chemical dosages. The procedure is shown in 
Figure 7.1.
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Selection of 11 input parameters:
•  9 significant input parameters from Chapter 6
•  treated water turbidity and apparent colour
Selection of ANN size
Training the ANN
Testing to obtain the best ANN architecture
Replace the treated water turbidity and apparent 
colour with corresponding target values in the
testing set
Predict the alum and polymer dosages
Calculate the difference between the actual and 
predicted dosages
Calculate the corresponding cost/benefits
F ig u re  7.1 S teps  in  the  E conom ic  A n a lys is
7.2 F O R E C A S T IN G  T H E  P O L Y M E R  A N D  A L U M  D O S A G E S
The significant input parameters obtained for the 3 data sets (E, F, and H) in Chapter 6 
were chosen for forecasting the alum and polymer dosages. The ANN models were 
constructed to determine the polymer and alum dosages to meet target treated water
Chapter 7: Economic Analysis o f Applying an ANN 7-3
quality (1 NTU for turbidity and 5 Hazen for apparent colour). The ANNs consisted of 3 
or 4 layers of feedforward network. As shown in Figure 7.2, 11 parameters were used as 
inputs, i.e. the 9 significant parameters obtained in Chapter 6 as well as 2 effluent 
quality parameters (treated water turbidity and apparent colour).
F ig u re  7.2 A N N  f o r  P re d ic tin g  the A lu m  a n d  P o ly m e r  D o sa g e s  U sing 11 in p u ts
Chapter 7: Economic Analysis o f  Applying an ANN 7-4
Several ANN configurations with one and two hidden layers, in conjunction with 
different numbers of PEs and different values of learning rate and momentum were 
trained and tested to determine the best ANN architecture. The training procedure is 
shown in Figure 5.2. The number of PEs in the first and second hidden layers, the RMS 
error, the learning rate and momentum of models are given in Table 7.1 and the best 
ANN model for the three training and testing data sets are highlighted. As can be seen in 
the tables, only one hidden layer yielded the minimum RMSE in the case of all 3 data 
sets. Also, the number of PEs for data sets E and H are significantly lower than those 
obtained in Chapter 6.
The performances of the ANN models for all 3 data sets (E, F and H) are shown in 
Table 7.2. and Figures C.l to C.6. The results show that there is no difference in the 
performance of the three models. For example, the average absolute percentage errors 
between the actual and predicted values for the alum and polymer dosages for the data 
set E are 4.20% and 8.56% respectively.
Figure 7.3 contains the results from the three data sets (E, F and H) for predicting the 
alum and polymer dosages using 47, 19, and 9 input parameters obtained from Chapter 
6 and 11 input parameters (including treated water apparent colour and turbidity). This 
figure and Tables 6.7 and 7.2 indicate that predictive ability improves slightly (s i 0.1%) 
as the effluent parameters are used in addition to other parameters to train the ANN.











Learning Rates Momentum RMS Errors
Hidden Layer Output Layer Alum
(mg/L)
Polymer
(mg/L)1 2 1 2
E 77000 11 5 0 2 0.3 - 0.15 0.4 1.62 0.0067
E 51000 11 15 0 2 0.3 - 0.15 0.4 1.63 0.0068
E 69000 11 25 0 2 0.3 - 0.15 0.4 1.60 0.0069
E 77000 11 5 0 2 -  - 0.8 .. 0.15 \ 0.4 1,62 0.0066
E 21000 11 5 0 2 0.3 - 0.15 0.1 1.63 0.0071
E 40000 11 5 0 2 0.8 - 0.15 0.1 1.64 0.0065
E 58000 11 5 0 2 0.8 - 0.15 0.6 1.65 0.0067
E 78000 11 5 2 2 0.3 0.25 0.15 0.4 1.67 0.0068
F 49000 11 5 0 2 0.3 - 0.15 0.4 1.58 0.0070
F 43000 11 25 0 2 0.3 - 0.15 0.4 1.55 0.0069
F 67000 11 50 0 2 0.3 - 0.15 0.4 1.56 0.0068
F 66000 11 75 0 2 0.3 - 0.15 0.4 1.55 0.0069
F • 29000 i i 60 0 W ISM M M SS 0,3 - * v . 0.15 - i i i P i l l l l i l l 1,55 0.0068
F 89000 11 65 0 2 0.3 - 0.15 0.4 1.56 0.0068
F 97000 11 60 0 2 0.8 - 0.15 0.4 1.60 0.0068
F 61000 11 60 0 2 0.3 - 0.15 0.1 1.56 0.0068
F 61000 11 60 0 2 0.8 - 0.15 0.1 1.61 0.0068
F 65000 11 60 0 2 0.3 - 0.15 0.7 1.57 0.0070
F 67000 11 60 20 2 0.3 0.25 0.15 0.4 1.57 0.0069
H 57000 11 "5'- 0 2 0,3 0.15 0.4 1.62 0.0070
H 62000 11 10 0 2 0.3 - 0.15 0.4 1.64 0.0070
H 66000 11 15 0 2 0.3 - 0.15 0.4 1.63 0.0070
H 69000 11 25 0 2 0.3 - 0.15 0.4 1.66 0.0070
H 57000 11 5 0 2 0.8 - 0.15 0.4 1.70 0.0070
H 57000 11 5 0 2 0.3 - 0.15 0.4 1.71 0.0071
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E Polymer 0.0047 8.56 0.0068
Alum 1.08 4.20 1.60
F Polymer 0.0048 8.55 0.0069
Alum 1.08 4.25 1.63
H Polymer 0.0047 8.50 0.0070







47 inputs 19 inputs 9 inputs 11 inputs 47 inputs 19 inputs 9 inputs 11 inputs
Number of Input Parameters
F ig u re  7.3 C o m p a riso n  o f  the  A v e ra g e  A b so lu te  P ercen ta g e  E rro r  U sing D iffe ren t
N u m b ers  o f  In p u t P aram eters
Figure 7.4 for the alum dosage and Figure 7.5 for the polymer dosage shows that 
although the performance of the ANN model is slightly improved in predicting peak 
values by the inclusion of the extra 2 input parameters (treated water turbidity and 
apparent colour), the models still have some difficulty predicting the extreme alum and
polymer dosages.
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On some occasions, there is an apparent over- or under-estimation of dosage by the 
ANN. Closer inspection shows that differences between the actual and predicted 
chemical dosages are due to plant malfunction or operator error at the water treatment 
plant. Two examples are displayed in Figure 7.6. On Day 84 (10-Feb-90) there is an 
example of underdosing at the Wyong Water Treatment Plant. This can be deduced by 
comparing the actual dosage and actual treated water quality parameters on 9-Feb-90 
and 10-Feb-90. In progressing from 9-Feb-90 to 10-Feb-90 the alum dosage decreased 
from 37 mg/L to 24 mg/L and the raw water turbidity increased from 2.7 to 3.3 NTU 
and the apparent colour also worsened from 50 to 55 Hazen. It is noteworthy that the 
accompanying changes in the treated water turbidity were from 0.28 to 1 NTU. 
However, the treated water colour deteriorated from 5 Hazen (i.e. the target value) to 7.5 
Hazen. That the treated target value of the apparent colour was violated indicates that 
this is an example of underdosing.
On Day 86 (22 Feb-90) in Figure 7.6 there is an example of overdosing at the water 
treatment plant. An inspection of the Table 7.3 shows that the alum dosage was 
increased from 21 Feb-90 to 22 Feb-90, from 32 to 40 mg/1 despite the fact that the 
influent water quality remained constant at 4 NTU and 50 Hazen. While the treated 
water apparent colour remained constant at 2.5 Hazen, the treated water turbidity 
reduced from 1 to about 0.5 NTU. Thus the alum dosage was increased in spite of the 
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Time (days)
F ig u re  7.4 C om parison  o f  the  A c tu a l a n d  P re d ic te d  A lu m  D o sa g es f o r  a  S e lec ted  
P e a k  on  D a y  25  (E x tra c ted  fr o m  F ig u res  B. 16 a n d  C.6)
P e a k  on  D a y  105 (E x tra c ted  fr o m  F ig u res  B . l l  a n d  C.3)
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Figure 7.6 Comparison o f  the Actual and Predicted Alum Dosages fo r  a Case o f  Underdosing 
on D ay 84 and  Overdosing on D ay 86 (Extracted from  Figures B. 16 and C. 6)





























09-Feb.-90 * 36.77 * 2.7 50 0.28 5.0 Apparent 
over-estimation 
due to under-dosing10-Feb.-90 84 24.1 33.28 3.2 55 1 7.5
21-Feb.-90 * 31.7 * 4.0 50 1.00 2.5 Apparent 
under estimation 
due to overdosing22-Feb.-90 86 40.4 30.53 4.0 50 0.45 2.5
* Predictec alum dosage is not available since data from these cays were not included in
the testing sets.
7.2.1 Econom ic A nalysis
An economic analysis was carried out by determining the alum and polymer dosages 
required to meet target treated water quality for the apparent colour and turbidity. The 
trained ANN models developed in Section 7.2 (Figure 7.2) were tested with new testing 
data sets in which 2 of the 11 input parameters, treated water apparent coloupt) and 
turbidity^, were replaced by the target values. In this study, the prediction of the alum
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and polymer dosages was made for the 3 data sets E, F and H. Figures 7.7 to 7.12 show 
the actual values of the alum and polymer dosages as well as the ANN predicted values 
necessary to meet target treated water quality. The differences between the predicted 
polymer and alum dosages required for meeting the target values and the actual dosages 
were then calculated. This yielded the savings in the chemical dosages. The results are 
tabulated in Table 7.4, which indicate that the trained ANN with data sets E and F can 
reduce the polymer and alum dosages by 10% and 2% for die Wyong Water Treatment 
Plant respectively. However, the trained ANN with data set H can only reduce the 
polymer dosage but not the alum dosage for which there was a slight increase of 1%. 
These results indicate that the selection of an appropriate data set is important for 
training an ANN. Hence, although the use of data sets E and F for the operation of the 
Wyong Water Treatment Plant can reduce the chemical dosages, particularly the 
polymer dosage, the use of data set H is more representative because it has more
training data.
Figure 7.7 Comparison o f  the Actual and Predicted Polymer Dosages Incorporating
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7igure 7.8 C om parison  o f  the  A c tu a l a n d  P re d ic te d  A lu m  D osages In co rp o ra tin g  the  
T a rg e t W ater Q ua lity  o f  the  E fflu en t U sing  D a ta  S e t E
Figure 7.9 Comparison o f  the Actual and Predicted Polymer Dosages Incorporating
the Target Water Quality o f  the Effluent Using Data Set F
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F ig u re  7.10 C o m p a riso n  o f  the  A c tu a l a n d  P re d ic ted  A lu m  D o sa g es In co rp o ra tin g  the  
T a rg e t W ater Q ua lity  o f  the  E fflu en t U sing  D a ta  S e t F
Figure 7.11 Comparison o f  the Actual and Predicted Polymer Dosages Incorporating
the Target Water Quality o f  the Effluent Using Data Set H
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F ig u re  7.12 C om p a riso n  o f  the  A c tu a l a n d  P re d ic te d  A lu m  D o sa g es  In co rp o ra tin g  the  
T arge t W ater Q ua lity  o f  the  E fflu en t U sing  D a ta  S e t H





























Polymer Five years 7.85 6308 5661 647 10
E 7.85 6308 5598 710 11
Alum Five years 0.15 57897 56935 962 2
E 0.15 57897 56646 1251 2
F
Polymer Five years 7.85 6308 5592 716 11
F 7.85 6308 5616 692 11
Alum Five years 0.15 57897 56602 1295 2
F 0.15 57897 56800 1097 2
H
Polymer Five years 7.85 6308 5802 506 8
H 7.85 6308 5906 402 6
Alum Five years 0.15 57897 58447 -550 -1
H 0.15 57897 58649 -752 -1
The results of the significance testing with the 11 input parameters are shown in Figure 
7.13. The significance testing indicates that the treated water turbidity is more
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significant than the treated apparent colour. The reason for not obtaining treated water 
colour as a significant parameter is that nearly 98% of the values recorded in the data set 
were constant at either 2.5 or 5 Hazen. Also, the measured apparent colour in the 
effluent varied in increments of 2.5. Thus, this parameter is not a sensitive indicator of 
the water characteristics. On the other hand, the treated turbidity values were variable. 
Hence, it is difficult to determine any relationship between a relatively constant value as 
an input parameter (treated water apparent colour) and changeable output parameters.
Figure 7.13 Relative Significance (%) of the Input Parameters Using Data Set E
As shown in Figure 7.13, the significance testing indicates that the treated water 
turbidity has more effect on the polymer dosages than the alum dosages. In other words, 
the treated water turbidity is not significant for predicting the alum dosages. Therefore, 
replacing the treated water turbidity with the target value did not change the quantity of 
alum dosage as much as the polymer dosage. This is demonstrated in Table 7.4, which 
shows that the amount of saving in the case of polymer dosages (typically 10%) is
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higher than that of alum (2%). Although, in the case of alum the percentage saving is 
very small, the monetary benefit from this saving is more significant than that from the 
polymer due to the relatively large quantity of alum used in the plant. Moreover, the use 
of ANNs could result in a reduction in the operating costs by reducing the labour 
required for a daily jar test to a weekly jar test.
The significance testing carried out in Chapter 6 and this chapter indicates that the 
current day’s polymer and alum dosages strongly depend on the previous days’ dosages. 
This suggests that the operators are deciding the current day’s dosages based on 
previous dosages rather than the quality of the influent entering the water treatment 
system and the target quality of the effluent leaving the plant. Thus, it is clear that the 
ANN modelling greatly depends on the past operation of the plant. Also, the parameters 
currently used for characterising the influent and effluent water quality do not seem to 
be very sensitive to variations in the chemical dosing. This suggests that additional 
sensitive parameters are needed for modelling the chemical dosages using ANNs.
7.3 S U M M A R Y
The 11 input variables, comprising the 9 significant parameters obtained in Chapter 6 
and the 2 effluent quality variables (treated water turbidity and apparent colour), were 
used to train and test the ANN. Three training and testing data sets (E, F and H) were 
used to develop and then identify the best model. The three models provided nearly the 
same results. In order to carry out an economic analysis of the chemical costs for water 
treatment, two input parameters, treated water apparent colour^) and turbidity(t), were 
replaced by the target treated water apparent colour (5 Hazen) and turbidity (1 NTU). 
These were presented to the trained ANN to predict the required chemical dosages. The
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predicted polymer and alum dosages were compared with the actual values and the 
savings in chemicals were determined. Some of the observations made in this chapter 
are listed below:
• The results show that there is little difference in the performance of the three 
models based on the 3 data sets. The smallest average absolute percentage error 
between the actual and predicted values for the alum and polymer dosages are 
found for the data set E and are 4.20% and 8.56% respectively.
• The ANN predictive ability improves slightly (0.1%) if the effluent parameters 
are also incorporated in the training of the ANN.
• The models still have some difficulty predicting the extreme dosages for alum 
and polymer.
•  The results show that the ANN model may reduce the polymer and alum dosages 
by about 10% and 2% for Wyong Water Treatment Plant respectively.
•  Significance testing indicates that the treated water turbidity is a more significant 
input parameter than the treated apparent colour.
• Significance testing also showed that the treated water turbidity has slightly 
more effect on the polymer dosage than the alum dosage.
Therefore, the ANN model has the potential to reduce the chemical costs of water 
treatment, especially in the case of large water treatment plants. Moreover, the use of 
ANNs may well result in a reduction in other operating costs such as the labour cost by 
reducing the frequency of the jar tests.
CHAPTER EIGHT
A COMPARISON OF THE ANN AND 
ARIMA MODELS FOR PREDICTING 
ALUM AND POLYMER DOSAGES
CHAPTER 8
A COMPARISON OF THE ANN AND ARIMA 
MODELS FOR PREDICTING ALUM AND 
POLYMER DOSAGES
8.1 INTRODUCTION
The significance testing in Chapter 6 indicated the strong dependence of future chemical 
dosages on the previous dosages. This implies that the data is amenable to time series 
modeling. Also, in order to compare the predictions obtained using ANNs, time series 
(ARIMA) modeling was carried out. Comparisons were made for predicting the alum 
and polymer dosages one to seven days in advance using both ANN and ARIMA 
models. The modelling procedures have been described in Chapter 5. This chapter is 
exclusively concerned with univariate analysis, be they ANN or ARIMA. The reason 
that multivariate ARIMA analysis was not carried out is because of limitations in the 
STATISTIC A software.
8.2 FORECASTING USING ARIMA METHODOLOGY
8.2.1 Model Identification
The first step in analysing the alum and polymer data is to look at the time series plots 
of the actual dosages. The plots of the original values show that they have a seasonal 
pattern with peaks and valleys at time intervals of about 365 days. On the other hand, as
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seen in Figures 4.8 and 4.9, the alum and polymer dosages do not seem to fluctuate 
around a constant mean. It can be concluded that the original values (without any 
transformation) of the alum and polymer dosages are non-stationary. Furthermore, as 
explained in Sections 3.2.1.1 and 5.2, verification of this seasonal pattern is achieved by 
examining the sample autocorrelation function (SAC) of the original values. The SACs 
of the alum and polymer dosages are calculated for a period of 999 days (lags) to 
determine whether the original values are stationary. This was carried out using the 
Statistica software package and the SACs are shown in Figures 8.1 and 8.2. The 
maximum time lag that this software is able to calculate for the SAC is 999. As 
explained in Section 3.2.1.2, since the SACs obtained for the original values die down 
extremely slowly at the non-seasonal and seasonal levels (Figures 8.1 and 8.2), the alum 
and polymer dosages are non-stationary. In other words, a reasonably steady decrease in 
the Tk (autocorrelation coefficient) values at non-seasonal lags and at lags equal to or 
nearly equal to L=365 and 2L=730 (seasonal levels) indicates that the time series is non­
stationary and should be transformed into a stationary series before using the data for the 
ARIMA model.
In order to transform the original, non-stationary time series to stationary values, various 
degrees of seasonal (365 days) and non-seasonal (one day was applied due to available 
daily data) differences were applied and are shown in Table 8.1 (more details about 
differencing the time series data is given in Section 3.2.3). The superscripts and 
subscripts in Table 8.1 show the order of non-seasonal and seasonal differences 
respectively. Two samples of differenced time series data for the alum and polymer
dosages ) are shown in Figures 8.3 and 8.4 and the others are depicted in Figures
D .l to D.14. The alum and polymer dosages from January 1988 to June 1995 were
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selected for model estimation. The missing data in the time series for the alum and 
polymer dosages are estimated as explained in Section 4.4. The models were used to 
forecast the alum and polymer dosages for the last 6 months of 1995.
Lags (day)
F ig u re  8.1 A u to co rre la tio n  f o r  the  O rig in a l A lum  D o sa g es
Lags (days)
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• The SAC of the transformed values cuts off or dies down fairly quickly at 
seasonal and non-seasonal lags, see for example, Figures D.15 and D.17.
F ig u re  8 .3  P lo ts  o fO n e  N o n -S ea so n a l D iffe ren ced  fo r A lu m  D o sa g e  ( V^y )
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All stationary time series can be theoretically used to develop time series models. As 
can be seen from Tables 8.2 and 8.3, there are 5 sets of stationary time series values for 
alum and polymer dosages respectively. Granger (1989) suggested that the simplest 
models be chosen. The model which has least transformation and fewest significant lags 
is the simplest. Therefore, 2 sets of differenced values (one non-seasonal and one 
seasonal) for each polymer and alum dosages were selected and applied for model 
development. The criteria for selecting these 2 sets were as follows:
• The number of significant lags are less than other sets (see Tables 8.2 and 8.3).
•  The degree of differences is less than the other sets (see Table 8.1).
Quite often, the SACs and SPACs are not easy to interpret to identify the model. In this 
study, 3 groups of time series models were developed, namely, AR (autoregressive), 
MA (moving average) and ARM A (autoregressive moving average). As mentioned in 
Chapter 3, the order of each model depends on the significant lags in non-seasonal and 
seasonal levels in the ACF and PACF of the time series. Plots of the SACs and SPACs 
for 2 differenced selected data sets of the alum and polymer dosages are shown in 
Figures D.15, D.16, D.19, D.20, D.26, D.27, D.30 and D.31. All significant lags with 
values slightly more than the confidence level were ignored for the following reasons:
•  The available software can use only successive lags in order to estimate the 
model parameters for the non-seasonal and seasonal lags
•  they are very difficult to interpret for those significant lags (Granger, 1989).
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Table 8.2 Significant Lags (Days) fo r  the Non-Seasonal and Seasonal Differenced 






1, 35, 35, 366, 466, 484, 
522, 5 4 1 ,5 4 2 ,6 4 3 , 656
1 ,2 , 3 ,4 , 6, 19 Stationary
Figures D.15 and D.16
V2y,
1, 2, 35, 36, 78, 79, 173, 
174, 180, 365, 366, 367, 
465, 466 , 521, 522, 541, 
5 4 2 ,5 9 4 , 595, 656
1, 2, 3, 4, 5, 6, 7, 8, 9, 
10, 11, 12, 13, 14, 15, 
16, 17, 20, 21, 28, 34, 
41, 365,
Stationary
Figures D.17 and D.18
V 1 V 7 y 365 yt
1, 4 , 36 , 79, 136, 197, 318, 
361, 364, 365, 366, 445, 
446, 466 , 484, 485, 522, 
558, 562 , 628
1, 2, 3, 4, 5 , 19, 136, 
317, 364, 365, 366, 367, 
729,730
Stationary
Figures D .19 and D .20
V 1 V 2 y 365 yt
1, 2 , 3 , 4 , 5, 6, 36, 45, 78, 
79, 80, 81, 136,137, 163, 
180, 223, 224, 225, 318,
361, 363, 364, 365, 366,
367, 419 , 442, 443, 444,
445, 446 , 465, 466, 484,
485, 520, 521, 522, 523,
5 2 9 ,5 6 2 , 563 ,590
1, 2, 3, 4, 5 , 6, 7, 8, 9, 
10, 11, 12, 13, 14, 15, 
1 6 ,2 0 ,2 1 ,3 4 ,3 1 6 , 363, 
364 ,365 ,728 , 729
Stationary
Figures D.21 and D.22
V 2  V 2 y 365 yt
1, 2, 3 , 4 , 36, 45, 57, 78, 80, 
81, 119, 136, 137, 144, 162, 
163, 164, 180, 197, 198,
201, 202, 222, 223, 224,
225, 253, 254, 308, 361,
362, 363, 364, 365, 366,
367, 410 , 411, 418, 419,
420, 443 , 444, 445, 446,
447, 465 , 466, 484, 519,
520, 521, 522, 523, 528,
529, 558, 562, 563, 566,
591, 598, 599, 628, 727,
7 2 9 ,7 3 0 ,7 3 1
1, 2, 3, 4, 5, 6, 7, 8, 9, 
10, 11, 12, 13, 14, 15, 
16, 20, 21, 34, 55, 96, 
118,161 ,316 , 360, 363, 
3 6 4 ,365 ,366 , 372, 501, 
728, 729, 730
Stationary
Figures D.23 and D.24
V 2  V 7 y  365 yt




V 1 y 365yt




V 2  y 365 yt
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Table 8.3 Significant Lags (days) for the Non-Seasonal and Seasonal Differenced Polymer
Dosages
Transformed Significant Lags Stationaritv
Polymer Dosage ACF PACF
Y?lv 1, 2, 4, 7 , 17, 31, 462, 571, 1, 2, 3 ,4 ,5 ,  6, 14, 17, Stationaryv  y, 617, 618 3 1 ,5 3 5 Figures D .26 and D.27
V ^ v
1, 2, 7, 17, 18, 27, 31, 174, 1 ,2 , 3 ,4 ,5 ,  6, 7, 8, 9, Stationaryv yf 224, 237, 328, 329, 368, 393, 10, 11, 12,15, 17, 19, Figures D .28 and D.29
398, 407, 460, 461, 462, 463, 21, 22, 25, 32, 45, 47,
498, 499, 500, 508, 511, 518, 
558, 571, 617, 679, 723, 725,
5 1 ,5 6 ,4 6 0 ,6 6 1
1, 7, 32, 157, 223, 224, 302, 1, 2, 3, 4, 5, 6, 17, Stationary
V 5 6 5 V yt 306, 339, 347, 366, 378, 397, 355, 364, 365, 366, Figures D .30 and D.31
462, 617, 679 367, 369, 370, 729, 
730
V 2 v
1 ,2 ,1 7 ,1 8 ,2 1 ,3 1 ,3 2 ,4 8 ,4 9 , 1 ,2 , 3 ,4 ,5 ,  6 ,7 , 8, 9, Stationary
VS6SV yt 6 3 ,7 2 ,8 1 , 157, 158, 220, 223, 10, 1 1 ,1 2 ,1 3 ,1 5 , 17, Figures D .32 and D.33
224, 302, 306, 315, 318, 328, 1 9 ,2 1 ,2 2 ,2 5 , 28 ,3 1 ,
339, 346, 347, 364, 365, 366, 34, 45, 49, 51, 56,
367, 378, 380, 397, 398, 401, 354, 364, 365, 366,
402, 459, 460, 461, 462, 497, 368, 369, 370, 530,
498, 499, 500, 517, 518, 522, 
532, 589, 607, 608, 616, 617, 
618, 646, 666, 667, 672, 673, 
678, 723, 724, 725, 745, 788, 
972, 973
729, 730 ,731 ,
V 2 V 2 y 
5(55
1 ,2 ,1 7 , 1 8 ,1 9 ,2 0 ,2 1 ,3 1 ,3 2 ,  
33, 48, 49 , 50, 60, 63, 72, 73,
1 ,2 , 3 ,4 ,5 ,6 ,7 ,  8 ,9 ,  
1 0 ,1 1 ,1 2 , 15, 17,19,
Stationary
Figures D.34 and D.35
144, 145, 146, 157, 158, 159, 2 1 ,2 2 ,2 5 , 2 8 ,3 1 ,4 5 ,
166, 176, 178, 206, 207, 220, 49, 51, 56, 62, 109,
221, 223, 224, 252, 275, 293, 251, 277, 316, 351,
301, 302, 303, 306, 313, 314, 354, 362, 363, 364,
315, 316, 317, 318, 339, 344, 365, 366, 368, 369,
345, 346, 347, 348, 364, 365, 370, 372, 729,
366, 367, 378, 380, 381, 397, 
398, 401, 402, 422, 423, 459, 
460, 461, 462, 498, 499, 500, 
511, 517, 518, 522, 523, 532, 
543, 589, 607, 608, 616, 617, 
618, 646, 666, 667, 668, 672, 
673, 678, 679, 693, 712, 724, 
725, 730, 731, 740, 745, 767, 
787 ,788 , 882, 972 ,973 , 981
730,731 ,734
V 2  V 7 y




Does not fluctuate - Non-Stationary
V 3 6 5 >r around a constant mean Figure D.13
Does not fluctuate - Non-Stationary
V 3 6 5  yt around a constant mean Figure D .14
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8.2.2 Parameter Estimation
As explained in Section 3.2.3, parameter estimation is concerned with determining the 
magnitude of the coefficients or parameters of the model. These parameters are </)p, <f>P, 
Qq, and 6q and are shown in the following general Box-Jenkins model:
<l>p(B)<l>P( B L ) z t =8  +  eq( B ) e Q( B L) a t (8.1)
Parameter estimation in the ARIMA model is carried out on a computer using maximum 
likelihood (probability) or least squares method. In order to estimate particular values of 
the parameters, it is necessary to define an initial value for the parameters. The initial 
value for all parameters is 0.1 which is recommended by the Statistica software as a 
default. The final model parameter values for alum and polymer dosages are given in 
Tables D .l to D.4 where p, d, q, P, D and Q are the order of non-seasonal AR, the 
non-seasonal differenced, the non-seasonal MA, the seasonal AR, the seasonal 
differenced and seasonal MA respectively. These tables indicate that the parameters at 
lags of non-seasonal and seasonal levels are significant in the model due to their high 
values.
8.23 Diagnostic Checking Models
Box and Jenkins suggest diagnostic checks to determine if an estimated model is 
adequate. Once a model has been identified and its parameters estimated, it is necessary 
to check the adequacy of the ARIMA model. As explained in Section 3.2.5, this requires 
the chi-square statistic, Q, values were computed (Equation 3.32) to determine whether 
the kth residual autocorrelation function (RSAC) of the time series is significant. A time 
series residual is computed as the difference between the actual value of the time series
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and the corresponding predicted value obtained using the fitted model. The choice of k 
is somewhat arbitrary. One suggestion (Chatfield, 1989) is that a few values of rk, 
(Equation 3.17) particularly at non-seasonal lags of 1 and 2 days (i.e. riand r2) and the 
first seasonal lag (r365) in the RSAC are calculated and if any are significant (i.e. more 
than the confidence limits of i / ^ ) ,  then the model is considered to be inadequate.
Bowermann et al. (1982) suggest that the value of rk should be computed corresponding 
to k=L, k=2L and k=3L (where L=365 days). Due to the limited number of RASC 
values (999), the value of rk corresponding to k=365 (seasonal period) and k=730 are 
selected for the calculation of Q and compared with x]s) (95% confidence interval) for
several models. %2(5) is calculated by the following equation (Kreyszig, 1979):
X%) -  0.5(h+1.64)2 (8.2)
h = -yj(2m -1) (8.3)
where m is the number of degrees of freedom (DOF). DOF is the number of the 
residual autocorrelation (k) used in the calculation of Q, minus the number of 
parameters estimated in the model. The results of diagnostic checking for both the alum 
and polymer are given in Tables 8.4 and 8.5 respectively. Based on the criteria described 
in Section 3.2.5, there are 1 and 4 models for the alum and polymer dosages 
respectively, which are adequate for forecasting. These models were selected for making 
prediction and are highlighted in Tables 8.4 and 8.5.
8 .3 .4  P red iction  o f  the A lum  and P olym er D osages
Once a fitted model has been judged as adequately representing the processes governing 
the time series based on the diagnostic checking, it can then be used for forecasting. The 
adequate models MA(0,1,3)(0,1,1) and ARMA(6,1,0)(0,1,1), were used for the
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prediction of the alum and polymer dosages respectively seven days in advance and their 
equations are:
(1-B365)(l-B)y, = (1- e,B - 02B2 - 6 3B3)(1 - 01,365b 365)«, for alum
(1 - <|>iB - <t>2B- - - <J)iB4 - <|>5B5 - <J>6B6(1-B365)(l-B)y, = (1 - 0i,365B 365) for polymer
T ab le  8 .4  R e su lts  o f  the D ia g n o stic  C hecking  f o r  the A lu m  D osages
Model Order for DOF Q y2Z(5) Diagnostic Checking
Alum Dosages Lags (days) Lags (days) Lags (days) Lags (days)
ARMA(p,d,q)(P,D,Q) 365 730 365 730 365 730 365 730
MA(0,1,1)(0,0,0) 364 729 398 859 409 792 Adequate Inadequate
MA(0,1,2)(0,0,0) 363 728 395 852 408 791 Adequate Inadequate
MA(0,1,3)(0,0,0) 362 727 394 850 407 790 Adequate Inadequate
MA(0,1,4)(0,0,1) 360 725 376 833 405 788 Adequate Inadequate
AR( 1,1,0) (0,0,0) 364 729 656 1188 409 792 Inadequate Inadequate
AR(4,1,0)(0,0,0) 361 726 411 879 406 789 Inadequate Inadequate
AR(3,1,0)( 1,0,0) 361 726 410 876 406 789 Inadequate Inadequate
AR(5,1,0)(1,0,0) 359 724 396 856 404 787 Adequate Inadequate
ARMA(4,1,1 )(0,0,0) 357 722 392 848 402 785 Adequate Inadequate
ARMA(3,1,1 )(0,0,0) 361 726 397 854 406 789 Adequate Inadequate
ARMA(2,1,1)(0,0,0) 362 727 397 853 407 790 Adequate Inadequate
ARMA(5,1,1)( 1,0,0) 358 723 375 834 403 786 Adequate Inadequate
ARMA(3,1,2)( 1,0,0) 359 724 375 831 404 787 Adequate Inadequate
ARMA(2,1,2)( 1,0,1) 359 724 375 830 404 787 Adequate Inadequate
ARMA(2,1,2)(2,0,1) 358 723 375 830 403 786 Adequate Inadequate
ARMA(2,1,2)( 1,0,2) 358 723 375 830 403 786 Adequate Inadequate
MA(0,1,1)(0,1,1) 363 728 391 795 408 791 Adequate Inadequate
MA(0.1.3X0,U) 361 726 382 785 406 789 Adequate l l l l l S S t
AR(1,1,0)(1,1,0) 363 728 724 1531 408 791 Inadequate Inadequate
AR(2,1,0)( 1,1,0) 362 727 585 1530 407 790 Inadequate Inadequate
AR(4,1,0) (1,1,0) 360 725 475 1171 405 788 Inadequate Inadequate
ARMA(4,1,1)( 1,1,0) 359 724 449 1128 404 787 Inadequate Inadequate
ARMA(4,U)(0,U) 359 724 399 861 404 787 Adequate Inadequate
ARMA(4,U)(0,1,2) 358 723 399 861 403 786 Adequate Inadequate
ARMA(4,1,1)(2,U) 357 722 399 862 402 785 Adequate Inadequate
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Table  8 .5  R esu lts  o f  the  D ia g n o stic  C hecking  f o r  the  P o lym e r  D o sa g e s
Model Order for 
Polymer Dosage 
ARMA(p,d,q)(P,D,Q)
DOF Q *(5) Diagnostic Checking
Lags (days) Lags (days) Lags (days) Lags (days)
365 730 365 730 365 730 365 730
MA(0,1,1)(0,0,0) 364 729 512 1143 409 792 Inadequate Inadequate
MA(0,1,2)(0,0,0) 363 728 444 1069 408 791 Inadequate Inadequate
MA(0,1,6)(0,0,0) 359 724 406 956 404 787 Inadequate Inadequate
MA(0,1,1)(0,0,1) 363 728 510 1119 408 791 Inadequate Inadequate
MA(0,1,2)(0,1,1) 362 727 401 963 407 790 Adequate Inadequate
MA(0,1,3)(0,1,1) 361 726 399 956 406 789 Adequate Inadequate
AR(5,1,0)( 1,0,0) 359 724 450 1088 404 787 Inadequate Inadequate
AR(4,1,0)( 1,1,0) 360 725 635 1620 405 788 Inadequate Inadequate
AR(6,1,0)(1,1,0) 358 723 529 1459 403 786 Inadequate Inadequate
ARM A(6,1,1 )(0,0,0) 358 723 406 984 403 786 Inadequate Inadequate
ARMA(2,1,2)(0,0,0) 361 726 438 1054 406 789 Inadequate Inadequate
ARMA(3,1,1)(0,0,0) 361 726 437 1053 406 789 Inadequate Inadequate
ARMA(6,1,1)( 1,0,1) 356 721 408 986 400 784 Inadequate Inadequate
ARM A(6,1,1)(1,0,0) 357 722 441 1068 402 785 Inadequate Inadequate
ARM A( 8,1,2) (1,0,1) 353 718 395 983 396 781 Inadequate Inadequate






























ARMA(6,1,0)(0,1,1) was chosen for the polymer forecasting because this model was the 
simplest model as the number of model parameters are less than the other adequate 
models. The average absolute, average absolute percentage and RMS errors for the one 
to seven days in advance predictions are calculated and are shown in Table 8.6.
T a b le  8 .6  R e su lts  O b ta ined  fr o m  AR 1M A  M o d e l f o r  the A lu m  a n d  P o lym e r  D osages
Predicted Dosage
SÎ atistical Parameters
AAE mg/L) AAPE(%) RMS1E (mg/L)
Alum Polymer Alum Polymer Alum Polymer
Dosage(t) 1.66 0.005 5.55 11.23 2.06 0.006
Dosage(t+i) 1.73 0.005 5.83 11.42 2.20 0.006
Dosage(t+2) 1.73 0.005 5.87 11.69 2.24 0.007
Dosage(t+3) 1.82 0.005 6.16 12.51 2.33 0.007
Dosage(t+4) 1.97 0.005 6.59 12.72 2.50 0.007
Dosage(t+5) 1.95 0.006 6.65 12.88 2.52 0.008
Dosage(t+6) 2.01 0.006 6.81 12.67 2.54 0.008
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Both the actual and predicted alum and polymer dosages for the 1 to 7 day ahead 
forecasting horizons are plotted in Figures D.37 to D.50. Table 8.6 shows the decrease 
in the prediction accuracy as the forecast period increases. This increase in the error of 
the prediction with the length of the forecasting horizon, is due to the accumulation of 
errors. Also, the increase in the AAPE for the polymer appears to be more than that of 
alum. As described in Section 6.2.3.1, this may be due to inaccuracies in the collected 
data for polymer dosages as they are numerically much lower than those of alum. A 
small error in the adjustment of the coagulant feeding pump for the polymer dosage can 
result in a significant over- or under-dosing.
8 3  F O R E C A S T IN G  U SIN G  A N N  M E T H O D O L O G Y
8.3.1 Determination of the Significant Input Parameters
The ANN models which were constructed to determine the significant input parameters 
consisted of 3 layers of PEs (Section 5.1.3). One set of data for predicting both the alum 
and polymer dosages separately was prepared for training and testing the ANN. Each set 
consisted of 12 inputs and 7 outputs of chemical dosages (Figure 8.5). In order to 
identify the possible seasonal significance, seasonal lags which consisted of dosages 
from 363 to 367 previous days, were included as inputs for training the ANN.
Initially, all 12 inputs were used to develop the ANN model. Significance testing was 
then carried out in order to decrease the number of inputs. The results of the significance 
tests are shown in Figures 8.6 and 8.7. As shown in the figures, considering 5% as the 
minimum level, up to 4 and 3 previous days of the alum and polymer dosages 
respectively are significant. These results show that seasonal lags are not significant. 
Thus, it may be concluded that the ANN is not sensitive to seasonal variations compared
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to the time series analysis. Therefore, to predict seasonal variations, time series analysis 
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8.4.2 Forecasting the Alum and Polymer Dosages
Considering the significant input parameters obtained in the previous section, several 
ANN models were trained to determine the best configured ANN. The number of PEs in 
the first and second hidden layers, the RMS error, the learning rate and momentum are 
shown in Tables D.5 and D.6. The best results were obtained from an ANN with 7 and 
25 PEs in the hidden layer for the alum and polymer dosages respectively. These are 
highlighted in the aforementioned tables.
The errors for 1 to 7 day prediction horizons are summarised in Table 8.7. The plots of 
the 1 to 7 day ahead predicted and actual values for the alum and polymer dosages are in 
Figures D.51 to D.64. As seen in Table 8.7, the AAP error for polymer significantly 
increases between 5 and 6 days advance forecasting. This variation is due to non­
convergence of the ANN model.
8 .5  P E R F O R M A N C E  C O M P A R ISO N
8.5.1 One Day Ahead Predictions
One day ahead predictions using ANN and ARJMA models are compared with the 
actual dosages in Figures 8.8 and 8.11. These figures indicate that the one day ahead 
predictions by ANN are substantially better than those from the ARIMA model.
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iB AAPE RMS1E (mg/L)
Alum Polymer Alum Polymer Alum Polymer
Dosage(t) 1.38 0.003 4.65 6.2 1.73 0.003
Dosage(t+i) 1.42 0.003 4.81 6.30 1.82 0.003
Dosage(t+2) 1.42 0.003 4.83 6.49 1.88 0.004
Dosage(t+3) 1.48 0.003 5.06 6.59 1.97 0.004
Dosage^) 1.57 0.003 5.34 6.73 2.06 0.004
Dosage(t+5) 1.59 0.005 5.42 12.96 2.12 0.006
Dosage(t+6) 1.63 0.005 5.53 13.28 2.13 0.006
22 -f
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Time (days)
F igure  8 -9  A c tu a l a n d  O ne D a y  A h e a d  A R IM A  P red ic ted  A lu m  D osages
0.03 -
0.025 -i------------------------------ !------------------------------1------------------------------ !----------------------------- 1------------------------------1------------------------------
26-JUN-95 26-JUL^95 25-AUG-95 24-SEP-95 24-OCT-95 23-NOV-95 23-DEC-95
Time (days)
F ig u re  8 -1 0  A c tu a l a n d  O ne D a y  A h e a d  A N N  P re d ic ted  P o lym er  D osages
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F ig u re  8-11 A c tu a l a n d  O ne  D ay  A h e a d  AR IM A  P re d ic ted  P o lym er  D osages
Figure 8-12 shows the errors obtained from the 3 methods, univariate ARIMA, 
univariate ANN and multivariate ANN for predicting one day ahead alum and polymer 
dosages. It should be noted that the testing data used in the multivariate ANN for 
predicting is significantly different to that used in the univariate ANN and ARIMA 
models. Hence the comparisons between the univariate and multivariate predictions may 
not be appropriate. However, for the sake of completeness the multivariate predictions 
are included in this discussion.
A comparison of the errors obtained using multivariate and univariate ANN models 
indicate that their performance for predicting the alum is nearly the same with the 
smaller errors obtained by the multivariate ANN. This is expected as a greater number 
of significant inputs are used for modelling the chemical dosages under the multivariate
ANN.
















F ig u re  8 -12  A vera g e  A b so lu te  %  E rro r  U sing A N N  a n d  AR1M A M ode ls
On the other hand, one day ahead polymer dosage prediction using the univariate model
appears to give a much better prediction than the multivariate model (Figure 8-12). This
variation can be attributed to the actual range of polymer dosages predicted by
univariate and multivariate models. The predicted polymer dosage in the case of
univariate model is much narrower (0.035-0.06 mg/1), compared to that of the
multivariate (0.020-0.225 mg/L). In other words, there were no extreme dosages in the
testing data set used in the univariate ANN. In addition, the accuracy of the collected
data in 1995 is more reliable than the other years in that there was only one missing data
entry.
8.5.2 Seven Days A head P redictions
The errors for both the approaches (ANN and ARIMA) were plotted in Figure 8-13 in 
order to compare their performance. The results indicate that generally the ANN models
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provide significantly more accurate predictions. However, its performance for the 
polymer dosages is worse for 6 and 7 days ahead forecasting. These results show that 
the predictive ability of'the ARIMA model for longer times into the future is better than 
the ANN for polymer dosage, in the case of alum, the predictive ability of the ANN for 
longer times in the future is better than that of the ARIMA model.
Figure 8-13 Average Absolute Percentage Errors for Predicting the Alum and Polymer 
Dosages Using Univariate ARIMA and ANN Models
8 o43  P r e d ic t io n  o f  t h e  p e a k s
In order to assess the predictive ability of peak values close-ups are plotted in Figures 
8.1//.and 8.15. These figures clearly indicate that the ANN predictions for the polymer 
dosage as shown in Figure 8-15, is much better than that of ARIMA. Both ANN and 
ARIMA models predicted peak values for alum dosage reasonably well. An, example of 
this can be seen in Figure 8-14 on day 106 (9-Oct-95). However, this figure shows 
that the predictive ability of the ANN is slightly better in predicting the major peak
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value for the alum dosage. For W U  a\u^  i  polymer dosage, the ARIMA model has 
difficulty in predicting the peak values. An example of this shown in Figure 8-15 
on day 178 (19-Dec-95). On this day the ARIMA model over-estimated the peak value 
of the polymer dosage. However, there are also some instances of under- or over­
estimates of polymer dosages. The poor performance of the ARIMA model in 
predicting polymer dosage would suggest that it is more sensitive to round-off errors 
compared to ANN.
Also, some of the under- or over-dosings are a result of the malfunctioning of the 
chemical feeding pumps which are used to inject the alum and polymer dosages. In 
general, the maximum percentages of over- or under-estimations by ANN for the alum 
and polymer dosages are within ±10%.
Figure 8-14 A Close-up o f  Peak Values for the Actual and Predicted Alum Dosages
(Extractedfrom Figures 8. 8 &8’9j
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Figure 8-15 A Close-up o f  Peak Values for the Actual and Predicted Polymer Dosages
(Extractedfrom FiguresS. 10 l  8'11J
SAA Ease of Use
Concerning the useability of ANN and ARIMA methodologies, it was found that ANNs 
are easy to establish, with little knowledge required to produce results quickly. ANNs 
does not need any transformation of the data to render it stationary before developing a 
model and then transforming the data back into original values. ANNs have been widely 
known for their black-box modeling capability. As such, there is no need to understand 
the internal processes in order to use the methodology. In addition, development of a 
time series model using the ARIMA methodology requires a good knowledge of the 
time series analysis process and interpretation of statistics.
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8.6 SUMMARY
The utility of univariate ARIMA and ANN models was investigated for the prediction of 
alum and polymer dosages in a water treatment plant. Seven and half years of daily alum 
and polymer dosages were used for the model development and 6 months of data for 
model testing.
Eight forms of differences were carried out in order to transform the non-stationary 
values into stationary values. Four steps of the ARIMA method which consisted of 
model identification, estimation, diagnostic checking and prediction were carried out for 
both the alum and polymer dosages. A number of models were considered and their 
model parameters estimated but very few models were found to be adequate after the 
diagnostic checking. The selected adequate models were used to forecast the alum and 
polymer dosages for 1 to 7 days ahead. Also, univariate ANN models were developed 
to predict the alum and polymer dosages. ANNs were trained with 12 input parameters 
and 7 output parameters. Significance testing was carried out to determine the 
significant inputs. Different ANN configurations were used to determine the best ANNs. 
The best ANNs were chosen to predict the 1 to 7 days ahead alum and polymer dosages. 
The AAP, AP and the RMS errors between the actual and predicted values for the alum 
and polymer dosages were calculated to compare the performance of the ARIMA and 
ANN models. Some of the observations made in this chapter are:
• Prediction accuracy decreases as the forecast period increases for both ANN and 
ARIMA models.
• One day ahead predictions by ANNs were superior to those obtained from the 
ARIMA model. The AAP errors for one day in advance alum dosage using the
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ANN and ARIMA models are 4.65% 5.55% respectively. Similar by the results 
for the polymer dosage were 6.2% and 11.23% respectively
• The univariate ANN generally produced the better short term as well as long 
term forecasts for alum and polymer dosages. This is in agreement with the 
results obtained by Tang et al. (1991). However, in the case of polymer, ANN 
predictions tend to deteriorate substantially for 6 and 7 days ahead forecasts. 
This may be attributable to the very low numerical values obtained for the 
polymer, resulting in the greater accumulation of round-off errors.
•  The ANN model predicted peak values of the alum and polymer dosages 
reasonably well but the ARIMA model has difficulty in predicting the peak 
values. From Figure 8.14 (alum dosage) the relative error in the ANN model 
varied from about -7% to +0% and for the ARIMA model from -9% to +3%. 
Similarly, from Figure 8.15 (polymer dosage) the relative error in the ANN 
model varied from about -8% to +8% and for the ARIMA model from -28% 
to +26%.
•  A comparison of the user friendliness of applying ANN and ARIMA models 






9.1 C O N C L U S IO N S
The operation of water treatment plants can be made more effective by using a 
predictive model. The application of the ANN methodology is demonstrated for the case 
of the Wyong Water Treatment Plant using 7 years of influent and effluent water 
quality records and chemical dosages. As shown in the present study, the ANN based on 
a BPN algorithm, does predict the alum and polymer dosages reasonably well. Also, this 
study has clearly demonstrated the better modelling and prediction capabilities of ANNs 
over the ARIMA method. The ANN particularly outperformed the ARIMA model in 
predicting polymer dosages and peak alum dosages. Thus in the case of water treatment 
plants using dual coagulants, such as alum and polymer, the ANN models are more 
effective and accurate in forecasting chemical dosages and are the preferred method.
The potential advantage of a mathematical tool based on ANNs for the operation of a 
water treatment plant are:
• more economical operation,
• help cope with fluctuations in quality of the raw water,
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• assist compliance with drinking water guidelines at any time,
• reduce sludge production,
• reduce adverse health impacts,
• resource conservation, and
• reduce the labour required for operating the plant.
9.1.1 ANN Model Development
The ANN models in this study were developed using the commercial software package 
NeuralWorks Professional n/PLUS (1994) on an IBM compatible 486 DX50 computer. 
A back-propagation network was adopted, using the normal-cumulative-delta learning 
rule. Several ANN models with one and two hidden layers were developed and tested in 
order to determine the best ANN architecture. The following procedure was found to 
produce good results for the ANN model:
• use of a variable learning rate to speed up convergence during the training phase,
• use the hyperbolic tangent as a transfer function and normalised cumulative as a 
learning rule,
• stop the training at regular intervals, test the ANN, calculate the RMSE between 
the actual and predicted values and then continue training until there was no 
further reduction in the RMSE.
There was a slight difference in the results obtained by using different numbers of PEs 
in the hidden layer but there appears to be no trend. The predictive ability of the ANNs 
increased with an increase in the number of PEs in the hidden layer but only up to a
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certain point. The range in the number of PEs used in this study varied from 3 to 100. 
The optimum number of PEs also depends on the particular data sets used for training 
and testing the ANN. For example, in the data set H with 47 inputs, the RMSE 
decreased as the number of PEs in the hidden layer was increased from 5 to 80. Beyond 
80 PEs however, there was a slight increase in the RMS error. There are several possible 
reasons for this variation (Maren et al., 1990 and Maier et al., 1995):
• If the number of hidden layer PEs is too small, it may be difficult to obtain 
convergence during training.
• If too many hidden PEs are used, the ANN may lose its ability to generalise. 
Furthermore, keeping the number of hidden layer PEs to a minimum reduces the 
computational time needed for training.
In addition, the improvement in the accuracy with more than 5 PEs was marginal in 
most cases. Hence the use of 5 PEs appears to give reasonably good result for the data in 
this study (Figure 9.1).
The results (Tables B.9 to B.14) also showed that there is only a small difference when 
using one hidden or two hidden layers. In general, one hidden layer produced better 
results meaning that one hidden layer is sufficient. This conclusion is in agreement with 
the theoretical work of Homik et al. (1989) and the numerical experiments of Maier et
al. (1995).
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9.1.2 Appropriate Selection of Input Parameters
One of the major problems in developing multivariate ANN models is the identification 
of the input parameters for the network. To achieve this, significance testing was 
carried out. The results show that the appropriate selection of the input parameters is 
vital for better ANN performance (Figures 6.9 to 6 .11). A comparison of the AAP errors 
from the results obtained with 47, 19, 1 1  and 9 input parameters indicate that the 
predictive capability with 11 and 9 inputs parameters is slightly better than the others. In
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other words, increased complexity of the model and the larger number of input 
parameters does not mean more accurate prediction. Furthermore, the model prediction 
with 11 input parameters was found to be slightly better than that obtained using 9 input 
parameters. The 11 input parameters are:
• Raw Water Apparent Colour^ and Raw Water Apparent Colour^)
• Alum Dosage(t-i), Alum Dosage(t-2), Alum Dosage(t-3) and Alum Dosage(t-4)
• Polymer Dosage(t-i), Polymer Dosage^) and Polymer Dosage^)
• T reated W ater T urbidity <t)
• Treated Water Colour^)
Although it would be expected that the raw water turbidity would correlate strongly with 
the alum and polymer dosages, it was not a significant parameter in influencing the 
chemical dosing. The reason is that the alum and polymer dosages in the plant were 
determined based on the previous day’s dosages and treated water quality. Jar testing is 
reported to have been carried out only when there was a significant change in the 
influent quality.
The results also showed that the treated water turbidity is more significant than the 
treated water apparent colour and the treated water turbidity is more effective for 
polymer dosages than for alum. The treated water apparent colour was not found to be 
significant, since the resolution of the measurement was too low, i.e. it was reported in 
increments of 2.5. Most of the time, it was maintained at 2.5.
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In general, there appears to be a lack of appropriate technique for adjusting the chemical 
dosages. Also, it is evident from the above analysis, that the water quality parameters 
currently used are somewhat insensitive to chemical dosage levels.
9.1.3 Selection of the Training and Testing Data Sets
As described in Section 4.5.1, 8 different data sets using two approaches were used in 
order to select the best data sets for minimising prediction errors. From Table 6.3 the 3 
data sets which yielded the lowest AAPE and RMSE can be identified. These results 
indicate that the selection of appropriate data sets is important for training an ANN.
9.1.4 Performance of the ANN
The RMSE of the ANN predictions during the training and testing phases is useful 
indicator for assessing the performance of an ANN. ANN performance improves and 
training speed increases as the number of inputs is reduced from 47 to 9. This is because 
the use of too many insignificant inputs may introduce unwanted noise as well as 
increase the difficulty of estimating the model parameters. In the case of the Wyong 
Water Treatment Plant, the ANN models predict most of the major variations but have 
difficulty with higher levels of the alum and polymer dosages. The ANN models are 
found to be more effective in predicting the alum and polymer dosages below about 42 
and 0.216 mg/L respectively. This is apparently because the ANNs were trained with 5 
years of data which included only 9 days with alum dosages over 42 mg/L and 11 days 
with polymer dosages over 0.216 mg/L. The RMS errors between the actual and 
predicted values for the alum and polymer dosages were the lowest for the ANN models 
obtained using data set E, viz 1.59 and 0.0067 mg/L respectively. The corresponding
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AAP errors were 4.34% and 8.45%. These errors are within the tolerance limits of a 
water treatment plant.
9.1.5 Economic Benefits of Using ANNs
An economic benefit analysis indicated that the ANN model could reduce the polymer 
and alum dosages for data sets E and F by 10% and 2% respectively from the present 
levels in order to achieve the target treated water quality. However, there were no 
benefits when data set H was used. This reinforces the point that the selection of the 
appropriate data set is important for training and testing the ANN model. A comparison 
between the results obtained from data set E in Section 6.1.3.2 and Section 7.1 indicates 
that the predictive ability improves slightly if the effluent parameters are also 
incorporated as input to train the ANN. The significance testing shows that inclusion of 
the turbidity of the treated water in the ANN is more effective for polymer dosages than 
for alum dosages. The predicted savings in chemical dosages were 10% and 2% for the 
polymer and alum respectively. Although, in the case of alum the percentage saving is 
very small, the actual monetary benefit from this saving is more than the savings from 
the polymer due to the large quantity of alum used in the plant. Possible reasons for the 
small savings achieved in this study are as follows:
• The low sensitivity between the influent and effluent characteristics of water and 
chemical dosages.
• Small capacity of the plant.
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One of the important conclusions from this study is that, new parameters are needed to 
describe the influent and effluent water quality. Possible new parameters are discussed 
in Section 9.2.1.
It should be noted that in this economic analysis, only the savings in the chemical costs 
are considered. However, the use of a mathematical tool for predicting chemical dosage, 
can give rise to other savings due to less labour and skills required for plant operation, 
compliance with the effluent guidelines, reduced sludge production, longer filter run 
time, minimal adverse health impacts. An overall economic analysis including all the 
above factors would further enhance the economic benefits of applying ANNs for 
operating water treatment plants.
9.1.6 Comparison of ANN and ARIMA Methodologies
Univariate modeling using ANN and ARIMA methodologies was carried out and the 
RMS, AAP and AA errors were calculated for both methods. The results indicate that 
the ANN models provide more accurate estimates for the alum and polymer dosages for 
1 to 7 days ahead predictions than the ARIMA model. However, in the case of the 
polymer dosage, ANN performance deteriorated considerably for 6 and 7 days ahead 
forecasts. This may be attributed to the very low numerical values obtained for polymer 
dosages. As expected, the accuracy of the predictions decreases as the forecast period is 
increased for both ANN and ARIMA models.
9.1.7 Advantages of ANNs as a Predictive Tool for Plant Operation
It was found that ANNs are easy to establish, with little knowledge required to produce 
results quickly. In this study, based on the development of a series of simple ANN
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models in conjunction with significance testing, the ANN approach appears to be the 
most promising as it is simpler and quicker to use. Moreover, it has the ability to 
identify the most significant ANN input parameters. In contrast, development of a 
model using ARIMA methodology required a good knowledge of time series analysis 
processes and the interpretation of statistics. In addition, the ANN models do not need 
any preprocessing to transform the data from a non-stationary to a stationary time series. 
Moreover, the 7 day forecast by ANNs was obtained directly without having to use a 
recursive forecasting procedure. The ANN model is also less sensitive to noise.
The above discussion implies that the ANN model developed in this work is useful as a 
practical method for forecasting the alum and polymer dosages and hence as a tool for 
aiding the operation and control of the water treatment plant. This aspect is particularly 
important due to the fact that the plant operator will have very limited knowledge of the 
mathematical aspects of the models.
9.2 RECOMMENDATIONS
9.2.1 Alternative Input Parameters
As explained in Section 9.1.2 the traditional water quality parameters such as colour and 
turbidity are not very sensitive to chemical dosages. A typical variation of turbidity with 
respect to chemical dosage is shown in Figure 9.2. As shown in the figure, the turbidity 
decreases as the chemical dosage is increased until the optimum dosage is found. 
Beyond this point, increasing chemical dosage increases the turbidity. In a real water 
treatment plant, it is difficult to identify the exact location in the Figure 9.1. If the plant 
is operating in the vicinity of Point A, it could be the ideal situation, where depending 
on the effluent quality requirement the chemical dosage can be increased to approach
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the Point C. However, if the plant is already operating in the vicinity of Point B, it is the 
normal tendency of the operator, to increase the chemical dosage, which will result in a 
further reduction in effluent quality. Thus turbidity is not a good parameter for operating 
the WTPs. Consequently, additional parameters which can be used in ANN simulation 
are:
• particle, size distribution (PSD),
• particle density, and
• streaming current potential.
Alum Dose (mg/L)
F ig u re  9 .2  R esu lts  o f  J a r  Test
The PSD and particle density could be very useful additional water quality parameters 
for the control of water treatment processes. The presence of particles in the different 
size classes makes up the PSD. This parameter can be measured using a particle counter. 
Use of PSD for process and design selection has been proposed by several researchers 
(Dharmappa et al., 1995 and Hargesheimer et al., 1992). PSD can be used for assessing 
the effectiveness of chemical dosing in a water treatment plant since the effluent PSD
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from a filtration plant is far more variable than the colour and turbidity (Dharmappa et 
al., 1995).
Streaming current potential is measured using a streaming current detector (SCD). 
Streaming current potential can be directly used for determining the degree of 
coagulation. The aim of coagulation is to neutralise the charge on the particles, which 
depends on the chemical dosage. Thus there can be a direct correlation between 
chemical dosage and streaming current potential which is the charge on the particles 
after coagulation (Amirtharajah, et al., 1990),.
9.2.2 Overall Modeling of Water Treatment Plant Operation
In a typical water treatment plant, there are several parameters which can be used to 
control the operation. These are:
• the coagulant dosage,
• the mixing intensity in the flocculator and the rapid mixing tank, and
• the filter run time.
In this study, only the coagulant dosing has been selected as a controlling parameter. 
Hence, there is a substantial scope for extending this work to include other parameters 
as well as the treated water quality.
9.2.3 Other Models Recommended for Testing
Several other modelling methodologies which are worth investigation would include:
Chapter 9: Conclusion and Recommendation 9.12
• Multiple regression. Multiple regression is a statistical technique for analysing 
and modelling the relationships among the variables. In a multiple regression 
analysis the response variable, y, is expressed as a function of several predictor 
variables xi, x2, ...,x k, the unknown constants bi, b2, ..., bkand an error 8, as
y  =  bo+biX i+b2x 2+  • - • + b kx k+  8
• Multivariate time series. In the univariate time series model, the sequential 
interaction between data of only one type of data is modelled. However, the 
interdependency between different data types (eg the alum and polymer dosages 
and other water quality parameters) is often significant. In order to model this 
interaction, a multivariate ARIMA model may be very useful for predicting the 
alum and polymer dosages.
• Hybrid Modeling The major problem for developing an ANN using time series 
data is the determination of the significant lags for each of the parameters. 
Development of a hybrid methodology in time series forecasting can be useful to 
solve this problem. For example, ARIMA methodology is used to determine 
significant lags which can be then applied to ANN to predict alum and polymer 
dosages.
• Deterministic submodels or relationships which describe a unit process or part 
of the operation in a WTP and which may be established from insitu 
measurements (i.e. jar test) may be useful for correcting non-optimal dosages in 
a WTP. The performance of the ANN may enhance through the inclusion of 
some determinism into the essentially black box methodology of ANN.
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ANN Parameters which are supplied by Neural Works Profesional II/PLUS software are:
• Learning Rate: Less than one, specified by the user, 0.15 to 0.8.
• Momentum Term: Positive and less than one, specified by user, 0.2 to 0.6.
• Epoch Size: Specified by user, 16 (default value).
• Error: Combined root mean squared error (RMSE) for all outputs was calculated by 
the software. How ever, RMSE, AAPE and AAR were calculated for each output 
parameter separately by user using the Microsoft Excel package.
• Learning Coefficient Ratio: Less than one, specified by user, 0.5 (default value)
• Transfer Function: Specified by user, hyperbolic tangent
• Bias PE: The bias PE is connected to hidden and output layer PEs and has constant 
output value(l). No further information was supplied in the software documentation.
• Convergence Criterion for RMSE: Specified by user as 0.001.
• Control Strategy: Backpropagation.
• Learning Cycle: Specified by user 100000. As shown in Figure 5.3, in order to avoid 
overtraining, “saved command” of NeuralWorks software is used. Save best will 
stop at every 1000 training cycles and test network. Then, based on criteria taken 
from a specified instrument (RMSE) it will decide if network performance has 
improved. If indeed network performance against the test data is better, a copy of the
Appendix A : A-2
network in its current state is written out to a specified file. The network then begins 
training again until another testing milestone has been reach.
• Learning Rule: Normalised cumulative delta mle.





B .l  D E T E R M IN A T IO N  O F  TH E M O S T  S IG N IF IC A N T  IN P U T S
B.1.1 Method 1














Hidden Layer Output Layer Alum Polymer
A • 67000 47 • 2 0.3 . 0.15 "■ ' 0.4 . 2. 1 1 0.0086
A 54000 47 10 2 0.3 0.15 0.4 2.13 0.0090
A 32000 47 15 2 0.3 0.15 0.4 2.20 0.0086
A 28000 47 25 2 0.3 0.15 0.4 2.22 0.0090














Hidden Layer Output Layer Alum Polymer
B 69000 47 5 2 0.3 0.15 0.4 2.89 0.0208
B • 30000 47 0.3 0.15 0.4 2.86 0.0170
B 65000 47 15 2 0.3 0.15 0.4 2.85 0.0223
B 68000 47 25 2 0.3 0.15 0.4 2.95 0.0293














Hidden Layer Output Layer Alum Polymer
C 29000 47 5 2 0.3 0.15 0.4 2.65 0.0094
C 8000 47 25 2 0.3 0.15 0.4 2.38 0.0091
C 1000 47 50 2 0.3 0.15 0.4 2.42 0.0089
C 7000 47 60 2 0.3 0.15 0.4 2.46 0.0088
C 11000 47 65 2 0.3 0.15 0.4 2.34 0.0086
c 65000 47 70 2 0.3 0.15 0.4 2.34 0.0087
c 16000 47 75 2 0.3 0.15 0.4 2.41 0.0088














Hidden Layer Output Layer Alum Polymer
D 28000 47 5 2 0.3 0.15 0.4 2.13 0.0074
D 57000 47 25 2 0.3 0.15 0.4 2.01 0.0071
D 27000 47 50 2 0.3 0.15 0.4 2.03 0.0067
D : 54GOO 47 60 2 0.3 0,15 0.4 2.01 0.0064
D 19000 47 65 2 0.3 0.15 0.4 2.01 0.0067
D 60000 47 75 2 0.3 0.15 0.4 2.11 0.0071














Hidden Layer Output Layer Alum Polymer
E....... 64000... 47 5 ..........2 .... ...... 0.3 0.15 „........0.4.......... ..1.56..... ....0,0073....
E 55000 47 25 0.3 0.15 0.4 1.54 0.0069
E 61000 47 30 2 0.3 0.15 0.4 1.56 0.0069
E 68000 47 35 2 0.3 0.15 0.4 1.57 0.0069
E 40000 47 50 2 0.3 0.15 0.4 1.55 0.0070
Table B-6 ANN Parameters and Performance for Data Set F Using 47 Inputs
Data
Sets
N um ber of 
Iteration
N um ber of 
Input P E s
N um ber of 
Hidden P E s
N um ber of 
O utput P E s
Learn in g Rates M om entum
V alue
R M S  E r r o r  (ing/L)
Hidden L a y e r Output L a y e r Alum P olym er
F 49000 47 5 2 0.3 0 .15 0.4 1.64 0.0073
F 40000 47 25 2 0.3 0 .15 0.4 1.64 0.0067
F 43000 4 7 3 5 2 0.3 0 ,15 0.4 1.6 3 0 ^ 0 0 6 7
F 62000 47 40 2 0.3 0 .15 0.4 1.67 0.0067
F 60000 47 50 2 0.3 0 .15 0.4 1.66 0.0067














Hidden Layer Output Layer Alum Polymer
......, ..G....,..... .....28000..... .... :..47.... .......  5.... ...... ...........2.......... ......... 0.3... . _ . ....... 0.15 0.4 ...1.89.. ....0.0090
G 12000 47 25 '. * l t§  2 m M 0.3 : 0.15 0.4 1.88 0.0087
G 10000 47 30 2 0.3 0.15 0.4 1.89 0.0088
G 31000 47 35 2 0.3 0.15 0.4 1.88 0.0089
G 18000 47 50 2 0.3 0.15 0.4 1.88 0.0089
T able  B -8  A N N  P aram eters  a n d  P erfo rm ance  fo r  D ata  S e t H  U sing 4 7  In p u ts
D ata
Sets
N um ber of 
Iteration
N um ber of 
Input P E s
N um ber of 
Hidden P E s
N um ber of 
Output P E s
Learnin g Rates M om entum
V alue
R M S  E r r o r  (m g/L)
Hidden L a y e r O utput L a y e r Alum Polym er
H 74000 47 5 2 0.3 0 .15 0.4 1.76 0.0077
H 53000 47 25 2 0.3 0 .15 0.4 1.7 7 0.0073
H 510 0 0 47 50 2 0.3 0 .15 0.4 1.76 0.0073
H 39000 47 75 2 0.3 • 0 .15 0.4 1.75 0.0072
H 54000 • 47 80 IS: l l l i l i l 0.3 0 .15 0.4 1 .7 4 0.0072
H 76000 47 90 2 0.3 0 .15 0.4 1.75 0.0072



























F ig u re  B . l  C om parison  o f  A c tu a l a n d  P red ic ted  P o lym er  D o sa g es  
(D ata  S e t A  - M e th o d  O ne)
Figure B.2 Comparison o f Actual and Predicted Alum Dosages
























F ig u re  B .3  C om parison  o f  A c tu a l a n d  P red ic ted  P o ly m e r  D osages  
(D a ta  S e t B  - M e th o d  O ne)
Time (days)
F ig u re  B .4  C om parison  o f  A c tu a l a n d  P red ic ted  A lu m  D osages  
























F ig u re  B .5  C om parison  o f  A c tu a l a n d  P red ic ted  P o lym e r  D o sa g es  
(D a ta  S e t C  - M e th o d  O ne)
Figure B.6 Comparison o f Actual and Predicted Alum Dosages
























F ig u re  B . 7  C om parison  o f  A c tu a l a n d  P red ic ted  P o lym e r  D o sa g es  
(D ata  S e t D  - M e th o d  O ne)
Figure B.8 Comparison o f Actual and Predicted Alum Dosages
























F ig u re  B .9  C om p a riso n  o f  A c tu a l a n d  P red ic ted  P o lym er D o sa g es  
(D ata  S e t E  - M e th o d  O ne)
Figure B.10 Comparison of Actual and Predicted Alum Dosages
























F ig u re  B . l l  C om parison  o f  A c tua l a n d  P red ic ted  P o lym er D o sa g es  
(D a ta  S e t F  - M e th o d  O ne)
Figure B.12 Comparison o f Actual and Predicted Alum Dosages
























F ig u re  B .J 3  C om parison  o f  A c tu a l and  P re d ic ted  P olym er D o sa g es  























Appendix B: B -ll
F ig u re  B .15  C om parison  o f  A c tu a l a n d  P re d ic ted  P o lym er D o sa g es  
(D a ta  S e t H  - M ethod  O ne)
Figure B.16 Comparison of Actual and Predicted Alum Dosages
(Data Set H - Method One)
B .2 P R E D IC T IO N  O F  A L U M  A N D  P O L Y M E R  D O S A G E S  (M E T D O D 1)














Hidden Layers Output Layer Alum Polymer
1 2 1 2
E 43000 9 5 0 2 0.3 - 0.15 0.4 1.56 0.0069
E 19000 9 10 0 2 0.3 - 0.15 0.4 1.58 0.0068
E 61000 9 15 0 2 0.3 - 0.15 0.4 1.56 0.0068
E 59000 9 25 0 2 0.3 - 0.15 0.4 1.56 0.0069
E 34000 9 50 0 2 0.3 - 0.15 0.4 1.55 0.0067
E 3000 9 25 5 2 0.8 0.70 0.15 0.4 1.53 0.0067
E 67000 9 25 5 2 0.3 0.70 0.15 0.1 1.58 0.0065
E 67000 9 25 5 2 0.3 0.25 0.15 0.1 1.60 0.0068
E 67000 9 25 5 2 0.3 0.25 0.15 0.4 1.59 0.0066
F 51000 9 5 0 2 0.3 - 0.15 0.4 1.63 0.0068
F 54000 9 10 0 2 0.3 - 0.15 0.4 1.62 0.0067
F 69000 9 15 0 2 0.3 - 0.15 0.4 1.60 0.0068
F 43000 9 25 0 2 0.3 - 0.15 0.4 1.58 0.0068
F 67000 9 50 0 2 0.3 - 0.15 0.4 1.60 0.0067
F 53000 9 25 5 2 0.8 0.25 0.15 0.4 1.62 0.0066
F 53000 9 25 5 2 0.8 0.70 0.15 0.4 1.61 0.0069
F 53000 9 25 5 2 0.3 0.25 0.15 0.1 1.62 0.0068
F 53000 9 25 5 2 0.8 0.7 0.15 0.1 1.59 0.0067
H 56000 9 5 0 2 0.3 - 0.15 0.4 1.71 0.0069
H 44000 9 10 0 2 0.3 - 0.15 0.4 1.71 0.0068
H 70000 9 15 0 2 0.3 - 0.15 0.4 1.73 0.0068
H 56000 9 25 0 2 0.3 - 0.15 0.4 1.73 0.0069
H 44000 9 10 0 2 0.8 - 0.15 0.4 1.72 0.0067
H 44000 9 10 0 2 0.6 - 0.15 0.4 1.71 0.0067
H 44000 9 10 0 2 0.8 - 0.15 0.2 1.70 0.0065
H 63000 9 10 2 2 0.3 0.25 0.15 0.4 1.71 0.0068


































B .1 7  C om parison  o f  A c tu a l a n d  P re d ic ted  A lu m  D osages U sing D a ta  S e t E
(M e th o d  1)






























F ig u re  B .19  C om p a riso n  o f  A c tu a l a n d  P red ic ted  A lu m  D osages U sing D a ta  S e t F
(M eth o d  1)


























F igure B .21  C om parison  o f  A c tu a l a n d  P re d ic ted  A lu m  D osages U sing D a ta  S e t H
(M e th o d  1)
Figure B.22 Comparison of Actual and Predicted Polymer Dosages Using Data Set H
(Method 1)
B .3  P R E D IC T IO N  O F  A L U M  A N D  P O L Y M E R  D O S A G E S  (M E T D O D  2)











Lcni'iim g Rates Momentum
Value
RMS Error (mg/L)
Hidden Layers Output Layer Alum Polymer
1 2 1 2
E 50000 19 5 0 2 0.3 - 0.15 0.4 1.51 0.0070
E 66000 19 15 0 2 0.3 - 0.15 0.4 1.50 0.0071
E 34000 19 25 0 2 0.3 - 0.15 0.4 1.50 0.0068
E 63000 19 5 0 2 0.8 - 0.15 0.4 1.52 0.0068
E 63000 19 5 0 2 0.8 - 0.15 0.1 1.49 0.0071
E 65000 19 5 2 2 0.3 0.25 0.15 0.4 1.58 0.0077
F 51000 19 5 0 2 0.3 - 0.15 0.4 1.56 0.0071
F 59000 19 25 0 2 0.3 - 0.15 0.4 1.56 0.0069
F 51000 19 15 0 2 0.3 - 0.15 0.4 1.55 0.0070
F 39000 19 15 0 2 0.8 - 0.15 0.4 1.58 0.0070
F 39000 19 15 0 2 0.3 - 0.15 0.1 1.55 0.0070
F 62000 19 15 5 2 0.3 0.25 0.15 0.4 1.60 0.0069
F 51000 19 5 0 2 0.3 - 0.15 0.4 1.56 0.0071
F 59000 19 25 0 2 0.3 - 0.15 0.4 1.56 0.0069
F 51000 19 15 0 2 0.3 - 0.15 0.4 1.55 0.0070
F 39000 19 15 0 2 0.8 - 0.15 0.4 1.58 0.0070
F 39000 19 15 0 2 0.3 - 0.15 0.1 1.55 0.0070
F 62000 19 15 5 2 0.3 0.25 0.15 0.4 1.60 0.0069
H 69000 19 5 0 2 0.3 - 0.15 0.4 1.71 0.0073
H 37000 19 15 0 2 0.3 - 0.15 0.4 1.74 0.0070
H 68000 19 25 0 2 0.3 - 0.15 0.4 1.79 0.0072
H 69000 19 5 0 2 0.3 - 0.15 0.4 1.72 0.0072
H 69000 19 5 0 2 0.8 - 0.15 0.1 1.71 0.0069

































(M e th o d  2)





























(M e th o d  2)


























F igure B .2 7  C om parison  o f  A c tu a l a n d  P red ic ted  A lu m  D o sa g es U sing D a ta  S e t H
(M ethod2)





























P a ra m e ters  (D ata  S e t E )























Appendix C C -2
P a ra m e ters  (D a ta  S e t F )
























F ig u re  C .5 C om parison  o f  A c tu a l a n d  P red ic ted  P o lym er D o sa g es U sing  11 In p u t  
P aram eters  (D ata  S e t H )
Figure C.6 Comparison o f Actual and Predicted Alum Dosages Using 11 Input





































D .l  A R IM A  M O D E L S  
D.1.1 M odel Identification
Lags (days)
F ig u re  D . 1 P lo ts  o f  Tw o N on-S ea so n a l D iffe ren ced  A lu m  D o sa g e  ( y )
(Wl V7 v )
365 V
Lags (days)








F igure  D .3  P lo ts o f  T w o  N o n -S ea so n a l a n d  O ne S ea so n a l D iffe ren ced  A lu m  D o sa g e
























































































F ig u re  D . 7 P lo ts  o f  Tw o Seasona l D iffe ren ced  A lu m  D osage
(v2365yt >
F igure  D .8  P lo ts  o f  Tw o N o n -S ea so n a l D iffe ren c ed  P o lym e r  D osage












































F ig u re  D .9  P lo ts  o f  O ne N o n -S ea so n a l a n d  One Sea so n a l D iffe ren c ed  P o lym e r
D osage  )
j o j  t
Lags (days)
F ig u re  D .1 0  P lo ts  o f  Tw o N o n -S e a so n a l a n d  O ne S ea so n a l D iffe ren c ed  P o lym e r







































f ig u r e  D . l l  P lo ts  o f  Tw o N o n -S ea so n a l a n d  Tw o Seasonal D iffe ren c ed  P o lym e r










D osage  ( V 2 y ] y )
J O J  t
Lags (days)





































F ig u re  D . 13  P lo ts  o f  O ne S ea so n a l D iffe ren c ed  P o lym er  D o sa g e
iV3«V













































j 183 365 547 729 911
Lag (days)






























1 183 365 547 729 911
Lag (days)
F igure  D . 1 7  A u to co rre la tio n  f o r  Transform ed  A lu m  D o sa g e  V alues
( v \ )
F ig u re  D .18  P a r tia l-A u to  corre la tion  f o r  T ransform ed  A lu m  D o sa g e  V alues



























1 183 365 547 729 911
Lag (days)









































1 183 365 547 729 911
Lag (days)













F ig u re  D .22  P a rtia l-A u to co rre la tio n  f o r  Transform ed  A lu m  D o sa g e  V alues
( V 1 V 2 y )
[ 365 V
LmJi.il L it Ik . IM  lil .i i li l i  Jl liU 1 Jill illlU iiii
1— _— -------------------------------- ----------------------





























1 183 365 547 729 911
Lag (days)









! 183 365 547 729 911
Lag (days)

























1S3 365 547 729 911
Lag (days)
F ig u re  D .2 5  A u to co rre la tio n  f o r  T ransfo rm ed  A lu m  D osage  V a lu es
( v Ì65y ?
0.1
-0.Ï......................................................................... ........ — -------------------------------------------------------------
-0 .1 5 -------------------------------------------------------------------------------------— — ------------------------------------------------------------------------------ ~
- 0 3 ---------------------------------------------------------------- — -------------------------------------------------------------- ---
-0 .2 5 -----------------------------------------------— -------------------------------------------- -------------------------------------------------------------------------------
- 0 3 ----------- ----------------------------------------------------------------------------------------- ------------------------------------ -
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-0.4 L — --------------------------------------------------------------------------------------------------------------- — —
1 1S3 365 547 729 911
Lag (days)
F ig u re  D .2 6  A u to co rre la tio n  f o r  T ra n sfo rm ed  P o lym er D osage  V a lu es
<v ' v
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1 183 365 547 729 911
Lag (days)
Figure D.28 Autocorrelation for Transformed Polymer Dosage Values






























1 183 365 547 729 911
Lag (days)
F ig u re  D .2 9  P artia l-A u tocorre la tion  fo r  T ransfo rm ed  P o lym e r  D osage Values
( V 2yt )
-0.1---------------------------------—--------------------------------------------------------------------------------------------- -
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Figure D.31 Partial-Autocorrelation for Transformed Polymer Dosage Values
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Figure D.33 Partial-Autocorrelation for Transformed Polymer Dosage Values
fV365 )
Lag (days)






























1 183 365 547 729 911
Lag (days)
Figure D.35 Partial-Autocorrelation for Transformed Polymer Dosage Values
----------------------------------------------------------------------------------------------------------------  . 1
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Figure D. 36 Autocorrelation for Transformed Polymer Dosage Values
(V 365 yt )
1
Appendix D D -1 9
Table D.l Final Different Model Parameters fo r Alum Dosages with One 
_____________________ Non-Seasonal Difference__________




Auto-Regressive Order Moving Average Order


















































ARMA(2,1,2)0,0,1) -0.53317 -0.37982 0.01858
0.08971 0.43340
ARMA(2,1,2X2,0,1) -0.81535 0.24296 -0.26470 0.23303
0.11339 -.01933 0.61599
ARMA(2,1,2)( 1,0,2) -0.81533 0.24843 -0.26467 0.23854
0.11391 0.61599 0.01922
Appendix D D -20
Table D.2 Final Different Model Parameters fo r Alum Dosages with One 
____________Non-Seasonal and One Seasonal Differences





































































Appendix D D -21
Table D.3 Final Different Model Parameters fo r  Polymer Dosages with 
One Non-Seasonal Difference




Auto-Regressive Order Moving Average Order












































Appendix D D -22
Table D A  Final Different Model Parameters for Polymer Dosages with 
One Non-Seasonal and One Seasonal Differences




Auto-Regressive Order Moving Average Order
















































D.1.2 Prediction of Alum and Polymer Dosages
F ig u re  D .3 7  A c tu a l a n d  O ne D a y  A h e a d  P red ic tio n  f o r  A lu m  D o sa g es by  the AR 1M A  
M o d e l M A (0 ,1 ,3 )(0 ,1 ,1 ) ( A v e ra g e  A b so lu te  % E rror  = 5 .55% )
Figure D.38 Actual and Two Day Ahead Prediction o f the Alum Dosages by the























A R 1M A  M o d e l M A (0 ,1 ,3 )(0 ,1 ,1 ) ( A v e ra g e  A bso lu te  % E rro r  = 5 .87% )
Figure DAO Actual and Four Day Ahead Prediction of the Alum Dosages by the































Figure D.42 Actual and Six Day Ahead Prediction o f the Alum Dosages by the
ARIMA Model MA(0,1,3)(0,1,1) ( Average Absolute % Error = 6.65%)
F ig u re  D .4 1  A c tu a l a n d  F ive  D a y  A h e a d  P red ic tion  o f  the A lu m  D o sa g es b y  the  































7igure  D .4 3  A c tu a l a n d  S even  D a y  A h e a d  P red ic tion  o f  the A lu m  D o sa g es  by  the  
A R IM A  M o d e l M A (0 ,1 ,3 )(0 ,1 ,1 ) ( A vera g e  A bso lu te  % E rror  = 6 .81% )
Time (days)
Fig D.44 Actual and One Day Ahead Prediction fo r  polymer Dosages by the ARIMA



























ure D.45 Actual and Two Day Ahead Prediction o f the Polymer Dosages by the 
ARIMA Model ARMA(6,1,0)(0,1,1) ( Average Absolute % Error = 11.42%)
Figure D.46 Actual and Three Day Ahead Prediction o f the Polymer Dosages by the

























AR1MA Model ARMA(6,1,0)(0,1,1) ( Average Absolute % Error = 12.51%)
Figure D.48 Actual and Five Day Ahead Prediction o f the Polymer Dosages by the

























7igure D.49 Actual and Six Day Ahead Prediction of the Polymer Dosages by the
ARIMA Model ARMA(6,1,0)(0,1,1) ( Average Absolute % Error = 12.88%)
Figure D.50 Actual and Seven Day Ahead Prediction of the Polymer Dosages by the
ARIMA Model ARMA(6,1,0)(0,1,1) ( Average Absolute % Error = 11.67%)
D.2 A N N  M O D E L S
Table  D .5  A N N  P a ra m eters  a n d  P erfo rm a n ce  f o r  A lu m  D osage
Model Number of Number of Number of Number of Learning rates Momentum RMS E rror
Iteration Input Hidden PEs Output for 7 outputs
PEs Layer 1 Layer 2 PEs Hidden layer Output Layer Value (mg/L)
4IALUV5 1 46000 4 5 0 7 0.3 0.15 0.4 0.1211
4IALUV251 45000 4 25 0 7 0.3 0.15 0.4 0.1247
4IALUV101 22000 4 10 0 7 0.3 0.15 0.4 0.1235
4IALUV7_1 9000 4 7 0 7 0.3 0.15 0.4 0.1192
4IALUV7 2 46000 4 7 0 7 0.8 0.15 0.4 0.1205
4IALUV7 3 69000 4 7 0 7 0.6 0.15 0.4 0.1187
4IALUV7 4 69000 4 7 0 7 0.6 0.15 0.7 0.1197
4IALUV7 5 60000 4 7 0 7 0.6 0.15 0.1 0.1188
4IALUV7 6 69000 4 7 0 7 0.6 0.15 0.2 0.1188
4IALUV7A2 26000 4 7 2 7 0.3 0.15 0.4 0.1192
Table  D .6  A N N  P aram eters  a n d  P erform ance  fo r  P o lym er  D osage
Model Number of Number of Number of Number of Learning rates Momentum RMS E rro r
Iteration Input Hidden PEs Output for 7 outputs
PEs Layer 1 Layer 2 PEs Hidden layer Output Layer Value (mg/L)
3IPOUV5 1 54000 3 5 0 7 0.3 0.15 0.4 0.0986
3IPOUV101 11000 3 10 0 7 0.3 0.15 0.4 0.0985
3IPOUV151 67000 3 15 0 7 0.3 0.15 0.4 0.0984
3IPOUV251 16000 3 25 0 7 0.3 0.15 0.4 0.0983
3IPOUV301 41000 3 30 0 7 0.3 0.15 0.4 0.0984
3IPOUV252^ 16000 3 25 0 7 0.8 0.15 0.4 0.0980
3IPOUV253 91000 3 25 0 7 0.8 0.15 0.1 0.0076





























F ig u re  D .51  A c tu a l a n d  O ne D a y  A h e a d  P red ic ted  P o lym e r  D osages by  the A N N
(Average Absolute % Error = 6.2%)
Figure D.52 Actual and Two Day Ahead Predicted Alum Dosages by the ANN


























Figure D.53 Actual and Three Day Ahead Predicted Alum Dosages by the ANN
(Average Absolute % Error = 4.83%)
Time (days)
Figure D.54 Actual and Four Day Ahead Predicted Alum Dosages by the ANN























F igure  D .5 5  A c tu a l a n d  F ive  D a y  A h e a d  P red ic ted  A lu m  D osages by  the A N N  
(Average Absolute % Error = 5.34%)
Figure D.56 Actual and Six Day Ahead Predicted Alum Dosages by the ANN
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Figure D.57 Actual and Seven Day Ahead Predicted Alum Dosages by the ANN
(Average Absolute % Error = 5.53%)
Figure D.58 Actual and One Day Ahead Predicted Polymer Dosages by the ANN

























figure D.59 Actual and Two Day Ahead Predicted Polymer Dosages by the ANN






■ Actual polymer dosages(t+2)
• ANN predicted polymer dosage(t+2)
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Figure D.60 Actual and Three Day Ahead Predicted Polymer Dosages by the ANN

























7igure D.61 Actual and Four Day Ahead Predicted Polymer Dosages by the ANN
(Average Absolute % Error = 6.59%)
Figure D.62 Actual and Five Day Ahead Predicted Polymer Dosages by the ANN

























Figure D.63 Actual and Six Day Ahead Predicted Polymer Dosages by the ANN 







■ Actual polymer dosages(t+6)
• ANN predicted polymer dosage(t+6)
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Figure D.64 Actual and Seven Day Ahead Predicted Polymer Dosages by the ANN
(Average Absolute % Error = 13.28%)
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