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Choi and Sever0 (1988) proposed an estimator as an approximation to the maximum likelihood estimator 
of the infection rate of the simple epidemic model. It is shown that this estimator can be regarded as 
an approximation to the martingale estimator which is optimal in the sense of Godambe (1985). This 
idea is readily extended to an epidemic model allowing removal to produce an estimator of the infection 
rate. 
1. The simple epidemic model 
Consider the simple stochastic epidemic model (Bailey, 1975, p. 39) with a closed 
population of size N and infection rate ~3. Let S(t) denote the number of susceptibles 
at time f and Z(t) denote the number of infectives at time t, so that S(t) + Z(t) = TV, 
and suppose that Z(0) = a. Assume that we have data of the form D = {(tk, ik), 
k=O,l,..., m}, where m 21,O<t”Gt,G.‘.<f m are fixed points in time, and ik 
is the observed number of infectives at time fk. Note that iO= a. 
We observe that, using the Doob-Meyer decomposition, 
M(t)=Z(r)-Z(O)- ‘PZ(u)[N-Z(u)]du 
I 0 
is a zero mean martingale (ZMM) with respect to s,_, the g-field generated by 
{Z(U), 0~ u < Z}. Further, by the theory of integration with respect to martingales 
(see Andersen and Borgan, 1985), 
I 
1 
M*(t) = W(u) dZ(u) -P 
I’ 
W(u)Z(u)[N-Z(u)] du 
0 0 
is also a ZMM provided W(u) is predictable with respect to F,,. Equating M*(t) 
to its mean leads to the estimator 
Pw!t) = j: W(u) dz(u) J; W(u)Z(u)[N-Z(u)] du’ 
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A different choice of function W will give a different estimator. It is readily verified, 
following Godambe (1985), that the optimal choice of weight function is W(t) = 1. 
This gives 
,. l:, dZ(u) 
PO”‘=~;,Z(u)[N-Z(u)]du. 
note that ior,, is actually the maximum likelihood estimator of p based on complete 
observation of the process. 
Now, j:, dZ( u) = I(t) - a, and the observations on the numbers of infectives enable 
approximation of I:, Z(u)[ N - Z(u)] du. The estimator given by Choi and Severo 
(1988) is equivalent to using a simple trapezoidal rule. 
Note that 
{I 
I 
Var[ M*( t)] = E W2(u) dZ(u) 
0 
and hence an expression for the standard error of p^,,, is given by 
2. The general epidemic model 
The idea used used above is readily extended to produce an estimator of infection 
rate for a stochastic epidemic with removal and arbitrary latent period based on 
data of the form D+={(tl,,sk, il,), k=O, l,..., m}, i.e. progressive information on 
both the numbers of infectives and susceptibles. 
We suppose that S(0) = n and Z(0) = a. Again, we observe that, using the Doob- 
Meyer decomposition, 
M(r)=n-S(t)- ‘fiS(u)Z(u)du J 0 
is a zero mean martingale with respect to 9, _, the a-field generated by {(S(u), Z(U)), 
0~ u < t}. Again, we have 
J 
, M*(t) = - W(u) dS(u) -P W(u)S(u)Z(u) du 
0 I’ 0 
is also a ZMM provided W(u) is predictable with respect to F,,. Equating M*(f) 
to its mean leads to the estimator 
Am = -I:, W(u) dS(u) 16 W(u)S(u)z(u) du’ 
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Again, it is readily verified that the optimal choice of weight function is W(t) = 1. 
This gives 
6”&) = -5; dS(u) j:,S(u)Z(u) du’ 
Now, -j;> dS( u) = n - S(t), and the observations on the numbers of susceptibles 
and infectives enable approximation of j:, S(u)l(u) du, for example using a simple 
trapezoidal rule. 
Note that 
Var[ M*( t)] = E W’(u) dS( u) 
and hence an expression for the standard error of PO,,, is given by 
m A 
se(“‘pt)=& S(u)l(u) du =d&. 
In the case that progressive data on the susceptibles are not available, then an 
estimator can be obtained given information on the intial and final numbers of 
susceptibles. Choosing weight function W(t) = S( t-)-‘, we obtain 
I 
I 
I 
I 
M*(f) = - S(u-)-’ dS(u)-P Z(u) du 
0 0 
I 
I 
= H,(n) - H,(S(f)) -P I(u) du 
0 
where H,(x)=Ci=, (l/k). Thus an estimator of p is given by 
A H,(n) - H,(S(t)) 
‘= J:,I(u)du 
which can be approximated with the available data. Its standard error is given by 
se(p) = 
JH2(n) - ff2(S(t)) = PJH,(n)- H2(S(f)) 
s: I(u) du H,(n) - ff,(S(r)) 
where H*(x) = xi_, (l/k’). 
It is noted that an estimator of the removal rate can be obtained similarly: 
where R(t) denotes the number of removals up to time t. This is optimal in the 
sense of Godambe (1985), and n/?/T gives the estimator proposed by Watson (1980) 
for the threshold parameter 8, which was shown to have good efficiency relative to 
the maximum likelihood estimator. See also Yip (1989). This estimator requires the 
data D and information on the number of removals during the course of the outbreak. 
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If progressive data on the number of infectives is also unavailable then, at the 
end of the outbreak, an estimator of the infection rate can be obtained by observing 
that 
i 
7 R(7) 
Z(u)du= C Tk 
0 h=I 
where Tk denotes the length of the infectious period of the kth infected individual 
and R(T) denotes the total number of removals in the course of the epidemic. It 
is assumed that the infectious periods are independent and identically distributed 
with known mean 7. It then follows that jCT Z(u) du can be approximated by 7R( T). 
In the case of a constant infectious period, which is not unrealistic (as, for example, 
in the case of smallpox -see Benenson, 1970), we have SC: Z(u) du = TR(T). Thus 
we obtain the estimator 
p= H,(n) - ff,(S(T)) 
7R(T) ' 
which requires only information at the end of the outbreak. Further, its standard 
error is approximately given by 
se(j) = 
~JK(n) - H,(S( T)) 
H,(n)-H,(S(T)) 
which also requires only information available at the end of the outbreak. 
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