The main major of this project was employed the artificial neural networks (ANNs) to create a model to prediction of drug release and to optimize the controlled release formulation of controlled release mechanism of Olanzapine by using Glycerol monooleate (GMO) and Poly ethylene glycol (PEG) as plasticizer to determine the effects independent variable on responses. The weight ratio GMO/Water (w/w) and weight ratio PEG (300)/GMO (w/w) and percentage of Olanzapine (OZ) as independent variables and dependent variables consists of particle size, entrapment efficacy, maximum percentage of release and accuracy of prediction data were assayed by the mean squared error (MSE) or root mean squared error (RMSE). The ability and suitability of all algorithms were in the order of: LM>BR> GD> BFGS INTRODUCTION Artificial neural networks (ANNs) is a learning system relied on a computational method that can simulate the neurological accomplishing ability of the human brain and can design a best fitting and model based on a non-linear relationship between independent factors and pharmaceutical responses by means of iterative training of data and optimization of the results to reduce the network error. The artificial neural networks have been successfully used to different media of pharmaceutical or medical science in recent years (1-2).
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The ANNs may be used for optimization and control and modeling process and it designed an internal model based on relationships between databases. Artificial neural networks obtained much interest and application in controlled release to predict the structure and optimal condition, and to overcome limitation of traditional statistical techniques and the responses of development in recent years contains of ; the parallel processing which resulted feasible usage and good capability of generated models also have the potential to solve the complex process (3). ANN models employed to generate appropriate regression and performance with negligible error in very short time.
The ANNs used to predict the optimum concentration of a fatty alcohol for formulating a stable O/W emulsion and to generate suitable formulation with correlation coefficient 0.9445, by testing various network topology and changes of parameters (4).
EXPERIMENTAL METHODS
The Matlab software was applied to simulate the model and to investigate the effect of variables on responses. In this study, a feed forward network, type of multi layer ANN as shown in Fig.1 , was considered for the prediction of entrapment efficacy, particle size and maximum release of drug in gel system. At first, input and output data were restricted in rang of 0 to 1 and normalized so that we have prevented the removal of small values compared to large quantities. From the prepared gels, 12 of the individual sets of substances were selected as training data set to train the network and the remaining data set were applied as testing data set to check the accuracy and quality of generated model. First experiments with some initial estimation and different algorithms were implemented and their performances were studies as follows:
We also evaluated the effect of training function changes on network errors, so we used the various training algorithm such as Levenberg-Marquardt, Bayesian Regularization , Gradient Descent, BFGS Quasi-Newton algorithm.
RESULTS AND DISCUSSION
The LM algorithm is powerful training algorithm that defines the minimum values of sum squares of nonlinear function (5) . In this study LM as a training function was used with transfer function of first and second layer were tansigmoid and purelin respectively and number of hidden layer and neurons were 5,32 respectively.
According to artificial neural network BR training function, sigmoid and purelin was selected as a transfer function of hidden and output layer, respectively with 7 layers. In the initial step of by increasing the hidden layer training and validation errors reduced but after several step, the errors of the network were increased and in the next step train GD algorithm was applied with 18 layers also we were chosen sigmoid and tansigmoid as a transfer function of hidden and output layer, respectively. With the increasing number of neuron up to 20 the amount of MSE was went up but in the range of 20-40 MSE was reduced. It can be observed from table 1.the correlation coefficient of the various ANN models during the training processes. 
CONCLUSION
The feed forward network with 3 inputs and 3 outputs was built using the Matlab program to evaluate the effect of independent variables on responses. Several models formulation was applied to train the ANN models and investigated the generalization and prediction capability of them.
