Abstract. We investigate a reaction-diffusion-advection equation of the form u t − u xx + βu x = f (u) (t > 0, 0 < x < h(t)) with the mixed boundary condition at x = 0 and a free boundary condition at x = h(t). Such a model may be applied to describe the dynamical process of a new or invasive species adopting a combination of random movement and advection upward or downward along the resource gradient, with the free boundary representing the expanding front. The goal of this paper is to understand the effect of advective environment and no flux across the left boundary on the dynamics of this species. In the main bulk of the paper we deal with the case |β| < c 0 , where c 0 is the minimal speed of the traveling waves of the equation. For this case we derive the spreading-vanishing dichotomy and sharp threshold for spreading and vanishing, and provide a much sharper estimate for the spreading speed of expanding front and the uniform convergence of solutions when spreading happens. In the final part we briefly describe the long time behavior of solutions for some cases of |β| ≥ c 0 .
Introduction
In recent years there has been growing interest in understanding the role that the free boundary plays in the dynamics of introduction of beneficial species or invasion of harmful species. In reality the dispersal of new or invasive species is often nonrandom as both dispersal rate and direction can depend upon a combination of local biotic and abiotic factors such as climate, food, and conspecifics. For instance, some diseases spread along the wind direction. From a mathematical point of view, to take into account the influence of advection, one of the simplest but probably still realistic approaches is to assume that species can move upward or downward along the gradient of the density (see, for example, [4, 17, 24, 25, 26] ).
Recently, Gu, Lin and Lou [12, 13] , Kaneko and Matsuzawa [19] , and Gu, Lou and Zhou [14] studied the influence of positive advection on the long time behavior of solution to the following problem:
t > 0, g(t) < x < h(t), u(t, g(t)) = 0, g ′ (t) = −µu x (t, g(t)), t ≥ 0, u(t, h(t)) = 0, h ′ (t) = −µu x (t, h(t)), t ≥ 0, −g(0) = h 0 = h(0), u(0, x) = u 0 (x), −h 0 ≤ x ≤ h 0 ,
where β, µ and h 0 are positive constants, u 0 is a nonnegative C 2 function with the support on [−h 0 , h 0 ]. Problem (1.1) arises in modeling the spreading of a new or invasive species going through the influence of dispersal and advection (expressed by βu x ). The unknown u(t, x) represents the population density over a one dimensional habitat and the free boundaries x = g(t) and x = h(t) stand for the expanding fronts of the species. In [12, 13] , the authors considered the asymptotic behavior of solutions to (1.1) when the advection coefficient β ∈ (0, 2) and f (u) = u(1 − u). They obtained a spreading-vanishing dichotomy, namely the solution either converges to 1 locally uniformly in R or to 0 uniformly in its occupying domain. Moreover, by introducing a parameter σ in the initial value, they exhibited a sharp threshold between spreading and vanishing, that is, there exists a nonnegative constant σ * such that spreading happens if σ > σ * , and vanishing happens if σ ≤ σ * . Furthermore, they derived the following conclusions concerning the asymptotic spreading speed: if spreading happens, then there exist two positive constants c * l and c * r with c * l < c * r such that
For the general case that f (u) is monostable, bistable or of combustion type, the above result is improved in [19] to a much sharper estimate for the different spreading speeds of the fronts: when β ∈ (0, c 0 ), The reader interested in the number c 0 can refer to [2, 3, 9] . Apart from the above result, the authors of [19] described how the solution approaches a semi-wave when the nonlinear function is a monostable, bistable or combustion type. Very recently, for the general function f (u) ∈ C 1 ([0, ∞)) satisfying the following condition (F ), Gu, Lou and Zhou [14] extended the advection coefficient β to β ∈ (0, ∞). They find a critical value β * with β * > c 0 and gained the trichotomy results for c 0 < β < β * , vanishing result for β ≥ β * , where c 0 = 2 f ′ (0) is the minimal speed of the traveling waves of (1.2). Motivated by the above works, in this paper we concern with the following reaction-diffusionadvection model with a free boundary:
t > 0, 0 < x < h(t), B[u](t, 0) = 0, u(t, h(t)) = 0, t ≥ 0, h ′ (t) = −µu x (t, h(t)), t ≥ 0,
where β ∈ R, and µ, h 0 > 0; the left boundary operator B[u] = au − bu x with a, b ≥ 0 and a + b > 0; x = h(t) represents the moving boundary which is to be determined with the solution u(t, x); f : [0, ∞) → R is a C 1 function and satisfies
the initial function u 0 belongs to X (h 0 ), where
For more clarity, in the following we always denote
which is the minimal speed of the traveling waves of (1.2).
The main intention of this paper is to study the dynamics of the problem (P ) under the assumptions that the advective coefficient is a real number not only a positive one and there is no net flux across the left boundary x = 0. When |β| < c 0 , we will provide a rather complete description of the spreading-vanishing dichotomy, sharp threshold for spreading and vanishing, sharp asymptotic spreading speed and profile of the solution when spreading happens. Moreover, we will briefly describe the long time behavior of solution in cases either β ≥ c 0 and a ≥ bc 0 /2 or β ≤ −c 0 .
Applying an analogous argument as in [28, 29, Theorem 2.1] one can demonstrate that, for any given u 0 ∈ X (h 0 ), problem (P ) admits a unique time-global solution (u, h) with u ∈ C ∞ ((0, ∞) × [0, h(t)]) and h ∈ C ∞ ((0, ∞)). Moreover, for any α ∈ (0, 1), there exists a positive constant C, depending on β, α, h 0 , a, b and u 0 ∞ , such that 0 < u(t, x) ≤ C, 0 < h ′ (t) ≤ C for all t > 0 and 0 < x < h(t); and
Denote h ∞ = lim t→∞ h(t) for simplicity. The stationary problem for (P ) can be written as
for some 0 < ℓ ≤ ∞. By the phase plane analysis (see [3, 9, 14] ), it is not difficult to derive that the non-negative solutions of problem (1.4) fall into the following categories: We end the introduction by mentioning some researches on the spreading mechanism of invading species. For example, problem (P ) with β = 0 and a = 0 (B[u](t, 0) = u x (t, 0) = 0) was initially investigated by Du and Lin [7] for the logistic nonlinearity f (u) = u(1 − u); while Kaneko and Yamada [20] studied problem (P ) with β = 0 and b = 0. There are many references about the diffusion logistic equation with one free boundary condition, such as with seasonal succession [23] , in heterogeneous environments [28] , with mixed boundary condition [22] , and in higher dimension spaces [5, 6] . When the nonlinear term f (u) is replaced by a general function including monostable, bistable and combustion type, the double free boundary problems has been considered by Du and Lou [9] , Du, Matsuzawa and Zhou [11] and Kaneko [18] . The diffusive competition system with a free boundary has been researched by Guo and Wu [15] , Wang and Zhao [30] and Du and Lin [8] . The diffusive prey-predator model with free boundaries has been studied by Wang and Zhao [27, 29, 31] .
The rest of this article is organized as follows. The next two sections are devoted to the asymptotic properties of the solution for |β| < c 0 . The long time behavior of u, spreading-vanishing dichotomy and sharp threshold between spreading and vanishing are displayed in Section 2. In Section 3, we give a much sharper estimate for the spreading speed of spreading front, and describe how the solution approaches a semi-wave when spreading happens. We provide a brief description on the long time behavior of the solution for either β ≥ c 0 and a ≥ bc 0 /2 or β ≤ −c 0 in Section 4.
Long time behavior of u, spreading-vanishing dichotomy and threshold
To begin with we provide two types of comparison principles, which are an analogue of [7, Lemmas 3.5] and the proofs will be omitted.
The pair (ū,h) in Lemma 2.1 and the triple (ū,ḡ,h) in Lemma 2.2 are usually called an upper solution of problem (P ). We can define a lower solution by reversing all the inequalities in the obvious places. In addition, the corresponding results for lower solutions can be also shown by the similar manner.
To discuss the long time behavior of u for the case h ∞ < ∞, we first give the following more general lemma, which proof is essentially similar to that of [30 
and satisfy s(t) > 0, w(t, x) > 0 for t ≥ 0 and 0 < x < s(t). We further suppose that lim t→∞ s(t) < ∞, lim t→∞ s ′ (t) = 0 and there exists a constant C > 0 such that w(t, ·)
By the second estimate of (1.3) we have that if h ∞ < ∞ then lim t→∞ h ′ (t) = 0. As a consequence of Lemma 2.3 we derive the following theorem.
Now we present a locally uniform convergence theorem for h ∞ = ∞. In the following we shall prove that 0 is not in the ω-limit of u. Once this is done, the desired results are deduced immediately.
As
Then there exist small positive constants σ and ε such that
It is obvious thatw(0) = 0 =w(ℓ). An elementary calculation yields, for 0 < x < ℓ,
Since u(t, x) > 0 for all t > 0 and 0 < x < h(t), we have u(t, ℓ) > 0 for t ≥ τ , and u(τ, x) ≥w(x) on [0, ℓ] provided ε > 0 is sufficiently small. Besides, the boundary condition B[u](t, 0) = 0 implies u(t, 0) ≥ 0 for any t > 0. It follows from the comparison principle that u(t, x) ≥w(x) for all t > τ and 0 ≤ x ≤ ℓ. This indicates that 0 is not in the ω-limit of u. The proof is completed.
To study the spreading-vanishing dichotomy and criteria for spreading and vanishing, we introduce the following two eigenvalue problems
and
where ℓ > 0 is a constant. Let ζ 1 (ℓ) and γ 1 (ℓ) be the first eigenvalues of (2.1) and (2.2), respectively. By the careful calculation we achieve the following conclusions: (i) Both ζ 1 (ℓ) and γ 1 (ℓ) are continuous and strictly decreasing in ℓ;
The following lemma is an analogue of [28, Lemma 3.2] and the proof will be left out.
If |β| < c 0 , i.e., β 2 < 4f ′ (0), then there exist ℓ * , ℓ * > 0 such that
Especially, ℓ * = ℓ * = 2π/ c 2 0 − β 2 when b = 0. By the monotonicity of ζ 1 (ℓ) and γ 1 (ℓ), we have (i) ζ 1 (ℓ) > 0 for ℓ < ℓ * , and
Taking advantage of Lemma 2.4 we can obtain the following theorem. Theorem 2.3. Let |β| < c 0 and (u, h) be the solution of (P ).
Combining Theorems 2.1, 2.2 and 2.3, we derive the following spreading-vanishing dichotomy: Theorem 2.4 (Spreading-vanishing dichotomy). Assume that |β| < c 0 and (u, h) is a solution of (P ). Then either (i) vanishing: h ∞ ≤ ℓ * and lim t→∞ u(t, ·) C([0,h(t)]) = 0; or (ii) spreading: h ∞ = ∞, and in case a > 0, lim t→∞ u(t, x) =ṽ(x) locally uniformly in [0, ∞); in case a = 0, lim t→∞ u(t, x) = 1 locally uniformly in [0, ∞). Hereṽ(x) is the unique solution of
The following theorem reveals the sharp threshold on µ for spreading and vanishing, and provides some sufficient conditions for vanishing, which assist us to establish the sharp threshold on the initial value (cf. Theorem 2.6).
Theorem 2.5. Let |β| < c 0 and (u, h) be any solution of (P ). Assume that one of the following conditions holds:
(A) h 0 < ℓ * , and either b = 0, or b > 0 and β ≤ 0; (B) h 0 < π/ c 2 0 − β 2 , and either β ≤ 0, or β > 0 and a ≥ bβ/2. Then we have (i) for any given u 0 ∈ X (h 0 ), there exists µ * > 0 such that h ∞ = ∞ for µ > µ * , while h ∞ < ∞ for µ ≤ µ * ;
(ii) for any given µ > 0, take u 0 (x) = λψ(x) with λ > 0 and ψ ∈ X (h 0 ), then there exists
The proof of Theorem 2.5 will be divided into the following three lemmas: Lemmas 2.5-2.7 because the argument process is parallel but choose different auxiliary functions.
Lemma 2.5. Let |β| < c 0 and (u, h) be the solution of (P ). If b = 0 and h 0 < ℓ * , then the conclusions of Theorem 2.5 hold.
Proof. Notice ℓ * = ℓ * = 2π/ c 2 0 − β 2 for the case b = 0. The proof consists of four steps. Step 1. We prove that for any given u 0 ∈ X (h 0 ), there exists µ 0 > 0 depending on β, h 0 , f ′ (0) and
One can know
Let φ be the positive eigenfunction of (2.2) corresponding to γ 1 . Noting that φ ′ (h 0 ) < 0, φ(0) > 0 when b > 0, and φ ′ (0) > 0 when b = 0, it is easy to see that there exists k > 0 such that
Let 0 < δ < 1 and K > 0 be constants, which will be determined later. Set
Denote y = x/g(t). Owing to the inequality (2.3),
It is easy to see that
as b = 0. Fix 0 < δ ≪ 1. By the regularities of u 0 (x) and φ(x) we can select K ≫ 1 such that
Combining (2.4)-(2.7) we can make use of the comparison principle (Lemma 2.1) to achieve that
Step 2. It will be proved that for any given u 0 ∈ X (h 0 ), there exists µ 0 > 0 depending on β, h 0 , f ′ (0) and u 0 (x) such that h ∞ = ∞ for µ ≥ µ 0 . To do this, we first give a proposition Proposition 2.1. Let C > 0 be a constant. For any given constantsh 0 , H > 0, and any given functionū 0 ∈ X (h 0 ), there exists µ 0 > 0, depending on β, C,ū 0 (x) andh 0 , such that when µ ≥ µ 0 and (ū,h) satisfies
This proposition can be proved by the similar method to that of [30, Lemma 3.2] and the details will be omitted here.
Let C = max
Step 3. Based upon the results obtained by Steps 1 and 2, by use of the continuity method we can prove the conclusion (i). Please refer to the proof of [7, Theorem 3.9] for details.
Step 4. Now we manifest the conclusion (ii). The argument is completely similar to that of Step 1, so we only provide a sketch. Let γ 1 and φ be as above, and 0 < δ, ε < 1 be constants to be determined later. Set
Similar to Step 1, we can see that (2.4) and (2.5) still hold provided 0 < δ ≪ 1. Fix the δ, we can choose 0 < ε ≪ 1 such that, for all t ≥ 0,
Further fix the ε. By the regularities of ψ(x) and φ(x), we can take 0 < λ 0 ≪ 1 such that, for all 0 < λ ≤ λ 0 ,
In summary,
Now we can easily obtain the required result in the same way to Step 1.
Lemma 2.6. Let |β| < c 0 and (u, h) be the solution of (P ). If h 0 < ℓ * , and b > 0, β ≤ 0, then the conclusions of Theorem 2.5 hold.
Proof. The proof is essentially similar to that of Lemma 2.5, but the difference is the selection of auxiliary function. Here we only manifest the following Claim: for any given u 0 ∈ X (h 0 ), there exists µ 0 > 0 depending on β, h 0 , ζ 1 (h 0 ) and u 0 (x) such that h ∞ < ∞ for µ ≤ µ 0 , and the rest proof will be omitted. Since h 0 < ℓ * , we have ζ 1 := ζ 1 (h 0 ) > 0. Let ϕ be the positive eigenfunction of (2.1) corresponding to ζ 1 . Then ϕ ′ (h 0 ) < 0. There exists 0 < x 0 < h 0 such that
We know that ϕ(x) > 0 on [0, x 0 ] due to b > 0. Hence, there exists a constant m > 0 such that
Let 0 < σ ≪ 1 and M > 0 be constants, which will be determined later. Set
It is easy to see that ϕ also meet (2.3) and f (w) ≤ f ′ (0)w. Denote y = x/s(t), the direct calculations yield, for all t > 0 and 0 < x < h 0 s(t),
We first estimate the term
. In view of (2.8), β ≤ 0 and s(t) > 1 we have
By virtue of (2.9), it follows that
In view of (2.3), (2.11), (2.12) and ζ 1 > 0, it follows from (2.10) that, for all t > 0 and 0 < x < h 0 s(t),
It is easy to see that w(t, h 0 g(t)) = M e −σt ϕ(h 0 ) = 0, and 
(2.14)
In addition, similar to Step 1 in the proof of Lemma 2.5, we can select M ≫ 1 and find
Combining (2.13)-(2.16), we can apply Lemma 2.1 to achieve that h(t)
Proof. The proof is essentially the same to that of Lemma 2.5, however the difference is the choice of auxiliary function. Thus we merely show the following Claim: for the fixed u 0 ∈ X (h 0 ), there exists µ 0 > 0 depending on β, h 0 , f ′ (0) and u 0 (x) such that h ∞ < ∞ for µ ≤ µ 0 , and the rest argument will be not be duplicated here.
Let 0 < ν < 1 and C > 0 be constants to be determined later. Set
Evidently, z(t, p(t)) = 0 and p(0) = h 0 (1 + ν 2 ) > h 0 . Utilizing the assumptions on β we can verify that B[z](t, 0) ≥ 0. Note that h 0 < π/ c 2 0 − β 2 , i.e., c 2 0 − β 2 < π 2 /h 2 0 , and f ′ (0) = 4c 2 0 , straightforward computations generate that, for t ≥ 0 and 0 ≤ x ≤ p(t),
Moreover, we can select C ≫ 1 and find an µ 0 = µ 0 (C) > 0 such that u 0 (x) ≤ z(0, x) for all 0 ≤ x ≤ h 0 , and
Similar to the above, we can employ Lemma 2.1 to derive h(t) ≤ h 0 s(t), and hence h ∞ ≤ h 0 (1 + 2σ) for all 0 < µ ≤ µ 0 .
In what follows we present the sharp criteria on initial value, which separates vanishing and spreading.
Theorem 2.6. Assume that |β| < c 0 and (u, h) is a solution of (P ) with u 0 = λψ, where λ > 0 and ψ ∈ X (h 0 ). Then there exists λ * ∈ [0, ∞] dependent on h 0 , f, ψ so that spreading happens when λ > λ * , and vanishing happens when 0 < λ ≤ λ * if λ * > 0.
Furthermore, λ * = 0 if h 0 ≥ ℓ * , and λ * > 0 if the conditions of Theorem 2.5 hold.
Proof. Define = {λ 0 > 0 : vanishing happens for all λ ∈ (0, λ 0 ]} and λ * = sup . If h 0 ≥ ℓ * , we have = ∅ by Theorem 2.3, and set λ * = 0. When = (0, ∞), then λ * = ∞, which implies that vanishing happens no matter how large λ is. In case λ * = ∞ (let us point out that this happens in particular when β = 0, lim inf s→∞ −f (s)
In the following we suppose 0 < λ * < ∞. According to the definition of λ * and spreadingvanishing dichotomy, we can find a sequence λ i decreasing to λ * so that spreading happens when λ = λ i , i = 1, 2, · · ·. For any given λ > λ * , we can select some i
h i (t). Therefore, spreading happens for such λ. We shall demonstrate that vanishing happens when λ = λ * . Suppose on the contrary that spreading happen for λ = λ * . Then there exists t 0 > 0 such that h(t 0 ) > ℓ * +1. Utilizing the continuous dependence of the solution for problem (P ) on its initial values, we can choose ε > 0 sufficiently small such that the solution of (P ) with u 0 = (λ− ε)ψ, denoted by (u ε , h ε ), satisfies
In view of Theorem 2.3 we see that spreading happens for (u ε , h ε ). This leads to a contradiction with the definition of λ * . Finally, when the conditions of Theorem 2.5 hold, by the conclusion (ii) of Theorem 2.5 we know that vanishing happens for the small λ > 0. Therefore, λ * > 0. The proof is complete.
As the consequence of Theorems 2.3 and 2.5, we derive the following sharp criteria for spreading and vanishing.
Corollary 2.1 (Sharp criteria for spreading and vanishing). Assume that b = 0 and |β| < c 0 , or b > 0 and −c 0 < β ≤ 0. Let (u, h) be the solution of (P ).
(i) If h 0 ≥ ℓ * , then h ∞ = ∞ for any u 0 ∈ X (h 0 ) and µ > 0; (ii) If h 0 < ℓ * , then the following assertions hold:
(iia) For any given u 0 ∈ X (h 0 ), there exists µ * > 0 such that spreading happens for µ > µ * , while vanishing happens for µ ≤ µ * ; (iib) Fix µ > 0 and take u 0 = λψ with λ > 0 and ψ ∈ X (h 0 ). Then there exists λ * ∈ (0, ∞] so that vanishing happens when 0 < λ ≤ λ * , and spreading happens when λ > λ * .
Sharp estimate of h(t) and h ′ (t), uniform convergence of u
Throughout this section we assume that |β| < c 0 and (u, h) is a solution of (P ) for which spreading happens. Consider the following elliptic problem: Proof. Since the proof is essentially identical to that of [14, Lemma 3.4], we only present a sketch here for the reader's convenience. For any given c < c 0 + β, problem (3.1) admits a unique solution, denoted by q β (z; c − β), which satisfies q ′ β (z; c − β) > 0 for 0 ≤ z < ∞. Denote P (c − β) = µq ′ β (0; c − β), then P (c − β) is strictly decreasing in c ∈ (−∞, c 0 + β), and (P (c − β) − c)| c=0 = P (−β) > 0, lim
Thus the equation P (c − β) = c admits a unique solution c =c β ∈ (0, c 0 + β). Letq β (z) = q β (z;c β − β). Then we havec
Differentiatingc β = P (c β − β) and utilizing the fact P ′ (c) < 0 for c < c 0 we obtain
Hencec β is increasing in β. It is easy to find lim β→−c 0c β = 0 from the above range ofc β . The proof is finished.
The functionq β (z) obtained in Proposition 3.1 is called a semi-wave with speedc β since u(t, x) = q β (c β t − x) satisfies
In what follows we introduce a wave of finite length which will be used to construct lower solutions of problem (P ). Employing a similar phase plane analysis as in [9] we can achieve the following proposition. Proposition 3.2. For every c ∈ (0,c β ), there exists a unique pair (q c (z), z c ) satisfying The next conclusion plays an important role in arriving at the bound of h(t) −c β t and the uniform convergence of u(t, x). Lemma 3.1. Assume that (u, h) is a solution of (P ) for which spreading happens. Then for any c ∈ (0,c β ), σ ∈ (0, −f ′ (1)), there exist positive constants T , K, C andσ =σ(c) ∈ (0, σ) such that, for t ≥ T ,
Proof. (i) Fixĉ ∈ (c,c β ) and define g(t) = zĉ +ĉt + x 0 for t > 0,
where (qĉ(z), zĉ) satisfies (3.2) with c =ĉ, and x 0 is to be determined later. Since spreading happens, we can select T 1 > 0 and
It is easy to verify that (w(t − T 1 , x), g(t − T 1 )) is a lower solution of (P ) for t ≥ T 1 and g(t) − zĉ ≤ x ≤ g(t). Therefore, by Lemma 2.4 and the remark behind it we can deduce that, for some T 2 > T 1 ,
(ii) Consider the equation
It is readily seen that η is an upper solution of (P ). Therefore, u(t, x) ≤ η(t) for all t > 0. Since f (u) < 0 for u > 1, η(t) is a decreasing function satisfying lim
Noting that 0 < σ < −f ′ (1), we can choose some 0 < ς < 1 so that
It follows from (3.3) that there is a positive number T 3 such that η(t) < 1 + ς for all t ≥ T 3 . And then η ′ (t) = f (η) ≤ σ(1 − η) for all t ≥ T 3 . Now it is not difficult to obtain that
(iii) Define
Then (w, g, s) solves the problem
One can utilize a similar way as in [7, 12] to show that problem (3.5) with B[w](t, g(t)) = 0 replaced by w(t, g(t)) = 0 admits a unique time-global solution, denoted by (w(t, y), g(t), s(t)).
Note that −c 0 < β − c/2 < c 0 . By the same argument as [19, Proposition 3.2] with some obvious modifications, we can still demonstrate that there existσ =σ(c) ∈ (0, σ) and C, T 4 > 0 such that w(t, y) ≥ 1 − Ce −σt for all t > T 4 and −ct/4 ≤ y ≤ ct/4. Since (w(t, y), g(t), s(t)) is a lower solution of problem (3.5), we easily see that
Denote T = max{T 2 , T 3 , T 4 }, and T can be used in place of T 2 , T 3 and T 4 . This completes the proof.
Next, based on Lemma 3.1 we are going to construct two groups of upper and lower solutions for problem (P ).
Letc β andq β (z) be determined by Proposition 3.1. Let c ∈ (0,c β ), σ ∈ (0, −f ′ (1)), the positive constants T andσ be obtained by Lemma 3.1. Taking advantage of the estimates (ii) and (iii) in Lemma 3.1, one can directly calculate as in [19] (also see [11] ) to demonstrate the following conclusion.
Lemma 3.2. There exist positive constants
For the case a > 0, other group of upper and lower solutions are constructed below. It follows from Lemma 3.1 that, for any σ ∈ (0, −f ′ (1)), there exist T , K > 0 such that
Let ς be given in (3.4). Then we can enlarge T such that Ke −σT ≤ ς/2. We further choose M > K satisfying M e −σT ≤ ς. For such a ς, we define x ς ∈ (0, ∞) and V ς as follows:
whereṽ(x) is the unique strictly increasing solution of (1.4) on the half-line withṽ(∞) = 1. There exists x * > 0 so that
where κ is a positive constant to be determined. Notice thatl(t) < 0 for t ≥ T and B[ṽ](0) = 0. By the property ofṽ(x), it is easy to see that u(t, h(t)) > 0 = u(t, h(t)) for t ≥ T and B[ū](t, 0) = B[ṽ](−l(t)) ≥ 0 for t ≥ T . According to (3.8) and (3.10), we can get, for 0 ≤ x ≤ h(T ),
Set z = x −l(t). A routine calculation shows that, for t ≥ T andl(t) ≤ x ≤ h(t),
where we have applied the mean value theorem with 0 < θ < 1. By virtue of (3.9) and M e −σt ≤ ς for all t ≥ T , we can deduce that, for z = x −l(t),
Thus it follows from (3.4) and (3.12) that for z ≥ x ς and t ≥ T ,
On the other hand, from (3.12) we have, for 0 ≤ z ≤ x ς ,
Hence we can choose sufficiently large κ > 0 such thatū t −ū xx + βū x − f (ū) ≥ 0 for t ≥ T and for 0 ≤ z ≤ x ς . Note thatl(t) < 0 for t ≥ T . Summarizing the above discussion we obtain
Thus the comparison principle enables us to conclude that Lemma 3.3. For sufficiently large κ > 0, u(t, x) satisfies u(t, x) ≤ū(t, x) for t ≥ T, 0 ≤ x ≤ h(t), whereū(t, x) is given by (3.11).
Fix c ∈ (0,c β ) and σ ∈ (0, −f ′ (1)). According to Lemma 3.1, there existσ ∈ (0, σ), and T ,
Letς satisfy (3.4) with σ replaced byσ. By enlarging T we can suppose that
whereṽ 0 (x) is the unique solution of problem (1.4) with b = 0, defined in [0, ∞), and satisfies v ′ 0 (x) > 0,ṽ 0 (∞) = 1. Now we define xς /2 ∈ (0, ∞) and Vς /2 as follows:
Note that l(t) > 0 for all t ≥ T and B[ṽ 0 ](0) =ṽ 0 (0) = 0 when b = 0. Then it is easy to see that u(t, l(t)) = 0 ≤ u(t, l(t) for t ≥ T . By (3.13), we have u(t, r(t)) ≤ (1 − Ce −σt ) ≤ u(t, r(t)) for t ≥ T and u(T, x) ≤ u(T, x) for l(T ) ≤ x ≤ r(T ).
Set y = x − l(t). Using a similar calculation to (3.12) generates that
for t ≥ T and l(t) ≤ x ≤ r(t), where 0 < ̺ < 1. We first discuss the case y ≥ xς /2 . According to (3.14) and (3.16), it holds that
Therefore, it follows from (3.4) with σ replaced byσ that f ′ (ṽ 0 (y) − ̺Ce −σtṽ 0 (y)) +σ ≤ 0. Consequently, we can know from (3.17) that, for t ≥ T and y ≥ xς /2 ,
On the other hand, from (3.17) we have, for 0 ≤ y ≤ xς /2 ,
Hence we can choose sufficiently large κ > 0 such that u t − u xx + βu x − f (u) ≤ 0 for t ≥ T and 0 ≤ y ≤ xς /2 . In short, we derive
Therefore the following lemma can be gained by the comparison principle.
Lemma 3.4. For sufficiently large κ > 0, it holds that u(t, x) ≥ u(t, x) for t ≥ T and l(t) ≤ x ≤ r(t) = 3ct/4, where u(t, x) and l(t) are defined by (3.15) . 
, and each function is either identically zero or never zero for t
The following theorem is the main results of this section.
Theorem 3.1. Letc β andq β (z) be obtained by Proposition 3.1. If (u, h) is a solution of (P ) for which spreading happens, then there exists H ∈ R such that
Here we have employed the convention thatq β is extended to be zero outside its support.
Proof. The argument will be divided into the following four steps. In the first step we shall prove (3.18) . To show the conclusions (3.19) and (3.20) , the locally uniform convergence of u is discussed in the second step. The last two steps are devoted to (3.19) and (3.20) , respectively.
Step 1: Proof of (3.18). Definẽ
Then (ζ,g,s) solves the following problem: 
By the same argument as in [19, Lemma 3.7] to study the number of zeroes of ζ(t, ·) − v(·) one can derive thats(t) − d changes its sign at most finite many times. On the other hand, Lemma 3.2 gives h(t) ≤ h(t) ≤h(t) for sufficiently large t, which implies the boundedness of h(t) −c β t. Therefore, there are a sequence {t n } ∈ R satisfying t n → ∞ as n → ∞ and H ∈ R such that s(t n ) → H as n → ∞. Assume that there exist another sequence {t n } ∈ R satisfyingt n → ∞ as n → ∞ andH = H such thats(t n ) →H as n → ∞. Sos(t) − d changes its sign infinite many times for min{H,H} < d < max{H,H}. This is a contradiction, and thus lim t→∞s (t) = H. It follows from the estimate (1.3) thats ′ (t) is Hölder continuous and s ′ C α ([n+1,n+3]) ≤ C for some C > 0, α ∈ (0, 1) and all n ≥ 1. By virtue of the limit ofs(t) it is not difficult to verify that lim t→∞s ′ (t) = 0, which implies lim t→∞ h ′ (t) =c β .
Step 2: Locally uniform convergence of u(t, y + h(t)). Set
By the parabolic L p theory and imbedding theorem we affirm that for any sequence {t n } n∈N satisfying t n → ∞ as n → ∞, there exists a subsequence {t ′ n } ⊂ {t n } such that
and v(t, y) satisfies
We assert that v(t, y) ≡q β (−y) for every t ∈ R. Assume on the contrary that there exists (t 0 , y 0 ) ∈ R × (−∞, 0) such that v(t 0 , y 0 ) =q β (−y 0 ). Due to the continuity of v(t, y), there exists 0 < ε ≪ 1 such that v(t 0 + t, y 0 ) =q β (−y 0 ) for all t ∈ (0, ε). Applying the zero number result (Proposition 3.3) to η(t, y) = v(t 0 + t, y) −q β (−y) in [0, ε] × [y 0 , 0], one can easily show that the number of zeroes of η(t, y) in [y 0 , 0] is finite for t ∈ (0, ε), and it decreases strictly once it has a degenerate zero point in [y 0 , 0]. It is easy to derive that η(t, 0) = η y (t, 0) ≡ 0 for t ∈ (0, ε), i.e., y = 0 is a degenerate zero point of η(t, ·) for each t ∈ (0, ε). We get a contradiction.
As a consequence, u(t, y + h(t)) →q β (−y) as t → ∞ uniformly on [−L, 0] for any given L > 0.
Step 3: Proof of (3.19) . Fix c ∈ (0,c β ). We first show that
Thanks to the second limit of (3.18) and c <c β , we have that h(t) > 3ct/4 for t ≫ 1. In view of Lemmas 3.3 and 3.4, there exists a constant T ≫ 1 such that, for t ≥ T and x ∈ [0, 3ct/4],
where we have assumed thatṽ 0 (z) = 0 for z ≤ 0, and
Letṽ(z) = 0 for z ≤ 0. Note that f ′ (1) < 0, a standard argument generates that there exist positive constants K and ρ such that
Applying (3.23) and the boundedness ofl(t) and l(t), we deduce that, for t ≥ T and 0 ≤ x ≤ 3ct/4,
and 
On the other hand, by the locally uniform convergence of u(t, x) toṽ(x) on [0, ∞) (cf. Theorem 2.2(i)), we obtain sup
This combined with (3.26) allows us to derive (3.22) . Next it will be proved that
By Lemma 3.2, there exists T * > 0 such that, for t ≥ T * and x ∈ [ct/4, h(t)],
whereh(t) and h(t) are given by (3.6) and (3.7), respectively. Employing the same argument to (3.23) yields that, for some K, ρ > 0,
Utilizing the first conclusion of (3.18) and the expressions ofh(t) and h(t), it is easy to see that h(t) − h(t) andh(t) − h(t) are bounded. Thus, by (3.28) and (3.29) , there exists a positive constant
Thus, for any small ε > 0, there exist large positive constants C and T ′ so that
On the other hand, it follows from Step 2 that
|u(t, y + h(t)) −q β (−y)| < ε for t ≫ 1.
Consequently, we obtain
which implies sup
Combining (3.30) and the first limit of (3.18) enables us to deduce (3.27). The conclusion (3.19) can be achieved from (3.22) and (3.27) . In fact, for any small ε > 0 and Analogously, for the sufficiently large t and any x ∈ [ct/4, h(t)], |u(t, x) −ṽ(x)q β (c β t + H − x)| ≤ |u(t, x) −q β (c β t + H − x)| + 1 −ṽ(x) ≤ ε.
Step 4: Proof of (3.20) . In this case we have B[u](0) = u x (t, 0) = 0. Take g(t) = 0 and κ ≫ 1 in (3.7). It is easy to verify that
u x (t, 0) ≤ 0, u(t, h(t)) = 0, t ≥ T, h ′ (t) ≤ −µu x (t, h(t)), t ≥ T, u(T, x) ≤ u(T, x), 0 ≤ x ≤ h(T ) < h(T ).
By the comparison principle, we derive that u(t, x) ≥ u(t, x) for t ≥ T and 0 ≤ x ≤ h(t). On the other hand, (ū,ḡ,h) in (3.6) is also an upper solution of (P ) for this case. Thus (3.28) still holds for t ≥ T * and 0 ≤ x ≤ h(t) with T * sufficiently large. Applying the same way as (3.27) we can reach the desired results.
Remark 3.1. From Theorem 3.1 and Proposition 3.1, it is easy to see that the spreading speedc β is getting slower as β becomes small in (−c 0 , c 0 ), and approaches 0 as β tends to −c 0 .
4 Long time behavior of solutions for either β ≥ c 0 and a ≥ bc 0 /2 or β ≤ −c 0
In this section we only present a brief description concerning the long time behavior of solutions u(t, x) to problem (P ) in cases either β ≥ c 0 and a ≥ bc 0 /2 or β ≤ −c 0 . Firstly, a locally uniform convergence conclusion is provided for the cases. (p(t)−x) for t > 0, max{0, p(t) − √ t + 1} ≤ x ≤ min{h(t), p(t) − h 0 }.
Similarly to the above, the required conclusion for β ≥ c 0 can be obtained from these two estimates. The proof is complete.
Remark 4.1. The above argument concerning the case β ≤ −c 0 enables us to conclude that u(t, x) uniformly converges to 0 on [0, h ∞ ). That is to say, the species will extinct eventually for β ≤ −c 0 .
