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Abstract
We describe a new method and a computer program 
 
SALMONN
 
b to calculate the effective
number of breeders (
 
N
 
b
 
) per year in semelparous species with variable age at maturity. The
existing temporal method for the ‘salmon’ life history produces an estimate of the harmonic
mean 
 
N
 
b
 
 in the two sampled years. 
 
SALMONN
 
b reads genotypic data in standard formats and
computes yearly 
 
N
 
b
 
 values by combining information from pairwise comparisons of
samples taken in 3 or more years. Simulations show that the new method produces unbiased
estimates of yearly 
 
N
 
b
 
, and precision is inversely proportional to true effective size.
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Spurred by growing interest among evolutionary bio-
logists and conservation biologists in studying natural
populations that are (or might be) quite small, genetic
methods for estimating effective population size (
 
N
 
e
 
) have
been energetically applied in recent years (reviewed by
Wang 2005 and Leberg 2005). The most widely used gen-
etic approach for estimating contemporary 
 
N
 
e
 
 is known
as the temporal method (Krimbas & Tsakas 1971; Nei &
Tajima 1981) because it involves comparisons of population
allele frequencies at two or more points in time. Temporal
estimates of 
 
N
 
e
 
 can be tricky to interpret, especially if
one wants to identify the specific time period(s) to which
the estimates apply (Waples 2005). This would be important,
for example, if one wanted to estimate the ratio of effective
size to census size (
 
N
 
e
 
/
 
N
 
), or if one wanted to pinpoint
the time periods during which particularly rapid genetic
changes would be expected to occur.
In the standard (discrete generation) temporal method,
 
N
 
e
 
 represents the harmonic mean 
 
N
 
e
 
 across the period of
sampling. In many species, however, the quantity that can
be estimated directly is the effective number of breeders
per year (
 
N
 
b
 
) rather than the effective size per generation
(
 
N
 
e
 
). Recently, Waples (2005) showed that when the tem-
poral method is applied to species with a life history like
Pacific salmon, and each sample includes individuals from
only a single cohort, the result [
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
] can be interpreted as
an estimate of the harmonic mean 
 
N
 
b
 
 in the parental years
(years 
 
i
 
 and 
 
j
 
) for the two sampled cohorts. In addition to
Pacific salmon, this result could apply to other semel-
parous species with variable age at maturity, such as many
monocarpic plants and crustaceans with diapausing eggs
(Waples 2006).
Because a single temporal estimate in the salmon model
integrates information from 
 
N
 
b
 
 in two different years, there
is a resulting ambiguity in relating the estimate to effective
size in any given year. Suppose, however, that three or
more temporal samples are available from the same popu-
lation. In this case, more than one pairwise estimate will
yield information about effective size in any given year,
and this provides a basis for estimating 
 
N
 
b
 
 in individual
brood years from the combined sampling information.
Here, we describe an algorithm to estimate 
 
N
 
b
 
 in specific
years for species with salmon life history, given genetic
data from three or more points in time. We also describe
a computer program, 
 
salmonn
 
b, which implements this
algorithm.
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Consider a series of genetic samples taken in 
 
K
 
 different
years. Samples from years 
 
i
 
 and 
 
j
 
 produce an estimate
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
, which relates to the harmonic mean effective size in
years 
 
i
 
 [
 
N
 
b
 
(
 
i
 
)
 
] and 
 
j
 
 [
 
N
 
b
 
(
 
j
 
)
 
]:
(1)
Our objective here is to decompose the pairwise esti-
mates 
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
 into separate estimates of 
 
N
 
b
 
(
 
i
 
)
 
 and 
 
N
 
b
 
(
 
j
 
)
 
. The 
 
K
 
samples allow a total of 
 
K
 
(
 
K 
 
−
 
 1)/2 pairwise comparisons,
and for any given year 
 
K 
 
−
 
 1 of these pairwise estimates
will be informative about effective size. For sample 
 
i
 
 
 
=
 
 1
we have
with comparable equations for every other year.
If we replace the 
 
N
 
b
 
(
 
i
 
)
 
 with the estimates 
 
N
 
b
 
(
 
i
 
)
 
, Equation 1
can be rewritten as 
 
∆
 
i,j
 
 
 
=
 
 2/
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
 
 
−
 
 1/
 
N
 
b
 
(
 
i
 
)
 
 
 
−
 
 1/
 
N
 
b
 
(
 
j
 
)
 
. 
 
∆
 
i,j
 
 thus
quantifies the difference between the pairwise estimate
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
 and the harmonic mean of the individual estimates
 
N
 
b
 
(
 
i
 
)
 
 and 
 
N
 
b
 
(
 
j
 
)
 
. Now let 
 
Φ
 
 represent the sum of the squared
 
∆
 
i,j
 
: 
 
Φ
 
 
 
=
 
 
 
∑
 
j>i
 
 . To obtain a least-squares solution for
the 
 
N
 
b
 
(
 
i
 
)
 
, we first take partial derivatives of 
 
Φ
 
 and set them
to zero:
Dividing the 
 
i
 
th equation by 2/  eads to equations
of the form 
 
∆
 
1,2
 
 
 
+
 
 
 
∆
 
1,3
 
 
 
+
 
 ... 
 
+
 
 
 
∆
 
1,
 
K
 
 
 
=
 
 0. Finally, expanding
the 
 
∆
 
i,j
 
 and gathering terms leads to a system of 
 
K
 
 linear
equations:
(2)
Since the 
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
 are obtained from the data, these 
 
K
 
 equations
can be solved explicitly for the 
 
K
 
 unknowns 
 
N
 
b
 
(
 
i
 
)
 
 — the
estimates of effective size in the individual brood years
that we desire.
The various pairwise estimates 
 
N
 
b
 
(
 
i
 
,
 
j
 
)
 
 typically will not
have the same information content. Sample size (
 
S
 
) often
differs among years, and the number of independent alle-
les upon which a particular estimate is based (
 
n
 
) can also
vary over time. To account for these differences, we weight
each pairwise estimate by the reciprocal of its variance. An
approximate expression for the variance of Ne was given
by Pollak (1983); it can be modified for the salmon model
as follows:
(3)
where % is the harmonic mean S in the two years being
compared, and b is an analogue for elapsed time in
generations in the Pacific salmon model that depends
on age structure and number of years between samples
(Waples 1990; Tajima 1992). A difficulty arises in that
the variance is a function of true Nb, which is unknown.
Since the goal is to compute relative weights for individual
pairwise estimates Nb(i,j), it seems best to use a single, global
estimate of Nb (˜b) for all pairwise comparisons, which
can be computed as the harmonic mean of all the pairwise
Nb(i,j) values.
The algorithm described above requires estimates Nb(i,j)
for each pair of samples. salmonnb provides two options:
(i) Read the pairwise estimates from a file; or (ii) Calculate
them from raw genetic data. Corresponding input files for
the two options are:
1 The first line is the number of years of samples. Sub-
sequent lines, one for each pair of samples, are formatted
in six columns. 1–2: sample labels or years compared in
chronological order; 3: n; 4: %; 5: b; and 6: Nb(i,j).
2 Genotypic data in the format for fstat (Goudet 2001) or
genepop (Raymond & Rousset 1995) and maturity at age
data are provided in two separate files. The file of age
data includes sample labels indicating year of collection,
followed by a column of ages and a column giving age-
specific probabilities of maturity. Pollak’s (1983) method
is used to calculate f, Tajima’s (1992) algorithm is used to
calculate b from the age at maturity data, and the Nb(i,j)
are calculated according to Waples (1990).
Table 1 shows output of salmonnb using Option 1. This
dataset has samples from four years. The pairwise values
n, %, b and Nb(i,j) are supplied by the user; salmonnb
calculates ˜b, Var [Nb(i,j)] and the Nb(i) as described above.
Note that Nb(3) = 89.1 is lower than any of the pairwise Nb(i,j)
involving year 3 and Nb(4) = 626.6 is higher than any of the
pairwise Nb(i,j) involving year 4. This demonstrates that
simply taking the mean (or even harmonic mean) of the
Nb(i,j) estimates involving a particular year can give a
N
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misleading impression of effective size in that year. In
years with unusually low Nb, the pairwise Nb(i,j) will con-
sistently overestimate Nb for that year because it is being
compared with years with larger effective size; the con-
verse is true for years with unusually large Nb. The algorithm
described here jointly considers the information for all pairs
of samples to arrive at an estimate of Nb(i) for each year
that minimizes squared deviations from the true value.
Option 2 allows the user to exclude alleles below
a critical frequency to reduce potential bias in Nb. As
a default, salmonnb reports separate estimates after
excluding alleles with frequencies less than 0.05, 0.02 and
0.01; users can pick a different critical value as an option.
In Option 2, if the age file indicates 100% maturity at age 1,
the program will return a temporal estimate of Ne for each
pair of samples using the standard, discrete generation
temporal model (Waples 1989).
To evaluate performance of salmonnb, we considered
three different scenarios of true Nb(i) values in four consec-
utive years: Nb(1−4) = (100, 100, 100, 100); (50, 100, 50, 100);
(50, 100, 200, 400). Four annual samples produce six pair-
wise estimates Nb(i,j). We used Monte-Carlo methods to
generate random variation in the Nb(i,j) around the true
values, with the magnitude of variation comparable to
that expected to arise from sampling a finite number of
individuals (S = 25 or 100) and independent alleles (n = 25
or 100). This variation was generated independently for
each of the six Nb(i,j) values within a replicate, and the
process was repeated to generate 1000 replicate datasets
that were analysed using Option 1 in salmonnb.
Results (Table 2) show that, provided the pairwise esti-
mates Nb(i,j) are unbiased, salmonnb produces unbiased
estimates of effective size in individual years: the harmonic
mean Nb(i) was essentially identical to the true Nb(i) in every
case. Importantly, the lack of bias was consistent regardless
of the magnitude of Nb(i), the sequence of the Nb(i) values, or
the values of n or S. Precision was evaluated by comparing
empirical 95% confidence intervals (CIs) for Nb(i) with the
parametric CIs that would apply to a temporal estimate of
effective size based on a pair of samples of S individuals
and n degrees of freedom (see Equation 16 in Waples 1989).
Results in Table 2 suggest that the relative precision of
Nb(i) compared to the theoretical expectation depends
primarily on the true effective size. For years with Nb(i) = 50
(as might occur for many populations of conservation
interest), there was little difference between the empirical
and theoretical CIs. When true Nb(i) was 100 or larger,
the empirical CIs were wider than the theoretical CIs,
particularly with respect to the upper bound. For true
Nb(i) = 100, therefore the point estimate Nb( i) from salmonnb
is unbiased but precision is somewhat lower than would
be obtained from analysis of two temporal samples from a
population of constant size. Presumably this reduction in
precision reflects the difficulty in estimating Nb(i) indirectly
from pairwise estimates Nb(i,j), a difficulty that can be largely
overcome if effective size is small enough (and hence the
drift signal strong enough).
salmonnb is a fortran 90 program written for a
personal computer. The fortran code was compiled with
the lahey fortran 95 compiler, release 5.00f (Lahey 1998).
salmonnb uses fortran routines from Numerical Recipes
(Press et al. 2002). The salmonnb program, User’s Manual,
and example data sets can be downloaded from the anon-
ymous ftp site, ftp://ftp.afsc.noaa.gov/Sida/SalmonNb/.
Table 1 Summary of output from program salmonnb using Option 1 and data for four consecutive years of samples. For each pairwise
comparison of samples i and j, % is the harmonic mean sample size, n is the number of independent alleles used in the comparison, Nb (i,j)
are the pairwise estimates of Nb (all supplied by the user in Option 1), and Var[Nb (i,j)] is the variance of Nb (i,j) computed from Equation 3. In
this example, the coefficients b were 2.32, 2.71 and 2.09 for comparisons 1, 2 and 3 years apart, respectively. ˜b is the harmonic mean of the
Nb (i,j) and the Nb (i) are the estimates of Nb in the individual years
Year 1 2 3 4
Pairwise % (above diagonal) and n (below diagonal):
1 76.3 80.0 65.9
2 21 78.8 62.4
3 17 18 67.9
4 15 16 13
Pairwise Nb (i,j) (above diagonal) and Var[Nb (i,j)] (below diagonal):
1 181.9 111.8 345.2
2 21852 124.7 221.7
3 20914 24449 161.3
4 43045 30459 41230
˜b = 166.4
Yearly estimates Nb(i) 178.5 175.2 89.1 566.5
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