Abstract. We study an abstract linear operator equation on a Banach space by using the inverse of the sum of two sectorial operators. We prove that the boundedness of a special type of operator valued H ∞ -calculus is sufficient for maximal regularity of the solution. We apply the result to the abstract parabolic problem, to give a maximal L p -regularity condition. We also study the abstract hyperbolic problem and give a sufficient condition for the existence of solution.
introduction
We consider an abstract linear operator equation on a Banach space E of the form (A + B)x = y, (1.1) where A, B are closed linear (resolvent) commuting operators. The importance of the above equation is that instead of considering the equation on E we can consider it on the E-valued L p space L p (0, T ; E), for some T > 0 and p ∈ (1, ∞), and take B to be the first or the second derivative with respect to t ∈ (0, T ), with appropriate boundary conditions, to obtain the abstract parabolic and hyperbolic problem respectively (i.e. the first and second order abstract Cauchy problem). In such problems we are interested in sufficient conditions for the existence of a solution and also the regularity of solution.
Da Prato and Grisvard in [7] showed that the sectoriality property for the operators A and B (i.e. the good asymptotic behavior of the resolvents in some sectors) is sufficient for the existence of a unique solution of (1.1) for any y ∈ E, which also depends continuously on y. From the analysis there, it follows that the closedness of the sum of the two closed operators A and B is connected to the maximal regularity of the solution, i.e. to the fact that the solution belongs to the intersection of the domains D(A) ∩ D(B). The last property plays an important role in the approach of the nonlinear problems (see Clément and Li, [2] ). Dore and Venni in [3] studied the problem (1.1) in the case of a UMD space, for sectorial operators having bounded imaginary powers, and gave a sufficient condition for the closedness of the sum and hence for the maximal regularity of the solution. An application to the first derivative was also given. Kalton and Weis in [4] , by using the connection between the boundedness of the joint functional calculus and the closedness of the sum for two sectorial operators (see Proposition 2.7 in [5] ), gave another answer to the maximal regularity question, by requiring bounded H ∞ -calculus to one of the operators and Rademacher boundedness to the other. Finally, Neidhardt and Zagrebnov in [6] treated the abstract parabolic problem in a more general case (non autonomous evolution equation) with a different approach, i.e. by extending a certain evolution operator to an anti-genarator of an evolution semigroup, and provided existence together with regularity results.
In section 2 of this paper we study the problem (1.1) in a classical sense, by using a formula for the inverse of the sum of two operators. The formula we use is the same as in [7] . Nevertheless, we apply a different approach by means of complex powers of the operators. Namely, we regard the inverse of the sum of the operators restricted to the images of complex powers with negative real part. In this way, we prove the same results as in [7] concerning the interpolation spaces. Moreover, in a similar approach, by considering the inverse of the sum on the image of the bounded holomorphic semigroup generated by at least one of the two operators, we see (Theorem 2.1) that we can impose a similar condition for the closedness of the sum to that one of the bounded operator valued H ∞ -calculus. Hence, we find that a sufficient condition for the sum to be closed is that one of the two operators, which has to be a generator of a bounded holomorphic semigroup, has to admit a special type of bounded H ∞ -calculus for operator-valued holomorphic functions of exponential decay. In the third section, we apply the abstract result to the first derivative. In section four we study the abstract hyperbolic problem. Since the second derivative is not a sectorial operator, we treat the problem by defining the inverse of the sum in a special way. We show that a sufficient condition for the existence of a solution is that in addition to the classical sectoriality property, the resolvent of the operator has to satisfy some decay condition on the right hand side of a parabola (see Definition 4.1).
2. The inverse of A+B Definition 2.1. (Sectorial operators) Let E be a Banach space, K ≥ 1 and θ ∈ [0, π). Let P K (θ) be the class of closed linear operators in E such that if A ∈ P K (θ), then
If A ∈ P(θ), then by a sectoriality extension argument (see the Appendix) we can always assume that θ > 0. Definition 2.2. For any ρ ≥ 0 and θ ∈ (0, π), let Γ ρ,θ be the positively oriented path
If ρ = 0, we denote Γ ρ,θ by Γ θ .
We define next a special type of bounded H ∞ -calculus, for holomprphic operator valued families which decay exponentially in the complement of the sector of a sectorial operator. Definition 2.3. Let E be a Banach space and A ∈ P(θ), θ > π/2. Let H e,∞ L(E) (θ) be the space of all bounded holomorphic functions f : C \ S θ → L(E) such that f (λ) and (A + z) −1 commute for all λ ∈ C \ S θ and z ∈ S θ , and
and some c, δ > 0 depending on f . Any f ∈ H e,∞ L(E) (θ) can be extended to non-tangential values in ∂S θ , and defines an element in L(E) by
Since we regard only commuting operators, we recall the following definition.
Definition 2.4. Two closed linear operators A, B in a Banach space E are resolvent commuting if there exist some λ ∈ ρ(−A) and µ ∈ ρ(−B) such that
At the following we will use (without mention it) Lemma III.4.9.1 in [1] . The first part of next theorem is contained in the results of [7] . Theorem 2.1. Let E be a Banach space, A ∈ P(θ A ) and B ∈ P(θ B ) be resolvent commuting with
is closable and the following equation (A + B)x = y, for any y ∈ E, has a unique solution
for any y ∈ E and
Proof. Let the bounded in E operator
By a sectoriality extension argument and Cauchy's theorem, in the above integral formula we can replace the path Γ θB by c + Γ θB −ε for some c ∈ R and ε > 0 sufficiently closed to zero.
Let
If we take c < 0, then by the standard way of defining fractional powers for sectorial operators (see Theorem III.4.6.5 in [1] ), for sufficiently small ρ > 0 and the path Γ ρ,θA , we have that
where at the last step we have used Fubini's theorem. By Cauchy's theorem, the first term in the right hand side of the above equation is zero, and hence
Since for any sectorial operator T , T (T + z)
is uniformly bounded in z inside the area of the sectoriality, the integrals
converge absolutely. Hence, by (2.3), Ky ∈ D(A) ∩ D(B) and
Thus,
The first term in the right hand site on the above equation is zero by Cauchy's theorem. Hence, by the definition of the complex powers for A, we find that
Let now that y ∈ (E, D(B)) θ ′ ,p . Then, similarly to the previous case, y ∈ D(B θ ). If we take c > 0, we have that
where at the last step we have used again Fubini's theorem. By Cauchy's theorem we find that
Since both integrals
converge absolutely, we have that Ky ∈ D(A) ∩ D(B) and
Hence,
The last term in the above equation is zero by Cauchy's theorem, and by the definition of the complex powers for B, we find that
Now take φ ∈ (0, 1) and any y ∈ E. Then, by (2.3), there is
Since the integral
converges absolutely, we have that A φ−1 Ky ∈ D(A), which implies that Ky ∈ D(A φ ) (by the properties of the complex powers of an operator, cf. Theorem III.4.6.5 in [1] ). Thus, by I.2.9.6 and I.2.5.2 in [1], we have that Ky ∈ (E, D(A)) φ ′ ,q for any 0 < φ ′ < φ and any q ∈ [1, ∞). Similarly, by (2.4) we have that
converges absolutely, we obtain that B φ−1 Ky ∈ D(B), or that Ky ∈ D(B φ ). Hence, we find as before that Ky ∈ (E, D(A)) φ ′ ,q .
Let {x n } n∈N be a sequence in D(A + B) such that x n → 0 and (A + B)x n → y as n → ∞. There is
which implies that Ky = 0. By the relation
we find that y = 0, or that A + B is closable. That (A + B)Ky = y, for any y ∈ E, follows by the density
For the closedness of the sum of the two operators, let that {x n } n∈N be a sequence in D(A + B) such thatx n →x and (A + B)x n →ỹ as n → ∞. By applying K to the last limit, we find thatx = Kỹ. If we show that K maps to D(A+B), then since (A+B)K = I in the dense set θ>0 (E, D(A)) θ,p ∪(E, D(B)) θ,p , we will have that the sum A + B is closed (it follows alternatively by (2.5)). By (2.5), it is enough to show that K maps to one of the domains D(A) or D(B).
Since θ A > π/2, A generates a bounded holomorphic semigroup on E, which is defined by
For any y ∈ E, and c < 0 sufficiently close to zero, by Fubini's theorem, we have that
By Cauchy's theorem, the first term in the right hand side of the above equation is zero, and hence
converges absolutely, Ke −wA y ∈ D(A) and
where we have used again Cauchy's theorem.
Assume that the operator A admits a bounded H e,∞ L(E) (θ A )-calculus. If we restrict y ∈ D(A) in (2.6) and take the limit w → 0 with w ∈ R, since AKe −wA y = e −wA AKy, we find that AKy ≤ C y for some C > 0 depending only on A and B. By a Cauchy's sequence argument and the closedness of A, we see that K maps to D(A).
The abstract parabolic problem
Let the operator B = ∂ t in L p (0, T ; E) with D(B) = {f (t) ∈ W 1,p (0, T ; E) | f (0) = 0}, for some p ∈ (1, ∞) and T > 0. We have that σ(B) = ∅ and
where by the Young's inequality for convolution, we infer that
If we extend A :
by (Af )(t) = Af (t), then by Theorem 2.1 we get the following result on the maximal L p -regularity.
Theorem 3.1. Let E be a Banach space and A ∈ P(θ A ) with θ A > π 2 . Then, the following Cauchy problem
, for any q ≥ 1, depending continuously on g, which is given by
By the Riemann-Lebesgue lemma (see section III.4.2 in [1] ), the Fourier transform of a function in
Also, by integration by parts, we find the relation
Hence, for Re(λ) ≥ k, k ∈ R, we have that
4. The abstract hyperbolic problem Definition 4.1. Let E be a Banach space and c > 0. Let Q(c) be the class of closed linear operators in E such that if A ∈ Q(c), then A ∈ P(0),
and
In the following we denote W (3.7) . For the above class of operators, we have the following. Theorem 4.1. Let E be a Banach space and A ∈ Q(c 2 ) for some c > 0. Then, the following Cauchy problem
p > 1 and T > 0 finite, has (in the sense of (4.15) and (4.16)) a unique solution f ∈ W 1,p (0, T ; E) given by
Proof. If B is the operator from the previous section, then the problem becomes
By the relation
we see that (±i √ A + z) −1 is defined on the area {z ∈ C | Re(z) ≤ −c}, since the last is mapped by the z → z 2 to Π c 2 . Also, by the equation
we have that
). By (3.8), (4.10) and Cauchy's theorem we find that
(4.14)
Let the family y λ,z (h) ∈ L p (0, T ; E), defined for λ ∈ iR − c, z ∈ iR − c ′ and for any h ∈ L p (0, T ; E) by
There is
By (4.11), (4.12), (4.13) and (4.14), we have that
, by (3.9), (4.10) and Cauchy's theorem we have that Example 4.1. Let H be a Hilbert space and A a strictly positive self-adjoint operator on H. Then, by the spectral theorem, we can easily see that A ∈ Q(c), where c is the lower bound of the spectrum. Hence, we can apply the previous theorem to get a solution to the second order problem for suitable g.
Appendix
The following well known argument can also be found in section III.4.6 in [1] .
Sectoriality extension argument:
Let Ω ⊂ C be closed and connected, and A be a closed linear operator in a Banach space E such that Ω ⊂ ρ(−A) and (1 + |λ|) (A + λ) −1 ≤ K, for any λ ∈ Ω and some K ≥ 
