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Abstract. This memoir deals with the hypoelliptic calculus on Heisenberg
manifolds, including CR and contact manifolds. In this context the main
differential operators at stake include the Ho¨rmander’s sum of squares, the
Kohn Laplacian, the horizontal sublaplacian, the CR conformal operators of
Gover-Graham and the contact Laplacian. These operators cannot be elliptic
and the relevant pseudodifferential calculus to study them is provided by the
Heisenberg calculus of Beals-Greiner and Taylor.
The Heisenberg manifolds generalize CR and contact manifolds and their
name stems from the fact that the relevant notion of tangent space in this
setting is rather that of a bundle of graded two-step nilpotent Lie groups.
Therefore, the idea behind the Heisenberg calculus, which goes back to Stein,
is to construct a pseudodifferential calculus modelled on homogeneous left-
invariant convolution operators on nilpotent groups.
The aim of this monograph is threefold. First, we give an intrinsic ap-
proach to the Heisenberg calculus by finding an intrinsic notion of principal
symbol in this setting, in connection with the construction of the tangent
groupoid in [Po6]. This framework allows us to prove that the pointwise in-
vertibility of a principal symbol, which can be restated in terms of the so-called
Rockland condition, actually implies its global invertibility.
Second, we study complex powers of hypoelliptic operators on Heisen-
berg manifolds in terms of the Heisenberg calculus. In particular, we show
that complex powers of such operators give rise to holomorphic families in the
Heisenberg calculus. To this end, due to the lack of microlocality of the Heisen-
berg calculus, we cannot make use of the standard approach of Seeley, so we
rely on an alternative approach based on the pseudodifferential representation
of the heat kernel in [BGS]. This has some interesting consequences related to
hypoellipticity and allows us to construct a scale of weighted Sobolev spaces
providing us with sharp estimates for the operators in the Heisenberg calculus.
Third, we make use of the Heisenberg calculus and of the results of this
monograph to derive spectral asymptotics for hypoelliptic operators on Heisen-
berg manifolds. The advantage of using the Heisenberg calculus is illustrated
by reformulating in a geometric fashion these asymptotics for the main geomet-
ric operators on CR and contact manifolds, namely, the Kohn Laplacian and
the horizontal sublaplacian in the CR setting and the horizontal sublaplacian
and the contact Laplacian in the contact setting.
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CHAPTER 1
Introduction
This memoir deals with the hypoelliptic calculus on Heisenberg manifolds, in-
cluding CR and contact manifolds. In this context the main differential operators at
stake include the Ho¨rmander’s sum of squares, the Kohn Laplacian, the horizontal
sublaplacian, the CR conformal operators of Gover-Graham and the contact Lapla-
cian. These operators cannot be elliptic and the relevant pseudodifferential calculus
to study them is provided by the Heisenberg calculus of of Beals-Greiner [BG] and
Taylor [Tay].
The Heisenberg manifolds generalize CR and contact manifolds and their name
stems from the fact that the relevant notion of tangent space in this setting is
rather that of a bundle of graded two-step nilpotent Lie groups. Therefore, the
idea behind the Heisenberg calculus, which goes back to Stein, is to construct
a pseudodifferential calculus modelled on homogeneous left-invariant convolution
operators on nilpotent groups.
Our aim in this monograph is threefold. First, we give an intrinsic approach to
the Heisenberg calculus by defining an intrinsic notion of principal symbol in this
setting, in connection with the construction of the tangent groupoid in [Po6]. This
framework allows us to prove that the pointwise invertibility of a principal symbol,
which can be restated in terms of the so-called Rockland condition, actually implies
its global invertibility.
These results have been already used in [Po9] to produce new invariants for
CR and contact manifolds, extending previous results of Hirachi [Hi] and Boutet de
Monvel [Bo2]. Moreover, since our approach to the principal symbol connects nicely
with the construction of the tangent groupoid of a Heisenberg manifold in [Po6],
this presumably allows us to make use of global K-theoretic arguments in the
Heisenberg setting, as those involved in the proof of the (full) Atiyah-Singer index
theorem ([AS1], [AS2]). Therefore, this part of the memoir can also be seen as a
step towards a reformulation of the Index Theorem for hypoelliptic operators on
Heisenberg manifolds.
Second, we study complex powers of hypoelliptic operators on Heisenberg man-
ifolds in terms of the Heisenberg calculus. In particular, we show that complex pow-
ers of such operators give rise to holomorphic families in the Heisenberg calculus.
To this end, due to the lack of microlocality of the Heisenberg calculus, we cannot
make use of the standard approach of Seeley, so we rely on an alternative approach
based on the pseudodifferential representation of the heat kernel in [BGS]. This
has some interesting consequences related to hypoellipticity and allows us to con-
struct a scale of weighted Sobolev spaces providing us with sharp estimates for the
operators in the Heisenberg calculus.
These results are important ingredients in [Po11] to construct an analogue for
the Heisenberg calculus of the noncommutative residue trace of Wodzicki ([Wo1],
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[Wo2]) and Guillemin [Gu1] and to study the zeta and eta functions of hypoelliptic
operators. In turn this has several geometric consequences. In particular, this allows
us to make use of the framework of Connes’ noncommutative geometry, including
the local index formula of [CM].
Third, we make use of the Heisenberg calculus and of the results of this mono-
graph to derive spectral asymptotics for hypoelliptic operators on Heisenberg mani-
folds. The advantage of using the Heisenberg calculus is illustrated by reformulating
in a geometric fashion these asymptotics for the main geometric operators on CR
and contact manifolds, namely, the Kohn Laplacian, the horizontal sublaplacian
and the Gover-Graham operators in the CR setting and the horizontal sublapla-
cian and the contact Laplacian in the contact setting.
On the other hand, although the setting of this monograph is the hypoelliptic
calculus on Heisenberg calculus, it is believed that the results herein can be extended
to more general settings such as the hypoelliptic calculus on Carnot-Carathe´odory
manifolds which are equiregular in the sense of [Gro].
Following is a more detailed description of the contents of this memoir.
1.1. Heisenberg manifolds and their main differential operators
A Heisenberg manifold (M,H) consists of a manifold M together with a dis-
tinguished hyperplane bundle H ⊂ TM . This definition covers many examples:
Heisenberg group and its quotients by cocompact lattices, (codimension 1) folia-
tions, CR and contact manifolds and the confolations of Elyahsberg and Thurston.
In this setting the relevant tangent structure for a Heisenberg manifold (M,H)
is rather that of a bundle GM of two-step nilpotent Lie groups (see [BG], [Be],
[EM], [EMM], [FS1], [Gro], [Po6], [Ro2]).
The main examples of differential operators on Heisenberg manifolds are the
following.
(a) Ho¨rmander’s sum of squares on a Heisenberg manifold (M,H) of the form,
(1.1.1) ∆ = ∇∗X1∇X1 + . . .+∇∗Xm∇Xm ,
where the (real) vector fields X1, . . . , Xm span H and ∇ is a connection on a vector
bundle E overM and the adjoint is taken with respect to a smooth positive measure
on M and a Hermitian metric on E .
(b) Kohn Laplacian b;p,q acting on (p, q)-forms on a CR manifold M
2n+1
endowed with a CR compatible Hermitian metric (not necessarily a Levi metric).
(c) Horizontal sublaplacian ∆b;k acting on horizontal differential forms of degree
k on a Heisenberg manifold (M,H). When M2n+1 is a CR manifold the horizontal
sublaplacian preserves the bidegree and so we can consider its restriction ∆b;p,q to
foms of bidegree (p, q).
(d) Gover-Graham operators ⊡
(k)
θ , k = 1, . . . , n+1, n+2, n+4, . . . on a strictly
pseudoconvex CR manifold M2n+1 endowed with a CR compatible contact form θ
(so that θ defines a pseudohermitian structure on M). These operators have been
constructed by Gover-Graham [GG] as the CR analogues of the conformal GJMS
operators of [GJMS]. In particular, they are differential operators which tranforms
conformally under a conformal change of contact form and for k = 1 we recover the
conformal sublaplacian of Jerison-Lee [JL1].
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(e) Contact Laplacian on a contat manifold M2n+1 associated to the contact
complex of Rumin [Ru]. This complex acts between sections of a graded subbunbdle
(⊕k 6=nΛkR)⊕ΛnR,1⊕ΛnR,2 of horizontal forms. The contact Laplacian is a differential
operator of order 2 in degree k 6= n and of order 4 in degree n.
In the examples (a)–(c) the operators are instances of sublaplacians. More
precisely, a sublaplacian is a second order differential ∆ : C∞(M, E) → C∞(M, E)
which near any point a ∈M is of the form,
(1.1.2) ∆ = −
d∑
j=1
X2j − iµ(x)X0 +
d∑
j=1
aj(x)Xj + b(x),
where X0, X1, . . . , Xd is a local frame of TM such that X1, . . . , Xd span H and the
coefficients µ(x) and a1(x), . . . , ad(x), b(x) are local sections of EndE .
1.2. Intrinsic approach to the Heisenberg calculus
Although the differential operators above may be hypoelliptic under some con-
ditions, they are definitely not elliptic. Therefore, we cannot rely on the standard
pseudodifferential calculus to study these operators.
The substitute to the standard pseudodifferential calculus is provided by the
Heisenberg calculus, independently introduced by Beals-Greiner [BG] and Tay-
lor [Tay] (see also [Bo1], [CGGP], [Dy1], [Dy2], [EM], [FS1], [RS]). The idea
in the Heisenberg calculus, which goes back to Elias Stein, is the following. Since
the relevant notion of tangent structure for a Heisenberg manifold (M,H) is that
of a bundle GM of 2-step nilpotent graded Lie groups, it stands for reason to con-
struct a pseudodifferential calculus which at every point x ∈M is well modelled by
the calculus of convolution operators on the nilpotent tangent group GxM .
The result is a class of pseudodifferential operators, the ΨHDO’s, which are
locally ΨDO’s of type (12 ,
1
2 ), but unlike the latter possess a full symbolic calculus
and makes sense on a general Heisenberg manifold. In particular, a ΨHDO admits
a parametrix in the Heisenberg calculus if, and only if, its principal symbol is
invertible, and then the ΨHDO is hypoelliptic with a gain of derivatives controlled
by its order (see Section 3.1 for a detailed review of the Heisenberg calculus).
1.2.1. Intrinsic notion of principal symbol. In [BG] and [Tay] the prin-
cipal symbol of a ΨHDO is defined in local coordinates only, so the definition a
priori depends on the choice of these coordinates. In the special case of a contact
manifold, an intrinsic definition have been given in [EM] and [EMM] as a section
over a bundle of jets of vector fields representing the tangent group bundle of the
contact manifold. This approach is similar to that of Melrose [Me2] in the setting
of the b-calculus for manifolds with boundary.
In this paper we give an intrinsic definition of the principal symbol, valid for
an arbitrary Heisenberg manifold, using the results of [Po6].
Let (Md+1, H) be a Heisenberg manifold. As shown in [Po6] the tangent Lie
group bundle of (M,H) can be described as the bundle (TM/H)⊕H together with
the grading and group law such that, for sections X0, Y0 of TM/H and sections
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X ′, Y ′ of H , we have
t.(X0 +X
′) = t2X0 + tX ′, t ∈ R,(1.2.1)
(X0 +X
′).(Y0 + Y ′) = X0 + Y0 +
1
2
L(X ′, Y ′) +X ′ + Y ′,(1.2.2)
where L : H ×H −→ TM/H is the intrinsic Levi form such that
(1.2.3) L(X ′, Y ′) = [X ′, Y ′] in TM/H.
In suitable coordinates, called Heisenberg coordinates, this description of GM
is equivalent to previous descriptions of GM in terms of the Lie group of a nilpotent
Lie algebra of jets of vector fields. A consequence of this equivalence is a tangent
approximation result for Heisenberg diffeormorphisms stating that in Heisenberg
coordinates such a diffeormorphism is well approximated by the induced isomor-
phisms between the tangent groups (see [Po6, Prop. 2.21]).
Let E be a vector bundle over M . For m ∈ C let ΨmH(M, E) denote the class
of ΨHDO’s of order m acting on the sections of E . Furthermore, let g∗M be
the linear dual of the Lie algebra bundle gM of GM , with canonical projection
π : g∗M → M , and let us define Sm(g∗M, E) as the space of sections pm(x, ξ) in
C∞(g∗M \ 0,Endπ∗E) such that pm(x, λ.ξ) = λmpm(x, ξ) for any λ > 0.
The key to our definition of the principal symbol is the aforementioned approx-
imation result for Heisenberg diffeomorphisms of [Po6]. More precisely, it allows
us to carry out in Heisenberg coordinates a proof of the invariance by Heisenberg
diffeomorphisms of the Heisenberg calculus allong similar lines as that in [BG] (see
Appendix A). The upshot is that it yields a change of variable formula for the prin-
cipal symbol in Heisenberg coordinates showing that the latter can be intrinsically
defined as a section over g∗M \ 0. Therefore, we obtain:
Proposition 1.2.1. For any P ∈ ΨmH(M, E), m ∈ C there exists a unique
symbol σm(P ) ∈ Sm(g∗M, E) such that, for any a ∈ M , the symbol σm(P )(a, .)
agrees in trivializing Heisenberg coordinates centered at a with the principal symbol
of P at x = 0.
The symbol σm(P )(x, ξ) is called the principal symbol of P . In local coordi-
nates it can be explicitly related to the principal symbol in the sense of [BG] (see
Eqs. (3.2.8)–(3.2.9)). In general the two definitions don’t agree, but they do when
P is a differential operator or the bundle H is integrable. In any case we have a
linear isomorphism σm : Ψ
m
H(M, E)/Ψm−1H (M, E) ∼→ Sm(g∗M, E).
As a consequence of this intrinsic definition of principal symbol we can define
the model operator of a ΨHDO P ∈ ΨmH(M, E) at a point a ∈ M as the left-
invariant ΨHDO P
a on GaM with symbol σm(a, .), that is, the left-convolution
operator with the inverse Fourier transform of σm(a, .) (see Definition 3.2.7).
These notions principal symbol and of model operators show that the Heisen-
berg calculus is well approximated by the calculus of left-invariant pseudodifferential
operators on the tangent groups GaM , a ∈M .
First, as it follows from the results of [BG], for any a ∈ M the convolution
product on the group GaM defines a bilinear product,
(1.2.4) ∗a : Sm1(g∗aM)× Sm2(g∗aM) −→ Sm1+m2(g∗aM).
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This product depends smoothly on a in such way to give rise to a bilinear product,
∗ : Sm1(g∗M, E)× Sm2(g∗M, E) −→ Sm1+m2(g∗M, E),(1.2.5)
pm1 ∗ pm2(a, ξ) = [pm1(a, .) ∗a pm2(a, .)](ξ) ∀pmj ∈ Smj (g∗M, E).(1.2.6)
It then can be shown that the above product correspond to the product of ΨHDO’s
at the level of principal symbols and that the model operator of a product of
two ΨHDO’s is the product of the corresponding model operators (see Proposi-
tion 3.2.9).
On the other hand, we also can carry out in Heisenberg coordinates versions
of the proofs that the transpose and adjoints of ΨHDO’s are again ΨHDO’s (see
Appendix B). As a consequence we can identify their principal symbols and see
that the model operators at a point of the transpose and the adjoint of a ΨHDO
are respectively the transpose and the adjoint of its model operator (see Proposi-
tions 3.2.11 and 3.2.12).
1.2.2. Rockland condition, parametrices and hypoellipticity. It fol-
lows from the results of [BG] that for a ΨHDO P ∈ ΨmH(M, E) the existence of a
parametrix in Ψ−mH (M, E) is equivalent to the invertibility of its principal symbol
σm(P ). Moreover, when ℜm ≥ 0 this implies that P is hypoelliptic with gain of
1
2ℜm derivatives.
In general it may be difficult to determine the invertibility of the principal
symbol of a ΨHDO, because the product (1.2.5) for symbols is not anymore the
pointwise product of symbols. Nevertheless, this problem can be understood in
terms of a representation theoretic criterion, the so-called Rockland condition.
If P is a homogeneous left invariant ΨDO on a nilpotent graded group G then
to any unitary representation π we can associate an (unbounded) operator πP on
the representation space Hπ such that the domain of its closure contains the space
C∞(π) of smooth vectors of π. The Rockland condition then requires that for any
non-trivial irreducible unitary representation π of G the closure πP is injective on
C∞(π).
It is a remarkable result that the Rockland condition for P is equivalent to its
hypoellipticity (see [Ro1], [HN1], [HN2], [CGGP]). Moreover, it can be shown
that P is hypoelliptic iff it admits a left ΨDO inverse (see [Fo], [Ge1], [CGGP]).
It then follows that P admits a two-sided ΨDO inverse if, and only if, P and P t
satisfies the Rockland condition.
In the setting of the Heisenberg calculus we say that a ΨHDO P ∈ ΨmH(M, E)
satisfies the Rockland condition at a point a when the model operator P a satisfies
the Rockland condition on GaM . It then follows that the principal symbol σm(P )
is invertible at x = a, i.e., σm(P )(a, .) admits an inverse in S−m(g∗aM, Ea) with
respect to the product ∗a, if, and only if, P and P t satisfies the Rockland condition
at a.
If P ∈ ΨmH(M, E) is such that P and P t satisfy the Rockland condition at
every point then, as mentioned above, for each point a ∈ M we get an inverse
qa ∈ S−m(g∗aM, Ea) for σm(P )(a, .). However, in order to obtain an inverse for
σm(P ) in Sm(g
∗M, E) we still have to check that the family (qa)a∈M varies smoothly
with a.
By using an idea of Christ [Ch2] it has been shown in [CGGP] that given a
smooth family of homogeneous left invariant ΨDO’s (Pu)u∈U on a fixed nilpotent
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homogeneous group G such that Pu and (Pu)t satisfy the Rockland condition for
every u then the family of inverses depend smoothly on u.
In this memoir we show that in the Heisenberg setting this result is also true
when the group varies from point to point. Namely, we prove:
Theorem 1.2.2. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m.
Then the following are equivalent:
(i) P and P t satisfy the Rockland condition at every point of M ;
(ii) The principal symbol of P is invertible.
Moreover, when m = 0 both (i) and (ii) are equivalent to:
(iii) For any a ∈M the model operator P a is invertible on L2(GaM, Ea).
In substance this theorem states that in the Heisenberg the pointwise invert-
ibility of a principal symbol is equivalent to its invertibility. The proof elaborates
on the ideas of [Ch2] and [CGGP] and is divided into two steps.
In the first step we prove the theorem in the case m = 0. In this case, the
equivalence of (i) and (iii) follows from a result of G lowacki [G l2] and it is immediate
that (ii) implies (iii). Therefore, we only have to prove that (iii) implies (ii). The
arguments are based on the ideas of [Ch2] as in [CGGP], but instead of relying
on the result of Christ [Ch1] on the Lp boundedness of zero’th order convolutions
operators on nilpotent graded groups, we rely on its earlier version due to Knapp-
Stein [KS], which can be more conveniently generalized to the setting of families
of groups.
The second step is the reduction to the case m = 0. This is similar to what is
done in [CGGP], but instead of making use of the commutative approximation of
the identity on a fixed nilpotent group of [G l1], we make use of integer powers of
a sublaplacian with an invertible principal symbol (such an operator always exists
thanks to the results of [BG]).
On the other hand, Theorem 1.2.2 has several interesting consequences. First,
if P satisfies the Rockland condition at every point and we have ℜm ≥ 0 then P is
hypoelliptic with gain of 12ℜm derivatives (Proposition 3.3.20).
Second, even though the representation theory of GaM may vary as a ranges
over points of M the Rockland condition is an open condition. More precisely, we
prove:
Proposition 1.2.3. Let P : C∞c (M, E) → C∞(M, E) be a ΨHDO of integer
order m with principal symbol pm(x, ξ) and let a ∈M .
1) If P satisfies the Rockland condition at a then there exists an open neigh-
borhood V of a such that P satisfies the Rockland condition at every point of V .
2) If pm(a, ξ) is invertible in Sm(g
∗
aM, Ea) then there exists an open neighbor-
hood V of a such that pm|V is invertible on Sm(g
∗V, E).
Finally, if (pν∈B)ν∈B is a smooth family with values in Sm(g∗M, E) parametrized
by a manifold B such that pν admits an inverse p
(−1)
ν in S−m(g∗M, E) for any ν ∈ B,
then the family (p
(−1)
ν )ν∈B too depends smoothly on B (see Proposition 3.3.22).
1.2.3. Invertibility criteria for sublaplacians. As alluded to above the
sublaplacians cover the important examples that are the Ho¨rmander’s sum of squares,
the Kohn Laplacian or the horizontal sublaplacian. If ∆ : C∞(M, E)→ C∞(M, E)
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is a sublaplacian then as shown in [BG] the Rockland condition can be formulated
in terms of the Levi form (1.2.3) as follows.
For a ∈M let 2n be the rank of the Levi form La and, using the same notation
as in (1.1.2), consider the singular set
Λa = (−∞,−1
2
d∑
j=1
|λj |] ∪ [ 1
2
d∑
j=1
|λj ||L(a)|,∞) if 2n < d,(1.2.7)
Λa = {±1
2
d∑
j=1
(1 + 2αj)|λj |;αj ∈ Nd} if 2n = d,(1.2.8)
where λ1, . . . , λd are the eigenvalues of L(a) with respect to the frame X0, . . . , Xd
in (1.1.2). Then the Rockland conditions at a for ∆ and ∆t are both equivalent to
the single condition,
(1.2.9) Spµ(a) ∩ Λa = ∅.
In fact, when the condition (1.2.9) holds at every point, we evan can derive an
explicit formula for the inverse of the principal symbol of ∆. This is carried out
in [BG] in the scalar case only, but we really need to deal with the system case
in order to study sublaplacians acting on forms. For instance, the Kohn Laplacian
locally is scalar modulo lower order terms if, and only if, the Levi form diagonalizes
in a smooth eigenframe, which needs not exist in general.
In Section 3.4, after having recalled the arguments of [BG] in the scalar case,
we explain how to extend them for systems of sublaplacians. In particular, this
allows us to complete the treatment of the Kohn Laplacian in [BG] (see below).
1.2.4. Invertibility criteria for the main differential operators on Heisen-
berg manifolds. In Section 3.5 we work out the previous invertibility criteria for
the principal symbols of the main examples of operators on Heisenberg manifolds.
In particular, we recover in a unified fashion several known hypoellipticity results.
(a) Ho¨rmander’s sum of squares. For a sum of squares as in (1.1.1) the condi-
tion (1.1.2) is equivalent to have rkLa 6= 0, so that the invertibility of the principal
symbol of ∆ is equivalent to the condition,
(1.2.10) H + [H,H ] = TM.
This is exactly the bracket condition of Ho¨rmander [Ho¨2] for a codimension 1
distribution H ⊂ TM .
(b) Kohn Laplacian. In the case of the Kohn Laplacian acting on (p, q)-forms
on a CR manifold M2n+1 the condition (1.1.2) reduces to Kohn’s Y (q)-condition.
For instance when M is κ-strictly pseudoconvex this reduces to have q 6= κ and
q 6= n− κ.
(c) Horizontal sublaplacian. For the horizontal sublaplacian ∆b;k acting on hor-
izontal forms of degree k on a Heisenberg manifold the relevant condition to look
at is a condition that we call condition X(k): given a point a ∈ M and letting 2n
be the rank of the Levi form L at a, we say that the condition X(k) is satisfied at
a when we have
(1.2.11) k 6∈ {n, n+ 1, . . . , d− n}.
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More precisely, we show that the condition (1.1.2) reduces to the condition X(k)
and so ∆b;k has an invertible principal symbol if, and only if, the condition X(k)
holds at every point (see Proposition 3.5.4).
For k = 0 we get rkLa 6= 0 which is equivalent to the condition (1.2.10) (in
fact ∆b;0 is a sum of squares modulo lower order terms). When M
2n+1 is a contact
manifold the condition X(k) exactly means that we must have k 6= n, so that we
recover the hypoellipticity results of [Ta] and [Ru], but in the non-contact case our
invertibility criterion for the horizontal sublaplacian seems to be new.
When M2n+1 is a CR manifold and we consider the horizontal sublaplacian
∆b;p,q acting on (p, q)-forms we can refine the X(k) condition into the X(p, q) con-
dition (see Proposition 3.5.6). For instance when M2n+1 is κ-strictly pseudoconvex
it means that we must have (p, q) 6= (κ, n− κ) and (p, q) 6= (n− κ, κ).
(d) Gover-Graham operators. On a strictly pseudoconvex CR manifold M2n+1
the Gover-Graham operators⊡
(k)
θ , k = 1, 2, . . . , n+1, n+2, n+4, . . ., are products of
sublaplacians modulo lower order terms. Except for k = n+1 all the sublaplacians
that are involved have invertible principal symbols, so except for the value k = n+1
the principal symbol of ⊡
(k)
θ is invertible (see Proposition 3.5.7).
(e) Contact Laplacian. It has been shown by Rumin [Ru] that in every degree
the contact Laplacian satisfies the Rockland condition at every point, so it follows
from Theorem 1.2.2 that in every degree its principal symbol is invertible.
1.3. Holomorphic families of ΨHDO’s
In order to deal with complex powers of hypoelliptic operators we define holo-
morphic families of ΨHDO’s and check their main properties in Chapter 4.
In a local Heisenberg chart U ⊂ Rd+1 the definition of a holomorphic family
of ΨHDO’s parametrized by an open Ω ⊂ C is similar to that of the definition of
a holomorphic family of ΨDO’s in [Wo1, 7.14] and [Gu2, p. 189] (see also [KV]).
In particular, we allow the order of the family of ΨHDO’s to vary analytically.
Most of the properties of ΨHDO’s extend mutatis mutandis to the setting of
holomorphic families of ΨHDO’s. In particular, the product of two holomorphic
families of ΨHDO’s is again a holomorphic family of ΨHDO’s (Proposition 4.3.6).
There is, however, a difficulty when trying to extend the definition to gen-
eral Heisenberg manifolds. More precisely, the proof of the invariance of the
Heisenberg calculus by Heisenberg diffeomorphisms relies on a characterization
of the distribution kernels of ΨHDO’s by means of a suitable class of distribu-
tions K∗(U × Rd+1) = ⊔m∈CKm(U × Rd+1) ⊂ D′(U × Rd+1). Each distribution
K ∈ Km(U ×Rd+1) admits an asymptotic expansion, in the sense of distributions,
(1.3.1) K ∼
∑
j≥0
Km+j , Kl ∈ Kl(U × Rd+1),
where Kl(U×Rd+1) consists of distributions that are smooth for y 6= 0 and homoge-
neous of degree l if l 6∈ N and are homogeneous of degree l up to logarithmic terms
otherwise (see [BG] and Chapter 3). In particular, the definition of Kl(U ×Rd+1)
depends upon whether l is an integer or in not, which causes trouble for defining
holomorphic families with values in K∗(U ×Rd+1) when the order crosses integers.
This issue is resolved by means of a new description of the class K∗(U×Rd+1) in
terms of what we call almost homogeneous distributions. The latter are homogenous
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modulo smooth terms and under the Fourier transform they correspond to the
almost homogeneous symbols considered in [BG].
Since the definition of an almost homogeneous dsitribution of degree l does
not depend on whether l is an integer or not, there is no trouble anymore to define
holomorphic families of almost homogeneous kernels. Therefore, we can make use of
the characterization of K∗(U ×Rd+1) in terms of almost homogenous distributions
to define holomorphic families with values in K∗(U × Rd+1) (see Definition 4.4.3).
We show that the distribution of kernel holomorphic families of ΨHDO’s can be
characterized in terms of holomorphic families with values in K∗(U × Rd+1). This
allows us to extend the arguments in the proof of the invariance by Heisenberg
diffeomorphisms of the Heisenberg calculus to prove that holomorphic families of
ΨHDO’s too are invariant under Heisenberg diffeomorphisms (Proposition 4.5.2).
As a consequence we can define holomorphic families of ΨHDO’s on an arbitrary
Heisenberg manifold independently of the choice of a covering by Heisenberg charts.
Let us also mention that the almost homogeneous approach to the Heisenberg
calculus can also be used to constructing a class of ΨHDO’s with parameter con-
taining the resolvents of hypoelliptic ΨHDO’s (see [Po12]).
1.4. Heat equation and complex powers of hypoelliptic operators
One of the main goals of this memoir is to obtain complex powers of hypoelliptic
operators on Heisenberg manifolds as holomorphic families of ΨHDO’s along with
some applications to hypoellipticity.
It has been shown by Mohammed [Mo2] that the complex powers of invertible
positive hypoelliptic operators with multicharacteristics are ΨDO’s in the class
constructed in [BGH], but in the Heisenberg setting we would like to obtain them
as holomorphic families of ΨHDO’s. To this end we cannot follow the standard
approach of Seeley [Se] due to the lack of microlocality of the Heisenberg calculus.
Instead we make use of the pseudodifferential representation of the heat kernel
of [BGS], which is especially suitable for dealing with positive differential operators
(we will deal with the general case in [Po12] using another approach).
Let us also mention that a similar approach to complex powers has been used
independently by Mathai-Melrose-Singer [MMS] and Melrose [Me3] in the context
of projective pseudodifferential operators on Azamaya bundles.
From now on we let (Md+1, H) be a compact Heisenberg manifold equipped
with a smooth density > 0 and let E be a Hermitian vector bundle over M .
1.4.1. Pseudodifferential representation of the heat kernel. Consider
a selfadjoint differential operator P : C∞(M, E) → C∞(M, E) which is bounded
from below and has an invertible principal symbol, so that the heat kernel kt(x, y)
of P is smooth for t > 0.
Recall that the heat semigroup e−tP allows us to invert the heat operator P+∂t.
Conversely, constructing a suitable pseudodifferential calculus nesting parametrices
for P + ∂t allows us to derive the small time heat kernel asymptotics for P .
In the elliptic setting this approach was carried out by Greiner [Gre] and the
relevant pseudodifferential calculus is the Volterra calculus (see [Gre], [Pi]). The
latter consists only in a modification of the classical pseudodifferential calculus in
order to take into account the parabolicity and the Volterra property with respect
to the time variable of the heat equation. In particular, Greiner’s approach holds in
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fairly greater generality and has many applications (see, e.g., [BGS], [BS1], [BS2],
[Gre], [Kr1], [Kr2], [KSc], [Me2], [Pi], [Po4], [Po7]).
The Greiner’s approach has been extended to the Heisenberg calculus in [BGS],
with the purpose of deriving the small time heat kernel asymptotics for the Kohn
Laplacian on CR manifolds. In particular, a class of Volterra ΨHDO’s is obtained
which contains parametrices for the heat operator P + ∂t. As a consequence, once
the principal symbol of P + ∂t is invertible in this calculus, the inverse of P + ∂t is
a Volterra ΨHDO which, in turn, yields a pseudodifferential representation of the
heat kernel of P . More precisely, we have:
Theorem 1.4.1 ([BGS]). Let P : C∞(M, E) → C∞(M, E) be a selfadjoint
differential operator of even Heisenberg order v which is bounded from below and
such that the principal symbol of P + ∂t is invertible in the Volterra-Heiseneberg
calculus. Then:
1) The inverse (P + ∂t)
−1 is a Volterra ΨHDO;
2) The heat kernel kt(x, y) of P has an asymptotics in C
∞(M, (End E)⊗|Λ|(M))
of the form
(1.4.1) kt(x, x) ∼t→0+ t−
d+2
v
∑
t
2j
v aj(P )(x),
where the density aj(P )(x) is locally computable in terms of the symbol q−v−2j(x, ξ, τ)
of degree −v − 2j of any Volterra-ΨHDO parametrix for P + ∂t.
This framework is recalled in Section 5.1 and we can extend to this setting the
intrinsic approach of Chapter 3.
1.4.2. Heat equation and sublaplacians. Let ∆ : C∞(M, E)→ C∞(M, E)
be a selfadjoint sublaplacian which is bounded from below. In [BGS] the authors
construct explicitly an inverse in the Volterra-Heisenberg calculus for the principal
symbol of ∆+ ∂t when E is the trivial line bundle and when at every point a ∈M ,
with the notation of (1.2.7)–(1.2.8), we have
(1.4.2) |µ(a)| < 1
2
d∑
j=1
|λj |.
Since ∆ is selfadjoint, and so µ(a) is real, the above condition is the same as (1.2.9)
when rkLa < d, but when rkLa = d this is a stronger condition.
In fact, the explicit formulas of [BGS] can be extended to the case where E
is an arbitrary vector bundle and where ∆ satisfies the weaker condition (1.1.2) at
every point (see Proposition 5.2.9). As a consequence Theorem 1.4.1 holds for the
Kohn Laplacian even when the Levi form is not diagonalizable.
Moreover, as we actually can invert the principal symbol of ∆+ ∂t in a refined
class of symbols, for any integer k = 2, 3, . . . we can invert the principal symbol of
∆k + ∂t in the Volterra-Heisenberg calculus (see Proposition 5.2.12).
1.4.3. Complex powers. Let P : C∞(M, E) → C∞(M, E) be a positive
selfadjoint differential operator of even Heisenberg order v and assume that the
principal symbol of P is invertible, i.e., P satisfies the Rockland condition at every
point. Thanks to the spectral theorem we can define the complex powers P s, s ∈ C,
of P as unbounded operators on L2(M, E) which are bounded for ℜs ≤ 0.
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Moreover, for ℜs < 0 the Mellin formula holds,
(1.4.3) P s = Γ(s)−1
∫ ∞
0
ts(1−Π0(P ))e−tP dt
t
,
where Π0(P ) denotes the orthogonal projection onto the kernel of P . Combining
this formula with the pseudodifferential representation of the heat kernel of P in
terms of the Volterra-Heisenberg calculus allows us to prove:
Theorem 1.4.2. Assume that the principal symbol of P + ∂t is an invertible
Volterra-Heisenberg symbol. Then the complex powers P s, s ∈ C, of P form a
holomorphic 1-parameter group of ΨHDO’s such that ordP
s = ms ∀s ∈ C.
In particular, this theorem holds for the following sublaplacians:
(a) A sum of squares of the form (1.1.1), provided that the bracket condi-
tion (1.2.10) holds;
(b) The Kohn Laplacian on a CR manifold acting on (p, q)-forms under condi-
tion Y (q);
(c) The horizontal Laplacian on a Heisenberg manifold acting on horizontal
forms of degree k under condition X(k);
(d) The horizontal Laplacian on a CR manifold acting on (p, q)-forms under
condition X(p, q).
In fact, partly by making use of Theorem 1.4.2, we will show that when the
condition (1.2.10) holds the principal symbol of P + ∂t is automatically invertible
in the Volterra-Heisenberg symbol (see below). Therefore, we obtain:
Theorem 1.4.3. If the bracket condition (1.2.10) holds then the complex powers
P s, s ∈ C, of P form a holomorphic 1-parameter group of ΨHDO’s such that
ordP s = ms ∀s ∈ C.
In particular, Theorem 1.4.3 is valid for the contact Laplacian on a contact
manifold. In this context this allows us to fill a technical gap in [JK] concerning
the proof of the fact that the complex powers of the contact Laplacian give rise
to ΨHDO’s which is an important step in the proof there of the Baum-Connes
conjecture for SU(n, 1) (see [Po10]).
1.4.4. Rockland condition and heat equation. Theorem 1.4.2 has several
interesting applications related to hypoellipticity.
First, Theorem 1.2.2 can be extended to ΨHDO’s with non-integer orders as
follows.
Theorem 1.4.4. Assume that the bracket condition (1.2.10) holds. Then for
any P ∈ ΨmH(M, E), m ∈ C, the following are equivalent:
(i) The principal symbol of P is invertible;
(ii) P and P t satisfy the Rockland condition at every point a ∈M .
(iii) P and P ∗ satisfy the Rockland condition at every point a ∈M .
As a consequence of this theorem we can prove that when the condition (1.2.10)
holds any P ∈ ΨmH(M, E) with ℜm ≥ 0 satisfying the Rockland condition at every
point is hypoelliptic with gain of 12ℜm derivative(s) (see Proposition 5.4.2).
Next, let P : C∞(M, E) → C∞(M, E) be a selfadjoint differential operator of
even Heisenberg order v. We shall say that the principal symbol of P is positive
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when it can be put into the form q v
2
∗ q v
2
for some symbol q v
2
homogeneous of
degree v2 . Then, by making use of Theorem 1.4.2 and by extending to the Volterra-
Heisenberg setting the arguments of the proof of Theorem 1.2.2 we prove:
Theorem 1.4.5. Assume that the bracket condition (1.2.10) holds and that P
satisfies the Rockland condition at every point.
1) P is bounded from below if, and only if, it has a positive principal symbol.
2) If P has a positive principal symbol, then the principal symbol P + ∂t is
invertible in the Volterra-Heisenberg calculus.
This proves that, when the condition (1.2.10) holds, in Theorem 1.4.1 we can
replace the invertibility condition on the principal symbol of P+∂t by the validity of
the Rockland condition for P at every point. Consequently, we see that the results
of [BGS] actually hold for a wide class of operators. In particular, Theorem 1.4.1
is valid for the contact Laplacian on a contact manifold.
1.4.5. Weighted Sobolev spaces. As another application of Theorem 1.4.2,
under the bracket condition (1.2.10) we can construct a scale of Weighted Sobolev
spacesW sH(M, E), s ∈ C, providing us with sharp regularity estimates for ΨHDO’s.
Let ∆∇,X : C∞(M, E)→ C∞(M, E) be a sum of squares as in (1.1.1). Since the
bracket condition (1.2.10) holds, Theorem 1.4.2 tells us that the complex powers
(1+∆X)
s, s ∈ C, give rise to an analytic 1-parameter group of invertible ΨHDO’s.
For s ∈ R the weighted Sobolev space W sH(M, E) is defined as the space of
distributional sections u ∈ D′(M, E) such that (1+∆∇,X) s2u is in L2(M, E) together
with the Hilbertian norm,
(1.4.4) ‖u‖W sH = ‖(1 + ∆∇,X)
s
2u‖L2 , u ∈W sH(M, E).
It can be shown that, up to the choice of an equivalent Hilbertian norm, this
definition does not depend on the choices of the vector fields X1, . . . , Xm and of
the connection ∇ and that when s is a positive integer it agrees with the previous
definition of the Weighted Sobolev spaces of Folland-Stein [FS1] (see Section 5.5).
Moreover, the spacesW sH(M, E) can be nicely compared to the standard Sobolev
spaces L2s(M, E). More precisely, we show that we have the following continuous
embeddings,
(1.4.5)
L2s(M) →֒ W sH(M) →֒ L2s/2(M) if s ≥ 0,
L2s/2(M) →֒W sH(M) →֒ L2s(M) if s < 0.
On the other hand, these Sobolev spaces are suitable for studying ΨHDO’s, for
we have:
Proposition 1.4.6. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m
and set k = ℜm. Then, for any s ∈ R, the operator P extends to a continuous
linear mapping from W s+kH (M, E) to W sH(M, E).
As a consequence we get sharp regularity results for ΨHDO’s satisfying the
Rockland condition:
Proposition 1.4.7. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m
such that P satisfies the Rockland condition at every point and set k = ℜm. Then
for any u ∈ D′(M, E) we have
(1.4.6) Pu ∈W sH(M, E) =⇒ u ∈W s+kH (M, E).
1.5. SPECTRAL ASYMPTOTICS FOR HYPOELLIPTIC OPERATORS 13
In fact, for any s′ ∈ R we have the estimate,
(1.4.7) ‖u‖W s+kH ≤ Css′ (‖Pu‖W sH + ‖u‖W s′H ), u ∈ W
s+k
H (M, E).
When P is a differential operator of Heisenberg order v the properties (1.4.6)
and (1.4.7) correspond to the maximal hypoellipticity of [HN3].
In addition, the weighted Sobolev spaces W sH(M, E) can be localized, so that
it makes sense to say that a distributional section is W sH near a point, and we can
prove a localized version of Proposition 1.4.7 (see Proposition 5.5.14).
Finally, we also give a version of Proposition 1.4.6 for holomorphic families
of ΨHDO’s and in particular for complex powers of positive differential operator
satisfying the Rockland condition (Propositions 5.5.15 and 5.5.16 for the detailed
statements).
1.5. Spectral asymptotics for hypoelliptic operators
Another main goal of this monograph is to make use of the Heisenberg calculus
to derive spectral asymptotics for hypoelliptic operators on Heisenberg manifolds
and in particular to get explicit geometric expressions for the leading terms of
these asymptotics for the main geometric differential operators on CR and contact
manifolds.
1.5.1. Heat equation and spectral asymptotics. Consider a selfadjoint
differential operator P : C∞(M, E)→ C∞(M, E) of even Heisenberg order v which
is bounded from below and such that the principal symbol of P + ∂t is invertible in
the Volterra-Heisenberg calculus. Then the heat kernel asymptotics (1.4.1) holds
at the level of densities, so that as t→ 0+ we have
(1.5.1) Tr e−tP ∼ t− d+2m
∑
t
2j
mAj(P ), Aj(P ) =
∫
M
trE aj(P )(x).
Next, let λ0(P ) ≤ λ1(P ) ≤ . . . denote the eigenvalues of P counted with
multiplicity and let N(P ;λ) denote its counting function, that is,
(1.5.2) N(P ;λ) = #{k ∈ N; λk(P ) ≤ λ}, λ ≥ 0.
In addition, define
(1.5.3) ν0(P ) = Γ(1 +
d+ 2
m
)−1A0(P ).
Then we obtain:
Proposition 1.5.1. 1) We have ν0(P ) > 0.
2) As λ→∞ we have N(P ;λ) ∼ ν0(P )λ d+2m .
3) As k →∞ we have λk(P ) ∼
(
k
ν0(P )
) m
d+2
.
Once it is proved that ν0(P ) is > 0 we can make use of Karamata’s Tauberian
theorem to deduce from (1.5.1) the asymptotics for N(P ;λ) and λk(P ). Thus the
bulk the proof is to establish the positivity of ν0(P ), which is carried out via spectral
theoretic considerations.
By relying on other pseudodifferential calculi several authors have also obtained
Weyl asymptotics in the more general setting of hypoelliptic operators with mul-
ticharacteristics (see [II], [Me1], [MS], [Mo1], [Mo2]). Nevertheless, as far as
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the Heisenberg setting is concerned, the approach using the Volterra-Heisenberg
calculus has two main advantages.
First, the pseudodifferential analysis is significantly simpler. In particular, the
Volterra-Heisenberg calculus yields for free the heat kernel asymptotics once the
principal symbol of the heat operator is shown to be invertible, for which it is
enough to use the Rockland condition when the condition (1.2.10) holds.
Second, since the Volterra-Heisenberg calculus fully takes into account the un-
derlying Heisenberg geometry of the manifold and is invariant by change of Heisen-
berg coordinates, we can get explicit geometric expressions for the coefficient ν0(P )
in the case of the main geometric differential operators on CR and contact manifolds
(see below for the precise formulas).
1.6. Weyl asymptotics and CR geometry
Let M2n+1 be a compact κ-strictly pseudoconvex CR manifold and let θ be a
contact form whose associated Levi form has signature (n−κ, κ, 0), so that θ defines
a pseudohermitian structure on M . We endow M with a Levi metric compatible
with θ. Then the volume of M with respect to this Levi metric is independent of
the choice of the Levi form and is equal to
(1.6.1) volθM =
(−1)κ
n!
∫
M
θ ∧ dθn.
We call volθM the pseudohermitian volume of (M, θ) and we relate it to the Weyl
asymptotics (1.5.3) for the Kohn Laplacian and the horizontal sublaplacian as fol-
lows.
For µ ∈ (−n, n) we let
(1.6.2) ν(µ) = (2π)−(n+1)
∫ ∞
−∞
e−µξ0(
ξ0
sinh ξ0
)ndξ0.
Then for the Kohn Laplacian we prove:
Theorem 1.6.1. Let b;p,q be the Kohn Laplacian acting on (p, q) forms with
q 6= κ and q 6= n− κ. Then as λ→∞ we have
(1.6.3) N(b;p,q;λ) ∼ αnκpq(volθM)λn+1,
where αnκpq is equal to
(1.6.4)
(
n
p
) ∑
max(0,q−κ)≤k≤min(q,n−κ)
1
2
(
n− κ
k
)(
κ
q − k
)
ν(n− 2(κ− q + 2k)).
In particular αnκpq is a universal constant depending only on n, κ, p and q.
In the strictly pseudoconvex case, i.e., when κ = 0, this theorem follows from
the computation of A0(b;p,q) in [BGS], but for the case κ ≥ 1 this seems to be a
new result.
Next, in the CR setting the horizontal sublaplacian preserves the bidegree and,
in the same way as with the Kohn Laplacian, we prove:
Theorem 1.6.2. Let ∆b;p,q : C
∞(M,Λp,q) → C∞(M,Λp,q) be the horizontal
sublaplacian acting on (p, q)-forms with (p, q) 6= (κ, n − κ) and (p, q) 6= (n − κ, κ).
Then as λ→∞ we have
(1.6.5) N(∆b;p,q;λ) ∼ βnκpq(volθM)λn+1,
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where βnκpq is equal to
(1.6.6) ∑
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
2n
(
n− κ
l
)(
κ
p− l
)(
n− κ
k
)(
κ
q − k
)
ν(2(q − p) + 4(l− k)).
In particular βnκpq is a universal constant depending only on n, κ, p and q.
Finally, suppose that M is strictly pseudoconvex, i.e., κ = 0, and for k =
1, . . . , n + 1, n + 2, n + 4, . . . let ⊡
(k)
θ be the Gover-Graham operator of order k.
Then we have:
Theorem 1.6.3. Assume k 6= n + 1. Then there exists a universal constant
ν
(k)
n > 0 depending only on n and k such that as λ→∞ we have
(1.6.7) N(⊡
(k)
θ ;λ) ∼ ν(k)n (volθM)λ
n+1
k .
1.7. Weyl asymptotics and contact geometry
Let (M2n+1, H) be a compact orientable contact manifold. Let θ be a contact
form and let J be a calibrated almost complex structure on H so that dθ(X, JX) =
−dθ(JX,X) > 0 for any sectionX ofH\0. We then endowM with the Riemannian
metric gθ,J = dθ(., J.)+ θ
2. The volume of M with respect to gθ,J depends only on
θ and is equal to:
(1.7.1) volθM =
1
n!
∫
M
dθn ∧ θ.
We call volθM the contact volume of M .
We can relate the Weyl asymptotics for the horizontal sublaplacian to the
contact volume to get:
Theorem 1.7.1. Let ∆b;k : C
∞(M,Λk
C
H∗) → C∞(M,Λk+1
C
H∗) be the hori-
zontal sublaplacian on M in degree k with k 6= n. Then as λ→∞ we have
N(∆b;k;λ) ∼ γnk(volθM)λn+1, γnk =
∑
p+q=k
2n
(
n
p
)(
n
q
)
ν(p− q).(1.7.2)
In particular γnk is universal constant depending on n and k only.
Note that whenM is a strictly pseudoconvex CRmanifold the asymptotics (1.7.2)
is compatible with (1.6.5) because the contact volume differs from the pseudoher-
mitian volume by a factor of 2−n.
Finally, we can also deal with the contact Laplacian as follows.
Theorem 1.7.2. 1) Let ∆R;k : C
∞(M,Λk)→ C∞(M,Λk) be the contact Lapla-
cian in degree k with k 6= n. Then there exists a universal constant νnk > 0
depending only on n and k such that as λ→∞ we have
(1.7.3) N(∆R;k;λ) ∼ νnk(volθM)λn+1.
2) For j = 1, 2 consider the contact Laplacian ∆R;n : C
∞(M,Λnj )→ C∞(M,Λnj ).
Then there exists a universal constant ν
(j)
n > 0 depending only on n and j such that
as λ→∞ we have
(1.7.4) N(∆R;nj ;λ) ∼ ν(j)n (volθM)λ
n+1
2 .
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1.8. Organization of the memoir
The rest of the memoir is organized as follows. In Chapter 2 we start by
recalling the main definitions and examples concerning Heisenberg manifolds and
their tangent Lie group bundles. Then we review the constructions of the main
differential operators on Heisenberg manifolds: sum of squares, Kohn Laplacian,
horizontal sublaplacian, Gover-Graham operators and the contact Laplacian.
In Chapter 3 after a detailed review of the main known facts about the Heisen-
berg calculus, we give an intrinsic definition of the principal symbol and model
operators of a ΨHDO and check their main properties. Then we prove Theo-
rem 1.2.2 and its consequences. We conclude the chapter by a closer look at the
main differential operators on Heisenberg manifolds.
In Chapter 4 we define holomorphic families of ΨHDO and study their main
properties. In particular, we make use of an almost homogeneous approach to the
Heisenberg calculus.
Chapter 5 is devoted to complex powers of positive hypoelliptic differential
operators in connection with the heat equation. After having recalled the pseu-
dodifferential represention of the heat kernel of such an operator in terms of the
Volterra-Heisenberg calculus of [BGS], we use it to establish Theorem 1.4.2. Then
we make use of Theorem 1.4.2 to extend Theorem 1.2.2 to ΨHDO’s with non-integer
orders and to prove Theorem 1.4.5. Eventually, we construct the weighted Sobolev
spaces W sH(M, E), s ∈ R, and check their main properties. In particular, we prove
that they yield sharp regularity results for ΨHDO’s.
In Chapter 6, we deal with spectral asymptotics for hypoelliptic operators on
Heisenberg manifolds. First, we derive general spectral asymptotics for such oper-
ators on a general Heisenberg manifold. We then express these asymptotics in a
geometric fashion. We first proceed with the Kohn Laplacian and the horizontal
sublaplacian on a CR manifold. Then we deal with the horizontal sublaplacian and
the contact Laplacian on a contact manifold.
Finally, two appendices are included. In Appendix A we give a version in
Heisenberg coordinates of the proof of the invariance by Heisenberg diffeomor-
phisms of the Heisenberg calculus, which is used in the intrinsic definition of the
principal symbol of a ΨHDO. In Appendix B we similarly give a version in Heisen-
berg coordinates of the proof that the transpose of a ΨHDO is again a ΨHDO.
Both proofs will also be useful for generalizing the aforementionned results to the
setting of holomorphic families of ΨHDO’s.
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CHAPTER 2
Heisenberg manifolds and their main differential
operators
In this chapter we recall the main definitions and properties of Heisenberg man-
ifolds and we review the construction of the main examples of differential operators
on such manifolds.
2.1. Heisenberg manifolds
In this section we gather the main facts about Heisenberg manifolds and their
tangent Lie group bundles.
Definition 2.1.1. 1) A Heisenberg manifold is a smooth manifold M equipped
with a distinguished hyperplane bundle H ⊂ TM .
2) A Heisenberg diffeomorphism φ from a Heisenberg manifold (M,H) onto
another Heisenberg manifold (M,H ′) is a diffeomorphism φ : M → M ′ such that
φ∗H = H ′.
Definition 2.1.2. Let (Md+1, H) be a Heisenberg manifold. Then:
1) A (local) H-frame for TM is a (local) frame X0, X1, . . . , Xd of TM so that
X1, . . . , Xd span H.
2) A local Heisenberg chart is a local chart with a local H-frame of TM over
its domain.
The main examples of Heisenberg manifolds are the following.
a) Heisenberg group. The (2n + 1)-dimensional Heisenberg group H2n+1 is
R2n+1 = R× R2n equipped with the group law,
(2.1.1) x.y = (x0 + y0 +
∑
1≤j≤n
(xn+jyj − xjyn+j), x1 + y1, . . . , x2n + y2n).
A left-invariant basis for its Lie algebra h2n+1 is provided by the vector-fields,
(2.1.2) X0 =
∂
∂x0
, Xj =
∂
∂xj
+ xn+j
∂
∂x0
, Xn+j =
∂
∂xn+j
− xj ∂
∂x0
,
with j = 1, . . . , n. For j, k = 1, . . . , n and k 6= j we have the relations,
(2.1.3) [Xj , Xn+k] = −2δjkX0, [X0, Xj ] = [Xj , Xk] = [Xn+j , Xn+k] = 0.
In particular, the subbundle spanned by the vector fields X1, . . . , X2n defines a
left-invariant Heisenberg structure on H2n+1.
(b) Codimension 1 foliations. These are the Heisenberg manifolds (M,H) such
that H is integrable in Fro¨benius’ sense, i.e., C∞(M,H) is closed under the Lie
bracket of vector fields.
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(c) Contact manifolds. A contact manifold is a Heisenberg manifold (M2n+1, H)
such that near any point of M there exists a contact form anihilating H , i.e., a 1-
form θ such that dθ|H is non-degenerate. When M is orientable it is equivalent
to require the existence of a globally defined contact form on M anihilating H .
More specific examples of contact manifolds include the Heisenberg group H2n+1,
boundaries of strictly pseudoconvex domains D ⊂ C2n+1, like the sphere S2n+1, or
even the cosphere bundle S∗M of a Riemannian manifold Mn+1.
d) Confoliations. The confoliations of Elyashberg and Thurston in [ET] in-
terpolate between contact manifolds and foliations. They can be seen as oriented
Heisenberg manifolds (M2n+1, H) together with a non-vanishing 1-form θ on M
anihilating H and such that (dθ)n ∧ θ ≥ 0.
e) CR manifolds. If D ⊂ Cn+1 a bounded domain with boundary ∂D then
the maximal complex structure, or CR structure, of T (∂D) is given by T1,0 =
T (∂D) ∩ T1,0Cn+1, where T1,0 denotes the holomorphic tangent bundle of Cn+1.
More generally, a CR structure on an orientable manifold M2n+1 is given by a
complex rank n integrable subbundle T1,0 ⊂ TCM such that T1,0 ∩ T1,0 = {0}.
Besides on boundaries of complex domains, and more generally such structures
naturally appear on real hypersurfaces in Cn+1, quotients of the Heisenberg group
H2n+1 by cocompact lattices, boundaries of complex hyperbolic spaces, and circle
bundles over complex manifolds.
A real hypersurface M = {r = 0} ⊂ Cn+1 is strictly pseudoconvex when the
Hessian ∂∂r is positive definite. In general, to a CR manifold M we can associate
a Levi form Lθ(Z,W ) = −idθ(Z,W ) on the CR tangent bundle T1,0 by picking a
non-vanishing real 1-form θ anihilating T1,0 ⊕ T0,1. We then say that M is strictly
pseudoconvex (resp. κ-strictly pseudoconvex) when we can choose θ so that Lθ is
positive definite (resp. is nondegenerate with κ negative eigenvalues) at every point.
In particular, when this happens θ is non-degenerate on H = ℜ(T1,0⊕ T0,1) and so
(M,H) is a contact manifold.
2.1.1. Tangent Lie group bundle of a Heisenberg manifold. A simple
description of the tangent Lie group bundle of a Heisenberg manifold (Md+1, H) is
given as follows.
Lemma 2.1.3 ([Po6]). The Lie bracket of vector fields induces on H a 2-form
with values in TM/H,
(2.1.4) L : H ×H −→ TM/H,
so that for any sections X and Y of H near a point a ∈M we have
(2.1.5) La(X(a), Y (a)) = [X,Y ](a) mod Ha.
Definition 2.1.4. The 2-form L is called the Levi form of (M,H).
The Levi form L allows us to define a bundle gM of graded Lie algebras by
endowing the vector bundle (TM/H) ⊕ H with the smooth fields of Lie brackets
and gradings such that, for sections X0, Y0 of TM/H and X
′, Y ′ of H and for
t ∈ R, we have
(2.1.6) [X0 +X
′, Y0 + Y ′]a = La(X ′, Y ′), t.(X0 +X ′) = t2X0 + tX ′.
As we can easily check gM is a bundle of 2-step nilpotent Lie algebras which
contains the normal bundle TM/H in its center. Therefore, its associated graded
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Lie group bundle GM can be described as follows. As a bundle GM is (TM/H)⊕H
and the exponential map is merely the identity. In particular, the grading of GM
is as in (2.1.6). Moreover, since gM is 2-step nilpotent the Campbell-Hausdorff
formula shows that, for sections X , Y of gM , we have
(2.1.7) (expX)(expY ) = exp(X + Y +
1
2
[X,Y ]).
From this we deduce that the product on GM is such that
(2.1.8) (X0 +X
′).(Y0 +X ′) = X0 + Y0 +
1
2
L(X ′, Y ′) +X ′ + Y ′,
for sections X0, Y0 of TM/H and sections X
′, Y ′ of H .
Definition 2.1.5. The bundles gM and GM are respectively called the tangent
Lie group bundle and the tangent Lie group of M .
In fact, the fibers of GM are classified by the Levi form L as follows.
Proposition 2.1.6 ([Po6]). 1) Let a ∈M . Then La has rank 2n if, and only
if, as a graded Lie group GaM is isomorphic to H
2n+1 × Rd−2n.
2) The Levi form L has constant rank 2n if, and only if, GM is a fiber bundle
with typical fiber H2n+1 × Rd−2n.
Now, let φ : (M,H)→ (M ′, H ′) be a Heisenberg diffeomorphism from (M,H)
onto another Heisenberg manifold (M ′, H ′). Since φ∗H = H ′ we see that φ′ induces
a smooth vector bundle isomorphism φ : TM/H → TM ′/H ′.
Definition 2.1.7. We let φ′H : (TM/H) ⊕ H → (TM ′/H ′) ⊕ H ′ denote the
vector bundle isomorphism such that
(2.1.9) φ′H(a)(X0 +X
′) = φ
′
(a)X0 + φ
′(a)X ′,
for any a ∈M and any X0 ∈ Ta/Ha and X ′ ∈ Ha.
Proposition 2.1.8 ([Po6]). The vector bundle isomorphism φ′H is an isomor-
phism of graded Lie group bundles from GM onto GM ′. In particular, the Lie group
bundle isomorphism class of GM depends only on the Heisenberg diffeomorphism
class of (M,H).
2.1.2. Heisenberg coordinates and nilpotent approximation of vector
fields. It is interesting to relate the intrinsic description of GM above with the
more extrinsic description of [BG] (see also [Be], [EM], [EMM], [FS1], [Gro],
[Ro2]) in terms of the Lie group associated to a nilpotent Lie algebra of model
vector fields.
First, let a ∈ M and let us describe gaM as the graded Lie algebra of left-
invariant vector fields on GaM by identifying any X ∈ gaM with the left-invariant
vector fields LX on GaM given by
(2.1.10) LXf(x) =
d
dt
f [x.(t expX)]|t=0 =
d
dt
f [x.(tX)]|t=0 , f ∈ C∞(GaM).
This allows us to associate to any vector fields X near a a unique left-invariant
vector fields Xa on GaM such that
(2.1.11) Xa =
{
LX0(a) if X(a) 6∈ Ha,
LX(a) otherwise,
where X0(a) denotes the class of X(a) modulo Ha.
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Definition 2.1.9. The left-invariant vector field Xa is called the model vector
field of X at a.
Let us look at the above construction in terms of a H-frame X0, . . . , Xd near a,
i.e., of a local trivialization of the vector bundle (TM/H)⊕H . For j, k = 1, . . . , d
we let
(2.1.12) L(Xj , Xk) = [Xj, Xk]X0 = LjkX0 mod H.
With respect to the coordinate system (x0, . . . , xd)→ x0X0(a) + . . .+ xdXd(a) we
can write the product law of GaM as
(2.1.13) x.y = (x0 +
1
2
d∑
j,k=1
Ljkxjxk, x1, . . . , xd).
Then the vector fields Xaj , j = 1, . . . , d, in (2.1.11) are just the left-invariant vector
fields corresponding to the vector ej of the canonical basis of R
d+1, that is, we have
(2.1.14) Xa0 =
∂
∂x0
and Xaj =
∂
∂xj
− 1
2
d∑
k=1
Ljkxk
∂
∂x0
, 1 ≤ j ≤ d.
In particular, for j, k = 1, . . . , d we have the relations,
(2.1.15) [Xaj , X
a
k ] = Ljk(a)X
a
0 , [X
a
j , X
a
0 ] = 0.
Now, let κ : domκ → U be a Heisenberg chart near a = κ−1(u) and let
X0, . . . , Xd be the associated H-frame of TU . Then there is a unique affine coordi-
nate change x→ ψu(x) such that ψu(u) = 0 and ψu∗Xj(0) = ∂∂xj for j = 0, 1, . . . , d.
Indeed, if for j = 1, . . . , d we set Xj(x) =
∑d
k=0 Bjk(x)
∂
∂xk
then we have
(2.1.16) ψu(x) = A(u)(x− u), A(u) = (B(u)t)−1.
Definition 2.1.10. 1) The coordinates provided by ψu are called the privileged
coordinates at u with respect to the H-frame X0, . . . , Xd.
2) The map ψu is called the privileged-coordinate map with respect to the H-
frame X0, . . . , Xd.
Remark 2.1.11. The privileged coordinates at u are called u-coordinates in [BG],
but they correspond to the privileged coordinates of [Be] and [Gro] in the special
case of a Heisenberg manifold.
Next, on Rd+1 we consider the dilations,
(2.1.17) δt(x) = t.x = (t
2x0, tx1, . . . , txd), t ∈ R,
with respect to which ∂∂x0
is homogeneous of degree −2 and ∂∂x1 , . . . ,
∂
∂xd
is homo-
geneous of degree −1.
Since in the privileged coordinates at u we have Xj(0) =
∂
∂xj
, we can write
(2.1.18) Xj =
∂
∂xj
+
d∑
k=0
ajk(x)
∂
∂xk
, j = 0, 1, . . . d,
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where the ajk’s are smooth functions such that ajk(0) = 0. Thus, we can let
X
(u)
0 = limt→0
t2δ∗tX0 =
∂
∂x0
,(2.1.19)
X
(u)
j = limt→0
t−1δ∗tXj =
∂
∂xj
+
d∑
k=1
bjkxk
∂
∂x0
, j = 1, . . . , d,(2.1.20)
where for j, k = 1, . . . , d we have set bjk = ∂xkaj0(0).
Observe that X
(u)
0 is homogeneous of degree −2 and X(u)1 , . . . , X(u)d are homo-
geneous of degree −1. Moreover, for j, k = 1, . . . , d we have
(2.1.21) [X
(u)
j , X
(u)
0 ] = 0 and [X
(u)
j , X
(u)
0 ] = (bkj − bjk)X(u)0 .
Thus, the linear space spanned by X
(u)
0 , X
(u)
1 , . . . , X
(u)
d is a graded 2-step nilpo-
tent Lie algebra g(u). In particular, g(u) is the Lie algebra of left-invariant vector
fields over the graded Lie group G(u) consisting of Rd+1 equipped with the grad-
ing (2.1.17) and the group law,
(2.1.22) x.y = (x0 +
d∑
j,k=1
bkjxjxk, x1, . . . , xd).
Now, if near a we let L(Xj , Xk) = [Xj, Xk] = Ljk(x)X0 mod H then we have
(2.1.23) [X
(u)
j , X
(u)
k ] = limt→0
[tδ∗tXj , tδ
∗
tXk] = lim
t→0
t2δ∗t (Ljk(◦κ−1(x))X0)
= Ljk(a)X
(u)
0 .
Comparing this with (2.1.15) and (2.1.21) then shows that g(u) has the same the
constant structures as those of gaM , hence is isomorphic to gaM . Consequently,
the Lie groups G(u) and GaM are isomorphic. In fact, as it follows from [BG]
and [Po6] an explicit isomorphism is given by
(2.1.24) φu(x0, . . . , xd) = (x0 − 1
4
d∑
j,k=1
(bjk + bkj)xjxk, x1, . . . , xd).
Definition 2.1.12. Let εu = φu ◦ ψu. Then:
1) The new coordinates provided by εu are called Heisenberg coordinates at u
with respect to the H-frame X0, . . . , Xd.
2) The map εu is called the u-Heisenberg coordinate map.
Remark 2.1.13. The Heisenberg coordinates at u have been also considered
in [BG] as a technical tool for inverting the principal symbol of a hypoelliptic
sublaplacian.
Next, as it follows from [Po6, Lem. 1.17] we also have
φ∗X
(u)
0 =
∂
∂x0
= Xa0 ,(2.1.25)
φ∗X
(u)
j =
∂
∂xj
− 1
2
d∑
k=1
Ljkxk
∂
∂x0
= Xaj , j = 1, . . . , d.(2.1.26)
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Since φu commutes with the dilations (2.1.17) using (2.1.19)–(2.1.20) we get
(2.1.27) lim
t→0
t2δ∗t φu∗X
(u)
0 = X
a
0 and lim
t→0
tδ∗t φu∗X
(u)
j = X
a
j , j = 1, . . . , d.
In fact, as shown in [Po6] for any vector fields X near a, as t → 0 and in
Heisenberg coordinates at a, we have
(2.1.28) δ∗tX =
{
t−2Xa +O(t−1) if X(a) ∈ Ha,
t−1Xa +O(1) otherwise.
Therefore, we obtain:
Proposition 2.1.14 ([Po6]). In the Heisenberg coordinates centered at a =
κ−1(u) the tangent Lie group GaM coincides with G(u) and for any vector fields X
the model vector fields Xa approximates X near a in the sense of (2.1.28).
One consequence of the equivalence between the two approaches to GM is a
tangent approximation for Heisenberg diffeomorphisms as follows.
Let φ : (M,H) → (M ′, H ′) be a Heisenberg diffeomorphism from (M,H) to
another Heisenberg manifold (M ′, H ′). We also endow Rd+1 with the pseudo-norm,
(2.1.29) ‖x‖ = (x20 + (x21 + . . .+ x2d)2)1/4, x ∈ Rd+1,
so that for any x ∈ Rd+1 and any t ∈ R we have
(2.1.30) ‖t.x‖ = |t| ‖x‖.
Proposition 2.1.15 ([Po6, Prop. 2.21]). Let a ∈M and set a′ = φ(a). Then,
in Heisenberg coordinates at a and at a′ the diffeomorphism φ(x) has a behavior
near x = 0 of the form
(2.1.31) φ(x) = φ′H(0)x+ (O(‖x‖3),O(‖x‖2), . . . ,O(‖x‖2)).
In particular, there is no term of the form xjxk, 1 ≤ j, k ≤ d, in the Taylor
expansion of φ0(x) at x = 0.
Remark 2.1.16. An asymptotics similar to (2.1.31) is given in [Be, Prop. 5.20]
in privileged coordinates at u and u′ = κ1(a′), but the leading term there is only
a Lie algebra isomorphism from g(u) onto g(u
′). This is only in Heisenberg coordi-
nates that we recover the Lie group isomorphism φ′H(a) as the leading term of the
asymptotics.
Remark 2.1.17. An interesting application of Proposition 2.1.15 in [Po6] is the
construction of the tangent groupoid GHM of (M,H) as the differentiable groupoid
encoding the smooth deformation ofM ×M to GM . This groupoid is the analogue
in the Heisenberg setting of Connes’ tangent groupoid (see [Co, II.5], [HS]) and it
shows that GM is tangent to M in a differentiable fashion (compare [Be], [Gro]).
2.2. Main differential operators on Heisenberg manifolds
In this section we recall the definitions of the most common operators on a
Heisenberg manifold. With the exception of the contact Laplacian, all these oper-
ators are sublaplacians or are product of such operators up to lower order terms.
A sublaplacian on a Heisenberg manifold (Md+1, H) acting on the sections of
a vector bundle E over M is a differential operator ∆ : C∞(M, E) → C∞(M, E)
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such that, near any a ∈ M , there exists a H-frame X0, X1, . . . , Xd of TM so that
∆ takes the form
(2.2.1) ∆ = −
d∑
j=1
X2j +
d∑
j=1
aj(x)Xj + c(x),
for some local sections a1(x), . . . , ad(x) and c(x) of End E .
2.2.1. Ho¨rmander’s sum of squares. LetX1, . . . , Xm be (real) vector fields
on a manifold Md+1 and consider the sum of squares,
(2.2.2) ∆ = −(X21 + . . .+X2m).
By a celebrated theorem of Ho¨rmander [Ho¨2] the operator ∆ is hypoelliptic pro-
vided that the following bracket condition is satisfied: the vector fields X0, . . . , Xm
together with their successive Lie brackets [Xj1 , [Xj2 , . . . , Xj1 ] . . .]] span the tangent
bundle TM at every point.
WhenX1, . . . , Xm span a hyperplane bundle H the operator ∆ is a sublaplacian
with real coefficients and the bracket condition reduces to H + [H,H ] = TM or,
equivalently, to the nonvanishing of the Levi form of (M,H).
In fact, given a vector bundle E , the theorem of Ho¨rmander holds more generally
for sublaplacians ∆ : C∞(M, E)→ C∞(M, E) of the form
(2.2.3) ∆ = −(∇2X1 + . . .+∇2Xm) + L,
where ∇ is a connection on E and L is a first order differential operator with real
coefficients. In particular, if M is endowed with a smooth positive density and E
with a Hermitian metric, this includes the selfadjoint sum of squares,
(2.2.4) ∆ = ∇∗X1∇X1 + . . .+∇∗Xm∇Xm .
2.2.2. Kohn Laplacian. Let M2n+1 be an orientable CR manifold with CR
tangent bundle T1,0 ⊂ TCM , let θ be a non-vanishing real 1-form annihilating the
hyperplane bundle H = ℜ(T1,0 ⊗ T0,1) and let Lθ be its associated Levi form.
Let N be a supplement of H in TM . This is an orientable line bundle which
gives rise to the splitting,
(2.2.5) TCM = T1,0 ⊕ T0,1 ⊕ (N ⊗ C).
For p, q = 0, . . . , n let Λp,q = (Λ1,0)p ∧ (Λ0,1)q be the bundle of (p, q)-forms, where
Λ1,0 and Λ0,1) denote the annihilators in T ∗
C
M of T0,1⊕ (N ⊗C) and T1,0⊕ (N ⊗C)
respectively. Then we have the splitting,
(2.2.6) Λ∗T ∗CM = (
n⊕
p,q=0
Λp,q)⊕ (θ ∧ Λ∗T ∗CM).
Notice that this decomposition does not depend on the choice of θ, but it does
depend on that of N .
The complex ∂b : C
∞(M,Λp,∗)→ C∞(M,Λp,∗+1) of Kohn-Rossi ([KR], [Koh1])
is defined as follows. For any η ∈ C∞(M,Λp,q) we can uniquely decompose dη as
(2.2.7) dη = ∂b;p,qη + ∂b;p,qη + θ ∧ LX0η,
where ∂b;p,qη and ∂b;p,qη are sections of Λ
p,q+1 and Λp+1,q respectively and X0 is
the section of N such that θ(X0) = 1. Thanks to the integrability of T1,0 we have
∂b;p,q+1 ◦ ∂b;p,q = 0, so we really get a chain complex. This complex depends only
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on the CR structure ofM and on the choice of N , but the latter dependence is only
up to the intertwinning by vector bundle isomorphisms (see, e.g., [Po9, Lem. 4.1]).
Next, assume that TCM is endowed with a Hermitian metric compatible with
the CR structure in the sense that it commutes with complex conjugation and the
splitting (2.2.5) becomes orthogonal. Let ∂
∗
b;p,q be the formal adjoint of ∂b;p,q. Then
the Kohn Laplacian b;p,q : C
∞(M,Λp,q)→ C∞(M,Λp,q) is
(2.2.8) b;p,q = ∂
∗
b;p,q∂b;p,q + ∂b;p,q−1∂
∗
b;p,q−1.
The Kohn Laplacian is a sublaplacian (see, e.g., [FS1, Sect. 13], [BG, Sect. 20]),
so is not elliptic. Nevertheless, Kohn [Koh1] proved that under a geometric con-
dition on the Levi form Lθ, the so-called condition Y (q), the operator b;p,q is
hypoelliptic with gain of one derivative, i.e., for any compact K ⊂M we have
(2.2.9) ‖u‖s+1 ≤ CKs(‖b;p,qu‖s + ‖u‖0) ∀u ∈ C∞K (M,Λp,q),
where ‖.‖s denotes the norm of the Sobolev space L2s(M,Λp,q).
The condition Y (q) at point x ∈M means that if we let (r(x)−κ(x), κ(x), n−
r(x)) be the signature of Lθ at x, so that r(x) is the rank of Lθ and κ(x) the number
of its negative eigenvalues, then we must have
(2.2.10) q 6∈ {κ(x), . . . , κ(x) + n− r(x)} ∪ {r(x)− κ(x), . . . , n− κ(x)}.
For instance, whenM is κ-strictly pseudoconvex, the Y (q)-condition exactly means
that we must have q 6= κ and q 6= n− κ.
In general this condition is equivalent to the existence of a parametrix within
the Heisenberg calculus (see [BG] for the case of a smoothly diagonalizable Levi
form and Section 3.4 for the general case; see also [Bo1], [FS1]), from which we
recover the hypoellipticity of b;p,q.
Finally, the condition Y (q) is only a sufficient condition for the hypoellipticity
of the Kohn Laplacian, for the latter may be hypoelliptic even when the condition
Y (q) fails (see, e.g., [Koh2], [Ko], [Ni]).
2.2.3. Horizontal sublaplacian. Let (Md+1, H) be a Heisenberg manifold
endowed with a Riemannian metric. Identifying H∗ with the subbundle of T ∗M
annihilating the orthogonal supplement H⊥, we define the horizontal sublaplacian
as the differential operator, ∆b;k : C
∞(M,Λk
C
H∗)→ C∞(M,Λk+1
C
H∗) such that
(2.2.11) ∆b;k = d
∗
b;kdb;k + db;k−1d
∗
b;k−1, db;kα = πb;k+1(dα),
where πb;k+1 denotes the orthogonal projection onto Λ
k+1
C
H∗.
This operator was first introduced by Tanaka [Ta] in the CR setting, but ver-
sions of this operator acting on functions were independently defined by Green-
leaf [Gr] and Lee [Le]. Moreover, it can be shown that d2b = 0 if, and only if, the
subbundle H is integrable, so in general ∆b is not the Laplacian of a chain complex.
On functions ∆b;0 is a sum of squares modulo a lower order term, hence is
hypoelliptic by Ho¨rmander’s theorem. On horizontal forms of higher degree, that
is, on sections of Λk
C
H∗ with k ≥ 1, it is shown in [Ta] and [Ru], in the contact
case, and in Section 3.5, in the general case, that ∆b;k is hypoelliptic when some
condition, called condition X(k), holds everywhere. More precisely, the condition
X(k) is satisfied at a point x ∈M when we have
(2.2.12) k 6∈ {1
2
r(x),
1
2
r(x) + 1, . . . , d− 1
2
r(x)},
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where r(x) denotes the rank of the Levi form L at x. For instance, if M2n+1 is a
contact manifold or a nondegenerate CR manifold then the Levi form is everywhere
nondegenerate, so r(x) = 2n and the X(k)-condition becomes k 6= n.
Assume now that M is an orientable CR manifold of dimension 2n + 1 with
Heisenberg structure H = ℜ(T1,0⊕T0,1) and let θ be a global nonvanishing section
of TM/H with associated Levi form Lθ. Assume in addition that TCM is endowed
with a Hermitian metric compatible with its CR structure.
Under these assumptions we have db = ∂b+∂b, where ∂b denotes the conjugate
of ∂b, that is, the operator such that ∂bω = ∂bω for any ω ∈ C∞(M,Λ∗CH∗).
Moreover, one can check that ∂b∂
∗
b + ∂
∗
b ∂b = ∂
∗
b∂b + ∂b∂
∗
b = 0, from which we get
(2.2.13) ∆b = b +b,
where b is the conjugate of b. In particular, this shows that the horizontal
sublaplacian preserves the bidegree, i.e., it acts on (p, q)-forms.
Next, as shown in Section 3.5, the operator ∆b;p,q acting on (p, q)-forms is
hypoelliptic when at any point x ∈M the condition X(p, q) is satisfied. The latter
requires to have
(2.2.14) {(p, q), (q, p)} ∩ {(κ(x) + j, r(x) − κ(x) + k); max(j, k) ≤ n− r(x)} = ∅,
where r(x) denotes the rank of the Levi form Lθ at x and κ(x) its number of negative
eigenvalues. For instance, when M is κ-strictly pseudoconvex the condition X(p, q)
means that we must have (p, q) 6= (κ, n− κ) and (p, q) 6= (n− κ, κ).
2.2.4. Gover-Graham operators. Let M2n+1 be a strictly pseudoconvex
CR manifold. Let T1,0 ⊂ TCM be the CR tangent bundle of M and set T0,1 = T1,0
and H = ℜ(T1,0⊕T0,1). Let θ be a pseudohermitian contact form, i.e., θ is a 1-form
annihilating H such that the associated Levi form Lθ is positive definite on T1,0.
Thus θ defines a pseudohermitian structure on M in the sense of Webster [We].
We extend the Levi form Lθ into a Hermitian metric hθ on TCM such that T1,0
and T0,1 are orthogonal subspaces, complex conjugation is an (antilinear) isometry
and hθ|
H⊥
= θ2. Then as shown by Tanaka [Ta] and Webster [We] there is a unique
unitary connection on TCM preserving the pseudohermitian structure. Note that
the contact form θ is unique up to a conformal change f → e2fθ, f ∈ C∞(M,R).
In order to study the analogue in CR geometry of the Yamabe problem Jerison-
Lee [JL1] (see also [JL2], [JL3]) introduced a conformal version of the horizontal
sublaplacian acting on functions as the operator ⊡θ : C
∞(M)→ C∞(M) such that
(2.2.15) ⊡θ = ∆b;0 +
n
n+ 2
Rn,
where Rn denotes the scalar curvature of the Tanaka-Webster connection. This is
a conformal operator in the sense that we have
(2.2.16) ⊡e2fθ = e
−(n+2)f
⊡θ e
nf ∀f ∈ C∞(M,R).
The construction of Jerison-Lee has been generalized by Gover-Graham [GG],
who produced CR analogues of the conformal operators of [GJMS]. For k =
1, . . . , n + 1 and for k = n + 2, n + 4, . . . their constructions yield a selfadjoint
differential operator ⊡
(k)
θ : C
∞(M)→ C∞(M) such that
(2.2.17) ⊡
(k)
e2f θ
= e−(n+1+k)f ⊡(k)θ e
(n+1−k)f , ∀f ∈ C∞(M,R).
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We make the convention that for k = 1, 2, . . . , n + 1 the operator ⊡
(k)
θ corre-
sponds to the operator Pw,w of [GG] with w =
k−1−n
2 under the canonical trivi-
alizations of the density bundles E(w,w) = |Λn,n|w coming from the trivialization
of Λn,n provided by dθn. For k = n + 2, n + 4, . . . the operator ⊡
(k)
θ similarly
corresponds to the operator Pw,w of [GG] with w = k−1−n2 .
The operator Pw,w is obtained by pushing down to M the GJMS operator of
order k on the associated Fefferman bundle, while is Pw,w is contructed by making
use of a CR geometric version of the tractor calculus of [BEG]. In particular, for
k = 1 the operator ⊡
(1)
θ agrees with the conformal sublaplacian of Jerison-Lee.
In general, if we let X0 denote the Reeb vector field of θ, so that ıX0θ = 1 and
ıX0dθ = 0, then ⊡
(k)
θ has same principal part (in the Heisenberg sense) as
(2.2.18) (∆b;0 + i(k − 1)X0)(∆b;0 + i(k − 3)X0) · · · (∆b;0 − i(k − 1)X0).
In particular, unless for the value k = n+ 1 the operator ⊡
(k)
θ is hypoelliptic (see
Proposition 3.5).
Finally, letQθ denote the CRQ curvature as defined by Fefferman-Hirachi [FH].
This the CR analogue of Branson’s Q curvature in conformal Riemannian geometry
and as with the GJMS operators we have
(2.2.19) e2(n+1)fQe2f θ = Qθ +⊡
n+1
θ ∀f ∈ C∞(M,R).
2.2.5. Contact complex and contact Laplacian. Let (M2n+1, H) be an
orientable contact manifold, let θ be a contact form onH and let J ∈ C∞(M,EndH),
J2 = −1, be an almost complex structure onH which is calibrated, i.e., dθ(X, JX) =
−dθ(JX,X) > 0 for any section X of H . Then we can endow M with the Rie-
mannian metric,
(2.2.20) gθ,J = dθ(., J.) + θ
2.
The contact complex of Rumin [Ru] can be seen as an attempt to get on M
a complex of horizontal differential forms by forcing up the equalities d2b = 0 and
(d∗b)
2 = 0 as follows.
LetX0 be the Reeb field associated to θ, that is, so that ıX0θ = 1 and ıX0dθ = 0.
Then we have
(2.2.21) d2b = −LX0ε(dθ) = −ε(dθ)LX0 ,
where ε(dθ) denotes the exterior multiplication by dθ.
There are two natural ways of modifying the space Λ∗
C
H∗ of horizontal forms
to get a complex. The first one is to force the equality d2b = 0 by restricting the
operator db to Λ
∗
2 := ker ε(dθ) ∩ Λ∗CH∗ since this bundle is closed under db and
annihilates d2b .
The second way is to similarly force the equality (d∗b)
2 = 0 by restricting d∗b
to Λ∗1 := ker ι(dθ) ∩ Λ∗CH∗ = (im ε(dθ))⊥ ∩ Λ∗CH∗, where ι(dθ) denotes the interior
product with dθ. This amounts to replace db by the operator d
′
b = π1 ◦ db, where
π1 is the orthogonal projection onto Λ
∗
1.
In fact, as dθ|H is nondegenerate the operator ε(dθ) : Λ
k
C
H∗ → Λk+2
C
H∗ is
injective for k ≤ n − 1 and surjective for k ≥ n − 1. This implies that Λk2 = 0
for k ≤ n − 1 and Λk1 = 0 for k ≥ n + 1. Therefore, we only have two halves of
complexes, but we can get a whole complex by connecting the two halves to each
other as follows.
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Consider the differential operator DR;n : C
∞(M,Λn
C
H∗) → C∞(M,Λn
C
H∗)
such that
(2.2.22) DR;n = LX0 + db;n−1ε(dθ)−1db;n,
where ε(dθ)−1 is the inverse of ε(dθ) : Λn−1
C
H∗ → Λn+1
C
H∗. Notice that DR,n has
order 2. Then we have:
Lemma 2.2.1 ([Ru]). The operator DR;n maps to sections of Λ
n
2 and satisfies
db;nDR;n = 0 and DR;nd
′
b;n = 0.
Proof. Let α ∈ C∞(M,Λn
C
H∗) and set β = ε(dθ)−1db;nα, so that db;nα =
dθ ∧ β. Then we have
(2.2.23) θ ∧DR;nα = θ ∧ LX0α+ θ ∧ db;n−1β = dα− db;nα+ θ ∧ dβ
= dα− dθ ∧ β + θ ∧ dβ = d(α− θ ∧ β).
Hence 0 = d(θ ∧DR;nα) = dθ ∧DR;nα− θ ∧ db;nDR;nα, which gives db;nDR;nα = 0
and dθ ∧DR;nα = 0. In particular DR;nα is a section of ker ε(dθ) ∩ ΛnCH∗ = Λn2 .
Next, let α ∈ C∞(M,Λn−1
C
H∗). Since d′b;nα is the orthogonal projection of
db;nα onto ker ι(dθ) = ker ε(dθ)
⊥ we can write d′b;nα = db;nα − dθ ∧ γ for some
section γ of Λn−2
C
H∗. Then using (2.2.21) we get db;n+1d′b;nα = d
2
bα − db(θ ∧ γ) =
−dθ ∧ LX0α− dθ ∧ db;n−2γ. Thus,
(2.2.24) db;n−1ε(dθ)−1db;n+1d′b;nα = −db;nLX0α−d2bα = −db;nLX0α+dθ∧LX0γ.
On the other hand, we have
(2.2.25) LX0d′b;nα = LX0db;nα− LX0(dθ ∧ γ) = LX0db;nα− dθ ∧ LX0γ.
Furthemore, we see that LX0db;nα is equal to
(2.2.26) ıX0d[dα − θ ∧ LX0α] = −ıX0(dθ ∧ LX0α− θ ∧ db;nLX0α) = db;nLX0α.
Combining this with (2.2.24) then gives
(2.2.27) DR;nd
′
b;nα = LX0d′b;nα+ db;n−1ε(dθ)−1db;n+1d′b;nα = 0.
The lemma is thus proved. 
All this shows that we have the complex,
(2.2.28) C∞(M)
dR;0→ . . . C∞(M,Λn) dR;n→ C∞(M,Λn) . . . dR;2n−1→ C∞(M,Λ2n),
where dR;k agrees with π1 ◦ db;k for k = 0, . . . , n− 1 and with db;k otherwise. This
complex is called the contact complex.
The above definition depends on the choice of the contact form θ and of the
calibrated almost complex structure J . As shown by Rumin [Ru] there is an
alternative description of the contact complex depending only on H = ker θ. For
k = 0, 1 . . . , 2n+ 1 consider the vector bundles,
ΛkH,1 = Λ
k
CT
∗M/[(im ε(θ) + im ε(dθ)) ∩ ΛkCT ∗M ],(2.2.29)
ΛkH,2 = ker ε(θ) ∩ ker ε(dθ) ∩ ΛkCT ∗M.(2.2.30)
Notice that these bundles depend only on H and that ΛkH,1 = {0} for k ≥ n+1 and
ΛkH,2 = {0} for k ≤ n. Furthermore, there are natural vector bundle isomorphisms
φk : Λ
k
1 → ΛkH,1 and ψk : Λk2 :→ Λk+1H,2 . The former is obtained by restricting to
28 2. HEISENBERG MANIFOLDS AND THEIR MAIN DIFFERENTIAL OPERATORS
Λk1 the canonical projection from Λ
k
C
T ∗M onto ΛkH,1 and the latter is given by the
restriction to Λk2 of ε(θ), whose inverse is the restriction of ıX0 to Λ
k+1
H,2 .
Next, the de Rham differential maps induces differential operators,
dk : C
∞(M,ΛkH,1)→ C∞(M,Λk+1H,1 ), k = 0, 1, . . . , n− 1,(2.2.31)
dk : C
∞(M,ΛkH,2)→ C∞(M,Λk+1H,2 ), k = n, . . . , 2n,(2.2.32)
which give rise to two halves of complex. As shown by Rumin these two halves can
be connected by means of a differential operatorDn : C
∞(M,ΛnH,1)→ C∞(M,Λn+1H,2 )
in such way that we get a full complex,
(2.2.33) C∞(M) d0→ . . . C∞(M,ΛnH,1) Dn→ C∞(M,Λn+1H,2 ) . . . d2n→ C∞(M,Λ2n+1H,2 ).
In addition, the isomorphisms φk and ψk above intertwine this complex with the
complex (2.2.28), that is, we have:
- φk+1dR;k = dkφk for k = 0, 1, . . . , n− 1;
- ψndR;n = Dnφn;
- ψk+1dR;k = dk+1ψk for k = n, . . . , 2n.
Let θ′ be another contact form annihilating H and let J ′ be an almost com-
plex structure on H which is calibrated with respect to θ′. Then, assigning the
superscript ′ to objects associated to θ′ and J ′, we see from the above discussion
that there exist vector bundle isomorphisms φk : Λ
k
1 → Λk
′
1 , k = 0, . . . , n, and
ψk : Λ
k
2 → Λk
′
2 , k = n, . . . , 2n, intertwining the contact complexes associated to
(θ, J) and (θ′, J ′). Thus, up to the intertwining by vector bundle isomorphisms,
the contact complex depend only on H = ker θ.
The contact Laplacian is defined as follows. In degree k 6= n this is the differ-
ential operator ∆R;k : C
∞(M,Λk)→ C∞(M,Λk) such that
(2.2.34)
∆R;k =
{
(n− k)dR;k−1d∗R;k + (n− k + 1)d∗R;k+1dR;k, k = 0, . . . , n− 1,
(k − n− 1)dR;k−1d∗R;k + (k − n)d∗R;k+1dR;k, k = n+ 1, . . . , 2n.
For k = n we have the differential operators ∆R;nj : C
∞(M,Λnj ) → C∞(M,Λnj ),
j = 1, 2, given by the formulas,
(2.2.35) ∆R;n1 = (dR;n−1d∗R;n)
2 + d∗R;ndR;n, ∆R;n2 = dR;nd
∗
R;n + (d
∗
R;n+1dR;n).
Observe that outside middle degree k 6= n the operator ∆R;k is a differential
operator order 2, whereas ∆Rn1 and ∆Rn2 are differential operators of order 4.
Moreover, Rumin [Ru] proved that in every degree the contact Laplacian is maximal
hypoelliptic in the sense of [HN3].
Alternatively, we can show that in every degree the contact Laplacian admits a
parametrix in the Heisenberg calculus and recover its hypoellipticity from this fact
(see [JK] and Section 3.5).
CHAPTER 3
Intrinsic Approach to the Heisenberg Calculus
This chapter is organized as follows. In Section 3.1 we give a detailed review
of the main definitions and properties of the Heisenberg calculus, following mostly
the point of view of [BG].
In Section 3.2 we define intrinsic notions of principal symbol and model operator
for the Heisenberg calculus and check their main properties.
In Section 3.3 we establish an invertibility criterion for the principal symbol in
terms of the so called Rockland condition.
After this we explain in more details the invertibility criterion in some specific
cases. First, we deal with general sublaplacians in Section 3.4, for which the results
of [BG] even yield an explicit formula for the inverse of the principal symbol.
Second, we deal more specifically with the main differential operators on Heisenberg
manifolds in Section 3.5.
3.1. Heisenberg calculus
The Heisenberg calculus is the relevant pseudodifferential tool to study hy-
poelliptic operators on Heisenberg manifolds. It was independently invented by
Beals-Greiner [BG] and Taylor [Tay], extending previous works of Boutet de
Monvel [Bo1], Folland-Stein [FS1] and Dynin ([Dy1], [Dy2]) (see also [BGH],
[CGGP], [EM], [Gri], [Ho¨3], [RS]).
The idea in the Heisenberg calculus, which is due to Elias Stein, is to have a
pseudodifferential calculus on a Heisenberg manifold (M,H) which is modeled at
any point a ∈ M by the calculus of left-invariant pseudodifferential operators on
the tangent group GaM .
3.1.1. Left-invariant pseudodifferential operators. Let (Md+1, H) be a
Heisenberg manifold and let G = GaM be the tangent group of M at a point
a ∈ M . We shall now recall the main facts about left-invariant pseudodifferential
operators on G (see also [BG], [CGGP], [Tay]).
Recall that for any finite dimensional real vector space E the Schwartz class
S(E) is a Fre´chet space and the Fourier transform is the continuous isomorphism
of S(E) onto S(E∗) given by
(3.1.1) fˆ(ξ) =
∫
E
ei〈ξ,x〉f(x)dx, f ∈ S(E), ξ ∈ E∗,
where dx denotes the Lebesgue measure of E.
Definition 3.1.1. S0(E) is the closed subspace of S(E) consisting of f ∈ S(E)
such that for any differential operator P on E∗ we have (P fˆ)(0) = 0.
Since G has the same underlying set as that of its Lie algebra g = gxM we can
let S(G) and S0(G) denote the Fre´chet spaces S(E) and S0(E) associated to the
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underlying linear space E of g (notice that the Lebesgue measure of E coincides
with the Haar measure of G since G is nilpotent).
Next, for λ ∈ R and ξ = ξ0 + ξ′ in g∗ = (T ∗aM/H∗a)⊕Ha we let
(3.1.2) λ.ξ = λ.(ξ0 + ξ
′) = λ2ξ0 + λξ′.
Definition 3.1.2. Sm(g
∗), m ∈ C, is the space of functions p ∈ C∞(g∗ \ 0)
which are homogeneous of degree m in the sense that, for any λ > 0, we have
(3.1.3) p(λ.ξ) = λmp(ξ) ∀ξ ∈ g∗ \ 0.
In addition Sm(g
∗) is endowed with the Fre´chet space topology coming from that of
C∞(g∗ \ 0).
Note that the image Sˆ0(G) of S(G) under the Fourier transform consists of
functions v ∈ S(g∗) such that, given any norm |.| on G, near ξ = 0 we have
|g(ξ)| = O(|ξ|N ) for any integer N ≥ 0. Thus, any p ∈ Sm(g∗) defines an element
of Sˆ0(g∗)′ by letting
(3.1.4) 〈p, g〉 =
∫
g∗
p(ξ)g(ξ)dξ, g ∈ Sˆ0(g∗).
This allows us to define the inverse Fourier transform of p as the element pˇ ∈ S0(G)′
such that
(3.1.5) 〈pˇ, f〉 = 〈p, fˇ〉 ∀f ∈ S0(G).
Proposition 3.1.3 ([BG], [CGGP]). 1) For any p ∈ Sm(g∗) the left-convolution
operator by pˇ, i.e.,
(3.1.6) pˇ ∗ f(x) := 〈pˇ(y), f(x.y−1)〉, f ∈ S0(G),
gives rise to a continuous endomorphism of S0(G).
2) There is a continuous bilinear product,
(3.1.7) ∗ : Sm1(g∗)× Sm2(g∗) −→ Sm1+m2(g∗),
such that, for any p1 ∈ Sm1(g∗) and any p2 ∈ Sm2(g∗), the composition of the
left-convolution operators by pˇ1 and pˇ2 is the left-convolution operator by (p1 ∗p2)∨,
that is, we have
(3.1.8) pˇ1 ∗ (pˇ2 ∗ f) = (p1 ∗ p2)∨ ∗ f ∀f ∈ S0(G).
Let us also mention that if p ∈ Sm(g∗) then the convolution operator Pu = pˇ∗f
is a pseudodifferential operator. Indeed, let X0(a), . . . , Xd(a) be a (linear) basis of
g so that X0(a) is in TaM/Ha and X1(a), . . . , Xd(a) span Ha. For j = 0, . . . , d let
Xaj be the left-invariant vector fields on G such that X
w
j|x=0 = Xj(a). The basis
X0(a), . . . , Xd(a) yields a linear isomorphism g ≃ Rd+1, hence a global chart of G.
In this chart p is a homogeneous symbol on Rd+1 \ 0 with respect to the dilations
(3.1.9) λ.x = (λ2x0, λx1, . . . , λxd), x ∈ Rd+1, λ > 0.
Similarly, each vector field 1iX
a
j , j = 0, . . . , d, corresponds to a vector field on
Rd+1 whose symbol is denoted σaj (x, ξ). Then, setting σ = (σ0, . . . , σd), it can be
shown that in the above chart the operator P is given by
(3.1.10) Pf(x) =
∫
Rd+1
eix.ξp(σa(x, ξ))fˆ (ξ), f ∈ S0(Rd+1).
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In other words P is the pseudodifferential operator p(−iXa) := p(σa(x,D)) acting
on S0(Rd+1).
3.1.2. ΨHDO’s on an open subset of R
d+1. Let U be an open subset of
Rd+1 together with a hyperplane bundle H ⊂ TU and a H-frame X0, X1, . . . , Xd
of TU . Then the class of ΨHDO’s on U is a class of pseudodifferential operators
modelled on that of homogeneous convolution operators on the fibers of GU .
Definition 3.1.4. Sm(U × Rd+1), m ∈ C, is the space of functions p(x, ξ) in
C∞(U × Rd+1\0) which are homogeneous of degree m with respect to ξ, that is,
(3.1.11) p(x, λ.ξ) = λmp(x, ξ) for any λ > 0,
where λ.ξ is defined as in (3.1.9).
Observe that the homogeneity of p ∈ Sm(U × Rd+1) implies that, for any
compact K ⊂ U , we have the estimates
(3.1.12) |∂αx ∂βξ p(x, ξ)| ≤ CKαβ‖ξ‖ℜm−〈β〉, x ∈ K, ξ 6= 0,
where ‖ξ‖ = (|ξ0|2 + |ξ1|4 + . . .+ |ξd|4)1/4 and 〈α〉 = 2α0 + α1 + . . .+ αd.
Definition 3.1.5. Sm(U × Rd+1), m ∈ C, consists of symbols p ∈ C∞(U ×
Rd+1) with an asymptotic expansion p ∼ ∑j≥0 pm−j, pk ∈ Sk(U × Rd+1), in the
sense that, for any integer N and for any compact K ⊂ U , we have
(3.1.13) |∂αx ∂βξ (p−
∑
j<N
pm−j)(x, ξ)| ≤ CαβNK‖ξ‖ℜm−〈β〉−N , x ∈ K, ‖ξ‖ ≥ 1.
Next, for j = 0, . . . , d let σj(x, ξ) denote the symbol of
1
iXj (in the classical
sense) and set σ = (σ0, . . . , σd). For any p ∈ Sm(U × Rd+1) it can be shown that
the symbol pσ(x, ξ) := p(x, σ(x, ξ)) is in the Ho¨rmander class of symbols of type
(12 ,
1
2 ) (see [BG, Prop. 10.22]). Therefore, we define a continuous linear operator
from C∞c (U) to C
∞(U) by letting
(3.1.14) p(x,−iX)f(x) = (2π)−(d+1)
∫
eix.ξp(x, σ(x, ξ))fˆ (ξ)dξ, f ∈ C∞c (U).
In the sequel we let Ψ−∞(U) denotes the class of smoothing operators, i.e., the
class of operators P : C∞c (U)→ C∞(U) given by a smooth kernel.
Definition 3.1.6. ΨmH(U), m ∈ C, consists of operators P : C∞c (U)→ C∞(U)
of the form
(3.1.15) P = p(x,−iX) +R,
with p in Sm(U × Rd+1), called the symbol of P , and R in Ψ−∞(U).
The above definition of the symbol of P differs from that of [BG], since there
the authors defined it to be pσ(x, ξ) = p(x, σ(x, ξ)). Note also that p is unique
modulo S−∞(U × Rd+1).
Lemma 3.1.7. For j = 0, 1, . . . let pm−j ∈ Sm−j(U × Rd+1). Then there exists
P ∈ ΨmH(U) with symbol p ∼
∑
j≥0 pm−j. Moreover, the operator P is unique
modulo smoothing operators.
The class ΨmH(U) does not depend on the choice of the H-frame X0, . . . , Xd
(see [BG, Prop. 10.46]). Moreover, since it is contained in the class of ΨDO’s of
type (12 ,
1
2 ) we obtain:
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Proposition 3.1.8. Let P be a ΨHDO of order m on U .
1) The operator P extends to a continuous linear mapping from E ′(U) to D′(U)
and has a distribution kernel which is smooth off the diagonal.
3) Let k = ℜm if ℜm ≥ 0 and k = 12ℜm otherwise. Then P extends to a
continuous mapping from L2s,comp(U) to L
2
s−k,loc(U) for any s in R.
3.1.3. Composition of ΨHDO’s. Recall that there is no symbolic calculus
for ΨDO’s of type (12 ,
1
2 ) since the product of two such ΨDO’s needs not be again
a ΨDO of type (12 ,
1
2 ). However, the fact that the ΨHDO’s are modelled on left-
invariant pseudodifferential operators allows us to construct a symbolic calculus for
ΨHDO’s.
First, for j = 0, . . . , d let X
(x)
j be the leading homogeneous part of Xj in priv-
ileged coordinates centered at x defined according to (2.1.19) and (2.1.20). These
vectors span a nilpotent Lie algebra of left-invariant vector fields on a nilpotent
graded Lie group Gx which corresponds to GxU by pulling back the latter from the
Heisenberg coordinates at x to the privileged coordinates at x.
As alluded to above the product law of G(x) defines a convolution product for
symbols,
(3.1.16) ∗(x) : Sm1(Rd+1)× Sm2(Rd+1) −→ Sm1+m2(Rd+1).
such that, with the notations of (3.1.10), on L(S0(Rd+1)) we have
(3.1.17) p1(−iX(x))p2(−iX(x)) = (p1 ∗(x) p2)(−iX(x)) ∀pj ∈ Smj (Rd+1).
As it turns out the product ∗(x) depends smoothly on x (see [BG, Prop. 13.33]).
Therefore, we get a continuous bilinear product,
∗ : Sm1(U × Rd+1)× Sm2(U × Rd+1)→ Sm1+m2(U × Rd+1),(3.1.18)
p1 ∗ p2(x, ξ) = (p1(x, .) ∗(x) p2(x, .))(ξ), pj ∈ Smj (U × Rd+1).(3.1.19)
Proposition 3.1.9 ([BG, Thm. 14.7]). For j = 1, 2 let Pj ∈ ΨmjH (U) have
symbol pj ∼
∑
k≥0 pj,mj−k and assume that one of these operators is properly sup-
ported. Then the operator P = P1P2 is a ΨHDO of order m1+m2 and has symbol
p ∼∑k≥0 pm1+m2−k, with
(3.1.20) pm1+m2−k =
∑
k1+k2≤k
(k−k1−k2)∑
α,β,γ,δ
hαβγδ(D
δ
ξp1,m1−k1) ∗ (ξγ∂αx ∂βξ p2,m2−k2),
where
(l)∑
αβγδ
denotes the sum over all the indices such that |α|+ |β| ≤ 〈β〉−〈γ〉+〈δ〉 = l
and |β| = |γ|, and the functions hαβγδ(x)’s are polynomials in the derivatives of
the coefficients of the vector fields X0, . . . , Xd.
3.1.4. The distribution kernels of ΨHDO’s. An important fact about
ΨDO’s is their characterization in terms of their distribution kernels.
First, we extend the notion of homogeneity of functions to distributions. For
K ∈ S′(Rd+1) and for λ > 0 we let Kλ denote the element of S′(Rd+1) such that
(3.1.21) 〈Kλ, f〉 = λ−(d+2)〈K(x), f(λ−1.x)〉 ∀f ∈ S(Rd+1).
In the sequel we will also use the notation K(λ.x) for denoting Kλ(x). We then
say that K is homogeneous of degree m, m ∈ C, when Kλ = λmK for any λ > 0.
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Definition 3.1.10. S′reg(Rd+1) consists of tempered distributions on Rd+1 which
are smooth outside the origin. We equip it with the weakest topology such that the
inclusions of S′reg(Rd+1) into S′(Rd+1) and C∞(Rd+1\0) are continuous.
Definition 3.1.11. Km(U×Rd+1), m ∈ C, consists of distributions K(x, y) in
C∞(U)⊗ˆS′reg(Rd+1) so that for some functions cα(x) ∈ C∞(U), 〈α〉 = m, we have
(3.1.22) K(x, λ.y) = λmK(x, y) + λm logλ
∑
〈α〉=m
cα(x)y
α for any λ > 0.
The interest of considering the distribution class Km(U × Rd+1) stems from:
Lemma 3.1.12 ([BG, Prop. 15.24], [CM, Lem. I.4]). 1) Any p ∈ Sm(U×Rd+1)
agrees on U × (Rd+1\0) with a distribution τ(x, ξ) ∈ C∞(U)⊗ˆS′(Rd+1) such that
τˇξ→y is in Kmˆ(U × Rd+1), mˆ = −(m+ d+ 2).
2) If K(x, y) belongs to Kmˆ(U × Rd+1) then the restriction of Kˆy→ξ(x, ξ) to
U × (Rd+1\0) belongs to Sm(U × Rd+1).
This result is a consequence of the solution to the problem of extending a
homogeneous function p ∈ C∞(Rd+1 \ 0) into a homogeneous distribution on Rd+1
and of the fact that for τ ∈ S′(Rd+1) we have
(3.1.23) (τˆ )λ = |λ|−(d+2)(τλ−1)∧ ∀λ ∈ R \ 0.
In particular, if τ is homogeneous of degree m then τˆ is homogeneous of degree
−(m+ d+ 2).
Definition 3.1.13. Km(U × Rd+1), m ∈ C, consists of distributions K in
D′(U ×Rd+1) with an asymptotic expansion K ∼∑j≥0Km+j, Kl ∈ Kl(U ×Rd+1),
in the sense that, for any integer N , as soon as J is large enough we have
(3.1.24) K −
∑
j≤J
Km+j ∈ CN (U × Rd+1).
Since under the Fourier transform the asymptotic expansion (3.1.13) for sym-
bols corresponds to that for distributions in (3.1.24), using Lemma 3.1.12 we get:
Lemma 3.1.14 ([BG, pp. 133–134]). Let K ∈ D′(U×Rd+1). Then the following
are equivalent:
(i) The distribution K belongs to Km(U × Rd+1);
(ii) We can put K into the form
(3.1.25) K(x, y) = pˇξ→y(x, y) +R(x, y),
for some p ∈ Smˆ(U × Rd+1), mˆ = −(m+ d+ 2), and some R ∈ C∞(U × Rd+1).
Moreover, if (i) and (ii) holds and K ∼ ∑j≥0Km+j, Kl ∈ Kl(U × Rd+1),
then we have p ∼ ∑j≥0 pmˆ−j where pmˆ−j ∈ Smˆ−j(U × Rd+1) is the restriction to
U × (Rd+1\0) of (Km+j)∧y→ξ.
Next, for x ∈ U let ψx denote the affine change to the privileged coordinates
at x and let us write (Atx)
−1ξ = σ(x, ξ) with Ax ∈ GLd+1(R). Since ψx(x) = 0 and
ψx∗Xj = ∂∂yj at y = 0 for j = 0, . . . , d, one checks that ψx(y) = Ax(y − x).
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Let p ∈ Sm(U × Rd+1). As by definition we have p(x,−iX) = pσ(x,Dx) with
pσ(x, ξ) = p(x, σ(x, ξ)) = p(x, (A
t
x)
−1ξ), the distribution kernel kp(x,−iX)(x, y) of
p(x,−iX) is represented by the oscillating integrals
(3.1.26) (2π)−(d+1)
∫
ei(x−y).ξp(x, (Atx)
−1ξ)dξ =
|Ax|
(2π)d+1
∫
eiAx(x−y).ξp(x, ξ)dξ.
Since ψx(y) = Ax(y − x) we deduce that
(3.1.27) kp(x,−iX)(x, y) = |ψ′x|pˇξ→y(x,−ψx(y)).
Combining this with Lemma 3.1.14 then gives:
Proposition 3.1.15 ([BG, Thms. 15.39, 15.49]). Let P : C∞c (U)→ C∞(U) be
a continuous linear operator with distribution kernel kP (x, y). Then the following
are equivalent:
(i) P is a ΨHDO of order m, m ∈ C.
(ii) We can write kP (x, y) in the form,
(3.1.28) kP (x, y) = |ψ′x|K(x,−ψx(y)) +R(x, y),
with K ∈ Kmˆ(U × Rd+1), mˆ = −(m+ d+ 2), and R ∈ C∞(U × U).
Furthermore, if (i) and (ii) hold and K ∼ ∑j≥0Kmˆ+j, Kl ∈ Kl(U × Rd+1),
then P has symbol p ∼∑j≥0 pm−j, pl ∈ Sl(U×Rd+1), where pm−j is the restriction
to U × (Rd+1\0) of (Km+j)∧y→ξ.
In the sequel we will need a version of Proposition 3.1.15 in Heisenberg coordi-
nates. To this end let εx denote the coordinate change to the Heisenberg coordinates
at x and set φx = εx ◦ ψ−1x . Recall that φx is a Lie group isomorphism from G(x)
to GxU such that φx(λ.y) = λ.φx(y) for any λ ∈ R. Moreover, using (2.1.24) one
can check that |φ′x| = 1 and φ−1x (y) = −φx(−y). Therefore, from (3.1.27) we see
that we can put kp(x,−iX)(x, y) into the form
(3.1.29) kp(x,−iX)(x, y) = |ε′x|KP (x,−εx(y)),
where we have let
(3.1.30) KP (x, y) = pˇξ→y(x,−φx(−y)) = pˇξ→y(x, φ−1x (y)).
In fact, the coordinate changes φx, x ∈ U , give rise to an action on distributions
on U × Rd+1 given by
(3.1.31) K(x, y) −→ φ∗xK(x, y), φ∗xK(x, y) = K(x, φ−1x (y)).
Since φx depends smoothly on x, this action induces a continuous linear isomor-
phisms of CN (U × Rd+1), N ≥ 0, and C∞(U × Rd+1) onto themselves. As φx(y)
is polynomial in y in such way that φx(0) = 0 and φx(λ.y) = λ.φx(y) for every
λ ∈ R, we deduce that the above action also yields a continuous linear isomorphism
of C∞(U)⊗ˆS′reg(Rd+1) onto itself and, for every λ > 0, we have
(3.1.32) (φ∗xK)(x, λ.y) = φ
∗
x[K(x, λ.y)], K ∈ D′(U × Rd+1).
Furthermore, as φx(y) is polynomial in y we see that for every α ∈ Nd+1 we can
write φx(y)
α in the form φx(y)
α =
∑
〈β〉=〈α〉 dαβ(x)y
β with dαβ ∈ C∞(U×Rd+1). It
then follows that, for every m ∈ C, the map K(x, y)→ φ∗xK(x, y) induces a linear
isomorphisms of Km(U × Rd+1) and Km(U × Rd+1) onto themselves. Combining
this with (3.1.29) and Proposition 3.1.15 then gives:
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Proposition 3.1.16. Let P : C∞c (U)→ C∞(U) be a continuous linear operator
with distribution kernel kP (x, y). Then the following are equivalent:
(i) P is a ΨHDO of order m, m ∈ C.
(ii) We can write kP (x, y) in the form,
(3.1.33) kP (x, y) = |ε′x|KP (x,−εx(y)) +R(x, y),
with KP ∈ Kmˆ(U × Rd+1), mˆ = −(m+ d+ 2), and R ∈ C∞(U × U).
Furthermore, if (i) and (ii) hold and KP ∼
∑
j≥0KP,mˆ+j, Kl ∈ Kl(U ×Rd+1),
then P has symbol p ∼∑j≥0 pm−j, pl ∈ Sl(U×Rd+1), where pm−j is the restriction
to U × (Rd+1\0) of [KP,mˆ+j(x, φ−1x (y))]∧y→ξ.
Remark 3.1.17. Let a ∈ U . Then (3.1.33) shows that the distribution kernel
of P˜ = (εa)∗P at x = 0 is
(3.1.34) kP˜ (0, y) = |ε′a|−1kP (ε−1a (0), ε−1a (y)) = KP (a,−y).
Moreover, as we are in Heisenberg coordinates already, we have ψ0 = ε0 = φ0 = id.
Thus, in the form (3.1.33) for P˜ we have KP˜ (0, y) = KP (a, y). Therefore, if we let
pm(x, ξ) denote the principal symbol of P and let KP,mˆ ∈ Kmˆ(U × Rd+1) denote
the leading kernel of KP , then by Proposition 3.1.16 we have
(3.1.35) pm(0, ξ) = [KP,mˆ]
∧
y→ξ(a, ξ).
This shows that [KP,mˆ]
∧
y→ξ(a, ξ) is the principal symbol of P at x = 0 in Heisenberg
coordinates centered at a.
3.1.5. ΨHDO’s on a general Heisenberg manifold. Let (M
d+1, H) be a
Heisenberg manifold. As alluded to before the ΨHDO’s on an subset of R
d+1 are
ΨDO’s of type (12 ,
1
2 ). However, the latter don’t make sense on a general manifold,
for their class is not preserved by an arbitrary change of chart. Nevertheless, when
dealing with ΨHDO’s this issue is resolved if we restrict ourselves to changes of
Heisenberg charts. Indeed, we have:
Proposition 3.1.18. Let U (resp. U˜) be an open subset of Rd+1 together with
a hyperplane bundle H ⊂ TU (resp. H˜ ⊂ T U˜) and a H-frame of TU (resp. a
H˜-frame of T U˜). Let φ : (U,H)→ (U˜ , H˜) be a Heisenberg diffeomorphism and let
P˜ ∈ Ψm
H˜
(U˜).
1) The operator P = φ∗P˜ is a ΨHDO of order m on U .
2) If we write the distribution kernel of P˜ in the form (3.1.33) with KP˜ (x˜, y˜) in
Kmˆ(U˜×Rd+1), then the distribution kernel of P can be written in the form (3.1.33)
with KP (x, y) ∈ Kmˆ(U × Rd+1) such that
(3.1.36) KP (x, y) ∼
∑
〈β〉≥ 32 〈α〉
1
α!β!
aαβ(x)y
β(∂αy˜KP˜ )(φ(x), φ
′
H (x)y),
where we have let aαβ(x) = ∂
β
y [|∂y(ε˜φ(x)◦φ◦ε−1x )(y)|(ε˜φ(x)◦φ◦ε−1x (y)−φ′H(x)y)α]|y=0
and ε˜x˜ denote the change to the Heisenberg coordinates at x˜ ∈ U˜ . In particular,
(3.1.37) KP (x, y) = |φ′H(x)|KP˜ (φ(x), φ′H (x)y) mod Kmˆ+1(U × Rd+1).
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Remark 3.1.19. The version of the above statement in [BG] does not contain
the asymptotics (3.1.37), which will be crucial for giving a global definition of the
principal symbol of a ΨHDO in the next section. For this reason a detailed proof
of the above version is given in Appendix A. This proof will also be useful in
Chapter 4 and [Po12] for generalizing Proposition 3.1.18 to holomorphic families
of ΨHDO’s and to ΨHDO’s with parameter.
As a consequence of Proposition 3.1.18 we can define ΨHDO’s on M acting on
the sections of a vector bundle E over M .
Definition 3.1.20. ΨmH(M, E), m ∈ C, consists of continuous operators P
from C∞c (M, E) to C∞(M, E) such that:
(i) The distribution kernel of P is smooth off the diagonal;
(ii) For any trivialization τ : E|U → U × Cr over a local Heisenberg chart κ :
U → V ⊂ Rd+1 the operator κ∗τ∗(P|U ) belongs to ΨmH(V,Cr) := ΨmH(V )⊗ EndCr.
All the previous properties of ΨDO’s on an open subset of Rd+1 hold mutatis
mutandis for ΨHDO’s on M acting on sections of E .
3.1.6. Transposes and adjoints of ΨHDO’s. Let us now look at the trans-
pose and adjoints of ΨHDO’s. First, given a Heisenberg chart U ⊂ Rd+1 we have:
Proposition 3.1.21. Let P ∈ ΨmH(U). Then:
1) The transpose operator P t is a ΨHDO of order m on U .
2) If we write the distribution kernel of P in the form (3.1.33) with KP (x, y) in
Kmˆ(U×Rd+1) then P t can be written in the form (3.1.33) with KP t ∈ Kmˆ(U×Rd+1)
such that
(3.1.38) KP t(x, y) ∼
∑
3
2 〈α〉≤〈β〉
∑
|γ|≤|δ|≤2|γ|
aαβγδ(x)y
β+δ(∂γx∂
α
yKP )(x,−y),
where aαβγδ(x) =
|ε−1x |
α!β!γ!δ! [∂
β
y (|ε′ε−1x (−y)|(y−εε−1x (y)(x))
α)∂δy(ε
−1
x (−y)−x)γ ](x, 0). In
particular, we have
(3.1.39) KP t(x, y) = KP (x,−y) mod Kmˆ+1(U × Rd+1).
Remark 3.1.22. The asymptotic expansion (3.1.38) is not stated in [BG], but
we need it in order to determine the global principal symbol of the transpose of a
ΨHDO (see next section). A detailed proof of Proposition 3.1.21 can be found in
Appendix B.
Using this result, or its version in [BG], we obtain:
Proposition 3.1.23 ([BG, Thm. 17.4]). Let P : C∞(M, E)→ C∞(M, E) be a
ΨHDO of order m. Then:
1) The transpose operator P t : E ′(M, E∗)→ D′(M, E∗) is a ΨHDO of order m;
2) If M is endowed with a smooth positive density and E with a Hermitian
metric then the adjoint P ∗ : C∞(M, E)→ C∞(M, E) is a ΨHDO of order m.
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3.2. Principal symbol and model operators.
3.2.1. Principal symbol and model operators. In this section we define
the principal symbols and model operators of ΨHDO’s and check their main prop-
erties. Let g∗M be the dual bundle of gM with canonical projection π : g∗M →M .
Definition 3.2.1. For m ∈ C the space Sm(g∗M, E) consists of sections p(x, ξ)
in C∞(g∗M \ 0,Endπ∗E) which are homogeneous of degree m, i.e., we have
(3.2.1) p(x, λ.ξ) = λmp(x, ξ) ∀for any λ > 0,
where λ.ξ is defined as in (3.1.2).
Let P ∈ ΨmH(M) and for j = 1, 2 let κj be a Heisenberg chart with domain
Vj ⊂ M and let φ : U1 → U2 be the corresponding transition map, where we have
let Uj = κj(V1 ∩ V2) ⊂ Rd+1.
Let us first assume that E is the trivial line bundle, so that P is a scalar operator.
For j = 1, 2 we let Pj := κj∗(P|V1∩V2 ), so that P1 = φ
∗P2. Since Pj belongs to
ΨmH(Uj) its distribution kernel is of the form (3.1.33) with KPj ∈ Kmˆ(Uj × Rd+1).
Moreover, by Proposition 3.1.18 we have
(3.2.2) KP1(x, y) = |φ′H(x)|KP2(φ(x), φ′H (x)y) mod Kmˆ+1(U1 × Rd+1).
Therefore, if KPj ,mˆ ∈ Kmˆ(Uj × Rd+1) is the leading kernel of KPj then we get
(3.2.3) KP1,mˆ(x, y) = |φ′H(x)|KP2,mˆ(φ(x), φ′H (x)y).
Next, for j = 1, 2 we define
(3.2.4) pj,m(x, ξ) = [KPj ,mˆ]
∧
y→ξ(x, ξ), (x, ξ) ∈ Uj × Rd+1\0.
By Remark 3.1.17 for any a ∈ Uj the symbol pj(a, .) yields in Heisenberg coordinates
centered at a the principal symbol of Pj at x = 0. Moreover, since φ
′
H(a) is a linear
map, from (3.2.3) we get
(3.2.5) p1,m(x, ξ) = p2,m(φ(x), [φ
′
H (x)
−1]tξ).
This shows that pm := κ
∗
1p1,m is an element of Sm(g
∗(V1∩V1)) which is independent
of the choice of the chart κ1. Since Sm(g
∗M) is a sheaf this gives rise this uniquely
defines a symbol pm(x, ξ) in Sm(g
∗M).
When E is a general vector bundle, the above construction can be carried out
similarly, so that we obtain:
Theorem 3.2.2. For any P ∈ ΨmH(M, E) there is a unique symbol σm(P )(x, ξ)
in Sm(g
∗M, E) such that, if in a local trivializing Heisenberg chart U ⊂ Rd+1 we
let KP,mˆ(x, y) ∈ Kmˆ(U ×Rd+1) be the leading kernel for the kernel KP (x, y) in the
form (3.1.33) for P , then we have
(3.2.6) σm(P )(x, ξ) = [KP,mˆ]
∧
y→ξ(x, ξ), (x, ξ) ∈ U × Rd+1\0.
Equivalently, for any x0 ∈M the symbol σm(P )(x0, .) agrees in trivializing Heisen-
berg coordinates centered at x0 with the principal symbol of P at x = 0.
Definition 3.2.3. For P ∈ ΨmH(M, E) the symbol σm(P ) ∈ Sm(g∗M, E) pro-
vided by Theorem 3.2.2 is called the principal symbol of P .
Remark 3.2.4. Since we have two notions of principal symbol we shall distin-
guish between them by saying that σm(P ) is the global principal symbol of P and
that in a local trivializing chart the principal symbol pm of P in the sense of (3.1.13)
is the local principal symbol of P in this chart.
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In a local Heisenberg chart U ⊂ Rd+1 the global symbol σm(P ) and the local
principal symbol pm of P ∈ ΨmH(U) can be easily related to each other. Indeed, by
Proposition 3.1.16 we have
(3.2.7) pm(x, ξ) = [KP,mˆ(x, φ
−1
x (y))]
∧
y→ξ(x, ξ),
where KP,mˆ denotes the leading kernel for the kernel KP in the form (3.1.33) for
P . By combining this with the definition (3.2.4) of σm(P ) we thus get
pm(x, ξ) = (φˆ
∗
xσm(P ))(x, ξ),(3.2.8)
(φˆ∗xσm(P )) = [[σm(P )]
∨
ξ→y(x, φ
−1
x (y))]
∧
y→ξ = [φ
∗
x[σm(P )]
∨
ξ→y ]
∧
y→ξ,(3.2.9)
where φ∗x is the isomorphism map (3.1.31). In particular, since the latter is a linear
isomorphism of Km(U ×Rd+1) onto itself, we see that the map p→ φˆ∗xp is a linear
isomorphism of Sm(U × Rd+1) onto itself.
Example 3.2.5. Let X0, . . . , Xd be a local H-frame of TM near a point a ∈M .
In any Heisenberg chart associated with this frame the Heisenberg symbol of Xj
is 1i ξj . In particular, this is true in Heisenberg coordinates centered at a. Thus
the (global) principal symbol of Xj is equal to
1
i ξj in the local trivialization of
g∗M \ 0 defined by the frame X0, . . . , Xd. More generally, for any differential
P =
∑
〈α〉≤m aα(x)X
α on M we have
(3.2.10) σm(P )(x, ξ) =
∑
〈α〉≤m
aα(x)i
−|α|ξα.
Thus, for differential operators the global and local principal symbols agree in suit-
able coordinates. Alternatively, this result follows from the fact that the isomor-
phism (3.1.31) induces the identity map on distributions supported in U ×{y = 0}.
Proposition 3.2.6. The principal symbol σm : Ψ
m
H(M, E)→ Sm(g∗M, E) gives
rise to a linear isomorphism ΨmH(M, E)/Ψm−1H (M, E) ∼−→ Sm(g∗M, E).
Proof. Since the principal symbol of P ∈ ΨmH(M, E) vanishes everywhere if,
and only if, P has order ≤ m−1, we see that the principal symbol map σm induces
an injective linear map from ΨmH(M, E)/Ψm−1H (M, E) to Sm(g∗M, E).
It remains to show that σm is surjective. To this end consider a symbol
pm(x, ξ) ∈ Sm(g∗M, E) and let (ϕi)i∈I be a partition of the unity subordinated
to an open covering (Ui)i∈I of M by domains of Heisenberg charts κi : Ui → Vi
over which there are trivializations τi : E|Ui → Ui × Cr. For each index i let
ψi ∈ C∞(Ui) be such that ψi = 1 near suppϕi and set
(3.2.11) p(i)m (x, ξ) = (1− χ(ξ))(φˆ∗i,xκi∗τi∗pm|g∗Ui\0)(x, ξ) ∈ Sm(Vi)⊗ EndC
r,
where χ ∈ C∞(Rd+1) is such that χ = 1 near the origin and φˆ∗i,x denotes the
isomorphism (3.2.9) with respect to the chart Vi. Then we define a a ΨHDO of
order m by letting
(3.2.12) P =
∑
ϕi[τ
∗
i κ
∗
i p
(i)
m (x,−iX)]ψi.
For for every index i the local principal symbol of ϕi[τ
∗
i κ
∗
i p
(i)
m (x,−iX)]ψi in
the chart Vi is ϕi ◦ κ−1i (φˆ∗i,xκi∗τi∗pm|g∗Ui\0), so by (3.2.8) its global principal is
ϕi ◦κ−1i (κi∗τi∗pm|g∗Ui\0), which pulls back to ϕipm on Ui. It follows that the global
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principal symbol of P is σm(P ) =
∑
i ϕipm = pm. This proves the surjectivity of
the map σm, so the proof is now complete. 
Next, granted the above definition of the principal symbol, we can define the
model operator at a point as follows.
Definition 3.2.7. Let P ∈ ΨmH(M, E) have (global) principal symbol σm(P ).
Then the model operator of P at a ∈ M is the left-invariant ΨHDO-operator P a
from S0(GaM, Ea) to itself with symbol σm(P )∨ξ→y(a, .), i.e., we have
(3.2.13) P af(x) = 〈σm(P )∨ξ→y(a, y), f(x.y−1)〉, f ∈ S0(GaM, Ea).
Consider a local trivializing chart U ⊂ Rd+1 near a and let us relate the model
operator P a on GaM to the operator P
(a) = p˜am(−iX(a)) on G(a) defined using
the local principal symbol p˜m(x, ξ) of P in this chart. Using (3.1.6) and (3.2.8) for
f ∈ S0(Rd+1) we get
(3.2.14) P (a)f(y) = 〈(pam)∨(z), f(y.z−1)〉 = 〈(σm(P )∨ξ→y(x, φ−1a (y)), f(y.z−1)〉.
Since |φ′a| = 1 and φa is a Lie group isomorphism from G(a) onto GaM we obtain
(3.2.15) P (a)f(y) = 〈(σm(P )∨ξ→y(x, y), f ◦ φ−1a (y.φa(x)−1)〉 = (φ∗aP a)f(y).
In particular, we have
(3.2.16) P a = (φa)∗pam(−iX(a)).
3.2.2. Composition of principal symbols and model operators. Let us
now look at the composition of principal symbols. To this end for a ∈ M we let
∗a : Sm1(Rd+1) × Sm2(Rd+1) → Sm1+m2(Rd+1) be the convolution product for
symbols defined by the product law of GaM under the identification GaM ≃ Rd+1
provided by a H-frame X0, . . . , Xd of TM near a, that is,
(3.2.17) (pm1 ∗a pmj )(−iXa) = pm1(−iXa) ◦ pm2(−iXa), pmj ∈ Smj (Rd+1).
Let U ⊂ Rd+1 be a local trivializing Heisenberg chart chart near a and for
j = 1, 2 let Pj ∈ ΨmjH (U) have (global) principal symbol σmj (Pj). Under the trivi-
alization ofGU provided by theH-frameX0, . . . , Xd we have P
a
j = σ(Pj)(x,−iXa),
so we obtain
(3.2.18) [σmj (Pj)(x, , ) ∗a σmj (Pj)(x, .)](−iXa) = P a1 P a2 .
On the other hand, using (3.2.8) and (3.2.16) we see that φˆ∗a[pm1 ∗apm2 ](−iXa)
is equal to
(3.2.19) φ∗a[pm1(−iXa) ◦ pm2(−iXa)] = φ∗a[pm1(−iXa)] ◦ φ∗a[pm2(−iXa)]
= (φˆ∗apm1)(−iX(a)) ◦ (φˆ∗apm2)(−iX(a)) = [(φˆ∗apm1) ∗(a) (φˆ∗apm2)](−iX(a)).
Hence we have
(3.2.20) pm1 ∗a pm2 = (φˆa)∗[(φˆ∗apm1) ∗(a) (φˆ∗apm2)] ∀pmj ∈ Smj (Rd+1),
where (φˆa)∗ denotes the inverse of φˆ∗a. Since φˆ∗a, its inverse and ∗(a) depend
smoothly on a, we deduce that that so does ∗a. Therefore, we get:
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Proposition 3.2.8. The group laws on the fibers of GM give rise to a convo-
lution product,
∗ : Sm1(g∗M, E)× Sm2(g∗M, E) −→ Sm1+m2(g∗M, E),(3.2.21)
pm1 ∗ pm2(x, ξ) = [pm1(x, .) ∗x pm2(x, .)](ξ), pmj ∈ Smj (g∗M, E),(3.2.22)
where ∗x denote the convolution product for symbols on GxM .
Notice that (3.2.20) shows that, under the relation (3.2.8) between local and
global principal symbols, the convolution product (3.2.17) for global principal sym-
bols corresponds to the convolution product (3.1.19) for local principal symbols.
Since by Proposition 3.1.9 the latter yields the local principal symbol of the prod-
uct of two ΨHDO’s in a local chart, we deduce that the convolution product (3.2.17)
yields the global principal symbol of the product two ΨHDO’s.
Moreover, by (3.2.18) the global convolution product (3.2.17) corresponds to
the product of model operators, so the model operator of a product of two ΨHDO’s
is equal to the product of the model operators. We have thus proved:
Proposition 3.2.9. For j = 1, 2 let Pj ∈ ΨmjH (M, E) and assume that P1 or
P2 is properly supported.
1) We have σm1+m2(P1P2) = σm1(P ) ∗ σm2(P ).
2) At every a ∈M the model operator of P1P2 is (P1P2)a = P a1 P a2 .
Finally, we look at the continuity of the above product for homogeneous sym-
bols. To this end for each m ∈ C we endow Sm(g∗M, E) with the Fre´chet space
topology inherited from that of C∞(g∗M \ 0,EndE).
Proposition 3.2.10. The product ∗ for homogeneous symbols gives rise to a
continuous bilinear map from Sm1(g
∗M, E)× Sm2(g∗M, E) to Sm1+m2(g∗M, E).
Proof. Consider a sequence (pk, qk)k≥0 in Sm1(g∗M, E) × Sm2(g∗M, E) con-
verging to (p, q) and such that pk∗qk converges to r in Sm1+m2(g∗M, E). Let a ∈M .
Then (pk(a, .), qk(a, .)) converges to (p(a, .), q(a, .)) in Sm1(g
∗
aM, Ea)×Sm2(g∗aM, Ea)
and (pk ∗ qk)(a, .) converges to r(a, .) in Sm1+m2(g∗aM, Ea).
On the other hand, by Proposition 3.1.3 the product ∗a gives rise to a con-
tinuous bilinear map from Sm1(g
∗
aM, Ea) × Sm2(g∗aM, Ea) to Sm1+m2(g∗aM, Ea), so
(pk ∗ qk)(a, .) = pk(a, .) ∗a qk(a, .) also converges to p(a, .) ∗a q(a, .) = p ∗ q(a, .).
Hence p ∗ q(a, .) = r(a, .) for any a ∈ M , that is, the symbols p ∗ q and r agree. It
then follows from the closed graph theorem that ∗ gives rise a continuous bilinear
map from Sm1(g
∗M, E)× Sm2(g∗M, E) to Sm1+m2(g∗M, E). 
3.2.3. Principal symbol of transposes and adjoints. In this subsection
we shall determine the principal symbols and the model operators of transposes
and adjoints of ΨHDO’s.
Recall that by Proposition 3.1.23 if P ∈ ΨmH(M, E) then its transpose op-
erator P t : C∞c (M, E∗) → C∞(M, E) is a ΨHDO of order m and its adjoint
P ∗ : C∞c (M, E)→ C∞(M, E) is a ΨHDO of order m (assuming M endowed with a
positive density and E with a Hermitian metric in order to define the adjoint).
Proposition 3.2.11. Let P ∈ ΨmH(M, E) have principal symbol σm(P ). Then:
1) The principal symbol of P t is σm(P
t)(x, ξ) = σm(x,−ξ)t ∈ Sm(g∗M, E∗);
2) If P a is the model operator of P at a then the model operator of P t at a is
the transpose operator (P a)t : S0(GxM, E∗x)→ S0(GxM, E∗x).
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Proof. Let us first assume that E is the trivial line bundle and that P is a
scalar operator. In a local Heisenberg chart U ⊂ Rd+1 we can write the distri-
bution kernels of P and P t in the form (3.1.33) with distributions KP and KP t
in Kmˆ(U × Rd+1). Let KP,mˆ and KtP t,mˆ denote the principal parts of KP and
KP t respectively. Then the principal symbols of P and P
t are σm(P )(x, ξ) =
(KP,mˆ)
∧
y→ξ(x, ξ) and σm(P
t)(x, ξ) = (KP t,mˆ)
∧
y→ξ(x, ξ) respectively. Since (3.1.39)
implies that KP t,mˆ(x, y) = KP,mˆ(x,−y) and the Fourier transform commutes with
the multiplication by −1 we get
(3.2.23) σm(P
t)(x, ξ) = σm(P )(x,−ξ).
Next, for a ∈ U let p ∈ Sm(Ga) and let P be the left-invariant ΨHDO with
symbol p. Then the transpose P t is such that, for f and g in S0(GaU), we have
(3.2.24) 〈P tf, g〉 = 〈f, Pv〉 = 〈1, f(x)(Pg)(x)〉 = 〈1, f(x)〈pˇ(y), g(x.y−1)〉〉
= 〈1 ⊗ pˇ(x, y), f(x)g(x.y−1)〉.
Therefore, using the change of variable (x, y) → (x.y−1, y−1) and the fact that
y−1 = −y we get
(3.2.25) 〈P tf, g〉 = 〈1⊗ pˇ(x,−y), f(x)g(x.y−1)〉 = 〈1, f(x)〈pˇ(−y), g(x.y−1)〉〉.
Since pˇ(−y) = pˇt(y) with pt(ξ) = p(−ξ), we obtain
(3.2.26) 〈P tf, g〉 = 〈1, f(x)〈pˇt(y), g(x.y−1)〉〉 = 〈(pt ∗ f)(x), g(x)〉.
Thus P t is the left-convolution operator with symbol pt(ξ) = p(−ξ).
Now, since the model operator (P t)a is the left-invariant ΨHDO with symbol
σm(P
t)(a, ξ) = σm(P )(a,−ξ) we see that it agrees with the transpose (P a)t.
In the general case, when E is not the trivial bundle, we can similarly show that
P t is a ΨHDO of order m with principal symbol σm(P
t)(x, ξ) = σm(P )(x,−ξ)t and
such that at every point a ∈M its model operator at a is the transpose (P a)t. 
Assume now thatM is endowed with a positive density and E with a Hermitian
metric respectively and let L2(M, E) be the associated L2-Hilbert space.
Proposition 3.2.12. Let P ∈ ΨmH(M, E) have principal symbol σm(P ). Then:
1) The principal symbol of P ∗ is σm¯(P ∗)(x, ξ) = σm(P )(x, ξ)∗.
2) If P x denotes the model operator of P at x ∈M then the model operator of
P ∗ at x is the adjoint (P x)∗ of P x.
Proof. Let us first assume that E is the trivial line bundle, so that P is a
scalar operator. Moreover, since the above statements are local ones, it is enough
to prove them in a local Heisenberg chart U ⊂ Rd+1 and we may assume that P is
a ΨHDO on U .
Let P : C∞c (U)→ C∞(U) be the conjugate operator of P , so that Pu = P (f)
for any f ∈ C∞c (U). By Proposition 3.1.16 the distribution kernel of P of the
form (3.1.33) with KP (x, y) in Kmˆ(U × Rd+1), so the kernel of P takes the form
(3.2.27) kP (x, y) = kP (x, y) = |ε′x|KP (x, y) mod C∞(U × U).
Since the conjugation of distribution K(x, y)→ K(x, y) induces an anti-linear
isomorphism from Kmˆ(U × Rd+1) onto K ˆ¯m(U × Rd+1), it follows from Proposi-
tion 3.1.16 that P is a ΨHDO of order mˆ and its kernel can be put into the
form (3.1.33) with KP (x, y) = KP (x, y). In particular, if KP,mˆ ∈ Kmˆ(U × Rd+1)
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denotes the leading kernel of KP then the leading kernel of KP is KP,mˆ. Thus P
has principal symbol
(3.2.28) σm¯(P )(x, ξ) = [KP,mˆ]
∧
ξ→y(x, ξ) = [(KP,mˆ)∧ξ→y(x,−ξ) = σm(x,−ξ).
Moreover, we have σm¯(P )
∨
ξ→y(x, y) = σm(P )
∨
ξ→y(x, y). Therefore, for any f in
S0(GaU) the function (P )af(x) is equal to
(3.2.29) 〈σm(P )∨ξ→y(x, y), f(x.y−1)〉 = 〈σm(P )∨ξ→y(x, y), f(x.y−1〉 = P af(x).
Hence (P )a agrees with P a.
Combining all this with Proposition 3.1.21 and Proposition 3.2.11 we see that
P
t
is a ΨHDO of order m such that:
- If we put the kernel of P
t
into the form (3.1.33) with a distribution K
P
t(x, y)
in K ˆ¯m(U × Rd+1), then the leading kernel of KP t is KP t, ˆ¯m = KP,mˆ(x,−y);
- The global principal symbol of P
t
is σm¯(P
t
) = σm(P t)(x, ξ) = σm¯(P )(x, ξ);
- The model operator at a ∈ U of P t is (P t)a = P at = (P a)∗.
Now, let dρ(x) = ρ(x)dx be the smooth positive density on U coming from that
ofM . Then the adjoint P ∗ : C∞c (U)→ C∞(U) of P with respect to dρ is such that
(3.2.30)
∫
f
Pf(x)g(x)ρ(x)dx =
∫
U
f(x)P ∗g(x)ρ(x)dx, f, g ∈ C∞c (U).
Thus P ∗ = ρ−1P
t
ρ, which shows that P ∗ is a ΨHDO of order m¯. Moreover, as in
the proof of Proposition 3.1.21 in Appendix B, we can prove that the kernel of P ∗
can be put into the form (3.1.33) with KP∗(x, y) ∈ Km(U × Rd+1) equal to
(3.2.31) ρ(x)−1K
P
t(x, y)ρ(ε−1x (y)) ∼
∑
α
1
α!
ρ(x)−1∂y(ρ(ε−1x (y))|y=0KP t(x, y).
In particular, KP∗(x, y) and KP t(x, y) agree modulo K ˆ¯m+1(U ×Rd+1), hence have
same leading kernels. It then follows that P ∗ and P
t
have same principal symbol
and same model operator at a point a ∈ U , that is, σm¯(P ∗)(a, ξ) = σm(P )(x, ξ)
and (P ∗)a = (P a)∗.
Finally, assume that E is an arbitrary vector bundle of rank r, so that the
restriction of P to U is given by a matrix P = (Pij) of ΨHDO’s of order r. Let
h(x) ∈ C∞(U,GLr(C)), h(x)∗ = h(x), be the Hermitian metric on U × Cr coming
from that of E . Then the adjoint of P with respect to this Hermitian metric is
P ∗ = ρ−1h−1P
t
hρ. Therefore, in the same way as in the scalar case we can prove
that P ∗ has principal symbol h(x)−1σm(P )(x, ξ)
t
h(x) = σm(P )(x, ξ)
∗ and its model
operator at any point a ∈ U is h(a)−1P ath(a) = (P a)∗. 
3.3. Hypoellipticity and Rockland condition
In this section we define a Rockland condition for ΨHDO’s and relate it to the
invertibility of the principal symbol to get hypoellipticity criterions.
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3.3.1. Principal symbol and Parametrices. By [BG, Sect. 18] in a local
Heisenberg chart the invertibility of the local principal symbol of a ΨHDO is equiv-
alent to the existence of a ΨHDO-parametrix. Using the global principal symbol
we can give a global reformulation of this result as follows.
Proposition 3.3.1. Let P : C∞c (M, E)→ C∞(M, E) be a ΨHDO of order m.
The following are equivalent:
1) The principal symbol σm(P ) of P is invertible with respect to the convolution
product for homogeneous symbols;
2) P admits a parametrix Q in Ψ−mH (M, E), so that PQ = QP = 1 mod
Ψ−∞(M, E).
Proof. First, it follows from Proposition 3.2.9 that 2) implies 1). Conversely,
the formula (3.2.20) shows that in a local trivializing Heisenberg chart the invert-
ibility of the global principal σm(P ) is equivalent to that of the local principal
symbol. Once the latter is granted then, as shown in [BG, p. 142], Lemma 3.1.7
and Proposition 3.1.9 allows us to carry out in a local trivializing Heisenberg chart
the standard parametrix construction to obtain a parametrix for P as a ΨHDO of
order −m. A standard partition of the unity argument then allows us to construct
a parametrix for P in Ψ−mH (M, E). 
When a ΨHDO has an invertible principal symbol the Sobolev regularity prop-
erties of its parametrices allows us to get:
Proposition 3.3.2 ([BG, p. 142]). Let P : C∞c (M, E) → C∞(M, E) be a
ΨHDO of order m with ℜm ≥ m and such that its principal symbol is invertible.
Then P is hypoelliptic with gain of 12ℜm derivatives, i.e., setting k = 12ℜm, for
any a ∈M , any u ∈ E ′(M, E) and any s ∈ R, we have
(3.3.1) Pu is L2s near a =⇒ u is L2s+k near a.
In particular, if M is compact then, for any reals s and s′, we have the hypoelliptic
estimate,
(3.3.2) ‖f‖L2s+k ≤ Cs(‖Pf‖L2s + ‖f‖L2s′ ), f ∈ C
∞(M, E).
Remark 3.3.3. It used to be customary to call the above property hypoellip-
ticity with gain of k derivatives (see, e.g., [BG]). We have followed here the recent
terminology of [Koh3], where is constructed an example of sum of squares which is
hypoelliptic but, instead of gaining of derivatives as in [Ho¨2], it gains derivatives.
Remark 3.3.4. We can give sharper regularity results for ΨHDO’s in terms
of suitably weighted Sobolev spaces (see [FS1] and Section 5.5). When P is a
differential operator and the Levi form is non-vanishing these results correspond to
the maximal hypoellipticity of P as in [HN3].
Remark 3.3.5. As it follows from the proof in [BG, p. 142] in order to have
the hypoelliptic properties (3.3.1) and (3.3.2) it is enough to have a left-parametrix
for Q rather than a two-sided parametrix. Therefore, Proposition remains valid
when we assume the principal symbol of P to be left-invertible only.
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3.3.2. Rockland condition. Assume thatM is endowed with a positive den-
sity and E with a Hermitian metric and let P : C∞c (M, E)→ C∞(M, E) be a ΨHDO
of orderm. Let P a be the model operator of P at a point a ∈M and let π : G→ Hπ
be a (nontrivial) unitary representation of G = GaM . We define the symbol πPa
as follows (see also [Ro1], [G l1], [CGGP]).
Let H0π(Ea) be the subspace of Hπ(Ea) := Hπ ⊗ Ea spanned by the vectors,
(3.3.3) πf ξ =
∫
G
(πx ⊗ 1Ea)(ξ ⊗ f(x))dx,
where ξ ranges over Hπ and f over S0(G, Ea) = S0(G) ⊗ Ea. Then πPa is the
(unbounded) operator of Hπ(Ea) with domain H0π(Ea) such that
(3.3.4) πPa(πf ξ) = πPafξ ∀f ∈ S0(G, Ea) ∀ξ ∈ Hπ .
One can check that πPa∗ is the adjoint of πPa on H0π, hence is densely defined.
Thus πPa is closeable and we can let πPa denote its closure.
In the sequel we let C∞π (Ea) = C∞π ⊗ Ea, where C∞π ⊂ Hπ denotes the space
of smooth vectors of π, i.e., the subspace of vectors ξ ∈ Hπ so that x → π(x)ξ is
smooth from G to Hπ.
Proposition 3.3.6 ([CGGP]). 1) The domain of πPa always contains C
∞
π (Ea).
2) If ℜm ≤ 0 then the operator πPa is bounded.
3) We have (πPa)∗ = (πPa )∗.
4) If P1 and P2 are ΨDO’s on M then π(P1P2)a = πPa1 πPa2 .
Remark 3.3.7. If Ea = C and P a is a differentiable operator then, as it is left-
invariant, P a belongs to the enveloping algebra U(g) of the Lie algebra g = gaM
of G. In this case πPa coincides on C
∞
π with the operator dπ(P
a), where dπ is the
representation of U(g) induced by π.
Definition 3.3.8. We say that P satisfies the Rockland condition at a if for
any nontrivial unitary irreducible representation π of GaM the operator πPa is
injective on C∞π (Ea).
Set 2n = rkLa. Under the identification G = GaM ≃ H2n+1×Rd−2n given by
Proposition 2.1.6 there are left-invariant vector fields X0, . . . , Xd on G such that
X0, . . . , X2n are given by (2.1.2) and Xk =
∂
∂xk
for k ≥ 2n+1. Then, up to unitary
equivalence, the nontrivial irreducible representations of G are of two types:
(i) Infinite dimensional representations πλ,ξ : G → L2(Rn) parametrized by
λ ∈ R \ 0 and ξ = (ξ2n+1, . . . , ξ2n) such that
dπλ,ξ(X0) = iλ|λ|, dπλ,ξ(Xk) = iλξk, k = 2n+ 1, . . . , d,(3.3.5)
dπλ,ξ(Xj) = |λ| ∂
∂ξj
, dπλ,ξ(Xn+j) = iλξj , j = 1, . . . , n.(3.3.6)
Moreover, in this case we have C∞(π±,ξ) = S(Rn).
(ii) One dimensional representations πξ : G→ C indexed by ξ = (ξ1, . . . , ξd) in
R
d \ 0 such that
(3.3.7) dπξ(X0) = 0, dπ
ξ(Xj) = iξj , j = 1, . . . , d.
In particular, if P = pm(−iX) with p ∈ Sm(G) then the homogeneity of the
symbol p implies that we have πλ,ξP = |λ|mπ±,ξP , where π±,ξP = π±1,ξP accordingly
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with the sign of λ, while for the representations in (ii) we have πξP = π
ξ
P = pm(0, ξ).
Therefore, we obtain:
Proposition 3.3.9. Let pm ∈ Sm(GaM). Then the Rockland condition for
P = pm(−iXa) is satisfied if, and only if, the following two conditions hold:
(i) The operators π±,ξP , ξ ∈ Rd−2n, are injective on S(Rn);
(ii) The restriction of pm to {0} × (Rd \ 0) ≃ H∗a \ 0 is pointwise invertible.
3.3.3. Parametrices and Rockland condition. The aim of this subsection
is to show that the Rockland condition is enough to insure us the invertibility of
the principal symbol and the existence of a parametrix in the Heisenberg calculus.
First, we deal with zero’th order ΨHDO’s. In this case, we have:
Theorem 3.3.10. Let P : C∞c (M, E) → C∞(M, E) be a zero’th order ΨHDO.
Then the following are equivalent:
(i) The principal symbol of P is invertible;
(ii) For every point a ∈M the model operator P a is invertible on L2(GaM, Ea).
(iii) P and P t satisfy the Rockland condition at every point a ∈M .
Furthermore, if M is endowed with smooth density > 0 and E with a Hermitian
metric, then in (iii) we can replace the Rockland condition for P t by that for P ∗.
Proof. When GM is a (trivial) fiber bundle of Lie groups, i.e., the Levi form of
(M,H) has constant rank, the theorem can be deduced from the results of [CGGP,
Sect. 5], which are based on an idea due to Christ [Ch2] (see [Po8]). As we shall
now see elaborating on the same idea allows us to deal with the general case as
well.
First, assume that the principal symbol of P is invertible, so that P admits a
parametrix Q ∈ Ψ−mH (M, E), which without any loss of generality may be assumed
to be properly property. Then, for any a ∈M the operators QaP a and (Qa)t(P a)t
are equal to 1 on S0(GaM, Ea) and S0(GaM, E∗a) respectively. Therefore, it follows
from Proposition 3.3.6 that for any nontrivial irreducible unitary representation π
of Ga the operators πPa and π(Pa)t are injective on C
∞(π), i.e., P and P t satisfy
the Rockland condition at every point of M . Hence (i) implies (iii).
Second, by a result of G lowacki [G l2, Thm. 4.3] for any a ∈ M the Rockland
condition for P a is equivalent to the left-invertibility of P a on L2(GaM, Ea). The
same is true for (P t)a = (P a)t, so P a has a two-sided inverse on L2(GaM, Ea) if,
and only if, P a and (P t)a satisfy the Rockland condition. Therefore, we see that
the conditions (ii) and (iii) are equivalent.
Notice also that if M is endowed with smooth density > 0 and E is endowed
with a Hermitian metric then the above arguments can be carried through without
any changes if we replace the transpose of P by the adjoint P ∗. Therefore, in (iii)
we may replace the Rockland condition for P t by that for P ∗.
It remains now to prove that (ii) implies (i). Observe that it is enough to pro-
ceed locally in a trivializing Heisenberg chart U ⊂ Rd+1 with H-frame X0, . . . , Xd.
In fact, we may further assume that E is a trivial line bundle since, as we sill see
later, the arguments below can be carried out verbatim for systems of ΨHDO’s.
Therefore, we are reduced to prove:
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Proposition 3.3.11. Let p ∈ S0(U × Rd+1) be such that for any a ∈ U the
operator P a = p(a,−iXa) is invertible on L2(Rd+1). Then p is invertible in S0(U×
Rd+1).
The proof will follow from a series of lemmas. In the sequel we let S = {x ∈
Rd+1; ‖x‖ = 1} and we endow its with its induced Riemannian metric. Let K ∈
S′(Rd+1) be homogeneous of degree −(d+2) and such that K|S1 is in L2(S). Then
K is of the form,
(3.3.8) K = pv(K) + c(K)δ0, c(K) ∈ C,
where c(K) is a complex constant and pv(K) is the principal value distribution,
(3.3.9) 〈pv(K), f〉 = lim
ǫ→0+
∫
|x|>ǫ
K(x)f(x)dx, f ∈ S(Rd+1).
The decomposition (3.3.8) is unique and, in particular,K is uniquely determined by
its restriction to S and the constant c(K) (see [FS2, Prop. 6.13], [Ch1, Lem. 2.4]).
Definition 3.3.12. Ak, k ∈ N, consists of distributions K ∈ S′(Rd+1) that are
homogeneous of degree −(d+ 2) and such that (∂αK)|S ∈ L2(S) for 〈α〉 ≤ k.
We turn Ak into a Banach space by endowing it with the norm,
(3.3.10) |K|k = |c(K)|+
∑
〈α〉≤k
‖(∂αK)|S‖L2(S), K ∈ Ak.
Notice that K−(d+2)(Rd+1) is contained in all the spaces Ak, k ∈ N, and the norms
|.|k’s give rise to a system of semi-norms on K−(d+2)(Rd+1) whose corresponding
topology is the weakest topology making the maps K → c(K) and K → K|S be
continuous from K−(d+2)(Rd+1) to C and C∞(S) respectively.
In the sequel for a ∈ U and K ∈ Ak we let P aK denote the convolution operator
P aKf = K ∗a f , f ∈ S0(Rd+1). Then we have:
Lemma 3.3.13 ([KS, Thm. 1], [FS2, Thm. 6.19], [Ch2]). Let k be an integer
greater than or equal to d+ 3. Then:
(i) For any a ∈ U and any K ∈ Ak the operator P aK extends to a bounded
operator on L2(Rd+1).
(ii) For any compact L ⊂ U there exists CLk > 0 such that for any a ∈ L and
any K ∈ Ak we have
(3.3.11) ‖P aK‖ ≤ CLk|K|k.
Proof. Let B1 be the space of distributions K ∈ S′(Rd+1) that are homoge-
neous of degree −(d + 2) and such that K|S is C1. This becomes a Banach space
when endowed with the norm,
(3.3.12) |K|B1 = |c(K)|+ ‖K|S‖1, K ∈ B1,
where ‖K|S‖1 is some Banach norm on C1(S). Then it follows from a theorem of
Knapp-Stein [KS, Thm. 1] (see also [FS2, Thm. 6.19]) that, given a ∈ U , for any
K ∈ B1 the operator P aKa extends to a bounded operator on L2(Rd+1) and there
exists a constant Ca > 0 such that for any K ∈ B1 we have
(3.3.13) ‖P aK‖ ≤ C(a)|K|B1 .
Furthermore, it follows from the proof in [FS2] that the constant Ca can be chosen
independently of a provided that a remains in a compact set of U .
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On the other hand, if K ∈ Ak with k ≥ d + 3 then (∂αK)|S is in L2(S) for
|α| ≤ d+32 . Therefore, it follows from the Sobolev embedding theorem that Ak
embeds continuously into B1. Combining this with the first part of the proof then
gives the lemma. 
Remark 3.3.14. The L2-boundedness of P aK above is actually true for any
K ∈ A0 (see [Ch2]), but the uniform dependence with respect to a is more difficult
to keep track in [Ch2] than in [FS2]. This is not really relevant in the sequel,
because in order to obtain Theorem 3.3.10 it is enough to prove Lemma 3.3.13 for
k large enough.
Lemma 3.3.15 ([CGGP, Lem. 5.7]). Let k be an integer ≥ d+ 3. Then:
(i) For any a ∈ U the convolution ∗a induces a bilinear product on Ak.
(ii) For any compact L ⊂ U there exists CLk > 0 such that, for any a ∈ L and
any K1 and K2 in Ak, we have
(3.3.14) |K1 ∗a K2|k ≤ CLk(‖P aK1‖|K2|k + |K1|k‖P aK2‖).
Remark 3.3.16. The fact that the constant in (3.3.14) can be chosen indepen-
dently of a when a remains in a compact set of U is not explicitly stated in [CGGP],
but this follows from its proof, noticing that the proof of the Lemma 2.10 of [Ch1]
shows that in the Lemma 5.8 of [CGGP] the constant C can be chosen indepen-
dently of a when a stays in a compact set of U .
As we will see below it is essential that the estimate (3.3.14) involves also
the operator norm and not just the norm of Ak. This trick is initially due to
Christ [Ch2]. Note also that Lemma 3.3.15 allows us to endow L∞loc(U,Ak) with
the convolution product,
(3.3.15) (Ka1 )a∈U ∗ (Ka2 )a∈U = (Ka1 ∗a Ka2 )a∈U , (Kaj )a∈U ∈ L∞loc(U,Ak).
In particular, the constant family (δ0)a∈U is a unit for this product.
Lemma 3.3.17. Let k ∈ N, k ≥ d + 3, let L ⊂ U be compact and consider a
family K = (Ka)a∈L in L∞(L,Ak) such that supa∈L ‖P aKa‖ < 1. Then δ0 −K is
invertible in L∞(L,Ak).
Proof. Let CLk be the sharpest constant in the estimate (3.3.14) and let us
endow L∞(L,Ak) with the Banach norm,
(3.3.16) |K|k,L = 1
CLk
sup
a∈L
|Ka|k, K = (Ka)a∈U ∈ L∞(L,Ak).
Then for any K1 and K2 in L
∞(L,Ak) we have
(3.3.17) |K1 ∗K2|k,L ≤ (|K1|k,L‖PK2‖L + ‖PK1‖L|K2|k,L).
where we have let ‖PKj‖ = supa∈L ‖P aKaj ‖.
For j = 0, 1, 2, . . . let K(j) be the j’th power of K with respect to the product ∗
on L∞(L,Ak). From (3.3.17) we deduce by induction that for j = 1, 2, . . . we have
(3.3.18) |K(j)|k,L ≤ (j − 1)|K|k,L‖PK‖j−1L .
It follows that lim sup |K(j)|1/jk,L = ‖PK‖L < 1, so that the series
∑∞
j=0K
(j) con-
verges normally in L∞(L,Ak) to the inverse of δ0 −K. Hence the result. 
With all this preparation we are ready to prove Proposition 3.3.11.
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Proof of Proposition 3.3.11. Let p ∈ S0(U × Rd+1) be such that for any
a ∈ U the operator P a = p(a,−iXa) is invertible on L2(Rd+1). Then for any
a ∈ U the operators (P a)∗P a and P a(P a)∗ are invertible on L2(Rd+1) and have
respective symbols p ∗ p and p ∗ p in S0(U × Rd+1). Moreover, if p ∗ p and p ∗ p
admits respective inverses q1 and q2 in S0(U × Rd+1), then q1 ∗ p and p ∗ q2 are
respectively a left-inverse and a right-inverse for p. Therefore, it is enough to prove
that p∗p and p∗p are invertible. Incidentally, we may assume that P a is a positive
operator on L2(Rd+1) for any a ∈ U .
On the other hand, recall that for any a ∈ U the convolution product ∗a on
K−(d+2)(U × Rd+1) corresponds under the Fourier transform to the product ∗a on
S0(R
d+1). Since the latter depends smoothly on a and by [BG, Prop. 15.30] the
Fourier transform is a topological isomorphism from K−(d+2)(Rd+1) onto S0(Rd+1)
it follows that the convolution product ∗a depends smoothly on a, i.e., gives rise to
smooth family of bilinear maps from K−(d+2)(U × Rd+1) × K−(d+2)(U × Rd+1) to
K−(d+2)(Rd+1). Therefore, we get a convolution product on K−(d+2)(U ×Rd+1) by
letting
(3.3.19) K1 ∗K2(x, .) = K1(x, , ) ∗x K2(x, .), Kj ∈ K−(d+2).
Bearing all this in mind, define K(x, y) = pˇξ→y(x, y). This is an element of
K−(d+2)(U×Rd+1) which we can write as a smooth family (Ka)a∈U = (K(a, .))a∈U
with values in K(d+2)(Rd+1).
Claim. The family (Ka)a∈U is invertible in L∞loc(U,K−(d+2)(Rd+1)).
Proof of the claim. It is enough to show that for any integer k ≥ d+3 and
any compact L ⊂ U the family (Ka)a∈L is invertible in L∞loc(L,Ak).
By assumption for any a ∈ L the operator PKa = P a is an invertible positive
operator on L2(Rd+1). Since by Lemma 3.3.13 the family (P aKa)a∈L is bounded in
L(L2(Rd+1), the same is true for the family ((P aKa)−1)a∈U .
Furthermore, since PKa = P
a is positive its spectrum is contained in the inter-
val [‖(P a)−1‖−1, ‖P a‖]. Therefore, there exist constants c1 and c2 with 0 < c1 < c2
such that for any a ∈ L the spectrum of P aKa is contained in the interval [c1, c2].
Without any loss of generality we may assume c2 < 1. Then the spectrum of
1− P aKa is contained in [1− c2, 1− c1] for any a ∈ L, hence we get
(3.3.20) sup
a∈L
‖1− P aKa‖ ≤ 1− c1 < 1.
Since 1 − P aKa = P aδ0−Ka it follows from Lemma 3.3.17 that (Ka)a∈L is invertible
in L∞(L,Ak). The proof is therefore complete. 
Let J = (Ja)a∈U ∈ L∞loc(U,K−(d+2)(Rd+1)) be the inverse of K. The next step
is to prove:
Claim. The family (Ja)a∈U belongs to C∞(U,K−(d+2)).
Proof. For any a and b in U we have the equality
(3.3.21) Jb − Ja = −Ja ∗a (Kb −Ka) ∗b Jb.
We know that limb→a(Kb − Ka) = 0 in K−(d+2)(Rd+1) and that the convolution
product ∗a on K−(d+2) depends smoothly on a. As near a the family (Ja)a∈U is
bounded inK−(d+2)(Rd+1) it follows that we have limb→a Jb = Ja inK−(d+2)(Rd+1).
Hence the family (Ja)a∈U depends continuously on a.
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Now, if we let e1, . . . , ed+1 be the canonical basis of R
d+1 then we have
(3.3.22) lim
t→0
1
t
(Ja+tej − Ja) = − lim
t→0
Ja ∗a 1
t
(Ka+tej −Ka) ∗a+tej Ja+tej
= −Ja ∗a ∂ajKa ∗a Ja.
Thus ∂ajJ
a exists and is equal to −Ja ∗a ∂ajKa ∗a Ja. The latter depends continu-
ously on a, so (Ja)a∈U is a C1-family with values on K−(d+2)(Rd+1). An induction
then shows that it is actually of class Ck for every integer k ≥ 1, hence is a smooth
family. The claim is thus proved. 
We now can complete the proof of Proposition 3.3.11. For (x, ξ) ∈ U×(Rd+1\0)
let q(x, ξ) = Jˆy→ξ(x, ξ). Then q belongs to S0(U ×Rd+1) and we have (q ∗ p)∨ξ→y =
J ∗K = δ0, hence q ∗ p = 1. Similarly, we have p ∗ q = 1, so q is an inverse for p in
S0(U × Rd+1). The lemma is thus proved. 
All this proves that in Theorem 3.3.10 the condition (ii) implies (i) when E
is the trivial line bundle over M . In fact, all the Lemmas 3.3.13–3.3.17 are true
for systems as well. More precisely, for Lemma 3.3.13 this follows from the fact
that the proof of [FS2, Thm. 6.19] can be carried out verbatim for systems, while
the extension to systems of Lemmas 3.3.15 and 3.3.17 is immediate. Henceforth,
the arguments in the proof of Proposition 3.3.11 remain valid for systems. It then
follows that for general bundles too (ii) implies (i). The proof of Theorem 3.3.10 is
thus achieved. 
Theorem 3.3.18. Let P : C∞c (M, E)→ C∞(M, E) be a ΨHDO of integer order
m ≥ 1. Then the following are equivalent:
(i) The principal symbol of P is invertible;
(ii) P and P t satisfy the Rockland condition at every point a ∈M .
Furthermore, when M is endowed with smooth density > 0 and E with a Hermitian
metric then in (ii) we can replace the Rockland condition for P t by that for P ∗. In
any case, when (i) or (ii) holds the operator P admits a parametrix in Ψ−mH (M, E).
Proof. First, in the same way as in the proof of Theorem 3.3.10 we can show
that if the principal symbol of P is invertible then P and P t satisfy the Rockland
condition at every point a ∈M .
Conversely, assume that P and P t satisfy the Rockland condition at every
point. Without any loss of generality we may assume that P and P t are properly
supported. In order to show that the principal symbol of P is invertible it is
enough to proceed locally in a trivializing Heisenberg chart U ⊂ Rd+1 with H-
frame X0, . . . , Xd. As a consequence we may assume that E is the trivial line
bundle and P is a scalar ΨHDO, since the arguments below can be carried out
verbatim for systems of ΨHDO’s.
On U consider the sublaplacian ∆ = −(X21+. . .+X2d)+X0. By [BG, Thm. 18.4]
the principal symbol of ∆ is invertible, so ∆ admits a parametrix Q in Ψ−2H (U),
which may be assumed to be properly supported. Then for proving that the prin-
cipal symbol of P is left-invertible it is enough to check the invertibility of that of
QmP tP , for if q0(x, ξ) is the inverse of σ0(Q
mP tP ) then q ∗ σ−m(QmP t) is a left-
inverse for σm(P ). Similarly, to show that σm(P ) is right-invertible it is sufficient
to prove that the principal symbol of PP tQm is invertible.
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Next, as the operators P a, (P t)a = (P a)t and (Qm)a = (Qa)m satisfy the
Rockland condition at every point a ∈ U , the same is true for the operators
(QmP tP )a = (Qm)a(P t)aP a and (PP tQm)a = P a(P t)a(Qm)a, that is, QmP tP
and PP tQm satisfy the Rockland condition at every point. Furthermore, as Qt has
an invertible principal symbol it satisfies the Rockland condition at every point.
Therefore, by arguing as above we see that the operators (QmP tP ) = P tP (Qt)m
and (PP tQm)t = (Qt)mPP t satisfy the Rockland condition at every point.
Now, QmP tP and PP tQm both have order 0, so it follows from Theorem 3.3.10
that their principal symbol are invertible. As alluded to above this implies that the
principal symbol of P is invertible.
Finally, whenM is endowed with a smooth density > 0 and E with a Hermitian
metric, the above arguments remain valid if we replace P t by the adjoint P ∗, so
that in (ii) we may replace the Rockland condition for P t by that for P ∗. 
Remark 3.3.19. In Chapter 5 we will extend Theorem 3.3.18 to ΨHDO’s with
non-integer orders.
Let us now mention few applications of Theorems 3.3.10 and 3.3.18. First, we
have the following hypoellipticity criterion:
Proposition 3.3.20. Let P : C∞c (M, E) → C∞(M, E) be a ΨHDO of integer
order m ≥ 0 such that P satisfies the Rockland condition at every point. Then P
is hypoelliptic with gain of m2 -derivatives in the sense of (3.3.1).
Proof. Without any loss of generality we may assume that M is endowed
with smooth density > 0 and E with a Hermitian metric and we may also assume
that P is properly supported. As explained in Remark 3.3.5 a sufficient condition
for P to be hypoelliptic with gain of m2 -derivatives it is that its principal symbol
is left-invertible. To this end it is enough to show that the principal symbol of
P ∗P is invertible, because if q is an inverse for σ2m(P ∗P ) = σm(P )∗ ∗ σm(P ) then
q ∗ σm(P )∗ is a left inverse for σm(P ).
On the other hand, by Theorems 3.3.10 and 3.3.18 the principal symbol of
P ∗P is invertible if, and only if, P ∗P satisfies the Rockland condition at every
point. Observe that for any a ∈M and any nontrivial irreducible representation of
GaM the operators π(P∗P )a = π
∗
PaπPa and πPa have same kernels, so the Rockland
conditions at a for P ∗P and P are equivalent.
Combining all this, we see that if P satisfies the Rockland condition at every
point then P is hypoelliptic with gain of m2 -derivatives. 
Next, even though the representation theory of the tangent group may vary
from point to point, the Rockland condition and the invertibility of the principal
symbol are open properties. Indeed, we have:
Proposition 3.3.21. Let P : C∞c (M, E) → C∞(M, E) be a ΨHDO of integer
order m with principal symbol pm(x, ξ) and let a ∈M .
1) If P satisfies the Rockland condition at a then there exists an open neigh-
borhood V of a such that P satisfies the Rockland condition at every point of V .
2) If pm(a, ξ) is invertible in Sm(g
∗
aM, Ea) then there exists an open neighbor-
hood V of a such that pm|V is invertible on Sm(g
∗V, E).
Proof. Let us first prove 2). To achieve this it is enough to proceed in a
trivializing Heisenberg chart U near a and we may assume that E is the trivial line
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bundle since the proof for systems follows along similar lines. Furthermore, arguing
as in the proof of Theorem 3.3.18 allows us to reduce the proof to the case m = 0.
Assume now that P has order 0. Then by Theorem 3.3.13 the invertibility of
p0(a, .) in S0(R
d+1) with respect to the product ∗a is equivalent to the invertibility
of the model operator P a on L2(Rd+1). By Lemma 3.3.13 the L2-extension of P x
depends continuously on x, so there exists an open neighborhood V of a such that
P x is invertible on L2(Rd+1) for any x ∈ V . Then Theorem 3.3.10 insures us that
p0|V is invertible in S0(V × Rd+1). Hence the result.
Let us now deduce 1) from 2). Assume that P satisfies the Rockland condition
at a and let us endow M with a density > 0 and E with a Hermitian metric.
Then P ∗P satisfies the Rockland condition at a, so by Theorem 3.3.18 its principal
symbol is invertible at a. Therefore, the principal symbol of P is left-invertible on
V and along similar lines as that at the beginning of Theorem 3.3.10 we can show
that P satisfies the Rockland condition at every point of V . 
Finally, we look at families of invertible symbols parametrized by a smooth
manifold B. As in Proposition 3.2.10 each space Sm(g
∗M, E) is endowed with the
topology inherited from that of C∞(g∗M \0,EndE). In addition, if p ∈ Sm(g∗M, E)
is invertible then for k ∈ Z we let p(k) denote the k’th power of p with respect to
the product for homogeneous symbols, e.g., p(−1) is the inverse of p.
Proposition 3.3.22. Let (pν)ν∈B be a smooth family of invertible symbols in
Sm(g
∗M, E). Then (p(−1)ν )ν∈B is a smooth family with values in S−m(g∗M, E).
Proof. First, as in the proofs of Theorem 3.3.10 and Proposition 3.3.21 it is
enough to prove the result in a trivializing Heisenberg chart U ⊂ Rd+1 and we may
assume that E is the trivial line bundle.
Next, we can reduce the proof to the case m = 0 as follows. Let X0, . . . , Xd
be a H-frame on U and let p2 be the principal symbol in the Heisenberg sense
of the sublaplacian −(X21 + . . . + X2d) − X0, so that by [BG, Thm. 8.4] p2 is an
invertible symbol. Then we have p
(−1)
ν = p
(−1)
2 ∗ pν ∗ (p(−m)2 ∗ p(2)ν )(−1). Since by
Proposition 3.2.10 is bilinear continuous, hence smooth, it follows that in order to
prove that p
(−1)
ν depends smoothly on ν it is enough to do it for (p
(−m)
2 ∗ p(2)ν )(−1).
As the latter is the inverse of a symbol in S0(U × Rd+1) we see that it is sufficient
to prove the proposition in the case m = 0.
Suppose now that pν belongs to S0(U × Rd+1). We shall use here the same
notation as that of the proof of Theorem 3.3.10 and regard (pν(a, .))(ν,a)∈B×U as
a smooth family with values in S0(R
d+1) parametrized by B × U . For (ν, a) in
B × U let Kaν = (pν)∨ξ→y(a, .). Since by [BG, Prop. 15.30] the inverse Fourier
transform is a topological isomorphism from S0(R
d+1) onto K−(d+2)(Rd+1) we see
that (Kaν )(ν,a)∈B×U is a smooth family with values in K−(d+2)(U × Rd+1).
Since pν is an invertible symbol for every ν we see that for every ν ∈ B and
every a ∈ U the model operator P aKaν is invertible on L2(Rd+1). Therefore, a
simple modification of the arguments at the end of the proof of the Theorem 3.3.10
shows that there exists a smooth family (Jaν )(ν,a)∈B×U with values inK−(d+2)(R
d+1)
such that Jaν ∗a Kaν = Kaν ∗a Jaν = δ0. Clearly, we have p(−1)ν (a, .) = (Jaν )∧, so
(p
(−1)
ν (a, .))(ν,a)∈B×U is a smooth family with values in S0(Rd+1), that is, (p
(−1)
ν )
is a smooth family with values in S0(U × Rd+1). The proof is thus achieved. 
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Remark 3.3.23. For m ∈ C let Sm(g∗M, E)× denote the set of invertible
elements of Sm(g
∗M, E). Then with some additional work it is possible to show
that Sm(g
∗M, E)× is an open subset of Sm(g∗M, E) and that the the map p→ p(−1)
is continuous from Sm(g
∗M, E)× to S−m(g∗M, E)× and, in fact, is infinitely many
times differentiable.
3.4. Invertibility criteria for sublaplacians
In this section we focus on sublaplacians, which yield several important exam-
ples of operators on Heisenberg manifolds. The scalar case was dealt with in [BG],
but the results were not extended to sublaplacians acting on sections of vector bun-
dles. These extensions are necessary in order to deal with sublaplacians acting on
forms such as the Kohn Laplacian or the horizontal sublaplacian (see next section).
In this section, after having explained the scalar case from the point of view of
this memoir, we extend the results to the non-scalar case.
Recall that a differential operator ∆ : C∞(M, E)→ C∞(M, E) is a sublaplacian
when, near any point a ∈M , we can put ∆ in the form,
(3.4.1) ∆ = −(X21 + . . .+X2d)− iµ(x)X0 +OH(1),
where X0, X1, . . . , Xd is a local H-frame of TM , the coefficient µ(x) is a local
section of End E and the notation OH(1) means a differential operator of Heisenberg
order ≤ 1.
Let us look at the Rockland condition for a sublaplacian ∆ : C∞(M)→ C∞(M)
acting on functions. Let a ∈M and let X0, X1, . . . , Xd be a local H-frame of TM
so that near a we can write
(3.4.2) ∆ = −
d∑
j=1
X2j − iµ(x)X0 +OH(1),
where µ(x) is a smooth function near a. Using (3.2.10) we see that the principal
symbol of ∆ is
(3.4.3) σ2(∆)(x, ξ) = |ξ′|2 + µ(a)ξ0, ξ′ = (ξ1, . . . , ξd).
In particular we have σ2(∆)(x, 0, ξ
′) = |ξ′|2 > 0 for ξ′ 6= 0, which shows that the
condition (i) of Proposition 3.3.9 is always satisfied.
Let L(x) = (Ljk(x)) be the matrix of the Levi form L with respect to the
H-frame X0, . . . , Xd, so that for j, k = 1, . . . , d we have
(3.4.4) L(Xj , Xk) = [Xj, Xk] = LjkX0 mod H.
Equivalently, if we let g(x) be the metric on H making orthonormal the frame
X1, . . . , Xd, then for any sections X and Y of H we have
(3.4.5) L(X,Y ) = g(x)(L(x)X,Y )X0 mod H.
The matrix L(x) is antisymmetric, so up to an orthogonal change of frame of
H , which does not affect the form (3.4.2), we may assume that L(a) is in the normal
form,
(3.4.6) L(a) =

 0 D 0−D 0 0
0 0 0

 , D = diag(λ1, . . . , λn), λj > 0,
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so that ±iλ1, . . . ,±iλ2n, 0, . . . , 0 are the eigenvalues of L(a) counted with multi-
plicity. Then the model vector fields Xa0 , . . . , X
a
d are:
Xa0 =
∂
∂x0
, Xak =
∂
∂xk
, k = 2n+ 1, .., d,(3.4.7)
Xaj =
∂
∂xj
− 1
2
λjxn+j
∂
∂x0
, Xan+j =
∂
∂xj
+
1
2
λjxj
∂
∂x0
, j = 1, . . . , n.(3.4.8)
In terms of these vector fields the model operator of ∆ at a is
(3.4.9) ∆a = −[(Xa1 )2 + . . .+ (Xa1 )2]− iµ(a)Xa0 .
Next, under the isomorphism φ : H2n+1 × Rd−2n → GaM given by
(3.4.10) φ(x0, . . . , xd) = (x0, λ
1
2
1 x1, . . . , λ
1
2
nxn, λ
1
2
1 xn+1, . . . λ
1
2
nx2n, x2n+1, . . . , xd),
the representations π±,ξ = π±1,ξ, ξ ∈ {0}2n × Rd−2n, become the representations
of GaM such that
dπ±,ξ(X0) = ±i, dπ±,ξ(Xk) = ±iξk, k = 2n+ 1, . . . , d,(3.4.11)
dπ±,ξ(Xj) = λ
1
2
j
∂
∂ξj
, dπ±,ξ(Xn+j) = ±iλ
1
2
j ξj , j = 1, . . . , n,(3.4.12)
π±,ξ∆a = dπ
±,ξ(∆a) =
n∑
j=1
λj(−∂2ξj + ξ2j )± (ξ22n+1 + . . .+ ξ2d + µ(a)).(3.4.13)
The spectrum of the harmonic oscillator
∑n
j=1 λj(−∂2ξj+ξ2j ) is
∑n
j=1 λj(1+2N)
and all its eigenvectors belong to S(Rn). Thus, the operator π±,ξ∆a is injective on
S(Rn) if, and only if, ξ22n+1+ . . .+ ξ2d +µ(a) is not ±
∑n
j=1 λj(1+2N). This occurs
for any ξ ∈ {0}2n × Rd−2n if, and only if, the following condition holds
µ(a) is not in the singular set Λa,(3.4.14)
Λa = (−∞,−1
2
Trace |L(a)|] ∪ [ 1
2
Trace |L(a)|,∞) if 2n < d,(3.4.15)
Λa = {±(1
2
Trace |L(a)|+ 2
∑
1≤j≤n
αj |λj |);αj ∈ Nd} if 2n = d.(3.4.16)
In particular, the condition (ii) of Proposition 3.3.9 is equivalent to (3.4.14). Since
the condition (i) is always satisfied, it follows that the Rockland condition for ∆ is
equivalent to (3.4.14).
Notice also that, independently of the equivalence with the Rockland condition,
the condition (3.4.14) does not depend on the choice of the H-frame, because as
Λa depends only on the eigenvalues of L(a) which scale in the same way as µ(a)
under a change of H-frame preserving the form (3.4.2).
On the other hand, since the transpose (∆a)t = (∆t)a is given by the for-
mula (3.4.9) with µ(a) replaced by −µ(a), which has no effect on (3.4.14), we see
that the Rockland condition for (∆t)a too is equivalent to (3.4.14). Therefore, we
have obtained:
Proposition 3.4.1. The Rockland conditions for ∆t and ∆ at a are both equiv-
alent to (3.4.14).
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In particular, we see that if the principal symbol of ∆ is invertible then the
condition (3.4.14) holds at every point. As shown by Beals-Greiner the converse is
true as well. The key result is the following.
Proposition 3.4.2 ([BG, Sect. 5]). Let U ⊂ Rd+1 be a Heisenberg chart near
a and define
(3.4.17) Ω = {(µ, x) ∈ C× U ; µ 6∈ Λx}.
Then Ω is an open set and there exists qµ(x, ξ) ∈ C∞(Ω, S−2(Rd+1)) such that:
(i) qµ(x, ξ) is analytic with respect to µ;
(ii) For any (µ, x) ∈ Ω the symbol qµ(x, .) inverts |ξ′|2+ iµξ0 on GxU , that is,
(3.4.18) qµ(x, .) ∗x (|ξ′|2 + iµξ0) = (|ξ′|2 + iµξ0) ∗x qµ(x, .) = 1.
More precisely, qµ(x, ξ) is obtained from the analytic continuation of the function,
qµ(x, ξ) =
∫ ∞
0
e−tµξ0G(x, ξ, t)dt, |ℜµ| < 1
2
Tr |L(x)|,
G(x, ξ, t) = det−
1
2 [cosh(t|ξ0||L(x)|)] exp[−t〈 tanh(t|ξ0||L(x)|)
t|ξ0||L(x)| ξ
′, ξ′〉].
This implies that if the condition (3.4.14) is satisfied at every point x ∈ U then
we get an inverse q−2 ∈ S−2(U×Rd+1) for σ2(∆)(x, ξ) = |ξ′|2+iµ(x)ξ0 on U×Rd+1
by letting q−2(x, ξ) = qµ(x)(x, ξ) for (x, ξ) ∈ U × (Rd+1\0). It thus follows that
if (3.4.14) holds at every point of M then the principal symbol of ∆ is invertible
near any point of M , hence admits an inverse in S−2(g∗M). Therefore, we get:
Proposition 3.4.3. A sublaplacian ∆ : C∞(M) → C∞(M) has an invertible
principal symbol if, and only if, it satisfies the condition (3.4.14) at every point.
Let us now deal with a sublaplacian ∆ : C∞(M, E)→ C∞(M, E) acting on the
sections of the vector bundle E .
Let a ∈M and let X0, . . . , Xd be a local H-frame near a such that
(3.4.19) ∆ = −
d∑
j=1
X2j − iµ(x)X0 +OH(1),
where µ(x) is a smooth local section of End E .
In a suitable basis of Ea the matrix of µ(a) is in triangular form,
(3.4.20) µ(a) =


µ1(a) ∗ ∗
0
. . . ∗
0 0 µr(a)

 .
where µ1(a), . . . , µr(a) denote the eigenvalues of µ(a) counted with multiplicity.
Therefore, the model operator of ∆ at a is of the form,
(3.4.21) ∆a =


∆a1 ∗ ∗
0
. . . ∗
0 0 ∆ar

 , ∆aj = −[(Xa1 )2+ . . .+(Xa1 )2]− iµj(a)Xa0 .
It follows that ∆a satisfies the Rockland condition if, and only if, so does each
sublaplacian ∆aj , j = 1, . . . , r. Using Proposition 3.4.3 we then deduce that the
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Rockland condition ∆a is equivalent to the condition,
(3.4.22) Spµ(a) ∩ Λa = ∅.
Notice that the same is true for the transpose (∆a)t. Moreover, the condi-
tion (3.4.22) is independent of the choice of the basis of Ea or of the H-frame
since the condition involves µ(a) only though its eigenvalues of µ(a) and the latter
scale in the same way as that of L(a) under a change of H-frame preserving the
form (3.4.19).
Next, concerning the invertibility of the principal symbol of ∆ the following
extension of Proposition 3.4.2 holds.
Proposition 3.4.4. Let U ⊂ Rd+1 be a trivializing Heisenberg chart near a
and define
(3.4.23) Ω = {(µ, x) ∈Mr(C)× U ; µ 6∈ Λx}.
Then Ω is an open set and there exists qµ(x, ξ) ∈ C∞(Ω, S−2(Rd+1,Cr)) so that:
(i) qµ(x, ξ) is analytic with respect to µ;
(ii) For any (µ, x) ∈ Ω the symbol qµ(x, .) inverts |ξ′|2+ iµξ0 on GxU , that is,
(3.4.24) qµ(x, .) ∗x (|ξ′|2 + iµξ0) = (|ξ′|2 + iµξ0) ∗x qµ(x, .) = 1.
Proof. It is enough to prove that near point (µ0, x0) ∈ Ω there exists an open
neighborhood Ω′ contained in Ω and a function qµ(x, ξ) ∈ C∞(Ω′, S−2(Rd+1,Cr))
satisfying the properties (i) and (ii) on Ω′.
To this end observe that since Spµ ⊂ D(0, ‖µ‖) for any µ ∈ Mr(C), we see
that if we let K = B(0, ‖µ0‖+ 1) then any µ ∈ Mr(C) close enough to µ0 has
its spectrum contained in K. In addition, let δ ∈ (0, 12 dist(Spµ0,Λx0)) and set
V1 = Spµ0 +D(0, δ) and V2 = Λx0 +D(0, δ), so that V1 and V2 are disjoint open
subsets of C containing Spµ0 and Λx0 respectively.
Notice that for any µ close enough to µ0 we have Spµ ⊂ V1. Otherwise there
exists a sequence (µk)k≥1 ⊂Mr(C) converging to µ0 and a sequence of eigenvalues
(λk)k≥1 ⊂ K, λk ∈ Spµk, such that λk 6∈ V1 for any k ≥ 1. Since the sequence
(λk)k≥1 is bounded, we may assume that it converges to some λ 6∈ V1. Necessarily
λ is an eigenvalue of µ0, which contradicts the fact that λ 6∈ V1. Thus there exists
η1 > 0 so that for any µ ∈ B(µ0, η1) we have Spµ ⊂ V1.
Similarly, there exists η2 > 0 so that for any x ∈ B(x0, η2) we have Sp |L(x)| is
contained in Sp |L(x0)|+D(0, δ), which implies Λx ⊂ Λx0+D(0, δ) = V2. Therefore,
the open set Ω′ = B(µ0, η1) × B(x0, η2) is such that for any (µ, x) ∈ Ω′ we have
Spµ ∩ Λx ⊂ V1 ∩ V2 = ∅, i.e., Ω′ is an open neighborhood of (µ0, x0) in Ω.
Next, let Γ be a smooth curve of index 1 such that the bounded connected
component of C \ Γ contains V1 and its unbounded component contains V2. Then
we define an element of Hol(B(µ0, η1))⊗ˆC∞(B(x0, η2)× Rd+1\0) by letting
(3.4.25) qµ(x, ξ) =
1
2iπ
∫
Γ
qγ(x, ξ)(γ − µ)dγ, (µ, x, ξ) ∈ Ω′ × Rd+1\0.
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This function is homogeneous of degree −2 with respect to ξ and for any (µ, x) ∈ Ω′
we have
(3.4.26) qµ(x, .) ∗x (|ξ′|2 + iµξ0) = 1
2iπ
∫
Γ
qγ(x, .) ∗x (|ξ′|2 + iµξ0)(γ − µ)−1dγ
=
1
2iπ
∫
Γ
[(γ − µ)−1 − iqγ(x, .) ∗ ξ0]dγ = 1.
Similarly, we have (|ξ′|2 + iµξ0) ∗x qµ(x, .) = 1. Thus qµ(x, ξ) is an element of
C∞(Ω′, S−2(Rd+1,Cr)) satisfying the properties (i) and (ii) on Ω′. The proof is
therefore complete. 
In the same way as Proposition 3.4.2 in the scalar case, Proposition 3.4.4 implies
that when the condition (3.4.22) holds everywhere the principal symbol of ∆ admits
an inverse in S−2(g∗M, E). We have thus proved:
Proposition 3.4.5. 1) At every point a ∈ M the Rockland conditions for ∆
and ∆t are equivalent to (3.4.22).
2) The principal symbol of ∆ is invertible if, and only if, the condition (3.4.22)
holds everywhere. Moreover, when the latter occurs ∆ admits a parametrix in
Ψ−2H (M, E) and is hypoelliptic with gain of 1 derivative.
3.5. Invertibility criteria for the main differential operators
In this section we explain how the previous results of this monograph can be
used to deal with the hypoellipticity for the main geometric operators on Heisenberg
manifolds: Ho¨rmander’s sum of squares, Kohn Laplacian, horizontal sublaplacian
and contact Laplacian. In particular, we complete the treatment in [BG] of the
Kohn Laplacian and we establish a criterion for the invertibility of the horizontal
sublaplacian.
3.5.1. Ho¨rmander’s sum of squares. Let (Md+1, H) be a Heisenberg man-
ifold and let ∆ : C∞(M, E) → C∞(M, E) be a generalized sum of squares of the
form (2.2.3), that is,
(3.5.1) ∆ = −(∇2X1 + . . .+∇2Xm) + OH(1),
where ∇ is a connection on E and the vector X1, . . . , Xm span H . Then, in the
local form (3.4.1) for ∆ the matrix µ(x) vanishes, so (3.4.22) holds at a point
a ∈ M if, and only if, the Levi form does not vanish at a. Combining this with
Proposition 3.4.5 then gives:
Proposition 3.5.1. 1) At a point x ∈M the operators ∆ and ∆t satisfies the
Rockland condition if, and only if, the Levi form L does not vanish at x.
2) The principal symbol of ∆ is invertible if, and only if, the Levi form is
non-vanishing. In particular, when the latter occurs ∆ admits a parametrix in
Ψ−2H (M, E) and is hypoelliptic with gain of one derivative.
In particular, since the nonvanishing of the Levi form is equivalent to the
bracket condition H + [H,H ] = TM , we see that, the special case of Heisenberg
manifolds, we recover the hypoellipticity result of [Ho¨2] for sums of squares.
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3.5.2. Kohn Laplacian. Let M2n+1 be an orientable CR manifold with CR
tangent bundle T1,0 ⊂ TCM , so that H = ℜ(T1,0 ⊕ T0,1) yields a Heisenberg
structure on M , and let N be a line bundle supplement of H in TM . Assum-
ing that TCM endowed with a Hermitian metric commuting with complex conju-
gation and making orthogonal the splitting TCM = T1,0 ⊕ T0,1 ⊕ (N ⊗ C), we let
b;p,q : C
∞(M,Λp,q)→ C∞(M,Λp,q) be the Kohn Laplacian acting on (p, q)-forms.
Let θ be a global nonvanishing real 1-form anihilating H with Levi form Lθ.
Recall that the condition Y (q) at a point x requires to have
(3.5.2) q 6∈ {κ(x), . . . , κ(x) + n− r(x)} ∪ {r(x) − κ(x), . . . , n− κ(x)},
where κ(x) denotes the number of negative eigenvalues of Lθ at x and r(x) its rank.
It is shown in [BG, Sect. 21] that at every point a ∈ M the condition Y (q) is
equivalent to the condition (3.4.22). Therefore, from Proposition 3.4.5 we get:
Proposition 3.5.2. 1) At a point x ∈ M the Rockland condition for b;p,q is
equivalent to the condition Y (q).
2) The principal symbol of b;p,q is invertible if, and only if, the condition
Y (q) is satisfied at every point. In particular, when the latter occurs b;p,q admits
a parametrix in Ψ−2H (M,Λ
p,q) and is hypoelliptic with gain of one derivative.
The proof of the second part above is not quite complete in [BG, Sect. 21].
In fact, Beals-Greiner claimed that diagonalizing the leading part of the Kohn
Laplacian allows us make use of the criterion from Proposition 3.4.3 for scalar
sublaplacians. This fact is definitely true in case of a Levi Metric (see [FS1]) or
even a smoothly diagonalizable Levi form, but it fails in general. Indeed, for the
Kohn Laplacian the eigenvalues of the matrix µ(x) in (3.4.1) with respect to an
orthonormal H-frame of TM are given in terms of eigenvalues of the Levi form
(see Eq. (21.31) in [BG]), but the latter need not depend smoothly on x.
This shows that in order to deal with the Kohn Laplacian acting on forms, and
more generally with sublaplacians acting on sections of a vector bundle, we really
need to use Proposition 3.4.5, as we can cannot in general reduce the study to the
scalar case.
3.5.3. The horizontal sublaplacian. Let (Md+1, H) be a Heisenberg man-
ifold endowed with a Riemannian metric, let Λ∗
C
H∗ = ⊕dk=0ΛkCH∗ be the (complex-
ified) bundle of horizontal forms and let ∆b;k : C
∞(M,Λk
C
H∗) → C∞(M,Λk
C
H∗)
be the associated horizontal sublaplacian on horizontal forms of degree k as defined
in (2.2.11).
We shall now express the condition (3.4.22) in terms of the more geometric
condition X(k) below.
Definition 3.5.3. For x ∈ M let 2r(x) be the rank of the Levi form L at x.
Then we say that L satisfies the condition X(k) at x when we have
(3.5.3) k 6∈ {r(x), r(x) + 1, . . . , d− r(x)}.
For instance, the condition X(0) is satisfied if, and only if, the Levi form
does not vanish. Also, if M2n+1 is a contact manifold or a nondegenerate CR
manifold then the Levi form is everywhere nondegenerate, so r(x) = 2n and the
X(k)-condition becomes k 6= n. In any case, we have:
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Proposition 3.5.4. 1) At a point x ∈ M the Rockland condition for ∆b;k is
equivalent to the condition X(k).
2) The principal symbol of ∆b;k is invertible if, and only if, the condition X(k)
is satisfied at every point. In particular, when the latter occurs ∆b;k admits a
parametrix in Ψ−2H (M,Λ
k
C
H∗) and is hypoelliptic with gain of one derivative.
Proof. First, thanks to Proposition 3.4.5 we only have to check that for k =
0, . . . , d at any point a the condition (3.4.22) for ∆b;k is equivalent to the condition
X(k).
Next, let U ⊂ Rd+1 be a Heisenberg chart around a together with an orthonor-
mal H-frame X0, X1, . . . Xd of TU . Let g be the Riemannian metric of M . Then
on U we can write the Levi form L in the form,
(3.5.4) L(X,Y ) = [X,Y ] = 〈L(x)X,Y 〉X0 mod H,
for some antisymmetric section L(x) of EndR H . In particular, if for j, k = 1, . . . , d
we let Ljk = 〈LXj, Xk〉 then we have
(3.5.5) [Xj, Xk] = LjkX0 mod H.
Let 2n be the rank of L(a). Since the condition (3.4.22) for ∆b;k at a is
independent of the choice of the Heisenberg chart, we may assume that U is chosen
in such way that at x = a we have g(a) = 1 and L(a) is in the normal form,
(3.5.6) L(a) =

 0 D 0−D 0 0
0 0 0

 , D = diag(λ1, . . . , λn), λj > 0,
so that ±iλ1, . . . ,±iλn are the nonzero eigenvalues of L(a) counted with multiplic-
ity.
Let ω1, . . . , ωn be the coframe of H∗ dual to X1, . . . , Xd. For a 1-form ω we
let ε(ω) denote the exterior product and ι(ω) denote the interior product with ω,
that is, the contraction with the vector fields dual to ω. For an ordered subset
J = {j1, . . . , jk} ⊂ {1, . . . , d}, so that j1 < . . . < jd, we let ωJ = ωj1 ∧ . . .∧ωjk (we
make the convention that ω∅ = 1). Then the forms ωJ ’s give rise to an orthonormal
frame of Λ∗
C
H∗ over U . With respect to this frame we have
(3.5.7) db =
d∑
j=1
ε(ωj)Xj and db = −
d∑
l=1
ι(ωl)Xl +OH(1).
Therefore, modulo first order terms we have
(3.5.8) ∆b = d
∗
bdb + dbd
∗
b = −
d∑
j,l=1
[ε(ωj)ι(ωl)XjXl + ι(ω
l)ε(ωj)XlXj ] =
−1
2
d∑
j,l=1
[(ε(ωj)ι(ωl)+ι(ωl)ε(ωj))(XjXl+XlXj)+(ε(ω
j)ι(ωl)−ι(ωl)ε(ωj))[Xj , Xl]].
Combining this with (3.5.5) and the relations,
(3.5.9) ε(ωj)ι(ωl) + ι(ωl)ε(ωj) = δjl, j, l = 1, . . . , d,
3.5. INVERTIBILITY CRITERIA FOR THE MAIN DIFFERENTIAL OPERATORS 59
we then obtain
(3.5.10) ∆b = −
d∑
j=1
X2j − iµ(x)X0 +OH(1), µ(x) =
1
i
d∑
j,l=1
ε(ωj)ι(ωl)Ljl.
In particular, thanks to (3.5.6) at x = a we have
(3.5.11) µ(a) =
1
i
n∑
j=1
(ε(ωj)ι(ωn+j)− ε(ωn+j)ι(ωj))λj .
For j = 1, . . . , n define θj = 1√
2
(ωj + iωn+j) and θj¯ = 1√
2
(ωj − iωn+j). Then
1
i (ε(ω
j)ι(ωn+j)− ε(ωn+j)ι(ωj)) is equal to
(3.5.12)
−1
2
[(ε(θj) + ε(θj¯))(ι(θj¯)− ι(θj)) − (ε(θj)− ε(θj¯))(ι(θj¯) + ι(θj))]
= ε(θj)ι(θj)− ε(θj¯)ι(θj¯).
Therefore, we obtain
(3.5.13) µ(a) =
n∑
j=1
(ε(θj)ι(θj)− ε(θj¯)ι(θj¯))λj .
For ordered subsets J = {j1, . . . , jp} and K = {k1, . . . , kq} of {1, . . . , n} we let
θJ = θj1 ∧ . . .∧ θjp and θK¯ = θk¯1 ∧ . . .∧ θk¯q . Then the forms θJ ∧ θK¯ ∧ωL give rise
to an orthonormal frame of Λ∗
C
H∗ as J and K range over all the ordered subsets
of {1, . . . , n} and L over all the ordered subsets of {2n+ 1, . . . , d}. Moreover, for
j = 1, . . . , n we have
ε(θj)ι(θj)(θJ ∧ θK¯ ∧ ωL) =
{
θJ ∧ θK¯ ∧ ωL if j ∈ J,
0 if j 6∈ J,(3.5.14)
ε(θj¯)ι(θj¯)(θJ ∧ θK¯ ∧ ωL) =
{
θJ ∧ θK¯ ∧ ωL if j ∈ K,
0 if j 6∈ K.(3.5.15)
Combining this with (3.5.13) then gives
(3.5.16) µ(a)(θJ ∧ θK¯ ∧ ωL) = µJ,K¯(a)θJ ∧ θK¯ ∧ ωL, µJ,K¯(a) =
∑
j∈J
λj −
∑
j∈K
λj .
This shows that µ(a) diagonalizes in the basis of Λ∗
C
H∗a provided by the forms of
θJ ∧ θK¯ ∧ ωL with eigenvalues given by the numbers µJ,K¯(a). In particular, for
k = 0, . . . , d we have
(3.5.17) Spµ(a)|
ΛkH∗
= {µJ,K¯ ; |J |+ |K| ≤ k}.
Note that we always have |µJ,K | ≤
∑n
j=1 λj with equality if, and only if, one the
subsets J or K is empty and the other is {1, . . . , n}, which occurs for eigenvectors
in the subspace spanned by the forms θ1 ∧ . . . θn ∧ ωL and θ1¯ ∧ . . . θn¯ ∧ ωL as L
ranges over all the subsets of {2n+ 1, . . . , d}.
Since λ1, . . . , λn are the eigenvalues of |L(a)|, each of them counted twice, if
follows that the condition (3.4.22) for ∆b;k reduces to ±
∑n
j=1 λj 6∈ Spµ(a)|ΛkH∗ .
This latter condition is satisfied if, and only if, the space Λk
C
H∗a does contain any
of the forms θ1 ∧ . . . θn ∧ ωL and θ1¯ ∧ . . . θn¯ ∧ ωL with L subset of {2n+ 1, . . . , d}.
Therefore, the sublaplacian ∆b;k satisfies (3.4.22) at a if, and only if, the integer k
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is not between n and n+ d− 2n = d−n, that is, if, and only if, the condition X(k)
holds at a. The proof is thus achieved. 
Suppose now that M is an orientable CR manifold of dimension 2n + 1 with
Heisenberg structure H = ℜ(T1,0 ⊕ T0,1) and let θ be a global nonvanishing sec-
tion of TM/H with associated Levi form Lθ. Assume in addition that TCM is
endowed with a Hermitian metric compatible with its CR structure. Then it fol-
lows from (2.2.13) that ∆b;p,q preserves the bidegree. In this we shall now refine
the condition X(k) in each degree (p, q) in terms of the following condition.
Definition 3.5.5. For x ∈ M let r(x) and κ(x) respectively denote the rank
and the number of negative eigenvalues of the Levi form Lθ at x. Then the condition
X(p, q) is satisfied at x when we have
(3.5.18) {(p, q), (q, p)} ∩ {(κ(x) + j, r(x) − κ(x) + k); j, k = 0, . . . , n− r(x)} = ∅.
In particular, when M is κ-strictly pseudoconvex the condition X(p, q) reduces
to (p, q) 6= (κ, n− κ) and (p, q) 6= (n− κ, κ). In any case we have:
Proposition 3.5.6. 1) At any point x ∈M the Rockland condition for ∆b;p,q
is equivalent to the condition X(p, q).
2) The principal symbol of ∆b;p,q is invertible if, and only if, the condition
X(p, q) holds at every point. In particular, when the latter occurs ∆b;p,q admits a
parametrix in Ψ−2H (M,Λ
p,q) and is hypoelliptic with gain of one derivative.
Proof. As in the proof of Proposition 3.5.4 thanks to Proposition 3.4.5 the
proof reduces to checking that at any point a ∈M the condition (3.4.22) for ∆b;p,q
is equivalent to the condition X(p, q).
Near a let X0 be a real vector field such that θ(X0) = 1 and let Z1, . . . , Zn be
an orthonormal frame of T1,0. Since the Hermitian form h commutes with complex
conjugation Z1, . . . , Zn is an orthonormal frame of T0,1. In addition, we write the
Levi form Lθ in the form,
(3.5.19) Lθ(Z,W ) = h(L
c(x)Z,W ), Z,W sections of T1,0,
where Lc(x) is a Hermitian section of EndT1,0. In particular, if for j, k = 1, . . . , n
we let Lcjk(x) = h(LZj, Zk) then we have
(3.5.20) [Zj, Zk] = −iLcjk(x)X0 mod H.
Let r be the rank of Lθ at a and let κ be its number of negative eigenvalues.
As in the proof of Proposition 3.5.4 we may assume that Lc(a) is of the form,
(3.5.21) Lc(a) = diag(λ1, . . . , λn),
where λ1, . . . , λn are the eigenvalues of L
c(a) ordered in such way that λj > 0 for
j ≤ r − κ and λj > 0 for r − κ+ 1 ≤ j ≤ r, while λj = 0 for j ≥ r + 1.
Let θ1, . . . , θn (resp. θ1, . . . , θn) be the orthonormal coframe of Λ1,0 (resp. Λ0,1)
dual to Z1, . . . , Zn (resp. Z1, . . . , Zn). For any ordered subsets J = {j1, . . . , jp} and
K = {k1, . . . , kq} of {1, . . . , n} we let θJ,K = θj1 ∧ . . . ∧ θjp ∧ θk¯1 ∧ . . . ∧ θk¯q . Then
the forms θJ,K give rise to an orthonormal coframe of Λ∗
C
H∗.
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As shown in [BG] near a the operator b has the form,
b = −1
2
∑
1≤j≤n
(ZjZj + ZjZj)− iν(x)X0 +OH(1),(3.5.22)
ν(x) =
∑
1≤j,k≤n
ι(θj)ε(θk)Lcjk(x) −
1
2
n∑
j=1
Lcjj(x).(3.5.23)
Hence b = − 12
∑n
j=1(ZjZj + ZjZj) + iν(x)X0 +OH(1). Thus,
(3.5.24) ∆b = b +b = −1
2
n∑
j=1
(ZjZj + ZjZj)− iµ(x)X0 +OH(1),
where µ(x) = ν(x) − ν(x) =∑nj,k=1(ι(θj)ε(θk)Lcjk(x) − ι(θj)ε(θk)Lcjk(x)). In par-
ticular, for x = a we obtain
(3.5.25) µ(a) =
n∑
j=1
(ι(θj)ε(θj)− ι(θj)ε(θj))λj =
n∑
j=1
(ε(θj)ι(θj)− ε(θj)ι(θj))λj .
Therefore, as in (3.5.16) we have µ(a)(θJ,K) = (
∑
j∈J λj −
∑
k∈K λj)θ
J,K . Thus,
(3.5.26) Spµ(a)|Λp,q = {
∑
j∈J
λj −
∑
k∈K
λj ; |J | = p, |K| = q}.
For j = 1, . . . , n let Xj =
1√
2
(Zj + Zj) and Xn+j =
1
i
√
2
(Zj − Zj). Then
X1, . . . , X2n is an orthonormal frame of H and we have
(3.5.27) ∆b = −(X21 + . . .+X22n)− iµX0 +OH(1).
Let L(x) = (Ljk(x))0≤jk≤2n be such that
(3.5.28) [Xj , Xk] = LjkX0 mod H.
Since the integrability of T1,0 implies that [Zj, Zk] = [Zj , Zk] = 0 mod H one can
check that L(x) is of the form,
(3.5.29) L(x) =
(
0 −ℜLc(x)
ℜLc(x) 0
)
.
This implies that 12 Trace |L(x)| = Trace |Lc(x)|. Thus,
(3.5.30)
1
2
Trace |L(a)| =
n∑
j=1
|λj | =
r∑
j=1
|λj |.
Since we always have |∑j∈J λj −∑k∈K λj | ≤ ∑rj=1 |λj |, in the same way as
in the proof of Proposition 3.5.4 the condition (3.4.22) for ∆b;p,q at a becomes
(3.5.31)
r∑
j=1
|λj | > |
∑
j∈J
λj −
∑
k∈K
λk|,
for any ordered subsets J and K such that |J | = p and |K| = q.
In fact, we have
∑r
j=1 |λj | = |
∑
j∈J λj −
∑
k∈K λk| if, and only if, either
K
c ⊂ {1, . . . , r−κ} ⊂ J and Jc ⊂ {r−κ+1, . . . , r} ⊂ K, or Jc ⊂ {1, . . . , r−κ} ⊂ K
and K
c ⊂ {r − κ + 1, . . . , r} ⊂ J . This is possible for J and K such that |J | = p
and |K| = q if, and only if, either p or q if of the form r− κ+ j with 0 ≤ j ≤ n− r
and the other is of the form κ + k with 0 ≤ k ≤ n − r, that is, if, and only if,
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the condition X(p, q) fails at a. Therefore, the condition (3.4.22) at a for ∆b;p,q is
equivalent to the condition X(p, q) at a. The proof is therefore complete. 
3.5.4. Gover-Graham operators. Let M2n+1 be a strictly pseudoconvex
CR manifold equipped with a pseudohermitian strcuture θ, i.e., a contact form
θ anihilating H = ℜ(T1,0 ⊕ T0,1) and such that the associated Levi form on T1,0
is positive definite. We endow TCM with the associate Levi metric and for k =
1, . . . , n+1, n+2, n+4, . . . we let ⊡
(k)
θ : C
∞(M)→ C∞(M) be the Gover-Graham
of order k. In addition, we let X0 denote the Reeb vector field of θ, so that ıX0θ = 1
and ıX0dθ = 0 and we let ∆b;0 denote the horizontal sublaplacian of M acting on
functions.
When k = 1 the operator ⊡
(1)
θ agrees with the conformal sublaplacian of
Jerison-Lee [JL1], so its principal symbols agrees with that of ∆b;0 and is therefore
invertible. In general, we have:
Proposition 3.5.7. 1) The operator ⊡
(k)
θ is equal to
(3.5.32) (∆b;0+i(k−1)X0)(∆b;0+i(k−3)X0) · · · (∆b;0−i(k−1)X0)+OH(2k−1).
2) Unless for the value k = n+ 1 the principal symbol of ⊡
(k)
θ is invertible.
Proof. Let Z1, . . . , Zn be a local orthonormal frame for T1,0 and for w ∈ C
define ω = Z1Z1 + . . . + ZnZn + iwX0. The operator ⊡
(k)
θ corresponds to the
operators Pw,w′ and Pw,w′ of [GG] with w = w′ = 12 (k−1−n) under the canonical
trivializations of the density bundles E(w,w) = |Λn,n|−w/n+2, w ∈ R. Therefore,
as explained in [GG, pp. 15, 25], the operator ⊡
(k)
θ is equal to
(3.5.33) (−2− 12 (n+k−1))(−21− 12 (n+k−1)) · · · (−2 12 (k−1−n)) + OH(2k − 1).
Next, notice that for j = 1, . . . , n we have
(3.5.34) 2ZjZj = ZjZj + ZjZj − [Zj , Zj] = ZjZj + ZjZj + iX0 +OH(1).
In view of the formula (3.5.24) for ∆b;0 it follows that −2w is equal to
(3.5.35) −
n∑
j=1
(ZjZj+ZjZj)−i(2w+n)X0+OH(1) = ∆b;0−i(2w+n)X0+OH(1).
Combining this with (3.5.33) then yields the formula (3.5.32).
Now, in the same way as in the proof of Proposition 3.5.6 we can show that
the sublaplacian ∆b;0 + iαT , α ∈ C, satisfies the condition (3.4.22) iff α is not in
the singular set ±(n+ 2N). Thanks to (3.5.32) we see that:
(i) For k = 1, . . . , n the principal term in (3.5.32) is the product of sublaplacians
∆b;0 + iαX0 with |α| ≤ k − 1 < n.
(ii) For k = n+1 the principal term in (3.5.32) contains the factors ∆b;0±inX0,
whose principal symbols are not invertible.
(iii) For k = n + 2, n + 4, . . . the integers k − 1 and n have opposite parities,
so the principal term in (3.5.32) is the product of sublaplacians ∆b;0 + iαX0 with
integers α which are not not in the singular set ±(n+2N), since their parity is the
opposite to that of n.
Therefore, unless for k = n+1 the principal symbol of ⊡
(k)
θ appears as the product
of invertible symbols, hence is invertible. 
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3.5.5. Contact Laplacian. Let (M2n+1, H) be an orientable contact man-
ifold, let θ be a contact form on H with Reeb vector field X0 and let J be a
calibrated almost complex structure on H , so that we can endow M with the Rie-
mannian metric gθ,J = dθ(., J.) + θ
2.
Consider the contact complex of M ,
(3.5.36) C∞(M)
dR;0→ . . . C∞(M,Λn1 )
DR;n→ C∞(M,Λn2 ) . . .
dR;2n−1→ C∞(M,Λ2n).
Let ∆R;k : C
∞(M,Λk) → C∞(M,Λk) be the contact Laplacian in degree k 6= n
and let ∆R;nj : C
∞(M,Λnj ) → C∞(M,Λnj ), j = 1, 2, be the contact Laplacians in
degree n as defined in (2.2.34)–(2.2.34).
The almost complex structure J of H defines a bigrading on Λ∗
C
H∗. More
precisely, we have an orthogonal splitting H⊗C = T1,0⊕T0,1 with T1,0 = ker(J+ i)
and T0,1 = T1,0 = ker(J − i). Therefore, if we consider the subbundles Λ1,0 = T ∗1,0
and Λ0,1 = T ∗0,1 of H∗ ⊗ C ⊂ T ∗CM then we have the orthogonal decomposition
Λ∗
C
H∗ =
⊕
0≤p,q≤n Λ
p,q with Λp,q = (Λ1,0)p ∧ (Λ0,1)q. We then get a bigrading on
Λnj , j = 1, 2, by letting
(3.5.37) Λnj =
⊕
p+q=n
Λp,qj , Λ
p,q
j = Λ
n
j ∩ Λp,q.
As shown by Rumin [Ru, Prop. 7] there exist first order differential operators
Pk, k = 0, .., n−1, n+1, . . . , 2n and second order differential operators P (j)p,q , j = 1, 2,
p+ q = n, such that
(n− k + 2)∆R;k = (n− k)(n− k + 1)∆b;k + P ∗kPk, k = 0, .., n− 1,(3.5.38)
(k − n+ 2)∆R;k = (k − n)(k − n+ 1)∆b;k + P ∗kPk, k = n+ 1, . . . , 2n,(3.5.39)
4∆R;nj = ∆
2
b;n + (P
(j)
p,q )
∗P (j)p,q on Λ
p,q
± with sup(p, q) ≥ 1,(3.5.40)
∆R;nj = (∆b;n + iX0)
2 on Λn,0j ,(3.5.41)
∆R;nj = (∆b;n − iX0)2 on Λ0,nj .(3.5.42)
These formulas enabled him to prove:
Proposition 3.5.8 ([Ru, p. 300]). The operators ∆R;k, k 6= n, and ∆R;nj,
j = 1, 2, satisfy the Rockland condition at every point.
Proposition 3.5.8 allowed Rumin to apply results of Helffer-Nourrigat [HN3]
for proving the maximal hypoellipticity of ∆R in every degree. In particular, un-
like the Kohn Laplacian and the horizontal sublaplacian, the contact Laplacian is
hypoelliptic in every bidegree.
Alternatively, we may combine Proposition 3.5.8 with Theorem 3.3.18 to get:
Proposition 3.5.9. 1) The contact Laplacian ∆R;k, k 6= n, has an invertible
principal symbol of degree −2, hence admits a parametrix in Ψ−2H (M,Λk) and is
hypoelliptic with gain of one derivative.
2) The contact Laplacian ∆R;nj, j = 1, 2, has an invertible principal symbol of
degree −4, hence admits a parametrix in Ψ−4H (M,Λnj ) and is hypoelliptic with gain
of two derivatives.
CHAPTER 4
Holomorphic families of ΨHDOs
In this chapter we define holomorphic families of ΨHDO’s and check their main
properties. To this end we make use of an ”almost homogeneous” approach to the
Heisenberg calculus which we describe in the first section.
4.1. Almost homogeneous approach to the Heisenberg calculus
In this section we explain how the ΨDO’s can be described in terms of symbols
and kernels which are almost homogeneous, in the sense that there are homogeneous
modulo infinite order terms.
Definition 4.1.1. A symbol q(x, ξ) ∈ C∞(U × Rd+1) is almost homogeneous
of degree m, m ∈ C, when we have
(4.1.1) q(x, λ.ξ) − λmq(x, ξ) ∈ S−∞(U × Rd+1) for any λ > 0.
The space of almost homogeneous symbols of degree m is denoted Smah(U × Rd+1).
Lemma 4.1.2 ([BG, Prop. 12.72]). Let q(x, ξ) ∈ C∞(U × Rd+1). Then the
following are equivalent:
(i) q(x, ξ) is almost homogeneous of degree m;
(ii) q(x, ξ) is in Sm(U ×Rd+1) and we have q ∼ pm with pm ∈ Sm(U ×Rd+1),
i.e., the only nonzero term in the asymptotic expansion (3.1.13) for q is pm.
Granted this we shall now prove:
Lemma 4.1.3. Let p ∈ C∞(U × Rd+1). Then we have equivalence:
(i) p belongs to Sm(U × Rd+1).
(ii) For j = 0, 1, .. there exists qm−j ∈ Sm−jah (U×Rd+1) such that p ∼
∑
j≥0 qm−j.
Proof. Suppose that p ∼ ∑j≥0 qm−j with qm−j ∈ Sm−jah (U × Rd+1). By
Lemma 4.1.2 there exists pm−j ∈ Sm−j(U × Rd+1) such that qm−j ∼ pm−j . Then
we have p ∼∑j≥0 pm−j and so p belongs to Sm(U ×Rd+1). Hence (ii) implies (i).
Conversely, assume that p is in Sm(U × Rd+1). Then we have p ∼∑j≥0 pm−j
with pm−j ∈ Sm−j(U×Rd+1). Let ϕ ∈ C∞c (Rd+1) be such that ϕ(ξ) = 1 near ξ = 1
and ϕ(ξ) = 0 for ‖ξ‖ ≤ 1. For j = 0, 1, .. set qm−j(x, ξ) = (1 − ϕ(ξ))pm−j(x, ξ).
For any t > 0 the symbol qm−j(x, t.ξ) − tm−jqm−j(x, ξ) is equal to
(4.1.2) (ϕ(t.ξ)− ϕ(ξ))pm−j(x, ξ) ∈ S−∞(U × Rd+1),
so qm−j belongs to S
m−j
ah (U × Rd+1). Moreover, as qm−j(x, ξ) = pm−j(x, ξ) for
‖ξ‖ > 1 we see that p ∼∑j≥0 p˜m−j. Hence (i) implies (ii). 
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The almost homogeneous symbols have been considered in [BG, Sect. 12] al-
ready. In the sequel it will be important to have a ”dual” notion of almost homo-
geneity for distributions as follows.
Definition 4.1.4. The space D′reg(Rd+1) consists of the distributions on Rd+1
that are smooth outside the origin. It is endowed with the weakest topology that
makes continuous the inclusions of D′reg(Rd+1) into D′(Rd+1) and C∞(Rd+1\0).
Definition 4.1.5. A distribution K(x, y) ∈ C∞(U)⊗ˆD′reg(Rd+1) is said to be
almost homogeneous of degree m, m ∈ C, when
(4.1.3) K(x, λ.y)− λmK(x, y) ∈ C∞(U × Rd+1) for any λ > 0.
We let Kmah(U × Rd+1) denote the space of almost homogeneous distributions of
degree m.
Proposition 4.1.6. Let K(x, y) ∈ C∞(U)⊗ˆD′reg(Rd+1). Then the following
are equivalent:
(i) K(x, y) belongs to Kmah(U × Rd+1).
(ii) We can put K(x, y) into the form,
(4.1.4) K(x, y) = Km(x, y) +R(x, y),
for some Km ∈ Km(U × Rd+1) and R ∈ C∞(U × Rd+1).
(iii) We can put K(x, y) into the form,
(4.1.5) K(x, y) = pˇξ→y(x, y) +R(x, y),
for some p ∈ Smˆah(U × Rd+1), mˆ = −(m+ d+ 2), and R ∈ C∞(U × Rd+1).
Proof. First, if Km ∈ Km(U×Rd+1) then (3.1.21) implies that, for any λ > 0,
the distribution K(x, λ.y)− λmK(x, y) is in C∞(U × Rd+1). Thus (ii) implies (i).
Second, let p ∈ Smˆah(U × Rd+1). By Lemma 4.1.2 there is pmˆ ∈ Sm(U × Rd+1)
such that p ∼ pmˆ. Thanks to Lemma 3.1.12 we extend pmˆ into a distribution τ(x, ξ)
in C∞(U)⊗ˆS′(Rd+1) such that τˇξ→y(x, y) is in Km(U ×Rd+1). Let ϕ ∈ C∞c (Rd+1)
be such that ϕ = 1 near the origin. Then we can write
(4.1.6) p = τ + ϕ(p− τ) + (1− ϕ)(p− pmˆ).
Here ϕ(ξ)(p(x, ξ) − τ(x, ξ)) belongs to C∞(U) ⊗ D′(Rd+1) and is supported on a
fixed compact set with respect to ξ, so [ϕ(p − τ)]∨ξ→y is smooth. Moreover, as
p ∼ pmˆ both (1 − ϕ)(p − pm) and [(1 − ϕ)(p − pm)]∨ξ→y are in S−∞(U × Rd+1).
It then follows that pˇξ→y coincides with τˇξ→y up to an element of C∞(U ×Rd+1).
Since τˇξ→y(x, y) is in Km(U × Rd+1) we deduce from this that (iii) implies (ii).
To complete the proof it remains to show that (i) implies (iii). Assume that
K(x, y) belongs to Kmah(U × Rd+1). Let ϕ(y) ∈ C∞c (Rd+1) be so that ϕ(y) = 1
near y = 0 and set p = (ϕK)∧y→ξ(x, y). Then p is a smooth and has slow growth
with respect to ξ. Moreover pˇξ→y(x, y) differs from K(x, y) by the smooth function
(1− ϕ(y))K(x, y).
Next, using (3.1.23) we see that, for any λ > 0, the function p(x, λ.ξ)−λmˆp(x, ξ)
is equal to
(4.1.7) λ−(d+2)[ϕ(λ−1.y)K(x, λ−1.y)− λ−mϕ(y)K(x, y)]∧y→ξ
= λ−(d+2)[(ϕ(λ−1.y)−ϕ(y))K(x, λ−1.y)+ϕ(y)(K(x, λ−1.y)−λ−mK(x, y))]∧y→ξ.
4.2. HOLOMORPHIC FAMILIES OF ΨHDO’S 67
Notice that (ϕ(λ−1.y)−ϕ(y))K(x, λ−1.y)+ϕ(y)(K(x, λ−1.y)−λ−mK(x, y)) belongs
to C∞(U × Rd+1) and is compactly supported with respect to y, so it belongs to
S−∞(U ×Rd+1). Since the latter is also true for Fourier transform with respect to
y we see that p(x, λ.ξ)− λmˆp(x, ξ) is in S−∞(U ×Rd+1) for any λ > 0, that is, the
symbol p is almost homogeneous of degree mˆ. It then follows that the distribution
K satisfies (iii). This proves that (i) implies (iii). The proof is thus achieved. 
4.2. Holomorphic families of ΨHDO’s
From now on we let Ω denote an open subset of C.
Definition 4.2.1. A family (pz)z∈Ω ⊂ S∗(U × Rd+1) is holomorphic when:
(i) The order m(z) of pz depends analytically on z;
(ii) For any (x, ξ) ∈ U ×Rd+1 the function z → pz(x, ξ) is holomorphic on Ω;
(iii) The bounds of the asymptotic expansion (3.1.13) for pz are locally uniform
with respect to z, i.e., we have pz ∼
∑
j≥0 pz,m(z)−j, pz,m(z)−j ∈ Sm(z)−j(U×Rd+1),
and for any integer N and for any compacts K ⊂ U and L ⊂ Ω we have
(4.2.1) |∂αx ∂βξ (pz −
∑
j<N
pz,m(z)−j)(x, ξ)| ≤ CNKLαβ‖ξ‖ℜm(z)−N−〈β〉,
for (x, z) ∈ K × L and ‖ξ‖ ≥ 1.
We let Hol(Ω, S∗(U×Rd+1)) denote the set of holomorphic families with values
in S∗(U × Rd+1).
Remark 4.2.2. If (pz)z∈Ω is a holomorphic family of symbols then the homo-
geneous symbols pz,m(z)−j depend analytically on z. Indeed, for ξ 6= 0 we have
(4.2.2) pz,m(z)(x, ξ) = lim
λ→∞
λ−m(z)pz(x, λ.ξ).
Since the above axioms imply that the family (λ−m(z)pz(x, λ.ξ))λ≥1 is bounded in
the Fre´chet-Montel space Hol(Ω, C∞(U × (Rd+1\0)) the convergence actually holds
in Hol(Ω, C∞(U × (Rd+1\0)). Hence pz,m(z) depends analytically on z. Moreover,
as for j = 1, 2, . . . and for ξ 6= 0 we also have
(4.2.3) pj,z(x, ξ) = lim
λ→∞
λj−m(z)(pz(x, λ.ξ) −
∑
l<j
λm(z)−lpz,m(z)−l(x, ξ)),
an easy induction shows that all the symbols pz,mz−j depend analytically on z.
Recall that Ψ−∞(U) = L(E ′(U), C∞(U)) is naturally a Fre´chet space which is
isomorphic to C∞(U×U) by the Schwartz’s kernel theorem. Therefore holomorphic
families of smoothing operators make sense and we may define holomorphic families
of ΨHDO’s as follows.
Definition 4.2.3. A family (Pz)z∈Ω ⊂ ΨmH(U) is holomorphic when it can be
put into the form
(4.2.4) Pz = pz(x,−iX) +Rz z ∈ Ω,
with (pz)z∈Ω ∈ Hol(Ω, S∗(U × Rd+1)) and (Rz)z∈Ω ∈ Hol(Ω,Ψ−∞(U)).
We let Hol(Ω,Ψ∗H(U)) denote the set of holomorphic families of ΨHDO’s.
For technical sake it will be useful to consider the symbol class below.
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Definition 4.2.4. The space Sk
||
(U×Rd+1), k ∈ R, consists of functions p(x, ξ)
in C∞(U × Rd+1) such that, for any compact K ⊂ U , we have
(4.2.5) |∂αx ∂βξ p(x, ξ)| ≤ CKαβ(1 + ‖ξ‖)k−〈β〉, (x, ξ) ∈ K × Rd+1.
Its space topology is defined by the family of seminorms given by sharpest constants
CKαβ’s in the estimates (4.2.5).
Note that the estimates (3.1.13) imply that Sm(U×Rd+1), m ∈ C, is contained
in Sk
||
(U × Rd+1) for any k ≥ ℜm.
Proposition 4.2.5. Let (Pz)z∈Ω be a holomorphic family of ΨHDO’s. Then:
1) (Pz)z∈Ω gives rise to holomorphic families with values in L(C∞c (U), C∞(U))
and L(E ′(U)),D′(U)).
2) Off the diagonal of U × U the distribution kernel of Pz is represented by a
holomorphic family of smooth functions.
Proof. Without any loss of generality we may suppose that Pz = pz(x,−iX),
with (pz)z∈Ω in Hol(Ω, S∗(U × Rd+1)). Moreover, shrinking Ω if necessary, we
may also assume that the degree mz of pz stays bounded, as much so (pz)z∈Ω
is contained in Sk||(U × Rd+1) for some real k ≥ 0. For j = 1, . . . , d let σj(x, ξ)
denote the classical symbol of −iXj and set σ = (σ0, . . . , σd). Then the proof
of [BG, Prop. 10.22] shows that the map p(x, ξ) → pσ(x, ξ) := p(x, σ(x, ξ)) is
continuous from Sk||(U×Rd+1) to Sk1
2 ,
1
2
(U×Rd+1). Thus, the family (pσz )z∈Ω belongs
to Hol(Ω, Sk1
2 ,
1
2
(U × Rd+1)).
Next, it follows from the proof of [Ho¨1, Thm. 2.2] that:
(i) The quantization map q → q(x,D) induces continuous C-linear maps from
Sk1
2 ,
1
2
(U × Rd+1) to L(C∞c (U), C∞(U)) and to L(E ′(U)),D′(U));
(ii) The linear map q(x, ξ)→ qˇξ→y(x, y) is continuous from Sk1
2 ,
1
2
(U ×Rd+1) to
C∞(U)⊗D′reg(Rd+1), in such way that for any q ∈ Sk1
2 ,
1
2
(U×Rd+1) the distribution
kernel qˇξ→y(x, x−y) of q(x,D) is represented off the diagonal by a smooth function
depending continuously on q.
As a continuous C-linear map is analytic it follows that, on the one hand,
(pz(x,−iX))z∈Ω gives rise to holomorphic families with values in L(C∞c (U), C∞(U))
and L(E ′(U)),D′(U)) and, on the other hand, the distribution kernel of Pz is rep-
resented off the diagonal by a holomorphic family of smooth functions. The propo-
sition is thus proved. 
Definition 4.2.6. Let (Pz)z∈Ω ⊂ L(C∞c (U), C∞(U)) and for z ∈ Ω let kPz (x, y)
denote the distribution kernel of Pz. Then the family (Pz)z∈Ω is said to be uniformly
properly supported when, for any compact K ⊂ U , there exist compacts L1 ⊂ U and
L2 ⊂ K such that for any z ∈ Ω we have
(4.2.6) supp kPz (x, y) ∩ (U ×K) ⊂ L1 and supp kPz (x, y) ∩ (K × U) ⊂ L2.
Bearing in mind the above definition we have:
Proposition 4.2.7. Let (Pz)z∈Ω be a holomorphic family of ΨHDO’s.
1) We can write Pz in the form Pz = Qz + Rz with (Qz)z∈Ω ∈ Hol(Ω,Ψ∗H(U)
uniformly properly supported and (Rz)z∈Ω ∈ Hol(Ω,Ψ−∞(U).
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2) If the family (Pz)z∈Ω is uniformly properly supported then it gives rise to
holomorphic families of continuous endomorphisms of C∞c (U) and C∞(U) and of
E ′(U) and D′(U).
Proof. Let (ϕi)i≥0 ⊂ C∞c (U) be a partition of the unity subordinated to a
locally finite covering (Ui)i≥0 of U by relatively compact open subsets. For each i ≥
0 let ψi ⊂ C∞c (U)i be such that ψi = 1 near suppϕi and set χ(x, y) =
∑
ϕi(x)ψi(y).
Then χ is a smooth function on U × U which is properly supported and such that
χ(x, y) = 1 near the diagonal of U × U .
For z ∈ Ω let kPz (x, y) denote the distribution kernel of Pz and let Qz and Rz
be the elements of L(C∞c (U), C∞(U)) with respective distribution kernels,
(4.2.7) kQz (x, y) = χ(x, y)kPz (x, y) and kRz (x, y) = (1 − χ(x, y))kPz (x, y).
Notice that since χ is properly supported the family (Qz)z∈Ω is uniformly properly
supported. As by Proposition 4.2.5 the distribution kPz (x, y) is represented outside
the diagonal of U × U by a holomorphic family of smooth functions, we see that
(kRz (x, y)) is a holomorphic family of smooth kernels, i.e., (Rz)z∈Ω is a holomorphic
family of smoothing operators. Since Qz = Pz − Rz it follows that (Qz)z∈Ω is a
holomorphic family of ΨHDO’s. Hence the first assertion.
Assume now that (Pz)z∈Ω is uniformly properly supported. Thanks to Propo-
sition 4.2.5 we already know that (Pz)z∈Ω gives rise to holomorphic families with
values in L(C∞c (U), C∞(U)) and L(E ′(U),D′(U)). LetK be a compact subset of U .
Then (4.2.6) implies that there exists a compact L ⊂ U such that for every z ∈ Ω
the operator Pz maps C
∞
K (U) to C
∞
L (U) and E ′K(U) to E ′L(U), in such way that
(Pz)z∈Ω gives rise to holomorphic families with values in L(C∞K (U), C∞L (U)) and
L(E ′K(U), E ′L(U)). In view of the definitions of the topologies of C∞c (U) and E ′(U)
as the inductive limit topologies of C∞K (U) and EK(U) as K ranges over compacts
of U , this shows that the family (Pz)z∈Ω gives rise to elements of Hol(Ω, C∞c (U))
and Hol(Ω, E ′(U)).
Next, let (ϕi)i≥0 ⊂ C∞c (U) be a partition of unity. For each index i let Ki be a
compact neighborhood of suppϕi. Then (4.2.6) implies that there exists a compact
Li ⊂ U such that supp kPz (x, y)∩ (Ki ×U) ⊂ Li for every z ∈ Ω. Let ψi ∈ C∞(U)
be such that ψi = 1 near Ki. Then we have
(4.2.8) Pz =
∑
i≥0
ϕiPz =
∑
i≥0
ϕiPzψi.
Since each family (ϕiPzψi)z∈Ω is holomorphic with values in L(C∞(U)) and L(D′(U))
and the sums are locally finite this shows that (Pz)z∈Ω gives rise to elements of
Hol(Ω, C∞(U)) and Hol(Ω,D′(U)). 
4.3. Composition of holomorphic families of ΨHDO’s
Let us now look at the analyticity of the composition of ΨHDO’s. To this
end we need to deal with holomorphic families of almost homogeneous symbols as
follows.
Definition 4.3.1. A family (qz)z∈Ω ⊂ S∗ah(U × Rd+1) is holomorphic when:
(i) The degree m(z) of qz is a holomorphic function on Ω;
(ii) The family (qz)z∈Ω belongs to Hol(Ω, C∞(U × Rd+1));
(iii) (qz(x, t.ξ)− tm(z)qz(x, ξ))z∈Ω is in Hol(Ω, S−∞(U ×Rd+1)) for any t > 0.
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We let Hol(Ω, S∗ah(U × Rd+1)) denote the set of holomorphic families of almost
homogeneous symbols.
Lemma 4.3.2. Let (qz)z∈Ω ∈ Hol(Ω, C∞(U × Rd+1)). Then the following are
equivalent:
(i) The family (qz)z∈Ω is in Hol(Ω, S∗ah(U×Rd+1)) and has degree degree m(z);
(ii) The family (qz)z∈Ω lies in Hol(Ω, S∗(U×Rd+1)) and, in the sense of (4.2.1),
we have qz ∼ pz where, for every z ∈ Ω, the symbol pz belongs to Sm(z)(U ×Rd+1).
Proof. Assume that (qz)z∈Ω is in Hol(Ω, S∗(U × Rd+1)) and, in the sense
of (4.2.1), we have qz ∼ pz where, for every z ∈ Ω, the symbol pz belongs to
Sm(z)(U × Rd+1). Then the order m(z) of qz is a holomorphic function on Ω and,
for any compact subset K ⊂ U , any integer N and any open Ω′ ⊂⊂ Ω, we have
(4.3.1) |∂αx ∂βξ (qz − pz)(x, ξ) ≤ CNKΩ′αβ‖ξ‖−N ,
for x ∈ K, ‖ξ‖ ≥ 1 and z ∈ Ω′. Therefore, for any t > 0, the family {qz(x, t.ξ) −
tm(z)qz(x, ξ)}z∈Ω = {(qz(x, t.ξ) − qz(x, t.ξ)) − tm(z)(qz(x, ξ) − qz(x, ξ))}z∈Ω is con-
tained in Hol(Ω, S−∞(U×Rd+1)). Hence (qz)z∈Ω belongs to Hol(Ω, S∗ah(U×Rd+1)).
Conversely, suppose that (qz)z∈Ω is contained in Hol(Ω, S∗ah(U × Rd+1)) and
has degree m(z). Then, for any t > 0, any compact K ⊂ U , any integer N and any
open Ω′ ⊂⊂ Ω, we have
(4.3.2) |∂αx ∂βξ (qz(x, t.ξ) − tm(z)qz(x, ξ))| ≤ CtNKΩ′αβ(1 + ‖ξ‖)−N ,
for (x, ξ) ∈ K × Rd+1 and z ∈ Ω′. Then replacing ξ by s.ξ, s > 0, in (4.3.2) shows
that when N ≥ supz∈Ω′ ℜmˆ(z) we have
(4.3.3) |∂αx ∂βξ (sm(z)qz(x, st.ξ)− (st)m(z)qz(x, s.ξ))| ≤ CtNKΩ′αβsℜm(z)−N‖ξ‖−N
≤ CtNKΩ′αβs−1‖ξ‖−N .
for (x, ξ) ∈ K × Rd+1\0 and z ∈ Ω′.
Next, for k ∈ N let qz,k(x, ξ) = (2k)−mqz(x, 2k.ξ). Then, for any compact
K ⊂ U , any open Ω′ ⊂⊂ Ω and any integer N ≥ supz∈Ω′ ℜmˆ(z), we have
(4.3.4) |∂αx ∂βξ (qz,k+1(x, ξ)− qz,k(x, ξ))| ≤ C2NKΩ′αβ2−k‖ξ‖−N ,
for (x, ξ) ∈ K×Rd+1\0 and z ∈ Ω′. This shows that the series∑k≥0(qz,k+1−qz,k) is
convergent in Hol(Ω, C∞(U×(Rd+1\0))). Hence the sequence (qz,k)k≥0 converges in
Hol(Ω, C∞(U× (Rd+1\0))) to some family (pz)z∈Ω. In fact, taking s = 2k in (4.3.3)
and letting k →∞ with t fixed shows that qz is homogeneous of degree m(z) with
respect to the ξ-variable. Moreover, for any compact K ⊂ U , any open Ω′ ⊂⊂ Ω
and any integer N ≥ supz∈Ω′ ℜmˆ(z), we have
(4.3.5) |∂αx ∂βξ (qz − pz)(x, ξ)| ≤
∑
|∂αx ∂βξ (qz,k+1 − qz,k)(x, ξ)| ≤ C2NKΩ′αβ‖ξ‖−N ,
for (x, ξ) ∈ K×(Rd+1\0) and z ∈ Ω′, i.e. we have qz ∼ pz in the sense of (4.2.1). 
Using Lemma 4.3.2 and arguing as in the proof of Lemma 4.1.3 we get the
following characterization of holomorphic families of symbols.
Lemma 4.3.3. Let (pz)z∈Ω ∈ Hol(Ω, C∞(U×Rd+1)). Then we have equivalence:
(i) The family (pz)z∈Ω is in Hol(Ω, S∗(U × Rd+1)) and has order m(z).
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(ii) For j = 0, 1, . . . there exists (qj,z)z∈Ω ∈ Hol(Ω, Sah(U × Rd+1)) almost ho-
mogeneous of degree m(z)−j so that we have pz ∼
∑
j≥0 qj,z in the sense of (4.2.1).
Next, it is shown in [BG, Sect. 12] that, as for homogeneous symbols in (3.1.16)–
(3.1.19), there is a continuous bilinear product,
(4.3.6) ∗ : Sk1
||
(U × Rd+1)× Sk2
||
(U × Rd+1) −→ Sk1+k2
||
(U × Rd+1),
which is homogeneous in the sense that, for any λ ∈ R, we have
(4.3.7) (p1 ∗ p2)λ = p1,λ ∗ p2,λ, pj ∈ Skj|| (U × Rd+1).
This product is related to the product of homogeneous symbols as follows.
Lemma 4.3.4 ([BG, Sect. 13]). For j = 1, 2 let pj ∈ Smj (U × Rd+1) have
principal symbol pmj ∈ Smj (U × Rd+1). Then p1 ∗ p1 lies in Sm1+m2(U × Rd+1)
and has principal symbol pm1 ∗ pm2 .
Furthermore, this product is holomorphic, for we have:
Lemma 4.3.5. For j = 1, 2 let (pj,z)z∈Ω ⊂ S∗(U × Rd+1) be a holomorphic
family of symbols. Then (p1,z ∗ p2,z)z∈Ω is a holomorphic family of symbols as well.
Proof. For j = 1, 2 let mj(z) be the order of pj,z. Since m1(z) and m2(z)
are holomorphic functions, possibly by shrinking Ω, we may assume that we have
supz∈Ωmj(z) ≤ k <∞, so that the families (pj,z)z∈Ω are in Hol(Ω, Sk‖ (U ×Rd+1)).
As ∗ gives rise to a continuous C-bilinear map from Sk‖ (U ×Rd+1)×Sk‖ (U ×Rd+1)
to S2k‖ (U × Rd+1) we see that p1,z ∗ p2,z is in Hol(Ω, S2k‖ (U × Rd+1)), hence is in
Hol(Ω, C∞(U × Rd+1)).
Now, assume that pj,z, j = 1, 2, is almost homogeneous of degree mj(z). Then
using (4.3.7) we see that for λ > 0 the symbol (p1,z ∗p2,z)λ−λm1(z)+m2(z)p1,z ∗p2,z
is equal to
(4.3.8) p1,z,λ ∗ p1,z,λ − λm1(z)+m2(z)p1,z ∗ p2,z
= (p1,z,λ − λm1(z)p1,z) ∗ p2,z + λm1(z)p1,z,λ ∗ (p2,z,λ − λm2(z)p2,z).
As (p1,z,λ−λm1(z)p1,z)z∈Ω and (p2,z,λ−λm2(z)p2,z)z∈Ω are holomorphic families with
values in S−∞(U×Rd+1), combining this with the analyticity of ∗ on S∗
||
(U×Rd+1)
shows that, for any λ > 0, the family (p1,z∗p2,z)λ−λm1(z)+m2(z)p1,z∗p2,z belongs to
Hol(Ω, S−∞(U×Rd+1)). Then Lemma 4.3.3 implies that p1,z∗p2,z is a holomorphic
family of almost homogeneous of symbols of degree m1(z) +m2(z).
In general, by Lemma 4.3.3 we have pj,z ∼
∑
l≥0 pj,z,l, with (pj,z,l)z∈Ω in
Hol(Ω, S∗ah(U × Rd+1)) of degree mj(z)− l and ∼ taken in the sense of (4.2.1). In
particular, for any integer N we have pj,z is equal to
∑
l<N pj,z,l modulo a family
in Hol(Ω, Sk−N‖ (U × Rd+1)). Thus,
(4.3.9) p1,z ∗ p2,z =
∑
l+p<N
p1,z,l ∗ p2,z,p mod Hol(Ω, S2k−N‖ (U × Rd+1)).
As explained above (p1,z,l∗p2,z,p)z∈Ω is a holomorphic family of almost homogeneous
of symbols of degree m1(z) +m2(z)− l− p. It then follows from Lemma 4.3.3 that
(p1,z ∗ p2,z)z∈Ω is a holomorphic family of symbols. 
We are now ready to prove:
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Proposition 4.3.6. For j = 1, 2 let (Pj,z)z∈Ω be in Hol(Ω,Ψ∗H(U)) and suppose
that at least one the families (P1,z)z∈Ω or (P2,z)z∈Ω is uniformly properly supported.
Then the family (P1,zP2,z)z∈Ω is a holomorphic family of ΨHDO’s.
Proof. By assumption (P1,z)z∈Ω or (P2,z)z∈Ω is uniformly properly supported,
so by Proposition 4.2.7 it gives rise to holomorphic families with values in L(C∞(U))
and L(E ′(U)). Moreover, Proposition 4.2.7 tells us that the other family at least
coincides with a uniformly properly supported holomorphic family of ΨHDO’s up to
a holomorphic family of smoothing operators. It thus follows that (P1,zP2,z)z∈Ω is
the product of two uniformly properly supported holomorphic families of ΨHDO’s
up to a holomorphic families of smoothing operators.
As a consequence of this we may assume that the families (P1,z)z∈Ω and
(P2,z)z∈Ω are both uniformly properly supported. Thanks to (4.2.8) this allows
us to write
(4.3.10) P1,zP2,z =
∑
i≥0
ϕiP1,zψiP2,z,
where (ϕi)i≥0 ⊂ C∞c (U) and (ψi)i≥0 ⊂ C∞c (U) are locally finite families such that
(ϕi) is a partition of the unity and ψi = 1 near suppϕi.
Next, for j = 1, 2 let us write Pj,z = pj,z(x,−iX) + Rj,z, with (pj,z)z∈Ω in
Hol(Ω, S∗(U×Rd+1)) and (Rj,z)z∈Ω in Hol(Ω,Ψ−∞(U)). Since by Proposition 4.2.5
each family (pj,z(x,−iX))z∈Ω is holomorphic with values in L(C∞c (U), C∞(U)) and
L(E ′(U),D′(U)) using (4.3.10) we see that
(4.3.11) P1,zP2,z =
∑
ϕip1,z(x,−iX)ψip2,z(x,−iX) mod Hol(Ω,Ψ−∞(U)).
At this stage we make appeal to:
Lemma 4.3.7 ([BG, Prop. 14.45]). For j = 1, 2 let pj ∈ Skj|| (U ×Rd+1) and let
ψ ∈ C∞c (U). Then:
(4.3.12) p1(x,−iX)ψp2(x,−iX) = p1#ψp2(x,−iX),
where #ψ is a continuous bilinear map from S
k1
|| (U × Rd+1) × Sk2|| (U × Rd+1) to
Sk1+k2|| (U × Rd+1). Moreover, for any integer N ≥ 1 we have
(4.3.13) p1#ψp2 =
∑
j<N
(j)∑
αβγδ
hαβγδψ(D
δ
ξp1) ∗ (ξγ∂αx ∂βξ p2) +RN,ψ(p1, p2),
where the notation is the same as that of Proposition 3.1.9 and RN,ψ is a continuous
bilinear map from Sk1|| (U × Rd+1)× Sk2|| (U × Rd+1) to Sk1+k2−N|| (U × Rd+1).
Remark 4.3.8. The continuity content of Lemma 4.3.7 is not explicitly stated
in Proposition 14.45 of [BG], but it follow from its proof or from a standard use of
the closed graph theorem.
Now, thanks to Lemma 4.3.7 we have
(4.3.14) P1,zP2,z = pz(x,−iX) +Rz, pz =
∑
ϕip1,z#ψip2,z.
Furthermore, possibly by shrinking Ω, we may assume that there is a real k such
that for j = 1, 2 we have ℜordpj,z ≤ k for any z ∈ Ω. Then the continuity contents
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of Lemma 4.3.7 imply that (pz)z∈Ω belongs to Hol(Ω, S2k|| (U × Rd+1)) and for any
integer N ≥ 1 we can write
(4.3.15) pz =
∑
r<N
qr,z +RN,z, qj,z =
(r−s−t)∑
αβγδ
hαβγδ(D
δ
ξp1,z) ∗ (ξγ∂αx ∂βξ p2,z),
where (RN,z)z∈Ω := (
∑
i≥0 ϕiRN,ψi(p1,z, p2,z))z∈Ω is in Hol(Ω, S
2k−N
‖ (U × Rd+1)).
Thanks to Lemma 4.3.5 the family (qr,z)z∈Ω is in Hol(Ω, S∗(U × Rd+1)) and has
order m1(z)+m2(z)− r. Therefore, we have pz ∼
∑
j≥0 qj,z in the sense of (4.2.1),
which by Lemma 4.3.5 implies that (pz)z∈Ω belongs to Hol(Ω, S∗(U×Rd+1)). Com-
bining this with (4.3.14) then shows that (P1,zP2,z)z∈Ω is a holomorphic family of
ΨHDO’s. 
4.4. Kernel characterization of holomorphic families of ΨDO’s
We shall now give a characterization of holomorphic families of ΨHDO’s in
terms of holomorphic families with values in K∗(U × Rd+1). Since the latter is
defined in terms of asymptotic expansions involving distributions in K∗(U ×Rd+1)
a difficulty occurs, since for a family (Kz)z∈Ω ⊂ K∗(U × Rd+1) logarithmic singu-
larities may appear as the order of Kz crosses non-negative integer values.
This issue is resolved by making use of holomorphic families of almost homo-
geneous distributions as follows.
Definition 4.4.1. A family (Kz)z∈Ω ⊂ K∗ah(U × Rd+1) is holomorphic when:
(i) The degree m(z) of Kz is a holomorphic function on Ω;
(ii) The family (Kz)z∈Ω belongs to Hol(Ω, C∞(U)⊗D′reg(Rd+1));
(iii) For any λ > 0 the family {Kz(x, λ.y)−λm(z)Kz(x, y)}z∈Ω is a holomorphic
family with values in C∞(U × Rd+1).
We let Hol(Ω,K∗ah(U ×Rd+1)) denote the set of holomorphic families of almost
homogeneous distributions.
Lemma 4.4.2. Let (Kz)z∈Ω ∈ Hol(Ω, C∞(U) ⊗ D′reg(Rd+1)). Then we have
equivalence:
(i) The family (Kz)z∈Ω belongs to Hol(Ω,K∗ah(U×Rd+1)) and has degree m(z).
(ii) We can put (Kz)z∈Ω into the form,
(4.4.1) Kz(x, y) = pˇz,ξ→y(x, y) +Rz(x, y), z ∈ Ω,
with (pz)z∈Ω in Hol(Ω, S∗ah(U × Rd+1)) of degree mˆ(z) := −(m(z) + d + 2) and
(Rz)z∈Ω in Hol(Ω, C∞(U × Rd+1)).
Proof. Assume that (Kz)z∈Ω belongs to Hol(Ω,K∗ah(U × Rd+1)) and has de-
gree m(z). Let ϕ ∈ C∞c (U × Rd+1) be such that ϕ(y) = 1 near y = 0 and define
pz = (ϕ(y)Kz(x, y))y→ξ. As (ϕ(y)Kz(x, y))z∈Ω is in Hol(Ω, C∞(U) ⊗ E ′L(Rd+1))
with L = suppϕ, we see that (pz)z∈Ω belongs to Hol(Ω, C∞(U × Rd+1)). More-
over, since ((1 − ϕ(y))Kz(x, y))z∈Ω is in Hol(Ω, C∞(U × Rd+1)) we also see that
Kz(x, y) = pˇz,ξ→y(x, y) modulo Hol(Ω, C∞(U × Rd+1)).
On the other hand, it follows from (3.1.23) that for any λ > 0 the symbol
λ−(d+2)(pz(x, λ.ξ) − λmˆ(z)pz(x, ξ)) is equal to
(4.4.2) [(ϕ(λ−1.y)− ϕ(y))Kz(x, λ−1.y) + ϕ(y)(Kz(x, λ−1.y)− λ−mKz(x, y))]∧y→ξ.
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This is the Fourier transform with respect to y of a holomorphic family with values
in C∞c (U × Rd+1), so it belongs to Hol(Ω, S−∞(U × Rd+1)).
Combining all this with Lemma 4.3.2 shows that (pz)z∈Ω is a family of almost
homogeneous symbols of degree mˆ(z).
Conversely, let (pz)z∈Ω ∈ Hol(Ω, S∗ah(U×Rd+1)) have degree mˆ(z). Possibly by
shrinking Ω we may assume that we have supz∈Ωℜmˆ(z) ≤ k <∞. Then the family
(pz)z∈Ω belongs to Hol(Ω, Sk||(U × Rd+1)), hence to Hol(Ω, Sk1
2
1
2
(U × Rd+1)). As
mentioned in the proof of Proposition 4.2.5, the map q(x, ξ)→ qˇξ→y(x, y) is analytic
from Sk1
2
1
2
(U×Rd+1) to C∞(U)⊗D′reg(Rd+1), so (pˇz,ξ→y)z∈Ω is a holomorphic family
with values in C∞(U)⊗ˆD′reg(Rd+1).
Next, using (3.1.23) we see that, for any λ > 0, we have
(4.4.3) pˇz,ξ→y(x, λ.y)− λm(z)pˇz,ξ→y(x, y) = [pz(x, λ−1.ξ)− λ−mˆ(z)pz(x, ξ)]∧ξ→y .
Since by Lemma 4.3.2 the r.h.s. of (4.4.3) is the inverse Fourier transform with
respect to ξ of an element of Hol(Ω, S−∞(U × Rd+1)), we see that the family
{pˇz,ξ→y(x, λ.y) − λm(z)pˇz,ξ→y(x, y)}z∈Ω is contained in Hol(Ω, C∞(U × Rd+1)). It
then follows that (pˇz,ξ→y)z∈Ω is a holomorphic family of almost homogeneous dis-
tributions of degree m(z). 
Definition 4.4.3. A family (Kz)z∈Ω ⊂ K∗(U × Rd+1) is holomorphic when:
(i) The order mz of Kz is a holomorphic function of z;
(ii) For j = 0, 1, .. there exists (Kj,z) ∈ Hol(Ω,K∗ah(U×Rd+1)) of degreem(z)+j
such that Kz ∼
∑
j≥0Kj,z in the sense that, for any open Ω
′ ⊂⊂ Ω and any integer
N , as soon as J is large enough we have
(4.4.4) Kz −
∑
j≤J
Kz,mz+j ∈ Hol(Ω′, CN (U × Rd+1)).
Proposition 4.4.4. For a family (Kz)z∈Ω ⊂ K∗(U × Rd+1) the following are
equivalent:
(i) The family (Kz)z∈Ω is holomorphic and has order m(z).
(ii) We can put (Kz)z∈Ω into the form,
(4.4.5) Kz(x, y) = (pz)
∨
ξ→y(x, y) +Rz(x, y),
for some family (pz)z∈Ω ∈ Hol(Ω, S∗(U ×Rd+1)) of order mˆ(z) := −(m(z)+ d+2)
and some family (Rz)z∈Ω ∈ Hol(Ω, C∞(U × Rd+1)).
Proof. Assume that (Kz)z∈Ω is in Hol(Ω,K∗(U ×Rd+1)). Let ϕ ∈ C∞(Rd+1)
be such that ϕ(y) = 1 near y = 0 and for z ∈ Ω set pz = (ϕ(y)Kz(x, y))∧y→ξ.
Since (Kz)z∈Ω lies in Hol(Ω, C∞(U)⊗ˆD′reg(Rd+1)) we see that (pz)z∈Ω belongs to
Hol(Ω, C∞(U × Rd+1)) and we have
(4.4.6) Kz(x, y) = (pz)
∨
ξ→y(x, y) + (1− ϕ(y))Kz(x, y)
= (pz)
∨
ξ→y(x, y) mod Hol(Ω, C
∞(U × U)).
Let us write Kz ∼
∑
j≥0Kj,z with (Kj,z)z∈Ω ∈ Hol(Ω,K∗ah(U × Rd+1)) of
degree mˆ(z) + j and ∼ taken in the sense of (4.4.4) and for j = 0, 1, . . . define
pj,z = (ϕ(y)Kj,z)z∈Ω. Then arguing as in the proof of Lemma 4.4.2 shows that
(pj,z)z∈Ω is a family in Hol(Ω, S∗ah(U × Rd+1)) of degree mˆ(z)− j.
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Next, in the sense of (4.4.4) we have (pz)
∨
ξ→y(x, y) ∼
∑
j≥0(pj,z)
∨
ξ→y(x, y).
Under the Fourier transform with respect to y this shows that, for any compact
L ⊂ U , any integer N and any open Ω′ ⊂⊂ Ω, as soon as J is large enough we have
estimates,
(4.4.7) |∂αx ∂βξ (pz −
∑
j≤J
(ϕ(y)Kj,z(x, y))
∧
y→ξ)(x, ξ)| ≤ CΩ′NJLαβ(1 + |ξ|2)−[N/2],
for (x, ξ) ∈ L × Rd+1 and z ∈ Ω′. Hence pz ∼
∑
j≥0 pj,z in the sense of (4.2.1).
It thus follows that (pz)z∈Ω is in Hol(Ω, S∗(U × Rd+1)) and has order mˆ(z), so
using (4.4.6) we see that the family (Kz)z∈Ω is of the form (4.4.5).
Conversely, assume that Kz(x, y) = (pz)
∨
ξ→y(x, y) + Rz(x, y) with (pz)z∈Ω in
Hol(Ω, S∗(U × Rd+1)) of order mˆ(z) and (Rz)z∈Ω in Hol(Ω, C∞(U × Rd+1)). By
Lemma 4.3.3 we have pz ∼
∑
j≥0 pj,z with (pj,z)z∈Ω ∈ Hol(Ω, S∗ah(U × Rd+1)) of
degree m(z) − j and ∼ taken in the sense of (4.2.1). Thus, under the inverse
Fourier transform with respect to ξ, we have (pz)
∨
ξ→y ∼
∑
j≥0(pj,z)
∨
ξ→y in the sense
of (4.4.4). As Lemma 4.4.2 tells us that ((pj,z)
∨
ξ→y)z∈Ω is a holomorphic family of
almost homogeneous distributions of degree mˆ(z) + j, it follows that ((pz)
∨
ξ→y)z∈Ω
belongs to Hol(Ω,K∗(U × Rd+1)) and has order mˆ(z). Since (Kz)z∈Ω agrees with
((pz)
∨
ξ→y)z∈Ω up to an element of Hol(Ω, C
∞(U × U)), we see that (Kz)z∈Ω is a
holomorphic family with values in K∗(U × Rd+1). 
We are now ready to prove the kernel characterization of holomorphic families
of ΨHDO’s. As before for x ∈ U we let ψx and εx respectively denote the coordinate
changes to the privileged coordinates and Heisenberg coordinates at x.
Proposition 4.4.5. Let (Pz)z∈Ω ∈ Hol(Ω,L(C∞c (U), C∞(U))) have distribu-
tion kernel kPz (x, y). Then the following are equivalent:
(i) The family (Pz)z∈Ω is a holomorphic family of ΨHDO’s of order m(z).
(ii) We can put kPz (x, y) in the form,
(4.4.8) kPz (x, y) = |ψ′x|Pz(x,−εx(y)) +Rz(x, y),
with (Kz)z∈Ω in Hol(Ω,K∗(U × Rd+1)) of order mˆ(z) := −(m(z) + d + 2) and
(Rz)z∈Ω in Hol(Ω, C∞(U × U)).
(iii) We can put kPz (x, y) in the form,
(4.4.9) kPz (x, y) = |ε′x|Pz(x,−εx(y)) +Rz(x, y).
with (KPz )z∈Ω in Hol(Ω,K∗(U × Rd+1)) of order mˆ(z) := −(m(z) + d + 2) and
(Rz)z∈Ω in Hol(Ω, C∞(U × U)).
Proof. First, it follows from (3.1.27) and Proposition 4.4.4 that (i) and (ii)
are equivalent.
Next, for x ∈ U let φx denote the transition map from the privileged coordinates
at x to the Heisenberg coordinates at x. Recall that this gives rise to an action on
distributions on U × Rd+1 given by
(4.4.10) K(x, y) −→ φ∗xK(x, y), φ∗xK(x, y) = K(x, φ−1x (y)).
Since φx depends smoothly on x, this action gives rise to continuous linear
isomorphisms of CN (U×Rd+1), N ≥ 0, and C∞(U×Rd+1) onto themselves, hence
to analytic isomorphisms. Moreover, since φx(0) = 0 this also yields an analytic
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isomorphism of C∞(U)⊗ˆD′reg(Rd+1) onto itself. Combining this with the homo-
geneity property (3.1.32) we then deduce that (4.4.10) induces linear isomorphisms
of Hol(Ω,K∗ah(U × Rd+1)) and Hol(Ω,K∗(U × Rd+1)) onto themselves. Together
with (3.1.29) this shows that the statements (ii) and (iii) are equivalent. 
4.5. Holomorphic families of ΨDO’s on a general Heisenberg manifold
Let us now define holomorphic families of ΨHDO’s a general Heisenberg man-
ifold. To this end we will need the following lemma.
Lemma 4.5.1. Let (Kz)z∈Ω ∈ Hol(Ω,K ∗ (U × Rd+1)) and assume there exists
an integer N such that infz∈ΩℜordKz ≥ 2N . Then the family (Kz)z∈Ω is contained
in Hol(Ω, CN (U × Rd+1)).
Proof. Thanks to Proposition 4.4.5 we may assume that Kz is of the form
Kz(x, y) = pˇz,ξ→y(x, y) with (pz)z∈Ω in Hol(Ω, S∗(U×Rd+1)). Since by assumption
we have −(ℜordpz + d + 2) = ℜordKz ≥ 2N we see that (pz)z∈Ω is contained
in Hol(Ω, S
−(2N+d+2)
|| (U × Rd+1)). Since the map p → pˇξ→y is continuous from
S
−(2N+d+2)
|| (U×Rd+1) to C∞(U)⊗ˆCN (U×Rd+1) (see Lemma A.1 in Appendix A),
it follows that (Kz)z∈Ω lies in Hol(Ω, CN (U × Rd+1)). 
Proposition 4.5.2. Let U˜ be an open subset of Rd+1 together with a hyper-
plane bundle H˜ ⊂ T U˜ and a H˜-frame of T U˜ and let φ : (U,H) → (U˜ , H˜) be a
Heisenberg diffeomorphism. Then for any family (P˜z)z∈Ω ∈ Hol(Ω,Ψ∗H˜(U˜)) the
family (Pz)z∈Ω := (φ∗P˜z)z∈Ω is contained in Hol(Ω,Ψ∗H(U)).
Proof. For x ∈ U and x˜ ∈ U˜ let εx and ε˜x˜ denote the coordinate changes to
the Heisenberg coordinates at x and x˜ respectively. Then by Proposition 4.4.5 the
distribution kernel kP˜z (x˜, y˜) of P˜z is of the form
(4.5.1) kP˜z (x˜, y˜) = |ε˜′x˜|KP˜z(x˜,−ε˜x˜(y˜)) + R˜z(x˜, y˜),
with (KP˜z )z∈Ω in Hol(Ω,K∗(U˜ × U˜)) and (R˜z)z∈Ω in Hol(Ω, C∞(U˜ ×Rd+1)). Then
the proof of Proposition 3.1.18 in Appendix A shows that the distribution kernel
kPz (x, y) of Pz takes the form,
(4.5.2) kPz (x, y) = |ε′x|KPz(x,−εx(y))
+ (1 − χ(x,−εx(y)))|ε˜′φ(x)|KP˜z (φ(x),−ε˜φ(x)(φ(y))) + R˜z(φ(x), φ(y)),
where we have let
KPz(x, y) = χ(x, y)|∂yΦ(x, y)|KP˜z (φ(x),Φ(x, y)),(4.5.3)
Φ(x, y) = −ε˜φ(x) ◦ φ ◦ ε−1x (−y),(4.5.4)
and the function χ(x, y) ∈ C∞(U × Rd+1) has a supported contained in the open
U = {(x, y) ∈ U × Rd+1; ε−1x (−y) ∈ U}, is properly supported with respect to x
and is such that χ(x, y) = 1 near U × {0}. In particular, we have
(4.5.5) kPz (x, y) = |ε′x|KPz (x,−εx(y)) mod Hol(Ω, C∞(U × U)).
Let us now prove that (KPz)z∈Ω belongs to Hol(Ω,K∗(U×Rd+1)). To this end,
possibly by shrinking Ω, we may assume that infz∈Ωℜmˆ(z) ≥ µ > −∞. Moreover,
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the proof of Proposition 3.1.18 in Appendix A also shows that for any integer N
we have
KPz(x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
Kαβ,z(x, y) +
3∑
j=1
R
(j)
N,z(x, y),(4.5.6)
Kαβ,z(x, y) = aαβ(x)y
β(∂αy˜KP˜z)(φ(x), φ
′
H (x)y),(4.5.7)
where the smooth functions aαβ(x) are as in Proposition 3.1.18 and the remainder
terms R
(j)
N,z(x, y), j = 1, 2, 3, take the forms:
- R
(2)
N,z(x, y) =
∑
〈α〉<N
∑
〈β〉=˙32N rMα(x, y)y
β(∂αy˜KP˜z)(φ(x), φ
′
H (x)y) for some
functions rαβ(x, y) in C
∞(U × Rd+1);
- R
(3)
N,z(x, y) =
∑
〈α〉=N
∑
〈β〉=˙ 32N
∫ 1
0
rαβ(t, x, y)(y˜
β∂αy˜KP˜z)(φ(x), tΦ(x, y) + (1 −
t)φ′H(x)y)dt, for some functions rαβ(t, x, y) in C
∞([0, 1]× U × Rd+1);
- R
(3)
N,z(x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N (1− χ(x, y))Kαβ,z(x, y).
Observe that the map Φ(x, y) = (φ(x), φ′H (x)y) is a smooth diffeomorphism
from U × Rd+1 onto U˜ × Rd+1 such that Φ(x, 0) = (φ(x), 0) and for any λ ∈ R
we have Φ(x, λ.y) = (φ(x), λ.φ′H (x)y), so along similar lines as that of the proof of
Proposition 4.4.5 we can prove that the map
(4.5.8) D′(U × Rd+1) ∋ K(x, y) −→ K(φ(x), φ′H (x)y) ∈ D′(U˜ × Rd+1)
gives rise to a linear map from Hol(Ω,K∗(U × Rd+1)) to Hol(Ω,K∗(U˜ × Rd+1))
preserving the order. Therefore (Kαβ,z(x, y))z∈Ω is in Hol(Ω,K∗(U˜ × Rd+1)) and
has order mˆ(z)+〈β〉−〈α〉. Incidentally (R(3)N,z)z∈Ω belongs to Hol(Ω, C∞(U×Rd+1)).
On the other hand, if 32 〈α〉 ≤ 〈β〉=˙ 32N then the order mˆαβ(z) = mˆ(z)+〈β〉−〈α〉 of
y˜β∂αy˜KP˜z is such that ℜmˆαβ(z) ≥ ℜmˆ(z) + 13 〈β〉 ≥ µ+ N2 . Therefore, Lemma 4.5.1
implies that, for any integer J , as soon as N is large enough (y˜β∂αy˜KP˜z)z∈Ω is in
Hol(Ω, CJ (U˜ × Rd+1)), so that remainder terms (R(2)N,z)z∈Ω and (R(3)N,z)z∈Ω are in
Hol(Ω, CJ (U × Rd+1)).
All this shows that we have KPz(x, y) ∼
∑
3
2 〈α〉≤〈β〉Kαβ,z(x, y) in the sense
of (4.4.4), which implies that (KPz )z∈Ω belongs to Hol(Ω,K∗(U ×Rd+1)). Combin-
ing this with (4.5.5) and Proposition 4.4.5 then shows that (Pz)z∈Ω is a holomorphic
family of ΨHDO’s. 
Now, let (Md+1, H) be a Heisenberg manifold and let E be a smooth vector
bundle over M . Then Proposition 4.5.2 allows us to define holomorphic families
with values in Ψ∗H(M, E) as follows.
Definition 4.5.3. A family (Pz)z∈Ω ⊂ Ψ∗H(M, E) is holomorphic when:
(i) The order m(z) of Pz is a holomorphic function of z;
(ii) For ϕ and ψ in C∞c (M) with disjoint supports (ϕPzψ)z∈Ω is a holomorphic
family of smoothing operators, i.e., is given by a holomorphic family of smooth
distribution kernels);
(iii) For any trivialization τ : E|U → U × Cr over a local Heisenberg chart
κ : U → V ⊂ Rd+1 the family (κ∗τ∗(Pz|U ))z∈Ω belongs to Hol(Ω,Ψ∗H(V,Cr)) :=
Hol(Ω,Ψ∗H(V ))⊗ EndCr.
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All the preceding properties of holomorphic families of ΨHDO’s on an open
subset of Rd+1 hold verbatim for holomorphic families with values in Ψ∗H(M, E).
Moreover, we have:
Proposition 4.5.4. The principal symbol map σ∗ : Ψ∗H(M, E) → S∗(g∗M, E)
is analytic, in the sense that for any holomorphic family (Pz)z∈Ω ⊂ Ψ∗H(M, E) the
family of symbols (σ∗(Pz))z∈Ω is in Hol(Ω, C∞(g∗M \ 0,EndE)).
Proof. Let (Pz)z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic family of ΨHDO’s of
order m(z) and let us show that the family of symbols (σ∗(Pz))z∈Ω belongs to
Hol(Ω, C∞(g∗M \ 0,EndE)). Since this a purely local issue we may as well as-
sume that (Pz)z∈Ω is a holomorphic family of scalar ΨHDO’s on a local trivializing
Heisenberg chart U ⊂ Rd+1.
By Proposition 4.4.5 we can put the distribution kernel of Pz into the form,
(4.5.9) kPz (x, y) = |ε′x|KPz(x,−εx(y)) +Rz(x, y),
with (KPz)z∈Ω ∈ Hol(Ω,K∗(U × Rd+1)) of order mˆ(z) = −(m(z) + d + 2) and
(Rz)z∈Ω ∈ Hol(Ω, C∞(U × U)). Let ϕ ∈ C∞(Rd+1) be such that ϕ(y) = 1 near
y = 0 and let pz = (ϕ(y)KPz (x, y))
∧
ξ→y . Then the proof of Proposition 4.4.4 shows
that (pz)z∈Ω is a holomorphic family of symbols. Moreover, we have
(4.5.10) KPz (x, y) = (pz)
∨
ξ→y(x, y) + (1− ϕ(y))KPz (x, y)
= (pz)
∨
ξ→y(x, y) mod Hol(Ω, C
∞(U × U)).
Let z ∈ Ω and let Kmˆ(z) ∈ Kmˆ(z)(U × Rd+1) be the principal kernel of KPz .
Then (4.5.10) and Proposition 3.1.14 show that the leading symbol of pz is the
restriction to U×(Rd+1\0) of (Kmˆ(z))∧y→ξ. Since the latter is equal to σm(z)(Pz), we
see that the leading symbol of pz is just σm(z)(Pz). Since (pz)z∈Ω is a holomorphic
family of symbols it then follows from Remark 4.2.2 that the family (σm(z)(Pz))z∈Ω
belongs to Hol(Ω, C∞(U × (Rd+1\0))). The proof is thus achieved. 
4.6. Transposes and adjoints of holomorphic families of ΨHDO’s
Let us now look at the analyticity and anti-analyticity of transposes and ad-
joints of holomorphic family of ΨHDO’s.
Proposition 4.6.1. Let (Pz)z∈Ω ∈ Hol(Ω,Ψ∗H(M, E)). Then the transpose
family (P tz) ⊂ Ψ∗H(M, E∗) is a holomorphic family of ΨHDO’s.
Proof. For z ∈ Ω let kPz (x, y) denote the distribution kernel of Pz. The
distribution kernel of P tz is kPz (x, y) = kPz(y, x)
t, hence is represented outside the
diagonal by a holomorphic family of smooth kernels. Therefore, we need only to
prove the statement for a holomorphic family of scalar ΨHDO’s on a Heisenberg
chart U ⊂ Rd+1, as we shall now suppose that the family (Pz)z∈Ω is. In addition,
there is no loss of generality in assuming that the order m(z) of Pz is such that
there exists µ ∈ R so that ℜmˆ(z) ≥ µ for any z ∈ Ω.
Next, thanks to Proposition 4.4.5 the kernel of Pz is of the form
(4.6.1) kPz = |ε′x|KPz(x,−εx(y)) +Rz(x, y),
with (KPz )z∈Ω in Hol(Ω,K∗(U ×Rd+1)) and (Rz)z∈Ω in Hol(Ω, C∞(U ×U)). Then
the proof of Proposition 3.1.21 in Appendix B shows that kPz (x, y) is equal to
(4.6.2) |ε′x|KP tz (x,−εx(y)) + (1− χ(x,−εx(y)))|ε′y |KPz(y,−εy(x)) +Rz(y, x),
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where we have let
(4.6.3) KP tz (x, y) = χ(x, y)|ε′x|−1|ε′y|KPz (ε−1x (−y),−εε−1x (−y)(x)),
and the function χ(x, y) ∈ C∞(U × Rd+1) has a support contained in the open
subset U = {(x, y) ∈ U × Rd+1; ε−1x (−y) ∈ U}, is properly supported with respect
x and is equal to 1 near U × {0}. In particular, we have
(4.6.4) kP tz (x, y) = |ε′x|KP tz (x,−εx(y)) mod Hol(Ω, C∞(U × U)).
Moreover, it follows from the proof of Proposition 3.1.21 in Appendix B that
for any integer N we can write
KP tz (x, y) =
(N)∑
α,β,γ,δ
Kαβγδ,z +
4∑
j=1
RN,z(x, y),(4.6.5)
Kαβγδ,z = aαβγδ(x)y
β+δ(∂γx∂
α
yKPz)(x,−y),(4.6.6)
where the smooth functions aαβγδ(x) are as in Proposition 3.1.21, the summation
goes over all the multi-orders α, β, γ and δ such that 〈α〉 < N , 32 〈α〉 ≤ 〈β〉 < 32N
and |γ| ≤ |δ| ≤ 2|γ| < 2N and the remainder terms R(j)N,z(x, y) take the forms:
- R
(1)
N,z =
∑
〈α〉=N
∑
〈β〉=˙ 32 〈α〉
|ε′y|
|ε′x|
∫ 1
0
rNαβ(t, x, y)(y
β∂αyKPz)(ε
−1
x (−y),Φt(x, y)),
where the functions rNαβ(t, x, y) are in C
∞([0, 1]× U × Rd+1), the equality k=˙32 l
means that k is equal to 32 l if
3
2 l is integer and to
3
2 l+
1
2 otherwise, and we have let
Φt(x, y) = −y + t(y − εε−1x (−y)(x));
- R
(2)
N,z(x, y) =
∑
〈β〉=˙32N rNα(x, y)y
β(∂αyKPz )(ε
−1
x (−y),−y), with rNα(x, y) in
C∞(U × Rd+1);
- R
(3)
N,z(x, y) =
∑
|γ|=N
∑
N≤|δ|≤2N aαβγδ(x)y
β+δ
∫ 1
0
(1 − t)N−1(∂γx∂αyKPz )(x +
t(ε−1x (−y)− x),−y)dt, with aαβγδ(x) ∈ C∞(U);
- R
(4)
N,z(x, y) =
∑(N)
α,β,γ,δ(1 − χ(x, y))Kαβγδ,z(x, y).
Each family (Kαβγδ,z)z∈Ω belongs to Hol(Ω,K∗(U × Rd+1)). Moreover, the
remainder term R
(4)
N,z belongs to Hol(Ω, C
∞(U × Rd+1)) and, along similar lines
as that of the proof of Proposition 4.5.2, we can show that for any integer J the
other remainder terms (R
(j)
N,z)z∈Ω are in Hol(Ω, C
J (U × Rd+1)) as soon N is large
enough. Therefore, we have KP tz ∼
∑
3
2 〈α〉≤〈β〉
∑
|γ|≤|δ|≤2|γ|Kαβγδ,z in the sense
of (4.4.4), which means that KP zt belongs to Hol(Ω,K∗(U × Rd+1)). Combining
this with (4.6.4) and Proposition 4.4.5 then shows that (P tz )z∈Ω is a holomorphic
family of ΨHDO’s. 
Assume now thatM is endowed with a density> 0 and E with a Hermitian met-
ric. Then Proposition 4.6.1 allows us to carried out the proof of Proposition 3.2.12
in the setting of holomorphic families, so that we get:
Proposition 4.6.2. Let (Pz)z∈Ω ⊂ Ψ∗H(M, E) be a holomorphic family of
ΨHDO’s. Then the family (P
∗
z )z∈Ω ⊂ Ψ∗H(M, E∗) is an anti-holomorphic family
of ΨHDO’s, in the sense that (P
∗
z )z∈Ω is a holomorphic family of ΨHDO’s.
CHAPTER 5
Heat Equation and Complex Powers of
Hypoelliptic Operators
In this chapter we deal with complex powers of hypoelliptic differential opera-
tors in connection with the heat equation. Due to the lack of microlocality of the
Heisenberg we cannot carry out in the Heisenberg setting the standard approach
of Seeley [Se] to the complex powers of elliptic operators. Instead we rely on the
pseudodifferential representation of the heat kernel of [BGS], which is especially
suitable for dealing with positive differential operators.
In Section 5.1 we recall the pseudodifferential representation of the heat kernel
of an hypoelliptic operator in terms of the Volterra-Heisenberg calculus of [BGS]
and we extend to this setting the intrinsic approach of Chapter 3. We then specialize
the results to sublaplacians and integer powers of sublaplacians in Section 5.2.
In Section 5.3 we make use of the framework of Section 5.1 to prove that the
complex powers of a positive differential operators form a holomorphic family of
ΨHDO’s, provided that the principal symbol of the corresponding heat operator is
invertible in the Volterra-Heisenberg calculus.
The other two sections are devoted to applications of the above result. First,
in Section 5.4 we make use of it to extend Theorem 3.3.18 to non-integer ΨHDO’s
and to show that the invertibility of the principal symbol of the heat operator is
implied by the Rockland condition when the bracket condition H + [H,H ] = TM
holds.
Second, in Section 5.5 we construct the weighted Sobolev spacesW sH(M, E) and
check their main properties. In particular, we prove that they yield sharp regularity
results for ΨHDO’s.
Throughout this chapter we let (Md+1, H) be a compact Heisenberg manifold
equipped with a (smooth) density > 0 and let E be a Hermitian vector bundle over
M of rank r.
5.1. Pseudodifferential representation of the heat kernel
In this section we recall the pseudodifferential representation of the heat kernel
of a hypoelliptic operator of [BGS], which extends to the Heisenberg setting the
approach to the heat kernel asymptotics of [Gre].
Let P : C∞(M, E)→ C∞(M, E) be a differential operator of even (Heisenberg)
order v which is selfadjoint and bounded from below. We also assume that the
principal symbol of P is an invertible principal symbol, which by Theorem 3.3.18
is equivalent to say that P satisfies the Rockland condition at every point. In
particular, P is hypoelliptic with gain of v2 -derivatives by Theorem 3.3.1.
Since P is bounded from below it generates on L2(M, E) a heat semigroup e−tP ,
t ≥ 0. In fact, the hypoellipticity implies for t > 0 the operator e−tP is smoothing,
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i.e., is given a smooth kernel kt(x, y) in C
∞(M × M, E ⊠ (E ⊗ |Λ|(M))), where
|Λ|(M) denotes the bundle of densities on M .
On the other hand, the heat semi-group allows us to invert the heat equation.
Indeed, the operator given by
(5.1.1) Q0f(x, t) =
∫ ∞
0
e−sP f(x, t− s)dt, f ∈ C∞c (M × R, E),
maps continuously C∞c (M×R, E) into C0(R, L2(M, E)) ⊂ D(M×R, E) and satisfies
(5.1.2) (P + ∂t)Q0f = Q0(P + ∂t)f = f ∀f ∈ C∞c (M × R, E).
Notice that the operator Q0 has the Volterra property of [Pi], i.e., it is transla-
tion invariant and satisfies the causality principle with respect to the time variable,
or equivalently, has a distribution kernel of the formKQ0(x, y, t−s) withKQ0(x, y, t)
supported outside the region {t < 0}. Indeed, at the level of distribution kernels
the formula (5.1.1) implies that we have
(5.1.3) KQ0(x, y, t) =
{
kt(x, y) if t > 0,
0 if t < 0.
The above equalities are the main motivation for using pseudodifferential oper-
ators to study the heat kernel kt(x, y). The idea is to consider a class of ΨHDO’s,
the Volterra ΨHDO’s, taking into account:
(i) The aforementioned Volterra property;
(ii) The parabolic homogeneity of the heat operator P+∂t, i.e., the homogeneity
with respect to the dilations of Rd+2 = Rd+1 × R defined by
(5.1.4) λ.(ξ, τ) = (λ.ξ, λvτ), λ 6= 0.
In the sequel for g ∈ S′(Rd+2) and λ 6= 0 we let gλ denote the element of
S′(Rd+2) such that
(5.1.5) 〈gλ(ξ, τ), f(ξ, τ)〉 = |λ|−(d+2+v)〈g(ξ, τ), f(λ−1ξ, λ−vτ)〉, f ∈ S(Rd+2).
Definition 5.1.1. A distribution g ∈ S′(Rd+2) is parabolic homogeneous of
degree m, m ∈ Z, when we have gλ = λmg for any λ 6= 0.
Let C− denote the complex halfplane {ℑτ < 0} with closure C− ⊂ C. Then
we define Volterra symbols and Volterra ΨHDO’s as follows.
Definition 5.1.2. The space Sv,m(R
d+2
(v) ), m ∈ Z, consists of functions q(ξ, τ)
in C∞(Rd+2 \ 0) such that:
(i) q(λ.ξ, λvτ) = λmq(x, ξ, τ) for any λ 6= 0;
(ii) q(ξ, τ) extends to a function in C0((Rd+1 × C−) \ 0) whose restriction to
Rd+1 × C− belongs to C∞(Rd+1)⊗ˆHol(C−).
We also endow Sv,m(R
d+2
(v) ) with the Fre´chet space topology inherited from that
of C∞(Rd+2 \ 0) ∩ C0((Rd+1 × C−) \ 0) ∩ [C∞(Rd+1)⊗ˆHol(C−)].
The interest of the above definition stems from:
Lemma 5.1.3 ([BGS, Prop. 1.9]). Let q(ξ, τ) ∈ Sv,m(Rd+2(v) ). Then there exists
a unique distribution g ∈ S′(Rd+2) agreeing with q on Rd+2 \ 0 such that:
(ii) g is parabolic homogeneous of degree m;
(iii) The inverse Fourier transform gˇ(x, t) vanishes for t < 0.
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Let U be an open subset of Rd+1 together with a hyperplane bundle H ⊂ TU
and H- frame X0, . . . , Xd of TU .
Definition 5.1.4. Sv,m(U × Rd+2(v) ), m ∈ Z, consists of functions q(x, ξ, τ) in
C∞(U × (Rd+2 \ 0)) such that:
(i) q(x, λ.ξ, λvτ) = λmq(x, ξ, τ) for any λ 6= 0;
(ii) q(x, ξ, τ) extends to an element of C∞(U)⊗ˆC0((Rd+1 × C−) \ 0) whose
restriction to U × Rd+1 × C− belongs to C∞(U × Rd+1)⊗ˆHol(C−).
Definition 5.1.5. Smv (U × Rd+2(v) ), m ∈ Z, consists of functions q(x, ξ, τ)
in C∞(U × Rd+2) with an asymptotic expansion q ∼ ∑j≥0 qm−j with qm−j in
Sv,m−j(U ×Rd+2(v) ) and ∼ taken in the sense that, for any integer N and any com-
pact K ⊂ U , we have
(5.1.6) |∂αx ∂βξ ∂kτ (q −
∑
j<N
qm−j)(x, ξ, τ)| ≤ CNKαβk(‖ξ‖+ |τ |1/v)m−N−〈β〉−vk,
for x ∈ K and |ξ|+ |τ | 1v > 1.
Definition 5.1.6. Let q(x, ξ, τ) ∈ Sv,m(U × Rd+2(v) ) and let g be the distri-
bution in C∞(U)⊗ˆS′(Rd+1) be the unique homogeneous extension of q provided
by Lemma 5.1.3. Then we let qˇ(x, y, t) denote the inverse Fourier transform of
g(x, ξ, τ) with respect to the variables (ξ, τ).
Remark 5.1.7. The above definition makes sense since it follows from the
proof of Lemma 5.1.3 in [BGS] that the extension process of Lemma 5.1.3 applied
to every symbol q(x, ., .), x ∈ U , is smooth with respect to x, so really gives rise to
an element of C∞(U)⊗ˆS′(Rd+2).
Definition 5.1.8. ΨmH,v(U × R(v)), m ∈ Z, consists of continuous operators
Q : C∞c (Ux × Rt) → C∞(Ux × Rt) such that Q has the Volterra property and can
be put into the form
(5.1.7) Q = q(x,−iX,Dt) +R,
with q in Smv (U × Rd+2(v) ) and R in Ψ−∞(U × R).
Remark 5.1.9. It is immediate to extend the properties of ΨHDO’s on U
alluded to in Section 3.1 to Volterra ΨHDO’s on U × R except for the asymptotic
completeness as in Lemma 3.1.7, which is crucial for carrying out the standard
parametrix construction. The issue is that the cut-off arguments of the classical
proof the asymptotic completeness of standard ΨDO’s cannot be carried through in
Volterra setting because we require analyticity with respect to the time covariable.
A proof of the asymptotic completeness of Volterra ΨDO’s is given in [Pi], but
simpler proofs which can be carried out verbatim for Volterra ΨHDO’s can be
found in [Po5].
Let a ∈ U . Then, as for Heisenberg symbols, the convolution on the groups
G(a) × R, gives rise to a continuous bilinear product,
(5.1.8) ∗(a) : Sv,m1(Rd+2(v) )× Sv,m2(Rd+2(v) )→ Sv,m1+m2(Rd+2(v) ).
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Here again ∗a depends smoothly on a and so we get a bilinear product,
Sv,m1(U × Rd+2(v) )× Sv,m2(U × Rd+2(v) )→ Sv,m1+m2(U × Rd+2(v) ),(5.1.9)
q1 ∗ q2(x, ξ, τ) = (q1(x, ., .) ∗x q2(x, ., .))(ξ, τ), qj ∈ Sv,mj (U × Rd+2(v) ).(5.1.10)
Proposition 5.1.10. For j = 1, 2 let Qj ∈ ΨmjH,v(U × R(v)) and assume that
one of these operators is properly supported with respect to the space variable x.
Then Q1Q2 belongs to Ψ
mj
H,v(U × R(v)) and if qj ∼
∑
k≥0 qj,m−k denote the symbol
of Qj then Q1Q2 has symbol q ∼
∑
k≥0 qm1+m2−k where, using the notation of
Proposition 3.1.9, we have
(5.1.11) qm1+m2−k =
∑
k1+k2≤k
(k−k1−k2)∑
α,β,γ,δ
hαβγδ(D
δ
ξq1,m1−k1) ∗ (ξγ∂αx ∂βξ q2,m2−k2).
Remark 5.1.11. Since G(a) × R is Abelian with respect to the time variable,
the product ∗a is merely the pointwise product with respect to τ , e.g., we have
τ ∗ q = τ ∗ q = τq for any q ∈ Sv,m(U × Rd+2(v) ). In particular, the Volterra-
Heisenberg calculus, while not microlocal with respect to the space variable, is to
a large extent microlocal with respect to the time variable.
On the other hand, thanks to the Volterra property the kernels of ΨHDO’s can
be characterized as follows.
Definition 5.1.12. Kv,m(U×Rd+2(v) ), m ∈ Z, consists of distributions K(x, y, t)
in C∞(U)⊗ˆS′reg(Rd+2) such that:
(i) The support of K(x, y, t) is contained in U × Rd+1 × R+;
(ii) K(x, λ.y, λvt) = (signλ)dλmK(x, y, t) for any λ ∈ R \ 0.
Definition 5.1.13. Kmv (U×Rd+2(v) ), m ∈ Z, is the space of distributions K(x, y, t)
in D′(U×Rd+2) which admit an asymptotic expansion K ∼∑j≥0Km+j with Km+j
in Kv,m+j(U × Rd+2) and ∼ taken in the sense of (3.1.24).
In the sequel, for x ∈ U we let ψx and εx respectively denote the changes
of variable to the privileged coordinates and to the Heisenberg coordinates at x.
Then, along the same lines as that of the proofs of Proposition 3.1.15 and Propo-
sition 3.1.16, we obtain the following characterization of Volterra ΨHDO’s.
Proposition 5.1.14. Let Q : C∞c (Ux × Rt) → C∞(Ux × Rt) be a continuous
operator with distribution kernel kQ(x, t; y, s). Then the following are equivalent:
(i) The operator Q belongs to ΨmH,v(U × R);
(ii) The kernel of Q can be put into the form,
(5.1.12) kQ(x, t; y, s) = |ψ′x|K(x,−ψx(y), t− s) +R(x, y, t− s),
with K in Kmˆv (U × Rd+2(v) ), mˆ = −(m+ d+ 2 + v), and R in C∞(U × Rd+2).
(iii) The kernel of Q can be put into the form,
(5.1.13) kQ(x, t; y, s) = |ε′x|KQ(x,−εx(y), t− s) +R(x, y, t− s),
with KQ in Kmˆv (U × Rd+2(v) ), mˆ = −(m+ d+ 2 + v), and R in C∞(U × Rd+2).
An interesting consequence of Proposition 5.1.14 is the following small time
asymptotics for the kernel of a Volterra ΨHDO.
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Proposition 5.1.15 ([BGS, Thm. 4.5]). Let Q ∈ ΨmH,v(U ×R(v)) have symbol
q ∼∑j≥0 qm−j and kernel kQ(x, y, t−s). Then as t→ 0+ the following asymptotics
holds in C∞(U),
(5.1.14) kQ(x, x, t) ∼ t−
2[m
2
]+d+4
v
∑
j≥0
tj |ε′x|qˇ2[m2 ]−2j(x, 0, 1).
Let U˜ be an open subset of Rd+1 together with a hyperplane bundle H˜ ⊂ T U˜
and a H˜-frame of T U˜ and let φ : (U,H)→ (U˜ , H˜) be a Heisenberg diffeomorphism.
Then using Proposition 5.1.14 and arguing along similar lines that of the proof of
Proposition 3.1.18 allows us to prove:
Proposition 5.1.16. Let Q˜ ∈ Ψm
H˜,v
(U˜ × R(v)) and set Q = (φ ⊕ 1R)∗Q˜.
1) The operator Q belongs to ΨmH,v(U × R(v)).
2) If the distribution kernel of P˜ is of the form (5.1.13) with KQ˜(x˜, y˜, t) in
Kmˆv (U˜ ×Rd+2(v) ) then the distribution kernel of P can be written in the form (5.1.13)
with KQ(x, y, t) in Kmˆv (U × Rd+2(v) ) such that
(5.1.15) KQ(x, y, t) ∼
∑
〈β〉≥ 32 〈α〉
1
α!β!
aαβ(x)y
β(∂βy˜KQ˜)(φ(x), φ
′
H (x)y, t),
where the functions aαβ(x) are as in (3.1.36).
This allows us to define Volterra ΨHDO’s on the manifold M × R and acting
on the sections of the bundle E (or rather on the sections of the pullback of E by
the projection M × R →M , again denoted E).
Definition 5.1.17. ΨmH,v(M×R(v), E), m ∈ Z, consists of continuous operators
Q : C∞c (M × R, E)→ C∞(M × R, E) such that:
(i) Q has the Volterra property;
(ii) The distribution kernel of Q is smooth off the diagonal of (M×R)×(M×R);
(iii) For any trivialization τ : E|U → U ×Cr of E over a local Heisenberg chart
κ : U → V ⊂ Rd+1 the operator (κ⊗ id)∗τ∗(Q|U×R) belongs to ΨmH,v(V ×R(v),Cr) :=
ΨmH,v(V × R(v))⊗ EndCr.
Using Proposition 5.1.16 we can define the global principal symbol of a Volterra
ΨHDO as follows. Let g
∗M denote the dual bundle of the Lie algebra bundle gM
of M and consider the canonical projection π : g∗M × R →M .
In the sequel, depending on the context, 0 denotes either the zero section of
g∗M or the zero section of g∗M crossed with {0} ⊂ C¯−.
Definition 5.1.18. Sv,m(g
∗M ×R(v), E), m ∈ Z, consists of sections q(x, ξ, τ)
in C∞((g∗M × R) \ 0, π∗ End E) such that:
(i) q(x, λ.ξ, λvτ) = λmq(x, ξ, τ) for any λ ∈ R \ 0;
(ii) q(x, ξ, τ) extends to a section of π∗ EndE over (g∗M × C¯−) \ 0 which is
smooth with respect to the base space variable and continous with respect to the oth-
ers and which restricts on g∗M×C− to an element of C∞(g∗M,π∗ End E)⊗ˆHol(C−).
Using (5.1.15) and arguing as in the proof of Proposition 3.2.2 we get:
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Proposition 5.1.19. For any Q ∈ ΨmH,v(M ×R(v), E) there is a unique symbol
σm(Q) ∈ Sv,m(g∗M × R(v), E) such that, if in a local trivializing Heisenberg chart
U ⊂ Rd+1 we let KQ,mˆ ∈ Kmˆ(U ×Rd+1) be the leading kernel for the kernel KQ in
the form (5.1.13) for Q, then for (x, ξ, τ) ∈ U × [(Rd+1 × R) \ 0] we have
(5.1.16) σm(Q)(x, ξ, τ) = [KQ,mˆ]
∧
(y,t)→(ξ,τ)(x, ξ, τ).
Equivalently, on any trivializing Heisenberg coordinates centered at a ∈ M the
symbol σm(Q)(a, ., .) coincides with the (local) principal symbol of Q at x = 0.
Definition 5.1.20. For Q ∈ ΨmH,v(M ×R(v), E) the symbol σm(Q)(x, ξ, τ) pro-
vided by Proposition 5.1.19 is called the (global) principal symbol of Q.
Extending Definition 5.1.6 to Volterra-Heisenberg symbols on M × R we can
define the model operator of a Volterra ΨHDO as follows.
Definition 5.1.21. Let Q ∈ ΨmH,v(M × R(v), E) have principal symbol σm(Q)
and let a ∈M . Then the model operator Qa of Q at a is the left-convolution operator
by σm(Q)
∨(a, ., .), that is, Qa is the continuous endomorphism of S(GaM ×R, Ea)
such that, for any f ∈ S(GaM, Ea), we have
(5.1.17) Qaf(x, t) = 〈σm(Q)∨(a, y, t), f(x.y−1, t− s)〉.
Remark 5.1.22. The model operator Qa can be defined as an endomorphism
of S(GaM, Ea), not just as an endomorphism of S0(GaM, Ea) as in Definition 3.2.7,
because σm(Q)
∨
(ξ,τ)→(y,t)(a, ., .) makes sense as an element of S′(GaM, Ea).
Proposition 5.1.23. The group law on the fibers of GM × R gives rise to
a convolution product ∗ from Sv,m1(g∗M × R(v), E) × Sv,m2(g∗M × R(v), E) to
Sv,m1+m2(g
∗M × R(v), E) such that, for qmj ∈ Sv,mj (g∗M × R(v), E),we have
q1 ∗ q2(x, ξ, τ) = [q1(x, ., .) ∗x q2(x, ., .)](ξ, τ),(5.1.18)
where ∗x denote the convolution product for symbols on GxM × R.
In a local trivializing Heisenberg chart the symbolic calculus for Volterra ΨHDO’s
reduces the existence of a Volterra ΨHDO parametrix to the invertibility of the local
and global principal symbols. Therefore, we obtain:
Proposition 5.1.24. Let Q ∈ ΨmH,v(M × R(v), E), m ∈ Z. Then we have
equivalence:
(i) The principal symbol of Q is invertible with respect to the product (5.1.18)
of Volterra-Heisenberg symbols;
(ii) The operator Q admits a parametrix in Ψ−mH,v(M × R(v), E).
In the case of the heat operator P + ∂t, comparing a parametrix with the
inverse (5.1.1) and using (5.1.3) allows us to obtain the pseudodifferential represen-
tation of the heat kernel of P below.
Theorem 5.1.25 ([BGS, pp. 362–363]). Suppose that the principal symbol of
P + ∂t is an invertible Volterra-Heisenberg symbols. Then:
1) The heat operator P + ∂t has an inverse (P + ∂t)
−1 in Ψ−vH,v(M × R(v), E).
2) Let K(P+∂t)−1(x, y, t − s) denote the kernel of (P + ∂t)−1. Then the heat
kernel kt(x, y) of P satisfies
(5.1.19) kt(x, y) = K(P+∂t)−1(x, y, t) for t > 0.
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Combining this with Proposition 5.1.15 then gives the heat kernel asymptotics
for P in the form below.
Theorem 5.1.26 ([BGS, Thm. 5.6]). If the principal symbol of P + ∂t is an
invertible Volterra-Heisenberg symbol, then as t → 0+ the following asymptotics
holds in C∞(M, (End E)⊗ |Λ|(M)),
(5.1.20) kt(x, x) ∼ t− d+2v
∑
t
2j
v aj(P )(x), aj(P )(x) = |ε′x|(q−v−2j)∨(x, 0, 1),
where the equality on the right shows how to compute aj(P )(x) in a local trivializing
Heisenberg chart by means of the symbol q−v−2j(x, ξ, τ) of degree −v − 2j of any
parametrix of P + ∂t in Ψ
−v
H,v(M × R(v), E).
5.2. Heat equation and sublaplacians
In this section we specialize the results of the previous sections to sublaplacians
and their integer powers. In particular, we complete the treatment in [BGS] of the
heat kernel of a sublaplacian.
Throughout this section we let k be an integer ≥ 1 and we set v = 2k. In
order to deal with sublaplacians it will be convenient to enlarge the definition of
homogeneous Volterra-Heisenberg symbols as follows.
Let U ⊂ Rd+1 be a Heisenberg chart with H-frame X0, . . . , Xd and let Θ be an
open angular sector whose closure contains R and which is contained in C\ i[0,∞).
Definition 5.2.1. For m ∈ Z and N ∈ N∪{∞} we let Sv,m(U ×Rd+1×ΘN(v))
be the space of functions q(x, ξ, τ) on U × (Rd+2 \ 0) such that:
(i) q(x, ξ, τ) is C∞ on U × (Rd+2 \ 0) and near the region {τ = 0} is C∞ with
respect to x and ξ and CN with respect to τ ;
(ii) We have q(λ.ξ, λvτ) = λmq(ξ, τ) for any λ ∈ R \ 0;
(iii) q(x, ξ, τ) extends to a continuous function on U × [(Rd+1 × Θ) \ 0] whose
restriction to U × Rd+1 ×Θ belongs to C∞(Rd+1)⊗ˆHol(Θ).
In particular, when Θ = C− and N =∞ we recover the class Sv,m(U × Rd+2(v) )
defined in the previous section.
As alluded to in Remark 5.1.11 the Volterra-Heisenberg calculus is microlocal
with the respect to the time variable. As we shall now see this allow us to extend
the product for homogeneous Volterra-Heisenberg symbols to the symbols in the
class SNv,m(U × Rd+1 ×ΘN(v)).
Definition 5.2.2. S−∞(U × Rd+1 × ΘN) consists of functions q(x, ξ, τ) on
U × Rd+2 such that:
(i) q(x, ξ, τ) is smooth on U × Rd+1 × (R \ 0) and for any integer N ′, any
compact K ⊂ U and any c > 0 we have estimates,
(5.2.1) |∂αx ∂βξ ∂kτ q(x, ξ, τ)| ≤ CN ′Kcαβk(1+ |ξ|+ |τ |)−N
′
, (x, ξ) ∈ K×Rd+1, |τ | > c,
with α, β and k arbitrary.
(ii) q(x, ξ, τ) is smooth with respect to x and ξ and is CN with respect to τ near
U × Rd+1 × 0 and for any integer N ′, any compact K ⊂ U we have estimates,
(5.2.2) |∂αx ∂βξ ∂kτ q(x, ξ, τ)| ≤ CN ′Kαβk(1 + |ξ|+ |τ |)−N
′
, (x, ξ, τ) ∈ K × Rd+2,
with α and β arbitrary and with k ≤ N .
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(iii) q(x, ξ, τ) extends to a continuous function on U ×Rd+1×Θ whose restric-
tion to U × Rd+1 × Θ belongs to C∞(U × Rd+1)⊗ˆHol(Θ) and such that, for any
integer N ′ and any compact K ⊂ U , we have estimates,
(5.2.3) |∂αx ∂βξ q(x, ξ, τ)| ≤ CN ′Kαβ(1 + |ξ|+ |τ |)−N
′
, (x, ξ, τ) ∈ K × Rd+1 ×Θ,
with α and β arbitrary.
Definition 5.2.3. Smah,v(U×Rd+1×ΘN), m ∈ Z, consists of functions q(x, ξ, τ)
on U × Rd+2 such that:
(i) q(x, ξ, τ) is smooth on U × (Rd+2 \ 0) and near the region U × (Rd+1\0)× 0
it is smooth with respect to x and ξ and is CN with respect to τ ;
(ii) q(x, ξ, τ) extends to a continuous function on U × [(Rd+1 × Θ) \ 0] whose
restriction to U × Rd+1 ×Θ belongs to C∞(U × Rd+1)⊗ˆHol(Θ).
(iii) For any λ ∈ R \ 0 the function q(x, λ.ξ, λvτ) − λmq(x, ξ, τ) belongs to
S−∞(U × Rd+1 ×ΘN ).
Along similar lines as that of the proof of Lemma 4.3.2 and of the proof of [Po5,
Prop. 3.3] we obtain:
Lemma 5.2.4. 1) Let q ∈ Smah,v(U × Rd+1 × ΘN ). Then q admits a unique
homogeneous part, i.e., there is a unique symbol q(x, ξ, τ) in Sv,m(U×Rd+1×ΘN(v))
such that on U × (Rd+2 \ 0) we have
(5.2.4) qm(x, ξ, τ) = lim
λ→0
λ−mq(x, λ.ξ, λvτ).
2) Let qm ∈ Sv,m(U×Rd+1×ΘN(v)). Then there exists q ∈ Smah,v(U×Rd+1×ΘN)
with homogeneous part qm. Moreover q is unique up to the addition of a symbol in
S−∞(U × Rd+1 ×ΘN ).
In particular, this lemma implies that (5.2.4) gives rise to a linear isomorphism,
(5.2.5) Sv,m(U × Rd+1 ×ΘN(v)) ≃ Smah,v(U × Rd+1 ×ΘN)/S−∞(U × Rd+1 ×ΘN).
Let q ∈ Smah,v(U × Rd+1 ×ΘN ). For any compact K ⊂ U we have estimates,
(5.2.6) |∂αx ∂βξ q(x, ξ, τ)| ≤ CKαβ(1 + ‖ξ‖+ |τ |v), (x, ξ, τ)K × Rd+1 ×Θ,
Combining this with the inequalities,
(1 + |τ |v) 12 (1 + ‖ξ‖) 12 ≤ 1 + ‖ξ‖+ |τ |v ≤ (1 + ‖ξ‖)(1 + |τ |v),(5.2.7)
(1 + ‖ξ‖+ |τ |v)m ≤ (1 + ‖ξ‖)m(1 + |τ |v)|m|,(5.2.8)
the latter being the Peetre’s inequality, we see that we can regard (q(., ., τ))τ∈Θ as a
continuous family with values in Sm‖ (U ×Rd+1) which is a O(|τ ||m|) in this Fre´chet
space as |τ | → ∞.
In fact, this family is also holomorphic on Θ, smooth on R \ 0 and CN near
τ = 0 and its τ -derivatives too are O(|τ ||m|) in Sm‖ (U × Rd+1) as τ becomes large.
Recall that the convolution products on the groups G(x), x ∈ U , give rise to a
smooth family of bilinear products,
(5.2.9) ∗(x) : Sm1‖ (Rd+1)× Sm2‖ (Rd+1) −→ Sm1+m2‖ (Rd+1).
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Therefore, if qj ∈ Smjah,v(U × Rd+1 × ΘN) then we define a family with values in
Sm1+m2ah,v (U × Rd+1 ×ΘN) by letting
(5.2.10) q1 ∗ q2(x, ξ, τ) = (q1(x, ., τ) ∗(x) q2(x, ., τ))(ξ), (x, ξ, τ) ∈ U ×Rd+1 ×Θ.
This family is continuous on Θ, is holomorphic on Θ, is smooth on R \ 0 and is CN
near τ = 0. Moreover, along with its derivatives it is a O(|τ ||m|) in Sm‖ (U × Rd+1)
as τ becomes large.
On the other hand, it also follows from the inequalities (5.2.7) that if q is a
symbol in S−∞(U ×Rd+1×ΘN(v)) then we can regard (q(., ., τ))τ∈Θ as a continuous
family with values in S−∞(U × Rd+1) which is holomorphic on Θ, is smooth on
R \ 0, is CN near τ = 0 and which, for any integer N ′, together with its derivatives
is a O(|τ |−N ′ ) in S−∞(U × Rd+1) as τ becomes large. Therefore, if in (5.2.10) we
replace q1 or q2 by an element in S
−∞(U ×Rd+1×ΘN(v)) then the resulting symbol
belongs to S−∞(U × Rd+1 ×ΘN(v)).
Now, for j = 1, 2 let qj ∈ Smjah,v(U × Rd+1 × ΘN ). Then thanks to (4.3.7) for
any λ ∈ R \ 0 the symbol q1 ∗ q2(x, λ.ξ, λvτ)− λm1+m2q1 ∗ q2(x, ξ, τ) is equal to
(5.2.11) [q1(x, λ.ξ, λ
vτ)− λm1q1(x, ξ, τ)] ∗ q2(x, λ.ξ, λvτ)
+ λm1q1(x, ξ, τ) ∗ [q2(x, λ.ξ, λvτ)− λm2q2(x, ξ, τ)],
and so belongs to S−∞(U × Rd+1 × ΘN(v)) by the observations above. This shows
that q1 ∗ q2 belongs to Sm1+m2ah,v (U × Rd+1 × ΘN). Therefore, the formula (5.2.10)
defines a bilinear product ∗ from Sm1ah,v(U × Rd+1 × ΘN) × Sm2ah,v(U × Rd+1 × ΘN)
to Sm1+m2ah,v (U × Rd+1 ×ΘN ).
Moreover, if q˜j ∈ Smjah,v(U × Rd+1 × ΘN ) has the same homogeneous part as
that of qj then thanks to the equality q1 ∗ q2− q˜1 ∗ q˜2 = (q1− q˜1) ∗ q1+ q1 ∗ (q2− q˜2)
we see that q1 ∗ q2 and q˜1 ∗ q˜2 agree up to an element in S−∞(U ×Rd+1×ΘN(v)) and
so have same homogeneous part. Therefore, using the isomorphism (5.2.5) we get:
Lemma 5.2.5. The convolution products on the groups G(a), a ∈ U , give rise
to a bilinear product ∗ from Sv,m1(U × Rd+1 × ΘN(v))× Sv,m2(U × Rd+1 × ΘN(v)) to
Sv,m1+m2(U × Rd+1 ×ΘN(v)).
Definition 5.2.6. For m ∈ Z and N ∈ N∪{∞} the space Sv,m(g∗M×ΘN(v), E)
consists of sections q(x, ξ, τ) of E over (g∗M × R) \ 0 such that:
(i) q(x, ξ, τ) is C∞ on g∗M × (R \ 0) and near the region g∗M × 0 it is C∞
with respect to x and ξ and CN with respect to τ ;
(ii) We have q(λ.ξ, λvτ) = λmq(ξ, τ) for any λ ∈ R \ 0;
(iii) q(x, ξ, τ) extends to a section of π∗ EndE over (g∗M×Θ)\0 which is smooth
with respect to the base space variable and continous with respect to the others and
which restricts on g∗M × C− to an element of C∞(g∗M,π∗ EndE)⊗ˆHol(Θ).
For instance, if P : C∞(M, E)→ C∞(M, E) is a differential operator of Heisen-
berg order v then the symbol σv(P )(x, ξ) + iτ belongs to Sv,v(g
∗ ×Θ∞(v), E) for any
open angular sector Θ whose closure containing R.
Along the same lines as that of the proof of Proposition 3.2.8, using (3.2.20)
and Lemma 5.2.5 we obtain:
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Lemma 5.2.7. The convolution products on the tangent groups GaM , a ∈ M ,
give rise to a bilinear product ∗ from Sv,m1(g∗M ×ΘN(v), E)×Sv,m2(g∗M ×ΘN(v), E)
to Sv,m1+m2(g
∗M ×ΘN(v), E).
In particular, for a symbol q ∈ Sv,m(g∗M × ΘN(v), E) it makes sense to speak
about its inverse in Sv,−m(g∗M ×ΘN(v), E).
Next, let U ⊂ Rd+1 be a trivializing Heisenberg chart together with a H-frame
X0, . . . , Xd and let L(x) = (Ljk(x)) be the matrix of the Levi form L with respect
to this H-frame, so that for j, k = 1, . . . , d we have
(5.2.12) L(Xj , Xk) = [Xj, Xk] = LjkX0 mod H.
Then we have the following extension of Theorem 5.22 of [BGS].
Proposition 5.2.8. For ω ∈ (−π2 , π2 ) define
(5.2.13) Ωω = {(µ, x) ∈Mr(C) \ U ; [(cosω)−1ℜ(eiω Spµ)] ∩ Λx = ∅},
where the singular set Λx is defined as in (3.4.15)–(3.4.16). Then Ωω is an open
set and there exists q
(ω)
µ (x, ξ, τ) ∈ C∞(Ωω , Sv,−2(Rd+2(2) ,Cr)) such that:
(i) q
(ω)
µ (x, ξ, µ) depends analytically on µ;
(ii) For any (µ, x) ∈ Ω the symbol q(ω)µ (x, ., .) inverts |ξ′|2+ iµξ0+ ie−iωτ , i.e.,
(5.2.14) q(ω)µ (x, .)∗x (|ξ′|2+iµξ0+ie−iωτ) = (|ξ′|2+iµξ0+ie−iωτ)∗x q(ω)µ (x, .) = 1.
Moreover, if (µ, x) ∈ Ωω1 ∩ Ωω2 then we have
(5.2.15) q(ω1)µ (x, ξ, e
iω1τ) = q(ω2)µ (x, ξ, e
iω2τ),
for any ξ in Rd+1 and any τ in e−iω1C− ∩ e−iω2C−
Proof. First, in the same way as in the proof of Proposition 3.4.4 we can show
that Ωω is an open subset of Mr(C)× U .
Second, let us assume that r = 1. For x ∈ U define
(5.2.16) Λ0x = (−∞,−
1
2
Trace |L(a)|] ∪ [ 1
2
Trace |L(a)|,∞)
For k = 1, 2, . . . let Λkx = Λ
0
x if rkLx < d and otherwise let
(5.2.17) Λkx = {±(
1
2
Trace |L(x)|+ 2
∑
1≤j≤n
αj |λj |);αj ∈ N, αj ≤ k}.
Then for k = 0, 1, . . . we let Ωkω denote the subset of C × U defined as in (5.2.13)
with r = 1 and with Ωω replaced by Ω
k
ω. Again Ω
k
ω is open and when rkLx < d for
every x ∈ U we have Ωω = Ω0ω = Ωkω.
We are now going to prove:
Claim. For k = 0, 1, . . . there exists q
(ω)
µ (x, ξ, τ) in C∞(Ωkω, Sv,−2(R
d+2
(2) )) sat-
isfying (i) and (ii) on Ωkω.
For ω = 0 and k = 0 the claim follows from [BGS, Thm. 5.22] and in this case
the symbol q
(0)
µ ∈ C∞(Ω00, Sv,−2(Rd+2(2) )) is given by the formula,
(5.2.18) q(0)µ (x, ξ, τ) =
∫ ∞
0
e−tµξ0−itτG(x, ξ, t)dt,
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where G(x, ξ, t) is as in (3.4.2).
Similarly, for ω 6= 0 we define a symbol q(ω)µ (x, ξ, τ) ∈ C∞(Ω0ω, Sv,−2(Rd+2(2) ))
satisfying (i) and (ii) by letting
(5.2.19) q(0)µ (x, ξ, τ) =
∫
eiω(0,∞)
e−tµξ0−ite
−iωτG(x, ξ, t)dt.
Notice also that thanks to the analyticity of G(ξ, t) with respect to t, if (µ, x) is in
Ω0ω1 ∩ Ω0ω2 then, for any ξ ∈ Rd+1 and any τ ∈ e−iω1C− ∩ e−iω2C−, we have
(5.2.20) q(ω1)µ (x, ξ, e
iω1τ) = q(ω2)µ (x, ξ, e
iω2τ).
For k ≥ 1 the claim can be proved by making integration by parts in the
integral (5.2.19) as in [BG]. Moreover, as in the case k = 0 if (µ, x) ∈ Ωkω1 ∩ Ωkω2
then the equality (5.2.20) holds for any ξ ∈ Rd+1 and any τ ∈ e−iω1C− ∩ e−iω2C−.
All this shows that the lemma is true for r = 1. The case r ≥ 2 is then deduced
from the case r = 1 by arguing as in the proof of Proposition 3.4.4. 
In the sequel given open angular sectors Θ1 and Θ2 we write Θ1 ⊂⊂ Θ2 to
mean that Θ1 \ 0 is contained in Θ2.
Proposition 5.2.9. Let ∆ : C∞(M, E)→ C∞(M, E) be a selfadjoint sublapla-
cian which is bounded from below and satisfies the condition (3.4.22) at every point.
Then the principal symbol of ∆+ ∂t admits an inverse in Sv,−2(g∗M ×Θ∞(2), E) for
any open angular sector Θ ⊂⊂ C \ i[0,∞) containing R.
Proof. It is enough to prove the proposition in a local trivializing Heisenberg
chart U ⊂ Rd+1 with a H-frame X0, . . . , Xd with respect to which ∆ is of the form,
(5.2.21) ∆ = −
d∑
j=1
X2j − iµ(x)X0 +OH(1).
Since ∆ is selfadjoint the matrix µ(x) is selfadjoint for every x ∈ U and so
the condition (3.4.22) implies that, with the notation of Proposition 5.2.8, the pair
(x, µ(x)) is in Ωω for any x ∈ U and any ω ∈ (−π2 , π2 ). Therefore, thanks to
Proposition 5.2.8 we define an inverse q−2 ∈ Sv,−2(U × Rd+2(2) ,Cr) for the principal
symbol |ξ′|2 + iµ(x)ξ0 + iτ of ∆ by letting
(5.2.22) q−2(x, ξ, τ) = q
(0)
µ(x)(x, ξ, τ), (x, ξ, τ) ∈ U × [(Rd+1 × C−) \ 0].
For ω ∈ (−π2 , π2 ) let Θω = C−∪(e−iωC−). Since (5.2.15) shows that q−2(x, ξ, τ) =
q
(ω)
µ(x)(x, ξ, e
iωτ) when τ is in C−∩(e−iωC−), we see that we can extend the definition
of q−2 to U × Rd+1 ×Θω by letting
(5.2.23) q−2(x, ξ, τ) = q
(ω)
µ(x)(x, ξ, e
iωτ), (x, ξ, τ) ∈ U × Rd+1 × (e−iωC−).
This defines an inverse for |ξ′|2 + iµ(x)ξ0 + iτ in Sv,−2(U × Rd+1 × Θ∞ω(2),Cr).
The proof is now completed by noticing that any angular sector Θ ⊂⊂ C \ i[0,∞)
containing R is of the form Θ = Θω1 ∪Θω2 with −π2 < ω1 < 0 < ω2 < π2 . 
Remark 5.2.10. It can be shown that any selfadjoint sublaplacian with an
invertible principal symbol is bounded from below (see [Po1], [Po12]). Therefore,
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the assumption on the boundedness from below of ∆ in Proposition 5.2.9 in not
necessary.
Example 5.2.11. Proposition 5.2.9 is true for the following sublaplacians:
(a) A selfadjoint sum of squares ∆∇,X = ∇X1∇∗X1 + . . . +∇X1∇∗X1 , where ∇
is a connection on E and the vector fields X1, . . . , Xm span H , under the bracket
condition H + [H,H ] = TM ;
(b) The Kohn Laplacian on a CR manifold acting on (p, q)-forms under the
condition Y (q);
(c) The horizontal sublaplacian on a Heisenberg manifold acting on horizontal
forms of degree k under the condition X(k);
(d) The horizontal sublaplacian on a CR manifold acting on (p, q)-forms under
the condition X(p, q).
In particular, Proposition 5.2.9 allows us to complete the treatment of the heat
kernel of the Kohn Laplacian in [BGS] because, as with the invertibility of its
principal symbol in Section 3.4, we really need the version for systems provided by
Proposition 5.2.8, but not established in [BGS].
Next, assume that the bracket condition H + [H,H ] = TM holds, that is, the
Levi form of (M,H) has positive rank everywhere, and consider the sum of squares,
(5.2.24) ∆∇,X = −(∇∗X1∇X1 + . . .+∇∗Xm∇Xm),
where ∇ is a connection on E and the vector fields X1, . . . , Xm span H .
Proposition 5.2.12. The principal symbol of ∆k∇,X + ∂t admits an inverse in
Sv,−2k(g∗M × R(2k), E) and so Theorems 5.1.25 and 5.1.26 hold for ∆k∇,X .
Proof. Since proving the above statement is a purely local issue and ∆∇,X is
a scalar operator modulo lower order terms, we may assume that E is the trivial
line bundle and proceed on U × R where U is a Heisenberg chart with H-frame
Y0, . . . , Yd with respect to which ∆∇,X takes the form,
(5.2.25) ∆∇,X = −(Y 21 + . . .+ Y 2d ) + OH(1).
In particular the principal symbol of ∆ is just |ξ′|2. In addition, let p2k(x, ξ) be the
local symbol of ∆k∇,X on U .
Let arg z be the continuous determination of the argument on C\0 with values
in [0, 2π) and for z ∈ C\0 let z 1k = |z| 1k e ik arg z and set 0 1k = 0, so that the function
z → z 1k is analytic on C \ [0,∞) and is continuous at the origin. Set ω = e 2ipik .
Then for any z ∈ C we have the polynomial identity,
(5.2.26) T k − z = (T − z 1k )(T − ωz 1k ) . . . (T − ωk−1z 1k ).
Therefore, for T = |ξ′|2 and z = −iτ in Sv,−2k(U × Rd+2(2k)) we get
(5.2.27) p2k + iτ = (|ξ′|2 + i(i(−iτ) 1k ) ∗ . . . ∗ (|ξ′|2 + i(iωk−1(−iτ) 1k )).
Let Θ be the angular sector | arg(−iτ)| > π2k . As Θ ⊂⊂ C\ i[0,∞) and we have
H + [H,H ] = TM , so that the condition (3.4.22) for ∆∇,X is satisfied at every
point, Proposition 5.2.9 tells us that |ξ′|2 + iτ admits an inverse q(−2)(x, ξ, τ) in
Sv,−2(U × Rd+1 ×Θ(2)).
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Notice that for j = 0, 1, . . . , k − 1 if ℑτ < 0 then iωj(−iτ) 1k is in Θ, so for
(x, ξ, τ) ∈ U × [(Rd+1 × C−) \ 0] we can let
(5.2.28) q˜(−2),j(x, ξ, τ) = q(−2)(x, ξ, iωj(−iτ) 1k )).
In the sense of Definition 5.2.2 this gives rise to a symbol in Sv,−2(U×Rd+1×C0−(2k)).
Therefore, it follows from (5.2.27) and Lemma 5.2.5 that we get an inverse for
p2k + iτ in Sv,−v(U × Rd+1 × C0−(2k)) by letting
(5.2.29) q(−2k) = q˜(−2),0 ∗ . . . ∗ q˜(−2),k−1.
Let us now show that q(−2k) is in Sv,−2k(U×Rd+1×C∞−(2k)) = Sv,−2k(U×Rd+2(2k)).
Claim. For j = 1, 2 let qj ∈ Sv,mj(U ×Rd+1×C0−(2k)). Then, regarding q1, q2
and q1 ∗ q2 as smooth families with values in C∞(U × Rd+1) over R \ 0, we have
(5.2.30) ∂τ (q1 ∗ q2) = (∂τq1) ∗ q2 + q1 ∗ (∂τ q2).
Proof of the claim. It follows from (5.2.10) that the Leibniz formula (5.2.30)
holds for almost homogeneous symbols in S∗ah,v(U × Rd+1 × C1−(2k)). Since ∂τ and
∗ are homogeneous maps the formula remains true for homogeneous symbols in
Sv,∗(U × Rd+1 × C1−(2k)). 
Now, differentiating the equality 1 = (p2k + iτ) ∗ q(−2k) using (5.2.30) we get
0 = (p2k + iτ) ∗ (∂τ q(−2k)) + iq(−2k), which after multiplication by q(−2k) gives
(5.2.31) ∂τ q(−2k) = −iq(−2k) ∗ q(−2k).
This equality holds in C∞(R \ 0, C∞(U ×Rd+1)) but, since q(−2k) ∗ q(−2k) belongs
to Sv,−2v(U × Rd+1 × C0−(2k)), this actually shows that the symbol q(−2k) belongs
to Sv,−2k(U × Rd+1 × C1−(2k)).
Finally, an induction shows that q(−2k) is contained in Sv,−2k(U×Rd+1×CN−(2k))
for any integerN , hence belongs to Sv,−2k(U×Rd+2(2k)). This proves that the principal
symbol p(2k) of ∆
k + ∂t has an inverse in Sv,−2k(U ×Rd+1 ×C1−(2k)). The proof is
thus achieved. 
5.3. Complex powers of hypoelliptic differential operators
In this section we show that the complex powers of a positive hypoelliptic
differential operator, a priori defined as unbounded operators on L2(M, E), give
rise to a holomorphic family of ΨHDO’s.
Let P : C∞(M, E) → C∞(M, E) be a selfadjoint differential operator of even
(Heisenberg) order v such that P has an invertible principal symbol and is positive,
i.e., we have 〈Pu, u〉 ≥ 0 for any u ∈ C∞(M, E).
Let Π0(P ) be the orthogonal projection onto kerP and set P0 = (1−Π0(P ))P+
Π0(P ). Then P0 is selfadjoint with spectrum contained in [c,∞) for some c > 0.
Thus by standard functional calculus, for any s ∈ C, the power P s0 is a well defined
unbounded operator on L2(M, E). We then define the power P s, s ∈ C, by letting
(5.3.1) P s = (1−Π0(P ))P s0 = P s0 −Π0(P ),
so that P s coincides with P s0 on (kerP )
⊥ and is zero on kerP . In particular, we
have P 0 = 1−Π0(P ) and P−1 is the partial inverse of P .
The main result of this section is the following.
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Theorem 5.3.1. Suppose that the principal symbol of P +∂t admits an inverse
in Sv,−v(g∗M × R(v), E). Then:
(i) For any s ∈ C the operator P s defined by (5.3.1) is a ΨHDO of order vs;
(ii) The family (P s)s∈C forms a holomorphic 1-parameter group of ΨHDO’s.
Proof. Let us first assume that E is the trivial line bundle over M , so that P
is a scalar operator. For ℜs > 0 the function x→ x−s is bounded on [0,∞), so the
operators P−s0 and P
−s are bounded. Moreover, by the Mellin formula we have
(5.3.2) P−s = (1−Π0(P ))P s0 =
1
Γ(s)
∫ ∞
0
ts(1−Π0(P ))e−tP dt
t
.
This leads us to define
(5.3.3) As =
∫ 1
0
ts−1e−tPdt, ℜs > 0.
Then we have
Γ(s)P−s −As =
∫ 1
0
ts−1Π0(P )e−tP dt+
∫ ∞
1
ts−1(1−Π0(P ))e−tPdt,
=
1
2
Π0(P ) + e
−P/2(
∫ ∞
0
(1 + t)s−1e−tPdt)e−P/2.
(5.3.4)
Since Π0(P ) and e
−P/2 are smoothing operators and (
∫∞
0
(1 + t)s−1e−tPdt)ℜs>0 is
a holomorphic family of bounded operators on L2(M), we get
(5.3.5) (Γ(s)P−s −As)ℜs>0 ∈ Hol(ℜs > 0,Ψ−∞(M)).
Let us now show that (As)ℜs>0 defined by (5.3.3) is a holomorphic family of
ΨHDO’s such that ordAs = −vs. To this end observe that, in terms of distribution
kernels, the formula (5.3.3) means that As has distribution kernel
(5.3.6) kAs(x, y) =
∫ 1
0
ts−1kt(x, y)dt.
where kt(x, y) denotes the heat kernel of P .
On the other hand, since P is bounded from below and the principal symbol
of P + ∂t is an invertible Volterra-Heisenberg symbol, Theorem 5.1.25 tells us that
P+∂t has an inverseQ0 := (P+∂t)
−1 in Ψ−vH,v(M×R(v), E) and that the distribution
kernel KQ0(x, y, t− s) of Q0 is related to the heat kernel of P by
(5.3.7) KQ0(x, y, t) = kt(x, y) for t > 0.
Therefore, for ℜs > 0 we have
(5.3.8) kAs(x, y) =
∫ 1
0
ts−1KQ0(x, y, t)dt..
Let ϕ and ψ be smooth functions on M with disjoint supports. Then us-
ing (5.3.8) we see that ϕAsψ has distribution kernel
(5.3.9) kϕAsψ(x, y) =
∫ 1
0
ts−1ϕ(x)KQ0 (x, y, t)ψ(y)dt.
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Since the distribution kernel of a Volterra-ΨHDO is smooth off the diagonal of
(M×R)×(M×R) the distributionKQ0(x, y, t) is smooth on the region {x 6= y}×R,
so (5.3.9) defines a holomorphic family of smooth kernels. Thus,
(5.3.10) (ϕAsψ)ℜs>0 ∈ Hol(ℜs > 0,Ψ−∞(M)).
Next, the following holds.
Lemma 5.3.2. Let V ⊂ Rd+1 be a Heisenberg chart, let Q ∈ Ψ−vH,v(V × R(v))
have distribution kernel KQ(x, y, t− s) and for ℜs > 0 let Bs : C∞c (V )→ C∞C(V )
be given by the distribution kernel,
(5.3.11) kBs(x, y) =
∫ 1
0
ts−1KQ(x, y, t)dt, ℜs > 0.
Then (Bs)ℜs>0 is a holomorphic family of ΨHDO’s such that ordBs = −vs.
Proof of the lemma. Let εx denote the change to the Heisenberg coordi-
nates at x. By Proposition 5.1.14 on V × V × R the distribution KQ(x, y, t) is of
the form
(5.3.12) KQ(x, y, t) = |ǫ′x|K(x,−εx(y), t) +R(x, y, t),
for some K ∈ K−(d+2)v (V × Rd+2(v) ) and some R ∈ C∞(U × U × R). Let us write
K ∼ ∑j≥0Kj−(d+2) with Kl ∈ Kv,l(V × Rd+2(v) ). Thus, for any integer N , as soon
as J large enough we have
(5.3.13) K(x, y, t) =
∑
j≤J
Kj−(d+2)(x, y, t)+RNJ (x, y, t), RNJ ∈ CN (U ×Rd+2).
In particular, on V × V we can write
(5.3.14) kBs(x, y) = |ǫ′x|Ks(x, εx(y)) +Rs(x, y), Ks(x, y) =
∫ 1
0
ts−1K(x, y, t)dt,
with (Rs)ℜs>0 in Hol(ℜs > 0, C∞(V × V )). Moreover, Ks(x, y) is of the form
(5.3.15) Ks =
∑
j≤J
Kj,s +RNJ,s, Kj,s(x, y) =
∫ 1
0
ts−1Kj−(d+2)(x, y, t)dt,
with (RNJ,s)ℜs>0 contained in Hol(ℜs > 0, CN (V × V )).
Notice that Kj−(d+2)(x, y, t) is in C∞(V )⊗ˆD′reg(Rd+1 × R) and is parabolic
homogeneous of degree j− (d+2) ≥ −(d+2). Thus the family (Kj,s)ℜs>0 belongs
to Hol(ℜs > 0, C∞(U)⊗ˆD′reg(Rd+1)). Moreover, for any λ > 0, the difference
Kj,s(x, λ.y)− λvs+j−(d+2)Kj,s(x, y) is equal to
(5.3.16)
∫ λ2
1
ts−1K(x, y, t)dt ∈ Hol(ℜs > 0, C∞(V × Rd+2)).
Hence (Kj,s)ℜs>0 is a holomorphic family of almost homogeneous distributions of
degree vs − (d + 2) + j. Combining this with (5.3.15) then shows that (Ks)ℜs>0
belongs to Hol(ℜs > 0,K∗(V × Rd+1)) and has order vs − (d + 2). Therefore,
using (5.3.14) and Proposition 4.4.5 we see that (Bs)ℜs>0 is a holomorphic family
of ΨHDO’s such that ordBs = −(ordKs + d+ 2) = −vs. 
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It follows from Lemma 5.3.2 that for any local Heisenberg chart κ : U → V
the family (κ∗As|U )ℜs>0 is a holomorphic family of ΨHDO’s on V of order −vs.
Combining this with (5.3.10) and (5.3.5) then shows that (As)ℜs>0 and (P s)ℜs<0
are holomorphic families of ΨHDO’s of orders −vs and vs respectively.
Now, let s ∈ C and let k be a positive integer such that k > ℜs. Then on
C∞(M, E) we have P s = P s−kP k. Since P k is a differential operator and P s−k is
a ΨHDO of order v(s − k) this shows that P s is a ΨHDO of order vs. In fact, as
by Proposition 4.3.6 the product of ΨHDO’s is analytic this proves that (P
s)s∈C is
a holomorphic family of ΨHDO’s such that ordP
s = vs for every s ∈ C.
Now, let s ∈ C and let k be a positive integer such that k > ℜs. Then on
C∞(M, E) we have
(5.3.17) P su = P s−kP ku for any u ∈ C∞(M, E).
As P k is a differential operator and P s−k is a ΨHDO of order m(s− k) this proves
that P s is a ΨHDO of order ms. In fact, as by Proposition 4.3.6 the product of
ΨHDO’s is analytic this actually shows that (P
s)s∈C is a holomorphic family of
ΨHDO’s such that ordP
s = vs for every s ∈ C.
Finally, when E is a general vector bundle we can similarly prove that the
complex powers P s, s ∈ C, forms a holomorphic family of ΨHDO’s such that
ordP s = vs for any s ∈ C. The proof is thus complete. 
Example 5.3.3. Thanks to Proposition 5.2.9 Theorem 5.3.1 holds for the fol-
lowing sublaplacians:
(a) A selfadjoint sums of squares ∆∇,X = ∇∗X1∇X1 + . . . + ∇∗Xm∇Xm , where
X1, . . . , Xm span H and ∇ is a connection on E , under the condition that the Levi
form is nonvanishing.
(b) The Kohn Laplacian b;p,q on a CR manifold acting on (p, q)-forms under
the condition Y (q).
(c) The horizontal sublaplacian ∆b;k on a Heisenberg manifold (M
d+1, H) act-
ing on sections of Λk
C
H∗ when the condition X(k) holds everywhere.
(d) The horizontal sublaplacian ∆b;p,q on a CR manifold acting on (p, q)-forms
under the condition X(p, q).
In the next section we will make use of Theorem 5.3.1 to show that when
the bracket condition H + [H,H ] = TM holds, the Rockland condition insures us
that the principal symbol of P + ∂t admits an inverse in Sv,−v(g∗M ×R(v), E) (see
Theorem 5.4.10). Therefore, we obtain:
Theorem 5.3.4. Assume that the bracket condition H + [H,H ] = TM holds
and that P satisfies the Rockland condition at every point of M . Then the complex
powers P s, s ∈ C, of P form a holomorphic 1-parameter group of ΨHDO’s such
that ordP s = vs ∀s ∈ C.
Example 5.3.5. Assume that (M,H) is an orientable contact manifold. Then:
- In degree k 6= n the complex powers of the contact Laplacian ∆R,k form a
holomorphic 1-parameter group of ΨHDO’s such that ord∆
s
R,k = 2s ∀s ∈ C.
- In degree n the complex powers of the contact Laplacians ∆R,nj , j = 1, 2,
form holomorphic 1-parameter groups of ΨHDO’s such that ord∆
s
R,nj = 4s ∀s ∈ C.
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Remark 5.3.6. The above example allows us to fill a technical gap in [JK] in
the proof that the complex powers of the contact Laplacian are ΨHDO’s (see [Po10]).
The latter result is one ingredient in [JK], among others, in a proof of the Baum-
Connes conjecture for SU(n, 1).
Remark 5.3.7. Given a (stratified) graded nilpotent group G it was shown by
Folland that some complex powers of left invariant sum of squares are left invariant
ΨDO’s. This was made via the use of the fundamental solution of the associated
heat operators. These results have later been extended to more general operators
in [CGGP]. Using a different approach Geller [Ge2] dealt with general positive
left invariant ΨDO’s on the Heisenberg group H2n+1 provided that the Rockland
condition is satisfied. In fact, on each tangent group GaM these results can be
recovered from Theorem 5.3.4 by looking at the principal symbols of the complex
powers.
5.4. Rockland condition and the heat equation
In this section we make use of Theorem 5.3.1 in connection with the Rockland
condition.
First, we extend Theorem 3.3.18 and Proposition 3.3.20 to ΨHDO’s with non-
integer order as follows.
Theorem 5.4.1. Assume that the bracket condition H + [H,H ] = TM holds
and let P : C∞c (M, E)→ C∞(M, E) be a ΨHDO of order m ∈ C. Then the following
are equivalent:
(i) The principal symbol of P is invertible;
(ii) P and P t satisfy the Rockland condition at every point a ∈M .
(iii) P and P ∗ satisfy the Rockland condition at every point a ∈ M . Further-
more, when (i) or (ii) holds the operator P admits a parametrix in Ψ−mH (M, E).
Proof. Consider a sum of squares ∆∇,X = ∇∗X1∇X1 + . . .+∇∗Xm∇Xm , where∇ is a connection on E and the vector fields X1, . . . , Xm span H . Since by assump-
tion the bracket condition H+[H,H ] = TM holds, we know from Proposition 5.2.9
that the principal symbol of ∆∇,X + ∂t admits an inverse in Sv,−2(g∗M ×R(2), E),
so by Theorem 5.3.1 the operator ∆
−m2
∇,X is a ΨHDO of order −m with an invertible
principal symbol. Therefore, along the same lines as that of the proof of Theo-
rem 3.3.18 we can show that the conditions (i), (ii) and (iii) are equivalent. 
Proposition 5.4.2. Assume that the bracket condition H+[H,H ] = TM holds
and let P : C∞c (M, E)→ C∞(M, E) be a ΨHDO of order m ∈ C with ℜm ≥ 0 and
such that P satisfies the Rockland condition at every point. Then P is hypoelliptic
with gain of 12ℜm derivatives.
Proof. Since P satisfies the Rockland condition at every point, we can argue
as in the proof of Proposition 3.3.20, using Theorem 5.4.1 instead of Theorem 3.3.18,
to show that the principal symbol of P is left-invertible. Therefore, P admits a
left-parametrix in Ψ−mH (M, E) and it then follows from Remark 3.3.5 that P is is
hypoelliptic with gain of 12ℜm derivatives. 
Let us now show that the Rockland condition for a (positive) differential opera-
tor P implies the invertibility of the principal symbol of P +∂t. This will show that
the frameworks of [BGS] and of Theorem 5.3.1 apply to a large class of operators.
98 5. HEAT EQUATION AND COMPLEX POWERS OF HYPOELLIPTIC OPERATORS
To reach aim it will be convenient to enlarge the class of Volterra ΨHDO’s as
follows.
Definition 5.4.3. Let U be an open subset of Rd+1. Then:
1) Sm(U×Rd+2(v) ), m ∈ Z, consists of functions q(x, ξ, τ) in C∞(U× (Rd+2 \0))
such that q(x, λ.ξ, λvτ) = λmq(x, ξ, τ) for any λ > 0.
2) Sm(U × Rd+2(v) ), m ∈ Z, consists of functions q(x, ξ, τ) in C∞(U × Rd+2)
admitting an asymptotic expansion q ∼∑j≥0 qm−j, qm−j ∈ Sm−j(U×Rd+1×R(v)),
with ∼ taken in the sense of (5.1.6).
Definition 5.4.4. ΨmH(M × R(v), E), m ∈ Z, consists of continuous operators
Q from C∞c (M × R, E) to C∞c (M × R, E) such that:
(i) Q is translation invariant with respect to the time variable;
(ii) The kernel of Q is smooth outside the diagonal;
(iii) In any local trivializing chart U ⊂ Rd+1 with H-frame X0, . . . , Xd we can
write Q in the form,
(5.4.1) Q = q(x,−iX,Dt) +R,
with q in Sm(U × Rd+2(v) ,Cr) and R smoothing operator.
The main properties of ΨHDO’s and of Volterra ΨHDO’s holdmutatis mutandis
for these operators. In particular, it makes sense to define then on M × R and
the substitute to the class Km(U × Rd+1) and Kv,m(U × Rd+2(v) ) is given by the
distributions below.
Definition 5.4.5. Km(U × Rd+2(v) ), m ∈ Z, consists of distributions K(x, y, t)
in C∞⊗ˆDreg(Rd+2 \ 0) for which there are cα,l ∈ C∞(U), 〈α〉 + vl = m, such that
(5.4.2) K(x, λ.y, λvt) = λmK(x, y, t) + λm logλ
∑
〈α〉+vl=m
cα(x)y
αtl ∀λ > 0.
Moreover, in this context the principal symbol of a ΨHDO in Ψ
m
H(M ×R(v), E)
makes sense as an element of the following symbol class.
Definition 5.4.6. Sm(g
∗M ×R(v), E), m ∈ Z, consists of sections q(x, ξ, τ) in
C∞((g∗M × R) \ 0,Endπ∗E) such that q(x, λ.ξ, λvτ) = λmq(x, ξ, τ).
This allows us to define the model operator and the Rockland condition at a
point a ∈M in the same way as for ΨHDO’s on M .
Moreover, the class ΨmH(M ×R(v), E) is closed under taking adjoints, so if Q is
a Volterra ΨHDO in Ψ
m
H,v(M ×R(v), E) then its adjoint is not a Volterra ΨHDO’s
but at least it belongs to ΨmH(M × R(v), E).
We can now establish the analogue of Theorem 3.3.10 in the Volterra setting.
Proposition 5.4.7. Let Q ∈ Ψ0H(M × R(v), E). The following are equivalent:
(i) For any a ∈M the model operator Qa is invertible on L2(GaM ×R(v), Ea).
(ii) Q and Q∗ satisfy the Rockland condition at every point of M .
(iii) The principal symbol of Q is invertible in S0(g
∗M × R(v), E).
Moreover, if the principal symbol of Q is invertible and belongs to S0(g
∗M×R(v), E)
then its inverse is in S0(g
∗M × R(v), E) too.
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Proof. The proof of the equivalence between the conditions (i), (ii) and (iii)
follows along the same lines as that of Theorem 3.3.10, since the results of [CGGP],
[Ch1], [Ch2], [FS2] and [KS] used in the proof of Theorem 3.3.10 hold in this
setting.
It remains to show that if the principal symbol of Q is invertible and belongs
to S0(g
∗M ×R(v), E) then its inverse is in S0(g∗M ×R(v), E). In view of the proof
of Lemma 3.3.17 in order to reach this aim it is enough to show that, for any
Heisenberg chart U ⊂ Rd+1, the Volterra class Kv,−(d+2+v)(U × Rd+2(v) ) is a closed
subalgebra of K−(d+2+v)(U × Rd+2(v) ).
It is clear that ifK1 andK2 are in Kv,−(d+2+v)(U×Rd+2(v) ) thenK1∗K2 is also in
Kv,−(d+2+v)(U ×Rd+2(v) ). Moreover, if a sequence (Kj)j≥0 ⊂ Kv,−(d+2+v)(U ×Rd+2(v) )
converges to K in K−(d+2+v)(U × Rd+2(v) ) then Kj converges to K in D′(U ×Rd+2)
and so we have suppK ⊂ ∪ suppKj ⊂ U × Rd+1 × [0,∞), that is, K belongs to
Kv,−(d+2+v)(U × Rd+2(v) ). Thus Kv,−(d+2+v)(U × Rd+2(v) ) is a closed subalgebra of
K−(d+2+v)(U × Rd+2(v) ) and henceforth the proof is achieved. 
In the sequel we will need the notion of positive symbols below.
Definition 5.4.8. A symbol p ∈ Sm(g∗M, E) is positive when it can be put into
the form p = q¯ ∗ q for some symbol q ∈ Sm
2
(g∗M, E).
The interest of this definition stems from:
Lemma 5.4.9. 1) The principal symbol of P is positive if, and only if, there
exist Q ∈ Ψ v2H(M, E) and R ∈ Ψv−1H (M, E) so that P = Q∗Q+R.
2) If P satisfies the Rockland condition at every point and has a positive princi-
pal symbol, then the operators P ± ∂t satisfy the Rockland condition at every point.
Proof. Assume that the principal symbol p = σv(P ) of P is positive, so that
there exists q v
2
∈ S v
2
(g∗M, E) such that p = q v
2
∗ q v
2
. By Proposition 3.2.6 the
principal symbol map σ v
2
: Ψ
v
2
H(M, E) → S
v
2 (g∗M, E) is surjective, so there exists
Q ∈ Ψ v2H(M, E) such that σ v2 (Q) = q v2 . Then by Proposition 3.2.9 and Proposi-
tion 3.2.12 the operator Q∗Q has principal symbol q v
2
∗q v
2
= σv(P ), hence coincides
with P modulo Ψv−1H (M, E).
Conversely, if P is of the form P = Q∗Q + R with Q in Ψ
v
2
H(M, E) and R
in Ψv−1H (M, E) then P and Q∗Q have same principal symbol. Therefore, we have
σv(P ) = σ v2 (Q) ∗ σ v2 (Q), that is, σv(P ) is a positive symbol.
Finally, suppose that P satisfies the Rockland condition at every point and has a
positive principal symbol, i.e., there exists p˜ v
2
∈ S v
2
(U×G) so that σv(P ) = p˜ v2 ∗ p˜ v2 .
Therefore, if we let P˜ a be the left-convolution operator with symbol p˜ v
2
(a, .) then
by Proposition 3.2.9 and Proposition 3.2.12 we have P a = (P˜ a)∗P˜ a. Thus, by
Proposition 3.3.6 for every non-trivial irreducible representation π of G we have
πPa = (πP˜a)
∗πP˜a , which shows that π
a
P is positive. We then can argue as in the
proof of [FS2, Lem. 4.21] to show that the operators P a ± ∂t satisfy the Rockland
condition on GaM ×R(v). Hence P + ∂t and P − ∂t satisfy the Rockland condition
at every point of M . 
We are now ready to prove the main result of this section.
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Theorem 5.4.10. Assume that the bracket condition H + [H,H ] = TM holds
and that P satisfies the Rockland condition at every point.
1) P is bounded from below if, and only if, it has a positive principal symbol.
2) If P has a positive principal symbol, then the principal symbol P +∂t has an
inverse in Sv,−v(g∗M × R(v), E). Hence Theorems 5.1.25 and 5.1.26 hold for P .
Proof. Let us first assume that P has a positive principal symbol. Since P
satisfies the Rockland condition at every point, Lemma 5.4.9 tells us that the heat
operator P + ∂t and its adjoint satisfy the Rockland condition at every point.
On the other hand, let k = v2 and let ∆∇,X : C
∞(M, E)→ C∞(M, E) be a sum
of squares of the form,
(5.4.3) ∆∇,X = ∇∗X1∇X1 + . . .+∇∗Xm∇Xm ,
where∇ is a connection on E and the vector fieldsX1, . . . , Xm. Since by assumption
the bracket condition H + [H,H ] = TM holds it follows from Proposition 5.2.12
that the principal symbol of ∆k∇,X + ∂t admits an inverse in Sv,−v(g
∗M × R(v), E)
and that (∆k+∂t)
−1 belongs to Ψ−vH,v(M×R(v), E). In particular, since (∆
v
2 +∂t)
−1
has an invertible principal symbol, together with its adjoint it satisfies the Rockland
condition at every point.
Let Q1 = (∆
k + ∂t)
−1(P + ∂t) and Q2 = (P + ∂t)(∆k + ∂t)−1. They are ele-
ments of Ψ0H,v(M ×R(v), E) which together with their adjoints satisfy the Rockland
condition at every point, since they are products of such operators. We may there-
fore apply Proposition 5.4.7 to deduce that the principal symbols of Q1 and Q2 are
invertible in S0,v(g
∗M ×R(v), E). In the same way as in the proof of Theorem 5.4.7
this implies that the principal symbol of P +∂t is an invertible Volterra-Heisenberg
symbol.
It remains to show that P is bounded from below if, and only if, its principal
symbol is positive.
Suppose that P is bounded from below. Possibly replacing P by P + c with
c > 0 large enough we may assume that P is positive. Notice that P 2 is selfadjoint
and satisfies the Rockland condition at every point, since so does P . Therefore,
we may apply the first part of the proof to deduce that the principal symbol of
P 2 + ∂t is an invertible Volterra-Heisenberg symbol. As P
2 is positive we then
may use Theorem 5.3.1 to see that (P 2)
1
4 = P
1
2 is a ΨHDO of order k =
v
2 . Since
P = (P
1
2 )2 it then follows from Lemma 5.4.9 that the principal symbol of P is a
positive symbol.
Conversely, suppose that P has a positive principal symbol. Then thanks to
Lemma 5.4.9 the operator P can be written as P = Q∗Q+ R with Q ∈ ΨkH(M, E)
and R ∈ Ψv−1H (M, E). Let P1 = Q∗Q. Since P and P1 have same principal symbol,
the operator P1 also satisfies the Rockland condition at every point.
Next, since P1 is positive for λ < −1 we have
(5.4.4) (P1 − λ)−1 =
∫ ∞
0
e−tP1etλdt,
where the integral converges in L(L2(M, E)). Let α = v−1v . Then we have
(5.4.5) R(P1 − λ)−1 = RP−α1 R(λ), R(λ) =
∫ ∞
0
Pα1 e
−tP1etλdt.
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Since P1 = Q
∗Q has a positive principal symbol and satisfies the Rockland
condition the first part of the proof tells us that the principal symbol of P1 + ∂t is
an invertible Volterra-Heisenberg symbol. This allows us to apply Theorem 5.3.4
to deduce that P−α1 is a ΨHDO of order −vα = −(v − 1). Therefore, the operator
RP−α1 is a ΨHDO of order 0, hence is bounded on L
2(M, E).
On the other hand, we have
(5.4.6) ‖R(λ)‖L2 ≤
∫ ∞
0
t−α‖(tP1)αe−tP1‖etλdt.
As α ∈ (0, 1) the function x → xαe−x maps [0,∞) to [0, 1]. Therefore, we have
‖(tP1)αe−tP1‖ ≤ 1, from which we get
(5.4.7) ‖R(λ)‖L2 ≤
∫ ∞
0
t−αetλdt = |λ|α−1
∫ ∞
0
u−αe−udu.
Now, by combining (5.4.5), (5.4.6) and (5.4.7) together we obtain
(5.4.8) ‖R(P1 − λ)−1‖L2 ≤ ‖RP−α1 ‖L2‖R(λ)‖L2 ≤ Cα|λ|α−1,
where the constant Cα does not depend on λ. Since α < 1 it follows that for λ
negatively large enough we have ‖R(P1 − λ)−1‖L2 ≤ 12 , so that 1 +R(P1 − λ)−1 is
invertible. Since we have
(5.4.9) P − λ = P1 +R− λ = (P1 +R − λ)(P1 − λ)−1,
it follows that P −λ has a right inverse for λ negatively large enough. Since we can
similarly show that for λ negatively large enough P −λ is left-invertible, we deduce
that as soon as λ is negatively large enough P − λ admits a bounded two-sided
inverse. This means that the spectrum of P is contained in some interval [c,∞),
that is, P is bounded from below. The proof is now complete. 
Example 5.4.11. Assume that (M,H) is an orientable contact manifold. Then
the 2nd part of Theorem 5.4.10 applies to the contact Laplacian in every degree.
Thus, in degree k 6= n the principal symbol of ∆R,k + ∂t admits an inverse in
Sv,−2(g∗M ×R(2),Λk) and in degree n the principal symbol of ∆R,nj + ∂t, j = 1, 2,
admits an inverse in Sv,−4(g∗M × R(4),Λnj ).
Finally, let M2n+1 be a compact orientable strictly pseudoconvex CR manifold
endowed with a pseudohermitian contact form θ and the associated Levi metric.
For k = 1, . . . , n + 1 and for k = n + 2, n + 4, . . . let ⊡
(k)
θ : C
∞(M) → C∞(M)
be the Gover-Graham operator of order k. We know that ⊡
(k)
θ is selfadjoint and
satisfies the Rockland condition at every point. Furthemore, we have:
Proposition 5.4.12. For k 6= n + 1 the operator ⊡(k)θ is bounded from below
and the principal symbol of ⊡
(k)
θ + ∂t is invertible in Sv,−2k(g
∗M × R(2k)). Hence
Theorems 5.1.25 and 5.1.26 hold for ⊡
(k)
θ with v = 2k.
Proof. Assume k 6= n+ 1. Since ⊡(k)θ is selfadjoint and by Proposition 3.5.7
it satisfies the Rockland condition at every point, thanks to Theorem 5.4.10 we
are reduced to show that its principal symbol is positive. Let ∆b;0 be the horizon-
tal sublaplacian on functions and let X0 be the Reeb vector field of θ. Then by
Proposition 3.5.7 the principal symbol of ⊡
(k)
θ agrees with that of
(5.4.10) ⊡ = (∆b;0 + i(k − 1)X0)(∆b;0 + i(k − 3)X0) · · · (∆b;0 − i(k − 1)X0).
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Since k 6= n+ 1 it follows from the proof of Proposition 3.5.7 that each factor
∆b;0+ iαX0 in (5.4.10) is a selfadjoint sublaplacian satisfying the condition (3.4.22)
at every point. It can be shown that any such sublaplacian is bounded from below
(see [Po1], [Po12]). Since the product of selfadjoint operators which are bounded
from below is bounded from below provided that the product is itself selfadjoint,
we see that the operator 12 (⊡+⊡
∗) is bounded from below.
Notice that 12 (⊡ + ⊡
∗) has same principal as ⊡ and ⊡(k)θ , hence satisfies the
Rockland condition at every point. Therefore, Theorem 5.4.10 tells us that the
principal symbol of 12 (⊡ + ⊡
∗) is positive. Incidentally, the operator ⊡(k)θ has a
positive principal. The proof is thus complete. 
5.5. Weighted Sobolev Spaces
In this section we construct weighted Sobolev spaces W sH(M), s ∈ R, which
provide us with sharp regularity estimates for ΨHDO’s. To this end we assume
throughout the section that the bracket condition H + [H,H ] = TM holds.
Let X1, . . . , Xm be real vector fields spanning H and consider the positive sum
of squares,
(5.5.1) ∆X = X
∗
1X1 + . . .+X
∗
mXm.
As mentioned in Example 5.3.3 (a), since the the bracket condition H + [H,H ] =
TM holds Theorem 5.3.1 is valid for 1+∆X . Thus, the complex powers (1+∆X)
s,
s ∈ C, gives rise to a holomorphic 1-parameter group of ΨHDO’s such that we have
ord(1 + ∆X)
s = 2s for any s ∈ C.
Definition 5.5.1. W sH(M), s ∈ R, consists of all distributions u ∈ D′(M)
such that (1 + ∆X)
s
2u is in L2(M). It is endowed with the Hilbert norm given by
(5.5.2) ‖u‖W sH = ‖(1 + ∆X)
s
2 u‖L2, u ∈ W sH(M).
Proposition 5.5.2. 1) Neither W sH(M), nor its topology, depend on the choice
of the vector fields X1, . . . , Xm.
2) We have the following continuous embeddings:
(5.5.3)
L2s(M) →֒ W sH(M) →֒ L2s/2(M) if s ≥ 0,
L2s/2(M) →֒ W sH(M) →֒ L2s(M) if s < 0.
Proof. 1) Let Y1, . . . , Yp be other vector fields spanning H . The operator
(1 + ∆Y )
s(1 + ∆X)
−s is a ΨHDO of order 0, hence is bounded on L2(M) by
Proposition 3.1.8. Therefore, we get the estimates,
(5.5.4) ‖(1 + ∆Y )su‖L2 = ‖(1 + ∆Y )s(1 + ∆X)−s(1 + ∆X)su‖L2
≤ CXY s‖(1 + ∆X)su‖L2,
which hold for any u ∈ C∞(M). Interchanging the roles of the Xj ’s and of the Yk’s
also gives the estimates
(5.5.5) ‖(1 + ∆X)su‖L2 ≤ CYXs‖(1 + ∆Y )su‖L2, u ∈ C∞(M).
Therefore, whether we use theXj’s or the Yk’s to define theW
s
H(M) changes neither
the space, nor its topology.
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2) Let s ∈ [0,∞). Since (1 + ∆X) s2 is a ΨHDO of order s, Proposition 3.1.8
tells us that it is bounded from L2s(M) to L
2(M). Thus,
(5.5.6) ‖u‖W sH = ‖(1 + ∆X)
s
2u‖L2 ≤ Cs‖u‖L2s, u ∈W sH(M),
which shows that L2s(M) embeds continuously into W
s
H(M).
On the other hand, as (1 +∆X)
− s2 has order −s Proposition 3.1.8 also tells us
that (1 + ∆X)
− s2 is bounded from L2(M) to L2s/2(M). Therefore, on W
s
H(M) we
have the estimates
(5.5.7) ‖u‖L2
s/2
= ‖(1 + ∆X)− s2 (1 + ∆X) s2u‖L2
s/2
≤ Cs‖(1 + ∆X)− s2 ‖L2 = Cs‖u‖W sH ,
which shows that W sH(M) embeds continuously into L
2
s/2(M).
Finally, when s < 0 we can similarly show that we have continuous embeddings
L2s/2(M) →֒W sH(M) and W sH(M) →֒ L2s(M). 
As an immediate consequence of Proposition 5.5.2 we obtain:
Proposition 5.5.3. The following equalities between topological spaces hold:
(5.5.8) C∞(M) = ∩s∈RW sH(M) and D′(M) = ∪s∈RW sH(M).
Let us now compare the weighted Sobolev spaces W sH(M) to the weighted
Sobolev spaces S2k(M), k = 1, 2, . . ., of Folland-Stein [FS1].
In we sequel we let Nm = {1, . . . ,m} and for any I = (i1, . . . , ik) in Nkm we set
(5.5.9) XI = Xi1 . . . Xil .
Definition 5.5.4 ([FS1]). The Hilbert space S2k(M), k ∈ N, consists of func-
tions u ∈ L2(M) such that (XI)u ∈ L2(M) for any I ∈ ∪kj=1Njm. It is endowed
with the Hilbertian norm given by
(5.5.10) ‖u‖2S2k = ‖u‖
2
L2 +
∑
1≤j≤k
∑
I∈Njm
‖XIu‖2L2, u ∈ S2k(M).
Proposition 5.5.5. For k = 1, 2, . . . the weighted Sobolev spaces W kH(M) and
S2k(M) agree as spaces and carry the same topology.
Proof. First, if I ∈ ∪kj=1Njm then the differential operator XI is bounded
from W kH(M) to L
2(M), so we get the estimate,
(5.5.11) ‖u‖2Sk = ‖u‖2L2 +
∑
1≤j≤k
∑
I∈Njm
‖XIu‖2L2 ≤ C2k‖u‖WkH u ∈ C
∞(M).
On the other hand, the vector fields Xj ’s and their adjoints X
∗
j ’s give rise to
bounded linear maps from S2l+1(M) to S
2
l (M) for any l ∈ N. Therefore, for any
integer p, the operator (1 +∆X)
p is bounded from S2l+2p(M) to S
2
l (M). It follows
that, when k is even, we have
(5.5.12) ‖u‖WkH = ‖(1 + ∆X)
k
2 u‖L2 ≤ Ck‖u‖Sk , u ∈ C∞(M).
104 5. HEAT EQUATION AND COMPLEX POWERS OF HYPOELLIPTIC OPERATORS
Moreover, for any u ∈ C∞(M) we have
(5.5.13) ‖(1 + ∆X) 12u‖2L2 = 〈(1 +
∑
1≤j≤m
X∗jXj)u, u〉L2
= ‖u‖2L2 +
∑
1≤j≤m
‖X2j ‖2L2 = ‖u‖2S21 .
Thus (1 + ∆X)
1
2 is bounded from S21(M) to L
2(M). Therefore, if k is odd, say
k = 2p + 1, then the operator (1 + ∆X)
k
2 = (1 + ∆X)
p(1 + ∆X)
1
2 is bounded
from S2k(M) to L
2(M). Hence (5.5.13) is valid in the odd case as well. Together
with (5.5.11) this implies that W kH(M) and S
2
k(M) agree as spaces and carry the
same topology. 
Now, let E be a Hermitian vector bundle over M . We can also define weighted
Sobolev spaces of sections of E as follows. Let ∇ : C∞(M, E)→ C∞(M,T ∗M × E)
be a connection on E and define
(5.5.14) ∆∇,X = ∇∗X1∇X1 + . . .+∇∗Xm∇Xm .
As in the scalar case, the complex powers (1 + ∆∇,X)s, s ∈ C, form an analytic
1-parameter group of ΨHDO’s such that ord(1 + ∆∇,X)s = 2s for any s ∈ C.
Definition 5.5.6. W sH(M, E), s ∈ R, consists of all distributional sections
u ∈ D′(M, E) such that (1+∆∇,X) s2 u ∈ L2(M, E). It is endowed with the Hilbertian
norm given by
(5.5.15) ‖u‖W sH = ‖(1 + ∆∇,X)
s
2 u‖L2, u ∈W sH(M, E).
Along similar lines as that of the proof of Proposition 5.5.2 we can prove:
Proposition 5.5.7. 1) As a topological space W sH(M, E), s ∈ R, is independent
of the choice of the connection ∇ and of the vector fields X1, . . . , Xm.
2) We have the following continuous embeddings:
(5.5.16)
L2s(M, E) →֒ W sH(M, E) →֒ L2s/2(M, E) if s ≥ 0,
L2s/2(M, E) →֒ W sH(M, E) →֒ L2s(M, E) if s < 0.
As a consequence we obtain the equalities of topological spaces,
(5.5.17) C∞(M, E) = ∩s∈RW sH(M, E) and D′(M, E) = ∪s∈RW sH(M, E).
Notice that we can also define Folland-Stein spaces S2k(M, E), k = 1, 2, . . .,
as in the scalar case, by using the differential operators ∇XI = ∇Xi1 . . .∇Xik ,
I ∈ ∪kj=1Njm. Then, by arguing as in the proof of Proposition 5.5.5, we can show
that the spaces W kH(M, E) and S2k(M, E) agree and bear the same topology.
Now, the Sobolev spaces W sH(M, E) yield sharp regularity results for ΨHDO’s.
Proposition 5.5.8. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m
and set k = ℜm. Then, for any s ∈ R, the operator P extends to a continuous
linear mapping from W s+kH (M, E) to W sH(M, E).
Proof. As Ps = (1 + ∆∇,X)
s
2P (1 + ∆∇,X)−
(s+k)
2 is a ΨHDO with purely
imaginary order, Proposition 3.1.8 tells us that it gives rise to a bounded operator
on L2(M, E). Therefore, we have
(5.5.18) ‖Pu‖W sH = ‖Ps(1 + ∆∇,X)s+ku‖L2 ≤ Cs‖u‖W s+kH , u ∈ C
∞(M, E),
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It then follows that P extends to a continuous linear mapping from W s+kH (M, E)
to W sH(M, E). 
Proposition 5.5.9. Let P : C∞(M, E) → C∞(M, E) be a ΨHDO of order m
such that P satisfies the Rockland condition at every point and set k = ℜm. Then
for any u ∈ D′(M, E) we have
(5.5.19) Pu ∈W sH(M, E) =⇒ u ∈W s+kH (M, E).
In fact, for any s′ ∈ R we have the estimate,
(5.5.20) ‖u‖W s+kH ≤ Css′ (‖Pu‖W sH + ‖u‖W s′H ), u ∈W
s+k
H (M, E).
Proof. Since P satisfies the Rockland condition at every point and the bracket
condition H + [H,H ] = TM holds, it follows from the proof of Proposition 5.4.2
that P admits a left parametrix in Ψ−mH (M, E), i.e., there exist Q in Ψ−mH (M, E)
and R in Ψ−∞(M, E) such that QP = 1 − R. Therefore, for any u ∈ D′(M, E) we
have u = QPu+Ru. Thanks to the first part we know that Q maps W sH(M, E) to
W s+kH (m, E). Since R is smoothing, and so Ru always is smooth, it follows that if
Pu is in WH(M, E) then u must be in WH(M, E).
In fact, as Q is actually bounded from W sH to W
s+k
H and (5.5.17) implies that
R is bounded from any space W s
′
H (M, E) to W s+kH (M, E), on W s+kH (M, E) we have
estimates,
(5.5.21) ‖u‖W s+kH ≤ ‖QPu‖W s+kH + ‖Ru‖W s+kH ≤ Css′ (‖Pu‖W sH + ‖u‖W s′H ).
The proof is thus complete. 
Remark 5.5.10. By combining Proposition 5.5.9 with the embeddings (5.5.3)
and (5.5.16) we recover the Sobolev regularity of ΨHDO’s as in Proposition 3.1.8
as well as the hypoelliptic estimates (3.3.2).
Remark 5.5.11. When ℜm is an integer it follows from Proposition 5.5.5
that the estimates (5.5.20) are equivalent to maximal hypoellipticity in the sense
of [HN3].
On the other hand, the spaces W sH(M, E) can be localized as follows.
Definition 5.5.12. We say that u ∈ D′(M, E) is W sH near a point x0 ∈ M
whenever there exists ϕ ∈ C∞(M) such that ϕ(x0) 6= 0 and ϕu is in W sH(M, E).
This definition depends only on the germ of u at x0 because we have:
Lemma 5.5.13. Let u ∈ D′(M, E) be W sH near x0. Then for any ϕ ∈ C∞(M)
with a small enough support about x0 the distribution ϕu lies in W
s
H(M, E).
Proof. Let ϕ ∈ C∞(M) be such that ϕ(x0) 6= 0 and ϕu is in W sH(M, E) and
let ψ ∈ C∞(M) be so that ψ(x0) 6= 0 and suppψ ∩ ϕ−1(0) 6= ∅. Then χ := ψϕ is in
C∞(M) and (1 + ∆∇,X)
s
2ψu is equal to
(5.5.22) (1 + ∆∇,X)
s
2χϕu = (1 +∆∇,X)
s
2χ(1 + ∆∇,X)−
s
2 .(1 + ∆∇,X)
s
2ϕu.
Since (1 + ∆∇,X)
s
2ϕu is in L2(M, E) and (1 + ∆∇,X) s2χ(1 + ∆∇,X)− s2 is a zero’th
order ΨHDO, so maps L
2(M, E) to itself, it follows that ψu lies in W sH(M, E).
Hence the lemma. 
We can now get a localized version of (5.5.19).
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Proposition 5.5.14. Let P ∈ ΨmH(M, E) have an invertible principal symbol,
set k = ℜm and let s ∈ R. Then for any u ∈ D′(M, E) we have
(5.5.23) Pu is W sH near x0 =⇒ u is W sH near x0.
Proof. Assume that Pu is W sH near x0 and let ϕ ∈ C∞(M) be such that
ϕ(x0) 6= 0 and ϕu is in W sH(M, E). Thanks to Lemma 5.5.13 we may assume that
ϕ = 1 near x0. Let ψ ∈ C∞(M) be such that ψ(x0) 6= 0 and ϕ = 1 near suppψ.
Since the principal symbol of P is invertible there exist Q in Ψ−mH (M, E) and R in
Ψ−∞(M, E) such that QP = 1−R. Thus for any u ∈ D′(M, E) we have
(5.5.24) ψu = ψQPu+ ψRu = ψQϕPu+ ψQ(1− ϕ)Pu + ψRu.
In the above equality Ru is a smooth function since R is a smoothing operator.
Similarly, as ψ and 1 − ϕ have disjoint supports, the operator ψQ(1 − ϕ)P is a
smoothing operator and so ψQ(1 − ϕ)Pu is a smooth function. In addition, since
ϕPu is in W sH(M, E) and ψQ is a ΨHDO of order −m, and so maps W sH(M, E) to
W s+kH (M, E) , it follows that ψu is in W s+kH . Hence u is W s+kH near x0. 
Next, Proposition 5.5.8 admits a generalization to holomorphic families.
Proposition 5.5.15. Let Ω ⊂ C be open and let (Pz)z∈Ω ∈ Hol(Ω,Ψ∗H(M, E))
be such that m := supz∈ΩℜordPz < ∞. Then for any s ∈ R the family (Pz)z∈Ω
defines a holomorphic family with values in L(W s+mH (M, E),W sH(M, E)).
Proof. Let V ⊂ Rd+1 be a Heisenberg chart with H-frame Y0, Y1, . . . , Yd and
let (Qz)z∈Ω ∈ Hol(Ω,Ψ∗H(V )) be such that ℜordQz ≤ 0. Then we can write
(5.5.25) Qz = pz(x,−iY ) +Rz ,
for some families (pz)z∈Ω ∈ Hol(Ω, S∗(V × Rd+1)) and (Rz)z∈Ω ∈ Hol(Ω,Ψ∞(V )).
Since ℜordpz = ℜordQz ≤ 0 we see that (pz)z∈Ω belongs to Hol(Ω, S0‖(U ×Rd+1)).
Next, for j = 1, . . . , d let σj denote the standard symbol of −iYj and set
σ = (σ0, . . . , σd). Then it follows from the proof of Proposition 4.2.5 that the family
(pz(x, σ(x, ξ)))z∈Ω lies in Hol(Ω, S 1
2 ,
1
2
(V ×Rd+1)). Since by [Hw] the quantization
map q → q(x,Dx) is continuous from S 1
2
1
2
(U × Rd+1) to L(L2loc(U), L2(U)), we
deduce that (pz(x,−iX))z∈Ω and (Qz)z∈Ω are holomorphic families with values in
L(L2loc(U), L2(U)).
It follows from the above result that any family (Qz)z∈Ω ∈ Hol(Ω,Ψ∗H(M, E))
such that ℜordQz ≤ 0 gives rise to a holomorphic family with values in L(L2(M, E)).
This applies in particular to the family,
(5.5.26) Q(s)z = (1 +∆∇,X)
s
2Qz(1 + ∆∇,X)−
m+s
2 , z ∈ Ω.
As Qz = (1 + ∆∇,X)−
s
2Q
(s)
z (1 + ∆∇,X)
m+s
2 it follows that (Qz)z∈Ω gives rise to a
holomorphic family with values in L(W s+mH (M, E),W sH(M, E)). 
Combining Proposition 5.5.15 with Theorem 5.3.4 we immediately get:
Proposition 5.5.16. Let P : C∞(M, E)→ C∞(M, E) be a positive differential
operator of even (Heisenberg) order v such that P satisfies the Rockland condition
at every point. Then, for any reals m and s, we have
(5.5.27) (P z)ℜz<m ∈ Hol(ℜz < m,L(W s+mvH (M, E),W sH(M, E))).
CHAPTER 6
Spectral Asymptotics for Hypoelliptic Operators
In this chapter we apply the results of the previous chapters to derive spectral
asymptotics for hypoelliptic differential operators on Heisenberg manifolds.
In Section 6.1 we get spectral asymptotics for general hypoelliptic differential
operators. We then give precise geometric expressions for these asymptotics. First,
in Section 6.2 we deal with the Kohn Laplacian and the horizontal sublaplacian on
a κ-strictly pseudoconvex CR manifold, as well as for the Gover-Graham operators
in the strictly pseudoconvex case. Second, we deal with the horizontal sublaplacian
and the contact Laplacian on a contact manifold in Section 6.3.
6.1. Spectral asymptotics for hypoelliptic operators
In this section we explain how Theorem 5.4.10 enables us to derive spectral
asymptotics for hypoelliptic operators on Heisenberg manifolds. Throughout this
section we let (Md+1, H) denote a compact Heisenberg manifold equipped with a
smooth density > 0 and let E be a Hermitian vector bundle over M .
Let P : C∞(M, E) → C∞(M, E) be a selfadjoint differential operator of even
Heisenberg order m which is bounded from below and such that the principal sym-
bol of P + ∂t is an invertible Volterra-Heisenberg symbol. Recall that by Proposi-
tion 5.2.9 and Theorem 5.4.10 the latter occurs when at least one of the following
conditions holds:
- P is a sublaplacian and satisfies the condition (3.4.22) at every point.
- The bracket condition H + [H,H ] = TM holds and P satisfies the Rockland
condition at every point.
As an immediate consequence of Theorem 5.1.26 we get:
Proposition 6.1.1 ([BGS, Thm. 5.6]). As t→ 0+ we have
(6.1.1) Tr e−tP ∼ t− d+2m
∑
t
2j
mAj(P ), Aj(P ) =
∫
M
trE aj(P )(x),
where the density aj(P )(x) is the coefficient of t
j−d+2
m in the heat kernel asymp-
totics (5.1.20) for P .
Let λ0(P ) ≤ λ1(P ) ≤ . . . denote the eigenvalues of P counted with multiplicity
and let N(P ;λ) be the counting function of P , that is,
(6.1.2) N(P ;λ) = #{k ∈ N; λk(P ) ≤ λ}, λ ∈ R.
Proposition 6.1.2. 1) We have A0(P ) > 0.
2) As λ→∞ we have
(6.1.3) N(P ;λ) ∼ ν0(P )λ d+2m , ν0(P ) = Γ(1 + d+ 2
m
)−1A0(P ).
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3) As k →∞ we have
(6.1.4) λk(P ) ∼
(
k
ν0(P )
) m
d+2
.
Proof. First, we have A0(P ) = limt→0+ t
d+2
m Tr e−tP ≥ 0, so if we can show
that A0(P ) 6= 0 then we get A0(P ) > 0 and the asymptotics (6.1.3) would fol-
low from (6.1.1) by Karamata’s Tauberian theorem (see, e.g., [Ha, Thm. 108]).
This would also give (6.1.4), since the latter is equivalent to (6.1.3) (see, e.g., [Sh,
Sect. 13]). Therefore, the bulk of the proof is to show that we have A0(P ) 6= 0.
Second, notice that there is at least one integer < md+2 such that Aj(P ) 6= 0.
Otherwise, by (6.1.1) there would exist a constant C > 0 such that Tr e−tP ≤ C
for 0 ≤ t ≤ 1. Thus,
(6.1.5) ke−tλk(P ) ≤
∑
j<k
e−tλj(P ) ≤ Tr e−tP ≤ C, 0 < t < 1.
Therefore, letting t → 0+ would give k ≤ C for every k ∈ N, which is not possible
since P is unbounded.
Next, when m ≥ d+ 2 the only integer < md+2 is j = 0, so in this case we must
have A0(P ) 6= 0.
Suppose now that we have m < d+2 and A0(P ) = 0. Let µ =
d+2
m − j0, where
j0 is the smallest integer j such that Aj(P ) 6= 0. Notice that since 1 ≤ j0 < d+2m ,
we have 0 < µ ≤ d+2m − 1. Moreover, the asymptotics (6.1.1) becomes
(6.1.6) Tr e−tP = Aj0(P )t
−µ +O(t1−µ) as t→ 0+.
This implies that we have Aj0(P ) ≥ 0. Since we have Aj0(P ) 6= 0 by definition of
j0, we get Aj0(P ) > 0. Therefore, as alluded to above, it follows from Karamata’s
Tauberian theorem that as k →∞ we have
(6.1.7) λk(P ) ∼
(
k
β
) 1
µ
, β = Γ(1 + µ)−1Aj0 (P ).
It follows that λk(P
− d+22m ) = O(k−
1
2−δ), with δ = 12 (
1
µ
d+2
m − 1) > 0. In particular,
we have
∑
k≥0 λk(P
− d+22m )2 < ∞, that is, P− d+22m is a Hilbert-Schmidt operator on
L2(M, E).
In addition, observe that P−
d+2
2m is a ΨHDO of order − (d+2)2 and that any
operator Q ∈ Ψ−
(d+2)
2
H (M, E) can be written as
(6.1.8) Q = Π0(P )Q+ (1−Π0(P ))P− d+22m P d+22m Q,
where Π0(P ) denotes the orthogonal projection onto kerP . Recall that the space
of Hilbert-Schmidt operators is a two-sided ideal of L(L2(M < E). Observe that
in (6.1.8) the projection Π0(P ) is a smoothing operator, hence is a Hilbert-Schmidt
operator. Moreover, P
d+2
2m Q is a bounded operator on L2(M, E), since this is a
zero’th order ΨHDO. Therefore, we see that any Q ∈ Ψ−
(d+2)
2
H (M, E) is a Hilbert-
Schmidt operator on L2(M, E).
We now get a contradiction as follows. Let κ : U → V be a Heisenberg chart
over which there is a trivialization τ : E
U
→ U × Cr of E and such that the
open V ⊂ Rd+1 is bounded. Let ϕ ∈ C∞c (Rd+1) have non-empty support L, let
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χ ∈ C∞c (V ×V ) be such that χ(x, y) = 1 near L×L, and let Q : C∞c (V )→ C∞(V )
be given by the kernel,
(6.1.9) kQ(x, y) = |ε′x|ϕ(x)‖εx(y)‖−
d+2
2 χ(x, y).
The kernel kQ(x, y) has a compact support contained in V ×V and, as ϕ(x)(1−
χ(x, y)) vanishes near the diagonal of V × V , we have
(6.1.10) kQ(x, y) = |ε′x|ϕ(x)‖ − εx(y)‖−
d+2
2 mod C∞(V × V ).
Since ϕ(x)‖y‖− d+22 belongs to K− d+22 (V ×Rd+1), it follows from Proposition 3.1.16
that Q is a ΨHDO of order − d+22 .
Let Q0 = τ
∗κ∗(Q ⊗ 1). Then Q0 belongs to Ψ−
d+2
2
H (M, E), hence is a Hilbert-
Schmidt operator on L2(M, E). This implies that Q is a Hilbert-Schmidt operator
on L2(V ), so by [GK, p. 109] its kernel lies in L2(V × V ). This cannot be true,
however, because we have
(6.1.11)
∫
V×V
|kQ(x, y)|2dxdy ≥
∫
L×L
|ε′x|2|ϕ(x)|2‖εx(y)‖−(d+2)dxdy
=
∫
L
|ε′x||ϕ(x)|2(
∫
εx(L)
‖y‖−(d+2)dy)dx =∞.
This gives a contradiction, so we must have A0(P ) 6= 0. The proof is therefore
complete. 
Example 6.1.3. Proposition 6.1.2 is valid for the following operators:
(a) Real selfadjoint sublaplacian ∆ = ∇∗X1∇X1 + . . .+∇∗Xm∇2Xm +µ(x), where∇ is connection on E , the vector fields X1, . . . , Xm span H and µ(x) is a selfadjoint
section of End E , provided that the Levi form of (M,H) is non-vanishing;
(b) The Kohn Laplacian on a compact CR manifold and acting on (p, q)-forms
when the condition Y (q) holds everywhere;
(c) The horizontal sublaplacian on a compact Heisenberg manifold acting on
horizontal forms of degree k when the condition X(k) holds everywhere;
(d) The horizontal sublaplacian on a compact CR manifold acting on (p, q)-
forms when the condition X(p, q) holds everywhere;
(e) The Gover-Graham operators ⊡
(k)
θ on a strictly pseudoconvex CR manifold
M2n+1 with k 6= n+ 1;
(f) The contact Laplacian on a compact orientable contact manifold.
Several authors have obtained Weyl asymptotics closely related to (1.5.3) for
bicharacteristic hypoelliptic operators (see [II], [Me1], [MS]), including sublapla-
cians on Heisenberg manifolds, and for more general hypoelliptic operators (see [Mo1],
[Mo2]) using different approaches involving other pseudodifferential calculi.
These authors obtained their results in settings more general than the Heisen-
berg setting but, as far as the Heisenberg setting is concerned, our approach using
the Volterra-Heisenberg calculus presents the following advantages:
(i) The pseudodifferential analysis is somewhat simpler, since the Volterra-
Heisenberg calculus yields for free a heat kernel asymptotics, once the principal
symbol of the heat operator is shown to be invertible, for which it is enough to use
the Rockland condition in many cases;
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(ii) As the Volterra-Heisenberg calculus takes fully into account the underlying
Heisenberg geometry of the manifold and is invariant by change of Heisenberg
coordinates, we can explicitly compute the coefficient ν0(P ) in (6.1.3) for operators
admitting a normal form. This is illustrated below by Proposition 6.1.5, which
will be used in the next two sections to give geometric expressions for the Weyl
asymptotics (6.1.3) for geometric operators on CR and contact manifolds.
Next, prior to dealing with operators admitting a normal form we need the
following lemma.
Lemma 6.1.4. Let P : C∞(M, E) → C∞(M, E) be a selfadjoint differential
operator of Heisenberg order m such that P is bounded from below and the principal
symbol of P +∂t is an invertible Volterra-Heisenberg symbol. Then, for any a ∈M ,
the following hold.
1) The model operator P a + ∂t admits a unique fundamental solution K
a(x, t)
which, in addition, belongs to the class Kv,−(d+2)(GaM × R(m)).
2) In Heisenberg coordinates centered at a we have
(6.1.12) a0(P )(0) = K
a(0, 1).
Proof. First, it is enough to prove the result in a trivializing Heisenberg chart
U near a. Furthermore, we may as well assume that P is scalar because the proof
for systems follows along similar lines.
Let Q ∈ Ψ−mH,v(U ×R(m)) be a parametrix for P + ∂t on U ×R. Let σ−m(Q) ∈
Sv,−m(g∗U × R(m)) be its global principal symbol, so that σ−m(Q) the inverse of
σm(P ) + iτ , and let Q
a be the left-invariant Volterra-ΨHDO on GaU × R with
symbol σ−m(Q)(a, ., .). In particular, the operator Qa is the inverse of P a + ∂t on
S(GaU×R) and it agrees with the left-convolution by Ka = [σ−m(a, ., t)]∨(ξ,τ)→(y,t).
Therefore, the left-convolution operator with [(P a + ∂t)K
a] agrees with (P a +
∂t)Q
a = 1. Thus,
(6.1.13) (P a + ∂t)K
a(y, t) = δ(y, t),
that is, Ka(y, t) is a fundamental solution for P a + ∂t.
Let K ∈ S′(GaU × R) be another fundamental solution for P a + ∂t. Then
the left-convolution operator Q by K is a right-inverse for P a + ∂t, so agrees with
Qa. Hence K = Ka, which shows that Ka is the unique fundamental solution of
P a + ∂t.
In addition, Ka is in the class Kv,−(d+2)(GaM ×R(m)) because this the inverse
Fourier transform of a symbol in Sv,−m(g∗U × R(m)).
Finally, let q−m ∈ Sv,−m(U × Rd+1 × R(m)) be the local principal symbol
of the parametrix Q. As Q has global principal symbol σ−m(Q) it follows from
Proposition 5.1.19 that q−m(0, ., .) = σ−m(Q)(a, ., .). Moreover, since we are in the
Heisenberg coordinates centered at a, the map ε0 to the Heisenberg coordinates
centered at 0 is just the identity. Combining this with (6.1.3) then gives
(6.1.14) a0(P )(0) = |ε′0|qˇm(0, 0, 1) = [σ−m(Q)](ξ,τ)→(y,t)(a, 0, 1) = Ka(0, 1).
The proof is thus achieved. 
Now, assume that the Levi form of (M,H) has constant rank 2n. Therefore, by
Proposition 2.1.6 the tangent Lie group bundle GM is a fiber bundle with typical
fiber G = H2n+1 × Rd−2n.
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Let P : C∞(M, E)→ C∞(M, E) be a selfadjoint differential operator of Heisen-
berg order m such that P is bounded from below and satisfies the Rockland condi-
tion at every point.
We further assume that the density dρ(x) of M and the model operator of P
at a point admit normal forms. By this it is meant that there exist ρ0 > 0 and a
differential operator P0 : C
∞(G,Cr)→ C∞(G,Cr) such that for any point a ∈ M
there exist trivializing Heisenberg coordinates, herewith called normal trivializing
Heisenberg coordinates centered at a, with respect to which the following hold:
(i) We have dρ(x)|x=0 = [ρ0dx]|x=0 ;
(ii) At x = 0 the tangent group is G and the model operator of P is P0.
In the sequel, we let volρM denote the volume of M with respect to ρ, that is,
(6.1.15) volρM =
∫
M
dρ(x).
As it turns out the assumptions (i) and (ii) allows us to relate the Weyl asymp-
totics (6.1.3) for P to volρM as follows.
Proposition 6.1.5. Under the assumptions (i) and (ii) as λ→∞ we have
(6.1.16) N(P ;λ) ∼ ν0(P0)
ρ0
(volρM)λ
d+2
m , ν0(P0) = Γ(1+
d+ 2
m
)−1 trCr K0(0, 1),
where K0(x, t) denotes the fundamental solution of P0 + ∂t.
Proof. By Proposition 6.1.2 as λ→∞ we have
(6.1.17) N(P ;λ) ∼ ν0(P )λ d+2m , ν0(P ) = Γ(1 + d+ 2
m
)−1
∫
M
trE a0(P )(x).
On the other hand, by Lemma 6.1.4 in normal trivializing Heisenberg coordi-
nates centered at point a ∈M we have
(6.1.18)
[trCr a0(P )(x)dx]|x=0 = [trCr K0(0, 1)dx]|x=0 = trCr K0(0, 1)ρ
−1
0 [dρ(x)]|x=0 .
Hence trE a0(P )(x) = ρ−10 trCr K0(0, 1)dρ(x). Thus,
(6.1.19) ν0(P ) = Γ(1 +
d+ 2
m
)−1
∫
M
ρ−10 trCr K0(0, 1)dρ(x) = ρ
−1
0 ν0(P0) volρM,
with ν0(P0) = Γ(1 +
d+2
m )
−1 trCr K0(0, 1). Combining this (6.1.17) then proves the
lemma. 
6.2. Weyl asymptotics and CR geometry
The aim of this section is to express in geometric terms the Weyl asymp-
totics (6.1.3) for the Kohn Laplacian, the horizontal sublaplacian and the Gover-
Graham on CR manifolds with Levi metrics.
Let M2n+1 be a κ-strictly pseudoconvex manifold, 0 ≤ κ ≤ n2 , equipped with
a pseudohermitian contact form θ. Let T1,0 ⊂ TCM be the CR tangent bundle of
M , set T0,1 = T0,1 and H = ℜ(T1,0⊕ T0,1) and let Lθ denote the Levi form on T1,0
so that
(6.2.1) Lθ(Z,W ) = −idθ(Z, W¯ ) = iθ([Z, W¯ ]) ∀Z,W ∈ C∞(M,T1,0).
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Let X0 be the Reeb vector field of θ, so that ıX0θ = 1 and ıX0dθ = 0. This
gives rise to the splitting,
(6.2.2) TCM = T1,0 ⊕ T0,1 ⊕ (CX0).
For p, q = 0, . . . , n we let Λp,q denote the bundle of (p, q)-forms associated to this
splitting. Moreover, we have
(6.2.3) [Z, W¯ ] = −iLθ(Z,W )T mod T1,0 ⊕ T0,1 ∀Z,W ∈ C∞(M,T1,0).
We endowM with a Levi metric as follows (see also [FS1]). Let h˜ be a (positive
definite) Hermitian metric on T1,0. Then there exists a Hermitian-valued section A
of EndC T1,0 such that
(6.2.4) Lθ(Z,W ) = h˜(AZ,W ) ∀Z,W ∈ C∞(M,T1,0).
Let A = U |A| be the polar decomposition of A. Since by assumption the
Hermitian form Lθ has signature (n − κ, κ, 0), hence is nondegenerate, the section
A is invertible and the section U is an orthogonal matrix with only the eigenvalues
1 and −1 with multiplicities n − κ and κ respectively. Therefore, we have the
splitting,
(6.2.5) T1,0 = T
+
1,0 ⊕ T−1,0, T±1,0 = ker(U ∓ 1),
where the restriction of Lθ to T
+
1,0 (resp. T
−
1,0) is positive definite (resp. negative
definite). We then get a Levi metric on T1,0 by letting
(6.2.6) h(Z,W ) = h˜(|A|Z,W ), Z,W ∈ C∞(M,T1,0).
In particular, on the direct summands T±1,0 of the splitting (6.2.5) we have
(6.2.7) Lθ(Z,W ) = h(UZ,W ) = ±h(Z,W ), Z,W ∈ C∞(M,T±1,0).
We now extend h into a Hermitian metric h on TCM by making the following
requirements:
h(X0, X0) = 1, h(Z,W ) = h(Z¯, W¯ ) ∀Z,W ∈ T0,1,(6.2.8)
The splitting TCM = CT ⊕ T1,0 ⊕ T0,1 is orthogonal with respect to h.(6.2.9)
This allows us to express the Levi form LC : (H⊗C)×(H⊗C)→ TCM/(H⊗C)
as follows. Since θ(T ) = 1 we have
(6.2.10) LC(X,Y ) = θ([X,Y ])T = −dθ(X,Y )T, X, Y ∈ C∞(M,H ⊗ C).
Therefore, if follows from (6.2.7) that we have
(6.2.11) L(Z, W¯ ) = −iLθ(Z,W ) = h(Z, iUW ), Z,W ∈ C∞(M,T1,0).
Since L is antisymmetric and the integrability condition [T1,0, T1,0] ⊂ T1,0 im-
plies that LC vanishes on T1,0 × T1,0 and on T0,1 × T0,1, we get
(6.2.12) LC(X,Y ) = h(X,LY ), X, Y ∈ C∞(M,H ⊗ C),
where L is the antilinear antisymmetric section of EndR(H ⊗ C) such that
(6.2.13) L(Z + W¯ ) = iUW − i(UZ) ∀Z,W ∈ C∞(M,T1,0).
In particular, since U∗ = U and U2 = 1 we have |L| = 1.
Let Z1, . . . , Zn be a local orthonormal frame for T1,0 (with respect to h) and
such that Z1, . . . , Zn−κ span T+1,0 and Zn−κ+1, . . . , Zn span T
−
1,0. Then {T, Zj, Z¯j}
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is an orthonormal frame. In the sequel we will call such a frame an admissible
orthonormal frame of TCM . Then from (6.2.7) we get:
(6.2.14) Lθ(Zj , Z¯k) = ǫjh(Zj , Zk) = ǫjδjk,
where ǫj = 1 for j = 1, . . . , n− κ and ǫj = −1 for j = n− κ+ 1, . . . , n.
Let {θ, θj , θj¯} be the dual coframe of T ∗
C
associated to {T, Zj, Z¯j}. Then the
volume form of h is locally given by
(6.2.15)
√
h(x)dx = inθ ∧ θ1 ∧ θ1¯ ∧ · · · ∧ θn ∧ θn¯.
Furthermore, because of (6.2.14) we have dθ = i
∑n
j=1 ǫjθ
j ∧θj¯ mod θ∧T ∗M , so as
ǫ1 . . . ǫn = (−1)κ we have θ ∧ dθn = n!in(−1)κθ ∧ θ1 ∧ θ1¯ ∧ · · · ∧ θn ∧ θn¯. Therefore,
we get the following global formula for the volume form,
(6.2.16)
√
h(x)dx =
(−1)κ
n!
θ ∧ dθn.
In particular, we see that the volume form depends only on θ and not on the choice
of the Levi metric.
Definition 6.2.1. The pseudohermitian volume of (M, θ) is
(6.2.17) volθM =
(−1)κ
n!
∫
M
θ ∧ dθn.
We shall now relate the asymptotics (6.1.3) for the Kohn Laplacian, the hori-
zontal sublaplacian and the Gover-Graham operators to the volume volθM . To this
end consider the Heisenberg group H2n+1 = R×R2n together with the left-invariant
basis of h2n+1 given by
X00 =
∂
∂x0
, X0j =
∂
∂xj
+ xn+j
∂
∂x0
,(6.2.18)
X0n+j =
∂
∂xn+j
− xj ∂
∂x0
, j = 1, . . . , n.(6.2.19)
For µ ∈ C let Lµ denote the Folland-Stein sublaplacian,
(6.2.20) Lµ = −1
2
(X01 )
2 + . . .+ (X02n)
2)− iµX00 .
For this sublaplacian the condition (3.4.14) reduces to µ 6= ±n,±(n+ 2), . . ., so in
this case the operators Lµ and Lµ + ∂t are hypoelliptic and admit unique funda-
mental solutions since their symbols are invertible.
In the sequel it will be convenient to use the variable x′ = (x1, . . . , x2n).
Lemma 6.2.2. For |ℜµ| < n the fundamental solution kµ(x0, x′, t) of Lµ + ∂t
is equal to
(6.2.21) χ(t)(2πt)−n
∫ ∞
−∞
eix0ξ0−µtξ0(
tξ0
sinh tξ0
)n exp[−1
t
tξ0
tanh tξ0
|x′|2]dξ0.
where χ(t) denotes the characteristic function of (0,∞).
Proof. The fundamental solution kµ(x0, x
′, t) is solution to the equation,
(6.2.22) (Lµ + ∂t)k(x0, x′, t) = δ(x0)⊗ δ(x′)⊗ δ(t).
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Let us make a Fourier transform with respect to x0, so that letting kˆ(ξ0, x
′, t) =
kˆx0→ξ0(ξ0, x′, t) the equation (6.2.22) becomes
(Lˆ0 + µξ0 + ∂t)kˆµ = δ(x′)⊗ δ(t),(6.2.23)
Lˆ0 = −1
2
n∑
j=1
(
∂
∂xj
− ixn+jξ0)2 − 1
2
n∑
j=1
(
∂
∂xn+j
+ ixjξ0)
2.(6.2.24)
Notice that Lˆ0 = 12HA(ξ0), where HA(ξ0) = −
∑2n
j=1(∂j −
∑2n
k=1 iA(ξ0)jkxk)
2 is
the harmonic oscillator associated to the real antisymmetric matrix,
(6.2.25) A(ξ0) = ξ0J, J =
(
0 −In
In 0
)
.
Therefore, the fundamental solution of Lˆ0 + µξ0 + ∂t is given by a version of
the Mehler formula (see, e.g., [GJ], [Po4, p. 225]), that is, kˆ0(ξ0, x
′, t) is equal to
(6.2.26) χ(t)(2πt)−n det
1
2 (
itA(ξ0)
sinh(itA(ξ0))
) exp[− 1
2t
〈 itA(ξ0)
tanh(itA(ξ0)
x′, x′〉],
= χ(t)(2πt)−n(
tξ0
sinh(tξ0
))n exp[− 1
2t
tξ0
tanh(tξ0)
|x′|2].
A solution of (6.2.23) is now given by kˆµ(ξ0, x
′, t) = e−µξ0tkˆ0(ξ0, x′, t). More-
over, as we have
(6.2.27) |h0(ξ0, x′, t)| ≤ π−n|ξ0|ne−tn|ξ0|,
we see that for |ℜµ| < n the function e−tµξ0 kˆ0 is integrable with respect to ξ0.
Since kµ(x0, x
′, t) is the inverse Fourier transform with respect to ξ0 of kˆµ(ξ0, x′, t)
it follows that kµ(x0, x
′, t) is equal to
(6.2.28) χ(t)(2πt)−n
∫ ∞
−∞
eix0ξ0−µtξ0(
tξ0
sinh tξ0
)n exp[−1
t
tξ0
tanh tξ0
|x′|2]dξ0.
The lemma is thus proved. 
Next, for |ℜµ| < n we let
(6.2.29) ν(µ) =
1
(n+ 1)!
kµ(0, 0, 1) =
(2π)−(n+1)
(n+ 1)!
∫ ∞
−∞
e−µξ0(
ξ0
sinh ξ0
)ndξ0.
Lemma 6.2.3. Let ∆ : C∞(M, E) → C∞(M, E) be a selfadjoint sublaplacian
which is bounded from below and assume there exists µ ∈ (−n, n) such that near
any point of M there is an admissible orthonormal frame Z1, . . . , Zn of T1,0 with
respect to which ∆ takes the form,
(6.2.30) ∆ = −
n∑
j=1
(ZjZj + ZjZj)− iµX0 +OH(1).
Then as λ→∞ we have
(6.2.31) N(∆;λ) ∼ 2nν(µ) rk E(volθM)λn+1.
Proof. Let Z1, . . . , Zn be a local admissible orthonormal frame of T1,0. Then
from (6.2.1) and (6.2.7) we obtain
(6.2.32) [Zj, Z¯k] = −Lθ(Zj , Zk)T = −iǫjδjkT mod T1,0 ⊕ T0,1.
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In addition, we let X1, . . . , X2n be the vector fields in H such that
(6.2.33) Zj =
{
1
2 (Xj − iXn+j) for j = 1, . . . , n− κ,
1
2 (Xn+j − iXj) for j = n− κ+ 1, . . . , n.
Then X1, . . . , X2n is a local frame of H = ℜ(T1,0 ⊕ T0,1) and from (6.2.32) we get
[Xj, Xn+k] = −2δjkX0 mod H,(6.2.34)
[X0, Xj ] = [Xj , Xk] = [Xn+j , Xn+k] = 0 mod H.(6.2.35)
Moreover, in terms of the vector fieldsX1, . . . , X2n the formula (6.2.30) becomes
(6.2.36) ∆ = −1
2
(X21 + . . .+X
2
2n) + iµX0 +OH(1).
Combining this with (6.2.13) shows that the condition (3.4.22) for ∆, is given in
terms of the eigenvalues of |L| = 1 and becomes
(6.2.37) µ 6∈ {±(n+ 2k); k = 0, 1, 2, . . .}.
Since by assumption we have µ ∈ (−n, n), the condition (3.4.22) is fulfilled at
every point, so by Proposition 5.2.9 the principal symbol of ∆+ ∂t is an invertible
Volterra-Heisenberg symbol. This allows us to apply Proposition 6.1.2 to deduce
that as λ→∞ we have
(6.2.38) N(∆;λ) ∼ ν0(∆)λn+1,
where ν0(P ) is given by (6.1.3).
Let us now work in Heisenberg coordinates centered at a point a ∈ M related
to a local H-frame X0, X1, . . . , X2n as above. Because of (6.2.34) and (6.2.35) the
model vector fields Xa0 , X
a
1 . . . , X
a
2n coincide with the vector fields (6.2.18)–(6.2.19),
so GaM agrees with the Heisenberg group H
2n+1 in the Heisenberg coordinates. In
addition, using (6.2.36) we see that the model operator of ∆ is
(6.2.39) ∆a = −1
2
((Xa1 )
2 + . . .+ (Xa2n)
2)− iµXa0 = Lµ.
As µ ∈ (−n, n) it follows that ∆ satisfies the Rockland condition at every point.
On the other hand, since we are in Heisenberg coordinates we haveXj(0) =
∂
∂xj
.
In particular, we have θ(0) = dx0. Moreover, as dθ(X,Y ) = −θ([X,Y ]) we deduce
from (6.2.34)–(6.2.35) that, for j = 0, 1, . . . , n and k = 1, . . . , n, we have
(6.2.40) dθ(Xj , Xn+k) = 2δjk, dθ(Xj , Xk) = 0.
It then follows that dθ(0) = 2
∑n
j=1 dxj ∧ dxn+j . Therefore, the volume form is
given by
(6.2.41)
(−1)κ
n!
θ ∧ dθn(0) = (−1)κ2ndx0 ∧ dx1 ∧ dxn+1 ∧ . . . ∧ dxn ∧ dx2n.
Note also that because of (6.2.33) the orientation ofM is that given by inT∧Z1∧Z¯1∧
. . .∧Zn∧Z¯n = (−1)κT ∧X1∧Xn+1∧. . .∧Xn∧X2n. Therefore, at x = 0 the volume
form ofM is in the same orientation class as (−1)κdx0∧dx1∧dxn+1∧. . .∧dxn∧dx2n.
Thus,
(6.2.42)
(−1)κ
n!
θ ∧ dθn(0) = 2ndx|x=0 .
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All this shows that in the above Heisenberg coordinates the volume form and
the model operator of ∆ have normal forms in the sense of Proposition 6.1.5 with
ρ0 = 2
n and P0 = Lµ ⊗ 1Cr . Therefore, we may apply (6.1.16) to get
(6.2.43) ν0(∆) = 2
nν0(Lµ ⊗ 1Cr)
∫
M
(−1)κ
n!
θ ∧ dθn = 2nν0(Lµ) rk E volθM,
where ν0(Lµ) = 1(n+1)!kµ(0, 0, 1) = ν(µ). The lemma is thus proved. 
We are now ready to relate the asymptotics (6.1.3) for the Kohn Laplacian to
the pseudohermitian volume of M .
Theorem 6.2.4. Assume that M is endowed with a Levi metric and consider
the Kohn Laplacian b;p,q : C
∞(M,Λp,q) → C∞(M,Λp,q) acting on (p, q)-forms
with q 6= κ and q 6= n− κ. Then as λ→∞ we have
(6.2.44) N(b;p,q;λ) ∼ αnκpq(volθM)λn+1,
where αnκpq is equal to
(6.2.45)
∑
max(0,q−κ)≤k≤min(q,n−κ)
1
2
(
n
p
)(
n− κ
k
)(
κ
q − k
)
ν(n− 2(κ− q + 2k)).
In particular αnκpq is a universal constant depending only on n, κ, p and q.
Proof. As M is κ-strictly pseudoconvex the Y (q)-condition reduces to q 6= κ
and q 6= n−κ, so in this case b;p,q has an invertible principal symbol. Since b;p,q
is a positive it follows from Proposition 6.1.2 that as λ→∞ we have
(6.2.46) N(b;p,q;λ) ∼ ν0(b;p,q)λn+1.
It then remains to show that ν0(b;p,q) = αnκpq volθM with αnκpq given by (6.2.45).
Let {T, Zj, Z¯j} be a local admissible orthonormal frame of TCM and let {θ, θj , θj¯}
be the dual coframe of T ∗
C
M . For ordered subsets J = {j1, . . . , jp} and K =
{k1, . . . , kq} of {1, . . . , n} with j1 < . . . < jp and k1 < . . . < kq we let
(6.2.47) θJ,K¯ = θj1 ∧ . . . ∧ θjp ∧ θk¯1 ∧ . . . ∧ θk¯q .
Then {θJ,K¯} form an orthonormal frame of Λ∗,∗ and, as shown in [BG, Sect. 20],
with respect to this frame b takes the form,
b = diag{JK¯}+OH(1),(6.2.48)
JK¯ = −
1
2
∑
1≤j≤n
(ZjZ¯j + Z¯jZj) +
1
2
∑
j∈K
[Zj , Z¯j]− 1
2
∑
j 6∈K
[Zj , Z¯j ].(6.2.49)
Moreover, using (6.2.32) we see that the leading part of JK¯ is equal to
(6.2.50) −1
2
∑
1≤j≤n
(ZjZ¯j + Z¯jZj)− i
2
µKX0, µK =
∑
j∈K
ǫj −
∑
j 6∈K
ǫj.
Notice that since ǫj = 1 for j = 1, . . . , n− κ and ǫj = −1 for j = n− κ + 1, . . . , n
we have µK ∈ [−n, n] and µK = ±n if, and only if, we have K = {1, . . . , n− κ} or
K = {n− κ+1, . . . , n}. Thus if |K| = q with q 6∈ {κ, n− κ} then JK¯ is two times
a sublaplacian of the form (6.2.30) with µ = µK in (−n, n).
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On the other hand, complex conjugation is an isometry, so from the orthogonal
splitting (6.2.5) we get the orthogonal splitting T0,1 = T
+
0,1 ⊕ T−0,1 with T±0,1 = T±1,0.
By duality these splittings give rise to the orthogonal decompositions,
(6.2.51) Λ1,0 = Λ1,0+ ⊕ Λ1,0− , Λ0,1 = Λ0,1+ ⊕ Λ0,1− .
Therefore, letting Λp;q,k = Λp,0 ∧ (Λ0,1+ )k ∧ (Λ0,1− )q−k we have
(6.2.52) Λp,q =
⊕
max(0,q−κ)≤k≤min(q,n−κ)
Λp;q,k.
Let Πp;qk be the orthogonal projection onto Λ
p;q,k and set pqk = ΠpqkbΠpqk.
As (6.2.48) and (6.2.49) show that b;p,q is scalar up to first order terms we have
(6.2.53) b;p,q =
∑
max(0,q−κ)≤k≤min(q,n−κ)
p;qk +OH(1).
In particular, as ν0(b;p,q) depends only on the principal symbol of b;p,q we get
(6.2.54) ν0(b;p,q) =
∑
max(0,q−κ)≤k≤min(q,n−κ)
ν0(p;qk).
We are thus reduced to express each coefficient ν0(p;qk) in terms of volθM .
Next, if θJK¯ is a section of Λp,q,k then we have
#K ∩ {1, . . . , n− κ} = k, #K ∩ {n− κ+ 1, . . . , n} = q − k,(6.2.55)
#Kc ∩ {1, . . . , n− κ} = n− κ− k,(6.2.56)
#Kc ∩ {n− κ+ 1, . . . , n} = κ− q + k,(6.2.57)
from which we get µK = k− (q− k)− [(n−κ− k)− (κ− q+ k)] = n+2q− 2κ− 4k.
Combining this with (6.2.48)–(6.2.50) then gives
(6.2.58) p;qk = −1
2
∑
1≤j≤n
(ZjZ¯j + Z¯jZj)− i
2
(n+ 2q − 2κ− 4k)X0 +OH(1).
Now, we can apply Lemma 6.2.3 to 2p;qk to get that ν0(p;qk) is equal to
(6.2.59) 2−(n+1)ν0(2p;qk) = 2−(n+1)2n(rkΛp;q,k)ν(n + 2q − 2κ− 4k). volθM
=
1
2
(
n
p
)(
n− κ
k
)(
κ
q − k
)
ν(n+ 2q − 2κ− 4k). volθM.
Combining this with (6.2.46) and (6.2.54) then shows that as λ→∞ we have
(6.2.60) N(b;p,q;λ) ∼ αnκpq(volθM)λn+1,
with αnκpq given by (6.2.45). The proof is thus achieved. 
Next, we turn to the horizontal sublaplacian on (p, q)-forms.
Theorem 6.2.5. Assume that M is endowed with a Levi metric and consider
the horizontal sublaplacian ∆b : C
∞(M,Λp,q) → C∞(M,Λp,q) acting on (p, q)-
forms with (p, q) 6= (κ, n − κ) and (p, q) 6= (n − κ, κ). Then as λ → ∞ we have
(6.2.61) N(∆b;p,q;λ) ∼ βnκpq(volθM)λn+1,
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where βnκpq is equal to
(6.2.62) ∑
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
2n
(
n− κ
l
)(
κ
p− l
)(
n− κ
k
)(
κ
q − k
)
ν(2(q − p) + 4(l− k)).
In particular βnκpq is a universal constant depending only on n, κ, p and q.
Proof. Thanks to (2.2.13) we know that we have
(6.2.63) ∆b = b;p,q +b;p,q,
where b denotes the conjugate operator of b, that is, bη = bη, (or, equiva-
lently, the Laplacian of the ∂b-complex).
As in (6.2.52) we have orthogonal splittings,
Λp,q =
⊕
max(0,p−κ)≤l≤min(p,n−κ)
Λp,l;q =
⊕
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
Λp,l;q,k,(6.2.64)
Λp,l;q = (Λ1,0+ )
l ∧ (Λ1,0− )p−l ∧ Λ0,q, Λp,l;q,k = Λp,l;0 ∧ Λp,l;0.(6.2.65)
Since b;p,q is a scalar operator modulo lower order terms, the same is true for b
and ∆b. Therefore, on Λ
p,q we can write
(6.2.66) b =
∑
max(0,p−κ)≤l≤min(p,n−κ)
p,l;q +OH(1), p,l;q = Πp,l;qbΠp,l;q,
where Πp,l;q denote the orthogonal projection onto Λ
p,l;q. Therefore, if we let Πp,l;q,k
denote the orthogonal projection onto Λp,l;q,k and set ∆p,l;q,k = Πp,l;q,k∆bΠp,l;q,k,
then we have
(6.2.67) ∆b =
∑
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
∆p,l;q,k +OH(1).
In particular, as in (6.2.68) we have
(6.2.68) ν0(∆b;p,q) =
∑
max(0,q−κ)≤k≤min(q,n−κ)
max(0,p−κ)≤l≤min(p,n−κ)
ν0(∆p,l;q,k).
Next, let {X0, Zj , Z¯j} be a local admissible orthonormal frame for TCM . Since
p,l;q = q;p,l, using (6.2.58) we see that on Λ
p,l;q we have
(6.2.69) p,l;q = −1
2
∑
1≤j≤n
(ZjZ¯j + Z¯jZj) +
i
2
(n+ 2p− 2κ− 4l)X0 +OH(1).
Therefore, on Λp,l;q,k we can write
(6.2.70) ∆p,l;q,k = p;q,k +p,l;q
= −
∑
1≤j≤n
(ZjZ¯j + Z¯jZj)− i(2(q − p) + 4(l − k))X0 +OH(1).
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Thanks to (6.2.70) we can apply Lemma 6.2.3 to get
(6.2.71) ν0(∆p,l;q,k) = 2
n rkΛp,l;q,kν(2(q − p) + 4(l − k)) volθM
= 2n
(
n− κ
l
)(
κ
p− l
)(
n− κ
k
)(
κ
q − k
)
ν(2(q − p) + 4(l − k)) volθM.
Combining this with (6.2.68) then shows that as λ→∞ we have
(6.2.72) N(∆b;λ) ∼ βnκpq(volθM)λn+1,
with βnκpq given by (6.2.62). The theorem is thus proved. 
Finally, suppose that M is strictly pseudoconvex, i.e., we have κ = 0, and for
k = 1, . . . , n+1, n+2, n+4, . . . let ⊡
(k)
θ : C
∞(M)→ C∞(M) be the Gover-Graham
operator of order k. Then we have:
Theorem 6.2.6. Assume k 6= n + 1. Then there exists a universal constant
ν
(k)
n > 0 depending only on n and k such that as λ→∞ we have
(6.2.73) N(⊡
(k)
θ ;λ) ∼ ν(k)n (volθM)λ
n+1
k .
Proof. Let Z1, . . . , Zn be an orthonormal frame of T1,0 over an open U ⊂M .
Since κ = 0 this is an admissible orthonormal frame. Therefore, as shown in
the proof of Lemma 6.2.3, if for j = 1, . . . , n we let Zj =
1
2 (Xj − iXn+j) then
X0, X1, . . . , X2n is an H-frame such that in associated Heisenberg coordinates cen-
tered at a point a ∈ U we have G0M = H2n+1 and θ∧dθn(0) = 2ndx and the model
operator at x = 0 of ∆µ = −
∑
(ZjZj + ZjZj) − iµT , µ ∈ C, is the Folland-Stein
sublaplacian Lµ in (6.2.20).
By Proposition 3.5.7 the operator ⊡
(k)
θ is of the form,
(6.2.74) (∆b;0+i(k−1)X0)(∆b;0+i(k−3)X0) · · · (∆b;0−i(k−1)X0)+OH(2k−1).
Moreover, by (3.5.24) we have ∆b;0 = −
∑
(ZjZj+ZjZj)+OH(1), so in Heisenberg
coordinates as above the model operator at x = 0 of ∆b;0 − iµX0, µ ∈ C, is just
Lµ. Incidentally, the model operator of ⊡(k)θ is L−k+1L−k+3 · · · Lk−1.
All this shows that ⊡
(k)
θ admits a normal form in the sense of Proposition 6.1.4
and that we can make use of this proposition as in the proof of Lemma 6.2.3 to
deduce that as λ→∞ we have
(6.2.75) N(⊡
(k)
θ ;λ) ∼ ν(k)n (volθM)λ
n+1
k , ν(k)n = 2
nΓ(1+
2n+ 2
k
)−1K(k)(0, 1),
where K(k)(x, t) denotes the fundamental solution of L−k+1L−k+3 · · · Lk−1 + ∂t.
In particular, we see that ν
(k)
n is universal constant depending only on k and n.
Furthermore, it follows from Proposition 6.1.2 that ν
(k)
n is > 0. 
6.3. Weyl asymptotics and contact geometry
In this section we express in more geometric terms the Weyl asymptotics for the
horizontal sublaplacian and the contact Laplacian on a compact orientable contact
manifold (M2n+1, H) equipped with a contact form θ.
Let X0 be the Reeb vector field associated to θ, so that ıX0dθ = 0 and
ıX0θ = 1. Since M is orientable H admits a calibrated almost complex struc-
ture J ∈ C∞(M,EndH), J2 = −1, so that for any nonzero section X of H we have
dθ(X, JX) = −dθ(JX,X) > 0. We then endow M with the orientation defined by
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θ and the almost complex structure J , so that θ ∧ dθn > 0, and we equip it with
the Riemannian metric,
(6.3.1) gθ,J = dθ(., J.) + θ
2.
A local orthonormal frame X1, . . . , X2n of H will be called admissible when we
have Xn+j = JXj for j = 1, . . . , n. If θ
1, . . . , θ2n denotes the dual frame then we
have dθ =
∑n
j=1 θ
j ∧ θn+j , so the volume form of gθ is equal to
(6.3.2) θ1 ∧ θn+1 ∧ . . . ∧ θn ∧ θ2n ∧ θ = 1
n!
dθn ∧ θ.
In particular, the volume form is independent of the choice of the almost complex
structure and depends only on the contact form.
Definition 6.3.1. The contact volume of (M2n+1, θ) is given by
(6.3.3) volθM =
1
n!
∫
M
dθn ∧ θ.
Lemma 6.3.2. Let ∆ : C∞(M, E) → C∞(M, E) be a selfadjoint sublaplacian
such that ∆ is bounded from below. We further assume that there exists µ ∈ (−n, n)
so that near any point of M there is an admissible orthonormal frame X1, . . . , X2n
of H with respect to which ∆ takes the form,
(6.3.4) ∆ = −(X21 + . . .+X22n)− iµX0 +OH(1).
Then as λ→∞ we have
(6.3.5) N(∆;λ) ∼ 2nν(µ) rk E(volθM)λn+1.
Proof. Let X1, . . . , X2n be an admissible local orthonormal frame of TM and
for j = 1, . . . , 2n let X˜j =
√
2Xj . Then X0, X˜1, . . . , X˜2n is a local H-frame of TM
with respect to which ∆ takes the form,
(6.3.6) ∆ = −1
2
(X˜21 + . . .+ X˜
2
2n)− iµ(x)T +OH(1).
Moreover, for j, k = 1, . . . , 2n we have
(6.3.7) θ([X˜j , JX˜k]) = −2dθ(Xj, JXk) = −2gθ(Xj , Xk) = −2δjk.
Therefore, for j, k = 1, . . . , n we get:
[Xj, Xn+k] = −2δjkX0 mod H,(6.3.8)
[T,Xj] = [Xj , Xk] = [Xn+j , Xn+k] = 0 mod H.(6.3.9)
The equalities (6.3.6)–(6.3.9) are the same as (6.2.34)–(6.2.36) in the case κ = 0.
Therefore, along the same lines as that of the proof Lemma 6.2.3 we get
(6.3.10) ν0(∆) = 2
n ν(µ)
n!
∫
M
dθn ∧ θ = 2nν(µ) volθM.
Combining this with Proposition 6.1.2 then proves the asymptotics (6.3.5). 
Theorem 6.3.3. Let ∆b;k : C
∞(M,Λk
C
H∗) → C∞(M,Λk+1
C
H∗) be the hori-
zontal sublaplacian on M in degree k with k 6= n. Then as λ→∞ we have
N(∆b;k;λ) ∼ γnk(volθM)λn+1, γnk =
∑
p+q=k
2n
(
n
p
)(
n
q
)
ν(p− q).(6.3.11)
In particular γnk is universal constant depending on n and k only.
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Proof. As explained in Section 2.2 the almost complex structure of H gives
rise to an orthogonal decomposition Λk
C
H∗ =
⊕
p+q=k Λ
p,q. If X1, . . . , X2n is a
local admissible orthonormal frame of H then, as shown by Rumin [Ru, Prop. 2],
on Λp,q the operator ∆b takes the form,
(6.3.12) ∆b = −(X21 + . . .+X22n) + i(p− q)X0 +OH(1).
where the lower order part is not scalar. Therefore, modulo lower order terms, ∆b
preserves the bidegree. We thus may write
(6.3.13) ∆b;k =
∑
p+q=k
∆p,q +OH(1), ∆p,q = Πp,q∆bΠp,q,
where Πp,q denotes the orthogonal projection of Λ
∗
C
H∗ onto Λp,q. In particular,
(6.3.14) ν0(∆b;k) =
∑
p+q=k
ν0(∆p,q).
Moreover, since ∆p,q takes the form (6.3.12) with respect to any admissible
orthonormal frame of H , we may apply Lemma 6.3.2 to get
(6.3.15) ν0(∆p,q) = 2
n
∑
p+q=k
(
n
p
)(
n
q
)
ν(p− q).
Combining this with (6.3.14) then gives the asymptotics (6.3.11). 
Finally, in the case of the contact Laplacian we can prove:
Theorem 6.3.4. 1) Let ∆R;k : C
∞(M,Λk)→ C∞(M,Λk) be the contact Lapla-
cian in degree k 6= n. Then there exists a universal constant νnk > 0 depending
only on n and k such that as λ→∞ we have
(6.3.16) N(∆R;k) ∼ νnk(volθM)λn+1.
2) For j = 1, 2 consider the contact Laplacian ∆R;nj : C
∞(M,Λnj )→ C∞(M,Λnj ).
Then there exists a universal constant νn,j > 0 depending only on n and j such that
as λ→∞ we have
(6.3.17) N(∆R;nj) ∼ νn,j(volθM)λn+12 .
Proof. Let a ∈M and consider a chart around a together with an admissible
orthonormal frame X1, . . . , X2n of H . Since T,X1, . . . , X2n form a H-frame this
chart is a Heisenberg chart. Moreover, as shown in the proofs of Lemma 6.2.3 and
Lemma 6.3.2 the following hold:
(i) We have Xaj = X
0
j , where X
0
0 , . . . , X
0
2n denote the left-invariant vector
fields (6.2.18) and (6.2.19) on H2n+1. In particular, we have GaM = H
2n+1 and
Ha = H
0
0 , where H
0
0 is the left-invariant Heisenberg structure of H
2n+1.
(ii) We have θ(0) = dx0 = θ
0(0) and dθ(0) = 2
∑n
j=1 dxj ∧ dxn+j = dθ0(0),
where θ0 = dx0 +
∑n
j=1(xjdxn+j − xn+jdxj) is the standard left-invariant contact
form of H2n+1.
(iii) The density on M given by the contact volume form 1n!θ ∧ dθn agrees at
x = 0 with the density 2ndx on Rd+1.
On the other hand, for k = 0, 1, . . . , 2n the fiber at a of the bundle Λk∗ depends
only on Ha and on the values of θ and dθ at a. Therefore, it follows from the
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statements (i) and (ii) that in the Heisenberg coordinates centered at a the fibers
at x = 0 of the bundles Λ∗ ⊕ Λn∗ of M and H2n+1 agree.
Next, let ∆0R denote the contact Laplacian on H2n+1. Then we have:
Lemma 6.3.5. In the Heisenberg coordinates centered at a the model operators
of ∆aR;k and ∆R;nj agree with ∆
0
R;k and ∆
0
R;nj respectively.
Proof of the lemma. First, note that in view of the formulas (3.5.38)–
(3.5.42) for ∆R and of Proposition 3.2.9 and Proposition 3.2.11, we only have
to show that in the Heisenberg coordinates centered at a the model operators daR;k
and DaR;n agree with the operators d
0
R;k and D
0
R;n on H
2n+1.
Let θ1, . . . , θ2n be the coframe of H∗ dual to X1, . . . , X2n. This coframe gives
rise to a trivialization of Λ∗
C
H∗ over the chart, in which we have db =
∑2n
j=1 ε(θ
j)Xj .
Furthermore, since Xj(0) =
d
dxj
we have θj(0) = dxj , so the model operator of db is
dab =
∑2n
j=1 ε(dxj)X
0
j = d
0
b , where d
0
b is the db-operator on H
2n+1. In particular, as
for k = n+ 1, . . . , 2n we have dR;k = db;k on Λ
k, we get daR;k = d
a
b;k = d
0
b;k = d
0
R;k.
On the other hand, by definition for k = 0, . . . , n−1 we have d∗R;k = d∗b;k on Λk.
Thus (daR;k)
∗ = (d∗R;k)
a = (d∗b;k)
a = (dab;k)
∗ = (d0b;k)
∗ = (d0R;k)
∗, which by taking
adjoints gives daR;k = d
0
R;k.
Finally, as DR;n = LX0 + db;n−1ε(dθ)−1db;n the model operator DaR;n is equal
to LTa + dab;n−1(ε(dθ)a)−1dab;n = LT 0 + d0b;n−1ε(dθ0)∗d0b;n = D0R;n. The proof is
therefore achieved. 
Thanks to the statements (i) and (iii) and the claim above we may apply
Proposition 6.1.5. Letting K0;k(x, t) be the fundamental solution of ∆
0
R;k + ∂t we
then deduce that as λ→∞ we have
(6.3.18) N(∆R;k) ∼ νnk(volθM)λn+1, νnk = 2
n
(n+ 1)!
trΛk,0 K0;k(0, 1).
In particular, the constant νnk depends only on n and k, hence is a universal
constant, and it follows from Proposition 6.1.2 that νnk is a positive number.
Similarly, let K0;nj(x, t) be the fundamental solution of ∆
0
R;nj + ∂t. Then as
λ→∞, we have
(6.3.19) N(∆R;nj) ∼ νn,j(volθM)λn+12 ,
where νn,j = 2
nΓ(1 + n+12 )
−1 trΛn,0j K0|Λn,0j
(0, 1) . In particular νn,j is a universal
constant depending only on n and j. The proof is thus complete. 
APPENDIX A
Proof of Proposition 3.1.18
First, we need the lemma below.
Lemma A.1. For ℜm > 0 we have Km(U × Rd+1) ⊂ C∞(U)⊗ˆC [ℜm2 ](Rd+1).
Proof. Let N = [ℜm2 ] and let α be a multi-order such that |α| ≤ N . As
〈α〉 ≤ 2|α| ≤ −(k + d + 2) the multiplication by ξα maps Smˆ(U × Rd+1) to
C∞(U)⊗ˆL1(Rd+1). Composing it with the inverse Fourier transform with respect to
ξ then shows that the map p→ ∂αy pˇξ→y maps Smˆ(U×Rd+1) to C∞(U)⊗ˆC0(Rd+1).
It then follows that for any p ∈ Smˆ(U ×Rd+1) the transform pˇξ→y(x, y) belongs to
C∞(U)⊗ˆCN (Rd+1).
Now, if K ∈ Km(U × Rd+1) then by Lemma 3.1.14 there exists a symbol
p ∈ Smˆ(U × Rd+1), mˆ = −(m + d + 2), such that K(x, y) is equal to pˇξ→y(x, y)
modulo a smooth function. Hence K(x, y) belongs to C∞(U)⊗ˆCN (Rd+1). The
lemma is thus proved. 
We are now ready to prove Proposition 3.1.18. Let U˜ be an open subset of
Rd+1 together with a hyperplane bundle H˜ ⊂ T U˜ and a H˜-frame of T U˜ and let
φ : (U,H) → (U˜ , H˜) be a Heisenberg diffeormorphism. Let P˜ ∈ Ψm
H˜
(V ) and set
P = φ∗P˜ . We need to show that P is a ΨHDO of order m on U .
First, by Proposition 3.1.16 the distribution kernel of P˜ takes the form,
(A.1) kP˜ (x˜, y˜) = |ε˜′x˜|KP˜ (x˜,−ε˜x˜(y˜)) + R˜(x˜, y˜),
with KP˜ (x˜, y˜) in Kmˆ(U˜ ×Rd+1) and R˜(x˜, y˜) in C∞(U˜ × U˜). Therefore, the distri-
bution kernel of P = φ∗P is given by
(A.2) kP (x, y) = |φ′(y)|kP˜ (φ(x), φ(y)) = |ε′x|K(x,−εx(y)) + R˜(φ(x), φ(y)),
where K is the distribution on U = {(x, y) ∈ U ×Rd+1; ε−1x (−y) ∈ U} ⊂ U ×Rd+1
given by
(A.3) K(x, y) = |∂yΦ(x, y)|KP˜ (φ(x),Φ(x, y)), Φ(x, y) = −ε˜φ(x) ◦ φ ◦ ε−1x (−y).
Next, it follows from [Po6, Props. 3.16, 3.18] that we have
(A.4) Φ(x, y) = −φ′H(x)(−y) + Θ(x, y) = φ′H(x)(y) + Θ(x, y),
where Θ(x, y) is a smooth function on U with a behavior near y = 0 of the form
(A.5) Θ(x, y) = (O(‖y‖3),O(‖y‖2), . . . ,O(‖y‖2)).
Then a Taylor expansion around y˜ = φ′H(x)y gives
(A.6) K(x, y) =
∑
〈α〉<N
|∂yΦ(x, y)|Θ(x, y)
α
α!
(∂αy˜KP˜ )(φ(x), φ
′
H (x)y) +RN (x, y),
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where RN (x, y) is equal to
(A.7) RN (x, y) =
∑
〈α〉=N
|∂yΦ(x, y)|Θ(x, y)
α
α!
∫ 1
0
(t− 1)N−1∂αy˜KP˜ (φ(x),Φt(x, y))dt.
and we have let Φt(x, y) = φ
′
H(x)y + tΘ(x, y).
Set fα(x, y) = |∂yΦ(x, y)|Θ(x, y)α. Then (A.5) implies that near y = 0 we have
(A.8) fα(x, y) = O(‖y‖3α0+2(α1+...+αd)) = O(‖y‖ 32 〈α〉).
Thus all the homogeneous components of degree < 32 〈α〉 in the Taylor expansion for
fα(x, y) at y = 0 must be zero. Therefore, we can write
(A.9) fα(x, y) =
∑
3
2 〈α〉≤〈β〉<32N
fαβ(x)
yβ
β!
+
∑
〈β〉=˙ 32N
rNαβ(x, y)y
β ,
where we have let fαβ(x) = ∂
β
y fα(x, 0), the functions rMαβ(x, y) are in C
∞(U)
and the notation 〈β〉=˙32N means that 〈β〉 is equal to 32N if 32N is an integer and to
3
2N +
1
2 otherwise. Thus,
(A.10) K(x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
Kαβ(x, y) +
∑
〈α〉<N
RNα(x, y) +RN (x, y),
where we have let
Kαβ(x, y) = fαβ(x)y
β(∂αy˜KP˜ )(φ(x), φ
′
H (x)y),(A.11)
RNα(x, y) =
∑
〈β〉=˙ 32N
rMαβ(x, y)y
β(∂αy˜KP˜ )(φ(x), φ
′
H (x)y).(A.12)
As in the proof of Proposition 3.1.16 the smoothness of φ′H(x)y and the fact
that φ′H(x)(λ.y) = λ.φH′ (x)y for any λ ∈ R imply that Kαβ(x, y) belongs to
Kmˆ−〈α〉+〈β〉(U ×Rd+1). Notice that if 32 〈α〉 ≤ 〈β〉=˙ 32N then we have ℜmˆ−〈α〉+ 〈β〉 ≥
ℜmˆ+ 13 〈β〉 ≥ ℜmˆ+ N2 . It then follows from Lemma A.1 that, for any integer J , the
remainder term RNα is in C
J (U × Rd+1) as soon as N is large enough.
Let πx : U × Rd+1 → U denote the projection on the first coordinate. In the
sequel we will say that a distribution K(x, y) ∈ D′(U×Rd+1) is properly supported
with respect to x when πx|suppK is a proper map, i.e., for any compact L ⊂ U the
set suppK ∩ (L× Rd+1) is compact.
In order to deal with the regularity of RN (x, y) in (A.7) we need the lemma
below.
Lemma A.2. There exists a function χn ∈ C∞c (U) properly supported with
respect to x such that χ(x, y) = 1 near y = 0 and, for any multi-order α, we can
write
(A.13) χ(x, y)Θ(x, y)α =
∑
〈β〉=˙ 32 〈α〉
θαβ(t, x, y)Φt(x, y)
β
where the functions θαβ(t, x, y) are in C
∞([0, 1]× U × Rd+1).
Proof of the lemma. Let U ′ be a relatively compact open subset of U and
let (t0, x0) ∈ [0, 1]×U ′. Since Φt0(x0, 0) = 0 and ∂yΦt0(x0, 0) = φ′H(x0) is invertible
the implicit function theorem implies that there exist an open interval Ix0 containing
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tx0 , an open subset Ux0 of U containing x0, open subsets Vx0 and V˜x0 of R
d+1
containing 0 and a smooth map Ψx0(t, x, y˜) from Ix0 × Ux0 × V˜x0 to Vx0 such that
Ux0 ×Vx0 is contained in U and for any (t, x, y) in Ix0 ×Ux0 ×Vx0 and any y˜ in V˜x0
we have
(A.14) y˜ = Φt(x, y)⇐⇒ y = Ψx0(t, x, y˜).
Since [0, 1]×U ′ is compact we can cover it by finitely many products Ixk×Uxk ,
k = 1, .., p, with (tk, xk) ∈ [0, 1] × U ′. In particular, the sets I = ∪kIk and U ′′ =
∪Uk are open neighborhoods of I and U ′ respectively. Thanks to (A.14) we have
Ψxk = Ψxl on (Ixk×Uxk×Vxk)∩(Ixl×Uxl×Vxl). Therefore, setting V = ∩kVk and
V˜ = ∩kV˜k we have U ′′×V ⊂ U and there exists a smooth map Ψ from I ×U ′′× V˜
such that for any (t, x, y) in I × U ′′ × V and any y˜ in V˜ we have
(A.15) y˜ = Φt(x, y)⇐⇒ y = Ψ(t, x, y˜).
Furthermore, as ∂y˜Ψ(t, x, 0) = [∂yΦt(x, 0)]
−1 = φ′H(x)
−1 and for any λ ∈ R
we have φ′H(x)
−1(λ.y) = λφ′H(x)
−1(y), the function Θ(x,Ψ(t, x, y˜)) behaves near
y˜ = 0 as in (A.5), so as in (A.8) and (A.9) for any multi-order α we can write
(A.16) Θ(x,Ψ(t, x, y˜))α =
∑
〈β〉=˙ 32 〈α〉
θ˜αβ(t, x, y˜)y˜
β ,
for some functions θ˜αβ(t, x, y˜) ∈ C∞(I ×U ′′ × V˜ ). Setting y˜ = Φt(x, y) then gives
(A.17) Θ(x, y)α =
∑
〈β〉=˙ 32 〈α〉
θαβ(t, x, y)Φt(x, y)
β ,
for some functions θαβ(t, x, y) ∈ C∞(I × U ′′ × V ).
All this allows us to construct locally finite coverings (U ′n)n≥0 and (U
′′
n )n≥0 of
U by relatively compact open subsets in such way that, for each integer n, the open
U ′′n contains U ′n and there exists an open Vn ⊂ Rd+1 containing 0 so that, for any
multiorder α, on [0, 1]× U ′′n × Vn we have
(A.18) Θ(x, y)α =
∑
〈β〉=˙ 32 〈α〉
θ
(n)
αβ (t, x, y)Φt(x, y)
β ,
for some functions θ
(n)
αβ (t, x, y) ∈ C∞([0, 1]× U ′′n × Vn).
For each n let ϕn ∈ C∞c (U ′′n ) be such that ϕn = 1 on U ′n and let ψn ∈ C∞c (Vn)
be such that ψn = 1 on a neighborhood V
′
n of 0. Then we construct a locally finite
family (χn)n≥0 ⊂ C∞c (U) as follows: for n = 0 we set χ0(x, y) = ϕ0(x)ψ0(y) and
for n ≥ 1 we let
(A.19) χn(x, y) = (1− ϕ0(x)ψ0(y)) . . . (1− ϕn−1(x)ψn−1(y))ϕn(x)ψn(y).
Then χ =
∑
n≥0 χn is a well defined smooth function on U × Rd+1 supported on
∪n≥0(U ′′n × Vn) ⊂ U , hence properly supported with respect to x. Also, as χ(x, y)
is equal to 1 on each product U ′n × V ′n we see that χ(x, y) = 1 on a neighborhood
of U × {0}. In addition, thanks to (A.18) on [0, 1]× U we have
(A.20) χ(x, y)Θ(x, y)α =
∑
n≥0
χn(x, y)Θ(x, y)
α =
∑
〈β〉=˙ 32 〈α〉
θαβ(t, x, y)Φt(x, y)
β ,
where θαβ(t, x, y) :=
∑
n χn(x, y)θ
(n)
αβ (t, x, y) belongs to C
∞([0, 1]×U×Rd+1). The
lemma is thus proved. 
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Let us go back to the proof of Proposition 3.1.18. Thanks to (A.7) and (A.13)
we see that χ(x, y)RN (x, y) is equal to
(A.21)
∑
〈α〉=N
∑
〈β〉=˙32N
∫ 1
0
rαβ(t, x, y)(y˜
β∂αy˜KP˜ )(φ(x),Φt(x, y))dt,
with rαβ(t, x, y) in C
∞([0, 1× U ×Rd+1). Since y˜β∂αy˜KP˜ is in Kmˆ+N/2(U˜ ×Rd+1)
it follows from Lemma A.1 that, for any integer J ≥ 0, as soon as N is taken large
enough y˜β∂αy˜KP˜ is in C
J (U˜ × Rd+1) and so χ(x, y)RN (x, y) is in CJ (U × Rd+1).
On the other hand, set KP (x, y) = χ(x, y)K(x, y) =
∑
χn(x, y)K(x, y). Since
χ(x, y) is supported in U and is properly supported with respect to x this defines
a distribution on U × Rd+1. Moreover, using (A.10) we get
(A.22) KP (x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
Kαβ(x, y) +
3∑
j=1
R
(j)
N ,
where the remainder terms R
(j)
N,z, j = 1, 2, 3 are given by
R
(1)
N = χ(x, y)RN (x, y), R
(2)
N =
∑
〈α〉<N
χ(x, y)RNα(x, y),(A.23)
R
(2)
N (x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
(1− χ(x, y))Kαβ(x, y).(A.24)
Each term Kαβ(x, y) belongs to Kmˆ−〈α〉+〈β〉(U ×Rd+1) and, as mˆ+ 〈β〉− 〈α〉 = mˆ+ j
and 32 〈α〉 ≤ 〈β〉 imply 〈α〉 ≤ 2j and 〈β〉 ≤ 43j, in the r.h.s. (A.22) there are only
finitely many such distributions in a given space Kmˆ+j(U×Rd+1) as α and β range
over all multi-orders such that 32 〈α〉 ≤ 〈β〉.
Furthermore, the reminder term R
(3)
N is smooth and the other remainder terms
R
(j)
N , j = 1, 2, are in C
J(U × Rd+1) as soon as N is large enough. Thus,
(A.25) KP (x, y) ∼
∑
3
2 〈α〉≤〈β〉
Kαβ(x, y),
which implies that KP belongs to Kmˆ(U × Rd+1) and satisfies (A.25).
Finally, from (A.1) and the very definition of Φ(x, y) on U ×U , we deduce that
the distribution kernel of P differs from |ε′x|KP (x,−εx(y) by the smooth function
(A.26) [1 − χ(x, εx(y))]|ε˜′φ(x)|KP˜ (φ(x),−ε˜φ(x) ◦ φ(y)) + R˜(φ(x), φ(y)).
Combining this with Proposition 3.1.16 and the fact that KP (x, y) satisfies (A.25)
proves Proposition 3.1.18.
APPENDIX B
Proof of Proposition 3.1.21
Let P : C∞c (U) → C∞(U) be a ΨHDO of order m and let us show that its
transpose operator P t : C∞c (U) → C∞(U) is a ΨHDO of order m. By Proposi-
tion 3.1.16 the distribution kernel of P is of the form,
(B.1) kP (x, y) = |ε′x|KP (x,−εx(y)) +R(x, y),
with KP (x, y) in Km(U ×Rd+1) and R(x, y) in C∞(U ×U). Thus the distribution
kernel kP t(x, y) = kP (y, x) of P
t is equal to
(B.2) |ε′y|KP (y,−εy(x)) +R(y, x) = |ε′x|K(x,−εx(y)) +R(y, x),
where K is the distribution on the open U = {(x, y); ε−1x (−y) ∈ U} given by
(B.3) K(x, y) = |ε′x|−1|ε′y|KP (ε−1x (−y),−εε−1x (−y)(x)).
Lemma B.1. On U we have
(B.4) εε−1x (−y)(x) = y −Θ(x, y),
where Θ : U → Rd+1 is a smooth map with a behavior near y = 0 of the form (A.5).
Proof. Let (x, y) ∈ U and Y ∈ GxU let λy(Y ) = y.Y , that is, λy is the left
multiplication by y on GxU . Then by [Po6, Eq. (3.32)] for Y small enough we have
(B.5) lim
t→0
εx ◦ ε−1ε−1x (t.−y)(t.Y ) = λ−y(Y ) = λ
−1
y (Y ).
Since εx ◦ ε−1ε−1x (t.−y)(t.Y ) is a smooth function of (t, Y ) near (0, 0), it follows from
the implicit function theorem that for Y small enough we have
(B.6) lim
t→0
t−1.εε−1x (t.−y) ◦ ε−1x (Y ) = λy(Y ).
In particular, for Y = 0 we get
(B.7) lim
t→0
t−1.εε−1x (t.−y)(x) = y.
Now, the function εε−1x (−y)(x) depends smoothly on (x, y) ∈ U , so (B.7) allows
us to put it into the form,
(B.8) εε−1x (−y)(x) = y −Θ(x, y),
where Θ = (Θ0, . . . ,Θd) is smooth map from U to Rd+1 with a behavior near y = 0
of the form
(B.9) Θ0(x, y) = O(|y0|2 + |y0||y|+ |y|3), Θj(x, y) = O(|y|2), j = 1, . . . , d.
In particular, near y = 0 the map Θ has a behavior of the form (A.5). 
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Next, a Taylor expansion around (ε−1x (−y),−y) gives
(B.10) K(x, y) =
∑
〈α〉<N
|ε′x|−1|ε′y|
θ(x, y)α
α!
(∂αyKP )(ε
−1
x (−y),−y) +RN (x, y),
where RN (x, y) is equal to
(B.11)
∑
〈α〉=N
|ε′x|−1|ε′y|
θ(x, y)α
α!
∫ 1
0
(1− t)N−1∂αyKP )(ε−1x (−y),Φt(x, y)),
and we have let Φt(x, y) = −y + tΘ(x, y).
Let aα(x, y) = |ε′x|−1|ε′y| θ(x,y)
α
α! . Thanks to (A.5) the same arguments used to
prove (A.9) show that there exist functions rNα(x, y) ∈ C∞(U), 〈β〉=˙ 32N , so that
(B.12) aα(x, y) =
∑
3
2 〈α〉≤〈β〉<32N
aαβ(x)y
β +
∑
〈β〉=˙ 32N
rNα(x, y)y
β ,
where we have let aαβ(x) =
1
β!∂
βaα(x, 0). Therefore, we get
(B.13) K(x, y) =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
aαβ(x)y
β(∂αyKP )(ε
−1
x (−y),−y)
+
∑
〈α〉<N
RNα(x, y) +RN (x, y),
where we have let
(B.14) RNα(x, y) =
∑
〈β〉=˙ 32N
rNα(x, y)y
β(∂αyKP )(ε
−1
x (−y),−y).
Next, a further Taylor expansion gives
(B.15) (∂αyKP )(ε
−1
x (−y),−y) =
∑
|γ|<N
1
γ!
(ε−1x (−y)− x)γ(∂γx∂αyKP )(x,−y)
+
∑
|γ|=N
∫ 1
0
(1− t)N−1(∂γx∂αyKP )(εt(x, y),−y),
where we have let εt(x, y) = x+ t(ε
−1
x (−y)− x). Since ε−1x (−y)− x is polynomial
in y of degree 2 and vanishes for y = 0, we can write
(B.16)
1
γ!
(ε−1x (−y)− x)γ =
∑
|γ|≤|δ≤2|γ|
bγδ(x)y
δ,
where we have let bγδ(x) =
1
γ!δ! [∂y(ε
−1
x (−y)− x)γ ]y=0. Thus,
(B.17) K(x, y) =
(N)∑
α,β,γ,δ
Kαβγδ(x, y) +
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
RNαβ(x, y)
+
∑
〈α〉<N
RNα(x, y) +RN (x, y),
where the first summation goes over all the multi-orders α, β, γ and δ such that
〈α〉 < N , 32 〈α〉 ≤ 〈β〉 < 32N and |γ| ≤ |δ| ≤ 2|γ| < 2N , and
(B.18) Kαβγδ(x, y) = fαβγδ(x)y
β+δ(∂γx∂
α
yKP )(x,−y),
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with fαβγδ(x) = aαβ(x)bγδ(x) and RNαβ(x, y) is equal to
(B.19)
∑
|γ|=N
∑
N≤|δ|≤2N
aαβγδ(x)y
β+δ
∫ 1
0
(1 − t)N−1(∂γx∂αyKP )(εt(x, y),−y).
Now, the distribution yβKP (x,−y) belongs to Kmˆ−〈α〉+〈β〉(U × Rd+1). In par-
ticular, if 32 〈α〉 ≤ 〈β〉=˙ 32N then ℜmˆ− 〈α〉+ 〈β〉 ≥ ℜmˆ+ 13 〈β〉 ≥ ℜmˆ+ 12N . Therefore,
for any given integer J Lemma A.1 tells us that yβKP (x,−y) is in CJ (U × Rd+1)
as soon as N is large enough. It follows that all the remainder terms RNα(x, y),
〈α〉 < N , belong to CJ(U) for N large enough.
Similarly, if 32 〈α〉 ≤ 〈β〉 and |γ| = N ≤ |δ| ≤ 2N then ℜmˆ − 〈α〉 + 〈β〉 + 〈δ〉 ≥
ℜmˆ + 〈δ〉 ≥ ℜmˆ + 12N , so using Lemma A.1 we see that yβ+δ(∂γx∂αyKP )(x,−y) is
in CJ(U × Rd+1) for N large enough. It then follows that for N large enough the
remainder terms RNαβ(x, y) with 〈α〉 < N and 32 〈α〉 ≤ 〈β〉=˙ 32N are all in CJ (U) as
soon as N is chosen large enough.
In order to deal with the last remainder term RN (x, y) notice that, along the
same lines as that of the proof of Lemma A.2, one can show that there exists a
χ ∈ C∞(U) properly supported with respect to x such that χ(x, y) = 1 near y = 0
and, for any multi-order α, we can write
(B.20) χ(x, y)Θ(x, y)α =
∑
〈β〉=˙ 32 〈α〉
θαβ(t, x, y)Φt(x, y)
β ,
where the functions θαβ(t, x, y) are in C
∞([0, 1]×U×Rd+1). Therefore χ(x, y)RN (x, y)
is equal to
(B.21)
∑
〈α〉=N
∑
〈β〉=˙ 32 〈α〉
|ε′x|−1|ε′y|
∫ 1
0
rNαβ(t, x, y)(y
β∂αyKP )(ε
−1
x (−y),Φt(x, y)),
for some functions rNαβ(t, x, y) in C
∞([0, 1] × U × Rd+1). Since (yβ∂αyKP ) is in
Kmˆ−〈α〉+〈β〉(U × Rd+1) and we have ℜmˆ − 〈α〉 + 〈β〉 ≥ ℜmˆ + 12 〈α〉 = ℜmˆ + 12N ,
using Lemma A.1 we see that for N large enough χ(x, y)RN (x, y) is in C
J(U). As
χ(x, y)RN (x, y) is a properly supported with respect to x this shows that it belongs
to CJ (U × Rd+1).
Let KP t(x, y) = χ(x, y)K(x, y). This defines a distribution on U × Rd+1 since
χ is properly supported with respect to x. Moreover, we have
(B.22) KP t(x, y) =
(N)∑
α,β,γ,δ
Kαβγδ(x, y) +
4∑
j=1
R
(j)
N (x, y),
where the remainder terms R
(j)
N , j = 1, . . . , 4, are given by the formulas,
R
(1)
N = χ(x, y)RN (x, y), R
(2)
N =
∑
〈α〉<N
χ(x, y)RNα(x, y),(B.23)
R
(3)
N =
∑
〈α〉<N
∑
3
2 〈α〉≤〈β〉<32N
χ(x, y)RNαβ(x, y),(B.24)
R
(4)
N =
(N)∑
α,β,γ,δ
(1− χ(x, y))Kαβγδ(x, y).(B.25)
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Note that Kαβγδ(x, y) belongs to Kmˆ−〈α〉+〈γ〉+〈δ〉(U×Rd+1) and there are finitely
many terms of a given order as α, β, γ and δ ranges over all the multi-orders such
that 32 〈α〉 ≤ 〈β〉 and |γ| ≤ |δ| ≤ 2|γ|.
On the other hand, the remainder term R
(4)
N is smooth and it follows from the
above observations that the other remainder terms are in CJ(U ×Rd+1) as soon as
N is large enough. Thus,
(B.26) KP t(x, y) ∼
∑
3
2 〈α〉≤〈β〉
∑
|γ|≤|δ|≤2|γ|
Kαβγδ(x, y),
which incidentally shows that KP t(x, y) belongs to Kmˆ(U × Rd+1).
Finally, thanks to (B.2) we can put the kernel of P t into the form,
(B.27) kP t(x, y) = |ε′x|KP (x,−εx(y)) + |ε′x|[(1 − χ)K](x,−εx(y)) +R(y, x)
= |ε′x|KP (x,−εx(y)) mod C∞(U × U).
It then follows from Proposition 3.1.16 that P t is a ΨHDO of order m. Moreover,
working out the expression for Kαβγδ shows that the asymptotics expansion (B.26)
reduces to (3.1.38). The proof of Proposition 3.1.21 is thus achieved.
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