We establish the existence of solutions of the Cauchy problem for a higher-order semilinear parabolic equation by introducing a new majorizing kernel. We also study necessary conditions on the initial data for the existence of local-in-time solutions and identify the strongest singularity of the initial data for the solvability of the Cauchy problem.
Introduction
Consider the Cauchy problem for a higher-order nonlinear parabolic equation
where m = 2, 3, . . . , p > 1 and µ is a nonnegative measurable function in R N or a nonnegative Radon measure in R N . Problem (1.1) is one of the simplest evolution problems for higher-order nonlinear parabolic equations. In this paper we establish the existence of solutions of problem (1.1) by introducing a new majorizing kernel to the operator
We also study necessary conditions on the initial data for the existence of local-in-time solutions of (1.1) and we identify the strongest singularity of the initial data for the solvability of problem (1.1). Before considering problem (1.1), we recall some results on the Cauchy problem for a semilinear parabolic equation
In 1985 Baras and Pierre [3] studied necessary conditions for the existence of local-in-time solutions of (1.3) and proved the following (see also [14] and [23] ). We remark that, if 1 < p < p 1 , then (1.4) is equivalent to Sufficient conditions for the existence of solutions of problem (1.3) have been studied in many papers since the pioneering work due to [25] . See e.g. [1, 2, 6, 11, 14, 17, 20, 21, 22, 23, 26] and references therein. Among others, by [14] and [22] we have: By assertions (a) and (c) we can identify the strongest singularity of the initial data for the existence of solutions of (1.3) with p ≥ p 1 . Assertions (b) and (c) are proved by the construction of suitable supersolutions of (1.3) and the order-preserving property and the semigroup property of the heat operator are crucial in the proofs.
The operator ∂ t + (−∆) m is not order-preserving and the study of the solvability of problem (1.1) is more delicate than that of problem (1.3). Indeed, the fundamental solution G m = G m (x, t) of (1.2) changes its sign for t > 0. In the study of higher-order parabolic equations it is crucial to find a suitable majorizing kernel associated with ∂ t + (−∆) m . Galaktionov and Pohozaev [13] found a majorizing kernel of the form 6) where D and d are positive constants (see Section 2.1), and proved the existence of globalin-time solutions of (1.1) for any sufficiently small initial data in L 1 ∩ L ∞ in the case of p > p m := 1 + 2m/N . They also proved nonexistence of global-in-time solutions of (1.1) provided that 1 < p ≤ p m and µ(x) ≥ 0 ( ≡ 0) in R N . Subsequently, the existence and the asymptotic behavior of global-in-time solutions with bounded initial data have been studied in several papers under suitable assumptions on the decay of the initial data at the space infinity. See e.g. [13, 17, 18] . (See also [9, 12] .) On the other hand, it does not seem enough to study sufficient conditions for the existence of local-in-time solutions of problem (1.1) with singular initial data, although the results in [8] are available. As far as we know, there are no results related to the identification of the strongest singularity of the initial data for the existence of solutions of (1.1). One of the difficulties is that the integral operator associated with G m does not have the semigroup property. Indeed, we can not apply the arguments in [14, 22, 25] with the majorizing kernel G m to problem (1.1).
In this paper, by use of the fundamental solution of
where 0 < θ < 2, we introduce a new majorizing kernel K = K(x, t) satisfying 8) for x ∈ R N and 0 < s < t. Here C 1 and C 2 are positive constants. Applying the arguments in [14, 24] with an integral operator associated with K, we establish the existence of solutions of problem (1.1). Furthermore, we modify the arguments in [7, 16] to study necessary conditions on the initial data for the existence of local-in-time solutions of (1.1).
Then we can identify the strongest singularity of the initial data for the existence of local-in-time solutions of (1.1).
Now we are ready to state our main results of this paper. The first theorem concerns necessary conditions for the solvability of problem (1.1) and it corresponds to Theorem 1.1.
(1.9)
In particular, if p = p m := 1 + 2m/N , then there exists
Similarly to (1.5), if 1 < p < p m , then (1.9) is equivalent to
As a corollary of Theorem 1.2, we have:
in a neighborhood of the origin, then problem (1.1) possesses no local-in-time solutions. 
then problem (1.1) possesses a local-in-time solution. The rest of this paper is organized as follows. In Section 2 we collect preliminary results on the operators ∂ t + (−∆) m (m = 2, 3, . . . ) and ∂ t + (−∆) θ/2 (0 < θ < 2) and their associated semigroups. We also formulate the definition of solutions of problem (1.1). Furthermore, we formulate the definition of solutions of an integral equation associated with problem (1.1) and prove some properties of the solutions. In Section 3 we modify the arguments in [7, 16] to prove Theorem 1.2. In Section 4 we introduce a majorizing kernel K = K(x, t) associated with ∂ t + (−∆) m and prove (1.8) . In Section 5 we establish the existence of solutions of problem (1.1).
Preliminaries
This section is divided into three subsections. In Sections 2.1 and 2.2 we recall some preliminary results on the operators ∂ t + (−∆) m (m = 2, 3, . . . ) and ∂ t + (−∆) θ/2 (0 < θ < 2), respectively. In Section 2.3 we formulate the definition of solutions of problem (1.1). Furthermore, we introduce an integral equation associated with problem (1.1) and prove some properties of the solutions.
We introduce some notation. For any 1 ≤ r ≤ ∞, we denote by · r the usual norm of L r := L r (R N ). For any x ∈ R N and R > 0, we set B(x, R) := {y ∈ R N : |x − y| < R}. For any multi-index α = (α 1 , . . . , α N ) ∈ M := (N ∪ {0}) N , we write
By the letter C we denote generic positive constants and they may have different values also within the same line.
Fundamental solutions to
The function G m changes its sign and the operator ∂ t + (−∆) m is not order-preserving. Let G m be as in (1.6). Then, under a suitable choice of D and d, it follows that
(See [13] .) Furthermore, G m satisfies [9] . We define an integral operator associated with G m . For any (signed) Radon measure µ in R N , we set
Similarly, for any measurable function φ in R N , we set
Let j = 0, 1, 2, . . . . It follows from the Young inequality and (2.5) that
for φ ∈ L p and α ∈ M with |α| = j, where 1 ≤ p ≤ q ≤ ∞ and C m is a positive constant independent of p and q. (See also [8, Section 2] .) Furthermore,
for φ ∈ C 0 (R N ). The convergence rate depends on the modulus of continuity of φ.
be the fundamental solution of (1.7), that is,
is a positive, smooth and radially symmetric function in R N × (0, ∞) and satisfies the following properties (see [4, 5] ):
for x ∈ R N , t > 0 and α ∈ M, where C α is a positive constant. Furthermore, it follows that
Similarly to (2.6) and (2.7), we set
for (signed) Radon measure µ in R N and measurable function φ in R N . Then, for any j = 0, 1, 2, . . . , by the Young inequality and (2.11) we find C j > 0 such that
for φ ∈ L q , 1 ≤ p ≤ q ≤ ∞ and α ∈ M with |α| = j. See e.g. [17] . Furthermore, we recall the following lemma on the decay of S θ (t)µ ∞ . See [14, Lemma 2.1].
Lemma 2.1 Let µ be a nonnegative Radon measure in R N and 0 < θ < 2. Then there exists C = C(N, θ) > 0 such that
Definition of solutions of (1.1)
We formulate a definition of solutions of problem (1.1).
We also formulate a definition of solutions of the integral equation
. . , p > 1 and µ be a nonnegative Radon measure in R N . Let u be a continuous function in R N × (0, T ) for some T > 0 and set
(2.14)
We say that u is a solution of integral equation
and u satisfies integral equation
In the rest of this section we show that the solution of integral equation (I) is a solution of (1.1). 16) in the classical sense.
Furthermore, u is a solution of
Proof of assertions (a), (b) and (c). Let u be a solution of integral equation (I) in
2) and (2.15) we see that
for x ∈ R N and 0 < τ < t. It follows from the Fubini theorem that
for x ∈ R N and 0 < τ < t. This together with Definition 2.2 implies that
and assertion (a) holds. By (2.17) we apply similar arguments in regularity theorems for second order parabolic equations (see e.g. [10, Chapter 1]) to integral equation (I) and obtain assertions (b) and (c). ✷ It remains to prove that u is a solution of problem (1.1). For this aim, we modify the arguments in [14] to prepare the following two lemmas.
Lemma 2.2 Let u be a solution of integral equation
for R > 0 and λ > 0.
Proof. By (2.4) we find R * > 0 and c * > 0 such that
Then it follows from (2.3) that
This together with (2.14) and (2.15) implies that Let 0 < R < ∞ and set R ′ := min{R/2, 1/2}. By the Besicovitch covering lemma we can find an integer n * depending only on N and a set {x k,i } k=1,...,n * , i∈N ⊂ R N \ B(0, R) such that
Then we have
Let ǫ > 0 be such that 2(1 − ǫ) > 1 + ǫ. For k = 1, . . . , n * and i ∈ N, since x k,i ∈ B(0, R) and R ′ ≤ R/2, we have
. . , n * and i ∈ N. Therefore we observe from (1.6) that
for k = 1, . . . , n * and i ∈ N, where |B(0, R ′ )| is the volume of B(0, R ′ ). This together with (2.21) implies that
as t → +0. Combining (2.22) and (2.23), we obtain (2.18). Since
for x ∈ R N \ B(0, R) and 0 < s < t, we have
for 0 < t ≤ T /2. Similarly to (2.23), we observe that
as t → +0. Combining (2.24) and (2.25), we see that 
for some R > 0 and ǫ ∈ (0, T ).
By (2.8) we have
On the other hand, it follows from the Fubini theorem that
(2.29)
Since |x − y| ≥ |x|/2 for x ∈ R N \ B(0, 2R) and y ∈ B(0, R), by (2.2) we can find λ > 0 such that 
as t → +0. Therefore, by (2.18), (2.28) and (2.31) we have 
This implies (2.27). Thus Lemma 2.3 follows. ✷
Now we are ready to complete the proof of Proposition 2.1.
Proof of Proposition 2.1. Let u be a solution of integral equation (I) in R N × [0, T ) for some T > 0. It suffices to prove that u is a solution of (
for some R > 0 and ǫ ∈ (0, T ). Then it follows from Definition 2.2 and Lemma 2.3 that
as t → +0. On the other hand, by (2.16) we see that
Letting τ → +0, by (2.20) and (2.33) we have
This means that u is a solution of (1.1) in R N × [0, T ). Thus Proposition 2.1 follows. ✷
Proof of Theorem 1.2
In this section we modify the arguments in [16] (see also [7] ) to prove Theorem 1.2.
Proof of Theorem 1.2. Let u be a solution of problem (
Then u T is a solution of problem (1.1) in R N × [0, 1) with the initial data µ T . Due to similar transformation (3.1), it suffices to consider the case of T = 1 for the proof of Theorem 1.
.
Since p > 1, for k = 1, 2, . . . , it follows that
Let u be a solution of problem (1.1) in R N × [0, 1). Let x 0 ∈ R N and 0 < r * < 1 be such that
For any R ∈ (0, 1], we set
By (3.2), for k = 1, 2, . . . , we have
for x ∈ R N and 0 < t ≤ 1. It follows from (3.3) that
for 0 < R ≤ 1. On the other hand, it follows that
This together with (3.4) implies that
for 0 < R ≤ 1, where
Let ǫ be a sufficiently small positive constant. For any 0 < r ≤ R ≤ 1, set
Since η * is deceasing on [1, ∞) and supp η * ⊂ [1, 2], for any (x, t) ∈ R N × (0, 1) with
Since ψ * R (x, t) = 0 if 3(|x − x 0 | 2m + t) < R, by (3.6) and (3.7) we obtain
Therefore we deduce from (3.5), (3.6) and (3.8) that
Since m R ≥ m r ≥ m r * > 0 for r ≥ r * , it follows from (3.9) that
for 0 < r * ≤ R ≤ 1. Therefore we have
for 0 < r * ≤ r < 1. Since
by (3.10) we obtain
for 0 < r * ≤ r ≤ 1. Letting ǫ → +0, we see that
for 0 < r * ≤ r < 3r < 1. Set σ = (r/3) 2m = (r * /3) 2m ∈ (0, 9 −2m ). Since x 0 ∈ R N is arbitrary, we deduce from (3.11) that
On the other hand, for any k ≥ 1, we find C k > 0 such that
for η > 0 (see e.g. [19, Lemma 2.1] ). This together with (3.12) implies (1.9). It remains to prove (1.10). Let p = p m . By (3.11) we have
for 0 < r * ≤ r < 3r < 1. Then, similarly to (3.12), we have
This together with (3.13) implies (1.10). Thus Theorem 1.2 follows. ✷
Majorizing kernel
Let G m = G m (x, t) (m = 2, 3, . . . ) and G θ = G θ (x, t) (0 < θ < 2) be the fundamental solutions to ∂ t + (−∆) m and ∂ t + (−∆)
Similarly to (2.6) and (2.7), we define an integral operator S K (t) by
for (signed) Radon measure µ and measurable function φ in R N . The aim of this section is to prove the following theorem, which is one of the main ingredients of this paper.
and the following properties hold.
(a) For any j = 0, 1, 2, . . . , there exists
for x ∈ R N , t > 0 and α ∈ M with |α| = j.
for nonnegative Radon measure µ in R N .
(c) There exists d * > 0 such that
for x ∈ R N and t > s > 0.
Proof. The positivity of K follows from the positivity of G θ (see Section 2.2). Let j = 0, 1, 2, . . . and α ∈ M with |α| = j. By (2.5) we find C 1 > 0 such that
for (x, t) ∈ R N × (0, ∞). On the other hand, it follows from (2.11) and (2.12) that
for some C 2 > 0. Then we find C 3 > 0 such that
Let τ := t θ/2m . By (2.10), (4.2) and (4.3) we obtain
for (x, t) ∈ R N × (0, ∞). This implies assertion (a). On the other hand, by Lemma 2.1 and (4.1) we have
for nonnegative Radon measure µ in R N . This implies assertion (b). We prove assertion (c). For any 0 < s < t, set
It follows from θ/2m ∈ (0, 1) that
Then, by (2.13) we have
for x ∈ R N and 0 < s < t. Furthermore, we observe from (2.11), (2.12) and (4.4) that
Combining (4.5) and (4.6), we obtain
for x ∈ R N and 0 < s < t. This implies assertion (c). Thus Theorem 4.1 follows. ✷
Sufficient conditions on the solvability
In this section, by use of the majorizing kernel K we establish the existence of solutions of problem (1.1).
Existence of solutions of integral equation (I)
We modify the argument in [24] to obtain sufficient conditions on the existence of solutions of integral equation (I) (see Section 2.3). Let T > 0 and
Let K be as in Theorem 4.1. Let U ∈ X be such that
where d * is as in Theorem 4.1. Let Ψ be a positive continuous function in (0, ∞) and set V = Ψ(U ). Assume that
Define X V := {f ∈ X : |||f ||| < ∞} with |||f ||| := sup
Then the set X V is a Banach norm equipped with the norm ||| · |||. We apply the fixed point theorem in X V to prove the existence of solutions of integral equation (I).
Theorem 5.1 Let T > 0, m = 2, 3, . . . , p > 1. Assume (5.1) and (5.2). Let δ > 0 and M > 0 be such that Proof. Set
for (x, t) ∈ R N × (0, T ), by (5.1) we have
for 0 < t < T . It follows from (5.3), (5.4) and (5.5) that
On the other hand, by (5.3) and (5.5) we find ν ∈ (0, 1) such that
. This implies that
By (5.6) and (5.7) we apply the Banach fixed point theorem to find u * ∈ B M uniquely such that Fu * = u * in X V . This implies that u * ∈ C(R N × (0, T )) and u * satisfies
for (x, t) ∈ R N × (0, T ). Furthermore, by (5.4) and (5.5) we have
for τ ∈ (0, T ). Therefore we see that u * is a solution of integral equation (I) in R N ×(0, T ). Thus Theorem 5.1 follows. ✷
Sufficient conditions for solvability
We obtain sufficient conditions for the existence of solutions of problem (1.1) by combining Theorem 5.1 and the arguments in [14] , [22] and [25] . (See also [15] .) We prove Theorem 1.3. 
for x ∈ R N and 0 < s < t, that is, U satisfies (5.1). Furthermore, it follows from Theorem 4.1 that
On the other hand, it follows from assertion (b) of Theorem 4.1 and (1.11) that
(5.9) for 0 < t < 1. Since 1 < p < 1 + 2m/N , by (5.9) we have
We apply Theorem 5.1 with
Then, by (5.8) we have
Furthermore, by (5.2) and (5.10) we see that
Then, by (5.11) and (5.12), taking a sufficiently small γ > 0, we find a function u ∈ B M ⊂ X V such that
Furthermore, we see that (2.15) also holds with T = 1. Therefore u is a solution of integral equation (I). Thus Theorem 1.3 follows. ✷ Remark 5.1 The argument in the proof of Theorem 1.3 is applicable to the case where µ is a signed Radon measure in R N . Indeed, the same conclusion as in Theorem 1.3 holds if µ is a signed Radon measure satisfying
for some T > 0, instead of (1.11). Here |µ| is the total variation of µ.
Similarly to Remark 5.1, we consider problem (1.1) without the nonnegativity of the initial data and obtain sufficient conditions for the existence of solutions of problem (1.1). 
(5.14)
By (5.13) we have
for 0 < σ < 1. This together with assertion (b) of Theorem 4.1 implies that
for 0 < t < 1. By (5.15) we obtain
for 0 < t < 1. This implies that
On the other hand, it follows from Theorem 4.1 and the Jensen inequality that for (x, t) ∈ R N × (0, 1). By (5.23) and (5.24) we obtain 
