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Abstract
We investigate the cumulative scenery process associated with random walks in independent, identically
distributed random sceneries under the assumption that the scenery variables satisfy Crame´r’s condition.
We prove moderate deviation principles in dimensions d ≥ 2, covering all those regimes where rate and
speed do not depend on the actual distribution of the scenery. For the case d ≥ 4 we even obtain precise
asymptotics for the probability of a moderate deviation, extending a classical central limit theorem of Kesten
and Spitzer. For d ≥ 3, an important ingredient in the proofs are new concentration inequalities for self-
intersection local times of random walks, which are of independent interest, whilst for d = 2 we use a
recent moderate deviation result for self-intersection local times, which is due to Bass, Chen and Rosen.
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1. Introduction
In the world of stochastic processes in random media, the cumulative scenery processes
associated with random walks in random scenery represent a class of processes with fairly weak
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interaction. Nevertheless, they have deservedly received a lot of attention since their introduction
by Kesten and Spitzer [16] and, independently, by Borodin [7,8]. A major reason for this interest
is that for d ≤ 2 they exhibit super-diffusive behaviour. However, in dimensions d ≥ 3, when
the underlying random walk visits most sites only once, the behaviour of the cumulative scenery
process is diffusive. Here finer features, like large deviation behaviour, have to be studied in order
to get an understanding of the interaction of walk and scenery.
Our principal interest in the random walk in random scenery comes from an interpretation
of the cumulative scenery process as a partial summation of dependent random variables,
where the dependence is controlled by a hidden random process. This representation is an
alternative to its interpretation as a stochastic process in a random medium. As a motivating
example, suppose individuals in a large population have independent identically distributed
features and a statistician would like to determine the average feature of the population, but
cannot sample individuals uniformly at random. Instead, she makes use of the social structure
of this population, presumed to be independent of the feature in question, by asking each
sampled individual to randomly select a friend, who will be the next person sampled. As
long as no individual is sampled twice, the resulting data will be an independent sequence
sampled from the population and the theory of independent identically distributed random
variables, like central limit theorem or tail estimates, can be applied. If however individuals
have just a small number of friends, multiple sampling of individuals is very likely and it is an
interesting question, which of the tools are sufficiently robust to be applicable to the dependent
sequence.
The cumulative scenery process of the random walk in random scenery is a simple model for
this situation. We represent the population as the vertices of the lattice Zd and the investigated
feature by a field {ξ(z) : z ∈ Zd} of independent, identically distributed random variables. We
suppose that in this population friendship is represented by the nearest neighbour relation on the
lattice; in particular every individual has exactly 2d friends. Then the sequence of individuals
sampled is given by a simple symmetric random walk {Sn : n ≥ 0} independent of the field,
representing the hidden process controlling the dependence of the observations. The sequence
ξ(S1), ξ(S2), ξ(S3), . . . of observations are the dependent terms in the partial sums
Xn =
∑
1≤k≤n
ξ(Sk)
providing the estimates Xn/n for the population average. As all observations are made under the
joint probability of field and walk, in the language of the papers [2] or [13] we are dealing with
annealed results. The results of our paper give tail estimates near the central limit regime for data
sampled in this way.
Our framework is actually more general than in the example above: Throughout this paper we
denote by P and E the probability and expectation associated with a probability space on which
both an underlying random walk and a random scenery are defined. The random walk {Sn : n ≥ 0}
is a symmetric and aperiodic walk on the lattice Zd for d ≥ 2, started at the origin, such that
the covariance matrix Γ of S1 is finite and nondegenerate. The scenery is given by real-valued
random variables {ξ(z) : z ∈ Zd}, which are identically distributed and independent of each
other and the walk. We suppose that ξ(0) is centred, i.e. Eξ(0) = 0, with variance σ 2 > 0, and
satisfies E|ξ(0)|3 <∞ and Crame´r’s condition,
E
{
eθξ(0)
}
<∞ for some θ > 0. (1)
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We are interested in the cumulative sceneries as seen by the random walker,
Xn :=
∑
1≤k≤n
ξ(Sk) =
∑
z∈Zd
`n(z) ξ(z) for n ≥ 0,
where `n(z) := ∑1≤k≤n 1{Sk = z} are the local times of the random walk at the site z.
Sometimes the process {Xn : n ≥ 0} itself is called a random walk in random scenery. In line
with terminology of [16] we prefer to call it the cumulative scenery process.
We use the symbol⇒ to denote convergence in law, and for any sequences (an) and (bn) we
write an  bn if an/bn → 0, and an ∼ bn if an/bn → 1. The early papers by Kesten, Spitzer
and Borodin establish central limit theorems for the cumulative scenery process. Indeed, it is
(implicitly) shown in [16] that, for d ≥ 3,
Xn√
n
n↑∞H⇒ N (0, σ (2G(0)− 1)) , (2)
where G is the Green’s function of the underlying random walk. Bolthausen in [6] extended this
to the planar case by showing that
Xn√
n log n
n↑∞H⇒ N (0, pi−1).
Hence, moderate and large deviation problems for random walks in random scenery deal with
the asymptotic behaviour of P{Xn ≥ bn} for bn  √n, if d ≥ 3, and bn 
√
n log n if d = 2.
Let us remark for completeness that Kesten and Spitzer have also established a limit theorem in
distribution for Xn/n3/4 with non-Gaussian limits for d = 1, a case we do not consider in this
paper as large and moderate deviations are more or less fully understood in this case.1
Large deviation problems for random walks in random scenery in dimensions d ≥ 2 have only
recently attracted attention; see [15,12,13,1,3,4], and also [10,2,9] where Brownian motions are
used in place of random walks. The fascination of this subject stems from the rich behaviour that
comes to light when large deviations are investigated. The intricate interplay of the walk with the
scenery leads to a large number of different regimes depending on
• the dimension d of the underlying lattice Zd ,
• the upper tail behaviour of the scenery variable,
• the size of the deviation studied,
to name just the most important ones. For example, Asselah and Castell [4], restricting attention
to dimensions d ≥ 5 and scenery variables with superexponential decay of upper tails, have
identified five regimes with different large deviation speeds. Heuristically, in each regime the
walk and the scenery ‘cooperate’ in a different way to obtain the deviating behaviour. Up to
now only one of these regimes has been fully treated, including the discussion of explicit rate
functions. This is the very large deviation regime discussed (together with a number of boundary
cases) by Gantert, Ko¨nig and Shi in [13]. In this regime it is assumed that
logP{ξ(0) > x} ∼ −D xq as x ↑ ∞,
for some D > 0 and q > d/2. Then, for any n  bn  n
1+q
q , as n ↑ ∞,
logP {Xn > bn} ∼ K n−
2q−d
d+2 b
2q
d+2
n , (3)
1 This information was communicated to us by F. Castell.
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where K = K (D, q, d) > 0 is a constant given explicitly in terms of a variational problem. The
underlying strategy is that the random walk contracts to grow at a speed of
n
1+q
d+2 /b
q
d+2
n  n 12 ,
and the scenery adopts values of size bn/n on the range of the walk. The right hand side in (3)
represents the combined cost of these two deviations.
In the present paper we study moderate deviation principles, providing a full analysis
including explicit rate functions and, in dimensions d ≥ 4, even exact asymptotics of moderate
deviation probabilities. We consider as moderate deviations the regimes extending from the
central limit scaling up to the point where either the deviation speed or the rate function starts to
depend on the actual distribution of the scenery, or in other words where tail conditions stronger
than Crame´r’s condition would have an impact on the speed or rate of the deviations.
Heuristically, our results, which will be described in detail in the next section, show that
for d ≥ 3 throughout the moderate deviation regime the deviation is achieved by a moderate
deviation of the scenery without any contribution from the walk. The rates therefore agree
with those obtained for fixed walk in a random scenery by Guillotin-Plantard in [15]. Crucial
ingredients of our proofs are concentration inequalities for self-intersection local times of random
walks; see Proposition 11. Our exact asymptotic results for the moderate deviation probabilities
build on classical ideas of Crame´r.
For d = 2, by contrast, the moderate deviation regime splits into two parts. If √n log n 
bn  √n log n then, again, we only have a contribution from the scenery and the walk exhibits
typical behaviour. However, if
√
n log n  bn  n/ log n the random walk contracts, though
in a much more delicate way than in the very large deviation regime: The self-intersection local
times of the walk, which normally are of order n log n, are now increased to be of order
√
nbn .
At the same time, on the (contracted) range of the walk, the scenery values perform a moderate
deviation and take values of size bn/n. Our results in the case d = 2 rely on moderate deviation
principles for renormalised self-intersection local times of planar randomwalks recently obtained
by Bass, Chen and Rosen [5].
2. Main results
Recall that we assume that the random variable ξ(0) satisfies Crame´r’s condition (1) and
σ 2 > 0 denotes its variance. For d ≥ 3 we define the Green’s function of the random walk by
G(x) :=
∞∑
k=0
P{Sk = x} for x ∈ Zd .
Theorem 1 (Refined Moderate Deviations in Dimensions d ≥ 4). If d ≥ 4 and n 12  bn 
n
2
3 / log2/3 n, then
P {Xn ≥ bn} ∼ 1− Φ
(
bn√
σ 2 n (2G(0)− 1)
)
as n ↑ ∞,
where Φ denotes the standard normal distribution function.
Remark 2. This result extends the central limit theorem (2) to the moderate deviation regime. In
the language of our motivational example, this means that if the social structure of the population
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is sufficiently rich, even fine results of central limit theory can be applied to the sampled data if
the variance of the normal approximation is appropriately corrected. Note that asymptotics of this
degree of precision are very rarely encountered in stochastic processes beyond the independent
case.
In Theorem 1 we are restricted to dimensions d ≥ 4 because our proof requires an analysis
of triple self-intersections of random walks, for which d = 3 is the critical dimension. In
dimension d = 3 we can no longer provide precise asymptotics, but we can still prove a full
moderate deviation principle with the same speed and rate function as for d ≥ 4.
Theorem 3 (Moderate Deviations in Dimensions d ≥ 3). If d ≥ 3 and n 12  bn  n 23 , then,
as n ↑ ∞,
logP {Xn ≥ bn} ∼ −b
2
n
n
1
2σ 2 (2G(0)− 1) .
Remark 4. In this regime the deviation is entirely due to the moderate deviation behaviour of the
scenery, whereas the random walk does not contribute and behaves in a typical way. Asselah and
Castell [4] show that the regime in this result is maximal possible under Crame´r’s condition, more
precisely, higher regularity features of the scenery distribution decide whether this behaviour
persists when bn grows faster than n2/3.
Remark 5. For the sequence bn = nβ with 1/2 < β ≤ 2/3, the deviation speed n2β−1, but
not the rate function, in this result was identified by Asselah and Castell [4] for d ≥ 5 and by
Asselah [1] for d = 3, under the additional assumptions that the law of ξ(0) has a symmetric
density which is decreasing on the positive half-axis.
Turning to d = 2, we define ~ to be the optimal constant in the Gagliardo–Nirenberg
inequality,
~ := inf
{
c : ‖ f ‖4 ≤ c ‖∇ f ‖
1
2
2 ‖ f ‖
1
2
2 , for all f ∈ C1c (R2)
}
.
This constant features prominently in large deviation results for intersection local times of
Brownian motion and random walk intersection local times; see [11] for further discussion of
the Gagliardo–Nirenberg inequality and the associated constant ~.
Theorem 6 (Moderate Deviations in Dimension d = 2).
(a) If n
1
2
√
log n  bn  n 12 log n, then, as n ↑ ∞,
logP{Xn ≥ bn} ∼ − b
2
n
n log n
pi(detΓ )1/2
2σ 2
.
(b) If n
1
2 log n  bn  n/ log n, then, as n ↑ ∞,
logP{Xn ≥ bn} ∼ − bn√
n
(detΓ )1/4
~2σ
.
(c) Finally, for every a > 0,
logP{Xn ≥ an 12 log n} ∼ −I (a) log n,
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where
I (a) :=

pia2(detΓ )1/2
2σ 2
, for a ≤ σ
pi~2(detΓ )1/4
,
a (detΓ )1/4
σ~2
− 1
2pi~4
, for a ≥ σ
pi~2(detΓ )1/4
.
Remark 7. In regime (a) the deviation is due to the moderate deviation behaviour of the scenery
only, but in regimes (b) and (c) there is an additional contraction of the walks to achieve the
moderate deviation. In our motivational example, in these regimes the sampling mechanism has a
significant influence on the tails of the data leading, for example, to an enlargement of confidence
intervals.
Remark 8. There is only a very small gap between our moderate deviation regime and the large
deviation regime studied in [13]: Assuming that all exponential moments of ξ(0) are finite and
bn = an, for some a > 0, they obtain a large deviation principle with speed n1/2 and a rate
function which is strongly dependent on the moment generating function of the scenery variable.
In the special case of simple randomwalk inGaussian scenery, Theorem 6(a) is known from [13].
The regime n
1
2
√
log n  bn  n/ log n, which we consider in Theorem 6, is maximal for
a moderate deviation principle using only Crame´r’s condition. The following large deviation
principle shows that for bn  n/ log n finer features of the scenery distribution (in this particular
case the constant D) enter into the large deviation rate.
Proposition 9 (Special Large Deviations for d = 2). Assume that, for some D > 0,
logP {ξ(0) > x} ∼ −D x as x ↑ ∞, (4)
and suppose that (bn log n)/n →∞ and log bn/ log n → β ∈ [1, 2). Then, as n ↑ ∞,
logP {Xn ≥ bn} ∼ −
(
bn
log n
)1/2 (8 K2D
2− β
)1/2
, (5)
provided the underlying random walk is such that the limit K2 := limn→∞ E[`n(0)]log n ∈ (0,∞)
exists.
Remark 10. Note that this result is the planar case of the regime
logP{ξ(0) > x} ∼ −Dx d2 as x ↑ ∞,
which is described as ‘delicate’ in [13, Remark 1.2]. The proof of Proposition 9 is based on large
deviation results for the maximum of the local times obtained in [12].
The remainder of the paper is structured as follows. Section 3 is devoted to statements about
self-intersection local times of our random walk, which are of independent interest. The proofs
of our three theorems and Proposition 9 follow in the subsequent four sections.
Throughout this paper we use the symbols P and E to denote probabilities (resp. expectations)
with respect to the scenery variables only, and the symbols P and E to denote probabilities
(resp. expectations) with respect to both the random walk and scenery.
We use the letters c,C to denote positive, finite constants, whose value can change at every
occurrence, and which never depend on random quantities. For nonnegative functions fn , gn ,
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possibly depending on the sampled walk or scenery, the Landau symbols fn = o(gn) and
fn = O(gn) denote lim fn/gn = 0 and lim sup fn/gn < ∞, respectively, uniformly in the
sampled walk or scenery.
3. Concentration inequalities for self-intersection local times
Recall that {Sn : n ≥ 0} is a symmetric, aperiodic random walk on the lattice Zd , d ≥ 2, with
nondegenerate covariance matrix Γ . For integers q > 1 we define the q-fold self-intersection
local time {`(q)n : n ≥ 0} of the random walk as
`
(q)
n :=
∑
z∈Zd
`
q
n(z) =
∑
1≤i1,...,iq≤n
1
{
Si1 = · · · = Siq
}
for n ≥ 0.
We also denote the maximum of the local times by
`(∞)n := max
z∈Zd
`n(z).
The most important quantity is {`(2)n : n ≥ 0}, which is simply called the self-intersection local
time. Its asymptotic expectations are
E`(2)n =

n (2G(0)− 1)+ O(n 4−d2 ) if d > 4 or d = 3,
n (2G(0)− 1)+ O(log n) if d = 4,
n log n
1
pi
√
detΓ
+ o(n log n) if d = 2.
(6)
In the strongly aperiodic case this follows from the local central limit theorem
P{Sn = 0} = (2pin)−d/2
(√
detΓ
)−1 + o(n−d/2),
see [20, Proposition P7.9, p. 75], and it can be extended to the aperiodic case using Spitzer’s
trick; see [20, proof of Proposition P26.1, p. 310].
The main results of this section are the following concentration inequalities for double and
triple self-intersection local times, which are of independent interest. They are therefore given in
somewhat greater generality than is needed for the proof of our main results.
Proposition 11 (Concentration Inequalities). Let n ≥ 2. There exists a constant c > 0 such that:
(a) if d > 4, then for x ≥ n 23 log2 n,
P
{
|`(2)n − E`(2)n | ≥ x
}
≤ exp
{
−c x
1
2
log n
}
;
(b) if d = 4, then for x ≥ n 23 log3 n,
P
{
|`(2)n − E`(2)n | ≥ x
}
≤ exp
{
−c x
1
2
log3/2 n
}
;
(c) if d = 3, then for x ≥ n 12 log9/2 n,
P
{
|`(2)n − E`(2)n | ≥ x
}
≤ exp
{
−c x
2
3
n
1
3
}
;
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(d) if d > 4, then for x ≥ n 35 log2 n,
P
{
|`(3)n − E`(3)n | ≥ x
}
≤ exp
{
−c x
1
3
log2/3 n
}
;
(e) if d = 4, then for x ≥ n 35 log7/2 n,
P
{
|`(3)n − E`(3)n | ≥ x
}
≤ exp
{
−c x
1
3
log7/6 n
}
.
Remark 12. All of these inequalities are, to the best of our knowledge, new. Similar
concentration inequalities, but only for simple random walk and under considerably stronger
assumptions on the relationship of x and n, have been found by Asselah and Castell in [4,
Propositions 1.4 and 1.6] if d ≥ 5, and by Asselah in [1, Proposition 1.1] if d = 3. In particular,
if d ≥ 5, for the special case x = yn they obtain an upper bound of exp{−c√n}, which is
an improvement of (a). The proofs in [1,4] are based on a delicate and powerful analysis of the
number of sites in Zd visited a certain number of times, and are therefore of independent interest.
In this paper we give a direct proof of Proposition 11, which entirely avoids the discussion of the
number of visits to individual sites, and is therefore much easier than the method of Asselah and
Castell.
3.1. Proof of Proposition 11
We start with some useful estimates for the partial Green’s functions,
Gn(x) :=
n∑
k=0
P{Sk = x}, for n ≥ 2 and x ∈ Zd .
Lemma 13. For all n ≥ 2,
∑
z∈Zd
G2n(z) ≤
C
√
n if d = 3,
C log n if d = 4,
C if d > 4.
Proof. If d = 3 we have from [20, Proposition P26.1, p. 308] that G(z) ≤ C/(1+ |z|). Then∑
z∈Z3
G2n(z) =
∑
|z|≤√n
G2n(z)+
∑
|z|>√n
G2n(z)
≤
∑
|z|≤√n
G2(z)+
(
sup
|z|>√n
G(z)
) ∑
|z|>√n
Gn(z).
The estimate for G(z) shows that the first sum on the right is bounded by C
√
n. We further have,
from the definition of Gn and Chebyshev’s inequality,(
sup
|z|>√n
G(z)
) ∑
|z|>√n
Gn(z) ≤ C n−1/2
n∑
k=0
P{|Sk | > √n}
≤ C n−1/2
n∑
k=0
E|Sk |2
n
≤ C√n,
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which completes the argument. In dimension d ≥ 4 we use that, by [21, (1.4)], we have
G(z) ≤
∑
x∈Zd
pi(x)
1+ |x − z|d−2 for all z ∈ Z
d , (7)
where (pi(x): x ∈ Zd) is a summable family of nonnegative weights. If d > 4, by the triangle
inequality,∑
z∈Zd
G2(z)
1/2 ≤ ∑
x∈Zd
∑
z∈Zd
pi2(x)
(1+ |x − z|d−2)2
1/2
=
(∑
x∈Zd
pi(x)
)∑
z∈Zd
1
(1+ |z|d−2)2
1/2 ,
which is bounded by a constant. If d = 4 we use first that
∑
z∈Z4
G2n(z) =
∑
|z|≤n
G2n(z)+
∑
|z|>n
G2n(z) ≤
∑
|z|≤n
G2(z)+
(
sup
z∈Z4
G(z)
) ∑
|z|>n
Gn(z).
Clearly, G is bounded, see (7), and an argument analogous to that for the case d = 3 shows that
the second sum on the right is bounded by a constant. Using the triangle inequality as in the case
d > 4 we obtain for the first sum on the right(∑
|z|≤n
G2(z)
)1/2
≤
∑
x∈Z4
pi(x)
( ∑
|z+x |≤n
1
(1+ |z|2)2
)1/2
.
It suffices to show that the content of the round bracket on the right is bounded by a constant
multiple of log n, uniformly in x ∈ Z4. On the one hand, if |x | ≤ 2n this follows easily from the
fact that the sum can now be taken over all z ∈ Z4 with |z| ≤ 3n. On the other hand, if |x | > 2n
the sum can be taken over the annulus |x | − n ≤ |z| ≤ |x | + n and is thus easily seen to be
bounded by a constant. 
The proof of Proposition 11 requires the following ‘folklore’ lemma about the intersection of
two independent random walks {Sn : n ≥ 0} and {S′n : n ≥ 0} with S0 = S′0. Define
An :=
n∑
i=1
n−1∑
j=0
1{Si = S′j } for n ≥ 1.
Lemma 14. There exists a constant ϑ > 0 such that:
(a) if d > 4, then supn≥2 E exp
{
ϑ A1/2n
}
<∞;
(b) if d = 4, then supn≥2 E exp
{
ϑ 1√
log n
A1/2n
}
<∞;
(c) if d = 3, then supn≥2 E exp
{
ϑ
(
An√
n
)2/3}
<∞.
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Proof. From the definition of An we obtain, for moments of order m ≥ 1,
EAmn ≤ m!
∑
1≤ j1≤···≤ jm≤n
∑
0≤k1,...,km<n
E
m∏
l=1
1{S jl = S′kl }
≤ m!
∑
σ∈Sm
∑
1≤ j1≤···≤ jm≤n
∑
0≤k1≤···≤km<n
∑
x1,...,xm
E
m∏
l=1
1{S jl = xl}E
m∏
l=1
1{S′kl = xσ(l)}
≤ m!
∑
σ∈Sm
∑
x1,...,xm
m∏
l=1
Gn(xl − xl−1)Gn(xσ(l) − xσ(l−1)),
where Sm denotes the group of all permutations of {1, . . . ,m}, and we set x0 := 0 =: xσ(0) for
convenience. Applying Ho¨lder’s inequality,
EAmn ≤ (m!)2
∑
x1,...,xm
m∏
l=1
G2n(xl − xl−1) = (m!)2
(∑
x∈Zd
G2n(x)
)m
,
and from Lemma 13 we obtain, for all n ≥ 2,
EAmn ≤

(m!)2 Cm nm/2 if d = 3,
(m!)2 Cm (log n)m if d = 4,
(m!)2 Cm if d > 4.
If d > 4 this implies E
(√
An
)m ≤ √EAmn ≤ m!Cm, and (a) follows by considering the
exponential series. The analogous argument for d = 4 gives (b). For d = 3 we need an extra
argument to complete the proof: We write `(m, n) := dn/me + 1. Using an inequality of Chen,
[11, Theorem 5.1] (with p = 2 and a = m), we get, for n ≥ m,√
EAmn ≤
∑
k1+···+km=m
k1,...,km≥0
m!
k1! · · · km !
√
EAk1`(m,n) · · ·
√
EAkm`(m,n)
≤
∑
k1+···+km=m
k1,...,km≥0
m!
k1! · · · km !
√
(k1!)2 Ck1`(m, n)k1/2 · · ·
√
(km !)2 Ckm`(m, n)km/2
≤
(
2m − 1
m
)
m!Cm
( n
m
)m/4 ≤ (m!)3/4 Cm nm/4,
and therefore EAmn ≤ (m!)3/2 Cm nm/2. For n ≤ m we get the same estimate immediately from
the trivial inequality Amn ≤ n2m ≤ (m!)3/2 Cm nm/2. We thus obtain, for all n,m, that
E
(
n−1/3 A2/3n
)m = n−m/3 E (Amn )2/3 ≤ m!Cm,
and (c) follows by taking the exponential series. 
Introduce, for n ≥ 1,
Λn :=
n∑
i=1
n−1∑
j,k=0
1{Si = S′j = S′k} and Λ∗n :=
n−1∑
i=0
n∑
j,k=1
1{Si = S′j = S′k}.
Lemma 15. There exists a constant ϑ > 0 such that:
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(a) if d > 4, then supn≥2 E exp
{
ϑ Λ1/3n
}
<∞ ;
(b) if d = 4, then supn≥2 E exp
{
ϑ
Λ
1/3
n
(log n)1/2
}
<∞.
The same statements hold when Λn is replaced by Λ∗n .
Proof. We only consider Λn , as Λ∗n can be treated analogously. From the definition of Λn we
obtain, for moments of order m ≥ 1,
EΛmn ≤ m!
∑
1≤ j1≤···≤ jm≤n
∑
0≤k1,...,km<n
0≤l1,...,lm<n
E
m∏
i=1
1{S ji = S′ki = S′li }
≤ m!
∑
x1,...,xm
∑
0≤k1,...,km<n
0≤l1,...,lm<n
m∏
i=1
Gn(xi − xi−1)E
m∏
i=1
1{S′ki = S′li = xi },
where we set x0 := 0 for convenience. Continuing with Cauchy–Schwarz, we get
≤ m!
( ∑
x1,...,xm
m∏
i=1
G2n(xi − xi−1)
)1/2  ∑
x1,...,xm
 ∑
0≤k1,...,km<n
0≤l1,...,lm<n
E
m∏
i=1
1{S′ki = S′li = xi }

2
1/2
.
By Lemma 13 the first bracket is bounded by Cm if d > 4, and by Cm(log n)m if d = 4. To
analyse the second bracket we denote by Tm the set of all mappings τ : {1, . . . , 2m} → {1, . . . ,m}
such that #τ−1{ j} = 2 for all j ∈ {1, . . . ,m}. For the cardinality of Tm we get
#Tm ≤
(
2m
m
)
(m!)2 ≤ Cm (m!)2. (8)
Given (k1, . . . , km) and (l1, . . . , lm) there exists at least one ordered tuple (k′1, . . . , k′2m) with
k′1 ≤ · · · ≤ k′2m with {k1, . . . , km, l1, . . . , lm} = {k′1, . . . , k′2m} and τ ∈ Tm such that τ(i) = j if
k′i = l j or k′i = k j . Hence we obtain∑
0≤k1,...,km<n
0≤l1,...,lm<n
E
m∏
i=1
1{S′ki = S′li = xi }
≤
∑
τ∈Tm
∑
0≤k′1≤···≤k′2m<n
2m∏
i=1
P
{
S′k′i − S
′
k′i−1
= xτ(i) − xτ(i−1)
}
≤
∑
τ∈Tm
2m∏
i=1
Gn(xτ(i) − xτ(i−1)),
and, using the triangle inequality, ∑
x1,...,xm
(∑
τ∈Tm
2m∏
i=1
Gn(xτ(i) − xτ(i−1))
)21/2 ≤ ∑
τ∈Tm
( ∑
x1,...,xm
2m∏
i=1
G2n(xτ(i) − xτ(i−1))
)1/2
≤ #Tm
( ∑
x1,...,x2m
2m∏
i=1
G2n(xi − xi−1)
)1/2
.
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By Lemma 13 the bracket is bounded by Cm if d > 4, and by Cm(log n)2m if d = 4. Thus,
combining with (8), we obtain the estimates
EΛmn ≤

(
m!Cm)3 if d > 4,(
m!Cm (log n)m/2
)3
if d = 4.
But E(Λ1/3n )m ≤
(
EΛmn
)1/3, and both statements follow by taking exponential series. 
For any N ≥ 0 we use the classical decomposition
`
(2)
2N
− E`(2)
2N
= 2
N∑
j=1
2 j−1∑
k=1
A j,k,
where
A j,k := A j,k(N ) :=
∑
(2k−2)2N− j<l≤(2k−1)2N− j
(2k−1)2N− j<m≤(2k)2N− j
(1{Sl = Sm} − P{Sl = Sm}) .
For fixed 1 ≤ j ≤ N the random variables A j,k , for k = 1, . . . , 2 j−1, are independent,
identically distributed with the law of A2N− j − EA2N− j . The next proposition exploits this
independence, and the moment results of Lemma 14, to give large deviation upper bounds.
Proposition 16 (Large Deviation Upper Bounds). For every ε > 0 there exists c = c(ε) > 0
such that, for all 1 ≤ j ≤ N,
(a) if d > 4, then P
{
|∑2 j−1k=1 A j,k(N )| ≥ ε x} ≤ exp {−c√x} for all x ≥ (2N )2/3;
(b) if d = 4, then P
{
|∑2 j−1k=1 A j,k(N )| ≥ ε x} ≤ exp {−c√ xN } for all x ≥ N (2N )2/3;
(c) if d = 3, then P
{
|∑2 j−1k=1 A j,k(N )| ≥ ε x} ≤ exp {−c x22N } + exp {−c x2/32 j/32N/3 } for all
x ≥ N 9/2 (2N )1/2.
The proof of this result will be postponed to the next section.
Completion of the proof of Proposition 11(a)–(c). We use two simple ingredients, stated
below as (9) and (10). First, note that, for any N ≥ 0 and any choice of nonnegative weights p j ,
1 ≤ j ≤ N , with∑ p j ≤ 1, we have
P
{
|`(2)
2N
− E`(2)
2N
| ≥ εy
}
= P
2
∣∣∣∣∣∣
N∑
j=1
2 j−1∑
k=1
A j,k
∣∣∣∣∣∣ ≥ εy
 ≤ N∑
j=1
P

∣∣∣∣∣∣
2 j−1∑
k=1
A j,k
∣∣∣∣∣∣ ≥ εyp j2
 .
(9)
Second, for any n ≥ 2 there exists the representation
n = 2N1 + · · · + 2Nl ,
where l ≥ 1 and N1 > · · · > Nl ≥ 0 are integers. Note that l ≤ c log n. Write n0 := 0 and
ni := 2N1 + · · · + 2Ni for 1 ≤ i ≤ l, and define
Bi :=
∑
ni−1< j<k≤ni
1{S j = Sk}, and Di :=
∑
ni−1< j≤ni
ni<k≤n
1{S j = Sk}.
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Then
∑
1≤ j<k≤n 1{S j = Sk} =
∑l
i=1 Bi +
∑l−1
i=1 Di . We thus have, for any choice of
nonnegative weights qi , 1 ≤ i ≤ l, with∑ qi ≤ 1, for x large enough to satisfy xqi > 4EDi ,
P
{
|`(2)n − E`(2)n | ≥ x
}
≤
l∑
i=1
P
{
|Bi − EBi | ≥ xqi4
}
+
l−1∑
i=1
P
{
Di ≥ xqi4
}
. (10)
Depending on the dimension, we use the ingredients (9) and (10) with different choice of weights.
If d = 3 we define qi = b2(Ni−N1)/2 with b = (∑∞j=1 2− j/2)−1, and apply (9) for
N = Ni , y = xqi4ε and weights p j = aj
−2 with a =
( ∞∑
j=1
j−2
)−1
,
where ε > 0 may be chosen independently of i, j such that yp j/2 ≥ N 9/2i (2Ni )1/2. Using (9),
Proposition 16(c) and that l ≤ c log n, this gives
l∑
i=1
P
{
|Bi − EBi | ≥ xqi4
}
≤
l∑
i=1
Ni∑
j=1
exp
{
−c (yp j )
2
2Ni
}
+ exp
{
−c (yp j )
2/32 j/3
2Ni /3
}
≤ exp
{
−c x
2/3
n1/3
}
. (11)
As (with
d= denoting equality of distributions)
Di
d=
2Ni∑
j=1
n−ni∑
k=1
1{S j = S′k} ≤
2Ni∑
j=1
2Ni−1∑
k=0
1{S j = S′k} = A2Ni ,
the second sum in (10) can be estimated using Chebyshev’s inequality and Lemma 14,
l−1∑
i=1
P
{
Di ≥ xqi4
}
≤
l−1∑
i=1
P
{
A2Ni
2Ni /2
≥ xqi
42Ni /2
}
≤
l−1∑
i=1
exp
{
−c
( xqi
2Ni /2
)2/3} ≤ exp{−c x2/3
n1/3
}
, (12)
and the proof of (c) follows by plugging (11) and (12) into (10). The proof of (a), (b) is analogous,
but now the weights are chosen to be equal, i.e. p j = 1/N and qi = 1/ l. We leave the obvious
details to the reader. 
An analogous argument can be carried out for triple self-intersections. Indeed, for any N ≥ 0
we have
`
(3)
2N
− E`(3)
2N
=
N∑
j=1
2 j−1∑
k=1
Λ j,k +
N∑
j=1
2 j−1∑
k=1
Λ
∗
j,k (13)
where
Λ j,k :=
∑
(2k−2)2N− j<l≤(2k−1)2N− j
(2k−1)2N− j<m,n≤(2k)2N− j
(1{Sl = Sm = Sn} − P{Sl = Sm = Sn})
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and
Λ
∗
j,k :=
∑
(2k−2)2N− j<l,m≤(2k−1)2N− j
(2k−1)2N− j<n≤(2k)2N− j
(1{Sl = Sm = Sn} − P{Sl = Sm = Sn}) .
Again, for fixed 1 ≤ j ≤ N the random variables Λ j,k , for k = 1, . . . , 2 j−1, are independent,
identically distributed with the law of Λ2N− j − EΛ2N− j , and the random variables Λ∗j,k , for
k = 1, . . . , 2 j−1, are independent, identically distributed with the law of Λ∗
2N− j − EΛ∗2N− j .
Proposition 17 (Large Deviation Upper Bounds). For any ε > 0 there exists c = c(ε) > 0
such that, for all 1 ≤ j ≤ N,
(a) if d > 4, then P
{
|∑2 j−1k=1 Λ j,k | ≥ ε x} ≤ exp {−c x1/3} , for all x ≥ (2N )3/5;
(b) if d = 4, then P
{
|∑2 j−1k=1 Λ j,k | ≥ ε x} ≤ exp{−c ( xN3/2 )1/3} , for all x ≥ N 3/2(2N )3/5.
The same estimates hold for Λ j,k replaced by Λ
∗
j,k .
Again we postpone the proof of Proposition 17 to the next section and first complete the
details of the remaining parts of Proposition 11.
Proof of Proposition 11(d), (e). For any N ≥ 0, we have by (13),
P
{
|`(3)
2N
− E`(3)
2N
| ≥ εy
}
= P

∣∣∣∣∣∣
N∑
j=1
2 j−1∑
k=1
Λ j,k
∣∣∣∣∣∣ ≥ εy2
+ P

∣∣∣∣∣∣
N∑
j=1
2 j−1∑
k=1
Λ
∗
j,k
∣∣∣∣∣∣ ≥ εy2

≤
N∑
j=1
P

∣∣∣∣∣∣
2 j−1∑
k=1
Λ j,k
∣∣∣∣∣∣ ≥ εy2N
+ N∑
j=1
P

∣∣∣∣∣∣
2 j−1∑
k=1
Λ
∗
j,k
∣∣∣∣∣∣ ≥ εy2N
 .
(14)
For any n ≥ 2 there exists the representation n = 2N1 + · · · + 2Nl , where N1 > · · · > Nl ≥ 0
are integers. Note that l ≤ c log n. Write n0 := 0 and ni := 2N1 + · · · + 2Ni for 1 ≤ i ≤ l, and
define
Bi :=
∑
ni−1< j,k,l≤ni
1{S j = Sk = Sl},
Di :=
∑
ni−1< j,k≤ni
ni<l≤n
1{S j = Sk = Sl} and Ei :=
∑
ni−1< j≤ni
ni<k,l≤n
1{S j = Sk = Sl}.
Then `(3)n = ∑li=1 Bi + ∑l−1i=1 Di + ∑l−1i=1 Ei . As EDi and EEi are bounded by a constant
multiple of log n, we get for all sufficiently large x ,
P
{
|`(3)n − E`(3)n | ≥ x
}
≤
l∑
i=1
P
{
|Bi − EBi | ≥ x3l
}
+
l−1∑
i=1
P
{
Di ≥ x3l
}
+
l−1∑
i=1
P
{
Ei ≥ x3l
}
. (15)
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We now look at the case d = 4. Using (14) with y = x/(3lε), Proposition 17(b) and that
l ≤ c log n, this gives
l∑
i=1
P
{
|Bi − EBi | ≥ x3l
}
≤ 2
l∑
i=1
Ni∑
j=1
exp
−c
(
x
lN 5/2i
)1/3 ≤ exp
{
−c x
1/3
log7/6 n
}
.
(16)
As we have
Di
d=
2Ni−1∑
j,k=0
n−ni∑
m=1
1{S j = Sk = S′m} ≤
2Ni−1∑
j,k=0
2Ni∑
m=1
1{S j = Sk = S′m} = Λ∗2Ni ,
the second sum in (15) can be estimated using Chebyshev’s inequality and Lemma 15(b),
l−1∑
i=1
P
{
Di ≥ x3l
}
≤
l−1∑
i=1
P
{
Λ∗
2Ni
N 3/2i
≥ x
3lN 3/2i
}
≤ l exp
−c
(
x
lN 3/21
)1/3
≤ exp
{
−c x
1/3
log5/6 n
}
. (17)
The same estimate holds for Ei in place of Di , using the estimate for Λ2Ni instead of Λ
∗
2Ni
. The
proof of (c) follows by plugging this, (17) and (16) into (15). The case d ≥ 5 is analogous. 
3.2. Proof of Propositions 16 and 17
Proof of Proposition 16. We first give the argument in the case d ≥ 5. Take a continuously
differentiable function g: (0,∞)→ R with non-increasing derivative, such that:
(a) g′(x) > 2/x for all x > 0,
(b) g(x) = ϑ√x for all x ≥ x0,
where ϑ is chosen as in Lemma 14. For 1 ≤ j ≤ N define
b j (N ) := E
[
exp
{
g
(
A j,1(N )
)}
1{A j,1(N ) > 0}
]
,
and recall from Lemma 14(a) that b j (N ) is uniformly bounded in j and N . By Theorem 2.3
of [17] (with γ1 = γ2 = γ3 = 1/3, γ = 2/3 and δ = 2) we obtain the bound
P
2
j−1∑
k=1
A j,k ≥ ε x
 ≤ e1/2 exp
{
− a
2 ε2 x2
2(a + 1)2 j−1V j (N )
}
(18)
+ e1/2 exp
− 2a ε x3S−1 ( aεx
3ea2 j−1b j (N )
)
 (19)
+ 2 j b j (N ) e1/2 exp
{
−g
(
2
3
ε x
)}
+ 2 j−1 P
{
A j,1 ≥ 23 ε x
}
,
(20)
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where V j (N ) is the variance of A j,1, the constant a is the unique solution of the equation
(u + 1) = eu−1, and S−1 is the inverse of the strictly decreasing function u 7→ S(u) :=
e−g(u)g′(u)u2; see [17, p. 765]. By Chebyshev’s inequality,
P
{
A j,1 ≥ x
} ≤ (sup
N
sup
j≤N
b j (N )
)
e−g(x),
and therefore the two terms in (20) are bounded by a constant multiple of
2N exp
{
−g
(
2
3
ε x
)}
for all j ≤ N .
Recalling the definition of g we arrive at an upper bound of
C exp
{−c√x} for all N ≥ 1. (21)
If x ≥ (2N )2/3, then x2/2 j−1 = x1/2 x3/2/2 j−1 > √x for all j ≤ N . Further, using this
inequality and the boundedness of V j (N ), the term in (18) is also bounded by a constant multiple
of exp{−c√x}.
To show that also the term in (19) is negligible, recall that the function S is strictly decreasing.
Hence, the term in (19) is bounded by
C exp
−c xS−1 ( c
2N/3
)
 .
From the definition of the functions g and S it is easy to see that
S−1
( c
2N/3
)
≤ CN 2.
This implies that the term in (19) is bounded by a constant multiple of exp{−c x/N 2}, and is
therefore also negligible compared to (21). This completes the bound for
∑
A j,k . The same
reasoning can be applied with −A j,k in place of A j,k , using only the trivial fact that −A j,1 is
bounded from above, uniformly in j . Hence we get the same bound for−∑ A j,k . This completes
the proof in dimensions d ≥ 5. The result for d = 4 is a modification of this argument, using the
random variable (N − j)−1A j,k instead of A j,k , and details are left to the reader.
Turning to dimension d = 3, we use that
P
2
j−1∑
k=1
A j,k ≥ εx
 = P
2
j−1∑
k=1
A j,k
2(N− j)/2
≥ ε x
2(N− j)/2
 ,
and choose a function g: (0,∞) → R which satisfies the same conditions as above, except that
we now replace condition (b) by g(x) = ϑ x2/3 for all x ≥ x0, and ϑ as in Lemma 14. We define
b j (N ) := E
[
exp
{
g
(
A j,1/2(N− j)/2
)}
1{A j,1 > 0}
]
,
and by [17, Theorem 2.3] we obtain
P
2
j−1∑
k=1
A j,k
2(N− j)/2
≥ ε x
2(N− j)/2
 ≤ exp
{
−c x
2
2N
}
+ exp
−c x2(N− j)/2 S−1 ( cx
2(N+ j)/2
)
 (22)
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+ C 2 j b j (N ) exp
{
−g
(
c
x
2(N− j)/2
)}
+ 2 j−1 P
{
A j,1
2(N− j)/2
≥ c x
2(N− j)/2
}
. (23)
The two terms in (23) are bounded by 2N exp{−c x2/3/2(N− j)/3}. To bound the last term in (22)
we use that, for x ≥ 2N/2/N 2,
S−1
( cx
2(N+ j)/2
)
≤ S−1
( cx
2N
)
≤ S−1
( c
N 22N/2
)
≤ CN 3/2,
to get
exp
−c x2(N− j)/2 S−1 ( cx
2(N+ j)/2
)
 ≤ exp
{
−c x2
j/2
2N/2N 3/2
}
.
As x ≥ 2N/2N 9/2 this term is also bounded by exp{−c x2/3/2(N− j)/3}, completing the proof.

Proof of Proposition 17. We use the same arguments as in Proposition 16, but now for a
function g: (0,∞) → R with condition (b) replaced by g(x) = ϑx1/3 for x ≥ x0. Then both
terms in (20) give contributions bounded by exp{−c x1/3}. If x ≥ (2N )3/5, then x2/2 j−1 ≥ x1/3,
and hence we obtain the same bound for (18). Under the same condition x ≥ (2N )3/5, we have
S−1
(
cx/2 j−1
)
≤ S−1
(
c/(2N )2/5
)
≤ C N 3,
and hence the term in (19) is of smaller order. 
3.3. A large deviation bound for the maximum of the local times
We complete this section with an easy lemma, which provides bounds for the large deviation
probabilities of the maximum `(∞)n of the local times. Ideas for this proof are taken from Gantert
and Zeitouni [14].
Lemma 18 (Large Deviation Bounds for the Maximal Local Time). There exists c > 0 such that:
(a) if d ≥ 3, then for each sequence an →∞ and all n ≥ 2,
P
{
`(∞)n > an
}
≤ n exp {−c an} ;
(b) if d = 2, then for each sequence an/ log n →∞ and all n ≥ 2,
P
{
`(∞)n > an
}
≤ n exp
{
−c an
log n
}
.
Proof. Without loss of generality we may assume that all an are positive integers. We first reduce
the problem to a large deviation bound for `n(0). Defining the stopping times Tz := min{k ≥
1: Sk = z} we have, for all nonnegative integers x ,
P
{
`(∞)n > x
}
≤
∑
z∈Zd
P {`n(z) > x} =
∑
z∈Zd
n∑
k=1
P{Tz = k}P {`n−k(0) ≥ x}
≤ P {`n(0) ≥ x}
∑
z∈Zd
P{Tz ≤ n}.
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Now
∑
z P{Tz ≤ n} ≤
∑
z
∑n
k=1 P{Sk = z} = n, so that it suffices to bound the large deviation
probabilities of `n(0). By the strong Markov property applied at the successive hitting times of
the origin, we get
P {`n(0) ≥ an} ≤ P {T0 ≤ n}an . (24)
In the transient case, d ≥ 3, this gives (a) with c := − logP{T0 < ∞} > 0. In the recurrent case
d = 2, we use the last exit decomposition, for all 2 ≤ k ≤ n,
1 ≤
k∑
j=0
P{S j = 0}P{`n−k(0) = 0} +
n∑
j=k+1
P{S j = 0}.
By [20, Proposition P7.6, p. 72] we have P{S j = 0} ≤ cj for j ≥ 1. This implies that
(log k)P{`n−k(0) = 0} ≥ C
[
1− c
(
n∑
j=k+1
1
j
)]
.
Now let k = dηne and choose η ∈ (0, 1) sufficiently close to one, so that the right hand side is
bounded from zero by a positive constant. Hence,
P{T0 > n(1− η)} = P{`bn(1−η)c(0) = 0} ≥ clog n ,
and thus logP{T0 ≤ n} = log(1 − P{T0 > n}) ≤ −c/ log n. Plugging this into (24) completes
the proof of (b). 
4. Precise asymptotics in dimensions d ≥ 4: Proof of Theorem 1
The main ingredient of the proof is the following proposition. Recall that the probability P
refers exclusively to the scenery variables with fixed random walk samples, and the Landau
symbols are uniform in these samples.
Proposition 19. Assume that, for some A > 0 and all sufficiently large n,
Γn :=
∑
z∈Zd
`3n(z) ≤ n log2 n and V 2n := σ 2
∑
z∈Zd
`2n(z) ≤ An.
Then, for
√
n  bn  n2/3/ log3/2 n, we have
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 = Vn√2pibn exp
{
− b
2
n
2V 2n
}
(1+ o(1)). (25)
Proof of Theorem 1. On the event{
|`(2)n − E`(2)n | ≤ n2/3 log3 n, `(3)n ≤ n log2 n
}
we have V 2n = σ 2 E`(2)n + O(n2/3 log3 n). By (6), for d ≥ 4, we have E`(2)n − n (2G(0)− 1) =
O(log n), and hence we obtain V 2n = n σ 2 (2G(0) − 1) + O(n2/3 log3 n). Thus, if we assume√
n  bn  an := n2/3/ log3/2 n, we have
− b
2
n
2V 2n
= − b
2
n
2nσ 2(2G(0)− 1) + o(1).
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Using that
1− Φ(x) = 1√
2pix
e−
x2
2
(
1+ O(x−2)
)
, as x →∞, (26)
and abbreviating ρ2n := 2nσ 2(2G(0)− 1) we obtain, on the same event,
Vn√
2pibn
exp
{
− b2n
2V 2n
}
1− Φ(bn/ρn) = 1+ o(1).
Therefore, for a constant c > 0 and all large n,∣∣∣∣ P{Xn ≥ bn}1− Φ(bn/ρn) − 1
∣∣∣∣ ≤ E
∣∣∣∣∣∣P{
∑
`n(z)ξ(z) ≥ bn}
Vn√
2pibn
exp
{
− b2n
2V 2n
} − 1
∣∣∣∣∣∣
× 1
{
|`(2)n − E`(2)n | ≤ n2/3 log3 n, `(3)n ≤ n log2 n
}+ o(1)
+P
{
|`(2)n − E`(2)n | > n2/3 log3 n
}
ec
b2n
n + P
{
`(3)n > n log
2 n
}
ec
b2n
n .
By Proposition 11 both probabilities in the last line are bounded by exp{−cn1/3} if d ≥ 5,
and by exp{−cn1/3/ log1/2 n} if d = 4. As bn  an we have b2n/n  n1/3 if d ≥ 5, and
b2n/n  (n/ log2 n)1/3 if d = 4; hence the summands in the last line go to zero, and together
with Proposition 19 this implies Theorem 1. 
Proof of Proposition 19. Recall Crame´r’s condition (1) and define f (h) := Eehξ(0) for all
h ∈ [0, θ). For fixed n ≥ 1 and h > 0 satisfying the condition
h `(∞)n ≤
θ
2
(27)
we introduce a family {Yz : z ∈ Zd} of independent auxiliary random variables with distributions
P {Yz < x} = ( f (h`n(z)))−1
∫ x
−∞
ehy dP{`n(z)ξ(z) < y}.
We define
mz := EYz, σ 2z := E[(Yz − mz)2], γz := E |Yz − mz |3,
Mn(h) :=
∑
z∈Zd
mz, V
2
n (h) :=
∑
z∈Zd
σ 2z , Γn(h) :=
∑
z∈Zd
γz .
From the definition of Yz we infer that
P {`n(z)ξ(z) < x} = f (h`n(z))
∫ x
−∞
e−hy dP{Yz < y},
and therefore
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 = ∏
z∈Zd
f (h`n(z))
∫ ∞
bn
e−hy dP
∑
z∈Zd
Yz < y
 .
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Substituting y = Mn(h)+ xVn(h) and defining T := (∑ Yz − Mn(h))/Vn(h), we get
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 = exp
−hMn(h)+ ∑
z∈Zd
log f (`n(z)h)

×
∫ ∞
bn−Mn (h)
Vn (h)
exp{−hxVn(h)} dP(T < x). (28)
Now we show that (27) implies that, for some constant c > 0, we have
h V 2n − c h3 Γn ≤ Mn(h) ≤ h V 2n + c h2 Γn . (29)
Obviously,
mz = `n(z) f
′(`n(z)h)
f (`n(z)h)
and thus Mn(h) =
∑
z∈Zd
`n(z) f ′(`n(z)h)
f (`n(z)h)
.
On the one hand, using that all derivatives of f are increasing, we get
f ′(`n(z)h) ≤ f ′′(0) `n(z) h + 12 f
′′′(`n(z)h) `2n(z) h2
≤ σ 2 `n(z) h + 12 f
′′′(θ/2) `2n(z) h2,
and the second inequality in (29) readily follows from this together with the fact that f (`n(z)h) ≥
1. On the other hand, noting that f ′(`n(z)h) ≥ σ 2 `n(z) h and
f (`n(z)h) ≤ 1+ f ′(`n(z)h) `n(z) h ≤ 1+ f ′(θ/2) `n(z) h,
we obtain the bound
Mn(h) ≥
∑
z∈Zd
σ 2 `n(z) h
1+ f ′(θ/2) `n(z) h = h σ
2
∑
z∈Zd
`2n(z)− f ′(θ/2) σ 2 h2
∑
z∈Zd
`3n(z).
Summarising, we see that (29) holds with c := max{σ 2 f ′(θ/2), 12 f ′′′(θ/2)}.
Let h±n denote the positive solutions of the quadratic equations
V 2n h ± cΓn h2 = bn .
It is easy to see that
h±n =
bn
V 2n
+ O
(
Γnb2n
V 6n
)
as n →∞, (30)
provided that Γnbn = O(V 4n ).
From our assumption Γn ≤ n log2 n we get `(∞)n ≤ n1/3 log2/3 n and thus (27) holds for all
h ≤ θ/(2n1/3 log2/3 n). Since bn ≤ n2/3/ log n and Γnb2n ≤ n7/3 but V 2n ≥ n we obtain that
h−n ≤ n−1/3/ log n+O(n−2/3) and thus h−n is in the domain given by (27), for all large n. Hence
the inequalities (29) hold for all 0 < h ≤ h−n and so, on the one hand, we have M(h−n ) ≥ bn ,
and on the other hand, as h+n < h−n , we have M(h+n ) ≤ bn . Therefore there exists hn ∈ [h+n , h−n ]
such that M(hn) = bn . Applying (30) gives
hn = bn
V 2n
+ O
(
Γnb2n
V 6n
)
as n →∞. (31)
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Clearly,
log f (`n(z)hn) = log
(
1+ σ
2
2
`2n(z) h
2
n + O(`3n(x)h3n)
)
= σ
2
2
`2n(z) h
2
n + O(`3n(x)h3n).
Thus, in view of (31),
−hnMn(hn)+
∑
z∈Zd
log f (`n(z)hn) = −hn bn + 12 V
2
n h
2
n + O
(
Γnh3n
)
= − b
2
n
2V 2n
+ O
(
Γnb3n
V 6n
)
. (32)
Putting h = hn in (28) and using (32), we obtain
P {`n(z)ξ(z) ≥ bn} = exp
{
− b
2
n
2Vn
+ O
(
Γnb3n
V 6n
)} ∫ ∞
0
e−xhnVn(hn) dP(T < x). (33)
Integrating by parts gives, for a standard normal random variable N ,∫ ∞
0
e−xhnVn(hn) dP{T < x} =
∫ ∞
0
P{T < x} hn Vn(hn) e−hnVn(hn) x dx
=
∫ ∞
0
P{N < x} hn Vn(hn) e−hn Vn(hn) x dx +
∫ ∞
0
∆(x) hn Vn(hn)e−hn Vn(hn) x dx
= 1√
2pi
∫ ∞
0
exp
{
−hn Vn(hn) x − x
2
2
}
dx +
∫ ∞
0
∆(x) hn Vn(hn) e−h Vn(hn) x dx,
where ∆(x) := P{T < x} − P{N < x}. By Esseen’s inequality, see for example [19, Theorem
V.3], there exists an absolute constant C > 0 such that
sup
x
|∆(x)| ≤ C Γn(hn)
V 3n (hn)
.
Therefore∣∣∣∣∫ ∞
0
e−xhnVn(hn) dP{T < x} − 1√
2pi
∫ ∞
0
exp
{
−hn Vn(hn) x − x
2
2
}
dx
∣∣∣∣ ≤ C Γn(hn)V 3n (hn) .
Evidently,
1√
2pi
∫ ∞
0
exp
{
−hn Vn(hn) x − x
2
2
}
dx
= 1√
2pi
exp
{
h2nV
2
n (hn)
2
} ∫ ∞
0
exp
{
− (x + hnVn(hn))
2
2
}
dx
= exp
{
h2nV
2
n (hn)
2
}
(1− Φ (hnVn(hn))) . (34)
We now show that, for a suitable constant C > 0,
V 2n (hn) = V 2n + O(Γnhn) and Γn(hn) ≤ C Γn . (35)
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First, we obtain that
V 2n (hn) =
∑
z∈Zd
σ 2z =
∑
z∈Zd
`2n(z)
f ′′(`n(z)hn)− ( f ′(`n(z)hn))2
f (`n(z)hn)
=
∑
z∈Zd
`2n(z)
(
σ 2 + O(`n(z) hn)
)
= V 2n + O(Γnhn).
Second, for an upper estimate of Γn(hn), we note that
E |Yz |3 = 2
∫ 0
−∞
|y|3 dP{Yz < y} + EY 3z .
From the definition of Yz we get, on the one hand,∫ 0
−∞
|y|3 dP{Yz < y} = 1f (`n(z)h)
∫ 0
−∞
|y|3 ehy dP
{
ξ(z) <
y
`n(z)
}
≤ `3n(z)
∫ 0
−∞
|x |3 dP{ξ(z) < x} ≤ `3n(z)E|ξ(0)|3,
and, on the other hand,
EY 3z =
f ′′′(`n(z)h) `3n(z)
f (`n(z)h)
≤ `3n(z) f ′′′(θ/2).
The two bounds imply that E |Yz |3 ≤
(
f ′′′(θ/2)+ 2γ ) `3n(z), and combining this with mz ≤
f ′(θ/2) `n(z) gives γz ≤ E |Yz |3 + m3z ≤ C`3n(z) and therefore we have proved (35).
From (31) and (35) we thus get
hnVn(hn) =
(
bn
V 2n
+ O
(
Γnb2n
V 6n
)) (
V 2n + O
(
Γnbn
V 2n
))1/2 = bnVn (1+ O (ΓnbnV 4n )) .
Recalling that bn  √n and V 2n ≤ An we conclude that hnVn(hn)→∞. Then, using (26),
eh
2
nV
2
n (hn)/2(1− Φ(hnVn(hn)) = 1√
2pihnVn(hn)
(
1+ O
(
1
h2nV 2n (hn)
))
= Vn√
2pibn
(
1+ O
(
Γnbn
V 4n
)
+ O
(
V 2n
b2n
))
.
Substituting this into (34) gives∫ ∞
0
e−hnVn(hn)x dP{T < x} = Vn√
2pibn
(
1+ O
(
Γnbn
V 4n
)
+ O
(
V 2n
b2n
))
,
and the result follows by plugging this into (33). 
5. Moderate deviations in dimensions d ≥ 3: Proof of Theorem 3
5.1. Proof of the upper bound in Theorem 3
We fix  > 0 and let A := 2G(0)− 1+ 3. Our aim is to show that
lim sup
n→∞
n
b2n
logP
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≤ − 12σ 2 A . (36)
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We note that, for any fixed η > 0,
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≤ P
∑
z∈Zd
`n(z)ξ(z) ≥ bn, `(∞)n ≤
ηn
bn
, `(2)n ≤ A n

+P
{
`(∞)n ≥
ηn
bn
}
+ P
{
`(2)n ≥ A n
}
. (37)
To see that the second summand is negligible apply Lemma 18 with an = ηn/bn , which gives
lim sup
n→∞
n
b2n
logP
{
`(∞)n >
ηn
bn
}
≤ lim sup
n→∞
n log n
b2n
− cηn
2
b3n
= −∞. (38)
To see that the third term in (37) is negligible, recall from (6) that E`(2)n ∼ n(2G(0) − 1) and
therefore, for all large n,
P
{
`(2)n ≥ A n
}
≤ P
{
`
(2)
n − E`(2)n ≥
(
A−1−
2 − G(0)
)
n
}
= P
{
`
(2)
n − E`(2)n ≥ n
}
.
From Proposition 11 we know that for bn  n2/3, if d ≥ 4,
lim sup
n→∞
n
b2n
logP
{
`(2)n − E`(2)n ≥ n
}
≤ lim sup
n→∞
−c n
3/2
b2n log n
= −∞,
and, if d = 3,
lim sup
n→∞
n
b2n
logP
{
`(2)n − E`(2)n ≥ n
}
≤ lim sup
n→∞
−cn
4/3
b2n
= −∞.
Combining this, we get
lim sup
n→∞
n
b2n
logP
{
`(2)n ≥ A n
}
= −∞. (39)
It remains to investigate the first term on the right hand side of (37). For this purpose, for the
moment fix {`n(z) : z ∈ Zd} such that
`(∞)n ≤
ηn
bn
and `(2)n ≤ An,
and just look at probabilities for the i.i.d. variables {ξ(z) : z ∈ Zd}. Define f (h) := Eehξ(0) for
all h < θ , which is well defined by Crame´r’s condition. Recall that
f (h) = exp
{
1
2
h2 σ 2(1+ o(h))
}
as h ↓ 0.
In particular, given any δ > 0, we may choose a small η > 0 such that
f
(
bn `n(x)
σ 2 `
(2)
n
)
≤ exp
{
(1+ δ) b
2
n`
2
n(x)
2σ 2 (`(2)n )2
}
, (40)
where we use that bn`n(x)/`
(2)
n ≤ η. From Chebyshev’s inequality and independence we get that
P
{∑
x∈Zd
`n(x)ξ(x) ≥ bn
}
≤
∏
x∈Zd
f
(
bn`n(x)
σ 2 `
(2)
n
)
exp
{
− b
2
n
σ 2 `
(2)
n
}
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≤ exp
{
(1+ δ) b
2
n
2σ 2 `(2)n
}
exp
{
− b
2
n
σ 2 `
(2)
n
}
≤ exp
{
− (1− δ) b
2
n
2σ 2 A n
}
.
We can now average over the random walk again, and get (36) from (37) together with (38) and
(39), recalling that δ > 0 was arbitrary. This completes the proof. 
5.2. Proof of the lower bound in Theorem 3
We impose ‘typical behaviour’ on `(2)n and `
(∞)
n . More precisely, fix an arbitrary  ∈ (0, 1),
and also fix η > 0 which we specify later. We have
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ P
∑
z∈Zd
`n(z)ξ(z) ≥ bn, `(∞)n ≤
ηn
bn
, `(2)n ≤ A n

= E
P
∑
z∈Zd
`n(z) ξ(z) ≥ bn
1{`(∞)n ≤ ηnbn , `(2)n ≤ A n}
 ,
(41)
where A := 2G(0)− 1+ 3 and P refers to the probability with respect to the scenery only. To
study the inner probability we now suppose that, for the moment, a random walk sample is fixed,
such that
`(∞)n ≤
ηn
bn
and `(2)n ≤ An.
Define γ := E|ξ(0)|3 < ∞. Hence the variance of the random variable ∑z∈Zd `n(z)ξ(z)
with respect to P is given by V 2n := σ 2
∑
z∈Zd `2n(z) and the Lyapunov ratio by Ln :=
γ V−3n
∑
z∈Zd `3n(z). By [18, Theorem 2] there exist constants c1, c2 > 0 such that, for all
3
2Vn ≤ x ≤ Vn196Ln ,
P
∑
z∈Zd
`n(z)ξ(z) ≥ x
 ≥
(
1− Φ
(
x
Vn
))
exp
{
−c1x3 LnV−3n
} (
1− c2xLnV−1n
)
.
(42)
Now suppose that η > 0 is chosen to satisfy the three inequalities
η < σ 4/(196γ ), c1ηγ σ−6 < , and c2ηγ σ−4 < .
Using the upper bound on `(∞)n , we get that Ln ≤ γ ηnσ 2bn V−1n . Therefore,
P
∑
z∈Zd
`n(z)ξ(z) ≥ x
 ≥
(
1− Φ
(
x
Vn
))
exp
{
−c1 η x
3
bn σ 2
n V−4n
}
×
(
1− c2 γ η x
bn σ 2
n V−2n
)
,
for all (3/2)Vn ≤ x ≤ (bnVn)/(196ηn). We can use this inequality for x = bn . Indeed, as
V 2n ≤ Aσ 2 n we get bn ≥ (3/2)Vn , if n exceeds some constant depending only on σ 2. Also
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V 2n ≥ σ 2n and η < σ 4/(196γ ); therefore
bn ≤ bnσ 2V 2n /(196γ ηn) ≤ Vn/(196Ln).
Hence,
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥
(
1− Φ
(
bn
Vn
))
exp
{
−c1 η γ σ−6 b
2
n
n
} (
1− c2γ σ−4 η
)
.
(43)
Substituting (43) into (41) gives
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ (1− c2γ σ−4 η) exp
{
−c1 γ σ−6 η b
2
n
n
}
×E
[(
1− Φ
(
bn
Vn
))
1
{
V 2n ≤ Aσ 2 n, `(∞)n ≤
ηn
bn
}]
≥ (1− ) exp
{
− b
2
n
n
}
E
[(
1− Φ
(
bn
Vn
))
1
{
V 2n ≤ Aσ 2 n
}]
−P
{
`(∞)n ≥
ηn
bn
}
. (44)
Since, by a standard estimate, (1 − Φ(z)) ≥ exp{−(1 + η) z2/2} for all sufficiently large z, we
get
E
[(
1− Φ
(
bn
Vn
))
1
{
V 2n ≤ Aσ 2 n
}]
≥ E exp
{
− (1+ η)b
2
n
2V 2n
}
− P
{
V 2n ≥ Aσ 2 n
}
.
(45)
By Jensen’s inequality, we obtain
E exp
{
− (1+ η)b
2
n
2V 2n
}
≥ exp
{
− (1+ η)b
2
n
2σ 2n
E
n
`
(2)
n
}
.
Using Proposition 11 and the Borel–Cantelli lemma,
lim
n→∞
`
(2)
n
n
= lim
n→∞
E`(2)n
n
= 2G(0)− 1 almost surely,
and using further that n/`(2)n ≤ 1, we obtain that
lim
n→∞E
n
`
(2)
n
= 1
2G(0)− 1 .
Then, for all n sufficiently large,
E
[(
1− Φ
(
bn
Vn
))]
≥ exp
{
− (1+ 2η)b
2
n
2σ 2n(2G(0)− 1− )
}
. (46)
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Combining (44), (45) and (46) gives
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ (1− ) exp
{
−
(
 + 1+ 2η
2σ 2(2G(0)− 1− )
)
b2n
n
}
−P
{
`(∞)n ≥
ηn
bn
}
− P
{
`(2)n ≥ A n
}
.
The required lower bound follows from the estimates (38) and (39) for the subtracted
probabilities, and the fact that  > 0 can be chosen arbitrarily small, whence η also becomes
arbitrarily small. 
6. Moderate deviations in dimension d = 2: Proof of Theorem 6
We use the following moderate deviation principle for the self-intersection local time in the
planar case, which is due to Bass, Chen and Rosen [5, Theorem 1.1 and (3.2)]: If xn → ∞ and
xn = o(n), then for every λ > 0,
lim
n→∞
1
xn
logP
{
`(2)n − E`(2)n ≥ λ nxn
}
= lim
n→∞
1
xn
logP
{
|`(2)n − E`(2)n | ≥ λ nxn
}
= −λ
√
detΓ
2~4
, (47)
where again ~ is the optimal constant in the Gagliardo–Nirenberg inequality.
6.1. Proof of Theorem 6(a)
The proof is largely analogous to that of Theorem 3 replacing Proposition 11 by (47). Starting
with the upper bound, for any fixed  > 0, we use the decomposition
P
∑
z∈Z2
`n(z)ξ(z) ≥ bn
 ≤ P
∑
z∈Z2
`n(z)ξ(z) ≥ bn, `(∞)n ≤
√
n(log n)5
bn
, `(2)n ≤ A n log n

+P
{
`(∞)n ≥
√
n(log n)5
bn
}
+ P
{
`(2)n ≥ A n log n
}
,
where A := (pi√detΓ )−1 + 4. The estimate for the last probability follows from (47). Indeed,
by (6), for sufficiently large n,
P
{
`(2)n ≥ A n log n
}
≤ P
{
`(2)n − E`(2)n ≥
(
A − (pi√detΓ )−1 − 
)
n log n
}
≤ n−
√
detΓ ~−4 ,
and hence, as bn  n 12 log n,
lim sup
n→∞
n log n
b2n
logP
{
`(2)n ≥ A n log n
}
= −∞. (48)
Moreover, applying Lemma 18, we get
lim sup
n→∞
n log n
b2n
log P
{
`(∞)n > b−1n
√
n (log n)5
}
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≤ lim sup
n→∞
n(log n)2
b2n
− cn
3
2 (log n)4
b3n
= −∞. (49)
We now look at fixed local times {`n(z): z ∈ Z2} satisfying the conditions max `n(z) ≤
b−1n
√
n(log n)5 and `(2)n ≤ A n log n. Note that, together with the trivial inequality `(2)n ≥ n,
this implies
lim
n↑∞
bn`n(z)
σ 2 `
(2)
n
= 0.
Hence, for arbitrary δ > 0, if n is sufficiently large, an application of Chebyshev’s inequality
and the estimate (40) for the Laplace transform f of ξ(z), gives, for n larger than some absolute
constant,
P
∑
z∈Z2
`n(z)ξ(z) ≥ bn
 ≤ ∏
z∈Zd
f
(
bn`n(z)
σ 2 `
(2)
n
)
exp
{
− b
2
n
σ 2 `
(2)
n
}
≤ exp
{
−(1− δ) b
2
n
2σ 2 A n log n
}
.
Averaging over the local times again, we obtain
lim sup
n↑∞
n log n
b2n
logP
∑
z∈Z2
`n(z)ξ(z) ≥ bn, `(∞)n ≤
√
n(log n)5
bn
, `(2)n ≤ A n log n

≤ −(1− δ)
2σ 2 A
,
so that the claimed upper bound follows, as , δ > 0 were arbitrary.
Turning to the lower bound, we fix  > 0 again, and use that
P
∑
z∈Z2
`n(z)ξ(z) ≥ bn
 ≥ E
P
∑
z∈Z2
`n(z) ξ(z) ≥ bn

×1
{
`(∞)n ≤
√
n(log n)5
bn
, `(2)n ≤ A n log n
} , (50)
where A := (pi√detΓ )−1+ 4. To obtain a lower bound for the inner probability we argue as in
Theorem 3, relying on the estimates of [18, Theorem 2]. This gives
P
 ∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥
(
1− Φ
(
bn
Vn
))
exp
{
−c1 γ σ−6 b2n n−
3
2 (log n)3
}
×
(
1− c2 γ σ−4 n− 12 (log n)4
)
.
We now show that
lim
n↑∞E
[
n log n
`
(2)
n
]
= pi √detΓ . (51)
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For this purpose define the random variables Yn := 1n `(2)n − (pi
√
detΓ )−1 log n and note that
n log n
`
(2)
n
= pi√detΓ − pi√detΓ Yn
1
n `
(2)
n
.
It suffices to show that the expectation of the fraction on the right converges to zero. As
|Yn| ≤ ε log n implies that 1n `(2)n ≥ ((pi
√
detΓ )−1− ε) log n we obtain, for any small ε > 0, that
E
[
|Yn|
1
n `
(2)
n
1{|Yn| ≤ ε log n}
]
≤ ε
(pi
√
detΓ )−1 − ε . (52)
Also, as 1n `
(2)
n ≥ 1 and using (47) with λ = ε and xn = log n, for any 0 < ε < δ,
E
[
|Yn|
1
n `
(2)
n
1{ε log n < |Yn| ≤ δ log n}
]
≤ δ (log n)P{|Yn| > ε log n} −→ 0, (53)
and, using (47) with λ = δ and xn = log n, if δ > 0 is sufficiently large,
E
[
|Yn|
1
n `
(2)
n
1{|Yn| > δ log n}
]
≤ n P{|Yn| > δ log n} −→ 0. (54)
We obtain that limE|Yn|/ 1n `(2)n = 0, and hence (51), by combining (52), (53), and (54).
Repeating the arguments of the d ≥ 3 case, given in Section 5.2, gives
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ (1− c2 γ σ−4 n− 12 (log n)4)
× exp
{
−c1 γ σ−6 b2n n−
3
2 (log n)3
}
exp
{
− (1+ ε)
2pib2n
2σ 2n log n
}
−P
{
`(∞)n ≥
√
n(log n)5
bn
}
− P
{
`(2)n ≥ A n log n
}
.
The result follows, by observing that the first two factors on the right converge to 1, recalling
(49), (48) and that  > 0 was arbitrary. 
6.2. Proof of Theorem 6(b)
Again, we start with the upper bound. Since E`(2)n ∼ (pi
√
detΓ )−1n log n, we can conclude
from (47) that, for log n  xn  n,
lim
n→∞
1
xn
logP{`(2)n ≥ λnxn} = −
λ
2~4
√
detΓ . (55)
For arbitrary N ≥ 1 and 0 < δ < 1,
P{Xn ≥ bn} ≤
N−1∑
i=0
P
{
Xn ≥ bn, `(2)n ∈ (iδan, (i + 1)δan]
}
+ P{`(2)n > Nδan}, (56)
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where an := bn√n. Note that an  n log n. Hence, in view of (55),
P{`(2)n > Nδan} ≤ exp
{
−Nδan
√
detΓ
3~4n
}
(57)
for all sufficiently large n. Fix i ≥ 1 and η ∈ (0, θσ 2). Then,
P
{
Xn ≥ bn, `(2)n ∈ (iδan, (i + 1)δan]
}
≤ P
{
Xn ≥ bn, `(2)n ∈ (iδan, (i + 1)δan], `(∞)n ≤ ηiδ
√
n
}
+ P
{
`(∞)n > ηiδ
√
n
}
.
Using Lemma 18, we get
P
{
`(∞)n > ηiδ
√
n
}
≤ exp
{
−cηiδ
√
n
log n
}
. (58)
On the event
{
`
(∞)
n ≤ ηiδ√n, `(2)n ∈ (iδan, (i + 1)δan]
}
, we obtain,
bn`n(z)
σ 2`
(2)
n
≤ bnηiδ
√
n
σ 2iδan
= η
σ 2
< θ.
Therefore, we can use Chebyshev’s inequality as before, which gives
P
∑
z∈Z2
`n(z)ξ(z) ≥ bn
 ≤ exp
{
− (1− /2)b
2
n
2σ 2`(2)n
}
≤ exp
{
− (1− )b
2
n
2σ 2(i + 1)δan
}
,
and thus, applying (55) again and recalling the definition of an , for sufficiently large n,
P
{
Xn ≥ bn, `(∞)n ≤ ηiδ
√
n, `(2)n ∈ (iδan, (i + 1)δan]
}
≤ exp
{
− (1− )b
2
n
2σ 2(i + 1)δan
}
P{`(2)n > iδan}
≤ exp
{
− (1− )bn
2σ 2(i + 1)δ√n −
(1− )√detΓ iδbn
2~4
√
n
}
. (59)
It remains to consider the summand corresponding to i = 0 in (56), which for any η > 0 is
bounded by
P
{
Xn ≥ bn, `(2)n ≤ δan, `(∞)n ≤ η
√
n
}
+ P
{
`(∞)n > η
√
n
}
. (60)
Applying Chebyshev’s inequality on the event {`(2)n ≤ δan, `(∞)n ≤ η√n} we get, for any a > 0
and η < θ/a,
P
∑
z∈Z2
`n(z)ξ(z) ≥ bn
 ≤ exp
−a bn√n + C ∑
z∈Z2
a2
n
`2n(z)
 ,
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for a constant C > 0 depending only on the distribution of the scenery and the random walk.
Using this estimate for a = 1/(4Cδ) and η < 4Cδθ we get
P
{
Xn ≥ bn, `(2)n ≤ δan, `(∞)n ≤ η
√
n
}
≤ exp
{
− bn√
n
1
8δC
}
. (61)
Combining (56)–(61) gives us
P{Xn ≥ bn} ≤
N−1∑
i=1
exp
{
− (1− )bn
2σ 2(i + 1)δ√n −
(1− )iδbn
√
detΓ
2~4
√
n
}
+ exp
{
− bn√
n
1
8δC
}
+ N exp
{
−cηδ
√
n
log n
}
+ exp
{
−Nδbn
√
detΓ
2~4
√
n
}
.
(62)
It is easily seen that
lim
n→∞
√
n
bn
log
N−1∑
i=1
exp
{
− (1− )bn
2σ 2(i + 1)δ√n −
(1− )iδbn
√
detΓ
2~4
√
n
}
= −(1− ) min
1≤i≤N−1
(
1
2σ 2(i + 1)δ +
iδ
√
detΓ
2~4
)
.
Furthermore, if we choose δ > 0 small and N large, we get
min
1≤i≤N−1
(
1
2σ 2(i + 1)δ +
iδ
√
detΓ
2~4
)
≥ (1− ) min
x>0
(
1
2σ 2x
+ x
√
detΓ
2~4
)
= (1− ) (detΓ )
1/4
σ~2
.
Therefore, for all n large enough,
N−1∑
i=1
exp
{
− (1− )bn
4σ 2(i + 1)δn1/2 −
(1− )iδbn
√
detΓ
~4
√
n
}
≤ exp
{
−(1− )3 bn (detΓ )
1/4
σ~2
√
n
}
.
(63)
Making first δ smaller, and then N larger, if necessary, we see that all other terms in (62) are of
smaller order than (63). Taking into account that  > 0 was arbitrary, we have
lim sup
n→∞
√
n
bn
logP{Xn ≥ bn} ≤ − (detΓ )
1/4
σ~2
.
To obtain a lower bound, note that for all 0 < µ < λ and η > 0,
P{Xn ≥ bn} ≥ P
{
Xn ≥ bn, `(2)n ∈ [µan, λan], `(∞)n ≤ η
√
n
}
, (64)
where we still use an = bn√n. Recall (42) and the definition of Ln and Vn . Note that on the set
{`(2)n ∈ [µan, λan], `(∞)n ≤ η√n} and for sufficiently large n, we have 32Vn ≤ 32σ(λbn)1/2n1/4 ≤
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bn ≤ ηan/`(∞)n ≤ (η/µσ 2)V 2n /`(∞)n ≤ Vn/(196Ln) if η > 0 is sufficiently small. Hence,
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥
(
1− Φ
(
bn
Vn
))
exp
{
−c1b3n LnV−3n
} (
1− c2bnLnV−1n
)
.
We observe that Ln ≤ γ ησ 2
√
n
Vn
and hence
b3nLnV
−3
n ≤
γ η
σ 2
b3n
√
n
V 4n
≤ γ η
σ 6µ2
bn√
n
and bnLnV−1n ≤
γ η
σ 2
bn
√
n
V 2n
≤ γ η
µσ 4
.
Therefore, for all large n,
P{Xn ≥ bn} ≥ exp
{
−(1+ ) bn
2µσ 2
√
n
− c1γ ηbn
µ2σ 6
√
n
}(
1− c2 γ η
µσ 4
)
×
[
P
{
`(2)n ∈ [µan, λan])
}
− P
{
`(∞)n > η
√
n
}]
. (65)
From (55) we conclude that for all µ < λ,
logP
{
`(2)n ∈ [µan, λan]
}
∼ −µbn
√
detΓ
2~4n1/2
. (66)
Applying (58) and (66) to the right hand side of (65), we get for n1/2 log n  bn  n/ log n,
lim inf
n→∞
√
n
bn
logP{Xn ≥ bn} ≥ − 1+ 
2µσ 2
− c1γ η
µ2σ 6
− µ
√
detΓ
2~4
.
Since , η > 0 can be chosen arbitrarily small, and µ is arbitrary,
lim inf
n→∞
√
n
bn
logP{Xn ≥ bn} ≥ −min
µ>0
(
1
2µσ 2
+ µ
√
detΓ
2~4
)
= − (detΓ )
1/4
σ~2
.
This completes the proof of Theorem 6(b). 
6.3. Proof of Theorem 6(c)
We now assume that bn := a√n log n. In this case we use the following decomposition:
P{Xn ≥ bn} ≤ P
{
Xn ≥ bn, `(∞)n ≤ γn, `(2)n − E`(2)n ≤ δan
}
+
N∑
i=1
P
{
Xn ≥ bn, `(∞)n ≤ γn, `(2)n − E`(2)n ∈ (iδan, (i + 1)δan]
}
+P
{
`(∞)n > γn
}
+ P
{
`(2)n − E`(2)n > Nδan
}
,
where an := n log n, γn := ηn log n/bn . Estimating every term as in the proof of the upper bound
in (b) and using the relation E`(2)n ∼ (pi
√
detΓ )−1n log n, one can get
lim sup
n→∞
1
log n
P{Xn ≥ bn} ≤ −min
x≥0
(
a2
2σ 2((pi
√
detΓ )−1 + x) −
x
√
detΓ
2~4
)
= I (a).
K. Fleischmann et al. / Stochastic Processes and their Applications 118 (2008) 1768–1802 1799
In order to get a lower bound we consider the cases a ≤ σ/(pi~2(detΓ )1/4) and a >
σ/(pi~2(detΓ )1/4) separately. In the first case we use
P{Xn ≥ bn} ≥ P
{
Xn ≥ bn, `(∞)n ≤ γn, |`(2)n − E`(2)n | ≤ δan
}
,
and in the second case
P{Xn ≥ bn} ≥ P
{
Xn ≥ bn, `(∞)n ≤ γn, `(2)n − E`(2)n ∈ (µan, λan]
}
for some 0 < µ < λ. The further proof is similar to that of the lower bound in Theorem 6(b) and
details are left to the reader. 
7. Large deviations in dimension d = 2: Proof of Proposition 9
We first derive an upper bound for P{Xn ≥ bn}. For arbitrary N ≥ 1 and 0 < δ < 1,
P{Xn ≥ bn} ≤
N−1∑
i=0
P{Xn ≥ bn, `(∞)n ∈ (iδan, (i + 1)δan]} + P{`(∞)n ≥ δNan}, (67)
where an := (bn log n)1/2. By Assumption (4), there exists Cδ such that
Eehξ(0) ≤ exp{Cδh2} for h ≤ (1− δ)D.
From this bound and Chebyshev’s inequality we get
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≤ exp {−hbn + Cδh2`(2)n } for h ≤ (1− δ)D/`(∞)n . (68)
Letting here h = (1− δ)D/`(∞)n , we obtain
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≤ exp
{
− (1− δ)Dbn
`
(∞)
n
(
1− Cδ(1− δ)D
`
(∞)
n bn
`(2)n
)}
.
Therefore, for any i ≥ 1,
P{Xn ≥ bn, `(∞)n ∈ (iδan, (i + 1)δan]}
≤ exp
{
− (1− δ)
2Dbn
(i + 1)δan
}
P{`(∞)n > iδan} + P
{
`(2)n >
iδ2
(1− δ)CδDbnan
}
. (69)
Using [12, Lemma 1.3] and recalling the definition of an , we get
logP{`n(0) > xan} ∼ −K2x (bn log bn)
1/2
log n − (1/2) log bn ∼ −
2K2x
2− β
(
bn
log n
)1/2
. (70)
Hence, arguing as in Lemma 18, for all x ≥ δ and n large enough n,
P{`(∞)n > xan} ≤ exp
{
−(1− δ)2 2K2x
2− β
(
bn
log n
)1/2}
. (71)
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Combining (69) and (71), and noting that bn/an = (bn/ log n)1/2, we obtain
P{Xn ≥ bn, `(∞)n ∈ (iδan, (i + 1)δan]}
≤ exp
{
−
(
(1− δ)2D
(i + 1)δ + (1− δ)
2 2K2iδ
2− β
)(
bn
log n
)1/2}
+ P
{
`(2)n >
iδ2
(1− δ)CδDbnan
}
.
(72)
Now we consider the probability corresponding to i = 0. As `(∞)n ≤ δan , we can use
h = (δ−1 − 1)Da−1n in (68). This gives us the bound
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≤ exp
{
− (1− δ)Dbn
δan
(
1− Cδ(1− δ)D
δanbn
`(2)n
)}
.
Averaging over the random walk, we have
P{Xn ≥ bn, `(∞)n ≤ δan} ≤ exp
{
− (1− δ)
2Dbn
δan
}
+ P
{
`(2)n >
δ2
(1− δ)CδD bnan
}
. (73)
Applying (71) we obtain
P{`(∞)n ≥ δNan} ≤ exp
{
−cδN
(
bn
log n
)1/2}
. (74)
Substituting (72)–(74) into (67) gives
P{Xn ≥ bn} ≤
N−1∑
i=0
exp
{
−(1− δ)2
(
(i + 1)δ +
2K2iδ
2− β
)(
bn
log n
)1/2}
+ NP
{
`(2)n >
δ2
(1− δ)CδD bnan
}
+ exp
{
−cδN
(
bn
log n
)1/2}
. (75)
It is easily seen that
lim
n→∞
(
log n
bn
)1/2
log
N−1∑
i=0
exp
{
−(1− δ)2
(
D
(i + 1)δ +
2K2iδ
2− β
)(
bn
log n
)1/2}
= −(1− δ)2 min
0≤i<N
(
D
(i + 1)δ +
2K2iδ
2− β
)
.
Further, for small δ and large N we have the inequality
min
0≤i<N
(
D
(i + 1)δ +
2K2iδ
2− β
)
≥ (1− δ)min
x>0
(
D
x
+ 2K2x
2− β
)
= (1− δ)
(
8 K2D
2− β
)1/2
.
Consequently, for all n large enough,
N−1∑
i=0
exp
{
−(1− δ)2
(
(i + 1)δ +
2K2iδ
2− β
)(
bn
log n
)1/2}
≤ exp
{
−(1− δ)4
(
8 K2D
2− β
)1/2 ( bn
log n
)1/2}
. (76)
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Making N larger, we see that the last term in (75) is of smaller order than (76). By (47) we obtain,
for some constant c > 0,
logP
{
`(2)n > tbnan
}
∼ −ct
(
anbn
n
)
.
By our assumption, bn log n  n. Therefore, n−1anbn = n−1b3/2n log1/2 n  (bn/ log n)1/2.
This means that the probability term in (75) is negligible compared to (76). As a result we have
lim sup
n→∞
(
log n
bn
)1/2
logP{Xn ≥ bn} ≤ −(1− δ)4
(
8 K2D
2− β
)1/2
. (77)
To derive a lower bound we note that
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ P {`n(0)ξ(0) ≥ (1+ δ)bn} P
{∑
z 6=0
`n(z)ξ(z) ≥ −δbn
}
.
Applying Chebyshev’s inequality with second moments gives us
P
∑
z∈Zd
`n(z)ξ(z) ≥ bn
 ≥ P {`n(0)ξ(0) ≥ (1+ δ)bn}
(
1− σ
2`2n
δ2b2n
)
.
Consequently,
P{Xn ≥ bn} ≥ (1− δ)P{`n(0)ξ(0) ≥ (1+ δ)bn} − P{`(2)n > δ2 b2n/σ 2}. (78)
From (4) and (70) we get, for every x > 0,
P{`n(0)ξ(0) ≥ (1+ δ)bn} ≥ P{`n(0) > xan}
≥ exp
{
−(1+ δ)2
(
D
x
+ 2K2x
2− β
)(
bn
log n
)1/2}
.
Minimising over x , we see that
P{`n(0)ξ(0) ≥ (1+ δ)bn} ≥ exp
{
−(1+ δ)2
(
8 K2D
2− β
)1/2 ( bn
log n
)1/2}
. (79)
As in the proof of the upper bound one can show that the last term in (78) is of smaller order than
the right hand side in (79). Therefore,
lim inf
n→∞
(
log n
bn
)1/2
logP{Xn ≥ bn} ≥ −(1+ δ)2
(
8 K2D
2− β
)1/2
. (80)
Combining (77) and (80), and taking into account that δ is arbitrary, we get (5). 
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