This article presents a procedure for computing the aeroelasticity of wing-body configurations on multiple-instruction, multiple-data parallel computers. In this procedure, fluids are modeled using Euler equations discretized by a finite difference method, and structures are modeled using finite element equations. The procedure is designed in such a way that each discipline can be developed and maintained independently by using a domain decomposition approach. A parallel integration scheme is used to compute aeroelastlc responses by solving the coupled fluid and structural equations concurrently while keeping modularity of each discipline. The present procedure is validated by computing the aeroelastic response of a wing and comparing with experiment. Aeroelastic computations are illustrated for a high speed civil transport type wing-body configuration.
; accepted for publication Sept. 4, 1995 . Copyright © 1995 Coupling between the fluid and structural equations is accomplished by exchanging boundary interface data at the end of every time step when solving Eq. (1). The advantage of this approach is that one can select an efficient algorithm for the fluid domain regardless of the structural domain and vice versa. In this work, a finite difference method is selected for fluids and a finite element method for structures.
In the fluid domain the strong conservation law form of the Eulet: equations is used to model the flow. To solve the Euler equations, the central-difference scheme based on the implicit approximate factorization algorithm of Beam and Wanning Is with modifications by Pulliam and Chaussee '6 for diagonalization is use& The scheme is first-order accurate in time.
To exchange boundary interface data, it is necessary to represent the equivalent aerodynamic loads (i.e., normal stress) at the structural nodal points and to represent the deformed structural configurations at the aerodynamic grid points. Several numerical procedures have been developed to exchange the necessary information between the fluid and structural do-mainsJ 7-_°A grid-to-element approach is used to define the location of the points of the fluid surface grid relative to finite elements at the surface of the structure for coupling purposes.
In this approach, every grid point of the fluid that lies on the fluidstructural interface is identified with respect to a finite element as shown in Fig A numerical inverse mapping technique developed by Murti and Valliappan 2_ is used to obtain the local coordinate information of all the interface points of the fluid grid with respect to surface elements of the structure.
Once the location of each fluid grid point is obtained, the nodal force vector can be easily obtained.
Also, the deformation of the fluid surface grid is determined by using shape functions of the finite elements used to model the structure. In The base surface grid is prepared using the S3D code. 27 From the surface grid, the field grid is generated using an analytical approach.
In this approach, grid lines in the radial direction away from the surface are generated lineby-line in the planes normal to the longitudinal body axis. First, the radial lines are generated approximately normal to the surface. Then, the new grid lines in the azimuthal direction are generated in such a way that the spacing between lines are exponentially increased away from the surface. This method can be used for generating the base field grid of the rigid configuration and the aeroelastically deformed field grid of the flexible configuration.
For aeroelastic analysis, the displacements at the structural nodes are computed first using Eq. (1). Then the displacements are mapped onto the interface grid points by the grid-to-element approach mentioned earlier. Finally, the field grid is analytically regenerated starting from the deformed surface grid. Parallelization of this approach is accomplished using the unipartitioning scheme in the fluid domain. The present approach for aeroelastic configuration-adaptive grids only requires the deformed surface grid and the coefficients used in the exponential function to define the grid spacing between lines away from the surface.. The interprocessor communication needed to generate the deformed field grid within the fluid domain is minimal and takes place only between processors assigned along the surface-normal direction.
Each of the processors can generate the assigned subdomain grid of the deformed field grid concurrently once information about the local surface grid has been broadcast.
The grid is generated at every time step based on the aeroelastically deformed position of the structure. First, the displacements at the points of the fluid surface grid on the structure are obtained on the processors assigned to the structural domain. This is done by using the local coordinate information and the finite element shape functions. 
Parallel

Integration for Coupled Domains
In a serial computer, the integration of both fluid and structural equations is performed one after the other in a sequential nature. Figure 3a shows the sequential integration scheme implemented on MIMD parallel computers.
In the sequential integration scheme, the fluid domain has to wait to proceed to the next time step until it receives information about structural deformations.
The structural domain also has to wait for sur- face pressure data. Both cubes have their own idle times waiting for data communications.
The computational time per integration step will be determined by times spent on both domains when a sequential integration scheme is used. To avoid the idle times between the fluid and structural computations all processors can be used to solve the fluid and structural equations sequentially as done in serial computations. But this approach requires more memory per processor and two disciplines have to be implemented in a single program. As a result, modularity of each algorithm for individual disciplines will have to be sacrificed to a significant degree. In addition, this approach will be less efficient as increasing the number of processors because the problem is not linearly scaled. However, while keeping modularity of each discipline, computations can be done more efficiently on MIMD parallel computers by executing the integration of both fluid and structural equations concurrently, as shown in Fig. 3b . In the proposed parallel integration scheme, both domains start computations independently and one of the solvers waits until the other finishes its calculation.
Then they exchange the required data with each other for the next time step. By doing so, the parallel integration can reduce the idle time since only one cube (the fastes0 will have to wait. This integration scheme exploits the parallelism offered by the domain decomposition approach to solve the coupled fluid-structural interaction problems.
Results
Wing Aeroelasticity
To validate the present development, computations were done for a clipped delta wing configuration, zs The transonic flutter charact6dstics
Of this wing are available from windtunnel tests for various flow parameters.
For this computation, the flowfield is discretized using a C-H grid topology of size 151 × 30 x 25. The fluid grid is assigned to 32 processors on the iPSC/860. The processors are arranged as a three-dimensional mesh of eight processors in the chordwise direction and two processors in both the spanwise and surface-normal directions.
A 20 degrees-of-freedom (DOF) ANS4 shell :9 element was used for the finite element modeling of the structure. Since the wing model used in the experiment was built by using an aluminum-alloy flat plate insert covered with a light, flexible material to obtain the desired airfoil shape, in this computation, the wing is modeled aS a plate. Considering the wing model used in the experiment, variation of mass density is allowed along the chordwise and spanwise directions. But the thickness of the finite element model is kept constant to better match the computed natural frequencies with those obtained from the experiment.
This is based on the assumptions that the stiffness of the wing is dominated by an aluminum-alloy insert and that the mass distribution of the wing is significantly changed due to plastic foams covering the aluminum-alloy insert. For the structures pan of the computation, processors were assigned as a two-dimensional mesh of two processors in the chordwise and spanwise directions, respectively, on the iPSC/ 860.
To compare sequential and parallel integration schemes the aeroelastic responses were obtained using both schemes on the iPSC/860.
The results are presented in Fig. 4 _ "............. -....;.  ;............. L..:.  :......... 
Wing-Body Aeroelasticity
The main purpose of this work is to compute the aeroelastic responses of fully flexible wing-body configurations on MIMD parallel computers.
For this purpose, a general-purpose moving-grid capability is required. In the present work, an analytical scheme 3 that will generate a moving H-O grid is implemented on the iPSC/860. This scheme generates the field grid according to the surface grid deformation. For demonstration purposes, an HSCT type wing-body configuration (1807 model) is selected. Figure  6 shows the baseline grid. The size of the baseline grid is 95 × 89 × 30. However, it should be noted that the technology developed in this work for moving grid is independent of grid size. The grid generated by the code when the structure is deformed is shown in Fig.  7 . Note that the singular planes upstream of the leading edge and downstream of the trailing edge are deformed according to the deformed shape of the configuration.
To verify the coupling of the surface movement with the grid movement, dynamic aeroelastic responses are obtained for the above wing-body configuration.
Both the body and wing are allowed to be flexible. The wing-body configuration is modeled as a plate/shell structure using 308 elements. The structural model does not have internal structures such as ribs or spars. However, this model is considered to be adequate for the purpose of this study. The finite element layout is shown in Fig. 8 namic aeroelastic case when the configuration is ramping up from 0-to 5-deg AOA at M, = 2.1 as shown in Fig. 9 . This ramping motion is started from the steady state of 4.75-deg AOA and M® = 2.1. It is assumed that the wing root is 300 in. long and aeroelastic computations are done at a dynamic pressure of 3.0 psi. The configuration is pitched up about the axis perpendicular to the symmetry plane and located at the leading edge of the wing root. Starting from the steady-state solution, the configuration is pitched up at a rate of 0.0015 deg per time step. At the end of each time step a new field grid is generated that conforms to the deformed surface. Figure  9 shows the response of the leading edge of the tip section. It is noted that the wing continues to oscillate after the ramp motion has stopped. This is because the inertial force on the structure is still dominating the aeroelastic motion. For the purpose of flutter speed prediction, the aeroelastic configuration adaptive grid should be able to handle large structural deformations that cause severe distortions of the original fluid grid. The capability of the current grid deforming scheme to handle a large deflection is demonstrated in Fig. 10 elastic responses of aerospace vehicles on MIMD parallel computers. Therefore, the well-developed J'PCG solver is selected. Because of the domain decomposition approach used in this work, the JPCG solver can be easily replaced with more efficient solvers when they become available. When using 32 processors for the structural domain, the JPCG solver on the iPSC/860 achieves the performance ofthe skyline reduction solver on the Y-MP. The time per integration step of ENSAERO using 96 processors in total on the iPSC/ 860 is about 60% of that obtained using the skyline reduction solver with a single processor on the Y-MP. This resuk is based on the computation time for the case of 113,250 fluid grid points and 10,560 structural equations. It should be noted that the structural domain determined the time per integration step for this particular problem on the iPSC./860. Most of the time on the fluid domain was spent waiting for the interface boundary data. However, due to the domain decomposition approach, it is possible to balance the computational time between the two domains by assigning more processors to the structural domain.
Conclusions
A parallel wing-body version of a multidisciplinary code, ENSAERO, has been developed on the Intel iPSC/860. A domain decomposition approach was used to enable algorithms for the fluid and structural disciplines to be developed and maintained independently. This approach provides an efficient and effective environment to researchers. A researcher working in the fluid or the structural discipline can develop his own algorithms independent of the others. The only thing to be done together is coupling of the disciplines. Since coupling of the disciplines is achieved by exchanging boundary data through an intercube communication mechanism that does not interfere with interprocessor communication within a cube, coupling should not cause any problem. This makes it easy for each discipline to incorporate and develop new algorithms or data structures without interferences.
For example, the simple structural model has been replaced with a more realistic model, such as a wing-box structure for the wing configurations. _
The performance of the structural domain is far behind that of the fluid domain. This is due to the less desirable performance of the JI_G algorithm. It is noted that direct solvers are still in the early stages of development. However, since the procedure developed here allows for one domain to select algorithms independent of others, the JPCG algorithm can be easily replaced with more efficient algorithms when available. Although the solver for the structure is not efficient on a sedal computer, reasonable computational speed and a good load balance can be achieved by assigning more processors to the structural domain. The overall time per integration step of parallel ENSAERO using 96 processors on the iPSC/860 is reduced to about 60% of the best time obtained on a single Y-MP processor for the particular problem considered. This shows the advantage of using the domain decomposition approach for the multidisciplinary analysis on MIMD parallel computers.
The parallel integration scheme enables the combination of advanced CFD and CSD technologies with minimal increase in computational time per integration step while keeping modularity of each discipline. The time per integration step is solely determined by the domain that requires most computational time on the iPSC/860. This parallel integration is one of the advantages of using MIMD computers for multidisciplinary analysis. The procedure developed in this research will provide an efficient tool for solving aeroelastic problems of complete aerospace vehicle configurations on MIMD computers.
