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coupling
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We calculate the linear vacuum perturbations of a Kerr black hole surrounded by a slowly varying
external spacetime to third order in the ratio of the black-hole mass to the radius of curvature of the
external spacetime. This expansion applies to two relevant physical scenarios: (i) a small Kerr black
hole immersed in the gravitational field of a much larger external black hole, and (ii) a Kerr black hole
moving slowly around another external black hole of comparable mass. This small-hole/slow-motion
approximation allows us to parametrize the perturbation through slowly varying, time-dependent
electric and magnetic tidal tensors, which then enable us to separate the Teukolsky equation and
compute the Newman-Penrose scalar analytically to third order in our expansion parameter. We
obtain generic expressions for the mass and angular momentum flux through the perturbed black
hole horizon, as well as the rate of change of the horizon surface area, in terms of certain invariants
constructed from the electric and magnetic tidal tensors. We conclude by applying these results to
the second scenario described above.
PACS numbers: 04.25.Nx, 04.30.Db, 95.30.Sf 04.70.-s
I. INTRODUCTION
The Kerr metric describes the external spacetime of a
spinning black hole (BH) in general relativity and it is
the most general, stationary and axisymmetric solution
to the vacuum Einstein equations [1–6]. Real astrophysi-
cal BHs, however, are not in vacuum, but rather subject
to vacuum, gravitational perturbations from surround-
ing objects. These perturbations will result in a change
of the BH intrinsic parameters, characterized by mass
and angular momentum flux through the horizon. Since
this flux could affect the gravitational waves (GWs) emit-
ted by BH binary systems through a modification to the
balance law and, thus, the GW frequency evolution, it
is important to fully understand the horizon dynamics
involved.
The effect of tidal perturbations on GWs emitted dur-
ing BH inspirals varies depending on the system consid-
ered [7–10]. On the one hand, for quasicircular, compa-
rable mass BH inspirals, the effect of these fluxes on the
GW phase amounts to less than one radian for an event
in the LIGO frequency band [8]. On the other hand,
for quasicircular, extreme mass-ratio inspirals, such tidal
effects can increase the duration of the signal up to 20
days in two years for an event in the frequency band of a
space-borne detector [11–13]. For eccentric and inclined
extreme mass ratio inspirals (EMRIs), this effect could
be even larger [14–16].
Poisson [17] developed a general formalism for calcu-
lating the linear, vacuum, gravitational perturbations of
a BH owing to a dynamical external universe. In this
formalism, one assumes the external universe is slowly
varying, such that the perturbations produced can be
expanded in powers of the ratio of the BH mass to the ra-
dius of curvature of the external universe. This external
universe is parametrized by the Weyl tensor, which can
be written in terms of electric and magnetic tidal tensors
and their derivatives. With these expansions, the equa-
tion that governs the evolution of linear perturbations,
the Teukolsky equation, can be separated and perturba-
tively solved. Its solutions can then be used to compute
the fluxes of mass and angular momentum across the
perturbed horizon, as well as the increase in the horizon
surface area.
Poisson’s work treats rotating and nonrotating BHs in
two different frameworks: the metric formalism (which
is applicable to nonrotating BHs only) and the curvature
formalism (which is applicable to both rotating and non-
rotating BHs). The metric formalism consists of directly
perturbing the Schwarzschild metric and solving the lin-
earized Einstein equations. This perturbed metric allows
for the calculation of the Regge-Wheeler [18] and Zer-
illi [19] master functions, which can then be used to cal-
culate the horizon fluxes. The curvature formalism con-
sists of perturbatively solving the time-domain Teukolsky
equation [20–22] for the Newman-Penrose (NP) scalar
ψ0. This scalar is then used to obtain generic formulas
for the horizon fluxes. Although the Schwarzschild case
has been studied extensively mostly through the metric
formalism [17, 23–28], the Kerr analysis through the cur-
vature formalism has only been carried out to leading
order in inverse powers of the radius of curvature of the
external universe [17, 26, 29].
The purpose of this paper is to solve for the linear
vacuum perturbations and the associated tidal fluxes of
a perturbed Kerr metric to next-to-leading order in in-
verse powers of the radius of curvature of the external
universe using the curvature formalism. We use this for-
malism because a typical metric perturbation of the Kerr
spacetime, in terms of tensor spherical harmonics, does
not allow for the separation of the linearized Einstein
equations in all coordinates. Instead, we choose to work
2with curvature perturbations, and more specifically with
the NP scalar ψ0, whose evolution equation, the Teukol-
sky equation, can be separated and thus perturbatively
solved.
We begin by assuming that the external universe
causes a vacuum perturbation that is slowly varying. The
Weyl tensor of the external universe can then be decom-
posed into electric and magnetic tidal tensors that de-
pend only on time. After projecting this Weyl tensor
onto an appropriate tetrad, we obtain an asymptotic ψasy0
that automatically satisfies the Teukolsky equation in the
asymptotic region. We construct a full ψ0 by promoting
the radial dependence of ψasy0 to arbitrary functions of
radius. These functions are such that ψ0 satisfies the
Teukolsky equation not just asymptotically, but down to
the BH horizon, while approaching ψasy0 in the asymp-
totic region. With ψ0 in hand, we can compute the mass
and angular momentum fluxes, as well as the increase in
horizon area within the curvature formalism.
The main results of this paper are this fully analytic
NP scalar, together with the mass and angular momen-
tum fluxes derived from it in terms of certain invari-
ants that parametrize the external universe geometry [see
Eqs. (103) and (104)]. These quantities scale as
〈M˙〉 ∼ O(M5/R5) , (1)
〈J˙〉 ∼ O(M5/R4) +O(M6/R5) , (2)
where R is the radius of curvature of the external space-
time, M is the mass of the perturbed BH and J the
magnitude of its spin angular momentum. Similarly, the
rate of change of the horizon’s surface area scales as [see
Eq. (105)]
〈A˙〉 ∼ O(M5/R4) +O(M6/R5) . (3)
Although the Newman-Penrose scalar obtained here is
valid for arbitrarily fast-rotating backgrounds, certain as-
sumptions used when computing the fluxes in the small-
hole/slow-motion approximation prohibit us from tak-
ing the slow-rotation limit and comparing our results
to Schwarzschild BH ones. To achieve this compari-
son, we modify these assumptions to obtain expressions
for the fluxes valid in the slow-rotation limit. We show
that the fluxes obtained with these new assumptions re-
duce correctly to the ones obtained in the metric for-
malism when considering linear vacuum perturbations of
the Schwarzschild metric. We thus provide two sets of
expressions for the tidal fluxes: one set valid for slowly
rotating BHs and one set valid for rapidly rotating BHs.
The construction of a set of expressions valid uniformly
for all rotations is left for future work.
This paper is divided as follows: Sec. II describes the
curvature formalism and the perturbative scheme em-
ployed; Sec. III computes the asymptotic form of the
Weyl tensor and the NP scalar; Sec. IV computes the
exact form of the NP scalar ψ0; Sec. V computes the
Teukolsky potential Ψ and the mass and angular mo-
mentum fluxes; Sec. VI computes the mass and angular
momentum fluxes in the limit of a slowly rotating BHs;
Sec. VII applies our results to certain astrophysically mo-
tivated scenarios; and Sec. VIII concludes and points to
future research.
Henceforth, we employ the following conventions. We
use geometrized units, where G = 1 and c = 1. The
symbol O(a) stands for terms of relative order a. Greek
indices range over spacetime coordinates, while Latin
indices in between parentheses denote tetrad compo-
nents. The Einstein summation convention is assumed
all throughout the paper, where repeated indices are to
be summed over unless otherwise specified.
II. THE CURVATURE FORMALISM AND THE
SMALL-HOLE/SLOW-MOTION
APPROXIMATION
A. The curvature formalism
The curvature formalism is described in detail in [17],
and here we present only the basic ideas that are relevant
to this paper.
Let us consider a background Kerr BH with mass M
and spin angular momentum with magnitude J = aM .
Its perturbations can be characterized by the NP scalar
ψ0, which can be written in terms of the perturbed Weyl
tensor δCαβγδ as
ψ0 = −δCαβγδlαmβlγmδ , (4)
where lα and mα are two tetrad 4-vectors. This scalar,
when computed in the Kinnersley tetrad, diverges at the
unperturbed horizon. Therefore, it is more convenient to
express ψ0 in terms of the Hartle-Hawking tetrad. Using
ingoing Kerr coordinates (v, r, θ, ψ), that are related to
Boyer-Lindquist coordinates (tBL, rBL, θBL, φBL) through
the transformation
v = tBL +
∫
r2 + a2
∆
dr , r = rBL , (5)
θ = θBL , ψ = φBL + a
∫
1
∆
dr , (6)
the curvature variable Ψ (the so-called Teukolsky poten-
tial) is then free of divergences on the horizon [17] and
defined by
Ψ(v, θ, ψ) = −ψ0(HH)
∣∣
r=r+
= − ∆
2
4(r2 + a2)2
ψ0(K)
∣∣∣∣
r=r+
.
(7)
Here, ψ0(K) and ψ0(HH) are the NP scalars in the Kin-
nersley and Hartle-Hawking tetrad respectively, ∆ =
r2 − 2Mr + a2 and r± = M ±
√
M2 − a2 is the radial
location of the unperturbed Kerr horizon. The axial sym-
metry of the Kerr solution allows us to decompose Ψ in
3azimuthal modes
Ψ(v, θ, ψ) =
∑
m
Ψm(v, θ)eimψ , (8)
that evolve independently.
Defining the integrated curvatures
Φm+ (v, θ) = e
κv
∫ ∞
v
e−(κ−imΩH )v
′
Ψm(v′, θ)dv′ , (9)
Φm− (v, θ) =
∫ v
−∞
eimΩHv
′
Ψm(v′, θ)dv′ , (10)
where κ = (r+−M)/(r2++a2) is the surface gravity of the
unperturbed Kerr horizon and ΩH = a/(r
2
+ + a
2) is the
angular velocity of the unperturbed horizon, and using
the dynamics of the perturbed horizon, we can calculate
the change in its surface area via [17]
κ
8π
〈A˙〉 = r
2
+ + a
2
2
∑
m
∫
〈|Φm+ |2〉 sin θdθ . (11)
Using the first law of BH mechanics
κ
8π
〈A˙〉 = 〈M˙〉 − ΩH〈J˙〉 , (12)
and the fact that
〈M˙〉m,ω = ω
m
〈J˙〉m,ω , (13)
for any (m,ω) Fourier mode, the mass and angular mo-
mentum fluxes are [17]
〈M˙〉 = r
2
+ + a
2
4κ
∑
m
[
2κ
∫
〈|Φm+ |2〉 sin θdθ
− imΩH
∫
〈Φ¯m+Φm− − Φm+ Φ¯m− 〉 sin θdθ
]
, (14)
and
〈J˙〉 = −r
2
+ + a
2
4κ
∑
m 6=0
(im)
∫
〈Φ¯m+Φm− − Φm+ Φ¯m− 〉 sin θdθ .
(15)
B. The small-hole/slow-motion approximation
For a non rotating BH, there are only two relevant
length scales: the mass of the BH M and the radius of
curvature of the external universe R. The assumption
that the external universe is varying slowly implies that
M
R ≪ 1 . (16)
If we assume that our perturbed BH is in a circular orbit
around some other object of mass Mext, then R is given
by the GW wavelength, which leads to
M
R ∼
M
M +Mext
V 3 ≪ 1 , (17)
where V is the orbital velocity.
The above requirement can be met in two ways: the
small-hole approximation or the slow-motion approxima-
tion. In the former, M/Mext ≪ V −3, so our perturbed
BH is immersed in the gravitational field of a much
larger BH and the orbital velocity is unrestricted. Of
course, since V cannot exceed one, this condition trans-
lates toM/Mext ≪ 1. In the slow-motion approximation,
V ≪ (1 +Mext/M)1/3 so the BH moves slowly and the
masses of the BHs are unrestricted. Since the masses are
positive, this condition can be met if one requires that
V ≪ 1.
The rotating case is slightly different, since now we
have two length scales associated with the perturbed BH.
One of them is againM , while the second is the time scale
associated with rotation
Trot =
1
ΩH
=
r2+ + a
2
a
=
2M(1 +
√
1− χ2)
χ
, (18)
where we have defined the dimensionless spin parameter
χ = a/M . The requirement that the external universe
be slowly varying implies that both M and Trot be small
compared to R. The second condition gives
M
R ≪ χ , (19)
and since 0 < χ < 1 for Kerr black holes, this is a stronger
constraint than Eq. (16). This, in turn, changes the defin-
ing conditions of the slow-motion/small-hole approxima-
tions into
M
M +Mext
V 3 ≪ χ . (20)
Thus, in the small-hole approximation, we must require
that M/Mext ≪ χ/V 3, while in the slow-motion approx-
imation we must have V ≪ χ1/3(1 +Mext/M)1/3. For
equal-mass, slowly rotating BHs in a circular orbit, which
come into contact with a velocity of roughly V ∼ 0.4,
the above condition puts a limit on how small χ can be,
namely χ≫ 0.03.
The above constraint prohibits us from taking the
χ = 0 limit and comparing our results to those obtained
within Schwarzschild BH perturbation theory [17]. The
slowly rotating case requires a different analysis, where
our expansion parameter no longer is forced to satisfy
M/R ≪ χ, but rather M/R = O(χ). Physically, this is
because in the χ→ 0 limit, the rotational time scale for-
mally diverges [see Eq. (18)], and thus, we cannot require
that the radius of curvature of the external universe be
much larger than it. The slow-rotation limit of the small-
hole/slow-motion approximation is described in more de-
tail in Sec. VI.
III. ASYMPTOTIC FORM OF THE
NEWMAN-PENROSE SCALAR
Since the perturbations we are dealing with are of vac-
uum type, in the sense that there is no matter in the
4vicinity of the background BH, the effect of the exter-
nal universe is fully described by its Weyl tensor in the
neighborhood of the background BH. Our first task is,
therefore, to determine its asymptotic form through or-
der O(R−3).
To perform this computation we may ignore the grav-
itational field of the BH, which at r ≫ r+ is negligible
compared to the tidal effects of the external gravitational
field. If we imagine that the BH moves on a timelike
geodesic γ in the external gravitational field, we may ex-
press the external Weyl tensor through a Taylor expan-
sion in powers of r at fixed v [27]. The Taylor expansion
is implemented formally as
Cαβγδ=g
α′
α g
β′
β g
γ′
γ g
δ′
δ
[
Cα′β′γ′δ′−Cα′β′γ′δ′;ǫ′σǫ
′
+O
(
r2
R4
)]
,
(21)
where Cαβγδ is the Weyl tensor evaluated at a point x off
the worldline, while Cα′β′γ′δ′ is the Weyl tensor evaluated
at the advanced point x′ on the world line, which is linked
to x by a future-directed (from x to x′) null geodesic. The
quantity σ(x, x′) is half the squared geodesic distance
between x and x′, σα′ is its gradient with respect to x
α′ ,
and g α
′
α (x, x
′) is the parallel propagator from x to x′.
Following the methods described in Appendix D of [27],
we erect a tetrad (uα
′
, eα
′
a ) on the worldline γ, which
we parallel transport off the worldline with gαα′ . Ten-
sors on and off the worldline can be decomposed on the
tetrad, which we indicate, for example, via Ca0b0(x) =
Cαγβδe
α
au
γeβb u
δ, in which eαa = g
α
α′e
α′
a and u
α = gαα′u
α′ .
It may be shown that the frame components of the paral-
lel propagator differ from the Minkowski metric by terms
of order r2 and higher, so that they play no role in an
expansion of the Weyl tensor through O(r). Making use
of σα
′
= ruα
′ −xaeα′a — Eq. (D4) of [27] — we find that
the frame components of the Weyl tensor are
Ca0b0(v, r, θ, ψ) = Ca0b0(v, 0)− rC˙a0b0(v, 0)
+ xeCa0b0|e(v, 0) +O(r
2/R4), (22a)
Cabc0(v, r, θ, ψ) = Cabc0(v, 0)− rC˙abc0(v, 0)
+ xeCabc0|e(v, 0) + O(r
2/R4), (22b)
Cabcd(v, r, θ, ψ) = Cabcd(v, 0)− rC˙abcd(v, 0)
+ xeCabcd|e(v, 0) +O(r
2/R4), (22c)
in which xa = [r sin θ cosψ, r sin θ sinψ, r cos θ]
is a Cartesian system defined in the usual way
from the spherical polar coordinates (r, θ, ψ),
C˙a0b0 = Cα′γ′β′δ′;ǫ′e
α′
a u
γ′eβ
′
b u
δ′uǫ
′
, and Ca0b0|e =
Cα′γ′β′δ′;ǫ′e
α′
a u
γ′eβ
′
b u
δ′eǫ
′
e , with the other projections
defined in an analogous way.
The frame components of the Weyl tensor and its
derivatives evaluated at r = 0 can be expressed in
terms of the irreducible components provided by the tidal
quadrupole moments Eab and Bab and tidal octupole mo-
ments Eabc and Babc, which are all symmetric-tracefree
tensors in the Cartesian system xa. The relevant rela-
tions are listed in Appendix D of [27], but we repeat
them here for completeness:
Ca0b0(v, 0) = Eab, (23a)
Cabc0(v, 0) = ǫabpBpc, (23b)
Cabcd(v, 0) = −ǫabpǫcdqEpq (23c)
Ca0b0|e(v, 0) = Eab|e, (23d)
Cabc0|e(v, 0) = ǫabpBpc|e, (23e)
Cabcd|e(v, 0) = −ǫabpǫcdqEpq|e (23f)
with the covariant derivatives of the quadrupole tidal ten-
sors
Eab|c = Eabc +
1
3
(
ǫacpB˙pb + ǫbcpB˙pa
)
, (24a)
Bab|c =
4
3
Babc − 1
3
(
ǫacpE˙pb + ǫbcpE˙pa
)
. (24b)
It is a straightforward task to insert the irreducible de-
compositions within Eq. (22) to obtain an expansion of
the Weyl tensor through order r.
We can now compute the NP scalar
ψ0 = −Cαγβδlαmγlβmδ, (25)
where lα and mα are members of the null tetrad involved
in the decomposition of the Weyl tensor. In our compu-
tation, the null tetrad at (v, r, θ, ψ) differs from the null
tetrad at (v, 0, θ, ψ) by terms of O(r2), which can be ig-
nored. Therefore, the null vectors are given by l0 = 1,
la = na = xa/r, and
ma =
1√
2
(cos θ cosψ−i sinψ, cos θ sinψ+i cosψ,− sin θ).
(26)
With this, we find that
ψ0 = −Ca0b0mamb + 2Cabc0nambmc − Cacbdnamcnbmd .
(27)
An explicit computation of ψ0 through O(r) is facili-
tated by the introduction of the quantities
α2,0 = E11 + E22, (28a)
α2,±1 = E13 ∓ iE23, (28b)
α2,±2 = E11 − E22 ∓ 2iE12, (28c)
β2,0 = B11 + B22, (28d)
β2,±1 = B13 ∓ iB23, (28e)
β2,±2 = B11 − B22 ∓ 2iB12 (28f)
and
α3,0 = E113 + E223, (29a)
α3,±1 = E111 + E122 ∓ i
(E112 + E222), (29b)
α3,±2 = E113 − E223 ∓ 2iE123, (29c)
α3,±3 = E111 − 3E122 ∓ i
(
3E112 − E222
)
, (29d)
53
4
β3,0 = B113 + B223, (29e)
3
4
β3,±1 = B111 + B122 ∓ i
(B112 + B222), (29f)
3
4
β3,±2 = B113 − B223 ∓ 2iB123, (29g)
3
4
β3,±3 = B111 − 3B122 ∓ i
(
3B112 − B222
)
, (29h)
which act as substitutes for the linearly independent com-
ponents of the tidal moments. This calculation is also
aided by the introduction of the spin-weight s = +2
(scalar) spherical harmonics
2Y
0
2 = −
3
2
sin2 θ, (30a)
2Y
±1
2 = − sin θ(cos θ ∓ 1)e±iψ, (30b)
3Y
±2
2 =
1
4
(cos θ ∓ 1)2e±2iψ , (30c)
and
2Y
0
3 = −
5
2
sin2 θ cos θ, (31a)
2Y
±1
3 =
5
8
sin θ(3 cos θ ± 1)(cos θ ∓ 1)e±iψ, (31b)
2Y
±2
3 =
1
4
(3 cos θ ± 2)(cos θ ∓ 1)2e±2iψ, (31c)
2Y
±3
3 =
1
8
sin θ(cos θ ∓ 1)2e±3iψ . (31d)
These functions are mutually orthogonal, but for our con-
venience they are not normalized.
Putting all of this together, we find that the asymptotic
form of the Weyl scalar is given by
ψ0 ∼ ψasy0 ≡ −
∑
m
z2m 2Y
m
2 (θ, ψ)− r
∑
m
z3m 2Y
m
3 (θ, ψ)
+
1
3
r
∑
m
z˙2m 2Y
m
2 (θ, ψ) +O(r
2/R4) , (32)
where we have defined
zℓm(v) ≡ αℓm(v) + iβℓm(v) , (33)
and an overdot indicates differentiation with respect to v.
The asymptotic NP scalar satisfies the Teukolsky equa-
tion in the asymptotic region, which we have verified ex-
plicitly.
An alternative way to derive ψasy0 goes as follows.
One starts with the metric of a vacuum spacetime ex-
pressed in null coordinates (v, r, θ, φ) in a neighborhood
of a geodesic worldline situated at r = 0; this metric
is presented in Sec. III B of Ref. [27]. One then com-
putes the Weyl tensor for this metric, and projects it
onto the tetrad described previously. The end result is
again Eq. (32). We have carried out the calculation both
ways and found agreement.
IV. THE FULL NEWMAN-PENROSE SCALAR
In this section, we compute the full NP scalar ψ0 asso-
ciated with a perturbed spinning BH metric. It is defined
by Eq. (4) and in what follows, we use its asymptotic form
constructed in Sec III to determine the full scalar that
solves the Teukolsky equation everywhere inside r ≪ R,
including at r = r+.
A. Teukolsky equation
It is convenient to work with the Fourier transform of
ψ0, which can be resolved in mode functions that separate
the variables:
ψ˜0 =
∑
ℓm
z˜ℓm(ω)Rℓm(r) 2S
ℓm(θ)eimψ , (34)
where Rℓm(r) are free functions of radius, 2S
ℓm(θ) are
spin-weight +2 spheroidal harmonics and the overhead
tilde stands for the Fourier transform. The angular func-
tions reduce to spin-weight s = +2 (scalar) spherical
harmonics in the limit as ψ0 becomes time independent
(the zero-frequency limit). Notice that all advanced time
derivatives of ψ0 simply pull down factors of −iω when
working in terms of the Fourier transform.
This separation of variables allows us to decouple the
Teukolsky equation in Kerr coordinates into an angular
equation [22, 30]
1
sin θ
∂θ
(
sin θ ∂θ2S
ℓm
)
+
(
− m
2
sin2 θ
− 4aω cos θ
− 4m cos θ
sin2 θ
− 4 cot2 θ + Eℓm − 4
)
2S
ℓm = O(ω2), (35)
and a radial equation [22, 30]
∆ ∂rrR
ℓm + 2 [3(r −M)− iK]∂rRℓm
+
[
−8i(r −M)K
∆
+ 6iωr − λ
]
Rℓm = O(ω2) . (36)
Here, Eℓm is a separation constant, we have defined K ≡(
r2 + a2
)
ω − am, λ ≡ Eℓm − 2amω − 6, linearized in ω
and we have set s = +2. These expressions correct a typo
in Eq. (2.10) of [22]: the term explicitly proportional to
ω inside the square brackets of Eq. (36) should really be
2(2s−1)iωr, instead of −2(2s+1)iωr in Eq. (2.10) of [22].
One can recast the radial equation in a more amenable
form by transforming to
x ≡ r − r+
r+ − r− . (37)
Doing so, the radial equation becomes
6x(x + 1)∂xxR
ℓm + (6x+ 3 + 2iγm)∂xR
ℓm +
[
4iγm
(2x+ 1)
x(1 + x)
− (ℓ + 3)(ℓ− 2)
]
Rℓm
− 2iω(r+ − r−)
{[
x(1 + x) + (2ρ− 1)(x+ ρ)]∂xRℓm +
[
2(2x+ 1)
[
x(1 + x) + (2ρ− 1)(x+ ρ)]
x(1 + x)
− 3(x+ ρ)− imγ ℓ(ℓ+ 1) + 4
ℓ(ℓ+ 1)
]
Rℓm
}
= O(ω2) . (38)
where we have defined γ ≡ a/(r+−r−), ρ ≡ r+/(r+−r−)
and we have used the eigenvalue
Eℓm = ℓ (ℓ+ 1)− 8am
ℓ(ℓ+ 1)
ω +O(ω2) , (39)
in theMω ≪ 1 limit for s = +2. Note that this equation
reduces exactly to Eq. (9.25) in [17] when ω = 0 and
ℓ = 2.
The rest of this section is devoted to finding the solu-
tions to the angular and radial sectors of the Teukolsky
equation to O(ω). Notice though that up until now no
assumption has been made on the rate of rotation of the
background black hole, i.e. χ is unrestricted and we have
only expanded in Mω ≪ 1.
B. Angular sector
Spin-weighted spheroidal harmonics satisfy the angular
equation. In general, they must be solved for numerically,
but in the limit of small ω one can represent them as a
finite sum of spin-weighted spherical harmonics of the
same weight [21]
2S
ℓm = 2Y
ℓm(θ, ψ)− 4aω
∑
ℓ 6=ℓ′
√
2ℓ+ 1
2ℓ′ + 1
× 〈ℓ1m0|ℓ
′m〉 〈ℓ1 − 20|ℓ′ − 2〉
ℓ(ℓ+ 1)− ℓ′(ℓ′ + 1) 2Y
ℓ′m(θ, ψ) , (40)
whose eigenvalues were given in Eq. (39). The quan-
tity 〈j1j2m1m2|JM〉 are the usual Clebsch-Gordan coef-
ficients.
In this paper, we are interested in the ℓ = 2 and ℓ = 3
modes only. With our choice of normalization for the
spin-weighted spherical harmonics, the angular functions
are given by
2S
20 = 2Y
20 − 2
5
aω 2Y
30 , (41)
2S
2±1 =
(
2Y
2±1 +
16
45
aω 2Y
3±1
)
e∓iψ , (42)
2S
2±2 =
(
2Y
2±2 − 2
9
aω 2Y
3±2
)
e∓2iψ , (43)
2S
30 = 2Y
30 (44)
2S
3±1 = 2Y
3±1 e∓iψ , (45)
2S
3±2 = 2Y
3±2 e∓2iψ , (46)
2S
3±3 = 2Y
3±3 e∓3iψ . (47)
The ℓ = 3 modes do not require any O(ω) corrections.
For future convenience, we will also write the spheroidal
harmonics as
2S
ℓm = (2Y
ℓm + aω bℓm 2Y
(ℓ+1)m)e∓imψ , (48)
where
(
b20, b2±1, b2±2
)
=
(
−2
5
,
16
45
,−2
9
)
, b3m = 0 . (49)
We have checked that these spheroidal harmonics satisfy
the angular equation in Eq. (35) with the eigenvalues of
Eq. (39) to O(ω2).
C. Radial sector
Usually, when working to all orders in ω, Eq. (38)
is solved numerically, after imposing certain boundary
conditions at spatial infinity and at the horizon. When
working to linear order in ω, however, solutions can
be found analytically in terms of hypergeometric func-
tions [21, 31, 32]. When expressed in closed form, these
solutions are rather complicated and require the impo-
sition of certain recursion relations. For this reason, we
will rederive them here and present explicit solutions at
O(1) and O(ω) for the ℓ = 2 and ℓ = 3 modes separately.
1. Expansion of the radial function
Let us then decompose the radial functions as
Rℓm = Rℓm,0 + ωRℓm,1 +O(ω2) , (50)
where Rℓm,0 and Rℓm,1 are assumed to be ω independent.
With this decomposition, the radial equation to O(ω0)
becomes
{x(x+ 1)∂xx + [3 (2x+ 1) + 2iγm]∂x
+
4
x(1 + x)
[iγm (1 + 2x)
7− 1
4
(ℓ + 3)(ℓ− 2)x (x+ 1)
]}
Rℓm,0 = 0 . (51)
Note that this equation reduces exactly to Eq. (9.25)
in [17] when ℓ = 2. Similarly, the radial equation to
linear order in ω is{
x(x + 1)∂xx + [3 (2x+ 1) + 2iγm]∂x
+
4
x(1 + x)
[iγm (1 + 2x)
− 1
4
(ℓ+ 3)(ℓ− 2)x (x+ 1)
]}
Rℓm,1 = T ℓm , (52)
where the source T ℓm has nothing to do with a matter
source, but rather it is constructed from the zeroth-order
solution Rℓm,0 and its first time derivative, namely
T ℓm ≡ 2i(r+ − r−)
{[
x(1 + x) + (2ρ− 1)(x+ ρ)]∂xRℓm,0
+
[
2(2x+ 1)
[
x(1 + x) + (2ρ− 1)(x+ ρ)]
x(1 + x)
− 3(x+ ρ)− imγ ℓ(ℓ+ 1) + 4
ℓ(ℓ+ 1)
]
Rℓm,0
}
. (53)
2. Boundary conditions
Asymptotically, we know that ψ0 should approach
Eq. (32) as r ≫ r+. Let us then impose this condi-
tion to see what the boundary conditions on Rℓm should
be at spatial infinity. Fourier transforming Eq. (32) and
setting this equal to Eq. (34) we have
∑
m
[
z˜2m 2Y
2m +
iωr
3
z˜2m 2Y
2m + z˜3mr 2Y
3m
]
∼
∑
m
[
z˜2mR2m
(
2Y
2m+b2maω 2Y
3m
)
+z˜3mR3m 2Y
3m
]
,
(54)
where we have replaced ˜˙z2m = −iωz˜2m and we have
rewritten the spheroidal harmonics as in Eq. (48).
Let us now look at different ℓ modes separately.
Clearly, all terms proportional to 2Y
2m must be set to
zero independently from those proportional to 2Y
3m .
Let us then decompose the radial function as in Eq. (50)
with ℓ = 2, so as to separate the term of O(1) from the
term of O(ω). For the (ℓ,m) = (2,m) mode to O(1), we
have
R2m,0 ∼ 1 , (55)
while to O(ω) we find
R2m,1 ∼ i
3
r . (56)
Similarly, for the (ℓ,m) = (3,m) mode we have
R3m,0 ∼ r , (57)
to leading order in ω.
The radial function must also satisfy a regularity con-
dition at the event horizon. Because Rℓm(r) is associated
with a Weyl scalar ψ0 constructed with the Kinnersley
tetrad, which is singular on the event horizon, the radial
function itself cannot be expected to be nonsingular at
r = r+. Instead, the relation of Eq. (7) implies that it is
∆2Rℓm(r) that must be smooth at r = r+. In terms of
the new radial coordinate x, this means that x2Rℓm(x)
must be smooth at x = 0.
3. Radial solution: m = 0 case
Let us first concentrate on the solution when m = 0,
as this is easier than when m 6= 0. To leading order in ω,
we find the solutions
R20,0 = C20,01 + C
20,0
2
[
6 ln
(
x
1 + x
)
+
(2x+ 1)(6x2 + 6x− 1)
2x2(1 + x)2
]
(58)
R30,0 = C30,01 (2x+ 1) + C
30,0
2
[
60 (2x+ 1) ln
(
x
1 + x
)
+
240x3 + 130x2 + 120x4 + 10x− 1
x2(1 + x)2
]
, (59)
where C20,01,2 and C
30,0
1,2 are constants of integration.
Let us now impose the boundary conditions in
Eqs. (55) and (57). Asymptotically expanding the two
solutions, about x =∞, we find
R20,0 ∼ C20,01 +O(x−5) , (60)
R30,0 ∼ 2C30,01 x+O(1) . (61)
Imposing Eqs. (55) and (57),
C20,01 = 1 , C
30,0
1 =
1
2
(r+ − r−) = a
2γ
. (62)
The selection of C202 and C
30
2 is based on the require-
ment that x2Rℓm(x) be smooth at x = 0. Expanding the
solutions about x = 0, we find that
R20,0 ∼ C20,02
[
− 1
2x2
+
3
x
+ 6 lnx+O(1)
]
, (63)
R30,0 ∼ C30,02
[
− 1
x2
+
12
x
+ 60 lnx+O(1)
]
. (64)
To eliminate the logarithmic terms, which would break
smoothness of the Teukolsky function at the event hori-
zon, we must choose C20,02 = 0 = C
30,0
2 . To leading order
in ω, the solutions then become
R20,0 = 1 R30,0 =
a
γ
(
x+
1
2
)
. (65)
8Let us now move on to the ℓ = 2 mode of the radial
solution to linear order in ω. The O(ω) piece of the ℓ = 3
solution is not needed as it would contribute to O(R−4)
in ψ0. The ℓ = 2 solution contains a homogeneous piece
plus an inhomogeneous piece. The homogeneous piece is
the same as that of Eq. (58). Including the inhomoge-
neous solution, we find
R20,1= C20,11 +C
20,1
2
[
6 ln
(
x
1 + x
)
+
(2x+ 1)(6x2 + 6x− 1)
2x2(1 + x)2
]
+ ln(x)
(
ia
γ
+4iγa+ 2iM
)
− ln(x+ 1)
(
ia
γ
+ 4iγa
)
+
ia
3γ
x− iM(1 + x)−1 − iM
6
(1 + x)−2 , (66)
where C20,11,2 are constants of integration.
Let us now impose the boundary conditions. Asymp-
totically expanding about x =∞, we find
R20,1 ∼ ia
3γ
x+ 2iM ln(x) + C20,11 +O[x−1]
∼ i
3
r − i
3
r+ + 2iM ln(x) + C
20,1
1 . (67)
The solution automatically satisfies the boundary condi-
tions in Eq. (57). We are free to choose C20,11 as we wish,
since it only affects the subleading behavior of our solu-
tion. Here we choose to leave it arbitrary, since it will
not affect the final solution, as will become clear in the
analysis of Sec. V.
Asymptotically expanding the ℓ = 2 solution about
x = 0, we find
R20,1∼−C
20,1
2
2x2
+
3C20,12
x
+ln(x)
(
6C20,12 +2iM+
ia
γ
+4iγa
)
.
(68)
The above solution possesses two types of divergences at
the horizon: a logarithmic and a polynomial one. The
requirement that the Teukolsky potential be smooth at
the event horizon forces us to eliminate the logarithmic
one by setting
C20,12 = −
2iγa
3
− ia
6γ
− iM
3
. (69)
4. Radial solution: m 6= 0 case
Let us first work to O(1). The solutions to Eq. (51)
are
Rℓm,0 = Rℓm,0h,1 +R
ℓm,0
h,2 , (70)
where we have defined the two sets of homogeneous
solutions [(R2m,0h,1 , R
2m,0
h,2 ) for the ℓ = 2 mode and
(R3m,0h,1 , R
3m,0
h,2 ) for the ℓ = 3 mode] via
R2m,0h,1 = A
2m
h,1x
−2(1 + x)−2F (−4, 1;−1 + 2imγ;−x) ,
(71)
R2m,0h,2 = A
2m
h,2
(
1 +
1
x
)2iγm
, (72)
R3m,0h,1 = A
3m
h,1x
−2(1 + x)−2F (−5, 2;−1 + 2imγ;−x) ,
(73)
R3m,0h,2 = A
3m
h,2(2mγ + 3i+ 6ix)
(
1 +
1
x
)2iγm
, (74)
and F (a, b; c; z) is the hypergeometric function.
Let us now impose smoothness and the appropriate
boundary conditions. The homogeneous solutions R2m,0h,2
and R3m,0h,2 lead to a Teukolsky potential that is not
smooth at x = 0. We therefore set the integration con-
stants A2mh,2 = 0 = A
3m
h,2 such that these solutions do not
contribute. Then, by setting
A2mh,1 = −
i
6
mγ (1 + imγ)
(
1 + 4m2γ2
)
, (75)
A3mh,1 = −
i
180
ma (1 + imγ)
(
1 + 4m2γ2
)
(3 + 2imγ) .
(76)
R2m,0h,1 and R
3m,0
h,1 are normalized such that R
2m,0
h,1 → 1
and R3m,0h,1 → r as x → ∞. Moreover, these solutions
have a well-defined Taylor expansion about x = 0. Note
that no natural logarithm terms appear here, although
clearly they both diverge as x−2 as x→ 0.
Let us now concentrate on the ℓ = 2 mode of the so-
lution to O(ω). As before, the ℓ = 3 mode would con-
tribute to ψ0 at O(R−4), and we thus neglect it. The
ℓ = 2 solution to O(ω) will contain a homogeneous plus
an inhomogeneous piece. The homogeneous one will be
proportional to Eqs. (71) and (72), while the inhomoge-
neous piece is the particular solution that can be obtained
with the method of variation of constants by
R2m,1p = −R2m,0h,1 (x)
∫
R2m,0h,2 (ξ)T
2m(ξ)
ξ(ξ + 1)W (ξ)
dξ
+R2m,0h,2 (x)
∫
R2m,0h,1 (ξ)T
2m(ξ)
ξ(ξ + 1)W (ξ)
dξ , (77)
where W is the Wronskian associated with R2m,0h,1 and
R2m,0h,2 . The first integrand in Eq. (77) is a polynomial in
ξ and can be integrated immediately. The second term
leads to a sum of hypergeometric functions, which can be
manipulated with the identity
a(b−c)z F (a+ 1, b; c+ 1; z)=c(c−1)F (a− 1, b; c− 1; z)
− c[c− 1 + (a− b)z]F (a, b; c; z), (78)
which can be derived from the Gauss relations for hy-
pergeometric functions. By repeated application of this
identity, the second term can be expressed in a form that
features 2F1[1, 1; 3 + 2imγ;−x] only. The full inhomoge-
neous solution then has the form
R2m,1 = AR2m,0h,1 +BR
2m,0
h,2 +R
2m,1
p , (79)
9where A and B are constants. As before, we set B = 0
by requiring smoothness of the Teukolsky function at the
event horizon.
The choice of A deserves further discussion. In the
limit as x → ∞ the particular solution behaves as
R2m,1p → ir/3, while the homogeneous solution R2m,0h,1 →
1. Therefore, the asymptotic value of R2m,1 at infinity is
specified by R2m,1p . The constant A determines the sub-
leading behavior of the solution at spatial infinity. What
should we choose this subleading behavior to be? The
answer to this question can be discovered by studying
the χ→ 0 limit. One can check that the particular solu-
tion diverges in this limit, but there is no physical reason
for this to be the case. Indeed, the Teukolsky equation
was solved under the assumption thatMω ≪ 1, and with
ω = O(R−1), this condition becomes M/R ≪ 1. At no
point did we expand in χ≪ 1, and thus, there is no phys-
ical reason for the limit to be singular. Therefore, we will
choose A such that this singular behavior is eliminated:
A =
ir+
6A2mh,1
(2ρ− 1) + iMα , (80)
where A2mh,1 is given by Eq. (75) and α is an arbitrary
constant, which in principle could depend on m and χ
through terms ofO(χ0) or higher. The factor multiplying
it was inserted for later convenience. Notice that the first
term in A fixes the slow-rotation limit of R2m,1, while the
second accounts for extra freedom to modify the fast-
rotation limit.
With this choice of A, the inhomogeneous solution is
R2m,1 =
iM
1 + κm
x2
(x+ 1)
F (1, 1; 3 + 2iγm;−x)
+
1
(x+ 1)2
[
A
x2
+
C1
x
+ C2 + C3x+ C4x
2 + C5x
3
]
,
(81)
in which κm = imγ and
C1 =
(1 + κm)(1 + 2κm)κm[10κ
3
m − (5 + 18ρ)κm + 3ρ(8ρ− 1)]
9iρ(1− 2κm) r+ +A
2m
h,1
4
2κm − 1 , (82a)
C2 =
128κ4m+(164− 264ρ)κ3m+(4− 552ρ+ 576ρ2)κ2m−(41 + 294ρ− 720ρ2)κm−(9− 30ρ− 72ρ2)
36iρ(1− 2κm) r+
+ iMα(1 + κm)(1 + 2κm) , (82b)
C3 =
16κ4m + (20− 24ρ)κ3m − 24ρ(3− 4ρ)κ2m − (5 + 42ρ− 96ρ2)κm − (1− 10ρ+ 8ρ2)
2iρ(1 + 2κm)(1− 2κm) r+ + iMα(1 + κm) , (82c)
C4 =
32κ4m + 32κ
3
m + (4− 120ρ+ 192ρ2)κ2m − (8 + 72ρ− 144ρ2)κm − 3(1− 2ρ)(1− 4ρ)
6iρ(1 + κm)(1 + 2κm)(1− 2κm) r+ + iMα , (82d)
C5 =
ia
3γ
. (82e)
Since the hypergeometric function behaves as ln(x)/x
when x ≫ 1, in the limit x → ∞ the above solution
behaves as R2m,1 → ir/3 and satisfies the boundary con-
dition in Eq. (57).
D. Summary of results
The Fourier transform of the full NP scalar can be
written as
ψ˜0 = −
∑
m
z˜2mR
2m,0
h,1 2Y
2m −
∑
m
z˜3mR
3m,0
h,1 2Y
3m
−
∑
m
ωz˜2m
(
R2m,1 2Y
2m + a b2mR2m,0h,1 2Y
3m
)
,
(83)
where the radial functions are given by Eqs. (71), (73),
(81) and the b2m coefficients are given by Eq. (49), with
the (unnormalized) spin-weighted spherical harmonics of
Eqs. (30) and (31). One can easily compute ψ0 by inverse
Fourier transforming the above equation.
V. THE TEUKOLSKY POTENTIAL
AND THE FLUXES
A. The Teukolsky potential
The Teukolsky potential can be calculated from
Eq. (7). In terms of the quantity x, defined in Eq. (37),
the Fourier-transformed potential Ψ˜ is given by
Ψ˜(ω, θA) = − x
2(1 + x)2
4[(x+ ρ)2 + γ2]2
ψ˜0(K)
∣∣∣∣
x=0
. (84)
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To return to the time domain and express Ψ(v, θA) as a
function of v, we can inverse Fourier-transform Ψ˜(ω, θA).
One can see that Ψ(v, θA) is given by Ψ˜(ω, θA) with the
replacement ωz˜2m → iz˙2m. Decomposing Ψ(v, θA) in
Fourier modes
Ψ(v, θ, ψ) =
∑
m
Ψm(v, θ)eimψ . (85)
and evaluating the right-hand side of Eq. (84), we obtain
Ψm(v, θ) =
σ4
(1 + σ)2
(z2m − αMz˙2m)A2mh,1 2Y 2m(θ, 0)
− 1
6
σ3
1 + σ
Mz˙2m 2Y
2m(θ, 0)
+ i
σ4
(1 + σ)2
χMA2mh,1z˙2mb
2m
2Y
3m(θ, 0)
+
1
15
σ5
(1 + σ)2
MA2mh,1(3 + 2κm)z3m 2Y
3m(θ, 0) ,
(86)
where σ =
√
1− χ2. The freedom to choose α is now
seen to correspond to the freedom to redefine the tidal
moments according to
z2m → z2m − αMz˙2m +O(R−4). (87)
With α complex and m dependent, the freedom is com-
plete: each component z2m can be redefined indepen-
dently of any other components. In the following, we
restrict this freedom by demanding that α be real and
independent of m. In this case, the redefinition is the
same for each component, and it corresponds to the uni-
form tensorial redefinitions
Eab → Eab − αM E˙ab +O(R−4) , (88)
Bab → Bab − αM B˙ab +O(R−4) , (89)
of the tidal moments.
The integrals in Eqs. (9) and (10) can be evaluated
perturbatively to the appropriate order. Assuming that
Ψm varies slowly on a time scale τ = (Ψ˙m/Ψm)−1 ∼ R
(since the time dependence of Ψ comes from external
universe perturbations), we can write for the m 6= 0 case,
Φm+ =
eimΩHΨm
κ−imΩH
[
1+
1
(κ−imΩH)τ +O
(
1
(κ−imΩH)2τ2
)]
,
(90)
Φm− =
eimΩHΨm
imΩH
[
1 +
i
(mΩH)τ
+O
(
1
(mΩH)2τ2
)]
.
(91)
The assumption under which the above expressions were
derived, namely that Ψm varies slowly, makes use of the
stronger condition given by Eq. (19). Therefore, the slow
rotation limit is inaccessible in all results that follow.
This limit requires an alternative treatment, which will
be presented in Sec. VI.
Let us discuss the expressions for Φm± further. The
function outside the square brackets has terms of
O(M/R2) (proportional to z2m) and O(M2/R3) (pro-
portional to z3m and z˙2m), while the second term in the
square brackets is ofO(M/R). Therefore, combining this
with the leading-order terms that scale as O(M/R2),
one finds terms of O(M2/R3). The next-order terms
scale as O(M2/R2) and the lowest-order corrections that
these induce will be of O(M3/R4), which can thus be ne-
glected.
Substituting the expression for Ψm in Eqs. (90) and
(91), expressing κ and ΩH in terms of M and a, and
using the dimensionless parameter χ, we find
Φm+ =
2eimΩHMσ3 2Y
2m
(1 + σ)(imχ− σ)
{
−σz2mA2mh,1 +
Mz˙2m
6(imχ− σ)
×[12σ(1 + σ)A2mh,1 + (imχ− σ)(1 + σ + 6σαA2mh,1)]
}
,
(92)
Φm− = −
2ieimΩHMσ3 2Y
2m
(1 + σ)mχ
{
σz2mA
2m
h,1 +
Mz˙2m
6mχ
×[12iσ(1 + σ)A2mh,1 −mχ(1 + σ + 6σαA2mh,1)]
}
,
(93)
plus terms that contribute to O(M2/R4).
The canceling of subleading terms in the above equa-
tions must be done carefully, keeping in mind that Φm± in
the end has to be squared and averaged over. Initially,
Φm± have terms that go as
Φm± ∼ z2m 2Y 2m + z˙2m 2Y 2m + z3m 2Y 3m + z˙2m 2Y 3m
+ z˙2m 2Y
2m + z¨2m 2Y
2m + z˙3m 2Y
3m + z¨2m 2Y
3m
+ z¨2m 2Y
2m +O (M3/R5) . (94)
The terms in the first line come from Ψm, the ones in
the second line come from Ψ˙m and those in the third
line come from Ψ¨m. When squaring the above quantity,
the two lowest-order terms will come from the squar-
ing of the z2m 2Y
2m term and the cross term between
z2m 2Y
2m and z˙2m 2Y
2m. They will be of O(M2/R4)
and O(M3/R5) respectively. All other terms can be ne-
glected to the order of approximation considered here.
B. The fluxes
Substituting Eqs. (92) and (93) into Eqs. (14) and (15),
we find
〈M˙〉 = χM
5
45
∑
m 6=0
〈ℑ(z¯2mz˙2m)〉(σ2 +m2χ2)(4σ2 +m2χ2)
m
,
(95)
and
〈J˙〉 = −χM
5
45
∑
m 6=0
(σ2 +m2χ2)(4σ2 +m2χ2)〈|z2m|2〉
11
+
2M6
45m
∑
m 6=0
{〈ℜ(z¯2mz˙2m)〉mχ[(σ2 +m2χ2)
×(4σ2 +m2χ2)α− 2σ(1 + σ)(2σ2 +m2χ2)]
+ 〈ℑ(z¯2mz˙2m)〉[(3m4χ4 + 13m2χ2σ2 − 4σ4)(1 + σ)]
}
.
(96)
Notice that this agrees exactly with Eq. (9.32) in [17].
Finally, using Eq. (11) or the first law of BH mechanics,
we can calculate the change of the horizon area
〈A˙〉 = 8πχ
2M5
45σ
∑
m 6=0
(σ2 +m2χ2)(4σ2 +m2χ2)〈|z2m|2〉
− 16πχM
6
45σm
∑
m 6=0
{〈ℜ(z¯2mz˙2m)〉mχ[(σ2 +m2χ2)
× (4σ2 +m2χ2)α− 2σ(1 + σ)(2σ2 +m2χ2)]
+ 〈ℑ(z¯2mz˙2m)〉[2(1 + σ)(m4χ4 + 4m2χ2σ2 − 4σ4)]} .
(97)
One might notice that the above results do not depend
on the ℓ = 3 part of Ψm. This is because the fluxes
are obtained by squaring Φ. Any ℓ = 3 terms in Ψm
result in quantities that scale as O(M7/R6) in 〈J˙〉 and
as O(M6/R6) in 〈M˙〉, and they are beyond the order of
approximation considered here.
We can rewrite these expressions using Eqs. (28), (29),
(33) and the invariants
E1 = EabEab , B1 = BabBab , (98)
E2 = EabsbEac sc , B2 = BabsbBac sc , (99)
E3 = (Eabsasb)2 , B3 = (Babsasb)2 , (100)
E4 = ǫpqcEpaE˙qasc , B4 = ǫpqcBpaB˙qasc , (101)
E5 = ǫpqcEpa E˙qb sasbsc , B5 = ǫpqcBpaB˙qbsasbsc , (102)
where sa = (0, 0, 1) is the direction of the BH spin. Doing
so we find
〈M˙〉 = 〈M˙ (5)〉 , (103)
〈J˙〉 = 〈J˙ (4)〉+ 〈J˙ (5)α 〉+ 〈J˙ (5)〉 , (104)
〈A˙〉 = 〈A˙(4)〉+ 〈A˙(5)α 〉+ 〈A˙(5)〉 , (105)
where we have defined
〈M˙ (5)〉 = 2M
5χ
45
[−4 (3χ2 + 1) 〈E4 +B4〉+ 15χ2〈E5 +B5〉] , (106a)
〈J˙ (4)〉 = −2M
5χ
45
[8(1 + 3χ2)〈E1 +B1〉 − 3(4 + 17χ2)〈E2 +B2〉+ 15χ2〈E3 +B3〉] , (106b)
〈J˙ (5)α 〉 =
2M6χα
45
[8(1 + 3χ2)〈E˙1 + B˙1〉 − 3(4 + 17χ2)〈E˙2 + B˙2〉+ 15χ2〈E˙3 + B˙3〉] , (106c)
〈J˙ (5)〉 = −4M
6(σ + 1)
45
[4σχ(χ2 + 1)〈E˙1+B˙1〉 − 3σχ(3χ2 + 2)〈E˙2+B˙2〉+ 3σχ3〈E˙3+B˙3〉
− 4(1− 15χ2 + 2χ4)〈E4+B4〉 − 3χ2(13 + 2χ2)〈E5+B5〉] , (106d)
〈A˙(4)〉 = 16πM
5χ2
45σ
[8(1 + 3χ2)〈E1 +B1〉 − 3(4 + 17χ2)〈E2 +B2〉+ 15χ2〈E3 +B3〉] , (106e)
〈A˙(5)α 〉 = −
16πM6χ2α
45σ
[8(1 + 3χ2)〈E˙1 + B˙1〉 − 3(4 + 17χ2)〈E˙2 + B˙2〉+ 15χ2〈E˙3 + B˙3〉] , (106f)
〈A˙(5)〉 = 32πM
6(σ + 1)
45σ
[4σχ2(χ2 + 1)〈E˙1+B˙1〉 − 3σχ2(3χ2 + 2)〈E˙2+B˙2〉+ 3σχ4〈E˙3+B˙3〉
− 8χ(1− 6χ2 + χ4)〈E4+B4〉 − 6χ3(4 + χ2)〈E5+B5〉] . (106g)
In the above expressions, the superscript denotes the or-
der of each term in 1/R. For example, 〈M˙ (5)〉 is of
O(M5/R5) and 〈J˙ (4)〉 is of O(M5/R4). The subscript
α represents terms that depend on the integration con-
stant α. The presence of these terms (〈J˙ (5)α 〉 and 〈A˙(5)α 〉)
means that the equations are subject to an ambiguity
related to the choice of α. To resolve the ambiguity, we
need to perform a matching calculation between the per-
turbed metric associated with the ψ0 computed here and
a PN metric valid far from the BH. This procedure deter-
mines α along with the explicit expressions for the tidal
moments in terms of the post-Newtonian specification of
the orbit [25, 33–36].
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C. Rigid-rotation limit
When the tidal field is in a state of rigid rotation with
angular frequency Ω, the Weyl scalar ψ0 depends on ψ
and v through the combination ψ−Ωv only. This implies
that the tidal moments Eab and Bab satisfy the relations
z2m(v) = z
♯
2me
−imΩv , (107)
in which z♯2m are constant amplitudes. It is then easy to
verify that with tidal moments of this form, the invariants
satisfy the identities
E˙1 = E˙2 = E˙3 = 0 , (108a)
E4 = Ω(2E1 − 3E2) , (108b)
E5 = Ω(E2 − E3) . (108c)
Similar identities are satisfied by the magnetic tidal ten-
sor invariants. Therefore, in the case of rigid rotation,
the terms containing α are identically zero 〈J˙ (5)α 〉rr =
〈A˙(5)α 〉rr = 0, and one is left with
〈M˙ (5)〉rr = −2M
5Ωχ
45
[
8(1 + 3χ2)〈E1 +B1〉 − 3(4 + 17χ2)〈E2 +B2〉+ 15χ2〈E3 +B3〉
]
, (109a)
〈J˙ (4)〉rr = −2M
5χ
45
[8(1 + 3χ2)〈E1 +B1〉 − 3(4 + 17χ2)〈E2 +B2〉+ 15χ2〈E3 +B3〉] , (109b)
〈J˙ (5)〉rr = 4M
6(σ + 1)Ω
45
[8(1− 15χ2 + 2χ4)〈E1+B1〉 − 3(4− 73χ2 + 6χ4)〈E2+B2〉 − 3χ2(13 + 2χ2)〈E3+B3〉] ,
(109c)
〈A˙(4)〉rr = 16πM
5χ2
45σ
[8(1 + 3χ2)〈E1 +B1〉 − 3(4 + 17χ2)〈E2 +B2〉+ 15χ2〈E3 +B3〉] , (109d)
〈A˙(5)〉rr = −32πM
6(σ + 1)Ω
45σ
[16χ(1− 6χ2 + χ4)〈E1+B1〉 − 6χ(4− 28χ2 + 3χ4)〈E2+B2〉 − 6χ3(4 + χ2)〈E3+B3〉] .
(109e)
Clearly then, when considering the realistic astrophysical
scenario of a quasicircular binary black hole inspiral in
the slow-motion approximation, the fluxes will not suffer
from any ambiguity in α. We present results for this
particular scenario in Sec. VII.
VI. THE SLOW-ROTATION LIMIT
Although the ψ0 calculated here is perfectly well be-
haved in the χ→ 0 limit, the integrated curvatures, and
therefore the fluxes, make use of the small-hole/slow-
motion approximation, which makes this limit inacces-
sible [see e.g. Eq. (19)]. In particular, this implies that
Eqs. (103) and (104) will not reduce to Eqs. (8.38) and
(8.39) of [17] in the χ→ 0 limit.
The mathematical reasons for why this limit is inac-
cessible become clearer if one considers the assumptions
involved in the evaluation of Eqs. (9) and (10). As dis-
cussed in Sec. V, we can approximate those integrals
with Eqs. (90) and (91) by assuming that the exponen-
tials vary rapidly compared to Ψm, which is justified if
M/R ≪ χ. Then, each integration by parts brings out
a term that is O(R−1) smaller than the previous one.
This method, however, breaks down when the exponen-
tials vary slowly compared to Ψm, as in the ΩH ∼ χ→ 0
limit, which forces Eq. (91) to diverge.
The above discussion suggests that the small χ limit
of the integrated potentials and fluxes requires a special
treatment. In this limit, the time scale associated with
ΩH ≃ χ/(4M) is comparable to R: χ = O(M/R). The
horizon fluxes can be computed as an expansion in powers
of χ and treating Mω = O(M/R) as a quantity of first
order in χ. In this section, we calculate specifically the
rate of change of the BH’s surface area, which can be
given by a simple expression; expressions for 〈M˙〉 and
〈J˙〉 are more complicated, and must be written in terms
of integrals of the tidal tensors.
Using χ instead of ω as an expansion parameter and
keeping in mind that aω = O(χ2), the small χ limit of
Eq. (86) is
Ψm = − 1
12
M
(
imΩHz2m + z˙2m
)
2Y
m
2 (θ, 0) +O(χ
2) ,
(110)
in the time domain.
The calculation of 〈A˙〉 requires that we first obtain
Φm+ (v, θ) via Eq. (9). We evaluate the integral by taking
advantage of the fact that both eimΩHv
′
and Ψm(v′, θ)
vary over a time scale R that is much longer than κ−1 ∼
4M . Integration by parts returns
Φm+ =
1
κ
eimΩHvΨm , (111)
13
up to terms that are smaller by a factor of O(M/R) =
O(χ). Inserting this in Eq. (11), discarding corrections
of O(χ2) and defining the new invariants
E6 = E˙abE˙ab , B6 = B˙abB˙ab , (112)
gives
κ
8π
〈A˙〉 = 16
45
M6
[
4Ω2H〈E1 +B1〉 − 6Ω2H〈E2 +B2〉
− 4ΩH〈E4 +B4〉+ 〈E6 +B6〉
]
. (113)
In the limit χ→ 0, this becomes
κ
8π
〈A˙〉 = 16
45
M6〈E6 +B6〉 , (114)
which agrees with the Schwarzschild expression in [17].
When ΩH ≃ χ/(4M) is large compared with R−1, we
obtain instead
κ
8π
〈A˙〉 ≃ 32
45
M6Ω2H
[
2〈E1 +B1〉 − 3〈E2 +B2〉
]
, (115)
which agrees with Eq. (105) in the regime χ≪ 1.
In the case of rigid rotation, the tidal fields satisfy
the relations given in Eq. (108) and through a similar
calculation we can find that for the new invariant E6,
E6 = 2Ω
2(2E1 − 3E2) . (116)
A similar identity is true for B6. With these, it follows
that Eq. (113) reduces to
κ
8π
〈A˙〉 = 32
45
M6
(
Ω− ΩH
)2[
2〈E1 +B1〉 − 3〈E2 +B2〉
]
,
(117)
when the tidal fields are rigidly rotating.
For rigid rotation, 〈A˙〉 gives rise to separate expressions
for 〈M˙〉 and 〈J˙〉. We rely on the first law of BH mechan-
ics, (κ/8π)〈A˙〉 = 〈M˙〉 − ΩH〈J˙〉, and the rigid-rotation
relation 〈M˙〉 = Ω〈J˙〉, to obtain
〈M˙〉 = 32
45
M6Ω
(
Ω− ΩH
)[
2〈E1 +B1〉 − 3〈E2 +B2〉
]
,
(118)
and
〈J˙〉 = 32
45
M6
(
Ω−ΩH
)[
2〈E1+B1〉−3〈E2+B2〉
]
. (119)
These expressions agree with the results in Sec. IX F of
[17] in the regime χ≪ 1. According to our conventions,
the sign of Ω is measured relative to the BH rotation.
Assuming that the tidal invariant within square brack-
ets is positive, we have that the BH gains mass when
Ω > 0 and Ω > ΩH; otherwise the BH loses mass (the
tidal dynamics is superradiant). We also have that the
BH gains angular momentum when Ω > ΩH, and loses
angular momentum when Ω < ΩH. In all circumstances,
the tidal dynamics produce an increase in surface area.
VII. APPLICATIONS: BH IN A CIRCULAR
BINARY SYSTEM IN THE SLOW-MOTION
APPROXIMATION
Let us apply the main results of Sec. V to the case
where the perturbed BH is in a circular binary around
another BH with mass Mext. We consider the case where
the orbital velocity is small (slow-motion approximation),
V ≪ 1. If the BH is in a circular orbit with radius b, the
orbital angular velocity and the relative orbital velocity
are given by [25]
Ω = ǫ
√
MT
b3
[
1− 1
2
(3 + η)V 2 +O(V 4)
]
, (120)
V =
√
MT
b
, (121)
respectively, where ǫ ≡ Lˆ · sˆ = ±1, η = MMext/M2T is
the symmetric mass ratio and MT =M +Mext the total
mass. Then, the non vanishing frame components of the
tidal tensors are given by [25]
1
2
(E11 + E22) = −Mext
2b3
[
1 +
M
2MT
V 2 +O(V 4)
]
,
(122)
1
2
(E11−E22)=−3Mext
2b3
[
1−Mext+3MT
2MT
V 2+O(V 4)
]
cos 2Ωt,
(123)
E12 = −3Mext
2b3
[
1− Mext + 3MT
2MT
V 2 +O(V 4)
]
sin 2Ωt ,
(124)
B13 = −3Mext
b3
V cosΩt+O(V 3) , (125)
B23 = −3Mext
b3
V sinΩt+O(V 3) , (126)
to the appropriate order.
Substituting Eqs. (122)-(126) into Eqs. (103) and
(104), we find
〈M˙〉 = −8
5
ǫ η2
(
M
MT
)3
χ(1 + 3χ2)V 15
+
2
5
ǫ η2
(
M
MT
)3
χV 17
[
3(23χ2 + 6)
−2 (1 + 3χ2) M
MT
− 2 (1 + 3χ2)( M
MT
)2]
+
16
5
η2
(
M
MT
)4
(σ+1)(1−15χ2+2χ4)V 18+O(V 19) ,
(127)
and
〈J˙〉 = −8
5
η2
(
M
MT
)3
MT χ(1 + 3χ
2)V 12
14
+
2
5
η2
(
M
MT
)3
MT
[
(12+51χ2)−(4+12χ2) M
MT
]
χV 14
+
16
5
ǫη2
(
M
MT
)4
MT (σ + 1)(1− 15χ2 + 2χ4)V 15
+O(V 16) . (128)
The third term in Eq. (127) is of higher order than what
we are allowed to keep here. For circular orbits, however,
〈M˙〉 = Ω〈J˙〉, and, thus, we can obtain this term from the
third term in Eq. (128). The results agree with [17] to
O(R−2). Using the first law of BH mechanics, we find
that the change in the horizon area is
〈A˙〉 = 64π
5
η2
(
M
MT
)3
MT
χ2(1 + 3χ2)
σ
V 12
− 16π
5
η2
(
M
MT
)3
MT
[
(12+51χ2)−(4+12χ2) M
MT
]
χ2
σ
V 14
− 256π
5
ǫη2
(
M
MT
)4
MT
(σ + 1)(1− 6χ2 + χ4)χ
σ
V 15
+O(V 16) . (129)
As expected from the discussion of Sec. VC, the fluxes
are not subject to the α ambiguity. This is a result of
the fact that the BH is in rigid rotation around its com-
panion.
Finally, these expressions, kept to O(χ2), are also valid
in the slow-rotation limit, as one can easily verify from di-
rect substitution of the tidal tensors given in Eqs. (122)-
(126) in Eqs. (117)-(119).
VIII. CONCLUSIONS
We studied how the properties of a rotating BH are
modified when it is subject to external vacuum perturba-
tions, extending previous calculations to O(R−3) (where
R is the radius of curvature of the external geometry) in
the slow-motion/small-hole approximation. We mainly
used the NP scalar ψ0 to describe these perturbations,
where ψ0 must satisfy the Teukolsky equation.
The asymptotic behavior of ψ0 depends on the external
universe and it is constructed as follows. Working under
the assumption that the external universe induces a small
perturbation on the background spacetime and it varies
slowly (that is, we expand all quantities in powers of
M/R, where M is the mass of the BH), we parametrized
the Weyl tensor of the external spacetime through time-
dependent symmetric and trace-free tidal tensors Eab,
Bab, Eabc and Babc. Then, the asymptotic form of ψ0
can be obtained by Taylor expanding the Weyl tensor to
the appropriate order in R−1 and expressed in terms of
the above mentioned tidal tensors. Then, projecting the
Weyl tensor onto a tetrad, one obtains the asymptotic
form of ψ0.
This asymptotic NP scalar suggests a decomposition
of the Fourier-transformed ψ˜0 into multipole modes. The
decomposition introduces some unknown radial functions
that can be determined by solving the Teukolsky equa-
tion perturbatively in ω = O(R−1) ≪ 1. The resulting
ψ˜0 is then valid close to the unperturbed horizon, outside
the asymptotic region. The time dependence of this full
scalar is still given by the tidal tensors, while its angu-
lar dependence is given by spin-weighted spheroidal har-
monics. To obtain the fluxes of energy and spin angular
momentum across the horizon, we evaluated ψ0 on the
(unperturbed) horizon with the Hartle-Hawking tetrad
to construct the Teukolsky potential.
No external universe structure is specified when ob-
taining these results. The only restriction imposed on
the external universe is that it be slowly varying and
its tidal effects on the background BH be small. Once
the external universe is specified, for example, through
a post-Newtonian metric, the tidal tensors could also be
determined by asymptotic matching [34, 35, 37].
To conclude, we applied our results to an astrophysi-
cally motivated scenario: a binary system composed of
two rotating BHs. We assumed that the external uni-
verse perturbations are because of a Kerr BH and calcu-
lated the fluxes of mass and angular momentum and the
change of horizon surface of the background BH for the
case of a slow-motion orbit.
The calculation of the mass and angular momentum
fluxes across the BH horizon is a definite step toward
understanding the perturbed dynamics around rotating
BHs. These fluxes are necessary to self-consistently cal-
culate the evolution of the orbit, and thus, the emitted
gravitational radiation. However, to fully describe the
perturbed spacetime, we need its metric, which could be
a possible avenue for future research. The perturbed met-
ric close to the event horizon of the perturbed BH can be
constructed from the NP scalar through the Chrzanowski
procedure [29, 38–41], and it would allow us to study the
geometry of the perturbed horizon [27, 28].
By asymptotically matching this Kerr perturbed met-
ric to a spinning binary PN metric that is valid far from
the background BH, we can also obtain a full metric that
describes the dynamics of the entire spacetime [34–37].
Such a metric could provide initial data for numerical
relativity simulations [42, 43], or it could serve as a back-
ground metric for accretion disk studies [44].
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