Trapped ions are a near ideal system to study quantum information processing due to the high degree of control over the ion's external confinement and internal degrees of freedom. We demonstrate the key steps necessary for trapped ion quantum computing and focus on phonon-mediated entangling gates. We highlight several key algorithms implemented over the last decade with these gates and give a detailed description of Grover's quantum database search implemented with two trapped ion qubits.
Introduction and brief history of

Introduction and brief history of quantum computing
The field of Quantum Information Science (QIS) is a juxtaposition of two great scientific advents of the 20th century: quantum mechanics and information theory. Information theory, beginning with the work of Shannon in 1948, gave mathematical meaning to information in terms of bits, the zeroes and ones that form the basic unit of information [1] . By then, Alan Turing had shown the universality of computing by inventing a theoretical machine that would be able to solve any conceivable mathematical problem-independent of the hardware used [2] . These ideas led to the fruitful search and discovery of electronic switches and transistors, from early vacuum tubes to the modern semiconductor chips that are packed a billion to a square inch. Quantum mechanics was more of a curiosity in the 20th century. Although quantum theory is critical to the fundamental understanding of how objects from molecules to subatomic particles behave, and also for a detailed understanding of certain physical properties (especially at very low temperatures), it still has almost no place in our everyday lives. Conceptually, quantum physics has a revolutionary basis that allows physical properties to exist in superposition states, with the conventional interpretation that when such states are observed, they collapse into definite states because of the measurement process. More than just a curiosity, this attribute is now coming to the forefront in the field of QIS. Quantum information processors store superpositions of information, most conveniently represented by 'quantum bits' or qubits, which are quantum two-level systems. (Other representations are possible, but are not covered in this paper.) When N qubits are considered, the most general quantum state carries an amount of information that is exponential in N , in the sense that there are 2 N − 1 independent complex numbers required to represent the state. Such states generally also carry entanglement, which is a central concept in QIS, and is thought to be the source of the power of quantum computing [3] .
Richard Feynman inspired many of the early ideas in QIS in the context of quantum simulations [4] , where a collection of qubits is engineered to evolve according to a given Hamiltonian through the application of external control fields. Feynman was motivated by the difficulty in integrating the Schrödinger equation in typical Hamiltonian systems, owing to the exponential growth in Hilbert space as the system becomes large. He proposed that a controllable system of qubits would be able to efficiently simulate the given Hamiltonian. In the 1980s, David Deutsch proposed the use of qubits to solve certain toy problems that could not be solved classically. For instance, there are four possible single-bit functions f (x) of a single-bit input x: f (x) = 0, 1, x,x. The first two are termed 'constant' and the last two 'balanced'. Classically, two evaluations of f (x) are required to determine whether the function is constant or balanced. In the quantum realm, the Deutsch-Jozsa algorithm shows how to do this with just a single function evaluation, exploiting the use of superpositions of inputs [5, 6] . In 1994, Peter Shor applied qubits to the problem of number factorization, showing an algorithm that could potentially factor numbers exponentially faster than any known classical algorithm [7] . This application remains the most important application of quantum computers, although there are several other quantum algorithms that have been uncovered.
One key difference between classical and quantum computing is the fragility of quantum states and the apparent inability to apply direct feedback and cause quantum states to latch. Because quantum states are defined by continuousvariable state amplitudes, errors generally accumulate, similar to the case for analog computational devices. Thus it was very significant when in the late 1990s it was discovered that qubits can also latch and be stabilized through the use of quantum error correction [8, 9] . Similar to their classical counterpart, quantum error correction uses an expanded set of qubits and a redundant encoding scheme to recover from qubit errors. Of course the process of encoding/decoding can itself have significant errors, so an important theoretical result was the proof of the existence of fault-tolerant quantum error correction thresholds [10] . As long as the error rate of any quantum operation is below a threshold, arbitrary-length quantum computation can proceed. While the redundancy overhead in extra qubits and time (and the required level of errors to meet the threshold) are stringent, quantum hardware may someday advance to the stage where quantum computing becomes stable.
Trapped atomic ions are a strong candidate for QIS hardware due to the high degree of control over both internal and external atomic degrees of freedom. Often the challenge in QIS is to find a system that is decoupled from the environment during the quantum operations, but that can also be be strongly coupled to the environment for readout purposes. Trapped ions allow for both of these possibilities. Unwanted coupling to the environment is suppressed by electromagnetically trapping the ions and housing them in vacuum chambers at pressures around 10 −12 Torr. These ultrahigh vacuum conditions considerably reduce the possibility of background collisions. However, using light near resonant with an atomic transition allows for extremely strong coupling to the environment for readout purposes. In addition, the ions can be very strongly coupled to each other through the collective motional mode resulting from the Coloumb interaction. But, this motion can also be quenched when it is not necessary.
Trapped ion QIS got its start in the mid-1990s when Cirac and Zoller first proposed to use the collective Coulomb motion of an ion crystal to entangle the spins states of individual ions [11] . Later that same year, researchers at the National Institute of Standards and Technology (NIST) demonstrated the first trapped ion entangling gate [12] . Since the first entangling gate demonstration the field has dramatically progressed and is now among the leading candidates to realize a scalable quantum computer capable of performing more than just trivial calculations.
This paper will present a brief review of some of the work done in trapped ion quantum computing over the last decade. Specifically we will focus on phonon-mediated entangling gates. In the second section we will present the necessary requirements to realize a scalable quantum computer and define common terms that will be used throughout the text. The third section will describe the basics of ion trapping and how to perform various qubit operations with trapped ions. The fourth section will detail the common entangling gate schemes and highlight some of the few qubit algorithms that have been implemented. We will conclude with this work being done on state-of-the-art ion trap designs and give a general outlook for the future of the field.
General quantum computing terminology and necessary requirements
The conventional architecture for quantum computing is the circuit model [3] . This model consists of a series of wires representing individual qubits and gates to perform qubit manipulations. Gates that are confined to one wire represent single qubit rotations while gates that span more than one wire represent entangling operations. There are several apparent requirements for scalable quantum computer hardware [13] :
(i) A scalable physical system with well characterized qubits, (ii) The ability to initialize the state to a well-known value, Table 1 . Truth table for both single and multi-bit classical and quantum gates. The classical operations shown are the NOT gate and the two bit AND gate. The NOT gate is a bit flip operation and the corresponding quantum gate is a single qubit rotation. Unlike the NOT gate the single qubit rotation can make an arbitrary superposition of α|0 + β|1 . The two bit AND gate results in a '1' output only if the two input bits are in the '1' state. Its quantum counterpart is the CNOT gate whose action is to flip the state of the target (second) bit if the control (first) bit is in the |1 state.
Classical Quantum single-bit operations NOT gate single-qubit rotation
2 bit operations 2 bit AND gate 2 qubit controlled-NOT (CNOT) 00 → 0 |00 → |00
(iii) Long relevant decoherence times, much longer than gate operation time, (iv) A universal set of quantum gates and (v) A qubit-specific measurement capability.
All of these criteria have been met in trapped ion systems [14, 15] , and the biggest remaining challenge is to scale this system to a nontrivial number of qubits. In the sections that follow, we summarize the demonstrations of the above criteria in various trapped ion experiments.
The first criterion is to identify a set of qubits in which to store information, and throughout we will define these qubit levels as |0 and |1 . Any two-level system can serve as a qubit but the two levels must be distinguishable in order to read them out. Additionally, one needs the ability to prepare the qubits in a well-known initial state and the qubit coherence time needs to be much longer than the qubit operation time so that the information is not lost before the readout operation is performed.
A universal quantum gate family can consist of both single qubit and nearly any multiqubit entangling gate. Table 1 outlines two particular types of gates and gives examples of their classical counterparts. In classical computing, the only nontrivial single-bit gate is the NOT operation or a bit flip. The quantum computing analog to this gate is a single qubit rotation that can not only perform a bit flip, but also can create an arbitrary superposition of the qubit basis states α|0 + β|1 , where |α| 2 + |β| 2 = 1. A convenient representation of single qubit rotations is evolution on the Bloch sphere. This is a unit sphere where the state of the qubit is defined by two Euler angles θ and φ as cos(
)|1 , as shown in figure 1. Multiqubit entangling operations are critical to quantum computing. Table 1 shows a classical two-bit AND gate and a two qubit quantum controlled-NOT (CNOT) gate. The AND gate returns an '1' output if and only if the two input states are also in the '1' state. Similarly the quantum CNOT operation has the effect of flipping the second (target) bit if and only if the first (control) bit is high, but this gate is much richer than its classical counterpart as it allows the creation of entangled superpositions. Applying this gate two qubits, q1 and q2, initially prepared in the superposition state |0 + 1 q1 |0 q2 yields the outcome |00 + 11 , which is an entangled state that can no longer be written as a product state. Entanglement is defined mathematically as a state that cannot be factored into a product of its constituent parts.
A common characterization of entanglement is the overlap fidelity F = |ρ| between a given state ρ and a particular target entangled state . To prove entanglement, the fidelity with respect to a given entangled state must be greater than 0.5. Although the fidelity is a quick way to see if a state is entangled without measuring the entire density matrix, it depends upon the target state. There are many other more general indicators of entanglement, including 'negativity,' entanglement of formation and concurrence [16] [17] [18] [19] [20] [21] .
The above entanglement measures can usually be related to the mean success of an algorithm, but another interesting quantity to consider is the information content of qubit . This trapping potential is nearly identical to the four rod trap but the three-layer geometry allows one to cancel stray electric fields in any direction.
value distributions. This can be characterized by the mutual information, which measures how much information the two random variables, x and y, have in common. It is defined by H (x : y) = H (x) + H (y) − H (x, y), where H (x, y) = − x,y p(x, y) log 2 p(x, y) is the jointShannon entropy between the two distributions, p(x, y) = p(x)p(y|x) is the joint-probability distribution of x and y, and p(y|x) is the conditional probability of y given that x was measured. H (x) = − x p(x) log 2 p(x) and H (y) = − y p(y) log 2 p(y) are the Shannon entropies of the individual variables [3] .
One last concept to discuss is decoherence or quantum noise. Decoherence leads to unwanted changes in the state of the qubit and in the context of trapped ions can come from many sources including electric field noise leading to motional heating, magnetic field noise and collisions with other atoms. If the decoherence in a system is too large or the decoherence rate occurs faster than the gate operation times, then the quantum information will be lost. The use of quantum error correction encoding with an expanded number of qubits can help mitigate the effects of decoherence [3] , but this is only effective when noise levels are below certain thresholds. As will be discussed later in the paper, decoherence is an increasingly important issue as the ion trap designs become more complex.
Trapped ions
A quantum computer requires qubits that couple strongly to each other but weakly to the environment during the computation, yet couple strongly to the environment when measured. A system of trapped atomic ions confined in a radio frequency(rf) Paul trap is a near ideal system to satisfy these requirements due to the tight confinement possible in these traps, the strong interactions between ions due to their Coulomb repulsion, and the high level of control possible with laser and microwave fields [22, 23] . Work carried out over the last decade has proven that trapped ions are a compelling quantum computer architecture.
The rf-Paul trap
All ion trap based quantum computing experiments have dealt with rf-Paul traps, which employ an electric quadrapole field with an oscillating rf potential [24, 25] . The oscillating field results in a ponderomotive pseudopotential of the form
, where ω x , ω y and ω z are the effective harmonic oscillation frequencies in the x, y and z directions and m is the mass of the ion. In the following derivations we will work in the pseudopotential approximation where we assume that the oscillation frequency of the ion is much less than the rf driving field ω rf [26] . In addition, we assume that the traps discussed below operate in a stable trapping region [27] .
The simplest ion trap is a symmetric 3D quadrapole trap that consists of a ring electrode surrounded by hyperbolic electrodes which results in a quadrapole field of the exact form
. Here V 0 is the radiofrequency (rf) voltage amplitude, rf is the rf drive frequency, U 0 is a static voltage across the electrodes and d = r 2 0 + 2z 2 e is the characteristic size of the trap with r 0 the radius of the ring electrode and 2z e the distance between the two endcaps. This potential results in a single rf node at the trap center. A variation of this trap is shown in figure 2 . It is called a 'ring and fork trap' as it is comprised a ring electrode surrounded by a fork electrode. To lowest order, the resulting field is similar to that of the ideal hyperbolic geometry but with some modifications due to the asymmetry arising from the fork electrode [28] .
The 3D rf-quadrapole traps are not ideal for quantum information studies because there is only a single point in space where the rf fields vanish. For more than one ion, there is a high level of induced rf 'micromotion' that can hinder the control of the motion of the ion crystal. For many ions, it is difficult to laser cool the ions sufficiently to form a stationary crystal. A more suitable geometry is for the ions to lie along a linear rf node. This can be accomplished with a linear trap consisting of hybrid rf and static potentials as shown in figure 2(b) . The trap in the figure consists of four rods segmented into 12 electrodes. A potential of V 0 cos( rf t)+U t is applied to two opposing inner diagonal electrodes, here V 0 and U t are the transverse rf and static voltages, and the other two inner electrodes are grounded. A static voltage U 0 is applied to the outer electrodes, serving as endcaps to confine the ions in the z-direction.
Near the axis of the trap, the potential due to the confining endcaps is
Here κ is a dimensionless geometric factor of order unity, ω z = (2eU 0 κ)/(mz 2 e ) is the longitudinal trap frequency and e is the charge of the electron. This static potential results in an anti-trap along the transverse directions x and y, but the pondermotive rf potential easily overwhelms this anti-trapping effect from the static voltage. The potential from the voltages applied to the inner electrodes is
where β is a geometric factor, V 0 and U t are the applied transverse rf and static voltages and R is the distance from the trap center to the nearest electrode. This gives transverse trapping frequencies of
where ± denotes the x and y directions, respectively. The U t term is important to break the symmetry in the x and y directions so there are well-defined transverse principle axes of motion [29] . Given the above potentials, the equations of motion governing the ion are
Here
and E (0) is a stray uniform electric field term (ideally set to zero). The ion dynamics are given by the following equation where, for simplicity, we have focused on only the solution in the x-direction,
Equation (5) contains four parts: a secular frequency oscillating at ω x , a faster micromotion component oscillating near the rf drive frequency rf ± ω x and two terms describing the dynamics in the presence of an offset field E
x . The first two terms correspond to the solution one would get by setting equations (4) equal to zero, a secular frequency term and a micromotion term. If we assume that a q 2 1 and U 0 ≈ 0, then the micromotion term oscillating at the rf drive frequency is suppressed by a factor of q/2 compared with the secular motion and can be neglected. In this case, the motion of the ion is well approximated as a simple harmonic oscillator with oscillation frequency ω x . The last two terms in equation (5) arise from a stray offset field E (0) x that may be present in the vicinity of the ion. The third term in equation (5) represents an offset of the ion position away from the rf zero. The fourth term is a component driven at rf which leads to excess micromotion in the ion. This micromotion differs from the micromotion present in the second term, in that it is a driven motion proportional to the background electric field E (0) x . This motion can inhibit laser cooling due to excess Doppler broadening of the spectrum, so it is important to cancel this term by applying additional static voltages to the trap electrodes.
In practice, the geometry of the linear traps may look different than the four rod trap described above, but the physics is identical. Most of the work in this paper was carried out in some form of a three-layer rf-linear trap, an example of which is shown in figure 2(c) [30] . The three-layer trap is advantageous because it allows compensation of stray offset fields in any direction without floating the rf electrode. For most of the species listed above the qubit levels consist of the odd isotope (nuclear spinful) S 1/2 ground state hyperfine levels. These are commonly referred to as hyperfine qubits and the transitions occur in the gigahertz frequency range. The states make near ideal qubits because they are long lived and the large hyperfine splittings allow for near perfect detection efficiencies. In addition, the low lying electronic states allow for the possibility of optical transitions between the hyperfine states. For the closed transition elements direct detection between the qubit levels is possible, but for the open transition elements other techniques, such as shelving one of the qubit levels to a different state or rapid adiabatic passage, must be employed for efficient detection [31] [32] [33] [34] .
Hyperfine and optical electronic qubit levels within an ion
For ions lacking hyperfine structure (even isotopes) another alternative for qubit levels is to use a ground state and a metastable orbital electronic state, as is done in 40 Ca + [35, 36] . Since this transition lies in the optical frequency regime, these are referred to as optical qubits. Optical qubits have a shorter lifetime than hyperfine qubits due to spontaneous emission, but they can be detected with higher efficiencies because of the larger qubit splittings.
The rest of this section will focus on the 111 Cd + ion, which has the simplest atomic structure of all of the elements listed above. Figure 3 shows the energy levels for 111 Cd + . The ground state hyperfine levels, S 1/2 |F = 0, m f = 0 = |0 = |↑ , S 1/2 |F = 1, m f = 0 = |1 = |↓ serve as qubit states. These states make ideal qubits due to the long lifetimes, the magnetic field insensitivity to first order, and the large hyperfine splitting of ω HF /2π = 14.5 GHz allows for near 
Measuring the quantum state of trapped ion qubits
Two important requirements for quantum computing are the ability to initialize the system and to have a qubit-specific measurement capability. Both of these steps are illustrated in figure 4(a). Initialization is accomplished with near perfect efficiency by applying π -polarized light tuned to the 2 S 1/2 |F = 1 → 2 P 3/2 |F = 1 transition, this optically pumps any population in the 2 S 1/2 |F = 1 states to the 2 S 1/2 |F = 0 state. Measurement, or detection, of the ions is accomplished via σ + polarized light resonant with the 2 S 1/2 → 2 P 3/2 transition. Any population in the |1 qubit state is optically pumped to the 2 P 3/2 |F = 2, m f = 2 state where it undergoes a cycling transition. Since this is a resonant process, a large number of photons are scattered and this state is called the 'bright' state. On the other hand, if this same resonant light is applied to the ions when the population is in the |0 qubit state, very few photons are scattered since the light is now roughly 14 GHz off resonance and so this is referred to as the 'dark' state. The light can be collected on a photon multiplier tube (PMT) or imaged on to a charge coupled device (CCD) camera for measurement.
The counts from a single ion can be binned as shown in the histogram of figure 5. Using this detection scheme we are able to detect the state of a single 111 Cd + ion with 99.7% efficiency using a PMT [37] . For the case of detecting two ions simultaneously the overall detection fidelity decreases since there are four possible states: both ions bright, bright/dark+dark/bright and both ions dark. In order to achieve good detection fidelity in this case, the three distributions must be well separated so that there is a divide between the bright/dark+dark/bright, and bright/bright case, as shown in figure 6 . The maximum detection fidelity for two 111 Cd + ions measured using a PMT is 97%. However, detection fidelities of greater than 98% are possible for two ions using a CCD camera, CCD cameras are also advantageous to use when spatial information about the ions is required [37] .
Laser cooling of motion to make use of Coulomb interaction
Ions confined in a linear rf-Paul trap share a collective motional mode due to their Coulomb repulsion. This motional mode can be used as a bus to transfer information between the ions. However, in order to use this motional mode as a databus, one must first cool the ions to near the motional ground state. For all of the quantum operations discussed in the rest of the paper, the ions must be kept within the Lamb-Dicke limit (LDL). In this regime the extent of the ions wavepacket is much less than that of the exciting light and is defined by η √n + 1 1. Here η = k z z 0 is Lamb-Dicke parameter, k z = k· z is the component of the wavevector in the z-direction, and z 0 = √h /(2mω z ) is the spread of the ion's wavepacket in the ground state.
Another advantageous aspect of the motional mode is that it allows thermometry to be carried out on the ions. The intensity of the ions' sideband spectrum is a 'temperature' gauge in the system. The average vibrational level,n, occupied by the ion can be deduced from the ratio of the red to the blue sideband transition probabilities by P bsb (0)/P rsb (0) = n/(1 +n). A red sideband drives a transition that increases the motional state by |n + 1 quanta, while a blue sideband drives a transition that decreases the motional state by |n − 1 quanta. P bsb and P rsb are the transition probabilities to make a blue/red sideband to the |1 state and are given by
In the above equations the occupation probability for a thermal state distribution is P (n) = (
Boltzmann's constant, and n,n+1 ( n,n−1 ) are the Rabi frequencies for the blue (red) sidebands.
14.5GHz The first step in the cooling process is to Doppler cool the ions, this is achieved with the same light used for detection but now slightly detuned from resonance. After Doppler cooling the average vibrational mode of the motional population is n ∼ 6 (for a trap frequency of ω z /2π = 5.8 MHz) in 111 Cd + . However, in order to implement coherent qubit operations, the ions must be localized to near the ground state and, therefore, a second cooling step is necessary. Raman sideband cooling techniques further cool the ions [39] . This is done by applying a sequence of pulses consisting of a blue sideband, Figure 6 . Detection histograms for two ions. For this data set all four possible states were prepared. Detecting two ions is more complicated than a single ion since there can be a great deal of overlap between the double bright ion distribution and the single bright ion distribution. To prevent this, the count rate from double bright state is set high enough to minimize the overlap between the two outcomes. For two ions the highest detection fidelity possible using a PMT is 97%.
to lower the population by n = 1 quanta on average, followed by a recycling pulse consisting of a spontaneous Raman transition. The spontaneous Raman transition does not appreciably change the vibrational level of the ions on average in the LDL, but only re-initializes the system. This pulse sequence is repeated many times and when the ion reaches the ground state, further cooling pulses have no effect since the blue sideband transition is no longer possible. A sideband spectrum showing a Doppler cooled ion (n ∼ 6) and a Raman sideband cooled ion (n ∼ 0.05) is shown in figure 7 [40] . Note that for the sideband cooled case the blue sideband is nearly zero.
Sympathetic cooling is another possible cooling scheme. In this scheme, a second refrigerator ion is cooled and then sympathetically cools the qubit ion through the Coloumb interaction. For this process one either needs a different isotope of the qubit atomic species or a different atomic species. This is so that the cooling light for the refrigerator ion does not interfere with the information stored in the qubit states. Figure 8( [42] , and one with a pair of 40 Ca + ions [43] , only in these cases the ions were sympathetically ground state cooled. This scheme may be especially useful for larger ion trap arrays that will require shuttling the ions from zone to zone [44] . Refrigerator ions will have to be kept in the different zones to recool the qubits after transport [45] [46] [47] . 
Single qubit gates
The trapped ion system can be thought of as a harmonically bound spin-1/2magnetic moment in a constant magnetic field [48] . This two-level system is a valid approximation since the applied light strongly couples the two qubit levels and only weakly couples to off-resonant states. We can write the Hamiltonian as
Hereσ z = 1 0 0 −1 is the Pauli spin operator matrix,hω HF is the natural energy splitting between the two qubit states,â andâ † are the raising and lowering (creation and annihilation) operators and ω z is the frequency of motion along the z-axis (we assume that the other modes of motion are sufficiently spectrally resolved and are not altered).
When an external electromagnetic field is applied, the Hamiltonian becomes H T = H 0 + H , where the perturbation Hamiltonian is H = −µ b · B(r, t). Here µ b is the effective magnetic dipole moment of the two-level system, B(r, t) is the applied effective magnetic field.
Experimentally the coupling mechanism does not need to be a real magnetic dipole interaction, but it will yield a Hamiltonian of the form For now, we will assume a scenario where the magnetic field propagates such that k · z = 0, that is the magnetic field propagation is perpendicular to the direction of the harmonic potential. Since the photons have no momentum in the z-direction, they cannot couple to the harmonic oscillator levels in this interaction. Later in the section we will discuss the more general case when k · z = 0, but for the present case it is not necessary. Under this assumption the factor e ik·r will contribute at most a phase factor of e ikr 0 , which can be absorbed into the phase φ.
Transforming equation (8) into the interaction picture and applying the rotating wave approximation (RWA) gives
Here δω = ω − ω 0 is the field detuning from resonance. The solution to to the Rabi two-level problem is [49] 
where c m,n (t) are the amplitudes of the corresponding levels |m |n for the qubit state in the rotating frame
When δω = 0 the field is on resonance and the state evolves under the time-evolution operator
R( t, φ), is a rotation on the Bloch sphere by θ = t. We define the following rotations using equation (12) : R x (θ ) = R(θ, 0) is a rotation about the x-axis and R y (θ ) = R(θ, π/2) is a rotation about the y-axis. For a universal quantum computer we need to be able to make rotations in all three directions, x, y and z, but equation (12) only allows us to make rotations in x and y. To make a z-rotation we use a composite pulse sequence consisting of x and y rotations through the following:
. This is equivalent to applying a phase shift of θ to the ions. Since we have control over both t and φ, equation (12) allows us to make rotations giving any superposition of α|0 + β|1 , therefore fulfilling the requirement for the single qubit rotations. In practice, the single qubit rotations are achieved with either resonant microwaves or with optical Raman transitions. Optical Raman transitions can be used for single qubit operations but also allow access to the motional sidebands needed for entangling operations.
A Raman transition is a stimulated two photon transition involving three levels, here the levels are the two qubit states |0 and |1 and the excited 2 P 3/2 state, |e . Two laser beams detuned from the excited state by and with frequency splitting equal to the frequency difference between the two qubit levels, ω HF /2π = 14.5 GHz for 111 Cd + , can drive transitions between the spin states, as shown in figure 4 . We represent the field from each laser beam by E q (r) = E q (r) cos(k q · r − ω q t − φ q ) q , where q = a, b are the two different electric fields. Following the same formalism as above but now replacing µ b · B(r, t) with µ d · (E a (r, t) + E b (r, t)) using the above electric fields, assuming k · z = 0 (to access the motional levels), and accounting for the Stark shift from the laser beams, equation (10) becomes [50] 
Here µ d is the electric dipole operator, = g 1 g 2 /2 , g 1,2 are the coupling strengths between the ground and excited state, δω = ω b − ω a − ω 0 is the detuning from the Stark shifted resonance, ω 0 = ω 0 +χ − when the fields a and b are turned on, χ − = (χ |0 + χ |1 )/2 is the difference in the Stark shift between the qubit states and k is the difference in wavevectors between the two fields. With these beams we can either drive a pure spin flip transition as shown in figure 9 or we can access the motional modes |n and drive transitions such as |↑ |n → |↓ |n , we do this by controlling the frequency splitting between the applied beams. A beatnote of ω HF /2π = 14.53 GHz (in 111 Cd + ) allows us to transfer population between the two qubit states and a beatnote of ω HF ± ω z allows us access to the motional modes, where ω z is the trap frequency. Figure 4 (c) depicts the laser beam frequencies needed to drive the motional transitions.
One source of decoherence during the stimulated Raman transitions is spontaneous emission from off-resonant coupling while the laser beams are turned on. The amount of spontaneous emission depends on both the intensity of the light and the amount of detuning from the excited state. The best way to understand how spontaneous emission effects the experiments is to compare the spontaneous emission rate for large detunings, γ p = sγ 3 /(4 2 ), to the Raman transition rate, = sγ 2 / , where γ is the excited state linewidth, I sat is the saturation intensity, s = I/I sat is the saturation parameter and is the laser detuning from the excited state. This gives γ p / = γ /(2 ) which means that in the time it takes the ion to undergo a complete spin flip, the qubit has a γ /(2 ) chance of undergoing a spontaneous emission event and therefore decaying to the ground state incoherently. As can be seen from the above equation, the spontaneous emission rate scales as 1/ and so the larger the detuning, the smaller the spontaneous emission rate. But this condition only holds if the detuning is much less than the fine structure splitting and coupling to other excited states is negligible [51] . Microwaves can also be used to drive single qubit rotations. Figure 10 shows microwave Rabi flopping for both the clock state qubits, |0 → |1 , and the Zeeman transition, |↑ → |F = 1, m F = 1 . In the lower plot a magnetic field is applied to the ion to split the Zeeman levels. This plot clearly shows how sensitive the Zeeman levels are to magnetic field fluctuations compared with the clock state qubits in 111 Cd + . This is not surprising since the sensitivity of the clock states to magnetic field noise in 111 Cd + is δν clock = (600 Hz G −2 )BδB whereas the Zeeman levels sensitivity is
At a magnetic field of 3.25 G, the Zeeman levels are about 620 times more sensitive to magnetic field fluctuations than the clock states.
Phonon-mediated entangling gates
The most critical component of trapped ion quantum computing is the entangling operations. By coupling to the collective motional states (phonon modes) of the ion crystal, entangling operations can be implemented between any two ions in the linear crystal and are not limited to nearest neighbor pairs. This section will describe the theory of the three main trapped ion entangling gates that have been used. The experimental implementations and applications of each will follow in the next section.
The first trapped ion entangling gate was proposed in 1995 by Cirac and Zoller [11] . They suggested to entangle the spins states of the ions by coupling to the collective motional mode. The steps of the gate are as follows.
(i) Cool the ion crystal to its motional n = 0 ground state.
(ii) Apply a laser beam to ion j to map the spin state of j onto the collective motional state of the ion string. A motional state will only be excited if ion j is in a particular spin state, |1 for example. (iii) Apply a second laser beam sometime later to ion k. If a motional mode is present then this laser pulse will flip the spin of ion k, otherwise ion k will remain unaffected. (iv) Reverse step one to map the motional state back onto the spin state for measurement.
The outcome of this gate is to take the superposition state (|0 + |1 ) j |0 k to the entangled state |0 j |0 k + |1 j |1 k . This gate can be difficult to implement due to the tight restrictions of the ions needing to be cooled to the absolute ground state of motion and having to tightly focus laser beams to address only one ion in the linear crystal. Typically, the ions are only separated by a few micrometers. Shortly after the Cirac and Zoller proposal, other theoretical proposals were suggested that relied on using spin dependent forces to entangle the ions. These proposals by Milburn [52] and Mølmer and Sørensen 
In the rotating frame of motion and for a near resonant driving force detuned by δ, the initial motional state moves in a circular trajectory with radius F /(2hδ) and period T = 2π/δ. The path the state follows is α(t) = F z 0 /(2hδ)(1 − e iδt ) and, in one revolution, the motional state returns to the starting position. Under this evolution the state acquires a geometric phase equal to the area enclosed by the trajectory, which is 0 = π|F z 0 | 2 /2h 2 δ 2 .
Applying a spin dependent force to a single ion gives the Hamiltonian [50] 
where m is the internal qubit state of the ion and |0 n and |1 n are the eigenstates ofσ · n with eigenvalues +1 and −1, respectively. Writing this Hamiltonian in terms of the σ · n operator gives
HereÎ is the identity operator and
The first term of equation (15) has no effect on the dynamics of the system and so can be ignored. Under this Hamiltonian the wavefunction evolves in time as
where a m is the initial amplitude of the state |m , α m (t) = (F m z 0 /2hδ)(1 − e iδt ) is the coherent state of spin |m and (t) is the geometric phase.
Making the last term of equation (15) proportional to σ · z creates a differential force on the eigenstates of the unperturbed Hamiltonian [52] . This σ z interaction does not require direct coupling between the two qubit spin states, but instead involves coupling between the different vibrational levels of the same spin state, as shown in figure 11 . A convenient feature of this gate is that it does not require the Raman beams to bridge the hyperfine splitting between the qubit states, but only the smaller vibrational spacing. This gate relies on a differential ac Stark shift to provide a spin dependent force on the two spin states of the ion. When the beams are applied, the ion essentially sees a moving periodic potential that exerts a force on the ions in the direction of the laser beam travel. The ions will feel a force proportional to the ac Stark shift amplitude, and so, if the ac Stark shift has a different amplitude for each spin state, then the two spin states experience different forces [54] . This σ z force only works if a differential ac Stark shift exists between the two qubit levels, which is not always the case. The magnetic field insensitive clock state transitions have no differential ac Stark shift when ω 0 and so this gate scheme is not plausible for these levels [50] . Instead we must use magnetic field sensitive transitions as the qubit levels for this gate.
Applying this force to two ions in the stretch mode of motion for a phase that corresponds to one full evolution in phase space results in the following wavefunction evolution |00 | → |00 | ,
This is equivalent to a π -phase gate with additional π/2-phases on the |1 states. During an algorithm these additional π/2-phases can be absorbed into the surrounding single qubit rotations for the corresponding qubit [54] . If instead we make the last term of equation (15) proportional σ · φ, we create a gate that does rely on direct coupling between the qubit spin states [55] . Hereσ φ = e −iφ sσ + + e iφ sσ − , where the azimuthal angle φ s defines the orientation of the force's spin andσ ± are the spin raising and lowering operators. When φ s = 0 the gate is reduced to a σ x coupling [55] . Since this gate does not rely on a differential Stark shift between the two involved states, it can be applied to the magnetic field insensitive clock states. As a result this gate is less sensitive to decoherence compared with the σ z gate. Figure 12 shows two different views of the Mølmer-Sørensen entangling gate on two ions. Part (a) is the energy level diagram for near resonantly detuned red and blue sideband pulses. The phase space trajectory is shown in part (b). For closed trajectories in phase space, the geometric phase depends on the area enclosed [55] .
This spin dependent displacement entangles the spin and motion, but when the trajectory of the states is closed, the spin and motion become disentangled and a spin dependent geometric phase = 2π m(η /δ) 2 is applied to the gate basis. A maximally entangled state occurs when a geometric phase of π/2 is applied. This is implemented in the fastest possible time with m = 1 and necessitates that δ = 2η and the gate time is set to τ = 2π/δ. Written in the σ z basis the gate truth table is
The phases φ 0 , φ s1 and φ s2 have been included in the even and odd parity states to account for the effect of both ac Stark shifts and Raman laser coherences [56] . When φ 0 = φ s1 = φ s2 = 0, the gate is reduced to a σ x coupling. The red and blue sideband driving fields must be well controlled as both the spin phase φ si and motional phase φ m depend critically on these driving fields φ r and φ b as φ s = (φ b + φ r )/2 and φ m = (φ b − φ r )/2 [56] . The motional phase does not appear in the above equations because the motional mode is only relevant during the gate pulse. The motional state returns to the ground state after the gate pulse is applied and becomes a global variable. Only the spin phase remains at the end of the gate.
Scaling issues
An important issue in ion trapping is decoherence due to unwanted heating of the ions. All of the ion trapping systems built thus far have been plagued by an anomalous heating rate that is orders of magnitude above the predictions for the heating rate expected from Johnson noise [57, 58] . It is believed that this additional heating arises from noisy patch potentials on the electrodes that are being driven at rf frequencies close to the secular frequencies of the ions [58] . This heating will become a bigger problem as the ion traps scale down since it is predicted that the heating rate for fluctuating patch potentials scales as 1/d 4 [57] . To study this problem an ion trap was constructed with the capability to cool down the trap electrodes [58] . In addition, the trap was fabricated with moving needle electrodes so that the distance from the ion to the electrode could be changed in situ from 30 to 250 µm [58] . The results from this experiment support the idea of noisy patch potentials and conclude that to reduce the anomalous heating the trap electrodes will have to be cooled down. Reducing the temperature of the electrodes by a factor of 2 decreased the heating rate by over one order of magnitude [58] . Similar results were seen in a 88 Sr + surface ion trap where the electrodes were cooled down to 6 K and the heating rate dropped by 7 orders of magnitude [59] .
As the trap designs become more complex, this heating will be an especially important issue. Some of the newer ion traps are fabricated using microelectromechanical systems (MEMS) technology with typical electrode distances on the order of 50 µm, due to the shallow depth of these traps it is necessary to control the anomalous heating, otherwise the ions will be lost during qubit operations [60, 61] .
State of the art: algorithms and operations
Harnessing the power of entangled superpositions would allow certain quantum algorithms to be performed that are faster than classical algorithms. The most well-known quantum computing algorithm is Shor's factoring algorithm, which can factor large numbers exponentially faster than any known classical algorithm [7] . The realization of this algorithm would render many current encryption schemes obsolete, as these schemes rely on the inability of classical computers to efficiently factor large numbers. Two other popular quantum computing algorithms are the Deutsch-Jozsa algorithm that was described in the introduction [6] and Grover's quantum database search which allows polynomial speed up in the time it takes to search an unsorted database [62] . This section will cover the experimental realizations of the gates discussed in the previous section and detail the algorithms implemented with these entangling gates. A general overview of many of the algorithms will be given and a detailed description of Grover's algorithm with two qubits will be presented.
Phonon-mediated gates
In 2003 the Cirac-Zoller gate, described in the previous section, was implemented with two 40 Ca + ions [63] . A previous demonstration was executed between the spin and motional states of a single trapped ion [12] , but this is the first two-ion implementation. The S 1/2 ground state and the metastable D 5/2 state serve as the |0 and |1 qubit states, respectively. The ions were confined in a linear rf-Paul trap and were cooled to the |n = 0 ground state of motion with 99% fidelity via sympathetic sideband cooling techniques [43] . The breathing (stretch) mode of motion ω b = 2π × 2.1 MHz was used as the databus and the ion-qubit states were initialized by optical pumping. The experimental truth table of the gate is shown in figure 13 , a fidelity of 70-80% was achieved. The main decoherence source was due to laser-frequency noise which limits the phase coherence between the qubits. Other decoherence sources include addressing errors when tightly focusing on the target ion and off-resonant excitations during the application of the blue sideband pulses [63] .
As stated earlier, the Cirac-Zoller gate can be difficult to implement due to the tight restrictions on cooling to the |n = 0 ground state of motion and addressing single ions with tightly focused laser beams. As a result, many experimental groups have switched to gates that rely on spin dependent forces to entangle the ions. These gates are commonly called geometric phase gates and considerably relax the requirements on ground Figure 14 . State evolution upon displacement. Normalized fluorescence signal after inserting a displacement pulse of variable duration into a spin-echo experiment that is applied to the |↓↓ |0 state (see inset). The motional state returns to its point of origin after 39 µs, leading to an approximate state 2 −1/2 (|↓↓ − i|↑↑ )|0 after 39 µs and to the approximate state |↑↑ |0 after 78 µs. The solid line is a fit to the theoretically expected signal that also allows for an exponential decay in contrast with detuning and decay constant as free parameters. After 39 µs, the fitted decay constant τ 0 = 1.3 ms predicts a contrast of 0.97, in good agreement with the independently determined fidelity of the entangled state for this gate time. Figure from state cooling and do not require tightly focused laser beams to individually address the ions.
The σ z gate was experimentally demonstrated with two 9 Be + ions confined in a linear trap on the stretch mode of motion, ω s = 2π × 6.1 MHz [54] . The ground state hyperfine levels |F = 2, m F = −2 ≡ |↓ and |F = 1, m F = −1 ≡ |↑ serve as qubit states. Both ions were ground state cooled with Raman sideband cooling and the qubit states were initialized through optical pumping. The state-dependent displacement force resulting in a Hamiltonian of the form of equation (14) results from Raman laser beams detuned by ω = ω s − δ, close to the frequency of the stretch mode of motion ω s , where |ω s | |δ|. Application of these laser pulses results in ion evolution given by equation (17) . The experimental results are detailed in figure 14 , the entangled states were created with 97% fidelity. Figure 15 illustrates parity versus phase of an analysis π/2 pulse scan applied to the state after the gate pulses. The parity = (P ↑↑ + P ↓↓ ) − (P ↑↓ + P ↓↑ ) gives direct information about the offdiagonal elements of the density matrix, and so, when combined with the fluorescence measurements can be used to estimate the fidelity. The main decoherence sources here are fluctuations in δ, Raman laser beam intensity fluctuations, and spontaneous emission events during the Raman beam application [54] .
The σ x gate was experimentally implemented with two trapped 111 Cd + ion qubits on the stretch mode of motion (ω s = 2π × 3.55 MHz) [56] [55] . Solid line is a fit including offset and contrast factor emissions to account for imperfections such as spontaneous emission. the fit gives a sideband Rabi frequency η /2π = 6.3 kHz and initial stretch mode temperaturen s = 0.3. Vertical line shows ideal gate operation point δ = 2η , roughly at S av = 1. Each point is the average of 150 PMT measurements. Figure from [56] . the electronic states were initialized through optical pumping. The gate was generated by applying a red sideband and blue sideband with equal coupling strengths and opposite detunings. Figures 16 and 17 show the outcome of the gate pulses applied to two 111 Cd + on the stretch mode of motion. Figure 16 plots the average brightness S av versus gate detuning δ. The vertical line indicates the ideal gate operation point which leads to maximally entangled states. Figure 17 illustrates the parity signal which allows determination of the off-diagonal elements of the density matrix. For the plot shown, the amplitude of oscillation is 0.79(2) [56] . The fidelity of this entangling gate is 83%. The main decoherence sources are fluctuating ac Stark shifts during the gate pulses and spontaneous emission caused by the Raman fields the form the gate pulses [56] .
Experimental implementations of quantum algorithms
The Deutsch-Jozsa (D-J) algorithm computes whether a function is constant or balanced in a single query. An alternative explanation is to determine whether a coin is fair, with heads on one side and tails on the other, or fake, with either heads or tails on both sides. Classically you would need to look at both sides of the coin to determine which type it was, but with the D-J algorithm only a single query is necessary.
In 2002 this algorithm was experimentally demonstrated with a single 40 Ca + ion qubit [64] . The four qubit states are encoded in the two electronic states |S 1/2 , m F = −1/2 ≡ |0 and |D 5/2 , m F = −1/2 ≡ |1 and the two lowest phonon (motional) states |n z = 0 z ≡ |1 and |n z = 1 z ≡ |0 . Qubit operations were realized with proper laser pulses, similar to the operations discussed in the previous section. Figure 18 illustrates the circuit to implement the algorithm. The four coin outcomes (both heads, both tails, head/tails, tail/heads) are represented by four functions f that map the input bit figure 19 . The value of | 1|a | 2 determines if the function is constant or balanced [64] .
Quantum teleportation could be a viable means toward scalable quantum information processing. In 2004 two groups simultaneously implemented teleportation between two trapped ion qubits [65, 66] . One experiment was carried out with trapped 40 Ca + ions and one with 9 Be + ions. For both experiments three qubits were needed; one for the sender, one for the receiver and a third ancillary bit that is maximally entangled with the receiver's qubit. In the case of two qubits, only two bits of classical information needed to be sent to transport the quantum state. In both experiments the information from one qubit was transported to a second distant qubit, but the actual physical qubits were not transported.
The first experiment was carried out on trapped 40 Ca + ions confined in a single zone linear ion trap. The qubits consisted of the |S 1/2 , m j = −1/2 ≡ |1 ground state and a metastable |D 5/2 , m j = −1/2 ≡ |0 state. Figure 20 shows the circuit to implement the teleportation protocol. Figure 18 . Quantum circuit for implementing the Deutsch-Jozsa algorithm with basic quantum operations. The upper line shows the input qubit |a ('which side of the coin' information), the lower line an auxiliary working qubit |w (corresponding to the channel on which the answer is provided). The rotations R y create superpositions |a 0 = (|0 + |1 )/ √ 2 and |w 1 = (|0 − |1 )/ √ 2 from the inputs |a 0 = |0 and |w 0 = |1 . The box U fn represents a unitary operation specific to each of the functions f n , which applies f n to a and adds the result to w modulo 2. Table 1 lists the logic operations required for transforming |w into |w f n (a) . The output of the box is |a,
Up to an overall sign |w is left unchanged, but the positive superposition (|0 + |1 )/ √ 2 on |a is transformed into a negative superposition |a 2 = (|0 − |1 )/ √ 2 if f is balanced; otherwise it is unchanged. After the final rotations Rȳ, a measurement on |a is performed with result |a 3 = either |0 or |1 . Because of the sing change in |a 2 if f is balanced, (1) , that is, |a 3 yields the desired information whether the function f n is balanced or constant. The working qubit w resumes its initial value |w 3 = |w 0 = |1 . Figure  from arbitrary state |χ , which was one of the four non-orthogonal test states:
A Bell-state analysis (which includes a controlled-phase entangling gate) is performed followed by a π/2 pulse on each ion. In the last step, the joint quantum state of ions 1 and 2 is measured. Prior to this step the state of ion 3 is transferred to a superposition of states that remain unaffected by the detection pulses in order to preserve the coherence [65] . Figure 21 shows the teleportation outcome. The gray shaded bars show the four states that were transported with fidelities of 76%, 74%, 73% and 75%. The unshaded bars illustrate the outcome if the reconstruction operations are not performed, in this case the average fidelity is 49.6%. The largest error sources come from unstable magnetic fields and laser-frequency noise [65] .
In the second experiment three trapped 9 Be + confined in a multi-zone ion trap were teleported [66] . Unlike the previous experiment, the ions were trapped in a multi-zone rf-linear Paul trap with eight segmented electrodes. This allowed for multiple trapping zones and made it possible to separate the qubits during operations. The qubit levels were the ground state hyperfine levels |F = 1, m F = −1 ≡ |↑ and |F = 2, m F = −2 ≡ |↓ and single qubit and entangling interactions between the qubits were accomplished through stimulated Raman transitions, as previously discussed. Figure 22 illustrates the steps of the protocol. The ions were initialized to the |S 1,3 ⊗ |↓ 2 state, where |S 1,3 ≡ |↑ 1 |↓ 3 − |↓ 1 |↑ 3 . The first step in the teleportation process is to implement a Bell-state measurement on ions 1 and 2, Teleportation from ion 1 to ion 3. A Bell state of ions 2 and 3 is prepared as a resource. The state to be teleported in encoded in ion 1 by the operation U χ . The Bell-state analyzer consists of a controlled-Z gate followed by π/2 rotations and a state detection of ions 1 and 2. Note that this implementation uses a Bell basis rotated by π/4 with respect to the standard notation. Therefore, a π/2 rotation on ion 3 is required before the reconstruction operations Z and X. The latter operations are realized by a π rotation around the z and x axes, respectively. Gray lines indicate qubits that are protected against light scattering. Ions 1 and 2 are detected by observing their fluorescence on a photomultiplier tube (PMT). Only on a detection event |0 is the corresponding reconstruction operation applied to ion 3. Classical information is represented by double lines. For the fidelity analysis we apply U −1
x , and measure the quantum state of ion 3 by observing its resonance fluorescence using a CCD camera. Figure from this is done by separating the three ions in different trapping regions. Ion 3 is held is section 7 while ions 1 and 2 are confined in section 5. A phase gate is applied to the ions, using the σ z coupling discussed above, followed by a π/2 pulse. After this, all three ions are recombined and ion 1 is shuttled to trap 5 for detection while ions 2 and 3 are confined in trap 7. The ions are once again combined in trap 6 and then separated with ions 1 and 2 confined in trap 5 and ion 3 in trap 7. The spin echo before this step transferred the state of ion 1 to the |↑ 1 state, so now when both ions 1 and 2 are simultaneously detected, the state of ion 2 is well known. Lastly unitary operations are applied to ion 3 that are dependent on the measurement outcomes of ions 1 and 2. Figure 23 illustrates Ramsey fringes for the teleportation protocol for the basis states |↑ 2 and |↓ 2 . For this Ramsey experiment the first π/2-pulse is applied to ion 2 and the second pulse is applied to ion 3 after the teleportation protocol is implemented. An average fidelity of 78% is achieved. The main error sources are imperfect initialization to the |S 1,3 ⊗ |↓ 2 state, imperfections in the second phase gate due to heating during transport to different trapping zones, and dephasing due to fluctuating magnetic fields [66] .
The quantum discrete Fourier transform (QFT) may be one of the most powerful tools in quantum computing in the sense that it is responsible for the exponential speed up over many classical algorithms. It is a key step in Shor's factoring algorithm where it is used to find the period in a set of quantum amplitudes during the algorithm's order-finding subroutine. In addition, the QFT is used for phase estimation and the discrete logarithm [3] . In 2005 a semiclassical QFT was implemented with trapped 9 Be + ions [67] . Although not as powerful as the discrete QFT, the semiclassical QFT is still useful. In the semiclassical QFT each qubit is measured and then controlled-phase rotations are applied to the remaining qubits dependent on the classical measurement outcomes. No entangling gates are necessary to carry out the semiclassical QFT, and so, the requirements over the ion's motional states are considerably reduced [67] . Despite the lack of entangling gates, this algorithm is an important step toward creating a fully coherent QFT in a trapped ion system which is a necessary condition for realizing Shor's factoring algorithm.
The experiment was carried out with three trapped 9 Be + ions in a set-up similar to the second teleportation experiment The two curves correspond to the second Ramsey pulse having φ fixed = 0 (circles) and φ fixed = π/2 (triangles) as discussed in the text. We plot the probability P ↓,3 of observing ion 3 in the |↓ 3 state versus the phase of the first Ramsey pulse. Solid curves are best-fit sinusoidal functions to the data. The oscillations of the Ramsey fringes have an amplitude |ρ ↓↑ | where ρ ↓↑ = (ρ ↓↑ ) * is the off-diagonal element of the density matrix of the teleported state. The fidelity of the teleported state is then given by F = 1/2 + |ρ ↓↑ |. Figure from [66] . Reprinted with permission from MacMillan Publishers Ltd, copyright (2004).
described above [67] . The period finding algorithm was tested on five different states with periods 1, 2, 4, 8 and approximately 3. Eight states are possible with three qubits: |000 , |001 , |010 , |100 , |101 , |110 , |011 and |111 . The recurrence of quantum amplitudes in a superposition of these eight states results in periodicities. Figure 24 illustrates the circuit for the algorithm. The algorithm started with all three ions cooled to the ground state of motion and initialized to the |111 state. One of the five input states was created with additional rotations and then several thousand implementations of the QFT protocol were carried out. The steps are (i) rotation of ion 1, (ii) measurement of ion 1, (iii) rotation of ion 2 conditional on measurement of ion 1, (iv) measurement of ion 2, (v) rotation of ion 3 conditional on the first 2 measurements and (vi) measurement of ion 3 [67] . Figure 25 shows the experimental outcome and theory prediction for each of the five cases. Each plot is the measured probability versus the output state 0-7. The differences between theory and experiment are explained by systematic errors in the experiment. The systematic errors include imperfect state preparation, separate detections of the qubits at different times and conditional rotations of the ions. The former is not associated with the QFT protocol but the latter two are intrinsic to the protocol. For this system slow magnetic field fluctuations caused dephasing errors for the detection of each qubit. Despite these noise sources, the experimental states still had significant squared statistical overlap with theory predictions, proving that, even with large error sources, the semiclassical QFT does a good job at period finding [67] .
The last algorithm we will discuss is Grover's quantum database search algorithm. This algorithm is intended to search an unsorted database with polynomial speed up over classical methods. A common analogy for the algorithm is to find a person's name in the phone book given only their phone number [70] . To find a person's phone number given only their name is a trivial task since the phone book is ordered alphabetically. However, searching the other way is a much more difficult problem because now the phone book becomes an unsorted database. Given this problem one would have to search half the phone book, on average, classically. However, if you could implement Grover's algorithm then the average search is reduced to √ N queries instead of the N/2 queries required classically. Although this is not the exponential speed up of Shor's algorithm, this algorithm may be more adaptable because it can provide polynomial speed up to almost any quantum algorithm [71] .
The power behind this algorithm lies in the 'oracle query' function. The oracle can recognize whether or not input x is a solution to the given problem. In practice, the oracle function marks a specific state by flipping the state's sign so that when the remaining operations in the algorithm are performed, the amplitude of the marked state increases while the amplitude of the unwanted states decreases. Upon measurement, the probability of finding the marked state is much higher than any other element of the database. In the full algorithm the oracle would itself have to be a quantum database, but for the purpose of this demonstration it is considered a black box that performs the function |x → −|x .
This proof of principle experiment was conducted with two trapped 111 Cd + qubits giving a four element database [72] . The qubit levels are the magnetic field insensitive ground state hyperfine levels |F = 0, m F = 0 and |F = 1, m F = 0 . In this scalable demonstration magnetically insensitive 'clock state' qubits are used, as well as a configuration of the σ x gate that is insensitive to external phase drifts between gates [50, 55, 56] . Figure 26 illustrates a general overview of the algorithm for an arbitrary sized database. The first step is to initialize all the database elements to a known state, in this case the |0 ⊗n state. Here the (|xx ⊗n ) denotes that |xx is tensored with itself n times. A Hadamard gate is applied to put all of the database elements in an equal superposition, this makes all possibilities equally likely. Applying the oracle flips one of the database elements by 180
• , as shown in figure 26(b) . Two more Hadamard gates surrounding a phase gate implement the state amplification process, which increases the weighting of the marked state. The entire algorithm, from the oracle query on, is repeated for the integer closest to ( [73] , for N 1 this is approximately π √ N/4 times. If the algorithm is repeated too many times, then the weighting of the marked states begins to decrease while the weighting of the unwanted states increases. It is interesting to note that for four database elements, the marked state can be recovered with 100% probability. Figure 27 shows the experimental circuit to implement the algorithm for N = 4 search elements in the trapped ion system. The ions are first prepared in the |0 |0 state. A π /2 prepares the ions in the equal superposition state 1 √ 2 (|0 |0 + |0 |1 + |1 |0 + |1 |1 ), this pulse results in the same operation as the Hadamard gate in figure 26 and the resulting state is schematically shown in figure 26(a) . The oracle function is realized by creating a controlled-z gate from the σ x entangling gate, denoted by G MS in the figure. This is accomplished by applying the single qubit rotations (boxed in white inside the gray-shaded box) in figure 27 before and after the σ x gate. These operations transform the |11 state to the −|11 state. The black shaded boxes allow one to move the minus sign around to any of the four database elements because, for the oracle query to be effective, we need to be able to mark any of the four states and not just the |11 state. These are differential single qubit rotations that allow the qubits to be rotated 90
• out of phase with each other. The angles α and β determine which database element is marked. For example, to mark the |01 state the rotations R(π, π) and R(0, 0) would be applied to qubits 1 and 2, respectively, before the controlled-z gate is applied. After the controlled-z gate, the rotations R(π, 0) and R(0, 0) would be applied to the qubits 1 and 2, respectively. This sequence of rotations performs the operation 
and takes the state prior to entering the oracle,
(|00 − |01 + |10 + |11 ) directly following the oracle. Any of the four states could be marked in a similar fashion. The final entangling gate and single qubit rotations perform the state amplification process. For this case where the |01 state is marked, after the entangling gate the state of the system is 0|00 + 1|01 + 0|10 + 0|11 . All of the population is rotated into the |01 state and this state will be measured with 100% probability. This is a result of the interference between the entangling gate inside the oracle and state amplification process. This is the powerful phenomena that Deutsch recognized in 1985 [5, 6] . Figure 28 (a) shows the results of the algorithm. The states on the right-hand side of the graph are the state marked by the oracle and the graphs show the measured states. The marked state was recovered with 60% probability, on average. This considerably lower than the 100% possible for a four element database. This discrepancy is due to imperfections in the circuit. Each instance of the entangling gate has a fidelity of 80%, and since there are two entangling gates in the circuit, the best possible fidelity for this implementation could be 64%. As stated earlier, the main sources of decoherence during the gate are spontaneous emission from off-resonant coupling to the excited state and fluctuating ac Stark shifts from the Raman beams that drive the entangling gate [56] . Both of these can be reduced by increasing the detuning from the excited state during the gate operation. However, in this Cd ion system the total power is limited to only a few milliwatts due to the technical difficulties in generating 214 nm light. This detuning was chosen to give a reasonable gate speed as well as minimize the spontaneous emission rate. If more power was available, the detuning could be increased while maintaining a reasonable gate speed, and the gate fidelity could be much higher (see [56] for more details). One other source of error arises from ac Stark shifts during the differential single qubit rotations in the oracle query. It is estimated that this causes infidelities of roughly 5-10%.
The desired states (equation (18) ) are produced with a fidelity of approximately 80%. For this implementation the phases φ 0 , φ s1 and φ s2 are fixed before running the experiment by synchronizing the phase of the entangling gate to that of the microwave π/2 pulses [55] and then the two gates are synchronized to each other with a Ramsey experiment. This reduces the gate to a σ x coupling. The entire algorithm takes 20 pulses and ∼380 µs to complete, with the σ x gates being the most time consuming operations [72] .
Classically, Grover's algorithm is similar to a shell game where a marble is hidden under one of four shells and the participant is given one oracle query before guessing the location of the marble. In this way, the best classical outcome is 50% since there is a 25% chance for the query to give the correct location and 75% of the time the participant will need to choose from the remaining three choices giving P cl = 1/4 + 3/4(1/3) = 0.50. For Grover's algorithm, in an ideal case, the marble can be found in a single guess. In this way the classical limit was surpassed in this experiment as the marked state was recovered with an average probability of 60%.
Figure 28(b) shows the results of the algorithm with the final entangling gate omitted. In this case, the oracle is considered a black box function. The graphs show that the marked state is only recovered with an average probability of 42%, meaning that without entanglement, quantum superposition can do no better than classical means. This also allows us to determine the fidelity of the oracle operation. Since the rotations after the oracle create a Bell ) , determine which state is marked . The rest of the circuit (shaded in dark gray) amplifies the weighting of the marked state. The final step is to detect the ions with a CCD camera. For this algorithm a CCD camera must be used since the spatial information to distinguish the bright/dark from the dark/bright state is necessary. Figure from [72] .
state, there is a maximum probability of 50% to recover the marked state. The data show that the marked state was recovered with 42% probability, on average, inferring a fidelity of roughly 80% for the oracle. Another useful measure to gauge an algorithm's success is the mutual information that was discussed in section 2. The mutual information between the marking of the state and the measurement can be used to characterize the information content in the distributions. Classically the mutual information acquired after a single query of the oracle is H (x : y) = 0.25 log 2 (0.25) − 0.75 log 2 (0.75) = 0.81 bits, meaning, on average, 0.81 bits of information are gained upon measurement. The ideal quantum algorithm would yield two bits of information upon measurement. For the data in figure 28 (a) the mutual information is 0.44, so on average only about a half a bit of information is gained. Even though less information is gained per measurement than the classical case, the probability of finding the marked state in the experiment still exceeds the classical limit.
This section has reviewed the major entangling gate schemes and quantum algorithms implemented with phononmediated entangling gates in trapped ion systems over the last decade. More recently, researchers have entangled up to eight ions and have pushed the fidelities of the above entangling gates on a few ions past the 95% level [74] [75] [76] . A three qubit Toffoli gate was recently demonstrated [77] and newer theories are appearing for better ways to entangle ions, one in particular is to use magnetic fields to drive entangling gates instead of electric fields [78] . This moves the field ever closer to fabricating a scalable quantum computer capable of realizing nontrivial algorithms.
Outlook
Over the last 15 years trapped ion experiments have realized all of the basic requirements to fabricate a quantum computer. Trapped ions possess an unparalleled level of control and coherence compared with other systems. Small algorithms have been achieved and entanglement fidelities are now well above 95% for small numbers of ions [15, 76] .
The biggest challenge left for ion traps is to scale up to a higher number of qubits. This will require more complex trap structures that have different zones for trapping, logic operations and storage [46] . Currently, researchers are approaching this goal from a few different directions. One route is to make three-layer traps, similar to the one shown in figure 2(c), but instead of one trapping zone the newer traps have multiple trapping regions through which the ions can be shuttled for various qubit operations. Although these traps have been fabricated and demonstrated to work [15] , there is a high degree of difficulty in physically making all of the connections, and this only becomes more tedious as the number of electrodes increases. An easier approach is to use microelectromechanical systems (MEMS) technology as the ion trap can be etched from a single grown semiconductor structure [79, 60, 61] . This alleviates the need to laser machine and hand align separate layers and also allows for a faster trap turn around time since only the etching mask needs to be changed in order to fabricate a new trap geometry. Future traps may also employ integrated optics for directing laser beams to the various trap regions as well as optical interconnects to couple distant ion collections [80] [81] . Although one of the concerns that arises with these smaller trapping structures is unwanted ion heating. As the ion traps become smaller closer attention will have to be paid to prevent heating of the ions due to fluctuating patch potentials that were previously discussed (see section 3.7).
To date trapped ion quantum computers have demonstrated approximately fifty coherent operations. Although this is enough to show proof of principle experiments, it is not enough to show scalable non-trivial quantum computations. A fully operational quantum computer capable of solving classically intractable problems would require thousands of qubits and on the order of one million qubit operations. A big step in this process is the ability to implement error correction protocols. Error correction involves encoding the physical qubit's information in a redundant way, such that if there is an error, the original information can be recovered (decoded) [3] . Faulttolerant quantum computing sets an error threshold, and as long as the individual operations remain below this threshold, the Figure 28 . (a) Output of the algorithm. The conditional probability of measuring each of four output states given one was marked is shown in sequence from top to bottom |00 , |01 , |10 , |11 . Each of the four data sets shows the distribution of measurements averaged over 500 trials. The marked state was recovered on average with 60(2)%, compared with unit probability for the ideal quantum algorithm and 50% for the best possible classical algorithm. (b) Output of the algorithm without the final entangling gate. This shows that the fidelity of the oracle is about 80%. Each of the four data sets was also averaged over 500 trials. The experimental average to recover the marked state is 41(2)% with the theoretical limit of 50%, both of which are less than the 60% from (a). The quoted errors are statistical. Figure from [72] .
computation will be successful. It is expected that error thresholds between 10 −4 and 10 −2 will be necessary for fault-tolerant computing [82] [83] [84] . Recently, experimentalists at the University of Innsbruck implemented a M-S gate approaching faulttolerant limits with a fidelity of 99.3(1)% [76] . Other recent experiments show that error correction protocols are possible, and though not yet at the fault-tolerant limit, it is a feasible goal in the near future [85] . In the mean time, trapped ion quantum computers with their current capabilities may lend themselves to other applications.
One ground breaking application of ion trap quantum computing is to use quantum logic spectroscopy for an atomic clock [86] . It has long been thought that 27 Al + would be a good atomic clock standard because of the narrow transition linewidths and small systematic shifts of the triplet P states. However, the unfavorable transition between the 1 S 0 and 1 P 1 states at 167 nm makes laser cooling and detection difficult as this is a arduous color of light to generate. Recently, researchers at NIST in Boulder, CO have used entanglement between a trapped 9 Be + ion and a trapped 27 Al + ion to cool, initialize, and readout information in the 27 Al + ion to produce an atomic clock that rivals the current Cs time standard [87] . Using the collective motional mode to entangle the 9 Be + and 27 Al + ions, they were able to show a fractional uncertainty of 5.2 × 10 −17 in the ratio between a Hg + and Al + atomic clock.
The ratio had to be taken with respect to the a Hg + ion clock because the current Cs atomic clock is limited to an uncertainty of 3.3 × 10 −16 [87] .
Perhaps the most immediately significant application of trapped ion quantum computing is for quantum simulation (QS). Quantum simulation was first introduced by Richard Feynman in 1982 [4] and proved possible about 10 years later by Seth Lloyd [88] . In quantum simulation one well controlled, well understood quantum system is used to simulate another, more complicated quantum system. QS on a classical computer would require exponential resources, but for a quantum computer the necessary resources are proportional to the number of variables being simulated, this holds as long as the interactions are local [88] . QS is an intriguing field of study right now because the requirements to implement a simulation are considerably reduced compared with quantum computing (QC). Unlike QC, QS does not require operations to be completely coherent, nor does it require precise phase knowledge of the qubits between operations. In fact, a QS is possible with only tens or hundreds of operations and not the millions needed for QC. At the present time, this is easily within reach for trapped ion quantum computing experiments. Trapped ions have the advantage that, even though the ions are confined in a linear chain, any distant ions can be coupled through the collective motional mode and the system is not limited to nearest neighbor interactions. Even with only a few trapped ions, fundamental unsolved problems such as magnetic frustration can be simulated [89, 90] . Research in this area could lead to revolutionary discoveries about currently unknown, and impossible to simulate classically, condensed matter phenomena such as magnetism, high temperature superconductors and supersolids.
