We derive the equations governing static, spherically symmetric vacuum solutions to the Einstein equations, as modified by the frame-dependent effective action arising from trace dynamics. We give analytic and numerical results for the solutions of these equations, first in polar coordinates, and then in isotropic coordinates. General features of the static case are that (i) there is no horizon, since g 00 is non-vanishing for finite values of the polar radius, and only vanishes (in isotropic coordinates) at the internal singularity, (ii) the Ricci scalar R vanishes identically, and (iii) there is a physical singularity at cosmological distances. The large distance singularity may be an artifact of the static restriction, since we find that the behavior at large distances is altered in a time-dependent solution using the Mc Vittie Ansatz.
I. INTRODUCTION
In a recent paper [1] , one of us (SLA) analyzed the consequences of introducing gravitation into the framework of trace dynamics pre-quantum mechanics [2] . In this framework the metric must be incorporated as a classical, not a matrix-valued, field, with the source for gravity the exactly covariantly conserved trace stress-energy tensor of the matter fields. Corrections to the classical gravitational action induced by the dynamics of the matrix-valued matter fields were studied, by examining the average over the trace dynamics canonical ensemble of the matter field action, in the presence of a general background metric. Using constraints from global Weyl scaling and threespace general coordinate transformations, this analysis showed that to zeroth order in derivatives of the metric, the induced gravitational action in the preferred rest frame of the trace dynamics canonical ensemble must have the form
with D i defined through the co-factor expansion of (4) g by (4) g/ (3) g = g 00 + g 0i D i , and with A(x, y, z) a general function of its three arguments. For non-rotating metrics, with g 0i = D i = 0, the effective action simplifies to
with A 0 = A(0, 0, 0) a constant. This action has "chameleon-like" properties: For the Robertson-Walker cosmological metric, it exactly reduces to a cosmological constant action, with the cosmological constant Λ related to A 0 and the gravitational constant G by
but for the Schwarzschild metric it diverges as (1 − 2M/r) −2 near the Schwarzschild radius, suggesting that it may substantially affect the horizon structure.
Our aim in the present paper is to continue the analysis of the static, spherically symmetric case, by deriving and solving the differential equations governing spherically symmetric Schwarzschild-like solutions in the preferred rest frame for the effective action.
In Sec. II we analyze the equations in standard polar coordinates, marshalling both analytic and numerical results. In Sec. III we study the related equations that describe the Schwarzschild-like solutions in isotropic coordinates. In Sec. IV we extend our results to the time-dependent case, focussing on the McVittie Ansatz which, as in the static case, can be analyzed by solving ordinary differential equations in a radius-like variable. Notational conventions and extensions of our discussion are given in Appendices.
Our results show that, as anticipated, the effective action substantially changes the horizon structure. At macroscopic distances >> 10 −17 M cm from the nominal horizon (with M the black hole mass in solar mass units) the solutions closely approximate the standard Schwarzschild form, until cosmological distances are reached, where the static solutions have a singularity. Within 10 −17 M cm from the nominal horizon, the behavior of g 00 changes,
with g 00 remaining non-vanishing until the internal singularity is reached. When quantum mechanics is taken into account, this behavior could have implications for the black hole "information paradox". Time-dependent solutions in the McVittie Ansatz are very sensitive to initial values and integration details. Subject to uncertainties which we discuss, there may be solutions which have similar horizon behavior to the static case, but in which the large distance singularity is pushed out to super-cosmological distances for black hole masses of astrophysical interest.
II. SCHWARZSCHILD-LIKE SOLUTIONS IN STANDARD POLAR COORDINATES
A. Modified Einstein equations for the static, spherically symmetric metric
The standard form for the static, spherically symmetric line element is (ds) 2 = B(r)(dt) 2 − A(r)(dr) 2 − r 2 (dθ) 2 + sin 2 θ(dφ)
corresponding to the metric components g tt ≡ g 00 = B(r) , g rr = −A(r) , g θθ = −r 2 , g φφ = −r 2 sin 2 θ .
Since we have g 0i = g i0 = 0 , D i = 0, we can use the simplified form of the induced action given in Eqs. (2) and (3) . Substituting g 00 = B(r), we get
Varying the spatial components g ij of the metric, while taking δg 00 = δg 0i = 0, and writing
we find from Eq. (6) that the spatial components ∆T ij are given by
Thus the Einstein equations for G rr and G θθ are modified to read
with the equation for G φφ proportional to that for G θθ .
From the expressions for G tt , G rr , and G θθ , with ′ denoting d/dr, and with A ≡ A(r) and B ≡ B(r) in Eqs.
(10) -(11),
we find the linear relation (the Bianchi identity)
When G µν is replaced in this equation by the covariantly conserved ∆T µν it must also be satisfied, so for the conserving extension ∆T tt of ∆T rr and ∆T θθ defined in [1] we find (see also Appendix B)
giving as the modified equation for G tt
The differential equations derived in the subsequent analysis proceed from the equations for G rr and G θθ , but we will use the G tt equation in deriving the value of the curvature scalar R.
B. Comparison with the Schwarzschild-de-Sitter equations and metric
Before proceeding to study Eqs. (9), we first examine the analogous equations that would be obtained from an ordinary cosmological constant, which correspond to replacing B(r) 2 by unity in Eqs. (6) -(9). This gives the Einstein equations
As is well known, this system of equations can be solved by making the Ansatz A(r) = C/B(r), with C a constant, which implies that A ′ /A + B ′ /B = 0. Substituting this, the G θθ equation reduces to
and the G rr equation takes the form
Differentiating Eq. (16) once we get
which when subtracted from Eq. 
C. Reducing the effective action equations to a second order differential equation for B(r)
We now return to Eqs. (9), for which we cannot use the simplifying Ansatz A(r) ∝ 1/B(r). We proceed by first solving the G rr equation for A,
from which we find
Substituting these equations into the G θθ equation, and doing some algebraic simplification, we get the second order, nonlinear differential "master equation" for B,
Often in the literature, the A and B functions for the static spherically symmetric metric are rewritten in exponential form as
In terms of the functions F, H, the equation relating A to B is
and the differential equation for F is
D. Exact particular solutions of the master equation
We have not succeeded in finding an analytic general solution to the master equation, but it is easy to find two exact particular solutions. The first is obtained by noting that B ′′ + (2/r)B ′ and B ′ r + B both vanish for B = R/r with any value of the constant of integration R. Hence
is an exact particular solution of the master equation. The second is obtained by trying the Ansatz B = CΛ 1/2 r. The Λ and r dependence then cancel out of the master equation, leaving an algebraic equation
which simplifies to C 2 + 7 = 0, and so
is a also a particular solution of the master equation.
E. Leading perturbative correction to the Schwarzschild metric
Since the observed cosmological constant Λ is very small, it is useful to develop Eqs. (21) and (24) in a perturbation expansion in Λ. To do this we write
with B (1) and F (1) coefficients of the terms of first order in Λ. Substituting these expansions into Eqs. (21) and (24) we find the following equations governing the first order perturbations. For B (1) we have
and for F (1) we have
These equations are readily integrated; the F (1) equation is easier to integrate "by hand", but we have also solved both using Mathematica and cross-checked the results. For F (1) we find
where we have introduced the constants of integration as scale factors M 1 , M 2 in the logarithms. (These correspond to small renormalizations of the 1 and 2M/r terms in the zeroth order solution, and could be omitted.) The corresponding expression for B (1) follows from the final line of Eq. (28). Writing
expanding Eq. (23) to get
and using Eq. (31), we get the corresponding expression for H (1) ,
Near the Schwarzschild metric horizon at r = 2M , the leading corrections to A and B are
while for large r, the corresponding leading corrections are
F. Dimensionless forms of the master equation
To further analyze the master equation, it is convenient to put it in dimensionless form by scaling out the dimensional constant Λ. Defining
we find that b(x) satisfies the differential equation, with ′ denoting now d/dx,
This equation can be rewritten in the form
which exhibits the pole structure of the coefficients. An examination of the numerators in Eq. (39) shows that they do not have Painlevé equation form [3] ; this will be confirmed below when we show that the solution has a movable square root branch point.
Alternative forms of the master equation can be obtained by various changes of dependent variable. If we write w = xb ′ + b, then the equation takes the form
which expresses the master equation as a system of two first order equations. If we write b(x) = xf (x), the equation takes the form
while writing c(x) = xb(x) the equation becomes
Returning to Eq. (38), the master equation simplifies in two limiting regimes. In the large x regime, where
which can be rewritten as
In the small x regime, where x 2 << b 2 , it simplifies to
In between the large x and small x regimes, there is a regime where b ≃ x. To study the behavior here, we
, and substitute into Eq. (38), giving
G. Large and small x behavior
We proceed now to examine the large and small x behavior. By making the change of dependent variable [3] b = 1/W , Eq. (44) is transformed to the linear equation
which has the general solution
corresponding to
Since this shows that b → 0 as x → ∞, the condition x 2 >> b 2 used to simplify the master equation in the large x regime is obeyed.
We have not been able to find an exact integral for Eq. (46) (or for the general master equation), so we look for the leading power behavior. Substituting the Ansatz b = Cx λ into Eq. (45), we find
Hence λ = −1 gives one possible small x behavior. If λ − 2 < −λ, that is, λ < 1. the first term in brackets dominates at x = 0, and gives the condition λ = 0, which is consistent with the condition λ < 1, giving a second possible small x behavior. If λ > 1, the second term in brackets dominates at x = 0, and gives the condition λ = −3, which is not consistent with λ > 1, and so does not give an additional small x behavior, which is expected since a second order equation should have only two undetermined constants of integration. So the leading small x behavior is
which is consistent with the condition b 2 >> x 2 used to simplify the master equation in the small x regime. To study the possible presence of zeros of b, we note that in the vicinity of a zero of b at x = a we must have x 2 >> b 2 , and so we can use the large x approximation to the master equation given in Eq. (44). Substituting the
in other words To study the possible presence of infinities of b, we note that in the vicinity of an infinity of b at x = a, we must have b 2 >> x 2 , and so we can use the small x approximation to the master equation given in Eq. (46).
Substituting the Ansatz b = C(x − a) λ , with λ < 0, we find
in other words
Since by assumption λ < 0, the dominant term is the one with exponent λ − 2, giving the condition λ(λ − 1) = 0.
This requires either λ = 0 or λ = 1, both of which are inconsistent with the condition λ < 0 needed for an infinity of b at x − a. Hence b cannot become infinite in the interval 0 < x < ∞.
Next, we study the behavior of b near where b(x) crosses x, using Eq. (47). Substituting the Ansatz d = C(x − a) λ , with λ ≥ 0 (since b cannot be infinite at x = a), we find
Equating the coefficient of the leading term (x − a) λ−2 term to 0, we find the condition λ(2λ − 1) = 0. The root λ = 0 corresponds to b(x) = x + C, which does not cross x, while the root λ = 1/2 corresponds to a crossing behavior of
which has a square root branch cut starting at x = a. So for x < a, the solution b becomes complex, with a twosheeted Riemann sheet structure. As a check, we note that for λ = 1/2, all of the terms indicated as subdominant in Eq. (57) have exponents greater than λ − 2 = −3/2, and so are indeed subdominant. An alternative way to get the same results is to make the Ansatz that at x = a, d is finite but d ′ and d ′′ are infinite. Then Eq. (47) simplifies to the differential equation
that is (dd ′ ) ′ = 0, which has the general solution Next, we show that b can have local minima or maxima in the interval 0 < x < ∞. At a generic point x = a where b has zero slope, the power series expansion for b takes the form
Multiplying Eq. (38) through by xb(b 2 − x 2 ), which turns it into a polynomial equation, substituting Eq. (60) for b and using Mathematica to expand in powers of x − a, we get the conditions
So a and c function as the two expected constants of integration, and the rest of the coefficients are determined Finally, we use the same series expansions to show that at points of inflection where b ′′ = 0, the slope b ′ < 0.
To see this, substitute b = c + ℓ(x − a)a into Eq. (38), giving at x = a the quadratic equation for ℓ
Since all coefficients in this equation are positive, it cannot have roots with positive or zero ℓ, so the roots must have ℓ negative (or complex). This is a clue to what we found above, that where the small x regime merges into the solution for larger x, b ′′ must have a singularity, since a point of inflection with b ′′ = 0 and b ′ > 0 is not allowed.
I. Qualitative form of B and b, and discussion
Drawing on the results of the previous subsections, we can give a qualitative sketch of the form of the solution to the master equation. We assume that the two constants of integration are chosen so that when Λ → 0, the solution approaches the Schwarzschild solution B = C − 2M/r with the conventional choice of the first constant of integration C = 1, leaving only the second constant of integration 2M as a parameter. We first give our sketch in terms of g 00 (r) = B and r, and then restate it in terms of g 00 (x) = b and the rescaled radius variable x. Because B can have no zeros at finite radius, B is always positive, and we assume that are no "extra wiggles" resulting in more maxima/minima than required by our above analysis. In particular, we assume (as is verified by the numerical solution) that when b(x) crosses x at large x, the slope is b ′ (x) = −1, allowing the soution to be regular.
There are four distinct regimes, moving inward from r = ∞: (III) The immediate vicinity of the Schwarzschild horizon, which according to the most singular term of the
cm for a solar mass black hole, and ∼ 10 −7 cm for a 10 10 solar mass black hole). Here B becomes complex, with a square root branch point, and |B| is repelled from the B = 0 axis, since B cannot be zero, and turns upward, so in region (III) or in the transition to region (IV), there must be a local minimum of |B|.
(IV) The regime of small r, where r << 2M . Here B is complex and |B| approaches +∞ as a constant times
In terms of the dimensionless radius variable x, the four regimes are:
(IV) The small x regime, x << Λ 1/2 M .
These are sketched qualitatively in 
with x 0 corresponding to the point at which the the rescaled large r solution of Eq. (36), 
Where the descending solution b crosses the line b = x, the slope b ′ (x) = −1, which is what allows the solution to be regular. The log log plot clearly shows the x −6 behavior at large x. As the rescaled mass M Λ 1/2 approaches zero, the solution approaches a universal mass-independent curve, given in Fig. 4 , which has large x behavior
K. Vanishing of the curvature scalar R
From the numerical work, we found strong evidence that the curvature scalar R for the master equation solution is identically zero. We give here two algebraic proofs of this interesting result.
The first starts from the expression for −R in terms of the Einstein tensor
where
together with Eqs. (9) and (13), we get
A second way to see that R = 0 is to calculate R in terms of the function c(x) = xb(x) introduced in Eq. (42),
Rewriting the Eq. (42) as
we see that this equation is just a factor of Eq. (69), and so R vanishes.
L. The cusp is a coordinate singularity, but not a physical singularity
To study the nature of the cusp at x = a, we solve the master equation in a power series expansion around
The first two coefficients a and c are the two constants of integration, and the remaining coefficients are determined in terms of them, for example
From these expansions we have calculated R µν R µν and R µνλσ R µνλσ in expansions around the cusp,
The first of these follows from the Einstein equations by a calculation similar to that used above to show that
However, letting D denote the proper distance, we have
From the series expansion for b, we find from Eq. (19) that
Hence
and so d(R µν R µν )/dD is finite at x = a, and similarly for other physical curvature quantities. This argument is easily extended, by induction, to show that for all n, (d/dD) n of all physical quantities is finite at x = a, and so the coordinate singularity at x = a is not a physical singularity.
M. Physical singularity at x = ∞ From Eq. (74), together with the x −6 behavior of b(x) at infinity, we see that the curvature scalar R µν R µν becomes infinite at x = ∞,
where we have used the asymptotic form of the M Λ 1/2 → 0 limiting solution of Fig. 4 . This physical singularity is only a finite proper distance D from the origin, as seen by using Eq. (75) which gives
Using the limiting solution to evaluate the integral, we get
So recalling that Λ = 3H 2 0 Ω Λ ≃ 2H 2 0 , with H 0 the Hubble constant and Ω Λ ≃ 0.7 the dark energy fraction, we see that
indicating that the physical singularity lies at a cosmological proper distance from the origin.
III. SCHWARZSCHILD-LIKE SOLUTIONS IN ISOTROPIC COORDINATES
We turn next to an examination of static, Schwarzschild-like solutions in isotropic coordinates. These coordinates are of intrinsic interest in their own right, and are also needed below in formulating the McVittie Ansatz used to discuss the time-dependent case. We write the isotropic coordinate line element in the form
where the use of square brackets indicates that these are different functions A, B of a different radial variable from those appearing in Eq. (4). The effective action Einstein equations for G rr and G θθ now read
with the equation for G φφ proportional to that for G θθ . Using the Bianchi identity for this metric, or a simpler covariant conservation argument that applies for static, diagonal metrics given in Appendix B, we find the Einstein equation for G tt to be
From the previous two equations we find that the curvature scalar R is
which implies that
Combining Eqs. (82) and (85), we get the following system of second order differential equations for A and B,
Before solving these numerically, we first determine the leading order perturbation corrections in Λ. Taking the zeroth order solution to have the standard isotropic Schwarzschild form
adding order Λ corrections by writing
substituting into the right hand side of Eq. (86) and integrating twice using Mathematica, we find
We have omitted constant of integration terms in the logarithms, since these are renormalizations of the r and M terms in the zeroth order solution. For the leading large r terms of A and B, these give
however, we found that this approximation to Eq. (89) was not sufficiently accurate to use to provide initial data for solving the differential equations.
At this point it is convenient to introduce dimensionless variables by rescaling A, B, r, and M by a factor of Λ 1/2 , or equivalently, making the replacements Λ → 1, r → x = Λ 1/2 r, M →M = Λ 1/2 M . This gives as the set of equations to be solved Eq. (86), with the primes now denoting differentiation with respect to x, and with the leading order solution given by the rescaled zeroth plus first order solution of Eqs. (87) -(89). We use this leading order solution to impose initial conditions for the Mathematica differential equation integrator at a point x 0 , which we took for convenience as (M ) 1/2 . We found that the results were insensitive to changing this value of x 0 by a factor of 10 in either direction (this was not the case when we tried to use the large r approximation of Eq. (90) to set the initial conditions).
We give sample results for a rescaled massM = 10 −6 in Fig. 5 and x lower is denoted by xmin.) As we changedM , x lower varied as approximatelyM /2 and x upper was approximately constant to three decimal places. We interpret the singularity at x upper as the singularity at ∞ found in polar coordinates, and the singularity at x lower as the singularity within the black hole. This interpretation is supported by two pieces of evidence. First, when we use isotropic coordinates to compute the proper distance between the singularities, it is in excellent agreement with the value D = 0.927371Λ −1/2 found in Eq. (79) for the proper distance from r(polar) = 0 to r(polar) = ∞, computed using the zero mass limit of the b equation. Second, when we plot
2 /x, we see that for x − x lower > 10 −10 it is a monotone increasing function of x, rising from a very small value near x lower to a very large value at x upper . Numerically, we found the flat minimum of x(polar) to be approximately 2M , that is, it is 2 × 10 −6 for the plot of Fig. 6 . This nonzero minimum value, and the rise in x(polar) below x − x lower = 10 −10 , may be reflections of residual inaccuracies in the initial conditions supplied to the differential equation solver and/or in the numerical integration itself, but this needs further study.
The plots of Figs 5 and 6 show that there is no horizon between x lower and x upper , in agreement with our polar coordinate results that g 00 never vanishes, and that the cusp found in polar coordinates is a coordinate, not a physical singularity. Thus the modified effective action static, spherically symmetric Schwarzschild-like solution has very different properties, near the putative black hole horizon, from the Schwarzschild metric.
IV. TIME DEPENDENCE
In the rest of this paper, we will explore whether the bad large distance behavior of the solution of the effective action equations is a reflection of the restriction to a static solution. The reason for suspecting this is that when the effective action is used with the standard Roberston-Walker line element [1] , it gives the usual time dependent cosmological solution. Since the effective action is invariant only under time-independent coordinate transformations, one cannot proceed by applying a time-dependent coordinate transformation to the static solution.
Instead, one must study ab initio time dependent solutions to the effective action equations.
A. Time-dependent generalization of the effective action
In turning to time-dependent solutions of the effective action equations, a complication arises, in that when time-dependent metrics are allowed, the form of the effective action changes. When g 0i = 0, the general form of the effective action that is invariant under three space general coordinate transformations, and general spatially dependent Weyl transformations, is
with F (u) a general function of its argument subject only to the restriction F (0) = 1. It is easy to construct examples such as a Gaussian F (u) = exp(−Ku 2 ), with g 00 (z) = log(z/a)/ log(z/b), a < b, z = r exp(Ht), ∂ 0 g 00 /g 00 = H(log a/b)/(log z/a log z/b) , to see that the presence of F can make a substantial difference in the nature of the solutions to the effective action equations. However, since F is not known, we will not pursue this route, and instead will look at time-dependent solutions to the effective action equations with F ≡ 1. Moreover, we will not study solutions that involve partial differential equations in r and t, but instead focus on a class of time-dependent solutions, first studied by McVittie [4] , that reduce to a system of ordinary differential equations in a variable z = r exp(Ht) that contains both r and t dependence.
B. Generalized McVittie solution for a de Sitter universe
We turn now to an examination of time dependent, spherically symmetric solutions to the effective action equations, focusing on the Ansatz introduced by McVittie [4] which leads to a set of ordinary (rather than partial) differential equations. In this section we assume an exponentially expanding de Sitter cosmology; equations (but not numerics) for the general Roberston-Walker cosmology are given in Appendix C. The line element for the McVittie Ansatz is based on isotropic coordinates with an exponential expansion factor included, in the form
with H related to the cosmological constant by
We define a composite variable z by
so that A and B are functions of the argument z. We work with only the G rr and G θθ equations, since as discussed in Appendix B, finding the conserving extension of ∆T ij in this case requires solving differential, rather than algebraic, equations. After some algebraic rearrangement, the G rr and G θθ equations can be put in the form
The factor f takes the value f = 1 for the modified effective action of interest here, and the value f = g 2 00 = B 4 /A 4 for a standard cosmological constant action (the case solved by McVittie with H 2 = Λ/3). From 3 times the first of Eqs. (96) added to z times the second, we get the simpler equation
The first equation of Eqs. (96) can be solved for A ′′ in terms of A, B, A ′ , B ′ , and Eq. (97) can then be used to get a similar equation for B ′′ , which can be used as input to a differential equation solver.
Before turning to numerical solutions, we first calculate analytic approximations to the equation system in the small z and large z regimes. For small z we make a perturbation expansion in the parameters Λ and H 2 . Writing H 2 = ξΛ, the perturbation parameter is Λ. Taking as the zeroth order solution
we write
The left hand sides of Eqs. (96) become, to first order in Λ,
Diffentiating the right hand side of the first line of this equation with respect to z, it becomes
giving an independent linear combination of A (1)′′ and B (1)′′ from that appearing in the second line. Combining
Eqs. (99) and (100) with Eq. (96), factoring away Λ, and solving for A (1)′′ and B (1)′′ , we get as the perturbation equations
with A and B on the right the leading order solutions A (0) and B (0) given above, and with X on the right the leading order part
Carrying out the differentiation in the ξ term and simplifying, we get as the equations to be integrated
A 9 z 4 B 4 + 3ξA 5 4z 4 , Mathematica, we find (again omitting constant of integration terms in the logarithms)
We note for future reference that the leading terms at large z of A (1) and B (1) are respectively z 3 /6 and −z 3 /6.
We next give a second way of approximating Eqs. (96), which we now rewrite as Eq. (97), together with a second independent linear combination, where we have set H 2 = Λ/3,
As in our handling of the static isotropic case, we again introduce dimensionless variables by rescaling A, B, r, and
M by a factor of Λ 1/2 , or equivalently, making the replacements Λ → 1, r → x = Λ 1/2 r, M →M = Λ 1/2 M . This leavesM as the small parameter in the problem, so we look for a perturbation solution around the RoberstonWalker cosmological solution A = B = x as modified by the presence of a point mass. Thus we now make a perturbation expansion in the form
(105)
It will be convenient to define sum and difference perturbations
From Eq. (97) we find
and from Eq. (104) we find
with c 1 through c 4 numerical constants that can depend onM through matching to the solution for x << 1.
From these solutions we learn two interesting facts. First, neglecting the termM c 1 x (which is a renormalization of the leading solution x), for large x the metric component g 00 behaves as
Depending on the magnitudes and signs of c 2 and c 3 , either B vanishes or A vanishes for large enough x, that is, either g 00 vanishes or g 00 becomes singular. If the x 3 term dominates, this will occur at
while if the x λ + term dominates, this will occur at
Thus in either case, asM approaches zero, providedM c 2 andM c 3 also approach zero, the large-x singularity found in the static case runs off to infinity, when time dependence is allowed through the McVittie Ansatz. Since values of M of astrophysical interest are very small, the problem found in the static case can move off to super-cosmological distances x >> 1.
Second, we note that the leading terms of the Λ perturbations, which we saw were ±Λz 3 /6, after rescaling by Λ 1/2 become ±Λ 3/2 z 3 /6 = ±x 3 /6, which do not match the leading x 3 termsM c 2 x 3 in Eqs. (108) and (110). Hence if there is a continuous solution linking the small-x and large x regions, in between them there must be a transitional region, where the x 3 term strongly decreases in magnitude. Since we do not have an analytic approximation to the behavior in this region, in using the Λ perturbation to furnish initial data at a point x 0 , we must take care
to choose x 0 << 1. We must also take x 0 >>M since the perturbation expansion becomes singular at x = 2M .
In sum, the point x 0 at which perturbative initial data is imposed must lie in the rangeM << x 0 << 1. (An alternative possibility to having a continuous solution linking the small-x and large x regions, which we will discuss further in the next section, is that all solutions starting in the small-x region become singular before the large x region is reached.)
C. Numerical results for the McVittie Ansatz
We turn now to numerical results for the generalized McVittie solution for the de Sitter universe. We find the numerical solution to the McVittie equations to be very sensitive to truncation errors, and beyond this, to the choice of initial conditions and integration parameters. To minimize the effect of truncation errors, we rewrite the equations for A and B in terms of new dependent variables f and g (which up to a factor ofM are the same as the variables σ and δ used in the analysis of Eqs. (105) -(110)),
Scaling Λ out of the equations by setting Λ = 1 and setting H 2 /Λ = 1/3, we then algebraically cancel out the numerator terms that contain only z; this is possible because as noted above, for H 2 = Λ/3, we know that 
In terms of the f and g variables, the square bracket in this equation becomes
which is second order in small quantities except for the first order terms f −zf ′ . However, the order (0) contribution to f is zero, and in the order (1) contributions theM -independent terms ±z 3 /3 and ±z 2 /2 cancel. As a result the first order terms f − zf ′ are also very small, and so the change of variables of Eq. (114) succeeds in reducing truncation errors. The algebraic rearrangement of the rest of Eq. (96) is complicated enough that it had to be done by Mathematica, so we won't write down the explicit formulas.
Even with minimization of truncation errors, the solution of the generalized McVittie equations is very sensitive to the point at which the initial values are imposed, and to integration parameters that control the distribution of integration points. We do not know whether this is because the system of equations exhibits chaotic behavior, or because the Mathematica integrator is giving deceptive results. We find two general classes of solutions: (i)
solutions that become singular at values 0.001 < x cutoff < 0.1 of the rescaled variable x, which lie in the transitional region between the small x and large x regions discussed in the previous section, and (ii) solutions that are wellbehaved all the way from the small x region, through the transitional region, out to values x cutoff > 10 which lie in the large x region. Even though we cannot establish that the latter solutions are true solutions of the differential equations, and not an artifact of the Mathematica integrator, for completeness we give results from a typical solution of type (ii).
For this solution, we choose the same mass parameter as in the static isotropic case,M = 10 −6 , and apply the zeroth plus first order Λ perturbation series as initial conditions at x 0 = 0.55 × 10 −3 (a point of somewhat greater stability than x 0 = 10 −3 ). We use the Mathematica integrator NIntegrate with Precision and Accuracy goals 6, and with the maximum of the integration range xmax = 90. With these choices, the qualitative results are stable for x 0 in the range from x 0 = 0.50 × 10 −3 to x 0 = 0.60 × 10 −3 , but the location x cutoff of the large x singularity is highly sensitive to the choice of x 0 (varying from ∼ 26 to ∼ 89 over this range). The results are also sensitive to variation of xmax, which affects the distribution of integration points. The qualitative results are stable for xmax in the range 85 to 95, again with the location x cutoff of the large x singularity highly sensitive to the choice of xmax (varying from ∼ 11 to ∼ 89 over this range). As long as the integration minimum is smaller than x 0 , the results for x > x 0 are not sensitive to where the minimum is placed. So effectively, the solutions are governed by two continuum parameters xmax and x 0 , and it would be interesting to find a way to map out the distribution of type-(i) and type-(ii) solutions in the xmax-x 0 plane. For the particular solution shown in the graphs, x cutoff ≃ 89.3, and the proper distance integral ie
In Figs solution (solid line) as compared with −(c3 x λ + + c4 x λ − ) (dashed line). (In these, and subsequent plots, the absicssa is x − xmin, with xmin = 5 × 10 −7 =M /2, corresponding to the choice made in the static istropic plots.)
The good agreement of the large x computational results with the analytic large x prediction indicates that the differential equation solver is giving reliable results for x > 0.1, but this does not rule out the possibility that the integrator is jumping over a singularity lying below x = 0.1.
In Figs. 9, 10, and 11 we give plots that can be compared with Figs. 5 and 6 of the static isotropic case. In Fig.   9 we plot g 00 out to large x, showing that the singularity has moved from ∼ 0.83 of the static isotropic case to ∼ 89 when time dependence is included. In Fig. 10 we plot g 00 out to x = 1, for comparison with the static isotropic case shown in Fig. 5 , and in Fig. 11 we plot the polar coordinate radius x(polar) = A[x] 2 /x for comparison with We conclude that (i) introducing time-dependence significantly changes the static solutions studied earlier, and
(ii) subject to the caveats discussed above, there may be smooth solutions that interpolate between a Schwarzschildlike solution at short distances, and a solution that has g 00 = 1 out to super-cosmological distances. Writing F = F − 1/g 2 00 + 1/g 2 00 , and using the fact that ∇ µ g µi = 0, for a diagonal metric this becomes
with Γ λ µν the affine connection and no sum on i, giving an algebraic equation for F . Since for a diagonal, static metric Γ i 00 = −(1/2)g ii ∂ i g 00 , again with no sum on i, Eq. (B2) becomes 
with the dot denoting differentiation of R(t) with respect to t, while Eq. (97) is unchanged. From the Friedmann equations for a spatially flat (k = 0) matter dominated universe, the expressions involving R(t) after scaling out Λ can be evaluated as
with Ω Λ the dark energy fraction. 
which can be integrated to give corrections to the zeroth order solutions for use as initial values in solving the A and B differential equations.
The quantities (4) g, (3) g, and D i are given by 
and with the other components of D i equal to zero.
Varying the spatial components of the metric, we get
with ∆T 
with xx denoting either rr, θθ, or φφ. For ∆T 2 , we find for xx either rr or θθ,
and
