Abstract. In many engineering applications, the investigation of the vibro-acoustic response of structures is of great interest. Hence, great effort has been dedicated to improve methods in this field in the last twenty years. Classical techniques have the main drawback that they become unaffordable when high frequency impact waves are considered. In that sense, the Energy Finite Element Analysis (EFEA) is a good alternative to those methods. Based on an approximate model, EFEA gives time and locally space-averaged energy densities and has been proven to yield accurate results.
Introduction and Motivation
In many engineering applications, it is important to be able to compute the acoustic response of built-up structures. This is of particular interest in structural-acoustic design where noise control is desirable. At high frequency, wavelenghts are small compared to the size of the domain, which yields prohibitively large computational costs using standard techniques. Moreover, the response is highly dependent on the space location and frequency. This phenomenon may prevent from catching the general behavior of the structure. For these reasons, it is necessary to develop methods that are able to predict average results.
The most widely used method is the Statistical Energy Analysis (SEA) [6, 13] . In SEA, the first step is to divide the whole system in subsystems consisting of similar resonant modes. Then, the different subsystems are coupled assuming that the difference in their modal energies is proportional to the power flow. The proportionality constants are related to the coupling loss factors. However, the assumptions considered to derive such method does not allow to capture spatial variation within a subsystem. Moreover, the input data are usually not consistent with the geometry data bases. Two other exact methods, the General Energetic Method (GEM) and the Simplified Energy Method (SEM) [11] , can be used to predict the energy behaviour of structures.
Energy Finite Element Analysis
The prediction of vibro-acoustic response is of interest in many engineering applications. However at high frequencies, classical techniques are no more affordable. In fact, when the wavelenghts are short, the mesh needs to be fine to obtain good approximations. Moreover, in that case, the energy density contains many oscillations which prevents from capturing the underlying general behaviour of the response.
The aim of the EFEA is then to produce an approximate energy density. Based on approximate models, it computes the time and locally space-averaged response by considering FE approximation. It allows to obtain smooth solutions which are good approximations of the underlying behaviour of the exact energy density. For this reason, the first EFEA models were derived while considering computational domains with such shapes and then composite structures were investigated.
We present here a complete development leading to the differential equations which are the basis of EFEA. This is done in a simple framework by considering a single thin plate. Models for other single material component structures are also introduced.
Derivation of EFEA equations for plates
In this section, we introduce an EFEA for a single finite volume Ω surrounded by a surface ∂Ω; see for instance [5, 15] . The main point is the derivation of the energy equation, which is a differential equation. We consider the simple case of a flexural wave applied to a finite plate as depicted in Figure 2 . This special situation has been studied by Bouthier and Bernhard [5] . The reason for considering such component is that it is the basis for many structures of interest in structural-acoustic design. In fact, ships, aicrafts and cars are good examples of the necessity to study vibro-acoustic responses of plates. In that setting, we have the following equation for the energy density E:
where c g is the group speed in the medium, η the damping loss factor, ω the frequency and π in the input power. The equation (2.1) is valid for an isotropic and homogeneous system where the wave field can be modeled as a superposition of moderately damped plane waves [15] . Its solution gives an approximate acoustic response of the medium under consideration. We use (2.1) to introduce our RB approximation, in particular to derive the weak formulation, but the derivation follows the same lines for equations associated to other medium. More general models can be obtained considering a different transmission equation, such as those in [30] for rods and beams. Such relations are introduced in the next section. Moroever, (2.1) is only valid for a simple element but coupled structures can be considered; see for instance [8] .
Π in Figure 2 . Example of flexural wave applied to a thin finite plate simulating a local impact.
We assume that c g , η and ω are constant and strictly positive over the whole domain. To obtain the weak formulation of our problem, we impose that the energy vanishes on the boundary, that is E = 0 on ∂Ω. The function space for E is then X := H 1 0 (Ω), i.e. the Sobolev space of square integrable functions with square integrable gradients that vanish on the boundary ∂Ω. The weak formulation of (2.1) follows using standard techniques:
Note that it is possible to consider piecewise constant values for c g , η and ω. In that case, we write
The constants c g,k , η k and ω k represent the values of c g , η and ω on Ω k , respectively. The weak formulation of (2.1) then becomes:
Equations for other types of structural components
As already pointed in Section 1, plates, rods and beams are the basis for many different structures. It is then of interest to derive equations such as (2.1) for these structural components. This is discussed here following [30] . The three main ingredients in order to obtain (2.1) are (1) an energy balance equation; (2) an energy loss relationship; (3) a transmission equation bridging the intensity and the energy density.
The energy balance equation and the energy loss relationship are the same for all structures. The difference resides in the transmission equation. It comes from the fact that we do not consider the same type of impact waves. In all cases, the transmission equation is of the form
where I is the energy flow through the boundary. However, the type of impact wave considered modifies the value of the group speed. For plates and beams, we use flexural impact waves and so
where D is the bending stiffness of the material, ρ its density and h the thickness of the plate. In the case of rods, longitudinal vibrations are considered and so
where G is the shear modulus of the rod.
Reduced Basis Approximation for the Energy Finite Element Method
For each value of the constants c g , η and ω, a different energy density E(c g , η, ω) is obtained. It also depends on the shape of the computational domain considered. In many applications, it is of particular interest to investigate different material properties and shapes. However, it is unaffordable to compute a new solution for each input parameter and so we consider a reduced order model [14, 19, 20, 23 ] to reduce those computational costs. It is for instance very important if we want to perform optimization on the material properties and more particularly structural-acoustic design. This goal is achieved here by considering a RB approximation of the FE solution of the EFEA equation (2.2). The RB method has already been proven to be very efficient in many different engineering problems.
Data Preprocessing and Finite Element Approximation
To be able to construct a RB approximation of E(c g , η, ω), the first step is to write (2.2) in a parameterdependent form. The brief methodological development here follows mainly [19, 20, 23] and a complete survey of the RB method can be found in those references. The reader interested in the application of RB method in material modelling and linear elasticity may refer to [17] as a preliminary work. The parameter of interest is defined in our case as µ = (c g , η, ω) ∈ D ⊂ R 3 , but other physical and geometrical parameters could be considered, the important parameter-dependent domain option is presented in Section 3.5. For instance, in the case of a thin plate, it would be interesting to consider the density and the Young's modulus as parameters instead of the group speed c g defined by (2.5). To be able to apply the RB method, we write (2.2) in an abstract setting
where a(·, ·; µ) and f (·; µ) depend affinely on µ, that is
3)
The assumptions (3.2) and (3.3) are crucial for the derivation of the method. It allows the algorithm to be splitted in two different computational steps, the so-called Offline and Online ones. The main goal is to obtain computational costs in the Online stage which are independent of the FE space dimension. This is achieved considering the affine decomposition. If the affine decomposition assumption is not fulfilled, the empirical interpolation method [1] can be used to derive the separate representations (3.2) and (3.3) approximately.
We are interested in the following problem: for µ ∈ D, evaluate
where
is the solution of (3.1) and l : H 1 0 (Ω) → R is a continuous and linear functional. In fact, in many applications, it is of particular interest to know the average energy density in particular areas of the domain. This gives crucial informations when dealing with structural-acoustic design.
Turning now to the special case of EFEA and considering (2.2), we have Q a = 2, Q f = 1 and
The previous equations may be extended to the case of piecewise constant parameters (2.4) by considering the same affine decomposition on each subdomain. This leads to Q a = 2K dom and Q f = K dom terms. Note that a(E, v; µ) = a(v, E; µ) for all E, v ∈ H 1 0 (Ω) and µ ∈ D, i.e. a is a symmetric operator. The continuity and coercivity constants associated to a(·, ·; µ) are defined as γ(µ) := sup
a(v, w; µ) v w , and α(µ) := inf
Since a is continuous and coercive, there exists 0
This guarantees the wellposedness of (2.2) if f is continuous. To ensure its continuity, we assume that π in ∈ L 2 (Ω). For a sake of simplicity, we choose f = l, which is called, together with the fact that a is symmetric, the compliant case assumption. The non-compliant case is treated in [23] .
Let 5) where
We define the associated continuity and coercivity constants γ N (µ) and α N (µ) as
Due to the conforming hypothesis, it follows that
It implies that the FE formulation (3.6) is well-posed. We have now all the ingredients to introduce the RB approximation of (3.5)-(3.6). This is done in the next section.
Reduced Basis Method
As it has already been pointed out, it is computationally unaffordable to compute a new FE solution for every input parameter µ. The goal of the RB method is then to approximate the FE solution E N (µ) with reduced computational costs. Considering N sufficiently large, we have that E N (µ) is close enough to E(µ) in a certain norm so that the FE approximation can be viewed as the "truth" solution.
Given a positive integer N max N , we construct a sequence of hierarchical approximation spaces
Those spaces are obtained considering a Greedy algorithm presented more in details in Section 3.3. The hieriarchial hypothesis (3.7) is important to ensure the efficiency of the method. Several spaces can be considered to construct such sequence, but they all focus on the smooth parametric manifold
If it is smooth enough, we can expect it to be well approximated by low-dimensional spaces. In what follows, we consider the special case of Lagrange reduced basis spaces built properly selecting a master set of parameter points µ n ∈ D, 1 ≤ n ≤ N max . Other examples such as the POD spaces [23] could be considered. For 1 ≤ N ≤ N max , we define S N := µ 1 , . . . , µ N and the associated Lagrange RB spaces
The selection of the snapshots E N (µ n ) is one of the crucial points of the RB method and is further investigated in the next section. Due to possible colinearity, we apply the Gram-Schmidt process in the (·, ·) X inner product to the snapshots E N (µ n ) to obtain mutually orthonormal functions ζ N n . In that case, we have X N N = span ζ N n 1 ≤ n ≤ N . Since colinearities are avoided using the Gram-Schmidt orthonormalization process, we are ensured that the dimension N obtained is minimal. The RB approximation of the problem (3.5)-(3.6) is obtained considering Galerkin projection: given µ ∈ D, evaluate 8) where
Since f = l and a is symmetric, we obtain
where · µ := a(·, ·; µ) is the energy norm induced by the inner product a(·, ·; µ) (since a is symmetric and coercive). In Section 3.4, we present an example of inexpensive and efficient a posteriori error estimator ∆ N (µ) for E N (µ) − E N N (µ) µ on which the Greedy algorithm is based. Due to the relation (3.10), it is possible to ensure that the error arising from the RB approximation on our output of interest is bounded by a prescribed tolerance (and it is an approximation by defect).
The unknowns then become the coefficients E N N,m (µ). Inserting (3.11) in (3.8) and (3.9) and using the hypothesis that f is linear and a bilinear, we obtain
The stiffness matrix associated to the system (3.12) is of size N × N with N ≤ N max N . It yields a considerably smaller computational effort than to solve the system associated to (3.6), whose matrix is of size N × N . However, the construction of the stiffness matrix involves the computation of the ζ N m associated with the N -dimensional FE space.
This drawback is avoided by constructing an Offline-Online procedure taking advantage of the affine decompostion (3.2). In the Offline stage, the Greedy algorithm is used to construct the set of selected parameters S N . Then, the E N (µ n ) and the ζ
are also formed and stored. Note the importance here of the affine decomposition (or some surrogates of it). It implies that the vector and matrices stored are independent of the input parameter µ.
In the Online part, the stiffness matrix associated to (3.12) is assembled considering the affine decomposition (3.2). This yields
The same process is applied to the right-hand side f . The N × N system (3.9) is then solved to obtain E N N,m (µ), 1 ≤ m ≤ N . Finally, the output of interest (3.8) is computed considering the coefficients obtained.
As already discussed, one of the main feature of the RB method is that we have a posteriori error estimators ∆ N (µ) for E N (µ) − E N N (µ) µ and so easily also for the output error s N (µ) − s N N (µ) whose computation costs are independent of N . It allows us to certify our method and make it reliable. A discussion on such estimators is presented in Section 3.4.
Greedy Algorithm for the Snapshots Selection
One of the most important step taking place in the Offline stage is the wisely selection of the parameters µ n , 1 ≤ n ≤ N . Several algorithms are available in the literature [23] but we introduce here a greedy procedure for completeness. The general idea of this procedure is to retain at iteration N the snapshot E N (µ N ) whose approximation provided by X N N −1 is the worst one. Let us assume that we are given a finite sample of points Ξ ⊂ D and pick randomly a first parameter µ 1 ∈ Ξ. Then for N = 2, . . . , N max , compute
where ∆ N (µ) is a sharp and inexpensive a posteriori error estimator for
The algorithm is typically stopped when ∆ N (µ) is smaller than a prescribed tolerance for every µ ∈ Ξ. It is clear that the precision of the approximation spaces obtained increases with the size of the sample considered. 
A posteriori error estimators for elliptic coercive partial differential equations
The basic ingredient of the Greedy algorithm procedure is the computable error estimator, which has to be independent of N . In fact, it is used also online to certify that the error of our RB approximation with respect to the truth solution is under control. For completeness, the derivation of such estimator is only recalled here when the compliant case is considered, i.e. a is symmetric and f = l [22] . Let us introduce the error 
.
To compute r(·; µ) (X N ) , the main ingredients are: (i) the affine assumption (3.2) on a and (ii) the expansion (3.11) of E N N (µ) in the space X N N . Then, using the definition (3.13) of the residual, this leads to a system depending only on N for every µ, which makes the computation independent of N .
The procedure used to compute the coercivity lower bound α N LB (µ) is the so-called Successive Constraint Method (SCM) [10] . Considering sets based on parameter samples and the terms Θ a q of the affine decomposition (3.2), it is possible to reduce this problem to a linear optimization problem. This method works by taking into account neighbor informations for the parametrized stability factors and its precision increases with the size of the neighborhood considered. The SCM also creates a coercivity upper bound α We emphasize on the fact that it is very important that the costs associated to the computation of ∆ N are independent of N . That allows us to develop the Offline-Online procedure discussed in Section 3.2 which is a crucial ingredient of the reduced basis method and its efficiency.
Parameter-Dependent Domain Geometry
The derivation of the reduced basis approximation of energy finite element solutions may be performed under the assumption that the domain Ω is not parameter-independent. In many applications we may consider that the domain is parametrized such that Ω o = Ω o (µ). The notation Ω o stands for "original domain", which is the computational one. Here µ denotes the vector containing the physical parameters c g , η and ω as well as the parameters defining the geometry. The parameter-dependent case is recalled here from [19] .
Considering the decomposition (2.3), we write
with
To be able to perform our RB approximation, we impose an affine geometry precondition assumption. In particular, it is used to obtain the affine decomposition (3.2). We require that for every 1 ≤ k ≤ K dom , there exists an affine mapping
The mappings T k (·; µ) have to be bijective and collectively continuous, that is
Note that the decomposition is independent of the FE approximation and so K dom does not depend on N . Based on these mappings, we construct a global transformation T as
The mapping T is globally bijective and piecewise affine. The choice of the minimum is arbitrary and could be chosen differently.
More explicitly, we define the affine mappings T k for every x ∈ Ω k and µ ∈ D as
represent a translation and a rotation of the subdomain, respectively. To define the affine decomposition of the bilinear form a, we need to define the Jacobians and the inverse of the rotational transformations G k (µ) as
Based on what have been introduced, we explicitly give the affine decomposition (3.2) of the bilinear form a in the case d = 2. The three dimensional case is obtained in a similar way [9] . Let us denote A k o (µ) the matrix
where (x 1 , x 2 ) ∈ Ω o (µ) and a o denotes the bilinear form on the original domain. The bilinear form a on the reference domain can then be expressed [19] as
Developing explicitly (3.14), we obtain the following affine decomposition for every 1 ≤ k ≤ K dom :
Note that considering such expansion, we obtain Q a = 5K dom and Q f = K dom terms in the affine decompositions (3.2) and (3.3), respectively.
Numerical Results
In this section, we present two numerical applications of the method introduced in this paper, combining RB and EFEA. All simulations have been performed using the rbMIT [21] library in MATLAB [16] .
In the first example, we consider a domain in which a crack in the material occurs. The goal is to predict the average vibro-acoustic response of the material in such a case and particularly the behaviour of the energy density around the crack and it can be seen as a diagnosis tool to detect material defects. This first case is used to illustrate the method when considering geometrical parameters.
The second example illustrates the average response of a thin plate to a localized shock. In that case, we apply a pointwise load on a thin plate. We see that the damping is more considerable when the frequency increases. The parameters considered here are only physical and are the group speed associated to the flexural wave and its frequency.
Material Crack
The first example that we consider is used to investigate the behaviour of the energy density when a crack or defect in the material occurs. The computational domain is depicted in Figure 3 In that case, the impact wave considered is longitudinal and is enforced through the boundary conditions. We impose E = 80 dB on the bottom side of domain. Unitary Neumann conditions are considered on the top side while homogeneous Neumann ones are used for the rest of the boundary. Since we consider longitudinal wave in this case, we have that c g is of the form (2.6), which is
where G = 7 · 10 10 N/m 2 is the shear modulus of the material and ρ = 2700 kg/m 3 its density. In this case we consider a piece of alloy. Turning to the computational results, we obtain N = 2462 basis functions for the FE space and N = 17 for the RB one. The computational time associated to the FE computation for the parameter µ = (1, 1) is 33 s. We consider a sample of 100 parameter values and compute the average time necessary for the RB evaluation. In this case, 0.15 s are necessary in average to obtain a RB approximation. Finally, the whole offline process necessites 305 s. It means that the use of the RB method is justified as soon as more than 10 evaluations are desired. We present in Figure 4 some representative solutions for different parameter values. The shape of the domain is kept constant while the size of the crack is increased. It appears that when its size increases, the jump of the solution increases as well. This is confirmed by the curves presented in Figure 6 . The convergence of the a posteriori error estimator is depicted in Figure 5 considering a log-scale. In that case, we plot the maximum value of the estimator on the sample with respect to N , that is max µ∈Ξ ∆ N (µ). The a posteriori error estimator used here for the computation is the one introduced in Section 3.4 and we considered the Greedy algorithm together with the SCM for the computation of the coercivity lower bound.
Finally, we present in Figure 6 the value of the energy density along the line x = 0.7. The solution is presented for different values of µ 1 while µ 2 = 2 is kept constant. The reason for observating the solution along this line is that it crosses the crack when µ 1 increases and it allows us to exactly capture the behaviour of the energy density with respect to the break when it occurs and cross the virtual line represented by x = 0.7. For µ 1 = 0.6, no jump is present since we observe the solution on x = 0.7. Then, when µ 1 = 0.8, a jump already happens and then increases with µ 1 . Note that not all the values of y are presented but we have focused the plot on the region where the jump occurs to be able to better observe the investigated phenomenon and its fine physical details across the crack. 
Localized impact on a thin plate
The domain considered in this example is a thin plate of size 20 m × 20 m × 0.2 m. A force term is applied on the center of the material to simulate a localized pointwise impact. In such case, we are interested in investigating the vibro-acoustic response of the plate for different material properties and frequencies of the impact wave. Hence, only physical parameters are considered and the domain is kept fixed for all parameters. The situation is the one depicted in Figure 2 . Since the damping loss factor η appears in equation (2.2) as a product with the frequency ω, we keep it fixed at η = 0.01 and vary only ω. The other parameter considered is the velocity speed, which takes the form (2.5) for plates and flexural waves, that is • ω ∈ [500 Hz, 2000 Hz]. The magnitude of the impact flexural wave is 1 N. As the model used gives a locally space and time-averaged energy density, we expect the solution to behave in a smooth manner even for high frequencies. For the model, we consider homogeneous Neumann on the whole boundary, which corresponds to zero flux.
The computation is such that N = 2744 degrees of freedom for the FE space, while the RB one only contains N = 3 basis functions. It is clear that in such settings, the computational costs are drastically decreased, probably due to the fact that the domain is fixed too. To confirm this, we compute the associated computational times. The computation of the FE solution associated to µ = (100 m/s, 500 Hz) takes 132 s. In the RB case, we consider 100 parameters randomly chosen and compute the average time, which is 2.18 s. We have then been able to reduce the computational costs by a factor of more than 60. In Figure 7 , we present a representative solution on the plane z = 0.1 m for ω = 2000 Hz and c g = 141 m/s. The solution shown is the RB one and it has the smooth behaviour expected. Moreover, we see that the energy density given in dB does not have a big range of variation. The next results represent the energy density along the line {(x, y, z) ∈ Ω| x = 10, z = 0.1} and are represented in Figure 8 . The first curve depicts the energy density for several frequencies and c g = 100. We see that at low frequencies, the maximal value is high and decreases while the frequency considered increases. When the frequency reaches ω = 1000 Hz, this phenomenon is reverted and the maximum value increases with the frequency. We see that at 500 and 2000 Hz, the pick corresponds to the same energy. It would be interesting to investigate further and do the same test for even higher frequencies. Another important feature that can be observed is that the minimum value of the energy density in the plate decreases when the frequency increases. It means that the damping is more important at high frequencies.
We find the same behaviour in the second curve, which corresponds to the solution for c g = 200. In that case, the maximum value of the energy density only decreases and does not reincrease after a threshold as in the case c g = 100. It would also be interesting to compute approximations for higher frequencies to see if such threshold exists but has not been reached in the considered range of frequencies. Another difference with the previous curve is that the magnitude of the damping is smaller here. We see that, at low frequencies, there is nearly no damping, which is not the case for c g = 100.
Finally, in both cases the maximum is reached at the center of the domain, which is the location where the point impact is located. This is the behaviour expected because it means that the acoustic response is more important where the force is applied on the material.
Conclusions
In this work, we have applied the reduced basis method (RB) to the energy finite element method (EFEA). First, a review of the literature for the EFEA has been performed to recall the formulation to represent the time and locally space-averaged energy density into structures and materials. The goal of this method is to find approximated smooth solutions of the energy density to understand the vibro-acoustic response of different materials. Such equation has been shown for thin plates and other structural components have been introduced. In many applications it is of interest to obtain EFEA solutions for different parameter values. Hence, we have then presented a RB approximation of the EFEA to obtain a solution for different parameters in the model in an inexpensive and reliable way with significant computational savings. One of the reason to use such method is to be able to perform optimization, analysis and diagnosis on the considered structure with reasonable computational costs (real-time computing and many query contexts). Finally, we have presented two numerical examples. The first one contained a propagating crack in the material, while the second one represented the reaction of a thin plate to a localized shock. These models are very useful for diagnostics and non-destructive material evaluations, combined, for example, with material modelling and structural design.
