Abstract. In this paper, the system of particles coupled with fluid is considered. The particles are described by a Vlasov equation, and the fluid is governed by the forced incompressible Navier-Stokes equations. The interaction with fluid phase governed by Navier-Stokes equations is taken into account through a source term. The resulting system, namely Navier-Stokes-Vlasov equations, is shown to have global weak solutions in two and three spatial dimensions, and to have a unique global solution in two spatial dimensions.
Introduction
The fluid-particle flow has received much attention recently. It has a wide range of applications [5, 12, 22, 23, 25, 27] in the modeling of reaction flows of sprays, atmospheric pollution modeling, chemical engineering or waste water treatment, dust collecting units, and so on. Consequently, the description of the motion of fluid with charged particles has became a crucial problem. Due to the huge number of particles, it is very hard to calculate each particle's trajectory especially with the addition of the dimension of physical domain. Actually, we are not interested in the precise locations of each particle but the average behavior of collection of particles. For that purpose, we use kinetic method to describe the effect of particles on the fluid. On the other hand, macroscopic models such as hydrodynamic ones are commonly used in fluid. The interaction with fluid phase governed by fluid equations is taken into account through a force term. In this paper, we study a coupled system consisting of the Navier-Stokes equations of fluid dynamics and the Vlasov equation of the cloud of particles, namely, incompressible Navier-Stokes-Vlasov equations. We refer to [1, 4, 5, 12, 22, 23, 25, 27] for some physical introduction to Navier-StokesVlasov equations and the related applications.
The objective of this paper is to establish the global weak solutions for the following partial differential equations
in Ω × R d × (0, T ), where Ω ⊂ R d is a bounded domain, d = 2, 3, u is the velocity of the fluid, p is the pressure, µ is the kinematic viscosity of the fluid. Without loss of generality, we take µ = 1 throughout the paper. A distribution f (t, x, v) depends on the time t ∈ [0, T ], the physical position x ∈ Ω and the velocity of particle v ∈ R d . The number of particles enclosed at t ≥ 0 and location x ∈ Ω in the volume element dv is given by f (t, x, v) dv.
The system is completed by the initial data u(0, x) = u 0 (x), f (0, x, v) = f 0 (x, v), (1.2) and with the following boundary conditions: u = 0 on ∂Ω, and f (t, x, v) = f (t, x, v * ) for x ∈ ∂Ω, v · ν(x) < 0 (1.3)
where v * = v − 2(v · ν(x))ν(x) is the specular velocity, ν(x) is the outward normal to Ω. When the distribution function f is absent, (1.1) reduces to the incompressible NavierStokes equations. For the incompressible Navier-Stokes equations, we refer to the books [7, 9, 18, 26] for fundamental ideas on the global weak solutions, stability, and limitations of the current tools. Meanwhile, there has been extensive mathematical study on the Vlasov equation and the related problems, for example, see [6, 17] .
The mathematical analysis of the coupled systems is far from being complete but recently has received much attention. Early work [16] established the global existence results for Stokes-Vlasov system in a bounded domain. The existence theorem for weak solutions has been extended in [4] , where the author did not neglect the convection term and considered the Navier-Stokes-Vlasov equations within a periodic domain. The global existence of smooth solutions with small data for Navier-Stokes-Vlasov-Fokker-Planck equations was obtained in [13] . More Recently, the existence of global weak solutions of Navier-StokesVlasov-Poisson system with corresponding boundary value problem was obtained in [1] . Meanwhile, there are considerable works in the direction of hydrodynamic limits, we refer the reader to [5, 14, 15, 21] . In works [5, 14, 15, 21] , the authors used some scaling issues and convergence methods, such as compactness and relative entropy method, to investigate the hydrodynamic limits. A key idea in [14, 15] is to have the dissipation of a certain free energy associated to the whole space, and control its dissipation rate. For the compressible version, local strong solutions of Euler-Vlasov equations was established in [2] . Global existence of weak solutions for compressible Navier-Stokes equations coupled to Vlasov-Fokker-Planck equations was established in [20] .
There is no existence theory available for the Navier-Stokes-Vlasov equations in a bounded domain. Two different variable sets in the coupling term present new challenges to the existence theory. The other major difficulty arises from the Vlasov equations, such as the compactness properties of the distribution function f (t, x, v). The objective of this work is to establish the global existence of weak solutions with large data in the three dimensional spaces, and to establish the uniqueness in the two dimensional space.
In this paper we shall study the initial-boundary value problem (1.1)-(1.3) for NavierStokes-Vlasov equations and establish the global existence and uniqueness of weak solutions with large data in certain functional spaces. Motivated by the works of [9, 19, 20] , we propose a new approximation scheme. The key point of approximation is to control the modified force term of regularized Navier-Stokes equations. The existence and uniqueness of the modified Vlasov equation is classically obtained, for example, see [3, 8, 16] . The controls of R d f dv and R d vf dv ensure that the modified force term of the Navier-Stokes equations has enough regularity. Thus, we can solve the regularized Navier-Stokes equations. The compactness properties of the system will allow us to pass the limit to recover the original system. We shall also establish the uniqueness of the weak solutions in the two dimensional space.
The rest of the paper is organized as follows. In Section 2, we deduce a priori estimates for (1.1)-(1.3), give the definition of weak solutions, and state our main results. In Section 3, we construct an approximation scheme to (1.1)-(1.3), establish its global existence. In Section 4, we establish the uniqueness for the global weak solutions in the two dimensional space.
A Priori Estimates and Main Results
Here we define the energy functional of the particles density:
If u = constant, F (f ) is an energy functional to the third equation in (1.1). When u = constant, we will have the following energy inequality, more precisely:
Lemma 2.1. The system (1.1) has an energy functional:
then, for all t < T, we have:
Proof. Multiplying by u the both sides of the first equation in (1.1), and integrating over Ω and by parts, we have
Multiplying by (1 + 1 2 |v| 2 ) the both sides of the third equation in (1.1), integrating over Ω, and using integration by parts, one obtains that In what follows, we denote
Clearly,
Here we state the following lemmas which are due to [16] :
and 
where A = ( Ω R 3 |v| 3 f 0 dxdv)
Remark 2.1. Similar estimates hold in the two dimensional space.
Our main result reads as follows. 
• the energy inequality
In the two dimensional space, we can obtain more regularity and the uniqueness of global weak solution. More precisely, we have:
, and R 2 |v| 6 f 0 dv < ∞, there exists a unique global solution (u, f ) to the system (1.1) with the initial data (1.2) and boundary
for any T > 0.
The Existence of Weak Solutions
The goal of this section is to show the existence of global weak solutions to (1.1) with initial data (1.2) and boundary condition (1.3). The key idea is to construct an approximation scheme, establish its existence for the global weak solutions, and pass to the limit for recovering the original system. In this section, we shall prove our main result Theorem 2.1 in the case d = 3. All arguments do work in the case d = 2.
3.1. Approximation Scheme. We regularize the equations (1.1) and construct a solution of the regularized system of equations. We view the first two equations in (1.1) as Navier-Stokes equations with a source term R 3 (u − v)f dv. The key idea is to control
× Ω) so that we can solve the Navier-Stokes equations directly. For that purpose, we follow the spirit in [20] to modify the Vlasov equation by truncating the velocity field u: we consider
where
To preserve the similar energy inequality, we need to modify Navier-Stokes equations accordingly. This can be done by substituting the right hand side of the first equation in (1.1) by
To establish the global weak solutions, we find a modified Galerkin method particularly convenient. We define the space H as the closure of the space
be an orthogonal basis of the functional space H and such that
.., φ m } as the orthogonal projection. We propose the following regularized Navier-Stokes equations
Thus the approximation scheme for the Navier-Stokes-Vlasov equations (1.1) is given by the following system
with the initial data,
The rest of this subsection is devoted to show the global existence to (3.2) with its initial data. For givenũ, we can get enough regularity of − R 3 (ũ − v)f dv1 {|ũ|≤λ} to solve the modified Navier-Stokes equations. Indeed, we have
Considering the following equation
where v * = v−2(v·ν(x))ν(x), the existence and uniqueness of the solution can be obtained as in [3, 8, 16] .
Applying the maximal principle to the above equation, we have
Thanks to Lemma 2.2,
and
we have
This, together with Lemma 1 in [4] , yields
For each m we define an approximate solution u m of (3.2) as follows:
and hence (3.2) is equivalent to
The initial data becomes
which is equivalent to saying that
So the system (3.5) with its initial data (3.6) can be viewed as an ordinary differential equations in L 2 verifying the conditions of the Cauchy-Lipschitz theorem. Thus it admits a unique maximal solution
It is easy to find the energy inequality to regularize Navier-Stokes equations as follows
, allows us to take T m = T. We define an operator
Here we need to rely on the following lemma:
Proof. Multiplying by u m the both sides of (3.2), and using integration by parts, one obtains that
Considering the force term of the modified Navier-Stokes equations, we have
This, together with (3.7), implies that
By Gronwall's inequality, we have
which means that
By the first equation in (3.2), one obtains that
By (3.8) and (3.9), we conclude that the operator S is compact in L 2 (0, T ; L 2 (Ω)) and the image of the operator S is bounded in L 2 (0, T ; Ω). So Schauder's fixed point theorem will give us that the operator S has a fixed point u m in L 2 (0, T ; Ω).
Applying Lemma 3.1, for any T > 0, there exists a solution (u m , f m ) to the following system
with its initial data
and boundary conditions
Concerning the system (3.10) with the initial-boundary data, we have the following energy inequality 11) due to the fact
Then we have the following result: 
In additional, the solution satisfies the following energy inequality: 
From the above a priori estimates, we conclude that there exists a function f such that
for all p ∈ (1, ∞). This weak convergence cannot provide us enough information for passing the limit. For our purpose, we rely on the following average compactness results for the Vlasov equation due to DiPerna-Lions-Meyer [10] :
Remark 3.1. It is crucial to use this lemma to get the strong convergence of m 0 f n and m 1 f n .
Let m 0 f and m 1 f be the density and mean velocity associate with f . Applying Lemma 3.2 to the Vlasov equation of (3.2), one obtains that
in L q (0, T ; L p (B R )) for any positive number R and 1 ≤ q < ∞, 1 ≤ p < 2.
Noticing that the right side of Navier-Stokes equations (3.2)
By (3.11)-(3.13), applying the Aubin-Lions Lemma, (see [26] 
The next step is to show the convergence of ( R 3 f m dv)u m 1 {|u m |≤λ} in the sense of distributions. Note that ∇u m is bounded in L 2 (0, T, L 2 (Ω)) and (3.12), we have
f dv u1 {|u|≤λ} in the sense of distributions. Therefore,
in the sense of distributions. Applying these convergence results, one concludes that (u, f ) is a weak solution to the following system
, and boundary conditions u| ∂Ω = 0, and
Next, we show that this solution satisfies a particular energy inequality. Because the solution (u m , f m ) satisfies the energy inequality in Proposition 3.1, we have
The difficulty of passing the limit for the energy inequality is the convergence of the term
Here we write the term as:
(3.16) By (3.14), we have
Applying (3.12) and (3.17) to (3.18), we deduce that
for all p ∈ (1, ∞] and m 2 f m is bounded in L ∞ (0, T ; L 1 (Ω)), then for any fixed R > 0, we have
uniformly in m, where χ is the characteristic function of the ball of R 3 of radius R. Letting m → ∞, then R → ∞, we find
Thus, we have proved
as m → ∞.
Letting m go to infinity, using the convexity of the energy, the weak convergence of f m and u m , and (3.19), we deduce
Thus, we have proved the following result:
and boundary condition
In additional, the solution satisfies the following energy inequality:
3.3. Passing the limit as λ → ∞. The last step of showing the global weak solution is to pass the limit as λ goes to infinity. First, we let (u λ , f λ ) be a solution constructed by Proposition 3.2. It is easy to find that all estimates for (u m , f m ) still hold for (u λ , f λ ). So we can treat these terms as before.
It only remains to show that we can pass the limit in the coupling terms χ λ (u λ )f λ and
Here, we treat these terms as follows 20) and for the second term in (3.20),
as λ → ∞, where we used Sobolev embedding theorem.
On the other hand, we have
in the sense of distributions. By (3.20)-(3.22), one deduces that
in the sense of distributions. Thus we can pass the limit in the weak solutions of (1.1) as λ → ∞. We remark that the solution (u λ , f λ ) satisfies the energy inequality in Proposition 3.2:
Using the same approach as in last subsection, letting λ go to infinity, using the convexity of the energy and the weak convergence of f λ and u λ , we deduce
So we have proved Theorem 2.1.
Uniqueness in The Two Dimensional Space
The goal of this section is to establish the uniqueness of global solutions in the two dimensional space. For that purpose, we shall study the regularity first.
4.1.
Regularity. The existence of global weak solution to (1.1) was obtained by Theorem 2.1. We multiply the first equation of (1.1) by u t and use integration by parts over Ω to obtain,
By the Cauchy-Schwarz inequality, we deduce
Using the Gagliardo-Nirenberg inequality 2) one obtains that
Since u ∈ L 2 (0, T ; H 1 0 (Ω)), by the Sobolev imbedding inequality, we obtain u ∈ L 2 (0, T ; L p (Ω)) for any 1 ≤ p < ∞.
Thanks to Lemma 2.2 with d = 2, we have
Let us estimate m 0 f in the two dimensional space:
Similarly, we have
where C(t) ≥ 0, and T 0 C(t)dt ≤ C for all T > 0. Next, observe that for all t ≥ 0 in view of (1.1), we have
Due to divu = 0, by the classical regularity on Stokes equations, we obtain
Following the same argument of (4.6), we have for all ε ′ > 0,
where C 1 (t) ≥ 0, and
where C 2 (t) ≥ 0, and
Inserting (4.8) in (4.6) and choose ε = 1/2C, we obtain for all t ≥ 0 ∂u ∂t
where C 3 (t) ≥ 0, and Here, we need to rely on the following Lemma which is a very special case of interpolation theorem of Lions-Magenes. We refer the readers to [26] for the proof of this lemma.
Uniqueness of solutions.
To show the uniqueness, we rely on the following parabolic regularity due to [11, 24, 26] :
on some time interval (0, T ), then we have
Now we are ready to show the uniqueness. Let (u 1 , f 1 ) and (u 2 , f 2 ) be two different solutions to (1.1)-(1.3). Letū = u 1 − u 2 , andf = f 1 − f 2 , then we have the following equations:ū
in Ω × R 2 × (0, T ), subject to the following initial datā
Here, we denote the space X = L ∞ (0, T ; H 1 0 ) ∩ L 2 (0, T ; H 2 0 ). Applying Lemma 4.2 with u 0 = 0, we have the following regularity: 12) where p 1 = 6, x = 6p 2 p 2 −6 , for any p 2 > 6, C depends on the domain Ω. And for J 2 :
where y = 4p p−4 for any p > 4, C only depends on the domain Ω, and we used the Gagliardo-Nirenberg inequality for ∇u 1 , the Gagliardo-Nirenberg inequality and embedding inequality for u 2 . By (4.11)-(4.13), we can choose small T such that
In the two dimensional space, we have
Pluging them into (4.15), and choosing T small enough again, one deduces that
We multiply the second equation of (4.10) by |v| k for k ≥ 1, and use integration by parts over Ω × R 2 :
(4.17)
We estimate the right hand side terms of (4.17): Thanks to (4.21) and (4.16), choosing T > 0 small enough, we obtain:
Thus,ū = 0, and hence u 1 = u 2 on a small time interval. Thus, we have proved the uniqueness of u on a small time interval.
On the other hand, we have the following equation on the same time interval, By the regularity of u in Section 4.1, u 1 , u 2 are uniformly bounded in the space X.
Applying the same argument of (4.4) and Lemma 2.2, we can show that the other terms are uniformly bounded for all time t ≥ 0. All such terms are uniformly bounded for all time t ≥ 0. Thus, T * can be chosen not depending on the initial data at time T 0 . In fact, we can choose T * = T 0 . One can then repeat the argument many times and obtain the uniqueness of (u, f ) on the whole time.
