We report results from a program aimed at investigating the temperature of neutral gas in highredshift damped Lyman-α absorbers (DLAs). This involved (1) HI 21cm absorption studies of a large sample of DLAs towards radio-loud quasars, (2) very long baseline interferometric studies to measure the low-frequency quasar core fractions, and (3) optical/ultraviolet spectroscopy to determine DLA metallicities and the velocity widths of low-ionization metal lines.
INTRODUCTION
Quasar absorption spectra offer the possibility of selecting galaxies by their absorption signatures, and thus obtaining samples of highz galaxies without a bias towards the most luminous systems. The highest HI column density absorbers detected in quasar spectra are the damped Lyman-α systems (DLAs). With HI column densities N HI 2 × 10 20 cm −2 , similar to values seen in sightlines through the Milky Way and nearby gas-rich galaxies, DLAs have long been identified as the high-redshift counterparts of normal galaxies in the local Universe. The nature of galaxies that give rise to DLAs at different redshifts, and their typical size, mass, kinematic structure and physical conditions, are all important ingredients for understanding galaxy evolution.
The Sloan Digital Sky Survey (SDSS; Abazajian et al. 2009 ) has resulted in the detection of a vast number of DLAs at high redshifts, with nearly seven thousand candidate absorbers now known at z > 2.2 (e.g. Prochaska et al. 2005; Prochaska & Wolfe 2009; Noterdaeme et al. 2009; Noterdaeme et al. 2012) . Unfortunately, contamination from the background quasars has made it very difficult to identify the host galaxy of the DLAs in optical images (e.g. Warren et al. 2001 ; but see Fumagalli et al. 2010) . The low sensitivity of today's radio telescopes has meant that one cannot image the DLA hosts in the standard radio HI 21cm and CO emission lines that have been used for detailed studies of the kinematics and dynamics of nearby galaxies. And, even following a number of recent studies, only a handful of high-z DLAs have been detected in Hα or Lyα emission (e.g. Møller et al. 2004; Fynbo et al. 2010 Fynbo et al. , 2011 Péroux et al. 2012; Noterdaeme et al. 2012) , with typical star formation rates (SFRs) f ew M ⊙ per year (Péroux et al. 2012 ), even for high-metallicity absorbers. Thus, despite much effort over the last three decades, relatively little information has so far been gleaned from emission studies of DLAs.
Detailed absorption studies remain our primary source of information about the absorbers. Around two hundred DLAs have measured metallicities, elemental abundances and kinematics, from high-resolution optical echelle spectroscopy (e.g. Pettini et al. 1994 Pettini et al. , 1997 Pettini et al. , 1999 Pettini et al. , 2008 Prochaska et al. 2007; Dessauges-Zavadsky et al. 2004; Khare et al. 2004; Ledoux et al. 2006; Petitjean et al. 2008; Penprase et al. 2010; Cooke et al. 2011; Battisti et al. 2012 ). These studies have yielded interesting results. For example, mean DLA metallicities have been shown to increase with decreasing redshift, as expected from models of galaxy evolution, although low-metallicity DLAs are quite common even at low redshifts Kulkarni et al. 2005 Kulkarni et al. , 2010 Rafelski et al. 2012) . A positive correlation has been found between the metallicity and both the velocity spreads of low-ionization metal lines (Wolfe & Prochaska 1998; Ledoux et al. 2006) , and the rest equivalent width of the SiIIλ1526 line . This has been interpreted as evidence for a mass-metallicity relation in DLAs, similar to that seen in emission-selected high-z galaxies (e.g. Tremonti et al. 2004; Savaglio et al. 2005; Erb et al. 2006; Neeleman et al. 2013) . Molecular hydrogen (H 2 ) absorption, along with CI absorption, has been detected in about a dozen DLAs, with strong upper limits on the molecular fraction in ∼ 80% of the observed systems (e.g. Levshakov & Varshalovich 1985; Ge & Bechtold 1997; Ge et al. 2001; Ledoux et al. 2003; Noterdaeme et al. 2008; Milutinovic et al. 2010; Jorgenson et al. 2010 ). This has provided information on local conditions in the molecular phase, including estimates of the number density, temperature and strength of the ultraviolet (UV) radiation field (e.g. Srianand et al. 2005) , along with measurements of the microwave background temperature at different redshifts (e.g. Noterdaeme et al. 2011) .
While absorption spectra have yielded many successes in DLA studies, the fact that they only trace a pencil beam through each galaxy implies that many of the major questions in the field remain to be answered. For example, the asymmetric wings seen in low-ionization metal line profiles were originally thought to imply an origin in rapidly-rotating thick disks (Prochaska & Wolfe 1997 ), but have also been shown to arise naturally in hierarchical merging scenarios (Haehnelt et al. 1998 ; but see , dwarf galaxy ejecta (Nulsen et al. 1998) , and outflows from starburst galaxies (Schaye 2001) . The star formation histories of z > 2 DLAs, deduced from their elemental abundances, indicate an unambiguous origin in dwarf irregular galaxies for a few DLAs (Dessauges-Zavadsky et al. 2006 ), but also suggest that all the absorbers do not arise in a single galaxy class (Dessauges-Zavadsky et al. 2007 ). On the other hand, the large velocity spreads seen in a number of DLAs and the curious paucity of systems with narrow velocity spreads (∆V 30 km s −1 ) are difficult to reconcile with an origin in dwarf galaxies (e.g. Prochaska & Wolfe 1997; Wolfe et al. 2005) . The complications of interpreting absorption spectra have meant that even basic questions pertaining to the typical size and structure of DLAs, and their redshift evolution, remain issues of controversy.
HI 21cm emission studies of high redshift DLAs are currently not possible owing to the weakness of the HI 21cm line and the low sensitivity of today's radio telescopes; the highest redshift at which HI 21cm emission has been detected is z ≈ 0.26 (Catinella et al. 2008) . However, HI 21cm absorption studies of DLAs lying towards radio-loud quasars provide an important tool both to study physical conditions in the neutral gas in the absorbers and to probe fundamental constant evolution. For DLAs lying towards extended background radio sources, HI 21cm absorption studies provide a measure of the spatial extent of the neutral gas as well as the opacity-weighted velocity field, although such studies have only so far been possible in a couple of DLAs (e.g. Briggs et al. 1989; Kanekar & Briggs 2004) . Conversely, for DLAs towards compact radio sources, a comparison between the HI column density measured from the Lyman-α absorption profile and the integrated HI 21cm optical depth yields the spin temperature T s of the absorbing gas. In addition, for compact targets, comparisons between the redshifts of HI 21cm absorption lines with those of other transitions (e.g. resonant UV lines, OH Lambda-doubled lines, rotational lines; Wolfe et al. 1976; Drinkwater et al. 1998; can be used to test for changes in the fundamental constants of physics.
The spin temperature contains information on the distribution of neutral gas between the different temperature phases of the interstellar medium (ISM) in the absorber, specifically on the fractions of warm and cold gas. The fact that the spin temperature appeared systematically higher in high-z DLAs than in the Galaxy has made T s a quantity of interest in DLA studies for the last three decades (e.g. Wolfe & Davis 1979; Wolfe et al. 1981) . However, until the recent advent of new radio telescopes like the Giant Metrewave Radio Telescope (GMRT) and the Green Bank Telescope (GBT) with excellent low frequency coverage, only a few T s estimates were available in high-z DLAs (e.g. Wolfe & Davis 1979; Wolfe et al. 1985; de Bruyn et al. 1996; Carilli et al. 1996; Briggs et al. 1997 ; Kanekar & Chengalur 1997) . Over the last decade, we have used the GBT, the GMRT and the Westerbork Synthesis Radio Telescope (WSRT) to carry out sensitive searches for redshifted HI 21cm ab-sorption in a large sample of DLAs at high redshifts, z 2. We have also used the Very Long Baseline Array (VLBA) to measure the low-frequency core fractions of the background quasars for most of the absorbers of the sample. Finally, we have obtained the metallicity, dust depletion and kinematic structure in the low ionization metal lines for a significant fraction of the DLAs in our sample, either from our own observations or from the literature. In this paper, we report results from these studies and their implications for physical conditions in the neutral gas. 1 2 OBSERVATIONS, DATA ANALYSIS AND SPECTRA
HI 21cm absorption line searches
Our searches for redshifted HI 21cm absorption were carried out with the GMRT, the GBT and the WSRT, targetting 26 DLAs at 0.68 < z < 3.42. In addition, two known HI 21cm absorbers were re-observed, to confirm earlier detections. The new targets were selected from the literature, mostly from the CORALS sample of , the UCSD sample of Jorgenson et al. (2006) and the SDSS. Five targets were observed with the GMRT, 22 with the GBT, and one with the WSRT, all between 2003 and 2009.
GBT observations and data analysis
The GBT observations were carried out with the PF1-800, PF1-450 and PF1-342 receivers, in projects AGBT03A-015, AGBT05B-018, AGBT06B-042, AGBT08A-076 and AGBT09A-025. Most observations used the Spectral Processor (SP) as the backend, with two linear polarizations and bandwidths of 1.25, 2.5 or 5 MHz, subdivided into 1024 channels. The SP was not available for the observations of two sources, 1122−168 and 0454+039; these were hence observed with the Auto-Correlation Spectrometer (ACS), using two circular polarizations, a bandwidth of 50 MHz sub-divided into 16384 channels, and nine-level sampling. All observations used position-switching for bandpass calibration, with On and Off times of 5m each, and data recorded every 5 or 10 seconds. A switching noise diode was used to measure system temperatures during all observations. Most runs also included observations of standard flux density calibrators like 3C286 or 3C48 to check the flux scale.
All GBT data were analysed in the AIPS++ single-dish package DISH, using standard procedures. All data were first visually inspected, both before and after calibration, and individual records affected by either radio frequency interference (RFI) or backend failures were edited out. For each target, the data were calibrated and the quasar flux density was measured in the centre of the band from the averaged spectrum. Some of the observations were affected by severe out-of-band RFI (although the receiver did not saturate), and the flux densities were found to vary dramatically from one record to another, typically yielding average flux densities very different from those in the literature and often also differing values in the two polarizations. In such cases, we chose to use flux densities from the literature, interpolating between measurements to obtain values at the respective redshifted HI 21cm line frequencies. In general, the measured system temperatures (T sys ) were found to match expected values (except in cases where the data were rendered unusable by extremely strong RFI) and the rootmean-square (RMS) noise values on the spectra were close to the expected values, based on the T sys estimates. After the flux density measurements, a second-order baseline was fitted to line-and RFIfree channels in each record during the process of calibration and the residual spectra were averaged together to obtain the HI 21cm spectrum for each source. In some cases, a further first-or secondorder baseline was fit to the spectrum, again excluding line-and RFI channels, to obtain the final HI 21cm spectrum for each DLA. Finally, data on eight targets were rendered unusable by strong RFI at or near the redshifted HI 21cm line frequencies.
GMRT and WSRT observations, and data analysis
The GMRT observations used the 327-MHz receivers and the 30-antenna hardware correlator, with two polarizations and a bandwidth of 1 MHz sub-divided into 128 channels, or 2 MHz subdivided into 256 channels. The number of working antennas varied between 22 and 30 on the different runs, due to maintenance activities and technical problems. Observations of the standard calibrators 3C48, 3C147 and 3C286 were used to test the system performance at the beginning of each observing run, and then to calibrate the flux density scale. An observing run typically consisted of a full-synthesis track on the target source, interleaving 40-minute scans on the target with 7-minute scans on compact phase calibrators to calibrate the antenna gains. The system passband was calibrated with observations of bright radio sources, usually the flux density calibrators themselves, approximately every 3 hours.
The WSRT observations of 0528−250 used the 92cm receivers, with two DZB/IVC sub-bands of bandwidth 1.25 MHz each sub-divided into 512 channels, with two polarizations. The two intermediate-frequency DZB/IVC sub-bands were used in order to reduce the digital noise. The standard calibrators 3C48 and 3C286 were observed at the start and end of each run to calibrate the flux density scale and the system bandpass. A total of 50 hours of observing time were obtained on the target source.
All GMRT and WSRT data were analysed in "classic" AIPS, following standard procedures. After initial editing of bad data (e.g. due to malfunctioning antennas, shadowing, correlator problems, RFI, etc), the antenna gains, passband shapes and amplitude scales were determined, using the data on the various calibrators. After applying the initial calibration, a number of channels were averaged together to obtain a "channel-0" continuum visibility dataset and a series of self-calibration and imaging cycles were then used to accurately determine the antenna gains. This was accompanied with intermediate flagging steps to further edit out bad data. For the GMRT, 3-D imaging procedures were used for all 327 MHz data, with the field sub-divided into 37 facets during imaging. In the case of the WSRT, the low source elevation meant that additional care had to be taken to remove data affected by shadowing by foreground trees. The self-calibration and imaging procedure consisted of 3-4 phase-only calibration and imaging cycles, followed by a single amplitude-and-phase self-calibration and imaging step. This was followed by subtraction of the image from the calibrated visibilities, with the residual U-V data then examined for any systematic behaviour and bad data edited out, after which the self-calibration and imaging cycles were repeated. This procedure was carried out for each source until no further improvement was obtained in the image and U-V residuals, typically after 2-3 such cycles. The final image was then subtracted out from the calibrated multi-channel U-V visibility dataset, using the task UVSUB. Following this, the task UVLIN was used to subtract out any residual emission, by a first-order polynomial fit to the spectrum on each visibility baseline. The residual U-V data were then shifted to the heliocentric frame using the task CVEL, and were imaged to produce the final spectral cube. A spectrum was then obtained by taking a cut through the location of the target source. In some cases, a second-order baseline was fit to this spectrum to obtain the final HI 21cm spectrum of the source. Finally, the source flux density was measured by using the task JMFIT to fit a gaussian model to the final continuum image; all target sources were unresolved by the WSRT and GMRT synthesized beams and a single gaussian was hence used as the model in all cases.
In the case of the WSRT data, the extremely low elevation of 0528−250 meant that the flux density scale could not be determined accurately. We found that both the source flux density and the RMS noise on the spectrum were lower by a factor of ≈ 1.71 than the expected values, indicating a multiplicative problem with the flux scale. Fortunately, this scaling issue does not affect the HI 21cm optical depth spectrum. Note that the quoted flux density and RMS noise values in Table 1 have been corrected by this factor of 1.71, for consistency with the literature.
Spectra and results
New detections of HI 21cm absorption were obtained in two DLAs, at z ∼ 3.387 towards 0201+113 and z ∼ 2.347 towards 0438−436. These results were discussed in detail by Kanekar et al. (2006) and Kanekar et al. (2007) , and the spectra are not shown here. HI 21cm absorption was also detected in two known HI 21cm absorbers, at z ∼ 1.9436 towards 1157+014 (Wolfe et al. 1981) and z = 2.0395 towards 0458−020 (Wolfe et al. 1985) ; these spectra are shown in Fig. 1 . For the non-detections, the final HI 21cm spectra are shown in Figure 2 , in order of increasing right ascension.
The observational details and results of the GBT, GMRT and WSRT spectroscopy are summarized in Table 1. The columns of  this table are: (1) the quasar name, (2) the quasar emission redshift, (3) the DLA redshift, (4) the redshifted HI 21cm line frequency, (5) the telescope used for the HI 21cm search, (6) the on-source integration time, in hours, (7) the bandwidth, in MHz, (8) the velocity resolution, in km s −1 , after Hanning-smoothing and re-sampling, (9) the RMS noise at this velocity resolution, in mJy, (10) the source flux density, in Jy, (11) for detections, the integrated HI 21cm optical depth τ 21cm dV, or, for non-detections, the 3σ limit on τ 21cm dV, assuming a gaussian line profile with a line FWHM of ∆V = 15 km s −1 , with the RMS noise computed at a similar velocity resolution. For the eight GBT targets where the final HI 21cm spectrum was unusable due to RFI, column (10) contains "RFI", and the remaining column entries have been left blank. We note, in passing, that the assumed line FWHM of 15 km s −1 is comparable to the widths of spectral components in known redshifted HI 21cm absorbers; assuming a narrower line FWHM would yield a more stringent lower limit on the spin temperature (see Section 3 for discussion).
VLBA imaging studies
We used the VLBA 327 MHz, 606 MHz and 1.4 GHz receivers in proposals BK89, BK131, BK153, BK159 and BK175 to obtain high spatial resolution images of the compact radio structure of the quasars behind a sample of DLAs and HI 21cm absorbers, to measure the quasar core fractions, and thus estimate the DLA covering factors. For each target, the VLBA observing frequency was chosen to be within a factor of ≈ 2 of the redshifted HI 21cm line frequency, to ensure that the spatial extent of the background radio continuum was determined close to the line frequency. In practice, the VLBA observing frequency was within a factor of 1.5 of the redshifted HI 21cm line frequency for all targets except for three HI 21cm absorbers at z ∼ 1.3 lying towards faint background quasars (J0850+5159, J0852+3435 and 2337−011, all with flux densities 100 mJy at the redshifted HI 21cm line frequency). These three sources were observed with the higher-sensitivity L-band receivers of the VLBA.
The results from the initial VLBA data of proposals BK89 and BK131 were presented by Kanekar et al. (2009a) . We will not describe these data again here, but will instead simply use the core flux density estimates from that paper. 13 DLAs and HI 21cm absorbers were observed with the VLBA in proposals BK153, BK159 and BK175, six with the 327 MHz receivers, three with the 606 MHz receivers and four with the 1.4 GHz receivers. Bandwidths of 12, 4 and 32 MHz were used at 327 MHz, 606 MHz and 1.4 GHz, respectively, sub-divided into 32 spectral channels and with two polarizations and two-bit sampling. The on-source time was ≈ 2 hours for each source. One or more of the strong fringe finders 0438−436, 3C454.3, 3C84, 3C147, 3C286 and 3C345 were observed during each run for bandpass calibration; phase referencing was not used.
The VLBA data were also reduced in "classic" AIPS, following procedures similar to those described in section 2.1.2. However, for the VLBA data, the flux density scale was calibrated by using online measurements of the antenna gains and system temperatures, and the calibration steps included ionospheric corrections and fringe-fitting to determine the delay rates. Unfortunately, the ionospheric phase stability was relatively poor during the 327 MHz and 606 MHz observations and only 5-6 antennas could be retained during the self-calibration procedure. Further, the final VLBA images were produced with phase self-calibration alone, again after the usual iterative procedure involving a number of self-calibration and imaging cycles. The core flux density of each source was measured using the task JMFIT, by fitting an elliptical gaussian model to the core radio emission. The core emission was found to be fairly compact in most cases, with little extended emission; a single gaussian was hence used as the model for most sources. For three sources, adding more source components yielded a clear decrease in the χ 2 and thus an appreciably better fit: a two-component model was hence used for two of these, 2003−025 and 1122−168, and a three-component model for 0824+355. Figure 3. VLBA images of the compact radio structure of the 13 background quasars; the quasar name, DLA redshift and observing frequency are indicated at the top of each panel. The dashed contour is the largest negative value in each image, with the outermost positive contour at the same level; the penultimate solid contour thus indicates the lowest believable structure in each image. The synthesized beam is shown at the bottom left corner of each panel. a The quoted RMS noise is on the final HI 21cm spectrum, produced by smoothing the two spectra to the same velocity resolution and then averaging with weights based on the RMS noise values. b The quoted integrated HI 21cm optical depth for the z = 2.0395 DLA towards 0458−020 is the average of the values obtained in the two observing runs in March and May 2008, while the RMS noise is at a resolution of 2.4 kHz, averaging over the two runs. See Section 5 for details. c The low elevation of 0528−250 during the WSRT observations resulted in a multiplicative error by a factor of 1.71 in the flux density scale. The measured flux density and RMS noise were 82 mJy and 4.1 mJy, respectively; however, the quoted values in the table are on the flux scale of Carilli et al. (1996) . Note that the flux scale has no effect on the inferred optical depth. d S 21cm is the source flux density at the redshifted HI 21cm line frequency. c 0000 RAS, MNRAS 000, 000-000 (Douglas et al. 1996) and the 1.4 GHz Very Large Array FIRST and NVSS surveys (Becker et al. 1995; Condon et al. 1998 ). b For 1122−168, the deconvolved angular size and spatial extent are both 0.0 along one axis. This is because the angular extent of the core along this axis is significantly smaller than the VLBA synthesized beam. c We assume that the DLA covering factor f is equal to the quasar core fraction, i.e. the ratio of the core flux density to the total integrated flux density, S tot .
For the three sources, 1122−168, 0824+355 and 2003−025, where the model contained multiple Gaussian components, the more compact component has been identified with the core. In such cases, the covering factor estimates assume that only the core has been covered by the foreground DLA.
The VLBA images are presented in Figure 3 , in order of increasing right ascension, with the results summarized in Table 2 . The columns of this table contain: (1) the quasar name, (2) the quasar emission redshift, (3) the DLA redshift, (4) the redshifted HI 21cm line frequency, in MHz, (5) the VLBA observing frequency ν VLBA , in MHz, (6) the total source flux density S tot at the VLBA observing frequency, obtained from single-dish or low-resolution interferometer studies, (7) the VLBA beam, in mas × mas, (8) the core flux density S VLBA , in Jy, measured from the VLBA image (for the three sources with multiple gaussian components, the most compact component was identified as the core), (9) the deconvolved size of the radio emission, in mas × mas, (10) the spatial extent of the core radio emission at the DLA redshift, and (11) the DLA covering factor f , assumed to be equal to the quasar core fraction, i.e. the ratio of the core flux density measured in the VLBA image S VLBA to the total source flux density S tot at the VLBA frequency (see Section 3). For systems without measurements of the total flux density at the VLBA observing frequency, S tot was estimated by extrapolating from measurements at other frequencies. It should be emphasized that the estimates of the deconvolved size of the core emission and its spatial extent are upper limits, because any residual phase errors would increase the apparent size of the core emission. Finally, we note that error bars have not been included on the covering factor estimates. While we estimate that the errors on the VLBA flux density calibration are ≈ 10%, the VLBA and total flux density measurements were not carried out simultaneously, implying that individual covering factor estimates could have larger errors due to source variability. ). The adopted column density of a given species was obtained by a weighted mean of the measured column densities from all unsaturated lines. All limits are at 3σ significance.
Optical spectroscopy

VLT-UVES spectroscopy
posures were obtained with both UVES arms in the 346+580 nm standard wavelength setting, with a 1.0 arcsec slit.
Besides the above UVES observations, we also downloaded UVES data on a few DLAs of the sample from the VLT archive, along with the requisite calibration files obtained within a few nights of the science exposures. The instrumental calibration plan dictates how frequently the calibration exposures are obtained, based on knowledge of the instrument stability. The blue arm data downloaded by us on 0952+179 as part of program 69.A-0371(A) (PI: Savaglio) consist of three 5700 sec exposures with the 346 nm central wavelength setting. Data for 0827+243 were obtained as part of program 68.A-0170(A) (PI: Mallen-Ornelas) with both UVES arms in the 346+564 standard settings and four onehour exposures. In all cases, the data were obtained with a 1.0 arcsec slit, with the detector binned by 2 in both the spatial and spectral directions.
The UVES data of 1127−145 were reduced with the UVES MIDAS pipeline version 2.1.0 2 , while the archival UVES data were reduced using a custom version of the UVES pipeline, based on Midas reduction routines. All data reduction followed the standard procedure for UVES data (e.g. , with wavelength calibration and normalization carried out for the individual spectra, before the spectra were optimally combined to produce the final one-dimensional spectrum on a heliocentric wavelength scale.
HST-STIS spectroscopy of 1127−145
The Space Telescope Imaging Spectrograph (STIS) on the Hubble Space Telescope (HST) was used in the E230M echelle mode in proposal 9173 (PI: J. Bechtold) to obtain an ultraviolet spectrum of 1127−145. These data were downloaded from the HST archive. The total exposure time on target amounted to 52,380 s with the 0.2 ′′ × 0.2 ′′ aperture. The HST-STIS data were reduced with the IDL version of CalSTIS v7.0 (Lindler 1999) , following standard procedures, combining data from different exposures with weights inversely proportional to their variance.
GMOS observations of 0311+430
The z = 2.2890 DLA towards 0311+430 (York et al. 2007 ) was observed on 14 November 2007 with the Gemini Multi-Object Spectrograph (GMOS) on the Gemini North telescope (in proposal GN-2007B-Q-76). The quasar was observed in nod and shuffle mode with the R600 grating, a central wavelength of 800 nm and a 0.75 ′′ slit. The CCD was binned by two pixels in both the spatial and spectral directions. In nod and shuffle mode, the target is observed at two spatial positions on the slit in an ABBA configuration. The exposure time at each position was 30 seconds (120 seconds per cycle) with 19 cycles per exposure. Each exposure therefore has an effective integration time of 2280 seconds, with 6 exposures taken in all.
The data were reduced using the Gemini IRAF package following standard procedures, but with special modifications for the nod and shuffle mode. First, a bias was constructed, with an interactive fit to the overscan region, using GBIAS. A dark calibration frame was constructed using GNSDARK and subtracting the bias frame from the previous step. GSFLAT was used to make the master flat field from individual lamp exposures with interactive polynomial fits to remove the underlying spectral shape of the illumination. The application of these calibration frames (bias, dark and flat) to the science data was achieved using GSREDUCE. Sky subtraction is done using GNSSKYSUB on the 2-dimensional (2D) spectra by subtracting the shuffled image pixels from those in the unshuffled position. This step in the procedure is one of the great benefits of the nod and shuffle mode, and results in superior subtraction with much lower sky residuals than traditional long slit spectroscopy. For our reductions, with multiple exposures, GNSSKYSUB is called as part of the GNSCOMBINE routine which applies offsets to the various dithers and yields a single 2D spectrum. After the combination, the 2D frame has a positive and a negative spectrum at position A and B respectively. A first order wavelength correction (based on the image header information) of the science image and mosaicing of the 3 CCDs is achieved by running GSREDUCE again. GSREDUCE is also used to apply the master calibration files to the arc frames, before the wavelength solution is determined and applied to the science frame using GSWAVELENGTH and GSTRANSFORM respectively. The 1-D spectra (one positive and one negative) were then extracted using GSEXTRACT and averaged together after inversion of the negative spectrum. The final spectrum (obtained after binning by 2 in both spatial and spectral directions) has a wavelength coverage of 6570 − 9450Å, a FWHM resolution of ∼ 3.1Å and a signal-to-noise ratio (S/N) per pixel of 30 − 50.
Keck-HIRES spectroscopy
The z = 0.0912 and z = 0.2212 DLAs towards 0738+313 were observed on 26 December 2006 with the Keck/ HIRES spectrometer (Vogt et al. 1994) , configured with the blue cross-dispersor (i.e. HIRESb). We employed the E3 decker which affords a spectral resolution of FWHM ≈ 4 km s −1 . The grating was tilted to XDANGL=1.039 giving a nearly continuous wavelength coverage from λ ≈ 3100 − 5900Å, but with two gaps owing to the CCD mosaic. The science frames (two exposures at 900s each) and associated calibration files were reduced with the HIRedux data reduction pipeline 3 (for details, see Prochaska et al. 2007 ). The spectra were optimally extracted and co-added (binning by 2 in the spatial direction), corrected to vacuum wavelengths and the heliocentric reference frame. The S/N at λ ≈ 4000Å is approximately 13 per 1.3 km s −1 pixel.
Abundances and velocity widths
The Keck-HIRES, VLT-UVES, GMOS-N and HST-STIS spectra were used to derive column densities and elemental abundances for six DLAs, at z = 0.0912 and z = 0.2212 towards 0738+313, z = 0.2378 towards 0952+179, z = 0.3127 towards 1127−145, z = 0.5247 towards 0827+243 and z = 2.2890 towards 0311+430. For all absorbers, the column densities for different species were estimated from the observed line profiles using the apparent optical depth method (AODM; Savage & Sembach 1991) . For the z = 0.3127 DLA towards 1127−145, the weakness of the ZnII lines in the HST-STIS spectrum prompted us to also try a different route. Here, the strong absorption lines in the VLT-UVES spectrum were first analysed with FITLYMAN (Fontana & Ballester 1995) , with Voigt profiles first fitted to the CaII doublets alone, in order to determine the turbulent Doppler parameters and the redshifts of the individual components. These values were then fixed, together with the column density of the individual CaII doublets, and the ZnII and MnII lines included in the fit to determine the ZnII column density from the HST-STIS spectrum and the MnII column density from the VLT-UVES spectrum. This approach yielded log[N ZnII /cm −2 ] = 13.45 ± 0.08, consistent with the AODM value of log[N ZnII /cm −2 ] = 13.57 ± 0.05; the AODM value will be used in the following discussion, as it involves fewer assumptions. We note, in passing, that the Voigt profile fit to the MgI line yielded a larger MgI column density than that obtained from the AODM, with log[N MgI /cm −2 ] = 13.95 ± 0.07. This may be because the MgI line is nearly saturated in this absorber; in such situations, the AODM estimate should be regarded as a lower limit Table 3 lists the column densities derived for various species in the six DLAs, along with the HI column density of the absorber. The abundances, relative to the solar abundance, on the solar scale of Asplund et al. (2009) , are summarized for each system in Section 5. The metal lines detected in each spectrum (and, in some cases, a few undetected transitions) are plotted in Figs. 4 − 9.
Finally, we measured the velocity width at 90% optical depth, ∆V 90 , of the low-ionization metal lines detected in our Keck-HIRES or VLT-UVES spectra of a subset of the absorbers of our sample following the criteria and procedures described in Prochaska . In the majority of cases, we analyzed an unsaturated, low-ion transition observed at high S/N. For ≈ 5 systems, however, this did not prove possible (e.g. the DLA at z = 0.2212 toward 0738+313). In these cases, we measured ∆V 90 from a modestly saturated line or a transition from a non-dominant ion (e.g. MgI λ2852). Inspection of the full set of line profiles for these systems indicate that the results should be representative of the gas kinematics. The derived ∆V 90 values are listed in Table 4 , along with the transition used for the estimate.
SPIN TEMPERATURES, COVERING FACTORS AND VELOCITY WIDTHS
For a DLA towards a radio-loud background quasar, the HI column density N HI , the HI 21cm optical depth τ 21cm and the spin temperature T s are related by the expression (Rohlfs & Wilson 2006 )
where N HI is in cm −2 , T s is in K, the integral τ 21cm dV is over the observed line profile in velocity space, in km s −1 , and the constant C 0 = 1.823 × 10 18 cm −2 K −1 km −1 s. Note that the HI 21cm optical depth is given by τ 21cm = − log [1 − ∆S /S ], where ∆S is the line depth and S is the flux density of the background quasar.
Equation 1 implicitly assumes that the all quantities are measured at the same spatial resolution. However, in the case of DLAs, the HI column density is measured from the redshifted Lyman-α absorption line towards the optical quasar, i.e. along a narrow pencil beam through the absorber. Conversely, the HI 21cm optical depth is measured against the more-extended radio emission. Ideally, the HI 21cm absorption studies should be carried out with very long baseline interferometry, so that the radio and optical sightlines have similar transverse extents in the absorber. Unfortunately, current VLBI arrays such as the VLBA or the European VLBI Network have both very poor low-frequency coverage and low sensitivity. Further, even the 1000 km baselines of the next-generation Square Kilometre Array would only give a spatial resolution of ≈ 1 kpc at the redshift of a DLA at z ≈ 2 (e.g. Kanekar & Briggs 2004) , far worse than the "effective" resolution of hundreds of AU allowed by optical absorption spectroscopy (arising from the size of the background quasar). As a result, HI 21cm absorption studies are likely to continue to probe conditions on far larger spatial scales than op- tical absorption studies in the foreseeable future. One must hence attempt to correct for resolution effects, as has been done in the present and earlier studies (e.g. Briggs & Wolfe 1983; Carilli et al. 1996; Kanekar et al. 2009a; Ellison et al. 2012) . This is discussed in detail below. There are two effects that must be taken into account in the case of HI 21cm absorption studies at low angular resolution. First, for extended radio structure in the quasar, the foreground absorber may cover only part of the radio emission, but the angular extent of the emission may be smaller than the telescope beam and hence unresolved. In such cases, if the (unresolved) total quasar flux density measured by the observer is S Jy, but only a fraction f of this emission is covered by the foreground absorber, the true HI 21cm optical depth is larger than the observed optical depth. The HI 21cm optical depth corrected for covering factor effects is given by τ 21cm = − log 1 − ∆S /( f S ) and equation (1) is modified to
where f is referred to as the DLA covering factor. For most DLAs, the HI 21cm optical depth is low, τ 21cm << 1, and the expression reduces to
The covering factor f is included in the above equation to account for the fact that low-frequency radio emission is often very extended, implying that the foreground DLA may not cover the entire background radio emission. The angular resolution of redshifted HI 21cm absorption studies (with single dishes or short-baseline interferometers like the GMRT or WSRT) is typically quite poor ( 10 ′′ for even the GMRT, i.e. 80 kpc for a DLA at z ∼ 3), and the measured HI 21cm optical depth is hence a lower limit, because some of the radio emission may not be covered by the absorber. Curran et al. (2005) have emphasized unknown covering factors as a critical issue in interpreting the high spin temperatures typically obtained in HI 21cm absorption studies of high-z DLAs. This is because an apparently-low HI 21cm optical depth could arise due to an unknown low covering factor, a high spin temperature or an over-estimated HI column density. The covering factor can be estimated from very long baseline interferometric (VLBI) studies close to the redshifted HI 21cm line frequency (Briggs & Wolfe 1983; Kanekar et al. 2009a) , to measure the compact flux density arising from the radio core at this frequency. The ratio of the core flux density to the total source flux density gives the quasar core fraction. In the following, we will assume that this quantity is a reasonable estimate of the covering factor. We note that this is not formally a measurement of the covering factor for an individual absorber because (1) it is possible that the absorber covers some fraction of the extended emission, in addition to the core emission, and (2) it is also possible that the absorber does not entirely cover the radio core. The latter is unlikely if the core size is significantly smaller than the size of a typical galaxy at the absorber redshift. Thus, for core sizes 1 kpc, the ratio of the core flux density to the total source flux density should provide at least a lower limit to the covering factor.
We note, in passing, that the results of the paper are derived under the assumption that the DLA covering factor is equal to the quasar core fraction. However, in Section 7.9, we consider the possibility that the core fraction and covering factor are entirely unrelated, and use Monte Carlo simulations to show that the hypothesis that they are equal is actually not required for the results described below.
Until quite recently, there were very few estimates of DLA covering factors from low-frequency VLBI studies. This is because such studies are technically challenging due to propagation effects in the atmosphere, which can result in decorrelation of the signals on the long VLBI baselines. However, over the last few years, covering factors have been estimated for a large number of highz DLAs, mostly with the low-frequency receivers of the VLBA (e.g. Kanekar et al. 2009a; Ellison et al. 2012; Srianand et al. 2012; Kanekar et al. 2013, ; this work) .
The second issue that must be taken into account in the case of HI 21cm absorption studies at low angular resolution is the fact that, for DLAs, the HI column density in equation (3) is determined from the Lyman-α profile. Using this to derive the spin temperature involves the assumption that the HI columns along the optical and radio sightlines are the same. Since the optical quasar is far smaller than the radio core (typically, sizes of 100 − 1000 AU at optical wavebands and 10 pc in the radio), the HI column densities can, in principle, be different along the two sightlines. This assumption will be examined in detail in Section 7.3.
Next, for neutral gas along the line of sight at different temperatures, the spin temperature derived from equation (3) is the column-density-weighted harmonic mean of the spin temperatures of the different phases, i.e.
where n i = N i /N HI is the fraction of the total HI column density in the i th cloud, and T s,i is its spin temperature. Thus, a measurement of T s = T along a sightline could arise due to the presence of either a single intervening HI "cloud" with this spin temperature or a combination of clouds with spin temperatures above and below the measured value, T. For example, a measured spin temperature of ≈ 1000 K does not rule out the classic "two-phase" model of the neutral Galactic ISM (Field et al. 1969; McKee & Ostriker 1977) , as this would arise naturally for sightlines with two types of HI "clouds", at temperatures of ≈ 100 K and ≈ 8000 K.
It should be emphasized that the spin temperature along multiphase sightlines is biased towards cold gas. Specifically, a sightline with HI equally divided between cold and warm phases, at spin temperatures of T s = 100 K and T s = 8000 K, respectively, would yield a derived spin temperature of ≈ 180 K. Conversely, a sightline with 90% of the HI at T s = 8000 K, and 10% at T s = 100 K would yield a derived spin temperature of ≈ 900 K. Further, collisions drive the spin temperature towards the gas kinetic temperature (Wolfire et al. 1995, ≈ 40 − 200 K; ) in the cold neutral medium (CNM). However, in the warm neutral medium (WNM), the number density is too low to thermalize the transition and the spin temperature is typically significantly lower than the kinetic temperature T k (e.g. T s ≈ 1000 − 4000 K for T k ≈ 5000 − 8000 K; Liszt 2001). The result of both these effects is that a high measured spin temperature ( 1000 K) can only be explained by a preponderance of neutral gas in the WNM. The only caveat to this statement is if the HI column density measured towards the optical quasar is significantly larger than that towards the radio core, which, as we will discuss in Sec. 7.3, may occur on individual sightlines but is very unlikely to arise in a systematic manner.
For DLAs that do not show detectable HI 21cm absorption, one can use the upper limit on the HI 21cm optical depth in equation (3) to obtain a lower limit to the spin temperature. The derived limit depends on the assumed shape of the velocity profile; further, the detection sensitivity worsens with increasing line width (∝ √ ∆V, where ∆V is the line FWHM), implying that significant non-thermal broadening makes it harder to detect HI 21cm absorption. For non-detections, we will in all cases assume a gaussian profile of FWHM=15 km s −1 , corresponding to thermally-broadened HI at a kinetic temperature of 5000 K (i.e. in the WNM range). This is a conservative strategy as it allows for significant non-thermal broadening of cold HI along the line of sight. We also note that individual HI 21cm spectral components in DLAs with detected HI 21cm absorption typically have FWHMs of 5 − 15 km s −1 .
PROXIMATE DLAS AND SUB-DLAS
Two sub-classes of damped absorbers, proximate DLAs ("PDLAs") and sub-DLAs, merit special mention (see also Ellison et al. 2012) . PDLAs are defined as absorbers with redshifts within ≈ 3000 km s −1 of the quasar redshift, i.e. arising in gas associated with the quasar host galaxy (e.g. Møller et al. 1998; Ellison et al. 2002; ). For such systems, the population distribution in the hyperfine levels, and thus the spin temperature, will be significantly influenced by the quasar radiation field at the HI 21cm line frequency (e.g. Field 1958; Wolfe & Burbidge 1975) . Since this complicates the interpretation of the derived spin temperatures, we will exclude PDLAs from the later analysis and discussion.
Sub-DLAs are absorbers with HI column densities below the defining DLA column density of N HI = 2 × 10 20 cm −2 , but which still show damping wings in the Lyman-α profile (e.g. Péroux et al. 2003) . Numerical estimates of self-shielding against the UV background in DLAs and sub-DLAs suggest that the absorbers are physically distinct: these studies find that most of the gas in DLAs is neutral, while that in sub-DLAs is predominantly ionized and at high temperatures (Viegas 1995; Prochaska 1999; Wolfe et al. 2005; Milutinovic et al. 2010) . In keeping with the above, recent Galactic HI 21cm absorption studies have shown that the CNM fraction increases sharply at N HI ≈ 2 × 10 20 cm −2 , with very low CNM fractions below this threshold (Kanekar et al. 2011 ). SubDLAs are thus likely to show significantly higher spin temperatures than DLAs; we will hence exclude them from the full sample and the later analysis. 
NOTES ON INDIVIDUAL SOURCES
The HI 21cm optical depths listed in Table 1 and the covering factors of Table 2 and Kanekar et al. (2009a) were used to derive spin temperatures for the DLAs and sub-DLAs of our sample whose HI 21cm data were not affected by RFI. The elemental abundances of Table 3 were used to complement and, in some cases, to improve the metallicities given in the literature. This section briefly summarizes the results for each absorber for which new data have been presented in this paper, again in order of increasing right ascension.
(i) 0201+113, z = 3.3869: The z = 3.3869 DLA towards 0201+113 was detected by White et al. (1993) and its HI column density was measured to be N HI = (1.8 ± 0.3) × 10 21 cm
by . After inconclusive results from a number of HI 21cm absorption studies with different radio telescopes Briggs et al. 1997; Kanekar & Chengalur 1997) , HI 21cm absorption was finally detected from this absorber with the GMRT ). The DLA covering factor is f = 0.76, from a 327 MHz VLBA imaging study (Kanekar et al. 2009a) , yielding a spin temperature of T s = (1050 ± 175) × ( f /0.76) K.
(ii) 0311+430, z = 2.2890: The z = 2.2890 DLA towards 0311+430 was found by Ellison et al. (2008) and has an HI column density of (2.0 ± 0.5) × 10 20 cm −2 and a spin temperature of T s = (72 ± 18) × ( f /0.52) K (York et al. 2007; Kanekar et al. 2013 ). The SiIIλ1808 line, detected in the original low-resolution GMOS spectrum, yields [Si/H] > −0.56, assuming the line to be unsaturated (York et al. 2007; Ellison et al. 2008 ). We do not detect the ZnIIλ2026 line in our new GMOS spectrum (see Table 3 (iii) 0336−017, z = 3.0621: The z = 3.0621 DLA towards 0336−017 was found by Lu et al. (1993) , with an HI column density of N HI = (1.5 ± 0.3) × 10 21 cm −2 . The DLA covering factor is f = 0.68 (Kanekar et al. 2009a ); our upper limit on the HI 21cm optical depth then yields the lower limit T s > 8890 × ( f /0.68) K on the DLA spin temperature, assuming an FWHM of 15 km s −1 for the HI 21cm line. We note that this T s limit is extremely high, at the upper end of the range of WNM kinetic temperatures. The low-ionization metal lines of this DLA have a relatively large velocity spread, ∆V 90 ≈ 108 km s −1 (see Table 4 ). However, even assuming that the HI 21cm line has a comparable velocity FWHM (perhaps due to non-thermal broadening) would only lower the spin temperature limit to T s 8890 × √ (15/108), i.e. to T s 3315 K. The HI content in this DLA thus appears to be dominated by warm gas, unless there is significant small-scale structure along the sightline and the HI column along the radio sightline is much lower than that towards the optical quasar.
(iv) 0347−211, z = 1.9470: The z = 1.9470 DLA towards 0347−211 was detected by in the CORALS survey, and has an HI column density of N HI = (2.0 ± 0.5) × 10 20 cm −2 . No low-frequency VLBI images of the background quasar are currently available; we hence do not have a reliable estimate of its covering factor. Our upper limit on the HI 21cm optical depth yields T s > (380 × f ) K.
(v) 0405−331, z = 2.5693: The PDLA towards 0405−331 has an HI column density of N HI = (4 ± 1) × 10 20 cm −2 ) and a covering factor of f = 0.44 (Kanekar et al. 2009a ), yielding T s > 1220 × ( f /0.44) K.
(vi) 0432−440, z = 2.3020: The z = 2.3020 DLA towards 0432−440 has an HI column density of N HI = (6.0±1.5)×10 20 cm −2 . The VLBA 327 MHz image of this DLA shows a weak extension, but we were unable to obtain a stable 2-component fit (probably due to the weakness of the extension); we hence used a single-Gaussian model here, obtaining f = 0.38. Combining this with our upper limit on the HI 21cm optical depth yields T s > 555 × ( f /0.38) K.
(vii) 0438−436, z = 2.3474: This DLA has an HI column density of N HI = (6.0±1.5)×10 20 cm −2 , and a covering factor of f = 0.59 (Kanekar et al. 2009a ). The GBT detection of HI 21cm absorption then yields T s = (900 ± 250) × ( f /0.59) K (Kanekar et al. 2006) .
(viii) 0454+039, z = 0.8597: The z = 0.8597 DLA towards 0454+039 has an HI column density of N HI = (5.0±0.7)×10 20 cm −2 (Boisse et al. 1998 ; see also Steidel et al. 1995 ) and a covering factor f = 0.53 (Kanekar et al. 2009a ). Our GBT upper limit to the HI 21cm optical depth then yields T s > 990 × ( f /0.53) K.
(ix) 0458−020, z = 2.0395: There are multiple estimates of the HI column density of this DLA, N HI = (4.5 − 6) × 10 21 cm −2 Pettini et al. 1994; Møller et al. 2004; Heinmüller et al. 2006) , from different telescopes and spectrographs, all consistent with each other within the measurement errors. We will use the value N HI = (6 ± 1) × 10 21 cm −2 (Møller et al. 2004) , as this was obtained from a high-sensitivity VLT-FORS1 spectrum (the other results use either echelle spectroscopy or 4m-class telescopes). HI 21cm absorption in the z = 2.0395 DLA was originally de- Prochaska & Wolfe (1999) and Ledoux et al. (2006) . b References for N HI , metallicity, covering factor and spin temperature estimates: (1) This work, (2) , (3) Chengalur & Kanekar (1999) , (4) Lane et al. (2000) , (5) Kulkarni et al. (2005) , (6) Lane et al. (1998) , (7) Rao & Turnshek (2000), (8) Kanekar & Chengalur (2001a) , (9) Kanekar et al. (2009a) , (10) Chengalur & Kanekar (2000) , (11) Brown & Spencer (1979) , (12) Boisse et al. (1998) , (13) Lanzetta & Bowen (1992) , (14) Roberts et al. (1976) , (15) Brown & Roberts (1973) , (21) Pettini et al. (2000) , (22) Steidel et al. (1995) , (23) Nestor et al. (2008) , (24) Rao et al. (2006) , (25) Kanekar et al. (2009b) , (26) Gupta et al. (2009), (27) Wolfe & Davis (1979) , (28) , (48) Jorgenson et al. (2006) , (49) , (50) Prochaska et al. (2007) , (51) Ledoux et al. (2006) , (52) White et al. (1993) , (53) Kanekar et al. (2007) , (54) Srianand et al. (2012) , (55) , (56) Møller & Warren (1993) , (57) Lu et al. (1996) , (58) Srianand et al. (2010) , (59) Storrie-Lombardi & Wolfe (2000), (60) Lopez & Ellison (2003) , (61) Ledoux et al. (2002) , (62) Bergeron & Stasińska (1986) . (63) In the case of the z = 0.5242 DLA towards 0235+164, the metallicity is from an X-ray absorption study (Junkkarinen et al. 2004 ). 
References: See Table 4 . ⋆ These PDLAs also have covering factor estimates at frequencies > 1.5 times higher than the redshifted HI 21cm line frequency.
tected by Wolfe et al. (1985) , with two distinct absorption components (see also Briggs et al. 1989) . We observed the HI 21cm line with the GBT on two separate occasions, in March and May 2008; these spectra are shown in Fig. 10 , overlaid on an old HI 21cm spectrum obtained with the Arecibo telescope (kindly provided by Art Wolfe). The GBT and Arecibo spectra are clearly different, with the secondary HI 21cm component significantly weaker in the GBT spectra. We note that part of this discrepancy might arise due to flux scale errors (and perhaps bandpass calibration issues) in the Arecibo spectrum, given that the source is at the edge of the Arecibo declination range. However, while the secondary component has the same depth in the two GBT runs, a statistically-significant difference is seen in the primary component. Indeed, the integrated HI 21cm optical depths obtained at the GBT are τ 21cm dV = (5.534 ± 0.080) km s −1 in March 2008 and τ 21cm dV = (6.198 ± 0.088) km s −1 in May 2008; the difference has ≈ 5σ significance, indicating that the HI 21cm absorption has changed on a timescale of ≈ 2 months. No significant narrow-band interference was observed on either observing run and the doppler shift between the runs is ≈ 20 km s −1 , comparable to the FWHMs of the components. We conclude that the spectra show evidence for variability in the HI 21cm profile, on timescales of months, and possibly of years. Such line variations have been seen earlier, on timescales as short as a few days, in two low-z DLAs, at z ∼ 0.5242 towards AO0235+164 (Wolfe et al. 1982) and z ∼ 0.3127 towards 1127−145 (Kanekar & Chengalur 2001b) . They can be explained by a number of scenarios, including refractive interstellar scintillation, gravitational microlensing, transverse motion of compact components in the quasar radio jet, etc (e.g. Briggs 1983; Kanekar & Chengalur 2001b; Gwinn 2001; Macquart 2005) , all typically requiring small-scale structure in the quasar radio emission, the ISM of the absorber and/or the ISM of the Galaxy. The DLA covering factor has been estimated to be ≈ 1 from a VLBI study in the HI 21cm line (Briggs et al. 1989 ). The average integrated HI 21cm optical depth from the two GBT runs is τ 21cm dV = (5.866 ± 0.059) km s −1 ; we then obtain T s = (560 ± 95) K, assuming f = 1. Note that the HI 21cm optical depth is fairly high, τ ≈ 0.3, implying that the low optical depth approximation of equation (3) should not be used.
(x) 0528−250, z = 2.8112: The z = 2.8112 PDLA towards 0528−250 has an HI column density of (2.24 ± 0.05) × 10 21 cm −2 (Møller & Warren 1993 ) and a covering factor of unity (Kanekar et al. 2009a ). Our WSRT non-detection of HI 21cm absorption then yields T s > 925 × ( f /1.0) K. We note that Srianand et al. (2012) present a GBT spectrum of this absorber, obtaining an upper limit of τ 21cm dV < 0.58 km s −1 and T s > 2103 K, using the b-parameter of the detected H 2 absorption for the line width. We have quoted this result in Table 5 , due to its higher sensitivity.
(xi) 0738+313, z = 0.0912: This is the lowest redshift DLA of the sample, with N HI = (1.5 ± 0.21) × 10 21 cm −2 (Rao & Turnshek 1998) and T s = (775 ± 100) × ( f /0.98) K (Chengalur & Kanekar 1999; Lane et al. 2000) . Note that this is one of the few DLAs whose spin temperature has been directly measured from a VLBA HI 21cm absorption study (Lane et al. 2000) . Kulkarni et al. (2005) ). (xii) 0738+313, z = 0.2212: The second DLA towards 0738+313 was also detected by , with N HI = (7.9 ± 1.5) × 10 20 cm −2 ; this has T s = (870 ± 160) × ( f /0.98) K (Lane et al. 1998; Chengalur & Kanekar 1999; Kanekar et al. 2001) . ZnII absorption was not conclusively detected in the HST-STIS spectrum of Kulkarni et al. (2005) (xiii) 0800+618, z = 2.9603: This absorber was detected in the UCSD survey of Jorgenson et al. (2006) , with an HI column density of N HI = (3.16 ± 0.15) × 10 20 cm −2 . Using this with our covering factor estimate ( f = 0.63) and our limit on the HI 21cm optical depth yields T s > 570 × ( f /0.63) K.
(xiv) 0824+355, z = 2.2433: The PDLA towards 0824+355 has N HI = 2 × 10 20 cm −2 (Jorgenson et al. 2006) . The VLBA 327 MHz image shows three clear components, apparently a core with an extended jet, and possibly a fourth weak component. We fit a 3-component model to the image, obtaining a core covering factor of f = 0.20. Our non-detection of HI 21cm absorption then yields
(xv) 0827+243, z = 0.5247: This is another DLA from the HST sample of Rao & Turnshek (2000) , with N HI = (2.00 ± 0.18) × 10 20 cm −2 . HI 21cm absorption was detected in this absorber by Kanekar & Chengalur (2001a) and its covering factor measured by Kanekar et al. (2009a) ; the DLA spin temperature is T s = (330 ± 65) × ( f /0.7) K. Kulkarni et al. (2005) (xvii) 0952+179, z = 0.2378: The z = 0.2378 DLA towards 0952+179 was detected by Rao & Turnshek (2000) , with N HI = (2.09 ± 0.24) × 10 21 cm −2 . Kanekar & Chengalur (2001a) detected HI 21cm absorption in this absorber, and its covering factor was measured to be f = 0.66 by Kanekar et al. (2009a) , giving T s = (6470 ± 965) × ( f /0.66) K. Kulkarni et al. (2005) . The VLBA image of the background quasar shows at least two components, with a total flux density of ≈ 50 mJy. We identify the more compact component with the quasar core; this has a total 1.4 GHz flux density of 12 mJy, yielding a covering factor of f ≈ 0.04. If both components are covered by the foreground DLA, the covering factor would be f ≈ 0.17. Our GBT upper limit to the HI 21cm optical depth yields T s > 100 × ( f /0.04) K; the weak limit is due to the extremely low covering factor.
(xx) 1127−145, z = 0.3127: With N HI = (5.01 ± 0.92) × 10 21 cm −2 (Rao & Turnshek 2000) , this is one of the highest column density DLAs at low redshifts, z 0.5. HI 21cm absorption from this DLA was originally detected by Lane et al. (1998) (see also Kanekar & Chengalur 2001b ) and the covering factor measured by Kanekar et al. (2009a) ; the DLA spin temperature is (820 ± 145) × ( f /0.9) K. Our detection of ZnII absorption in the HST-STIS spectrum yields log[N ZnII /cm (xxi) 1157+014, z = 1.9436: HI 21cm absorption from this DLA was detected by Wolfe et al. (1981) , using the Arecibo telescope. The DLA has an HI column density of N HI = (6.3±1.5)×10 21 cm −2 (Wolfe et al. 1981; Ledoux et al. 2003 ) and a covering factor of f = 0.63 (Kanekar et al. 2009a ). The new GBT HI 21cm spectrum, shown in Fig. 1[A] , confirms the detection of Wolfe et al. (1981) , although the absorption is significantly weaker in our spectrum. We note, however, that strong out-of-band RFI has been found at the GBT around the redshifted HI 21cm line frequency (≈ 482.5 MHz); this could imply significant uncertainty in our flux density calibration. We will hence use the original integrated HI 21cm optical depth of Wolfe et al. (1981) Rao et al. (2006) in their HST survey of strong MgII λ2796 absorbers, with N HI = (3.5 ± 1.6) × 10 20 cm −2 . HI 21cm absorption was later detected in this absorber by Kanekar et al. (2009b) . The VLBA image shows a central core with weak extended emission, and a core covering factor of f = 0.53; this yields a spin temperature of T s = (485 ± 195) × ( f /0.53) K.
(xxvii) 2149+212, z = 0.9115: The z = 0.9115 DLA towards 2149+212 was also found by Rao et al. (2006) . Unfortunately, its very low covering factor ( f = 0.03) implies that our GBT upper limit on the HI 21cm optical depth only yields a weak limit on the spin temperature, T s > 55 × ( f /0.03) K.
(xxviii) 2342+342, z = 2.9082: This DLA was detected by White et al. (1993) , and has N HI = (1.3 ± 0.3) × 10 21 cm −2 and f = 0.71 (Kanekar et al. 2009a ). Our GMRT non-detection of HI 21cm absorption then yields T s > 2200 × ( f /0.71) K.
THE FULL SAMPLE
Including systems from the literature, the full sample of DLAs and sub-DLAs towards "compact" radio quasars with estimates of the spin temperature via HI 21cm absorption spectroscopy now contains 60 systems (e.g. Srianand et al. 2012; Ellison et al. 2012; Kanekar et al. 2013; this work) . This includes six sub-DLAs, with 10 19 cm −2 < N HI < 2 × 10 20 cm −2 , and seven PDLAs, for which the absorber redshift lies within 3000 km s −1 of the quasar redshift. Note that we have excluded DLAs towards extended radio sources (e.g. at z = 0.4369 towards 3C196 (Brown & Mitchell 1983; Briggs et al. 2001) , z = 0.5318 towards 1629+12 (Rao & Turnshek 2000; and z = 0.6561 towards 3C336 (Rao & Turnshek 2000; Curran et al. 2007 ) from the sample, as the optical and radio sightlines are very different for these sources.
Seven absorbers of the full sample are PDLAs. As noted earlier, spin temperatures in PDLAs are likely to be affected by the proximity of a bright radio source; we will hence exclude these systems from our analysis. The six sub-DLAs are also expected to have systematically higher spin temperatures than DLAs, based on observations in the Galaxy (Kanekar et al. 2011) ; these too will be excluded from the analysis. For seven DLAs, the lack of covering factor estimates implies that we only have estimates of T s / f from the HI 21cm absorption spectroscopy; we will exclude these systems from the following discussion. 37 of the remaining 40 DLAs have covering factor estimates at low frequency ( 1.4 GHz) VLBI studies, at frequencies within a factor of ≈ 1.5 of the redshifted HI 21cm line frequency (e.g. Kanekar et al. 2009a; Ellison et al. 2012; Kanekar et al. 2013 , ; this work). The covering factor estimates are likely to be reliable in these cases. However, for three absorbers at z > 2, the VLBI images are at 1.4 GHz, more than a factor of 3 larger than the redshifted HI 21cm line frequency (Srianand et al. 2012; Kanekar et al. 2013 ). Compact radio cores are likely to have an inverted spectrum (due to synchrotron self-absorption), while extended radio structure is expected to have a steep spectrum. As a result, measurements of the covering factor at a significantly higher frequency than the line frequency could over-estimate the covering factor, and hence, under-estimate the spin temperature. We will hence also exclude these three systems from our analysis, ending with 37 bona fide DLAs towards compact background quasars with covering factor measurements close to the redshifted HI 21cm line frequency.
Our final sample of 37 absorbers contains 19 detections of HI 21cm absorption, nine at z < 1, five at 1 < z < 2, four at 2 < z < 3 and one at z > 3. Of the 18 remaining systems with non-detections of HI 21cm absorption, fourteen have strong lower limits on the spin temperature, T s > 500 K, while four have weak lower limits, T s > 55 − 270 K. We emphasize that all systems of the sample have estimates of the DLA covering factor from low-frequency VLBI studies. These covering factor estimates have been used to derive the DLA spin temperatures.
Detailed information on various properties of the absorbers of the full sample is provided in Tables 4 and 5. The 37 absorbers constituting our final sample are listed in Table 4 , while Table 5 contains the 23 excluded systems: (1) the seven PDLAs, (2) the six sub-DLAs, (3) the three DLAs with estimates of f at frequencies > 1.5 times the redshifted HI 21cm line frequency, and (4) the seven DLAs with no covering factor estimates. The columns of both tables contain: (1) the quasar name, (2) the quasar emission redshift, (3) the DLA absorption redshift, (4) the HI column density and error, (5) the covering factor (i.e. the quasar core fraction at low frequencies), (6) the spin temperature or lower limits to T s , after correcting for the absorber covering factor, (7) the metallicity [Z/H], (8) Z, the element used for the metallicity estimate, (9) the dust depletion [Z/Fe], (10) "Dust", the element used for the dust abundance, (11) the velocity spread of the low-ionization metal lines, between 90% optical depth points, ∆V 90 , in km s −1 (Prochaska & Wolfe 1997) , (12) the metal-line transition on which the ∆V 90 estimate is based, and (13) , where the metallicity is from an X-ray measurement (Junkkarinen et al. 2004 ). Most of the ∆V 90 estimates are from our own Keck-HIRES or VLT-UVES high-resolution echelle spectra.
RESULTS AND DISCUSSION
The present T s sample and the general DLA population
Before proceeding with a discussion of the various properties of our final sample of DLAs, it is relevant to test whether the sample is representative of the known DLA population, so that inferences drawn from the former can be applied to the latter. Since the defining property of a damped Lyman-α system is its HI column density, we compared the distribution of N HI values in our sample with those of the general DLA population. Fig. 11[A] , where the fraction of DLAs plotted on the y-axis has been normalized to unity in the bin with the largest fraction to allow for a direct comparison between the two distributions. A similar plot in Fig. 11[B] compares the N HI distributions in the high-z and low-z DLA samples. While the fraction of high-N HI DLAs appears larger in the HI 21cm sample, the number of absorbers in this sample is quite small (37 systems), implying large fluctuations from Poisson statistics. The literature sample is dominated by the SDSS DLAs, at z 2.2; conversely, the median absorber redshift in our sample is z med = 2.192, so our sample contains a significantly higher fraction of low-z DLAs than the literature sample (e.g. ≈ 40% at z < 1.5 in our sample, against ≈ 3% for the literature sample). While the samples have different redshift distributions, a number of studies have found no evidence for redshift evolution in the HI column density distribution function (e.g. Prochaska et al. 2005; Zwaan et al. 2005) . We find that the N HI distributions of our sample and the literature DLAs agree within 1.8σ significance in a Wilcoxon twosample test 4 . We hence conclude that there is no statistically significant evidence against the null hypothesis that the DLAs of our sample are representative of the general DLA population.
The covering factor
It has been suggested by Curran & Webb (2006) (see also Curran 2012) that unknown covering factors are the main cause of the high spin temperature estimates in high-z DLAs. These authors argue that this is due to a geometric effect, owing to the fact that the angular diameter distances of absorbers at z 1 are comparable to those of the background quasars (at z > 1), implying that higherredshift absorbers are "less efficient" at obscuring the background radio emission and hence have lower covering factors. While this The spatial extent of the compact radio emission of the background quasars (at the DLA redshift), plotted against z abs . Note that each point is an upper limit to the size of the radio emission, due to the possibility of residual phase errors in the VLBA data. The points have hence been shown with downward-pointing arrows. As a result, the limits are much poorer for the DLAs at z 2, as all these systems were observed with the VLBA at 327 MHz, where the ionospheric activity is significantly worse than at higher frequencies. Despite this, the upper limit to the core size is 1 kpc in 36 out of the 37 DLAs of the sample. may or may not be applicable for systems which do not have estimates of the low-frequency covering factor f , all 37 DLAs of our sample have estimates of the covering factor at frequencies within a factor of 1.5 of the redshifted HI 21cm line frequency. The estimated covering factors are plotted versus redshift in Fig. 12 [A]: no evidence was found for a difference between the distributions of covering factors for the sub-samples of absorbers with z < z med and z > z med (note that z med = 2.192); the distributions agree within 0.7σ significance in a Wilcoxon two-sample test. Fig. 12 [B] plots the upper limit to the spatial extent of the core radio emission at the DLA redshift versus the DLA redshift. While the spatial extent does appear to be larger at high redshifts, it should be emphasized that the core spatial extents plotted in Fig. 12[B] are upper limits, due to the possibility of residual phase errors in the VLBA data. This issue is especially important at low frequencies (327 MHz and 606 MHz), due to ionospheric effects. As a result, the size estimates of Fig. 12 [B] are systematically larger for the DLAs at z 2, as these were all observed with the 327 MHz VLBA receivers. Fig. 12[B] shows that the background radio cores have a transverse size of 1 kpc at the absorber redshift in 36 of the 37 absorbers, significantly smaller than the size of even dwarf galaxies. For DLAs at z > 2, the median upper limit (due to the possibility of residual phase errors) to the transverse size of the core emission is ≈ 350 pc. This indicates that the radio cores are likely to be entirely covered by all the foreground absorbers. The sole exception is 0458−020, where the agreement between VLBI and single-dish HI 21cm absorption profiles led Briggs et al. (1989) to argue that the z = 2.0395 DLA covers both the radio core and the extended lobes, implying an absorber size 16 kpc; note that this system lies off the scale in Fig. 12[B] .
We also examined whether the probability of detecting HI 21cm absorption or the estimated spin temperatures depend on the absorber covering factors. Fig. 13 plots the spin temperature versus covering factor for the 37 DLAs of the sample. The median covering factor of the absorbers in the sample is f med = 0.64. For sightlines with f > f med , there are 12 detections and 5 non-detections of HI 21cm absorption, while sightlines with f < f med have 7 detections and 11 non-detections. The detection probabilities are 71 +27 −20 % for the high-f sample and 37 +20 −13 % for the low-f sample.
5 Thus, while the detection rate appears higher for the high-f sample (as would be expected on physical grounds), the difference is not statistically significant (agreeing within ≈ 1.2σ significance) in the current sample. Similarly, a Peto-Prentice generalized Wilcoxon two-sample test (for censored data) finds no evidence for a difference between the distributions of T s values for the high-f and lowf samples; the two T s distributions agree within 0.1σ significance. We thus find no statistically significant evidence that the probability of detecting HI 21cm absorption or the spin temperature estimates depend on the absorber covering factor.
The fact that we do not detect a significant dependence of the 5 The quoted errors are 1σ Gaussian confidence intervals, based on smallnumber Poisson statistics (Gehrels 1986) . Note that the error does not scale linearly with confidence interval, e.g. the 2σ lower confidence interval is not twice the 1σ lower confidence interval, and care is hence needed while comparing detection rates for different sub-samples. In all cases, we have used two approaches to test whether the detection rates for different subsamples are in agreement: (1) naively assuming that the errors scale linearly with confidence interval, and (2) checking whether the 2σ confidence intervals of the detection rates of the sub-samples overlap with each other. The quoted differences in the detection rates are from the first approach. detection rate of HI 21cm absorption on covering factor may appear surprising. This is likely to be at least partly due to the fact that the sample is still relatively small, with only ≈ 18 systems apiece in the high-f and low-f sub-samples. Further, the sensitivity to HI 21cm absorption is not uniform across the sample: the optical depth sensitivity is typically better for brighter background sources. We will revisit the arguments of Curran & Webb (2006) regarding angular diameter distances in Section 7.6.
Differing HI columns along optical and radio sightlines
As noted in Section 3, a critical assumption in estimating spin temperatures in DLAs is that the HI column densities measured from the damped Lyman-α profile can be used in equation (3), i.e. that the N HI values along the optical and radio sightlines are the same. If the HI columns are systematically different along the radio and the optical sightlines (e.g. if there is significant spatial structure in the HI distribution), it would lead to systematic errors in the derived spin temperatures. For example, suggest that the average HI column towards the radio core of 0201+113 may be significantly lower than that towards the optical quasar, thus resulting in an incorrectly high estimate of the spin temperature. Note that this effect is not the same as the issue of the geometric covering factor discussed in the preceding section, although the two are often confused in the literature.
Absorption spectroscopy of lensed quasars provides a interesting tool to measure HI column density along multiple sightlines through a DLA, and to thus test for structure in the HI distribution (e.g. Smette Lopez et al. (2005) found the HI column densities in a z = 0.9313 galaxy towards images A and B of the quasar HE 0552−3315 to be in excellent agreement, at a separation of 0.644 ′′ (≈ 5.2 kpc at the absorber redshift). Unfortunately, there are as yet only a handful of DLAs known towards lensed quasars.
The most direct way of testing whether the HI columns are different along the radio and optical sightlines is to compare HI column densities measured from pencil-beam (i.e. ultraviolet or optical) studies and studies at coarser angular resolution. This has been done in the Galaxy (Dickey & Lockman 1990; Wakker et al. 2011) , by comparing N HI values obtained at the same or neighbouring locations from Lyman-α absorption studies of background quasars and HI 21cm emission studies. Wakker et al. (2011) carried out such a comparison along 59 sightlines, using HST-STIS Lyman-α absorption spectra and HI 21cm emission spectra at angular resolutions of 9 ′ − 36 ′ from the GBT and the 140-foot telescope. For the former, the N HI values were derived from the usual Voigt profile fits to the damping wings of the Lyman-α line, as is done for high-z DLAs. For the latter, the N HI values were inferred under the assumption that the HI 21cm emission is optically-thin, in which case the observed HI 21cm emission brightness temperature is directly proportional to the HI column density (Rohlfs & Wilson 2006) . Wakker et al. (2011) found the HI column densities obtained from the two methods to be in excellent agreement, with the ratio having a mean value of unity and a dispersion of 10%. Note that one does not know the distance to the absorbing clouds, and hence cannot estimate the spatial resolution of the HI 21cm emission spectra. If the clouds are at an average distance of ≈ 1 kpc, it would imply that the HI column density averaged over regions of size ≈ 10 pc is similar to that on scales of 100 − 1000 AU.
Similarly, Welty et al. (2012) compared HI column densities in the Large Magellanic Cloud (LMC) measured from the Lyman-α absorption profile towards stars in the LMC and HI 21cm emission spectroscopy at a spatial resolution of 15 pc. They found good agreement between the N HI values by excluding HI 21cm emission from gas lying behind the stars (based on the emission velocity). This too indicates that the HI column density on scales of ≈ 100 − 1000 AU is similar to that on scales of ≈ 15 pc.
However, Fig. 12 [B] shows that the spatial extent subtended by the radio core at the DLA redshift may be significantly larger than 10 pc, with a median value of ≈ 350 pc for DLAs at z > 2. Although, as noted in the preceding section, these transverse sizes are upper limits, most of the background quasars are likely to have radio cores of spatial extent greater than a few tens of parsecs at the redshift of the foreground DLA (see , for the z = 3.387 DLA towards 0201+113). This is because the angular size of the radio core must be sufficiently large at low frequencies to have a brightness temperature lower than either the equipartition limit or the inverse Compton limit (≈ 10 11 − 10 12 K; Kellermann & Pauliny-Toth 1969; Readhead 1994; Singal 2009 ), unless the radio emission is relativistically beamed towards us. Relativistic beaming is unlikely to be important for most of the background quasars of our sample, as few of them have highly variable flux densities. Thus, for most of the absorbers of the sample, the radio core emission is likely to subtend a transverse size of tens of pc, and perhaps as large as a few hundred pc, at the DLA redshift.
One thus has to hence examine whether the HI column density averaged over spatial scales of a few hundred pc is systematically different from that measured along a pencil beam. A direct comparison between the HI column densities measured from the Lyman-α line and from HI 21cm emission has so far been carried out in a single DLA, at z = 0.009 towards SBS 1549+593 (Bowen et al. 2001) . For this system, Chengalur & Kanekar (2002) measured N HI ≈ (4.9 ± 0.6) × 10 20 cm −2 from a GMRT HI 21cm emission study with a spatial resolution of ≈ 5.3 kpc at the DLA redshift, while Bowen et al. (2001) obtained a slightly lower value, N HI ∼ (2.2 ± 0.5) × 10 20 cm −2 , from the damped Lyman-α profile (albeit with unknown systematic errors due to the extended wings of the STIS G140L grating line spread function and blending with the Lyman-α line of the Galaxy; Bowen et al. 2001) . Note that the spatial resolution of the HI 21cm study here is far larger than the typical transverse scale subtended by the radio cores at the redshifts of the DLAs of our sample.
An alternative approach is to compare the HI column density measured at high spatial resolution along sightlines in an HI 21cm emission cube of a nearby galaxy with the N HI values obtained along the same sightlines on smoothing the cube to lower spatial resolutions. Such a comparison was carried out by Ryan-Weber et al. (2005) , between N HI values measured at 15 pc and 3.6 kpc resolution. These authors found that the fine structure -both low and high column density -is washed out on smoothing to 3.6 kpc resolution, resulting in sightlines with original N HI values in the sub-DLA regime returning higher values and gas with N HI > 10 21 cm −2 yielding values with N HI < 10 21 cm −2 . We follow the same approach as Ryan-Weber et al. (2005), analysing a high-spatial-resolution HI 21cm emission image of the LMC, obtained by combining data from the Australia Telescope Compact Array and the Parkes multi-beam receiver . The spectral cube has a spatial resolution of ≈ 15 pc at the distance of the LMC. We have smoothed the cube to different spatial resolutions, up to a maximum of 1 kpc, and measured the HI column density at the same position at each resolution, assuming the HI 21cm emission to be optically thin in all cases. Finally, we averaged the results from different spatial locations with the same value of the original, unsmoothed HI column density, using uniform N HI bins.
The results are shown in Fig. 14 , which plots the ratio of the HI column density measured at two different spatial resolutions (67 pc and 345 pc) to that at the original resolution (15 pc) versus the unsmoothed N HI . These spatial resolutions were chosen because the median transverse sizes of quasar radio cores at the absorber redshift are ≈ 70 pc and ≈ 350 pc for DLAs at z < 2 and z > 2, respectively, allowing a direct comparison.
It is clear that the behaviour depends on the absolute value of the HI column density: at both smoothed resolutions, the ratio is larger than unity (i.e the smoothed HI column density is larger than the original) for N HI 10 21 cm −2 , and lower than unity (i.e. the smoothed N HI is lower than the original) for N HI 10 21 cm −2 . However, smoothing to a resolution of ≈ 67 pc does not significantly alter the HI column density over most of the range: the mean value of the ratio is within ≈ 10% of unity for 5.0 × 10 20 cm −2 < N HI < 6.3 × 10 21 cm −2 . Even for 2 × 10 20 cm −2 < N HI < 5 × 10 20 cm −2 , the ratio is < 1.5. The situation is similar in the case of smoothing to a spatial resolution of 345 pc, although with somewhat larger deviations from unity. Here, the ratio is within 25% of unity for N HI = (0.7 − 5.1) × 10 21 cm −2 , within 50% of unity over the ranges N HI = (5.1 − 6.5) × 10 21 cm −2 and N HI = (4 − 7) × 10 20 cm −2 , and lower than 2 for N HI = (2 − 4) × 10 20 cm −2 . The above results can be used to draw inferences about the derived spin temperatures in DLAs, assuming that the spatial distribution of HI in DLAs is similar to that in the LMC. From the above results, using the HI column density measured from the damped Lyman-α profile in the equation for the HI 21cm optical depth to derive the spin temperature would not result in a systematically higher or lower T s estimate in all DLAs. The spin temperature would be slightly under-estimated for DLAs with N HI < 1 × 10 21 cm −2 , and over-estimated for DLAs with N HI > 1 × 10 21 cm −2 . All DLAs of the sample have HI column densities in the range 2 × 10 20 − 6.3 × 10 21 cm −2 . For absorbers at z < 2 (where the median transverse size of the radio core is ≈ 69 pc), the derived spin temperature would be within 10% of the "true" value for all N HI values except the range 2 × 10 20 cm −2 < N HI < 5 × 10 20 cm −2 , where the derived T s could be lower than the "true" value by up to a factor of 1.5. Conversely, for DLAs at z > 2 (where the median transverse size of the radio core is ≈ 350 pc), the derived T s would be within 50% of the correct value for all N HI values except for the range N HI = (2−4)×10 20 cm −2 . For the latter range, the T s estimate could be lower than the "true" value by up to a factor of 2.
The and should thus, on the average, have systematic errors lower than 25% on the spin temperature. There are thus only two absorbers, at z = 1.9436 towards 1157+014 and z = 2.0395 towards 0458−020, whose HI column densities are in the regime where the spin temperature might be over-estimated by ≈ 50%. Conversely, there are 10 DLAs in the sample with N HI < 4 × 10 20 cm −2 , seven of which are at z > 2, for which the spin temperature could be under-estimated, on the average, by using the optical N HI in equation (3).
For clarity, we emphasize that the above statements are only valid in a statistical sense; it is certainly possible that the HI column densities along the radio and optical sightlines are very different in individual absorbers. However, on the average, the use of the HI column density derived from the Lyman-α profile is likely to result in under-estimating the spin temperature for most DLAs of the present sample, by up to a factor of two at the lowest HI column densities. The spin temperature is likely to be over-estimated for only a few DLAs with the highest N HI values, N HI > 5 × 10 21 cm −2 .
HI 21cm optical depths, DLA spin temperatures and HI column densities
It is well known that the strength of the HI 21cm absorption in the Galaxy and M31 shows a rough power-law dependence on the HI column density (e.g. Braun & Walterbos 1992; Carilli et al. 1996; Kanekar et al. 2011) . A similar trend has been seen in earlier studies of DLAs, using smaller samples and without covering factor measurements (Carilli et al. 1996; Kanekar & Chengalur 2001a ). For the current sample of 37 DLAs, Fig. 15[A] shows the integrated HI 21cm optical depth ( τ 21cm dV), corrected for absorber covering factor, plotted against the HI column density N HI . It is clear that the strength of the HI 21cm absorption does correlate with N HI ; the correlation is detected at ≈ 3.8σ significance in a non-parametric generalized Kendall-tau test (Brown et al. 1974; Isobe et al. 1986) . Fig. 15[B] shows the spin temperature plotted versus HI column density for the 37 DLAs of the sample; no evidence is seen for a relation between the two quantities. We further tested whether the DLA spin temperatures are systematically different in absorbers with low and high HI column densities, below and above the median N HI ≈ 6 × 10 20 cm −2 . A Peto-Prentice test finds that the spin temperature distributions of the sub-samples with N HI values above and below the median are in agreement within ≈ 0.8σ significance.
We also considered the possibility that the N HI values along the radio and optical sightlines might be somewhat different at low and high HI column densities, as inferred from the results in Section 7.3 for the LMC. This was done by using the ratio of the HI column densities measured along the high-resolution and the smoothed sightlines in the LMC (from Fig. 14) to convert the measured N HI values towards the optical QSO to that towards the radio core. For DLAs at z < 2 and z > 2, we used the ratios measured at smoothed resolutions of 67 pc and 345 pc, respectively, in each case equal to the median size of the core at the DLA redshift. We also corrected the spin temperature for the new N HI value. Again, no significant difference was obtained in the spin temperature distributions for the sub-samples with low and high HI column densities; the distributions agree at 1.4σ significance in a Peto-Prentice test.
We thus find no evidence that DLA spin temperatures have a systematic dependence on the HI column density (see also Srianand et al. 2012) . Note that the spin temperatures of the Galactic sample also do not show a statistically significant dependence on the HI column density: a similar Peto-Prentice test finds that the Galactic spin temperature distributions above and below the median HI column density (1.48 × 10 21 cm −2 ) are in agreement within ≈ 1.3σ significance.
In order to consider whether the detection rate of HI 21cm absorption depends on HI column density, we restricted the sample to the 34 DLAs with either detections of HI 21cm absorption or strong lower limits on the spin temperature (T s > 500 K). This was done to avoid the possibility that our conclusions might be biased by DLAs with weak limits on the HI 21cm optical depth. The median HI column density of this sub-sample is N HI = 6 × 10 20 cm −2 . The detection rates of HI 21cm absorption are ≈ 81
+19
−22 % and ≈ 33 +23 −14 % for absorbers with HI column densities higher and lower than 6 × 10 20 cm −2 , respectively. While the detection rate appears higher in the high-N HI sample, the difference has only 1.3σ
significance. At present, we find no statistically significant evidence that the detection rate of HI 21cm absorption in DLAs depends on the HI column density (although we note that this too might arise due to the relatively small size of the two sub-samples).
Redshift evolution of DLA spin temperatures
The high spin temperatures obtained in DLAs have been an issue of interest ever since the earliest studies of HI 21cm absorption in high-z DLAs (Wolfe & Davis 1979; Wolfe et al. 1981) . There are two separate questions here: (1) whether DLA spin temperatures are systematically different from those measured in the Milky Way and local spiral galaxies, and (2) whether DLA spin temperatures evolve with redshift (i.e. whether low-z and high-z DLAs have different distributions of spin temperatures). While a number of studies have indicated that high-z DLAs tend to have higher spin temperatures than those seen in both low-z DLAs and the Galaxy (e.g. Carilli et al. 1996; Chengalur & Kanekar 2000; Kanekar & Chengalur 2001a Srianand et al. 2012) , the results have been uncertain due to a combination of small sample size and lack of covering factor measurements. Fig. 16 shows the spin temperature plotted versus redshift for the 37 DLAs of our sample; the median absorber redshift is z med = 2.192. We emphasize that all systems have estimates of the absorber covering factor and that this is by far the largest sample that has been used for such studies. There are 3 detections and 15 non-detections of HI 21cm absorption in DLAs at z > 2.192, and 15 detections and 3 non-detections of HI 21cm absorption in systems at z < 2.192. The detection fractions are (17 +16 −9 )% (z > 2.192) and (83 +17 −21 )% (z < 2.192). The detection fraction thus appears higher in the low-z sample, albeit only at ≈ 2.5σ significance (see also Kanekar et al. 2009b ). However, a comparison between the two spin temperature distributions via a Peto-Prentice test finds that the T s distributions are different at ≈ 3.5σ significance. Note there is nothing special about the median redshift, z = 2.192, chosen to demarcate the high-z and low-z DLA sub-samples. For example, a comparison between the T s distributions of absorber at redshifts above and below z = 2.4 (23 systems in the low-z sample and 14 in the high-z sample), yields a difference with 4.0σ statistical significance. We conclude that there is statistically-significant evidence for evolution in the spin temperatures of DLAs from high redshifts to low redshifts, with a larger fraction of low-T s DLAs in the low redshift sample as well as a higher detection fraction at low redshifts.
It should be mentioned that DLAs in the low-z and high-z samples were not gathered via the same selection criteria. Most of the DLAs in the low-z sample were initially targetted due to the presence of strong MgII λ2796 absorption in the quasar spectrum, with follow-up Lyman-α spectroscopy resulting in the detection of the DLA (e.g. Rao et al. 2006; Ellison et al. 2012) . Conversely, DLAs in the high-z sample were obtained from direct absorption surveys in the Lyman-α absorption line. While the MgII λ2796 rest equivalent width is correlated with the absorber metallicity (Murphy et al. 2007) , there is no evidence that the MgII λ2796 selection criterion (at an MgII λ2796 rest equivalent width threshold of 0.5; Rao et al. 2006 ) preferentially yields DLAs with higher metallicity. It thus appears unlikely that the different selection methods could give rise to differing spin temperature distributions in the low-z and high-z samples.
The distributions of HI column densities of the low-z and highz DLA samples (again separated at the median redshift, z = 2.192) do show a weak difference in a Wilcoxon two-sample test (at ≈ 2.7σ significance). Histograms of the N HI distributions of the low-z and high-z sub-samples are plotted in Fig. 11[B] . While it Figure 17 . A comparison between the spin temperature distributions in the 37 DLAs of the full sample (filled circles) and sightlines in the Milky Way (open triangles), with both quantities plotted against HI column density. Note that the Milky Way spin temperatures were estimated by comparing HI 21cm emission and HI 21cm absorption studies on neighbouring sightlines, while the DLA spin temperatures were estimated by comparing the HI 21cm optical depth with the HI column density measured from the Lyman-α absorption profile. The figure shows that the majority of DLA spin temperature lie at or above the upper edge of the envelope of Galactic T s values (see also; Carilli et al. 1996) . Two-sample tests yield strong evidence that the spin temperature distributions in DLAs and in the Galaxy are very different.
should be noted that the sizes of the two sub-samples are small (with only 18 systems in each sub-sample), there appear to be more high-N HI DLAs in the low-z sub-sample, and more low-N HI DLAs in the high-z sub-sample. Since the strength of the HI 21cm absorption correlates with the HI column density, this could contribute to the larger fraction of detections of HI 21cm absorption in the low-z sample. However, this would be the case only if the HI 21cm studies were carried out at uniform optical depth sensitivity. In reality, the HI 21cm absorption studies have been targetted at detecting gas at high spin temperatures, by aiming for higher optical depth sensitivity in DLAs with lower HI column densities. It thus appears unlikely that the difference in HI column density distributions in the low-z and high-z DLA samples significantly influences the detection rates of HI 21cm absorption. Of course, it was shown in Section 7.4 that the spin temperature does not correlate with the HI column density, either in DLAs or in the Galaxy. The difference in HI column density distributions should hence also not yield a difference in the spin temperature distributions of the high-z and low-z samples. Fig. 17 shows the spin temperatures of the 37 DLAs of the sample (filled circles) and the T s values measured along 51 Galactic sightlines towards compact radio sources with N HI 2 × 10 20 cm
(open triangles) plotted versus HI column density; the Galactic data are from Colgan et al. (1988) and Kanekar et al. (2011) . As was originally pointed out by Carilli et al. (1996) (albeit for integrated HI 21cm optical depths), the majority of the DLAs lie at or above the upper edge of the distribution of the Galactic T s values. While the HI column densities of the two samples are consistent with being drawn from the same distribution, a Peto-Prentice test finds that the distributions of spin temperatures in DLAs and the Galaxy are different at ≈ 6.0σ significance. We conclude that there is clear evidence that conditions in the neutral ISM in DLAs are very distinct from those measured along sightlines through the Galaxy, with significantly higher spin temperatures in most DLAs than are observed in the Milky Way.
7.6 Spin temperature or covering factor as the cause for T s evolution ? Curran & Webb (2006) have argued that the apparent difference in spin temperature distributions between low-z and high-z DLA samples arises mainly due to covering factor effects (see also Curran 2012). These authors argue that high-z DLAs are inefficient at covering the quasar radio emission because the angular diameter distances of the absorber (DA DLA ) and the quasar (DA QSO ) are essentially the same for DLAs at z 1. Conversely, low-z (z < 1) DLAs are typically more efficient at covering the radio emission because many low-z DLAs would have DA DLA < DA QSO (Curran 2012) . As discussed in Section 7.2, our VLBA estimates of the covering factor have shown that the median upper limit to the transverse size of the radio core emission in DLAs at z > 2 is 350 pc. This is significantly lower than the size of even a dwarf galaxy, making it likely that all the core radio emission is covered in all cases: covering factor estimates should thus not be a serious issue for DLAs of the sample, especially since we have shown in Section 7.2 that the covering factor does not correlate with redshift. However, the increased sample size allows a simple test of whether the argument of Curran (2012) , based on the similar angular diameter distances of foreground DLAs and background quasars, is indeed tenable. For this purpose, we restrict the base sample to the 25 DLAs at z 1, the redshift above which the angular diameter distances to both the foreground DLAs and the background quasars are roughly equal. We divide these 25 absorbers into two sub-samples with redshifts above and below the median redshift of DLAs with z 1 (z med = 2.683), and compare the spin temperature distributions of the two sub-samples. Since all 25 DLAs have DA DLA ≈ DA QSO , the issue of angular diameter distances cannot affect the results.
There are 12 DLAs each in the low-z (1.0 < z < 2.683) and high-z (z > 2.683) sub-samples (one absorber is at z = 2.683). The low-z sample has 9 detections and 3 non-detections of absorption, while the high-z sample has 11 non-detections and a single detection. We used a Peto-Prentice generalized Wilcoxon test to compare the spin temperature distributions (again appropriately taking into account the limits on T s ) and find that the two T s distributions differ at ≈ 3.5σ significance. There are both far more non-detections and higher spin temperatures in the high-z DLA sample.
Thus the spin temperature distributions are clearly different even within the sub-sample of absorbers at z 1, i.e. with DA DLA ≈ DA QSO . We conclude that angular diameter distances (and hence, DLA covering factors) do not play a significant role in the low HI 21cm optical depths measured in high-z DLAs, and that it is indeed the spin temperature that shows redshift evolution.
The CNM fraction in DLAs
As noted in Section 3, for sightlines containing a mixture of neutral gas in different temperature phases, the spin temperature derived Figure 18 . The CNM fraction plotted against the column-density weighted harmonic mean spin temperature of gas that is not in the CNM phase T s,nCNM , for different DLA spin temperatures T s and an assumed CNM spin temperature of 100 K. Note that the DLA spin temperature T s is the value inferred from equation 3, when the possible multiphase nature of the gas is not taken into account. The highest CNM fraction is obtained when T s,nCNM = 8000 K (not shown in the figure). from equation (3) is the column-density-weighted harmonic mean of the spin temperatures of different phases. One can hence use the measured spin temperatures in DLAs and assumptions about the spin temperatures in different gas phases to estimate the fraction of cold ( 200 K) gas along each sightline.
For the standard two-phase medium models of the ISM in the Milky Way, the kinetic temperatures of the CNM and WNM are ≈ 40 − 200 K and ≈ 5000 − 8000 K, respectively (Field et al. 1969; Wolfire et al. 1995) . While the actual temperature range depends on local conditions (e.g. the metallicity, pressure, the constituents of the ISM, etc), detailed studies have shown that typical CNM kinetic temperatures are ≈ 100 K in both the Milky Way and external galaxies like M31 (e.g. Braun & Walterbos 1992; . Further, the high densities in the CNM imply that the HI 21cm hyperfine transition is thermalized by collisions and the spin temperature in the CNM is hence approximately equal to the kinetic temperature (e.g. Field 1959; Liszt 2001) .
On the other hand, there are few reliable estimates of the gas kinetic temperature in the WNM, even in the Milky Way, and there is even evidence that significant amounts of gas are in the unstable phase (e.g. . In DLAs, there have so far been two estimates of the WNM kinetic temperature, in the z = 0.0912 and z = 0.2212 DLAs towards 0738+313: Lane et al. (2000) obtained T k ≈ 5500 K in the former system, while Kanekar et al. (2001) measured T k ≈ 7600 K in the latter, both in agreement with the temperature ranges predicted by the two-phase models. Note that the spin temperature is expected to be lower than the kinetic temperature in the WNM, as the low gas density in WNM implies that collisions are insufficient to thermalize the HI 21cm line here (e.g. Liszt 2001).
Kanekar & Chengalur (2003) and Srianand et al. (2012) as-sumed specific values for the CNM and WNM spin temperatures in order to infer the CNM fraction in their absorber samples. However, while it is reasonable to assume that the CNM spin temperature is equal to its kinetic temperature, this assumption is unlikely to be valid for the WNM. Given this, we will use a conservative approach to estimating the fraction of cold gas in the DLAs of our sample. We assume that each DLA contains some fraction of neutral gas ( f CNM ) in the CNM phase and that the remaining gas is not in the CNM phase but at higher kinetic temperatures, with a fraction f nCNM = 1 − f CNM . Note that both fractions include gas at different kinetic (and spin) temperatures, in the range T s ≈ T k = 40 − 200 K for the CNM and at higher temperatures for the remaining gas in the non-CNM phase. We also assume that the column-density weighted harmonic mean spin temperature in the CNM is T s,CNM ≈ 100 K (the results do not change significantly if one assumes a higher CNM spin temperature, ≈ 200 K). This allows us to rewrite equation (4) for the measured DLA spin temperature as
where T s is the DLA spin temperature and T s,nCNM is the columndensity weighted harmonic mean spin temperature for the gas that is not CNM. One then obtains
Fig . 18 shows the CNM fraction f CNM plotted against T s,nCNM for different values of the DLA spin temperature, T s . It is clear that, for a given DLA spin temperature, the highest value of f CNM will be obtained when T s,nCNM is large. We can thus obtain an upper limit on the CNM fraction for each DLA by assuming T s,nCNM = 8000 K in equation (6), along with the DLA spin temperature. Note that this is equivalent to assuming that all the remaining (non-CNM) gas is in the WNM, with T s = 8000 K. This is a stringent assumption for two reasons: (1) 8000 K is the upper limit of the range of stable WNM kinetic temperatures (Wolfire et al. 1995) , and (2) the spin temperature is expected to be lower than the kinetic temperature in the WNM (Liszt 2001). Fig. 19 shows the CNM fraction estimated from the above approach plotted versus DLA redshift for the 37 DLAs of the full sample. The downward arrows in the figure indicate non-detections of HI 21cm absorption, and thus lower limits on the DLA spin temperature and upper limits on the CNM fraction. The figure shows that the CNM fractions in DLAs are typically quite low, 20%, at all redshifts, with only a few absorbers having comparable CNM and WNM fractions. At high redshifts, z > 1.7, only two of the 23 absorbers have CNM fractions greater than 27%, with one of the upper limits also in this range. This is significantly lower than the CNM fraction along Galactic sightlines, where the median CNM fraction is ≈ 27% . We emphasize further that every point in Fig. 19 is an upper limit to the CNM fraction in a DLA, due to the assumption that gas in the non-CNM phase has T s,nCNM = 8000 K. We conclude that the CNM fractions in high-z DLAs are significantly lower than those typical of the Galaxy. Similar conclusions have been drawn based on smaller HI 21cm absorption samples by , Srianand et al. (2012) and Ellison et al. (2012) , and from H 2 absorption studies by Petitjean et al. (2000) .
We note that three of the four low-z absorbers with f CNM 0.27 have been identified with spiral galaxies; these are the DLAs at z = 0.3950 towards 1229−021 ( f = 1), z = 0.5242 towards 0235+164 ( f = 0.47), and z = 0.5247 towards 0827+243 ( f = Figure 19 . The CNM fraction plotted against redshift for the 37 DLAs of the sample (i.e. excluding the two sub-DLAs); the dashed horizontal line shows the median CNM fraction in the Galaxy ( f CNM = 0.27). The column-density weighted harmonic mean spin temperatures are assumed to be 100 K in the CNM and 8000 K in the non-CNM phases; this ensures that the derived CNM fraction is an upper limit to the "true" CNM fraction. The majority of DLAs, especially at high redshifts, have low CNM fractions, 20%.
0.294; le Brun et al. 1997; Burbidge et al. 1996; Chen et al. 2005) . We suggest that the fourth system, at z = 0.6019 towards 1429+400 ( f = 1; Ellison et al. 2012) , as well as the two high-CNM absorbers at z ∼ 2.192 towards 2039+187 ( f = 0.36; Kanekar et al. 2013 ) and z ∼ 2.2890 towards 0311+430 ( f = 0.83; York et al. 2007 ) are also likely to be bright disk galaxies. Imaging studies of these DLAs would be of much interest.
DLA spin temperatures, metallicities and dust depletions
The results of the preceding sections have shown that the majority of DLAs at all redshifts have higher spin temperatures and lower CNM fractions than typically seen in the Milky Way and M31 (e.g. Colgan et al. 1988; Braun & Walterbos 1992; Kanekar et al. 2011 ), due to lower fractions of the cold phase of neutral hydrogen. In the ISM, collisional excitation of the fine-structure lines of metals like CII and OI dominates the cooling below temperatures of ≈ 8000 K (Launay & Roueff 1977; Wolfire et al. 1995) . Galaxies with low metallicities would then be expected to have fewer cooling routes than high-metallicity systems like the Milky Way, and hence larger amounts of warm gas. For example, Fig. 6 of Wolfire et al. (1995) shows that, at lower metallicities, a higher central pressure is needed to produce the cold phase of HI. Kanekar & Chengalur (2001a) used this to argue that the high spin temperatures in most high-z DLAs could be naturally explained if the absorbers are typically low-metallicity systems with low CNM fractions due to a lack of cooling routes. Conversely, DLAs with high metallicities would be expected to have higher CNM fractions and low spin temperatures. Kanekar & Chengalur (2001a) hence predicted an anticorrelation between spin temperature and metallicity, if metallicity is indeed the dominant cause in determining the cold gas content of a galaxy. A test of this hypothesis was first carried out by Kanekar et al. (2009c) Kanekar & Chengalur (see also 2005) , who used T s and [Z/H] data on 26 DLAs (including limits) to detect the predicted anti-correlation at 3.6σ significance, via a non-parametric generalized Kendall test (Brown et al. 1974; Isobe et al. 1986 ). The anti-correlation was detected at lower significance (≈ 3σ) in a sub-sample of 20 systems with estimates of the covering factor. Ellison et al. (2012) extended this study to 26 DLAs and sub-DLAs with covering factor estimates, using some of the new data presented in this paper; this improved the detection significance of the anti-correlation to ≈ 3.4σ. Recently, Srianand et al. (2012) examined the possibility of redshift evolution in the relation between T s and [Z/H], but found no evidence in support of this, perhaps due to the small size of their sample.
Three of the DLAs in this paper have new VLBA estimates of the covering factor, while the detection of HI 21cm absorption at z = 2.192 towards 2039+187 has recently been presented by Kanekar et al. (2013) . These systems were not included in the analysis of Ellison et al. (2012) . We have also in this paper obtained more accurate estimates of the metallicities of the z = 0.3127 and z = 0.5247 DLAs towards 1127−145 and 0827+243, respectively. The sample of DLAs with estimates (including limits) of T s and [Z/H], as well as measurements of the low-frequency covering factor now contains 29 systems. Fig. 20 shows the spin temperature T s plotted against metallicity [Z/H] for this sub-sample. We have used the generalized Kendall-tau rank correlation test (the BHK statistic; Brown et al. 1974 ) to detect the anti-correlation between T s and [Z/H] at ≈ 3.5σ significance, somewhat higher than the result of Ellison et al. (2012) . We emphasize that this is a non-parametric test that also takes into account the presence of limits in the sample. Further, unlike Ellison et al. (2012) , we have excluded sub-DLAs from the present analysis.
We also tested whether either the high-z or the low-z DLA subsamples dominate the detected anti-correlation between metallicity and spin temperature. The median redshift of the 29 DLAs with estimates of both metallicity and spin temperature is z = 1.7763, with 14 DLAs each in the low-z and high-z sub-samples. The anticorrelation between T s and [Z/H] is detected at 2.3σ and 2.2σ significance in the low-z and high-z sub-samples, respectively. A similar statistical significance (2.2σ) is obtained for the anti-correlation even on restricting the sample to the 12 DLAs at z < 1. This indicates that the anti-correlation is not dominated by either the low-z or the high-z DLAs. Specifically, the high-z DLAs, where the covering factor is more uncertain, do not dominate the anti-correlation.
The dashed line in Fig. 20 shows an update of the linear fit of Ellison et al. (2012) Ellison et al. (2012) . Note that the sample used for the latter regression analysis included the z = 1.6724 sub-DLA towards 0237−233.
We have also examined the sample for a relation between T s and dust depletion [Z/Fe] . 26 DLAs with covering factor measurements also have estimates of both quantities (cf. 23 DLAs and sub-DLAs in Ellison et al. 2012) . Fig. 21 plots the spin temperature against dust depletion for this sub-sample. We find only weak evidence for an anti-correlation between T s and [Z/Fe]; this is detected at ≈ 2.4σ significance. As argued by Kanekar et al. (2009c) and Ellison et al. (2012) , it does not appear that the anti-correlation between T s and metallicity is due to an underlying relation between T s and dust depletion.
We find no evidence that the probability of detecting HI 21cm absorption depends on the absorber metallicity. For the 25 DLAs with measurements of metallicity (i.e. excluding absorbers with only limits on the metallicity), the median metallicity is [Z/H] med = −1.09. The HI 21cm detection rates are 75 +25 −25 % and 54
+29
−20 % for systems above and below the median metallicity, consistent within 1σ confidence intervals.
In passing, we note that the above analysis has used the X-ray metallicity estimate for the z = 0.524 DLA towards QSO 0235+164. As discussed in Ellison et al. (2012) , excluding this DLA from the sample does not significantly affect the significance of the anti-correlation between metallicity and spin temperature.
Note that the DLA spin temperatures have been estimated under the assumptions that (1) the HI column density measured along the optical sightline is the same as that towards the radio core, and (2) the quasar core fraction can be interpreted as the DLA covering factor. Conversely, the DLA metallicities have been estimated from the optical spectra alone, without any such assumptions. Any breakdown in the assumptions (e.g. due to differences in the HI column densities along the optical and radio sightlines) should weaken any underlying relation between T s and [Z/H]. The fact that the predicted anti-correlation between T s and [Z/H] is yet detected in a non-parametric test indicates that such differences between the optical and radio sightlines are very unlikely to give rise to the high spin temperatures seen in the majority of high-z DLAs. We conclude that the assumptions regarding the HI column density and the DLA covering factor are likely to be reliable, at least in a statistical sense (unless the observed anti-correlation is mere coincidence).
On the assumption that the covering factor is equal to the core fraction
The results in Sections 7.5-7.8 are based on the assumption that the DLA covering factor is equal to the radio core fraction. While the measured radio core sizes are quite small, < 1 kpc, far smaller than the size of a typical absorbing galaxy, it is possible that this assumption is violated for at least some DLAs of the sample. Further, it is also possible that any detected HI 21cm absorption might arise against extended radio structure and not against the radio core; in such a situation, the covering factor would be uncorrelated with the core fraction. Unfortunately, it is very difficult to directly measure the covering factor of individual DLAs. In this section, we hence use Monte Carlo simulations to test whether our results critically depend on the assumption that the covering factor is equal to the core fraction. We first considered the possibility that the covering factor is indeed statistically equal to the core fraction, but that there is a random error associated with each covering factor estimate. We assume that this error is normally distributed with a standard deviation equal to 10%, 20%, 50% and 100% of the measured core fraction. For each assumed standard deviation, we randomly select values of f (constrained to be in the range 0 < f 1), re-compute the spin temperature, and use the Kendall-tau test to estimate the significance of the anti-correlation between metallicity and spin temperature, and the Peto-Prentice test to determine the significance of the redshift evolution of the spin temperature, as done in Sections 7.8 and 7.5, respectively. The process was repeated over 10,000 Monte Carlo runs for each assumed standard deviation, and we then computed the mean statistical significance of the anti-correlation between T s and [Z/H] and of the redshift evolution in T s over each set of 10,000 runs. We found that the significance of both results remains high, even if the error on the covering factor has a 50% standard deviation. Specifically, for a standard deviation of 50%, the anti-correlation between T s and [Z/H] is detected at ≈ 3.2σ significance, while the difference in the T s distributions in high-z and low-z samples (separated at the median redshift, z med = 2.192) has ≈ 3.3σ significance. Indeed, even allowing for a 100% error in the covering factor only reduces the significance of the anti-correlation between T s and [Z/H] to 2.7σ, not a very strong effect, while the difference in T s distributions has ≈ 3.2σ significance. We conclude that even a large random error in the inferred covering factor does not significantly affect our results.
We also considered the worst-case scenario in which the covering factor is entirely uncorrelated with the measured radio core fraction. Since the covering factor must take values between 0 and 1, we randomly selected values for f in this range (assuming a uniform distribution between 0 and 1), independently for each DLA of the sample, and then re-computed the spin temperature for each DLA. We then repeated the Monte Carlo simulations for the anticorrelation between spin temperature and metallicity and the redshift evolution of the spin temperature (following the approach described in the previous paragraph), with the mean statistical significance of the two relations again computed from 10,000 Monte Carlo runs. The anti-correlation between T s and [Z/H] is then detected at ≈ 2.9σ significance, while the difference between the spin temperature distributions in the high-z and low-z DLA samples (again separated at the median redshift, z med = 2.192) has ≈ 3.1σ significance, averaging over 10,000 Monte Carlo runs. Again, while the significances of both results are somewhat lower than the values obtained on using the assumption that the covering factor is equal to the core fraction (≈ 3.5σ for the T s -[Z/H] relation and ≈ 3.5σ for the redshift evolution in T s ; see Sections 7.5 and 7.8), it is clear that there is no significant change in the results even on assuming an entirely random distribution of DLA covering factors.
We also used the above Monte Carlo simulations to examine the effect of systematic biases in the covering factor. We find that if all DLAs have low (or high) covering factors, our two main results (the anti-correlation between T s and [Z/H] and the redshift evolution of T s ) remain unchanged. The only way to reduce the statistical significance of the T s -[Z/H] anti-correlation is to assign very low covering factors ( f < 0.1) to DLAs with high inferred spin temperatures, so as to effectively reduce the derived T s . This is essentially similar to the argument of Curran & Webb (2006) , that low DLA covering factors due to geometric effects can account for the inferred high DLA spin temperatures. However, as discussed in Section 7.6, there is statistically significant evidence for redshift evolution in the spin temperature even when we only consider the sub-sample of DLAs at z > 1, for which geometric effects cannot yield different DLA covering factors. As such, the result that the spin temperature of DLAs shows evidence of redshift evolution remains unaffected by the possibility that high-z DLAs are less effective at covering the background quasars.
Further, if low covering factors of high-z DLAs are the cause of the anti-correlation between metallicity and spin temperature, we would expect that the anti-correlation would be detected at higher significance in the high-z DLA sample. As discussed in Section 7.8, this is not the case, with the low-z and high-z sub-samples making roughly equal contributions to the significance of the anticorrelation.
We conclude that our results do not significantly depend on the assumption that the DLA covering factors are equal to the quasar radio core fractions. We also find no evidence that our results might be affected by systematic biases in the covering factor.
DLA spin temperatures and velocity widths
DLA metallicities have been shown to be correlated with the velocity spreads of low-ionization metal lines (Wolfe & Prochaska 1998; Ledoux et al. 2006; , as well as with the rest equivalent widths of the MgII λ2796 and SiII λ1526 lines (Murphy et al. 2007; . We hence examined the possibility that the anti-correlation between spin temperature and metallicity might arise because the spin temperature depends on the velocity spread of the absorber.
Our sample contains ∆V 90 measurements for 24 DLAs, with a median ∆V 90 value of 84 km s −1 . The detection rates of HI 21cm absorption are 45 +31 −20 % and 73 +27 −25 % for systems with ∆V 90 values above and below the median, respectively. We thus find no evidence that the detection rate of HI 21cm absorption depends on the velocity spread of the low-ionization metal lines. Fig. 22 plots the spin temperature against the 90% optical depth velocity spread ∆V 90 for the 24 DLAs with estimates of both quantities. The figure resembles a scatter plot, with no obvious relation between the two quantities. Similarly, the generalized Kendalltau test (taking limits into account) finds no evidence of a correlation between T s and ∆V 90 (0.2σ statistical significance). We conclude that it is very unlikely that the observed correlation between T s and metallicity arises due to an underlying relation between the spin temperature and the velocity spread of the low ionization metal lines.
The correlation between metallicity and velocity spread in DLAs has usually been interpreted in terms of a mass-metallicity relation ), similar to those observed in the local Universe or in bright high-z galaxies (e.g. Tremonti et al. 2004; Erb et al. 2006; Neeleman et al. 2013) . Since high-mass galaxies have higher central pressures, they are expected to have higher CNM fractions (Wolfire et al. 1995) . It might then appear curious that no relation is seen between T s and ∆V 90 . While the sample size of systems with ∆V 90 estimates is relatively small (24 systems), the anti-correlation between spin temperature and metallicity is detected at 3.6σ significance with a similar number of systems (29). We surmise that this is because the metallicity directly determines the number of cooling routes and hence the cold gas fraction. Conversely, it is clear that there are other contributors besides mass to the observed ∆V 90 in absorption. For example, high mass galaxies observed at low inclinations to the line of sight can have low velocity spreads in absorption; DLA surveys may have some bias towards such systems, due to their larger surface area on the sky. There are also contributions to the velocity spread from merging galaxies, outflows from galactic winds, galactic infall, etc, which can increase ∆V 90 for low-mass galaxies above the values expected due to rotation. For galaxies in the local Universe, where the mass can be estimated directly, Zwaan et al. (2008) find only a weak relation between ∆V 90 and mass. Finally, the relation between [Z/H] and ∆V 90 itself has a large spread, ≈ 1.5 dex in metallicity at a given ∆V 90 (see Fig.6 [A] of . It is hence perhaps not very surprising that the observed spin temperature does not depend strongly on the velocity spread of the absorbing galaxy.
Comparisons with results from CII* absorption studies
Over the last decade, it has been suggested that the strength of CII*λ1335.7 absorption provides a means of distinguishing between DLAs containing significant CNM fractions and ones whose neutral phase is dominated by the WNM (Wolfe et al. ,?, 2004 . This is because the most important coolant of the neutral ISM is the [CII]-158µm line (e.g. Pottasch et al. 1979; Wright et al. 1991; Wolfire et al. 1995) . Since this arises from transitions between the 2 P 3/2 and 2 P 1/2 levels in the ground state of ionized carbon, it should be possible to determine the cooling rate per H atom by measuring the abundance in the [CII] 2 P 3/2 state from the strength of the UV CII*λ1335.7 line (Pottasch et al. 1979) . Assuming thermal balance then allows one to infer the heating rate from the cooling rate: for the CNM, where the cooling is dominated by the [CII]-158µm line, the heating rate is approximately equal to the cooling rate, while, for the WNM, the heating rate is significantly larger than the derived cooling rate. Since the heating rate is dominated by photoelectric emission of electrons from grains by incident far-UV radiation (Bakes & Tielens 1994) , argued that one could use this heating rate in conjunction with measurements of the dust-to-gas ratio in DLAs and an assumed grain photoelectric heating efficiency to infer the SFR per unit area in high-z DLAs. This could further be used to probe the distribution of neutral gas between the CNM and WNM phases, by assuming two-phase models in pressure equilibrium (Field et al. 1969; Wolfire et al. 1995 Wolfire et al. , 2003 . considered two models for the neutral ISM, a "pure-WNM" model with all the HI in the WNM and a "CNM+WNM" model in which comparable amounts of HI are in each phase. They find that "pure-WNM" models are ruled out for DLAs with strong CII*λ1335.7 absorption, as the bolometric luminosities of such DLAs would be far higher than observed values (see also Wolfe et al. , 2004 . The "pure-WNM" model was found to be applicable to absorbers with low CII*λ1335.7 column densities (i.e. either non-detections of CII*λ1335.7 absorption or weak CII*λ1335.7 absorbers). About half the DLAs in the sam- ple of lie in this category. Wolfe et al. argue that the observed strong CII*λ1335.7 absorption in the remaining DLAs must arise in the CNM and that the "CNM+WNM" model is applicable here. Finally, argue that the CII 158µm cooling rate per hydrogen atom l c may be a separator of DLAs into two categories, "high-cool" systems with high cooling rates l c > 10 −27 erg s −1 H −1 (with high metallicities, large velocity spreads and significant CNM fractions) and "low-cool" systems with low cooling rates l c < 10 −27 erg s −1 H −1 (with low metallicities, low velocity spreads and with the HI mostly in the WNM phase).
With regard to HI 21cm studies, noted that there are two high-z DLAs with non-detections of HI 21cm absorption and high inferred lower limits on the spin temperatures, but which show strong CII*λ1335.7 absorption: these are the systems at z = 3.0621 towards 0336−017 and z = 3.387 towards 0201+113. suggested that both systems are likely to have high CNM fractions (≈ 50%) along the sightline to the optical QSO; they argued that the high spin temperature limits obtained from the HI 21cm absorption studies might arise because the relatively small (10 − 20 pc) CNM clouds do not entirely cover even the radio quasar core, which is significantly more extended than the optical quasar in both cases. Later, Kanekar et al. (2007) detected HI 21cm absorption towards 0201+113 (see also Briggs et al. 1997) and also found that the radio quasar core here has a transverse size of 286 pc. This implies that it is possible that the CNM clouds do not fully cover the radio core, as suggested by . However, Kanekar et al. (2007) also showed that the CNM fraction towards the radio quasar core is 17%, even if one assumes that the sightline towards the optical core has a far higher CNM fraction, ≈ 50%. Thus, even if the arguments of are correct and the 10 − 20 pc-sized CNM clouds do not efficiently cover the radio core, the sightline towards the radio core is still dominated by the WNM, with > 80% of the HI in this phase.
For clarity, the upper part of Table 6 summarizes the CII*λ1335.7 and HI 21cm results for the subset of DLAs with studies in both transitions and VLBI estimates of the covering factor. The columns in this table are: (1) the quasar name, (2) the quasar redshift z QSO , (3) the DLA redshift, (4) the HI column density, (5) the CII 158µm cooling rate per atom, log[l c ], inferred from the CII*λ1335.7 line strength ), (6) the metallicity, [Z/H], (7) the spin temperature T s , (8) the CNM fraction, assuming T s,CNM = 100 K and T s,WNM = 8000 K, and (9) the H 2 fraction (Ledoux et al. 2003; Noterdaeme et al. 2008) . Based on the classification of , the absorbers towards 1354−170 and 1331+170 are "low-cool" systems (log[l c /ergs −1 H −1 ] −27), while those towards 0201+113, 0336−017, 0458−020, 1157+014 and 2342+342 are "high-cool" systems (log[l c /ergs
. Note that the systems towards 1354−170 and 2342+342 are consistent with both categories, within 1σ errors, but are definitely not strong CII*λ1335.7 absorbers.
At the outset, it is relevant to note that the CII*λ1335.7 and HI 21cm absorption results appear in reasonable agreement for about half the DLA sample, the systems with weak or undetected CII*λ1335.7 absorption (i.e. the "low-cool" systems). find that these systems have systematically lower metallicities (and dust-to-gas ratios and velocity widths) than the "highcool" systems that have strong CII*λ1335.7 absorption, and conclude that the neutral gas here is predominantly WNM. The anticorrelation between metallicity and spin temperature would lead us to conclude that such DLAs have high spin temperatures and are thus dominated by the WNM; there is thus no disagreement between the CII*λ1335.7 and HI 21cm results for systems with weak CII*λ1335.7 absorption and high spin temperatures. These include the DLAs at z = 2.7799 towards 1354−170 and z = 2.9084 towards 2342+342, for which both the relatively weak CII*λ1335.7 absorption and the high spin temperatures are consistent with most of the HI being in the WNM.
The primary difference between the results on the CNM fractions obtained from the CII*λ1335.7 and HI 21cm absorption studies are for the "high-cool" sample of . However, the apparent discrepancy appears mainly due to the fact that (and later works) only consider two models, "CNM+WNM", with half the HI in the CNM phase and the other half in the WNM, and "pure-WNM", with all the HI in the WNM, and rule out the latter model, based on the fact that the CII*λ1335.7 absorption must arise from the CNM. But even if one accepts that all the CII*λ1335.7 absorption arises from the CNM (although see Srianand et al. 2005 ), this does not imply that half the HI must be CNM. There is no obvious problem with a model in which 10−20% of the HI in DLAs with strong CII*λ1335.7 absorption is CNM (as suggested by Fig. 19) , and with all the CII*λ1335.7 absorption produced by the CNM. There are three DLAs at z > 1.7 that show both HI 21cm and strong CII*λ1335.7 absorption; these are the absorbers at z ∼ 1.9436 towards 1157+014, z ∼ 2.0395 towards 0458−020 and z ∼ 3.3869 towards 0201+113. The three absorbers have inferred CNM fractions of ≈ 9 − 17% and intermediate metallicities, [Z/H] ≈ −1.3) (see Section 7.7 and Tables 4 and 6); these are not inconsistent with the observed strong CII*λ1335.7 absorption. In fact, given that these DLAs all have high column densities, N HI 1.8 × 10 21 cm −2 , it is possible that the HI column density towards the radio core is lower than that towards the optical quasar by a factor of ≈ 1.5 in these systems (see Section 7.3). The spin temperature estimates in these DLAs could hence be lower, and the inferred CNM fractions higher, by ≈ 50%. We emphasize that Wolfe et al. ( , 2004 only rule out the "pure-WNM" model for such strong CII*λ1335.7 absorbers, but do not rule out models with CNM fractions of ≈ 10 − 20% and WNM fractions of ≈ 80 − 90%.
The sole absorber in Table 6 for which there remains a clear discrepancy between the CII*λ1335.7 and T s data is the z = 3.0621 DLA towards 0336−017. classify this as a "high-cool" DLA, since log[l c /ergs
.71 ± 0.10, while we obtain T s > 8890 × ( f /0.68). One way of accounting for this difference is a fortuitously high fraction of CNM clouds towards the optical quasar, which do not efficiently cover the moreextended radio core . Following the argument of Kanekar et al. (2007) (in the context of the z = 3.387 DLA towards 0201+113), this would still imply a high WNM fraction towards the radio core of 0336−017, since the core is small enough ( 224 pc; Kanekar et al. 2009a ) to be entirely covered by the extended WNM clouds. Another possibility is that the average HI column density towards the quasar radio core is lower in the z = 3.0621 DLA towards 0336−017 than that towards the optical QSO. While the upper limit to the transverse core size is only ≈ 224 pc in the z = 3.0621 DLA (i.e. lower than the median for DLAs at z > 2), it is possible that there is small-scale structure in the HI distribution, so that the average HI column towards the optical core is a few times larger than that towards the radio core. This is certainly possible along individual sightlines. Finally, it is also possible that some of the CII*λ1335.7 absorption along this sightline arises in either the WNM or ionized gas (Srianand et al. 2005 ).
Finally, the z = 1.7764 DLA towards 1331+170 is a "lowcool" DLA, with log[l c /ergs −1 H −1 ] < −27.12 Jorgenson et al. 2010 ). This has T s = (625 ± 115) × ( f /0.72) K and a CNM fraction of 15%, derived from a new HI 21cm absorption spectrum (Carswell et al. 2011 ) and the VLBA covering factor of f = 0.72 (Kanekar et al. 2009a) . There is no significant contradiction between the T s and CII*λ1335.7 results in this absorber, since both suggest high WNM fractions. However, it is difficult to reconcile the weak CII*λ1335.7absorption with the fact that H 2 and CI absorption have both been detected in this DLA (Meyer et al. 1986; Cui et al. 2005; Jorgenson et al. 2010) , clearly indicating the presence of CNM in the absorber (as is also shown by the detected HI 21cm absorption). Indeed, the H 2 fraction in the z = 1.7764 DLA is one of the highest in the entire DLA sample (Cui et al. 2005; Noterdaeme et al. 2008) . Despite this, CII*λ1335.7 absorption is not detected (or is, at best, quite weak) in this absorber (Jorgenson et al. 2010) . Similarly, the CII*λ1335.7 absorption is weak in the z = 2.431 DLA towards 2343+125 (log[l c /ergs −1 H −1 ] = −27.09 ± 0.10), despite the presence of H 2 absorption in this system and a high metallicity, [Z/H] = −0.54 ± 0.01 . It thus appears that, contrary to the discussion in Wolfe et al. (2004) , the absence of CII*λ1335.7 absorption does not imply the absence of CNM in individual DLAs, while, conversely, the presence of strong CII*λ1335.7 absorption merely indicates the presence of CNM, and not necessarily a high CNM fraction.
In summary, we find that there is no significant discrepancy between the CII*λ1335.7 results of Wolfe et al. ( , 2004 and our results from HI 21cm absorption studies. The anti-correlation between metallicity and spin temperature is consistent with the finding of that DLAs with high metallicities tend to be "high-cool" systems, while those with low metallicities have low cooling rates. The apparent discrepancy between the results is because (and later papers) only considered two models, one with half the gas each in the CNM and WNM and the other with all the gas in the WNM. Both the CII*λ1335.7 and HI 21cm absorption results appear to be consistent with a model in which (1) 
Comparing CNM and molecular fractions
It is also interesting to compare the inferred CNM fractions f CNM in DLAs (from Section 7.7 to the molecular hydrogen fraction f H 2 ≡ 2N(H 2 )/(2N(H 2 ) + N HI ), for absorbers with estimates of both quantities. Since both trace the presence of cold gas, a relation between f CNM and f H 2 might provide information on the process of molecule formation in DLAs. Searches for molecular hydrogen have now been carried out in nearly a hundred DLAs, mostly with highresolution optical spectroscopy (e.g. Levshakov & Varshalovich 1985; Petitjean et al. 2000; Ledoux et al. 2003; Cui et al. 2005; Petitjean et al. 2006; Noterdaeme et al. 2008 ). However, detections of H 2 absorption have been obtained in only ≈ 16% of DLAs at z > 2, with most absorbers showing low molecular fractions, f H 2 10 −5 (e.g. Ledoux et al. 2003; Noterdaeme et al. 2008) . Detections of H 2 absorption have been obtained in DLAs with relatively high metallicity and dust depletion, [X/Fe] > 0.4 (Noterdaeme et al. 2008) . This is consistent with the anti-correlation obtained between spin temperature and metallicity, as high-metallicity absorbers should have higher CNM fractions and are thus more likely to form the molecular phase.
Unfortunately, there are at present only 9 DLAs with estimates of both f CNM and f H 2 . Most of these have also been observed in the CII*λ1335.7 line and are listed in the upper part of Table 6 . Three additional systems with searches for HI 21cm and H 2 , but not CII*λ1335.7, absorption are listed in the lower part of the table. The two H 2 absorbers of this sub-sample, at z = 1.7764 towards 1331+170 and z = 3.3869 towards 0201+113, both show HI 21cm absorption. However, H 2 absorption was not detected in two HI 21cm absorbers, at z = 2.0395 towards 0458−020 and z = 2.3476 towards 0438−436. Five DLAs were detected in neither HI 21cm nor H 2 absorption, with strong upper limits on the molecular fraction (log[ f H 2 ] < −5) and lower limits on the spin temperature (T s > 500 K). The small sample size makes it difficult to draw any inferences from these results, especially given that all DLAs of the sample have high spin temperatures, T s 500 K. Searches for H 2 absorption in DLAs with low spin temperatures would be of much interest.
SUMMARY
We have carried out a deep search for redshifted HI 21cm absorption in a large sample of DLAs at 0.68 < z < 3.44 with the GMRT, the GBT and the WSRT. This has yielded detections of HI 21cm absorption in two new DLAs, at z = 3.387 towards 0201+113 and z = 2.347 towards 0438−436, and confirmations of detections in two known HI 21cm absorbers. We present evidence that the HI 21cm absorption from one of the DLAs, at z = 2.0395 towards 0458−020, has varied on timescales of ≈ 2 months. Similar variability in the HI 21cm absorption profile has been earlier reported on even shorter timescales in two DLAs.
We have also used the VLBA to obtain high spatial resolution images of a sample of background quasars with foreground DLAs or HI 21cm absorbers at frequencies close to the redshifted HI 21cm line frequency, in order to estimate the quasar core fraction. We assume that the DLA covering factor is the same as this core fraction. We have used our measurements of the HI 21cm optical depth and the DLA covering factor in conjunction with the known HI column density from the Lyman-α profile to estimate the spin temperature of each absorber. Finally, we report metallicity, abundance and velocity width measurements for a set of DLAs with HI 21cm absorption spectroscopy, from either our own observations or archival data.
We have combined our results with data from the literature to compile a sample of 37 DLAs with spin temperatures derived from a combination of the Lyman-α profile, HI 21cm absorption spectroscopy and low-frequency VLBI estimates of the absorber covering factor. This sample does not include PDLAs, where the spin temperature could be influenced by the proximity of the absorber to the background quasar, or sub-DLAs, where the spin temperature may be affected by self-shielding issues The HI column density distribution of this sample is statistically indistinguishable from that of the much larger sample of all known DLAs, including absorbers detected in the SDSS. 29 DLAs of the sample have estimates of the gas metallicity [Z/H], 26 of the dust depletion [Z/Fe] , and 24 of the velocity width between 90% optical depth points, ∆V 90 .
The main results of the paper are:
• We find that the spatial extent of the quasar radio core at the foreground absorber redshift (as estimated from the VLBI images) is larger for high-z DLAs than for low-z DLAs. However, these are upper limits to the transverse core size, due to the possibility of residual phase errors in the VLBA data. This is especially important for lower-frequency VLBI images, due to ionospheric effects; DLAs at z > 2 are thus the worst affected of the sample. Despite this, the median upper limit to the transverse core size is ≈ 130 pc for the full sample, while that for z > 2 DLAs is ≈ 350 pc. For all DLAs but one, the maximum value for the (upper limit to the) transverse core size is ≈ 1 kpc. These are significantly lower than the size of a typical galaxy. We conclude that the foreground DLAs are likely to cover at least the radio cores for all the 37 DLAs of the sample.
• We have examined whether the use of the HI column density derived from the pencil-beam optical sightline in the equation for the HI 21cm optical depth for the sightline towards the radio emission can cause systematic effects in the spin temperature estimates. This was done by smoothing a high-spatial-resolution (15 pc) HI 21cm emission cube of the LMC to coarser resolutions, out to ≈ 1 kpc, to test whether the HI column densities measured from the smoothed spectral cubes are systematically different from those at the highest spatial resolution. We find that the HI column densities in the smoothed cube are systematically larger than those in the 15 pc cube for N HI 1 × 10 21 cm −2 , and systematically lower than those in the 15 pc cube for N HI 1 × 10 21 cm −2 . In other words, the use of the HI column density from the damped Lyman-α profile in the equation for the HI 21cm optical depth will tend to under-estimate the spin temperature for DLAs with N HI 1 × 10 21 cm −2 , and to over-estimate the spin temperature for DLAs with N HI 1 × 10 21 cm −2 (assuming that the spatial distribution of neutral gas in DLAs is similar to that in the LMC). We estimated the magnitude of this effect at two spatial resolutions, 67 pc and 345 pc, approximately the median transverse size of the radio cores at the DLA redshifts for DLAs at z < 2 and z > 2, respectively. We find that the effect is not very significant, within a factor of 25% for most of the DLAs of the sample, except for systems at low and very high N HI values (N HI < 4 × 10 20 cm −2 and N HI > 5.5 × 10 21 cm −2 , respectively) and with large core sizes. At these extremes of the N HI distribution, the spin temperature could be under-estimated by up to a factor of 2 for N HI ≈ 2 × 10 20 cm −2 , or over-estimated by up to a factor of 1.5 for N HI ≈ 6 × 10 21 cm −2 . Since there are far more DLAs at low N HI values than at extremely high ones, the overall effect is to give a weak bias of the spin temperature distribution of high-z DLAs towards lower values.
• We have examined the full sample of DLAs for trends between different quantities, including the detection rate of HI 21cm absorption, the spin temperature, the HI column density, the covering factor, the metallicity, the dust depletion, the velocity width at 90% optical depth, etc. Survival analysis methods, as implemented in the ASURV package, were used to appropriately handle censored data.
We found no evidence that the detection rate of HI 21cm absorption depends on the HI column density, the absorber covering factor, the DLA metallicity or the velocity width at 90% optical depth. For all these variables, the detection rates of HI 21cm absorption above and below the median value were found to be consistent with each other within the statistical uncertainties. Similarly, there is no statistically-significant evidence that the estimated DLA spin temperatures depend on the absorber covering factor, the HI column density or the velocity width at 90% optical depth. However, we caution that the sample size of DLAs with HI 21cm absorption studies is still quite small and the above detection rates are dominated by Poisson errors. It is plausible that larger absorber samples will indeed show that the detection rates do depend on, e.g., the metallicity and the covering factor.
The detection rate of HI 21cm absorption in high-z DLAs (with z > z med , where z med = 2.192) is 17 +16 −9 %, while that in low-z DLAs (with z < z med ) is 83 +17 −21 %. The difference between the two detection rates has ≈ 2.6σ significance. This is tentative evidence that the probability of detecting HI 21cm absorption increases with decreasing redshift.
• We detect a difference between the spin temperature distributions of absorbers above and below the median redshift, z med = 2.192, at ≈ 3.5σ significance. The statistical significance of the difference in T s distributions is even higher, 4.0σ, if the redshift z = 2.4 is used to demarcate the low-z and high-z samples.
We have also restricted the low-z sample to absorbers with redshifts z > 1, to ensure that the angular diameter distances of the DLAs and their background quasars are similar for all absorbers. Again sub-dividing the sample in low-z (z < 2.683) and high-z (z > 2.683) DLAs yields a clear difference, with 3.5σ statistical significance, between the T s distributions of the two sub-samples. Angular diameter distances thus do not appear to play a significant role in the lower HI 21cm optical depths observed in high-z DLAs. We conclude that DLA spin temperatures show clear redshift evo-lution: the high-z sample contains both a smaller fraction of DLAs with low spin temperatures and a lower detection rate of HI 21cm absorption.
• We also find that the spin temperature distributions in the full sample of DLAs and in the Milky Way are different, at ≈ 6σ significance. This is definitive evidence that the neutral ISM in DLAs is significantly different from that in the Galaxy, with far smaller CNM fractions ( 20%) in DLAs than in the Milky Way (median CNM fraction ≈ 27%).
• We continue to find that the DLA metallicities and their spin temperatures are anti-correlated: the anti-correlation between [Z/H] and T s is detected at ≈ 3.5σ significance in a generalized Kendalltau test, based on 29 absorbers with estimates of metallicity, spin temperature and covering factor. This supports the conjecture of Kanekar & Chengalur (2001a) that the low CNM fractions in DLAs arise due to a paucity of cooling routes in the absorbers, due to their low metallicities. Differences between the HI column densities along the radio and optical sightlines can only worsen any existing anti-correlation. We find only weak (≈ 2.4σ) evidence for an anti-correlation between T s and dust depletion, from 26 systems. It is thus unlikely that the relation between spin temperature and metallicity arises due to an underlying relation between spin temperature and dust depletion.
The DLA spin temperature estimates are based on the assumptions that the quasar core fraction can be interpreted as the DLA covering factor and that the HI column density measured towards the optical quasar is the same as that towards the more-extended radio emission. The metallicity estimates do not make either of these assumptions. If the above assumptions are violated for most of the absorbers, we would not expect to detect an underlying relation between T s and [Z/H]. The fact that the predicted anti-correlation between T s and [Z/H] is indeed detected indicates that the assumptions are reliable, at least in a statistical sense.
• We have also examined whether the two main results of this paper, viz. the redshift evolution of DLA spin temperatures and the anti-correlation between spin temperature and metallicity, are affected by the assumption that the DLA covering factor is equal to the quasar radio core fraction. This was done via Monte Carlo simulations with DLA spin temperatures inferred assuming (1) an error in the inferred covering factor, with standard deviation ranging from 10 − 100% of the measured core fraction, and (2) entirely random covering factors, selected from a uniform distribution of values between 0 and 1. For both types of errors, the above two results were obtained at 3σ significance, after averaging over 10,000 Monte Carlo runs. Our results thus do not appear to critically depend on the assumption that the DLA covering factor is equal to the quasar radio core fraction.
• We have examined the CII*λ1335.7 model of Wolfe et al. ( , 2004 in the light of our spin temperature estimates. We find that the CII*λ1335.7 results are entirely consistent with our results for at least half the DLA sample, the systems with low metallicities and undetected or weak CII*λ1335.7 absorption. The anticorrelation between metallicity and spin temperature implies that the neutral ISM in such systems should be predominantly WNM, as expected from the low cooling rates derived from the CII*λ1335.7 model. Similarly, DLAs with high metallicity are expected to have high CNM fractions based on the T s -[Z/H] anti-correlation and are also expected to have a high cooling rate from their strong CII*λ1335.7 absorption; the spin temperature and CII*λ1335.7 results are thus also in agreement for such systems. Thus, the CII*λ1335.7 results are broadly consistent with the spin temperature results except for a few cases where line-of-sight effects may be important. Further, even for these cases, the apparent discrepancy between the spin temperature and CII*λ1335.7 results arises for systems with intermediate metallicity, [Z/H] ≈ −1.3. We find that the difference essentially arises because Wolfe et al. ( , 2004 ) use a CNM+WNM model with 50% of the neutral gas in each phase; such a model is not required by the CII*λ1335.7 data. It appears possible to alleviate the apparent discrepancy between the CII*λ1335.7 and the HI 21cm results by considering a model wherein 10 − 20% of the HI in intermediate-metallicity DLAs is in the CNM, producing the majority of the the CII*λ1335.7 absorption. Such a two-phase model would yield both strong CII*λ1335.7 absorption and a high spin temperature (T s ≈ 1000 K). While it is beyond the scope of the present work to explicitly test this possibility, we conclude that there is no significant disagreement between the CII*λ1335.7 results and the spin temperature estimates.
