This paper compares the analysis of systems from two different perspectives: an energy-based focus and an exergy-based focus. A complex system was simply modeled as interacting thermodynamic systems to illustrate the differences in analysis methodologies and results. The energy-based analysis had combinations of calculated states that are infeasible. On the other hand, the exergybased analyses only allow feasible states. More importantly, the exergy-based analyses provide clearer insight to the combination of operating conditions for optimum system-level performance. The results strongly suggest changing the analysis/design paradigm used in aerospace engineering from energy-based to exergy-based. This methodology shift is even more critical in exploratory research and development where previous experience may not be available to provide guidance. Although the models used herein may appear simplistic, the message is very powerful and extensible to higher-fidelity models: the 1st Law is only a necessary condition for design, whereas the 1st and 2nd Laws provide the sufficiency condition.
general, are not well accepted by the engineering and design community at-large due to the sometimes nebulous terminology and often ill-suited use of example problems for data validation. Furthermore, many of these newer approaches lack relevance to the aerospace community [5, 6] . It is therefore the motivation of this work to present the following via simplified analyses.
The governing equations of a system, represented by the conservation laws, are viewed as the necessary conditions for the system. However, the governing equations must be supplemented by the 2nd Law as the sufficient condition in order to ensure process, and therefore, system feasibility. Note 1. The simplified model presented herein may be replaced by a higher-fidelity model, but the interpretation is the same-we must employ necessary and sufficient conditions for feasible analysis and design.
Background
In order to analyze the design of a flight vehicle in the context of this paper, different aspects need to be considered. A certain quantity of work is always required to accomplish the mission; there are also some unavoidable loss (irreversibility, e.g., due to fuel combustion) and lastly system losses that can be reduced or eliminated by design optimization. Systemlevel losses occur in many forms and negatively impact performance. Typical system losses in aerospace vehicles include friction, heat transfer, sudden compressions (e.g., shock waves), fluid mixing, electrical resistance, inelastic solid deformations, and chemical reactions [11] . Most of these losses are characterized in their own unique way and use different units of measure. More importantly, these losses are characterized or scaled locally and such characterization often does not readily translate to the system level. Capturing system losses locally in terms of standard 1st Law methodologies (energy-based) does not promote a systemslevel analysis and awareness for consistent comparisons. The combined exergy-based approach, however, does enable a consistent systems-level interpretation of losses (exergy destruction) that makes integration of components into systems more logical and intuitive [12] [13] [14] .
Representing component losses, however they may occur, in a consistent system-level manner is desirable. For example, heat transfer losses are typically reported in kilowatts (kW), whereas friction losses are often reported as total pressure drop in kilopascals (kPa) [7] or reported as a drag force in aerodynamic analyses. This difference in "book keeping" makes it difficult to compare system-level impacts of changes in heat transfer and/or friction. For example, a 1% change in heat transfer has a different impact on system performance than a 1% change in pressure drop. However, capturing the heat transfer and friction losses in terms of exergy destruction enables the losses to be represented in the same manner. As such, a 1% exergy destruction resulting from heat transfer losses has the same impact as a 1% exergy destruction resulting from frictional losses. This consistent reporting methodology enables truer and simpler comparisons of integrated performance based upon minimization of overall system losses rather than focusing on individual component losses. In this fashion, a truly integrated approach is possible because regardless of where or how the losses occur, system performance is penalized accordingly. The focus is then on integrated system performance not on component optimization [15] [16] [17] [18] .
Parametric exploratory analyses and preliminary designs are often performed in terms of energy-based methods (1st Law focus) without foreknowledge of the results (a priori investigation). In such studies, variables of interest are permuted through ranges of heretofore unknown operating conditions and the resulting combinations of variables are analyzed in terms of component and then system performance. Consider such a methodology employing only heat transfer rate as the variable of interest and turbine performance as the metric for performance. Varying heat transfer rate by a few percent relative to some baseline establishes a range of conditions for which turbine performance is to be predicted. Establishing ad-hoc conditions in this manner provides no guarantee that the parametric combination of variables provides a physically possible state for system operation. In other words, it is possible, and indeed likely, when performing exploratory parametric combinations of variables that the output variable (turbine performance) may not be physically realistic. In other words, the predicted turbine performance may not satisfy the second-Law principle stipulating nonnegative entropy generation. This 1st-Law only methodology therefore makes integration and trade studies difficult to compare when performing trades studies and preliminary design.
Contrast the 1st Law methodology for analysis and preliminary design just described with a combined 1st and 2nd Law methodology that is exergy-based. Consider the same scenario and test matrix as before, with only heat transfer rate as the variables of interest. However, using the combined 1st and 2nd Law methodology, the heat transfer rate is recast in terms of exergy destruction that provides a consistent quantification metric for assessment (i.e., a common "currency") at the system-level. In such a fashion, any losses, regardless of how or where they may occur, may be translated directly ("rolled up") to the systemlevel. Thus, system analysis, design, and comparisons are more readily performed. Additionally, the combined exergybased methodology, by invoking the second-Law principle, ensures the feasibility of the process physically. In other words, if the parametric combination of variables produces International Journal of Aerospace Engineering Figure 3 : Sketch of simplified internal flow system illustrating possibility of heat transfer in System 2 (pipe). System 1 is assumed to operate at fixed conditions, while System 3 operates at fixed exit pressure.
a state that has negative process exergy destruction, that combination of variables is not feasible physically and would be immediately discarded for future consideration and further analyses. This additional insight given by the combined exergy-based approach compared to the 1st-Law only methodology provides great power when assessing performance of parametric analyses and preliminary designs. Hence, the unified exergy-based methodology has significant advantages when compared to the 1st-Law only methodology by providing a common quantifiable metric for system-level assessment as well as limiting the analysis and design space to achievable conditions. To illustrate the systems-level component loss methodology further, consider an engine optimized for maximum thrust-specific fuel consumption (TSFC) on a sealevel thrust stand. The engine's performance is typically characterized in terms of TSFC. Assume that the engine's inlet has a perfect capture ratio and therefore no spillage of air. The engine is then nacelle-mounted on an aircraft that is designed to operate at high altitude and high speed. When the engine is operated at altitude, it does not provide the same TSFC as it did at sea level on the thrust stand. Additionally, consider that the engine may now have an imperfect capture ratio, resulting in air spillage over the nacelle to the wing. From the installed system-level performance perspective, the engine's off-design performance changes the aerodynamic performance of the wing, causing the lift and drag to change relative to the uninstalled engine configuration. The net effect is that BOTH systems no longer operate as desired or designed when viewed from a total systems perspective. However, the engine's performance is characterized in terms of TSFC and the wing's performance 4 International Journal of Aerospace Engineering is characterized in terms of lift, drag or lift-to-drag ratio. By analogy to the simple system, a 1% change in TSFC does not have the same impact on total system performance as a 1% change in lift. However, representing the changes in TSFC and lift or drag in terms of exergy destruction enables systemlevel comparisons to be compared consistently (common "currency"). Representing both performance parameters in the same terminology enables "apples-to-apples" comparisons for systems as well as forming the basis for componentto-system "rollups" of total losses.
Concept
Aircraft engines are generally comprised of a combination of systems, such as inlet, compressor, combustor, turbine, and nozzle (the "suck, squeeze, bang, blow" statement of propulsion). A simplified sketch of a generic turbojet engine is illustrated in Figure 1 . Rather than attempt to model this complex system, the overall effects of a high energy stream coupled with a work-producing device (turbine) will serve to demonstrate the influence of losses on system performance. It is assumed that the inlet/compressor/diffuser/combustor can be modeled as a boiler producing a high energy working fluid to the turbine. The focus is therefore on how this energy is transported to the turbine and converted to useful work.
A simplified model of a portion of the turbojet system illustrated in Figure 1 was chosen to compare the differences between the 1st Law and combined 1st and 2nd Law methodologies. Modeling the combustion products as superheated steam enables variable-properties to be considered without the complexity of chemical reactions and the concomitant species equations of state. A modular calculation was used for the steam properties that permits the overall calculations to be performed semi-analytically (e.g., steam tables for the equation(s) of state coupled with the governing equations of fluid flow and thermodynamics). The duct and work-extraction device are modeled as a pipe and turbine, respectively. This system may then be used to assess the impacts of system losses (heat transfer) on turbine performance (e.g. power extraction or work rate). It is possible to employ higher-fidelity models beyond the simplified thermodynamic model used herein. Although the higher-fidelity model may be more accurate, it will not change the fundamental comparisons between the 1st and 2nd Law methodologies: the former approach may lead to notable regions in the design space that are infeasible.
Model Representation.
The simplified model of the system-of-systems representing the complex engine in Figure 1 is illustrated in Figure 2 . System 1 represents an energy source (compression, mixing, combustion), System 2 represents energy transfer (duct or pipe), and System 3 represents energy conversion (work-extraction via turbine device). A typical system-level loss that occurs in complex system is heat transfer (positive heat gain or negative heat loss, to or from the system resp.). In the simplified analysis presented herein, heat transfer is assumed to occur only in the pipe (i.e., all other areas are treated as adiabatic). By modeling the complex systems in a simple form, we can focus on comparing the analysis methods (i.e., 1st-Law only compared to combined 1st and 2nd Laws). Table 1 provides additional information regarding the simplified system illustrated in Figure 2 . Each component or subsystem from the actual engine is "mapped" to a simplified system that is analyzed from a 1st-Law perspective or a combined exergy-based perspective. Note that the energy source is assumed to provide a constant rate of superheated steam at a specified state to the downstream systems while the exit pressure of the turbine was fixed. These conditions provide an operating envelope for the analyses.
Test Conditions.
The modeled system illustrated in Figure 2 was assumed to operate as an "installed" system, such that inlet and exit conditions were prescribed. The exit state of System 1 (superheated steam) was fixed at a pressure of 500 kilopascals (kPa) and a temperature of 400
• C. The exit pressure for System 3 (turbine) was fixed at 7.5 kPa. These "boundary conditions" enforce a specified operating envelope on the turbine such that heat transfer (positive or negative) in System 2 will influence the performance of System 3, as illustrated qualitatively in Figure 3 . Note that the amount of heat transfer must be limited by the operating envelope in this situation. In other words, it should not be possible to arbitrarily vary the heat transfer in System 2 and still meet the System 3 exit pressure constraint. Energy gain or loss in the pipe and its influence on turbine performance are analyzed in terms of 1st Law (conservation of energy) and combined 1st and 2nd Laws (exergy destruction). Table 2 provides additional detail regarding the operating conditions for the system-of-systems. Note that high energy superheated steam simulates combustion products as the working fluid.
The system-of-systems illustrated in Figure 3 was analyzed for a number of different values of heat transfer. For discussion purposes, the test cases are more clearly presented in a matrix, as shown in Table 3 . As presented in the table, for one degree of freedom (1 DOF), only the heat transfer in System 2 was variable. Note that, a priori, the ranges of heat transfer were chosen to be representative of typical losses, but do NOT guarantee that these combinations of losses will be possible, given the constraints of the imposed operating envelope of our "installed" system.
The heat transfer from System 2 (pipe) is represented as percent of enthalpy flux entering the system. In this manner, the heat transfer is scaled consistently for each operating condition, rather than being a fixed, and possibly arbitrary, quantity. Note that heat transfer was also allowed into the system, given the fact that the system itself could possibly be housed inside, or near, another object that might be at a higher operating temperature than the system under consideration. For example, the turbine may receive energy via conduction and radiation from a nearby annular-type combustor and may also receive energy via radiation from an afterburner downstream. In either event, the possibility of heat transfer is allowed to completely represent a parametric space for analysis. In summary, values of heat transfer were prescribed in order to compare results when performing the analysis via standard conservation principles (1st Law only analysis) as opposed to the unified exergy-based (combined 1st and 2nd Law) methodology.
Theory
Two different analysis methodologies were performed in this study. The first method involved simultaneous solution of the continuity and energy equation coupled with the equations of state for superheated steam. This method will be referred to as 1st Law analysis (the energy equation is essentially the 1st Law of thermodynamics). The second method employed the 1st Law analysis above combined with the 2nd Law of Thermodynamics and will therefore be referred to as the combined 1st and 2nd Law analysis. The theory and analysis procedure of the two methodologies are described in this section.
1st-Law Analysis.
The 1st-Law analysis requires simultaneous solution of the continuity and energy equations along with appropriate equations of state. For the superheated steam, the online thermodynamics calculator The Expert System for Thermodynamics (TEST) was used to solve the equations of state for superheated steam [19] . Simplified forms of these governing equations are developed below.
Continuity Equation.
On a rate basis, the integral form of the conservation of mass may be written as
where ρ is fluid density,
A is differential area element, (∂/∂t) CV ρdV is time rate of change of mass inside control volume,
A = 0 is rate of mass flow across control surfaces.
Making the thermodynamic assumptions of steady state, steady flow, quasi-one dimensional flows, uniform properties at a cross section, and one inlet/one exit, (1) may be simplified to:
where the subscripts "2" and "1" represent exit and inlet, respectively. Defining the mass flow rate aṡ
and substituting (3) into (2), the continuity equation may be written, for the given assumptions, aṡ
Energy Equation.
On a rate basis, the integral form of the conservation of energy may be written aṡ 
Substituting the expression for the specific energy, e, we have:
Denoting inlet station by "1" and exit station by "2", and using the above assumptions and the simplified continuity, (4) and (7) may be rewritten aṡ
Rearranging (8), introducing density for specific volume, and the definition of enthalpy h ≡ u + P/ρ we get, after manipulatioṅ
A more practical form of the energy equation for our purposes is obtained by introducing the kinetic energy coefficient (β), defined such that
Using the kinetic energy coefficient from (10) in (9), we havė
For the vast majority of turbulent, high Reynolds number flows, the kinetic energy coefficient (β) is nearly unity. Making this assumption yieldṡ
In the present situation, the "flow" rate of energy (as represented by the mass flow rate and enthalpy product) through the system is much larger than the changes in potential and kinetic energies. Making this last assumption and rearranging, the energy equation becomes:
Equations of State.
The state postulate of thermodynamics stipulates that any two independent intensive thermodynamic properties fully specify the state for a pure substance. In other words, if temperature and pressure are known, the enthalpy is determined. Similarly, temperature and specific entropy may also be used to determine the enthalpy. Written in general, we may write the equations of state as
The 1st-Law analysis required the simultaneous solution of the simplified continuity and energy equations, together also with the equation(s) of state, as given by (4), (13), and (14), respectively, for the variations in heat transfer listed in Table 3 .
Combined 1st and 2nd Law: Exergy-Based Analysis.
The combined 1st and 2nd Law analysis requires simultaneous solution of the continuity and exergy equations along with appropriate equations of state. The continuity equation was developed in the previous section and is not repeated here. Simplified forms of the remaining governing equations are developed below.
Entropy Balance (2nd Law).
For a control volume, on a rate basis, the balance of entropy may be written:
where T is temperature of surface where heat transfer occurs, δQ is rate of path-dependent heat transfer across surface(s), s is specific entropy,
A is area vector, S gen is rate of entropy generation, dS CV /dt is rate of change of entropy in the control volume.
Making the thermodynamic assumptions of quasi-one dimensional flows, uniform properties at a cross section, and one inlet/one exit, (15) may be simplified to:
where the subscripts "1" and "2" refer to inlet and exit, respectively. Introducing the continuity (4) and assuming
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The formulation of the entropy balance, (16) , states that the rate of transfer of entropy (first term) and the net flow rate of entropy (second term) must be balanced by the entropy generation rate (third term).
Exergy Balance (Combined 1st and 2nd Laws).
For a control volume, on a rate basis, the balance of exergy may be written as
T k is temperature of "kth" surface, T 0 is reference temperature (dead state, absolute units), δQ is rate of path-dependent heat transfer across surfaces, W is work rate across boundary, P 0 is reference pressure (dead state, absolute units), dV CV /dt is rate of change of volume for control volume, ψ is exergy per mass;
A is area vector increment, X Destroyea is Rate of exergy destruction;Ẋ Destroyed = T 0Ṡgen , dX CV /dt is rate of change of exergy in the control volume.
Making the thermodynamic assumptions of quasi-one dimensional flows, uniform properties at a cross section, steady flow, and performing the vector dot product, the exergy balance (18) may be simplified to
For one inlet, one exit, uniform heat transfer at each surface and using continuity, (19) may be further simplified to
For many flow situations (flow through ducts, nozzles, diffusers, etc.), the boundaries remain fixed, and therefore dV CV /dt = 0. For such cases, (20) may be further simplified to
Further, if there is only one isothermal surface (subscript "b" for boundary) exchanging thermal energy, we get:
Substituting the expressions for specific exergy and exergy destruction rate and ignoring changes in potential and kinetic energies' we may write (22) as
where the subscripts "1" and "2" refer to inlet and exit, respectively. Rearranging (23) into a form similar to the energy equation yields:
The energy balance, (13) , is rewritten here for comparison aṡ
Note that if the dead state temperature T 0 is small compared to the boundary temperature T b , the comparison between the energy balance (1st Law), (25) and the exergy balance, (24), becomes much clearer. The exergy balance equation represents a combination of the 1st and 2nd Laws because it is essentially the conservation of energy (1st Law) constrained by entropy production (the 2nd Law). In fact, rearranging (24) to reflect that entropy generation must be greater than or equal to zero provides
The left hand side of (26) represents the exergy destruction rate, the so-called Guoy-Stodola theorem [10] . The 1st Law analysis performed in this study solved simultaneously the simplified continuity and energy balance, (4) and (13) , respectively (with appropriate equations of state). Likewise, for the combined exergy-based analysis, we solved simultaneously the simplified continuity and exergy balance equations (4) and (25), respectively (with appropriate equations of state). The results of these calculations for parametric variations in heat transfer listed in Table 3 are presented in the next section.
Results
The results for the 1 degree-of-freedom (1 DOF) test cases shown in Table 3 and analyzed via the 1st Law as well as the combined 1st and 2nd Laws are presented in this section. Note that the 1st Law analysis does not constrain the direction of energy transfer nor does it enforce the nonnegative entropy production. These are both significant shortcomings for the 1st Law analysis in that the 1st Law analysis provides no guidance or bounds as to whether or not a particular state may exist or a process may occur. As such, the 1st Law admits physically impossible solutions in the analysis or design space. This is an important distinction between the two different methodologies in that the combined 1st and 2nd Law analysis accounts for the conservation of mass and energy but also provides constraints on which solutions are physically possible. These restrictions are especially true when an operating envelope is specified for the system (System 1 exit conditions fixed and System 3 exit pressure fixed). Therefore, there are many situations where the results of the 1st Law analysis, although satisfying the basic conservation laws of mass and energy, are NOT physically possible and cannot occur within the operating envelope.
Note 2. The philosophy employed in our parametric analysis followed a "what-if " approach, akin to preliminary design without a priori knowledge of the results. In other words, from a baseline perspective, what would be the result if the System 2 heat transfer increased or decreased by some percentage?
One Degree of Freedom (1 DOF).
For the one degree-offreedom (1 DOF) cases, only heat transfer in System 2 (the transfer pipe) was allowed. Consistent with thermodynamic convention, positive heat transfer is assumed to be into the system (gain, or numerically positive) while negative heat transfer is assumed to be out of the system (loss, or numerically negative).
1 DOF, 1st Law Analysis.
The results of the 1st Law analysis of the parametric combinations of heat transfer for the 1 DOF cases are presented in Table 4 and illustrated in Figure 4 . Note that the heat transfer has a direct linear relationship on turbine power extraction for the 1 DOF case. This is intuitively obvious, as more energy is available to the turbine because energy is added in the pipe via positive heat transfer. In fact, according to 1st Law analysis for the cases performed, the maximum power produced in the turbine occurs at the maximum positive heat transfer in System 2 (409 kW of heat gain in the pipe yields 4435 kW turbine power). Conversely, according to 1st Law analysis, the minimum power extracted from the turbine occurs at the maximum negative heat transfer in System 2 (409 kW of heat loss in the pipe yields 3992 kW turbine power).
The results presented in Table 4 and Figure 4 suggest that adding energy in System 2 increases turbine performance. This is in fact true from a 1st Law-only perspective, wherein no consideration is made about the physical possibility of doing so. In order to answer that question, one must consider the 2nd Law directionality in addition to the 1st Law quantification (i.e. conservation of energy). When the 1st and 2nd Laws are combined in the analysis, the addition of energy in System 2 is constrained by the fact that the exergy destruction must be greater than or equal to zero. Therefore, although it may be desirable to add energy in System 2, it may not be achievable from a physical point of view and still operate under the given conditions (i.e., the solution, although numerically consistent with the conservation laws of continuity and energy, does not represent a feasible physical solution).
1 DOF, Combined 1st and 2nd
Laws. The results of the combined 1st and 2nd Law analysis for the 1 DOF cases are presented in Table 5 . Heat transfer rate is plotted against exergy destruction in Figure 5 . The relationship between heat transfer and exergy destruction is clear: the minimum nonnegative exergy destruction occurs for the adiabatic case. Because negative exergy destruction violates the 2nd Law, all positive values of heat transfer in System 2 (for the given conditions) are not possible. This has important ramifications for turbine performance in this case. From Table 4 , it can be seen that the 1st Law analysis provided a maximum turbine performance of 4435 kW at +409 kW of heat transfer in the pipe. However, the 2nd Law restriction of nonnegative exergy destruction dictates that a maximum possible turbine performance of 4203 kW occurs at the adiabatic condition.
Combining the 2nd Law with the 1st Law indicates that there is a physical limit for heat transfer in System 2 as imposed by nonnegative exergy destruction. Therefore, as seen in Table 5 , although it is desirable to add energy in System 2 via heat transfer (turbine power increases with increasing heat transfer), it is impossible to provide positive heat transfer in this situation as this results in negative exergy destruction (violates the 2nd Law). Comparing this maximum achievable performance of 4203 kW (combined 1st and 2nd Laws), to the maximum calculated performance of 4435 kW (1st Law), it can be seen that the 1st Law over-predicts the maximum turbine performance by approximately 5.5%. Additionally, and perhaps more importantly, note that 2 of the 5 cases (40%) in Table 5 result in negative exergy destruction. This means that these results are not valid and that further analysis and assessment should not be considered. This is important in defining a "roadmap" for advanced parametric analyses and/or optimization schema in that the analyses may be performed more efficiently by eliminating many cases that are not feasible.
The exergy-based analysis provides additional insight that is not possible with the 1st Law alone. In order to see this point, refer again to the data presented in Table 5 . Note that 1st Law analyses are still interpretable from a heat transfer perspective (i.e., increasing heat transfer increases turbine performance). Further, the 1st Law results are valid for negative heat transfer up to the limiting point of the adiabatic condition, which is established by the 2nd Law. From Table 5 , note that all values of turbine power that result from positive heat transfer are not achievable as they violate the 2nd Law by producing negative exergy destruction. These non-physically-possible results are labeled "Region of impossible operation" in Figure 6 . The additional insights from the combined 1st and 2nd Laws are therefore seen to be twofold. First, the combined 1st and 2nd Laws establish physical limits for achievable conditions by clearly noting regions of impossible operation that result from negative exergy destruction. Second, the combined 1st and 2nd Laws clearly illustrate an upper limit for performance as the point of minimum exergy destruction (yellow highlighted entry in Table 5 ). Both of these insights are useful in limiting the parametric space to be analyzed as well as form the basis for optimizations from a systems-level perspective.
Summary
We presented the development and comparison of two different methodologies, the 1st-Law only (conventional approach) and a combined 1st and 2nd Laws (exergy-based approach) for the analysis of interacting systems. A portion of a complex aircraft engine system was modeled in a simple manner in order to demonstrate the differences in the two methodologies. This simplified model was set up to illustrate the methodology. It may be observed that the result was intuitive since nothing was modeled to add energy to System 2. At the same time, the method quantitatively shows that minimizing the thermal energy lost from System 2 is beneficial. This could be used to design insulation to achieve improved performance, for example. The relevant governing equations were solved for one, two, and three system degreesof-freedom (1 DOF, 2 DOF, and 3 DOF, resp.). However, only the 1 DOF cases were presented herein for clarity; we plan to present the additional DOF cases in a subsequent report. 
Conclusions
The major purpose of this overall work has been to assess the difference in results of system performance when using the 1st Law only (conservation of energy) compared to the combined 1st and 2nd Laws (exergy destruction). The development and results clearly indicate that both analyses are related. In fact, the 1st Law (focus on conservation of energy) can be recast in terms of the combined 1st and 2nd Laws (focus on exergy destruction). It is important to note that exergy-destruction analysis is not "reinventing the wheel", it is merely interpreting the results differently.
Using a simpler thermodynamic model for this study, it was clearly demonstrated that the 1st Law approach is only a necessary but not sufficient condition for preliminary design applications. The sufficiency condition for design requires the additional consideration of feasibility provided by the 2nd Law. The combined 1st and 2nd Law analysis has significant advantages over the 1st Law analysis. First, the combined 1st and 2nd Law analysis provides physical limits on performance that the 1st Law analysis does not. This is crucial to note when performing fundamental research or preliminary design (either parametrically or employing an optimization schema). This point is illustrated by the fact that, for the 1 degree-of-freedom results and the conditions analyzed, 40% of the results obtained from the 1st Law analysis were not feasible. This has far-reaching implications in that, if the results from a 1st Law analysis are used for establishing operating conditions and design parameters, many of the apparently best operating conditions can never be achieved. Furthermore, when analyzing large parametric combinations of variables in a 1st Law analysis, it is likely that many of the conditions analyzed are not feasible, resulting in wasted effort and possibly improper interpretation (i.e., the wrong conclusions). Third, when multiple systems are combined into a system-of-systems approach, the combined 1st and 2nd Laws (exergy destruction focus) provides a consistent accounting for all forms of losses regardless of point of origin (e.g., System 2 or System 3) and/or source of irreversibility (e.g., heat transfer, friction, etc.). This point illustrates that the exergy destruction concept is easily extensible from any individual component to a complex system, all with consistent interpretation.
Taken in total, the 1st Law only approach has serious deficiencies compared to the combined 1st and 2nd Law approach. We suggest that the conventional approach using only the 1st Law should neither be rigorously defended nor employed in a complex system-of-systems approach. In fact, the combined 1st and 2nd Laws should be adopted for all analyses and optimizations of systems involving irreversibilities, especially in systems with large uncertainties in performance (e.g., research and design efforts where legacy systems and experience do not exist). Therefore, we strongly recommend that the system analysis and design paradigm be shifted from the 1st Lawonly conventional approach to the combined 1st and 2nd Law exergy-based methodology. The 1st Law approach is interpreted as providing the necessary conditions for analysis and design (i.e., obeying the conservation equations), whereas the combined 1st and 2nd Law approach provides the necessary and sufficient conditions (i.e., obeying the conservation equations in feasible space).
