Abstract-Fourth generation (4G) and beyond-4G wireless standards must support sub-1Gbps data rates with peak bandwidth efficiencies of up to 30 bit/s/Hz. It is widely recognized that the use of multiple antennas on both ends of the wireless link, commonly referred to as MIMO, is the technology that will make this a reality. The problem is that most existing MIMO algorithms are either too complex to be able to support such rates or do not lend themselves to a parallel implementation, a must-have feature that will enable the use of low-power multi-core processors. In this paper we propose a parallel architecture and associated algorithm that has reasonable complexity. Most importantly, the algorithm possesses a performance-on-demand feature that allows for complexity, performance and power consumption to be traded off on a packet-by-packet basis.
I. INTRODUCTION
MIMO algorithms belong to three main different categories namely: spatial multiplexing (SM) algorithms, spacetime codes (STC) and SM-STC hybrid algorithms. The first category focuses on maximizing capacity by transmitting independent data across all N t TX antennas. Examples of algorithms that belong to this category are: linear detectors like Zero Forcing (ZF) or Minimum Mean Squared (MMSE) detectors, Successive Interference Cancellation (SIC) detectors with ZF or MMSE filtering like V-BLAST, and the spatial Maximum Likelihood (ML) detector. The {preprocessing, payload} complexities of these algorithms for an N × N MIMO system ranges from {O(N 3 ), O(N 2 )} for linear detectors to {0, O(L N )} for the ML one, where L is the size of the QAM alphabet that is used to transmit the data. While the ML algorithm is the best performing algorithm in this category its exponential complexity prevents it from being a good candidate for real-time implementations. ML-like algorithms such as Sphere Detectors (SD) have been proposed [e.g. [1] ] to address this problem. In general, the complexity of most SD algorithms depends on the target signal-to-noise ratio (SNR) and L. This complexity can become almost exponential at low SNR and when correlation is present [2] . A promising SD whose complexity is independent of SNR was proposed in [3] . Although its error performance closely matches that of the ML detector, its payload complexity of O(L √ Nt) [4] is still high for real-time implementations especially when high-order QAM modulations are employed.
The second category of algorithms focuses on minimizing the probability of error. This is generally achieved by introducing controlled redundancy in space and time. Two main subcategories are Space-Time Trellis Code (STTC) and Space-Time Block Codes (STBC). While STTC and STBC algorithms achieve the full MIMO channel diversity, STTCs outperform STBCs because they also provide coding gain. This is due to the fact that STTCs use trellis coding (applied in the spatial domain). Unfortunately, STTCs are not practical for real-time implementations when the number of antennas is high because of the need to use ML decoding whose complexity in turn depends on the number of trellis states. The most widely used space-time codes are Orthogonal STBC (OSTBC). While capacity-lossy (like most space-time codes) OSTBCs possess the desirable feature of having {0, O(N )} complexity. In general the loss in capacity is proportional to the size of the code. This makes OSTBCs only suitable for applications where a small number of antennas is used. The highest rate OSTBC is the well-known 2 × N r Alamouti code, where N r is the number of RX antennas.
The third category of MIMO algorithms combine the benefits of multiplexing and space-time coding (hence the name hybrid algorithms). This is normally achieved by dividing the number of TX antennas into sub-groups. Each group is then space-time coded independently. At the receiver group spatial filters are used followed by space-time decoding. The algorithms presented in [5] [6] [7] are representative examples. In [5] and [6] , STTCs are used as a subcomponent code while in [7] the Alamouti OSTBC is used instead. We have to point out that all hybrid algorithms that we have been able to review achieve group spatial filtering through direct matrix inversion which has the effect of amplifying the noise.
Because of the sub-1Gbps rates required by 4G standards and the need to achieve this with the lowest power consumption possible it has been recognized recently that these objectives can only be met through the use of parallel algorithms that are suitable for implementation on low-power multi-core processors.
In this paper we propose a hybrid algorithm that has the following practically desirable features:
• It avoids matrix inversion by using the QR decomposition.
• It lends itself well to a parallel implementation on multicore low-power processors.
• It allows for the tradeoff of complexity, performance and power consumption on a packet-by-packet basis. 
A. Assumptions and System Model
Unless otherwise mentioned we will assume throughout this paper that:
• The TX signals undergo independent block Rayleigh frequency-flat fading.
• The number of TX and RX antennas are even and equal, i.e. N t = N r = N .
• The receiver has a perfect knowledge of the Channel State Information (CSI).
The baseband MIMO system equation can be written as
where H is the N × N channel matrix whose entries h i,j ∈ CN (0, 1) represent the complex Gaussian gains between TX antenna j and RX antenna i,
T is the TX vector with each component representing a symbol, generally complex, belonging to a finite set of symbol alphabet
T represents the noise vector at the input to the receiver with elements n i that are assumed to be uncorrelated with s j and between themselves, i.e. E(nn + ) = I N , where E(.) denotes the expectation operator. The normalization factor 1 N ensures that the total transmit energy is always constrained to 1. ρ represents the average signal-to-noise ratio (SNR) per RX branch.
B. QR Decomposition
Any N × N matrix H can be decomposed as H = QR where Q is unitary, i.e. Q + Q = I N where Q + denotes the Hermitian conjugate of Q, and
is upper triangular. Using QR decomposition (1) can then be rewritten as
By multiplying the RX vector y from the left by Q + we get the following transformed RX vector
Note that allñ i still have zero-mean and unity-variance, i.e. no noise amplification takes place.
Another important property of the QR decomposition is that we can obtain distinct Q and R matrices by permuting the columns of H for a total number of N! QR decompositions. When the TX signals are coded and decoded in pairs, using space-time coding and decoding, the total number of permutations reduce to (N/2)!. For example, for an 8 × 8 MIMO channel matrix we can have 24 different QR decompositions when the TX signals are space-time coded in groups of two. Unless otherwise specified, Q and R will refer to the base matrices obtained with the default permutation, i.e. Q (1,2,. .., j,N − 1,N ) and R(1,2,..., j,N − 1,N ) for an N × N MIMO system. Throughout this paper we will use left superscript index to refer to a specific permutation. When omitted, it means we are referring to the base permutation.
In order to gain further insight into the proposed algorithm we have to take a closer look at the random distribution of the non-zero elements of the upper triangular matrix R. Assuming that all h i,j are i.i.d. with CN (0, 1), the various non-zero elements r i,j (i = j) of R are also i.i.d. with CN (0, 1). The magnitude square |r j,j | 2 of each diagonal entry r j,j is Chisquared distributed with 2(N −j +1) degrees of freedom 1 [8] . In other words, most of the energy is concentrated in the diagonal elements of R. To see this, we next present further analysis on the relationship between matrices H and R.
Using the orthogonality property of matrix Q, we can easily verify that H + H = R + R. In other words, because R has an upper triangular structure, we can easily see that:
Based on the above equation, we can easily conclude that [9] :
This equation establishes that the magnitude square of each diagonal element, i.e. |r jj | 2 (j = 1, 2, . . . , N ), has a diversity order of N − j + 1 while the magnitude square of each offdiagonal element has a diversity order of 1.
C. Alamouti Space-Time Code
The 2 × N r Alamouti STBC [10] technique consists of transmitting the following simple space-time code:
After linear processing as described in [10] we end up with the following expression for the estimate of the TX symbols:
1 Each imaginary or real dimension counts as one degree of freedom Equation (8) clearly demonstrates that the Alamouti TX and RX processing automatically eliminates multistream interference and adds the symbol energy coherently while adding the noise components incoherently. Note that this is done without resorting to matrix inversion, i.e. no noise amplification takes place. Also note that the diversity order achieved by the Alamouti space-time code is equal to 2N r .
III. PROPOSED ARCHITECTURE Figure 1 shows a system diagram of the proposed architecture. We essentially apply the Alamouti space-time code to the transmitted symbols in groups of two. On the RX side, the description of the proposed detection algorithm differs slightly depending on whether we use a single or multiple QR decompositions.
As the reader will realize soon, our description will be general but there will be a stronger emphasize on the 4 × 4 and 8 × 8 cases. The main motivation behind this choice is that these two cases are already part of many 4G (e.g. LTE as described in [11] ) and beyond-4G (e.g advanced-LTE as described in [12] ) standards, respectively.
A. Algorithm with a Single QR Decomposition
In this base algorithm, we start by computing the Q and R matrices which we use to compute a transformed RX vectorỹ. We then decode the interference-free symbols corresponding to the last two rows and columns of R. After decoding these symbols, we subtract their contribution fromỹ. We then successively repeat these two steps until no more symbols are left for decoding. The flow chart shown in Figure 2 helps in understanding the various steps followed by the proposed algorithm. Note that the calculation of the Q and R matrices are only required once per frame (preprocessing) while all other operations are repeated for every symbol vector (payload processing).
To gain further insight of the proposed algorithm let us write the expression for the resultant post-Alamouti processing subvector for the q th stage 2 . Ignoring error propagation we have:
) is the square of the Frobenius norm of submatrix Γ q defined as:
Because outage performance mainly depends on the symbols decoded first [13] , i.e. s N and s N −1 , it is important 2 Note that 'stage' here refers to the decoding of a pair of layers as opposed to a single layer to establish their diversity performance. This can be done in a very straightforward manner by observing that these two symbols go through three independent channel paths namely r N N , r (N −1)(N −1) and r (N −1)N . By resorting to (6), it is not hard to see that the actual diversity enjoyed by these symbols is equal to 4 as |r N N | 2 enjoys a diversity of 2 while |r (N −1)(N −1) | 2 and |r (N −1)N | 2 each enjoys a diversity of 1.
Ignoring the effect of error propagation and resorting to (6), one can easily find that each symbol in symbol-pair (s N −2q+1 , s N −2q+2 ) enjoys a diversity order of 4q. For example, using this algorithm in an 8 × 8 MIMO system allows symbols s 1 and s 2 (decoded last) to enjoy a diversity order of 16. Unfortunately, when a standard SIC receiver is used, as is the case here, the overall diversity order is limited by the diversity order of the first stage [13] (i.e. to 4 in our case). Nevertheless, this increasing diversity order allows the symbols decoded at later stages to enjoy a better SNR so that the probability of outage P q (and FER), improves as q increases [14] . Mathematically we have:
Because outage performance is dominated by the first stage as Equation (11) clearly shows, we can say that outage approximately occurs when the instantaneous capacity of the first stage falls below a certain desired capacity C x . That is:
B. Algorithm with Multiple QR Decompositions
While ordering techniques succeed in improving the SNR performance of SIC-type of algorithms they fail to extract any additional diversity. This is because the overall diversity is still limited by the first detected stage.
Another method that can be used to improve the performance of the proposed algorithm consists of combining the energy contained in the various RX branches. In a way, this is similar to coherent combining techniques. As we shall see later, this has the effect of improving the overall diversity.
To understand this method better, let us take a closer look at the effect of permuting the various pair-wise columns of matrix H. Note that the permutation of the various columns of matrix H is implemented at the receiver since it has full knowledge of CSI. For simplicity, we start the description of the algorithm by considering the 4 × 4 case.
The only possible permutations in this case are (1, 2, 3, 4) and (3, 4, 1, 2). Note that column permutation does not change the row ordering whose indices correspond to the RX antenna numbers. So when we perform QR decomposition based on permutation (1, 2, 3, 4) , the noise components seen by symbols (s 1 , s 2 ) (s 3 , s 4 ) belong to RX branches (1, 2) and (3, 4), respectively. Now performing QR decomposition based on permutation (3, 4, 1, 2) will make (s 1 , s 2 ) (s 3 , s 4 ) see noise components belonging to branches (3, 4) and (1, 2), respectively. Ignoring error propagation that results from SIC, the Alamouti post-processed symbols are:
where a left superscript index was used to denote the permutation number. The above analysis is very optimistic as it does not account for error propagation. One way to account for this imperfection is to consider the worst case outage performance. In this case we can assume that 1 P 1 = 1 P 2 and 2 P 1 = 2 P 2 (this is a direct consequence of relationship (11)). Now because 1 P 1 is independent of 2 P 1 (as they are computed using distinct column pairs) every single processed symbol will only fade if || 1 Γ 1 || 2 and || 2 Γ 1 || 2 fade simultaneously. In other words all symbols enjoy a diversity order of 8 (as opposed to 4 in the single-QR version). It is important to mention that the Alamouti post-processed noise components belonging to different stages stay mutually independent. Before we can generalize the above to the case where N > 4 it is important to realize that, in order to have uncorrelated noise components at the input of the combiner, the maximum number of permutations we can have is N max qr = N 2 . This is because we can only cycle through a maximum of N 2 row-wise pairs (which represent RX antenna numbers) while maintaining mutual independence between the noise components of Alamouti post-processed subvectors.
When choosing the additional permutations, we must do this so as to maximize the total average Frobenius norm seen by each symbol pair. This will make sure that SNR gain is extracted in addition to diversity gain.
To illustrate this point, let us take the 8 × 8 as an example. Let us assume that our base permutation is (1, 2, 3 When we only need to perform two QR decompositions, i.e. N qr =2, the second permutation that should be chosen is (7, 8, 5, 6, 3, 4, 1, 2). This permutation consists of switching the outer column-pairs and the inner column-pairs, respectively. This choice is unique and ensures that the worst total Frobenius norm is maximized while also ensuring that each symbol pair sees an independent noise vector . In this case, all the average square Frobenius norms are equal to 20. When N qr = 3, and since one of the symbol pair has to be permuted to the last two columns in order to ensure noise independence, the maximum worst square Frobenius norm is equal to 24. Note that for N = 8 there are two choices for the the third permutation when N qr = 3. An arbitrary choice can be made or the choice can be made based on optimum or suboptimum ordering at the expense of additional complexity. Through simulations we found out that a fraction of a dB SNR gain was obtained which in our opinion does not justify the additional complexity. Finally, when N qr = 4, and because all symbol pairs cycle through all columns, one unique choice remains and it is easily verified that all average square Frobenius norms are equal to 40.
We should mention that when N 2 is odd and N qr = 2 it is not possible to obtain an optimum permutation as the columnpair in the middle does not have a corresponding columnpair to switch with. In this case an arbitrary choice between two permutations can be made for the second permutation or one that is based on optimum or suboptimum ordering. Table I While we restricted our analysis here to N ≤ 8, as it is the more practical case, similar analysis can be carried out for N > 8.
The choice of the base permutation can be arbitrary as 
C. Iterative Detection
We can obtain further improvement in performance by reiterating the SIC procedure in a zigzag fashion in order to help reduce the effect of error propagation 3 and consequently help increase the SNR gain (which in turn helps faster convergence to the actual diversity) with each additional iteration. In this case each improved estimate obtained after combining can be reused. Alamouti decoding is bypassed for the first stage and these estimates are directly used in canceling multi-stream interference contributed by symbol pairs ( p s N , p s N −1 ), p = 1, 2, . . . , N qr . Then alternate SIC and Alamouti can be used until no symbols are left for decoding. A flow chart showing the various computations required by the multiple-QR version of the algorithm is illustrated in Figure 3 . We would like to emphasize the fact that the parallelism inherent in the proposed algorithm, as clearly seen in Figure 3 , is not obtained through a traditional sequential-to-parallel transformation. In that latter case, all components of the algorithm have to be active regardless of the operational SNR. In contrast, our 3 Reducing the effect of error propagation in the multiple-QR version has a huge impact on reducing FER as we are not any more limited by the performance of the first decoded stage as is the case in the single-QR version 
IV. SIMULATION RESULTS
We show here FER simulation results for 4 × 4 and 8 × 8 MIMO systems for low, medium and high rates. We use a transmission duration of 130 payload symbols per subchannel. For each SNR we run the simulation until we have 100 frame errors. Figure 4 shows the FER performance of the multiple-QR and single-QR versions of the proposed algorithm for the 8 × 8 MIMO case. We clearly see the incremental SNR and diversity advantages each QR decomposition brings: at 1% FER we get SNR gains of 3dB, 3.8dB and 4.7dB from performing one additional QR decomposition, two additional QR decompositions and three additional QR decompositions, respectively. The effect of turbo iterations is significant as we get an additional SNR gain of 3dB at the same FER. It is also evident that iterative detection helps the four-QR curve converge to its final diversity of 16 quicker as is demonstrated by the sharpness of its descent.
A. Comparison of the Various Versions of the Proposed Algorithm

B. Comparison to Other Hybrid Algorithms
We here compare the FER performance of our algorithm to [5] and [6] , hereafter referred to as HV1 and HV2, respectively. The main motivation behind these choices is the fact that both of these algorithms use STTCs as subcomponents and as such should be able to provide the ultimate performance that can be reached with hybrid algorithms. Figures 5 and 6 show the results. Note that the curves have been simply borrowed directly from [5] and [6] . We have to also mention that in this Section and the next the multiple-QR version of the algorithm In the 4 × 4 case both HV1 and HV2 outperform our proposed algorithm by 0.8dB at FER of 10%. This difference shrinks to 0.5dB at 1% FER. This is an indication that our proposed algorithm has a better diversity performance. This is clearly seen in the 8 × 8 case where our proposed algorithm outperforms HV2 (or HV1) by 0.7dB and 1.6dB at 10% and 1% FER, respectively.
The above results can be explained as follows. Because 2 × 2 STTCs provide constant coding gain in addition to diversity gain, when compared to the Alamouti STBC, they easily outperform our algorithm for small N . This coding gain remains constant while the diversity gain in our algorithm increases with increasing N . This explains why our algorithm performs relatively better when N = 8 versus when N = 4.
C. Comparison to SM Algorithms
We choose here to compare our algorithm to MMSE-VBLAST as it is the best performing SM-SIC algorithm. Figure 7 shows the FER curves for the 4 × 4 i.i.d. case with bandwidth efficiencies r H of 4, 8, 12 bit/s/Hz. It is evident that the diversity of MMSE-VBLAST depends on the rate and the operational SNR as its FER curve loses its sharpness with increasing rate and with increasing SNR. In fact, the diversity of MMSE-VBLAST at the high-rate-low-FER region is 1 as each decay requires 10dB increase in SNR. For a bandwidth efficiency of 4 bit/s/Hz our algorithm outperforms MMSE-VBLAST by 3.5dB at FER of 1%. For r H = 8, MMSE-VBLAST outperforms our algorithm at FER of 10% by 0.7dB while our algorithm outperforms MMSE-VBLAST by 1.5dB and 6dB at FER of 1% and 0.1%, respectively. For r H = 12, MMSE-VBLAST outperforms our algorithm at FER of 10% by 1.2dB while our algorithm outperforms MMSE-VBLAST by a significant 4dB and 10.25dB at FER of 1% and 0.1%, respectively. The reason that MMSE-VBLAST's performance is incrementally better than that of our algorithm at high FER rates is because it has a slightly better finite-SNR multiplexing gain compared to our algorithm. MMSE-VBLAST loses this advantage at low FER rates (and consequently at high SNR where noise is negligible). This is directly related to the fact that MMSE-VBLAST loses the diversity advantage gained from the noise canceling capability. Figure 8 shows the FER for the 4 × 4 correlated MIMO channel with ψ t = 0.7 and ψ r = 0.2 where the exponential correlation channel model has been used 4 . Compared to the i.i.d. case we clearly see that as the rate increases the MMSE-VBLAST curves start to lose their sharpness. Now the performance of our algorithm at 10% FER is similar to MMSE-VBLAST while still outperforming it significantly at low FER levels. This is a clear indication that our algorithm is more robust to channel correlation than MMSE-VBLAST. This is because the performance of the latter depends heavily on channel matrix inversion; the channel matrix becomes illconditioned as correlation increases. Figure 9 shows the FER curves for the 8 × 8 i.i.d. case with bandwidth efficiencies of 8,16 and 24 bit/s/Hz. We now see that MMSE-VBLAST outperforms our algorithm for r H = 16 and r H = 24 for all FER. Our algorithm still outperforms MMSE-VBLAST for r H = 8. This is due to the fact that MMSE-VBLAST's diversity at finite SNR increases with increasing N .
In the presence of correlation, as shown in Figure 10 , the performance gap between both algorithms shrinks which again suggests that our algorithm is more robust to channel correlation especially at high-rate-low-FER regions. In fact, now our algorithm outperforms MMSE-VBLAST by 1.5dB at 1% FER for r H = 24. 
D. Complexity Analysis
We will strictly consider multiplications and additions as they are the dominant operations. When comparing the obtained complexity to the complexity of other algorithms it is essential that we convert the complex floating-point operations (CFLOPS) to real floating-point operations (RFLOPS or FLOPS for short). This is easily done by realizing that each complex multiplication is composed of six FLOPS (four real multiplications and two real additions) and each complex addition is composed of two FLOPS (two real additions).
The preprocessing complexity of the proposed algorithm, which mainly consists of performing a single or multiple QR decompositions, is Viterbi decoders, i.e., one for each decoding stage. Compared to our simple linear processing at the receiver one can safely assume that the payload complexity of this algorithm is a lot [15] . A lower complexity version of MMSE-VBLAST, called the square-root algorithm for BLAST (SRAB), was proposed in [15] . SRAB reduces the required complexity to It is important to mention that no error rate comparison to MMSE-VBLAST is presented in [15] but it is implicitly assumed that no performance is incurred as a result of this complexity reduction.
A fair complexity comparison can only be made within the context of a real-world radio air interface. We here choose the 3GPP-LTE air interface [16] as a good representative example of a 4G system which uses OFDMA for multiple access on the downlink (DL). Table II lists the number of FLOPS required by MMSE-VBLAST, SRAB and our proposed algorithm to process one Resource Block (RB) for N = 4, 6, 8. We notice that for N = 4, our algorithm requires about 1/3 of the complexity that is required by MMSE-VBLAST. Our algorithm and SRAB have comparable complexities for N = 4, 6 while for N = 8 SRAB's complexity is about 30% less than that required by our algorithm. It is evident that the complexity required by MMSE-VBLAST becomes prohibitive as N grows beyond four.
A more complete complexity analysis would also include the SNR and FER targets. Averaged over a practical SNR range of let's say 10-25dB and FER target of 10%, the complexity, and by consequence power consumption, of our algorithm will certainly be much less. Taking the 8×8 case as an example one can resort to using lower complexity versions of our algorithm for SNR greater than 18dB to meet this FER target. In this case, only a subset of the QR-Alamouti-SIC processors need to be made active. This in turn results in power savings. MMSE-VBLAST lacks this advantage as the algorithm has the same complexity regardless of the SNR and FER targets 5 . It should also be mentioned that the complexity comparison presented above ignores the implementation platform. If the above algorithms were to be implemented using multi-core 5 Slight preprocessing complexity reduction is possible by ignoring the ordering procedure processors, the proposed algorithm has an advantage compared to MMSE-VBLAST and SRAB. This is because parallelism is inherent in the algorithm where the computations of all quantities (such the various p Q and p R matrices, the modified RX vectors pỹ , etc) can be done in parallel.
V. CONCLUSION
In this paper we presented a low complexity hybrid N × N MIMO algorithm. We would like to emphasize the fact that the novelty of the proposed algorithm lies in how the jointly Alamouti-coded signals are processed at the receiver. Coding a pair of signals using Alamouti code at transmitter has already been proposed as was mentioned in Section I.
The proposed algorithm performs well for FER rates below 10% and is relatively robust against channel correlation. The most important feature of this algorithm, when compared to traditional MIMO algorithms, is its ability to provide a tradeoff between complexity, performance and power consumption on a packet-by-packet basis, a must-have feature for 4G and beyond-4G battery-powered terminals.
