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Abstract
The present paper is part of a series of articles dedicated to the existence of Arnold
diffusion for cusp-residual perturbations of Tonelli Hamiltonians on A3. Our goal
here is to construct an abstract geometric framework that can be used to prove the
existence of diffusing orbits in the so-called a priori stable setting, once the preliminary
geometric reductions are preformed. Our framework also applies, rather directly, to
the a priori unstable setting.
The main geometric objects of interest are 3–dimensional normally hyperbolic in-
variant cylinders with boundary, which in particular admit well-defined stable and
unstable manifolds. These enable us to define, in our setting, chains of cylinders, i.e.,
finite, ordered families of cylinders in which each cylinder admits homoclinic connec-
tions, and any two consecutive elements in the family admit heteroclinic connections.
Our main result is the existence of diffusing orbits drifting along such chains,
under precise conditions on the dynamics on the cylinders, and on their homoclinic
and heteroclinic structure.
1 Introduction and main result
1. The present paper is part of a series of articles devoted to the existence of Arnold
diffusion in the so-called a priori stable setting for three-degree-of-freedom Hamiltonian
systems (see [Mar2]). It is however self-contained and our results can also be applied in
other contexts.
Let us first informally recall the setting introduced by Mather ([Ma04]) for Arnold
diffusion. Given n ě 1, we denote by An “ Tn ˆ Rn the cotangent bundle of the torus
T
n, equipped with its natural angle-action coordinates pθ, rq and its exact-symplectic form
Ω “
řn
i“1 dri ^ dθi. Consider a Hamiltonian of class C
κ on A3, of the form
Hpθ, rq “ hprq ` fpθ, rq, pθ, rq P A3, (1)
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where κ is large enough and h is strictly convex with superlinear growth at infinity1.
Fix a regular unperturbed energy level h´1peq in the action space R3, consider an
arbitrary family p pOiq1ďiďm of small open subsets in R3 which intersect h´1peq, and set
Oi “ T
3 ˆ pOi. The diffusion problem, as stated in [Ma04], is to prove that for f in a
“cusp-residual” subset2 of a small enough ball centered at 0 in CκpA3q, the system H
admits orbits intersecting each Oi – which we will call here diffusing orbits for short.
Three independent approaches of the diffusion question in the Mather setting were
developed recently, see [C, KZ, Mar2]. We shall also acknowledge the fundamental role
played by Mather in the development of the field, and in providing many ideas and in-
spiration [Ma04, Ma10, Ma12]. A common feature of the works [C, KZ, Mar2] is the
use of “hyperbolic cylinders” which form “chains” intersecting the open sets Oi. Once
the existence of such chains is shown (under appropriate nondegeneracy conditions on f),
proving the existence of diffusing orbits amounts to proving the existence of orbits “drift-
ing along the cylinders as well as from one cylinder to the next”, possibly under additional
nondegeneracy conditions on f .
The very definition of hyperbolic cylinders and chains is not the same in the three
approaches, mainly regarding the invariance condition of the cylinders under the Hamil-
tonian flow. Here we consider genuinely invariant, compact 3-dimensional cylinders with
boundary, to which the usual notion of normal hyperbolicity applies and yields the ex-
istence of well-defined asymptotic manifolds. This enables us to define homoclinic and
heteroclinic connections between cylinders, and to set out a natural geometric definition
for a chain.
The upshot of our approach is that, modulo an adapted shadowing process, proving
the existence of diffusing orbits for (1) along chains of 3-dimensional cylinders amounts
to proving the existence of pseudo-orbits, generated by certain polysystems3, which drift
along chains of 2-dimensional annuli. These polysystems can be described as random itera-
tion of a family of maps that are associated to the homoclinic and heteroclinic connections
and to the dynamics restricted to the annuli. Thus, our method of proving the existence
of diffusing orbits can be viewed as a generalization of Moeckel’s method on generic drift
on Cantor sets of annuli (see [M02]), which itself generalizes the Birkhoff theory of twist
maps to polysystems.
The present paper considers the problem of generic drift in an abstract setting, while
[Mar2] implements our present results to prove the existence of diffusing orbits for Hamil-
tonians (1) under cusp-residual conditions on the perturbation.
The conditions we impose to our chains are also satisfied by the usual examples of
a priori unstable systems (see [Mar3, LM]). In this respect, the present work is also
an abstract approach of the problems considered in [CG94, Bes96, BBB03, B08, BKZ13,
BT99, CY09, DLS00, DLS06a, DLS06b, FM03, GT14, GL06, GR13, GLS, M02, T04],
amongst others. In particular, our approach has the following distinguished features:
– it uses homoclinic and heteroclinic “maps” that are only locally defined in general;
1the strict convexity assumption is not present in Arnold’s original formulation of the problem, while
the superlinear growth is assumed only to get compact energy levels
2we refer to [Ma04] for this notion which we will not use here
3polysystems are also called Iterated Function Systems by several authors
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– it does not require any precise knowledge on the invariant objects other than invariant
tori for the dynamics restricted to the cylinders;
– it does not require any information on the angle of the splitting of the stable and
unstable manifolds of the invariant tori, which can be arbitrarily small;
– our construction can be made “algorithmic” from a numerical point of view, which
could help detect diffusion orbits in specific examples.
In addition, it is worth mentioning that the mechanism of diffusion described in this pa-
per is similar to that observed numerically, in a model for the diffusion problem considered
in [GSV13].
2. Let us be more precise. We consider C2 Hamiltonian functions H on A3. Although
it is not absolutely necessary, we find it convenient to restrict our study to regular levels
H´1peq on which the Hamiltonian vector field is complete. In this case we say that e (or
the level H´1peq) is completely regular.
In this paper, a cylinder is a compact submanifold with boundary of A3, diffeomorphic
to T2ˆ r0, 1s. We consider cylinders invariant under the flow generated by a Hamiltonian
function H on A3, and contained in a given, completely regular energy level of H. For
such invariant cylinders, a notion of normal hyperbolicity relative to the energy level can
be well-defined. The normal conditions we impose to the cylinders in this paper will in
fact be sligthly more general that the usual normal hyperbolicity, which can prove to be
useful in some natural contexts. To avoid confusion, we call them tame cylinders; details
will be given in Section 2.1. In particular, a tame cylinder C admits 4-dimensional stable
and unstable manifolds (with boundary) W˘pC q, which are themselves foliated by the
1-dimensional center-stable and center-unstable manifolds of the points of C .
A chain for H is a finite ordered sequence pCkq1ďkďk˚ of tame cylinders contained in
the same energy level, such that each cylinder Ck, for 1 ď k ď k˚, admits homoclinic
connections, that is
W´pCkq XW
`pCkq ‰ H,
and each consecutive pair of cylinders Ck and Ck`1 in the chain, for 1 ď k ď k˚´1, admits
heteroclinic connections, that is
W´pCkq XW
`pCk`1q ‰ H.
To ensure the existence of orbits drifting along a chain, we will require additional con-
ditions on the dynamics on the cylinders, their homoclinic structure and the heteroclinic
connections between. In this paper, a cylinder (resp. a chain) satisfying those additional
properties is called a good cylinder (resp. a good chain); see Section 2.2.
Given a good cylinder C , we define an essential subtorus of C as a 2–dimensional torus
(not necessarily differentiable) contained in C and invariant under the Hamiltonian flow,
which intersects a certain Poincare´ section Σ „ T ˆ ra, bs along an essential circle4 (see
Definition 4). Examples of essential subtori are the components of the boundary BC ; any
essential subtorus is homotopic in C to each of these components. The family of essential
subtori will serve us as a guide to build our drifting orbits.
4that is, homotopic to Tˆ tau inside Σ
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Definition 1. Consider a good chain pCkq1ďkďk˚ contained in some completely regular
energy level H´1peq. Given δ ą 0, we say that an orbit of the Hamiltonian flow is δ-
admissible for the chain when it intersects the δ-neighborhood in H´1peq of any essential
subtorus of Ck, 1 ď k ď k˚.
The notion of δ-admissible orbits will enable us (in [Mar2]) to obtain the existence of
diffusing orbits for systems (1) once a chain that intersects each open set Oi is constructed.
Indeed, for small enough perturbations f , it can be proved that a cylinder intersecting Oi
necessarily contains an essential torus which is itself contained in Oi. So any δ-admissible
orbit for the chain intersects each set Oi too, provided that δ is small enough.
The first main result of this paper is the following.
Theorem A. Let H be a C2 Hamiltonian on A3 and let e be a completely regular value
of H. Fix δ ą 0. Then, for any δ-good chain of cylinders contained in H´1peq, there
exists a δ-admissible orbit for the chain.
The notion of δ-good chain involves a quantitative control on the homoclinic and
heteroclinic connections of the cylinders, and it will be introduced in Definitions 10 and 14.
The proof of Theorem A is divided into two parts. In the first part, we introduce
a polysystem of maps and homoclinic or heteroclinic correspondences associated with the
chain, and prove the existence of “drifting pseudo-orbits” for this polysystem. This is
the content of Theorem B, which is stated and proved in Section 3 (with a constructive
variation in Section 5). In the second part we derive a shadowing process (similar to but
simpler than that in [GLS]) to prove the existence of genuine orbits of the Hamiltonian
system which intersect arbitrarily small neighborhoods of each point of the pseudo-orbits
of Theorem A; see also the related shadowing results in [BT99, DLS00, DGR13, GR13,
GT14]. This is the content of Theorem C, stated and proved in Section 4. In the rest of
this introduction we describe informally both theorems.
3. We begin with Theorem B, and first describe the main objects involved in the
construction. Here we call polysystem a dynamical system formed by a finite family of
maps pfiqiPI – or, more generally, correspondences
5 – from a space into itself, which are
iterated in arbitrary order. A finite orbit of the polysystem pfiqiPI is a sequence x0, . . . , xn˚
such that for 0 ď n ď n˚ ´ 1, there exists ipnq P I with xn`1 P fipnqpxnq.
Consider a good chain pCkq1ďkďk˚ contained in a completely regular level H
´1peq. The
shadowing process developed in Section 4 will enable us to reduce the dynamics in the
neighborhood of the cylinders Ck and along their homoclinic and heteroclinic connections
to that of a polysystem on the disjoint union of k˚ 2-dimensional annuli diffeomorphic to
Tˆ r0, 1s. Let us describe this polysystem.
In the neighborhood of a single cylinder C :“ Ck of the chain, the polysystem we
will consider is given by a pair pϕ,ψq, where ϕ is a diffeomorphism and ψ is a homoclinic
correspondence, whose existence relies on additional conditions imposed to good cylinders.
To define ϕ and ψ, we first require the existence of a global section Σ of the Hamiltonian
flow restricted to C , endowed with symplectic coordinates pθ1, r1q P T ˆ ra, bs for some
5recall that a correspondence from a set A to a set B is a map from A to the set PpBq of (possibly
empty) subsets of B
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0 ă a ă b. The diffeomorphism ϕ is the Poincare´ return map associated with Σ, so ϕ is
symplectic, and we assume ϕ to twist all vertical lines θ1 “ cst. to the right (or to the
left). Other mild conditions on ϕ will also be required (see Definition 3). We define the
aforementioned essential subtori of C as those which intersect Σ along essential invariant
circles of ϕ.
The correspondence ψ comes from the homoclinic connections. A first natural ho-
moclinic correspondence is defined on C rather than Σ, and associates with each element
x P C the subset of all y P C such thatW´pxq intersects W`pyq (with additional transver-
sality requirements)6.
To deduce our correspondence ψ from the previous one we then have to perform a
“reduction” to the section Σ, which is achieved by a suitable transport by the Hamiltonian
flow inside C . We will distinguish between two cases: the simplest one, where ψ is a
globally defined diffeomorphism of the section (we then say that C is an F -cylinder),
and the more difficult one, where the correspondence ψ is formed by a collection of local
diffeomorphisms of Σ, whose domains may intersect one another (we then say that C is a
P -cylinder).
This way, each cylinder Ck of the chain is equipped with a polysystem pϕk, ψkq. Finally,
the complete polysystem attached to the chain pCkq1ďkďk˚ is formed by the collection of
the polysystems attached to each cylinder, together with additional local diffeomorphisms
corresponding to the heteroclinic transitions between consecutive cylinders.
4. Theorem B asserts the existence (for any δ ą 0) of a δ-admissible pseudo-orbit for
the previous polysystem, that is, an orbit of the polysystem which passes δ-close to every
essential invariant circle contained in each of the sections Σk Ă Ck. In particular, such
pseudo-orbits drift along the chain in a natural sense.
Let us restrict ourselves first to a single cylinder C :“ Ck of the chain, equipped
with a section Σ Ă C and a polysystem pϕ,ψq. To prove the existence of δ-admissible
pseudo-orbits, we have to introduce additional compatibility conditions between ϕ and ψ.
In the case of an F -cylinder, we use the approach introduced by Moeckel in [M02] and
developed by Le Calvez in [LC07]. Their main result is that “generically”, any polysystem
formed by an area-preserving twist map ϕ on A “ Tˆ ra, bs and a globally defined area-
preserving diffeomorphism ψ of A admits a finite “connecting pseudo-orbit” whose first
point is arbitrarily close to T ˆ tau and whose last point is arbitrarily close to T ˆ tbu.
The single map ϕ would not in general admit a connecting orbit, due to the existence
of essential invariant circles. The role of the diffeomorphism ψ is to allow the pseudo-
orbits of the polysystem to “jump” over the essential invariant circles of ϕ – under the
crucial assumption that such an invariant circle is not invariant under ψ. To obtain
δ-admissible pseudo-orbits, we require the map ψ to satisfy an additional condition of
δ-bounded oscillation.
In the case of a P -cylinder, the main difficulty here is that ψ is not everywhere defined
(and, in general, is multivalued). The compatibility conditions that we require generalize
in some natural sense the previous “no simultaneous invariant circle condition.” One first
crucial property is that the domain of ψ intersects every essential invariant circle Γ of ϕ
6this type of correspondence was previously studied in [DLS06a], where the authors use an appropriate
restriction of the correspondence, which they refer to as the scattering map.
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and that ψ “breaks” this circle, in the sense that ψpΓq admits a “topologically transverse”
intersection7 with Γ. This first topological “splitting condition” enables one to construct
pseudo-orbits of pϕ,ψq which drift over the parts of A where the essential circles are
“dense enough”. Still, this is not sufficient to deal with the boundaries of the Birkhoff
zones of ϕ. To overcome this difficulty8, we have to impose a more stringent condition for
the behavior of ψ on these boundaries, namely, the existence of right or left splitting arcs
which will be introduced in Definition 7. Under both compatibility conditions, we prove
that the polysystem pϕ,ψq admits connecting pseudo-orbits similar to those of [M02] and
[LC07]. Again, a further restriction on the oscillation of the correspondence ψ guarantees
that connecting pseudo-orbits are δ-admissible.
Once the existence of δ-admissible pseudo-orbits along a single cylinder is proved,
the existence of δ-admissible pseudo-orbits for the full polysystem along the complete
chain involves in addition the quantitative control of the heteroclinic transitions between
consecutive sections.
We will give two different proofs of Theorem B in the case of P -cylinders. The
first one is non-constructive and extends the methods introduced in [M02] to the case of
polysystems of correspondences. It allows for very mild nondegeneracy assumptions which
facilitates the applications to occurrence of diffusion under cusp-residual conditions on the
perturbation, as in the Mather setting.
The second proof necessitates slightly more stringent assumptions which enable us to
use an iterative “Birkhoff procedure,” which makes our results more constructive with a
view on quantitative results such as diffusion times. We expect this method to be effective
in specific examples, due to its “algorithmic” nature.
5. We now pass to Theorem C and briefly describe our shadowing process for pseudo-
orbits, first in the case of a single good cylinder. Consider a pseudo-orbit pxnq1ďnďn˚ of
the previous polysystem pϕ,ψq on Σ, where ψ “ pψiqiPI , and ψi is a local diffeomorphism
of Σ for i P I, possibly reduced to a single global diffeomorphism. So, by definition, for
1 ď n ď n˚ ´ 1, either xn`1 “ ϕpxnq or there exists in P I such that xn`1 “ ψinpxnq.
In the first case, since ϕ is a flow-induced return map, there is a time Tn ě 0 such that
ΦTnH pxnq “ xn`1 (where Φ
T
H stands for the time-T map of the Hamiltonian flow.)
In the second case, using the definition of ψ as a reduced homoclinic correspondence,
together with the Poincare´ recurrence theorem applied to ϕ, it turns out that there exist
a point ξ P H´1peq and a time Tn ą 0 such that ξ is arbitrarily close to xn and Φ
Tn
H pξq is
arbitrarily close to xn`1. The possibility of using the recurrence properties of ϕ is a key
idea, first used in this context by [GLS] (see also [NP12]), which follows directly from the
symplectic nature of our setting and the compactness of Σ (hence, its finite measure) and
is therefore intimately related to our definition of cylinders.
One can expect that slightly perturbing and “gluing together” the previous pieces of
Hamiltonian orbits ΦH
`
r0, Tnsˆtxnu
˘
yield a genuine orbit of the Hamiltonian flow which
admits points located arbitrarily close to each point xn of the initial orbit. This is the
main statement of Theorem C, which uses the inclination property (a λ-lemma for arcs
in the setting of tame cylinders) to construct a positively invariant sequence of balls Bn
7one can think of ψpΓq as a union of arcs, since ψ is a collection of local diffeomorphisms
8similar to the “large gap problem” in [DLS06a]
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centered on the center-unstable manifolds of the points xn (and arbitrarily close to them)
such that ΦTnH pBnq Ă Bn`1 for a suitable Tn ą 0. This proves our claim; for related
approaches, see also [BT99, DLS00, FM03, GLS].
Finally, the shadowing process for the complete polysytem along the chain is based on
the same idea and involves similar considerations regarding the heteroclinic transitions.
With the constructive method of our second proof of Theorem B, one can expect to
get a quantitative control on the recurrence times of the Hamiltonian flow (in the specific
zones under consideration), and avoid the use of the Poincare´ recurrence theorem, at least
in generic situations, in view of estimating diffusion times.
Theorem A immediately follows from Theorem B and Theorem C.
6. The structure of the paper is the following. Section 2 is devoted to the description
of the general setting and the definition good cylinders and good chains of cylinders. In
Section 3 we state and prove Theorem B, while Theorem C and Theorem A are
proved in Section 4. Section 5 is devoted to the more constructive method and to the
second proof of Theorem B. Finally, we recall in Appendix A some basic results on twist
maps, and in particular a strong form of the Birkhoff connecting lemma through a Birkhoff
zone.
2 The setting: good chains of cylinders
In this section we make precise the dynamical features of good chains and good cylinders.
2.1 Tame cylinders
The main objects in [Mar1, Mar2] are normally hyperbolic cylinders with boundary9,
satisfying some additional conditions. In this paper we adopt a slightly more general
setting, relaxing the normal hyperbolicity assumption but preserving all essential features
of this situation (existence of stable and unstable manifolds foliated by center-stable and
center-unstable manifolds, λ-lemma for arcs and existence of an invariant measure). We
call here tame cylinders the resulting objects, for which we give a a formal definition
gathering together their various properties. Particular examples of tame and non normally
hyperbolic cylinders, with applications to the problem of wandering domains, can be found
in [LMS]. Such examples also appear in concrete systems from Celestial Mechanics, see
[GMSS].
1. Let X be a vector field on a smooth manifold M . We say that C ĂM is an invariant
cylinder for X if C is a C1–submanifold of M , C1–diffeomorphic to T2 ˆ r0, 1s, such that
X is everywhere tangent to C and is moreover tangent to BC at each point of BC . Note
that C is compact and invariant under the flow of X.
In the following we consider only Hamiltonian vector fields on A3 and the manifold
M is a completely regular energy level (that is, a regular level in restriction to which the
Hamiltonian vector field is complete). The Hamiltonian vector field associated with a C2
function H is denoted by XH and its Hamiltonian flow is denoted by ΦH .
9or normally hyperbolic singular cylinders, whose dynamical study will be reduced here to the non-
singular case, see Section 3.3
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Given a topological space X and two subsets A Ă B of X with A connected, we denote
by
ccpB,Aq
the connected component of B which contains A. Given any manifold with boundary L,
we write intL “ LzBL.
Definition 2. Let H be a C2 Hamiltonian function on A3 and fix a completely regular
value e. We denote by d the usual distance on A3. We define a tame cylinder at en-
ergy e for H as an invariant cylinder C contained in H´1peq, which satisfies the following
properties.
• There exists a 5-dimensional manifold with boundary U of C in H´1peq, whose
boundary contains BC , such that the subsets
W˘U pC q “
!
x P U | ΦtHpxq P U, @t P R
˘, and lim
tÑ˘8
d
`
x,C
˘
“ 0
)
(2)
are 3-dimensional C1 embedded submanifolds of U , with boundaries contained in BU .
We fix U once and for all and set
W´pC q “
ď
tě0
ΦtH
`
W´U pC q
˘
, W`pC q “
ď
tď0
ΦtH
`
W`U pC q
˘
, (3)
which are ΦH-invariant C
1 immersed submanifolds of H´1peq.
• There exist bi-Ho¨lder homeomorphisms
J˘ : Cˆs ´ 1, 1r ÑW˘U pC q (4)
such that J˘px, 0q “ x for x P C , and, setting
W˘U pxq “ J
˘
`
txuˆ s ´ 1, 1r
˘
, x P C , (5)
then J˘px, ¨q : s ´ 1, 1rÑ W˘U pxq is a C
1 diffeomorphism, and
@y PW˘U pxq, limtÑ˘8
d
`
ΦtHpxq,Φ
t
Hpyq
˘
“ 0. (6)
We set
W´pxq “
ď
tě0
ΦtH
`
W´U pΦ
´t
H pxqq
˘
, W`pxq “
ď
tď0
ΦtH
`
W`U pΦ
´t
H pxqq
˘
, (7)
which are C1 immersed 1-dimensional submanifolds of H´1peq.
• The manifolds W˘pxq satisfy the equivariance property
ΦtH
`
W˘pxq
˘
“W˘
`
ΦtHpxq
˘
, @x P C , @t P R. (8)
• There is a negatively invariant neighborhood N ´ Ă W´U pC q of C in W
´pC q such
that for x P C and y P N ´ XW´pxq,
d
`
Φ´tH pxq,Φ
´t
H pyq
˘
ď dpx, yq, @t ě 0. (9)
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• The λ-property. For x P C , set J´x “ J
´px, ¨q : s ´ 1, 1r Ñ W´U pxq. Fix x P C .
Then for any C1 1-dimensional submanifold ∆ of H´1peq which intersects W`pC q
transversely in H´1peq at ξ P W`pxq, there exist a family p∆tqtět0 of submanifolds
of ∆ containing ξ and C1 parametrizations ℓt : s ´ 1, 1rÑ H
´1peq of the images
ΦtHp∆tq such that:
lim
tÑ`8
}ℓt ´ J
´
Φt
H
pxq
}C0ps´1,1rq “ 0. (10)
• There exists a ΦH-invariant Borel measure µ on C such that µpOq ą 0 for any
nonempty open subset O of C .
• The cylinder C is contained in the interior int pC of a cylinder pC which satisfies the
previous five conditions, with natural continuation conditions (that is, with obvious
notation, U Ă pU , pJ˘|U “ J˘, N ´ Ă xN ´.) Any such cylinder pC is said to be a
continuation of C .
By analogy with the normally hyperbolic case, we say that W˘pC q are the stable
and unstable manifolds of C and that the leaves W˘pxq are the center-stable and center-
unstable manifolds of the points of C . In the case of the (normally hyperbolic) cylinders
or singular cylinders of [Mar1], the fact that the parametrizations J˘ are bi-Ho¨lder comes
from regularity of the system and adequate assumptions on the normal spectral gap, while
the existence of the invariant measure is a consequence of the symplectic setting together
with the Liouville theorem. The existence of continuations for the cylinders in [Mar1]
directly comes from the usual normal hyperbolicity, while the λ-property is the content of
the lambda-lemma for normally hyperbolic manifolds.
In the setting of Definition 2, the global manifolds W˘pC q could depend on the choice
of U , but this will cause no trouble in the following.
2. We set out now some remarks and conventions. Given a subset A of a tame cylinder
C , we set
W˘pAq “
ď
xPA
W˘pxq, (11)
so that W˘pAq are invariant when A is invariant. This will be the case in particular when
A “ intC .
Observe that since the parametrizations J˘ are bi-Ho¨lder, the characteristic projections
Π˘ :W˘pC q Ñ C (12)
which to a point y P W˘pC q associate the unique point x of C such that y P W˘pxq, are
Ho¨lder too.
Convention. In the following, given a tame cylinder C , we will choose once and for all
one continuation of C , which we always denote by pC .
3. An example. We consider a system similar to that in [LMS]. Consider the following
variant of the Arnold example on A3:
Hµpθ, rq “
1
2
pr20 ` r
2
1 ` r
2
2q ´ pcosp2πθ2q ´ 1q
2 ` µfpθq, pθ, rq P A3, (13)
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with µ ě 0 and where Suppf Ă
 
θ2 P r1{4, 3{4s
(
. When µ “ 0, the system is the uncou-
pled product of the integrable system generated by 1
2
pr2
0
` r2
1
q on A2 and the pendulum-
like system 1
2
r2
2
´ pcosp2πθ2q ´ 1q
2 on A. This latter system admits the fixed point
pθ2, r2q “ O :“ p0, 0q. Clearly O is degenerate since the expansion of the Hamiltonian
in the neighborhood of O reads 1
2
r2
2
´ 4π4θ4
2
` ¨ ¨ ¨ . Note that O admits well-defined sta-
ble and unstable manifolds, and also satisfies the usual λ-lemma by easy 2-dimensional
arguments.
The annulus A “ A2 ˆ tOu is invariant under the flow, but not normally hyperbolic.
This is also the case when µ ą 0, thanks to the condition on the support of f .
For µ small enough, the level H´1µ p1q is compact and regular, and its intersection with
A is the 3-dimensional torus
T “
 
pθ, rq P A3 | pθ2, r2q “ O,
1
2
pr20 ` r
2
1q “ 1
(
,
which is invariant in H´1µ p1q but not normally hyperbolic. However, it clearly admits
global invariant manifolds of T , which are the product of T with the stable and unstable
manifolds of O. In the same way, the stable and unstable manifolds of the points of T
are the product of those points with the stable and unstable manifolds of O. They are
uniquely defined
Moreover, given a point a “ pa0, a1q on the circle C of equation
1
2
pr2
0
` r2
1
q “ 1, the
2-dimensional torus
Ta “
 
pθ, rq P A3 | pθ2, r2q “ O, pr0, r1q “ a
(
Ă T
is invariant under the flow. Varying a yields a foliation of T by invariant tori. Given now
any compact connected arc Ca
1
a Ă C with extremities a and a
1, the subset
C “
 
pθ, rq P A3 | pθ2, r2q “ O, pr0, r1q P C
a1
a
(
immediately satisfies our definition of a tame cylinder at energy 1 for Hµ: the two com-
ponents of its boundary are the invariant tori Ta and Ta1 . The existence of continuations
comes from the choice of larger compact arcs Cb
1
b
Ą Ca
1
a . The λ-property comes for in-
stance from the properties of O and the invariant measure µ is the Liouville measure on
H´1p0q XA is deduced from the induced symplectic form on A .
2.2 Good cylinders
1. We first introduce the notion of a twist section, which is the main tool to reduce our
study to the Birkhoff theory. Given a ă b we set:
Apa, bq “ Tˆ ra, bs, Γpaq “ Tˆ tau, Γpbq “ Tˆ tbu.
We often abbreviate Apa, bq in A when there is no risk of confusion.
We refer to Appendix A for the usual definitions on twist maps, which here indifferently
(uniformly) tilt the vertical to the right or the left. We denote by Esspϕq the set of
essential invariant circles of an area-preserving twist map ϕ : A ý. Elements Γ P Esspϕq
are graphs of uniformly Lipschitz functions ℓΓ : T Ñ ra, bs, by the Birkhoff theorem. We
endow Esspϕq with the Hausdorff topology or, equivalently, with the uniform C0 topology
on the corresponding functions.
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Definition 3. We say that an area-preserving twist map ϕ of A is special if
• ϕ does not admit any essential invariant circle with rational rotation number,
• the boundaries Γpaq and Γpbq are both dynamically minimal,
• each boundary Γpaq, Γpbq is accumulated by a sequence of dynamically minimal ele-
ments of Esspϕq.
In the following we will crucially use the following result, which is proved in Ap-
pendix A. Given an invariant essential circle Γ Ă
`
AzΓpaq
˘
, Γ´ is the connected compo-
nent of AzΓ located below Γ in A.
Lemma 1. Let ϕ be a special area-preserving twist map ϕ of A. Then the following
properties hold true:
(i) Any two distinct elements of Esspϕq are disjoint, so that the set Esspϕq admits a
natural order ď given by Γ1 ď Γ2 if ℓΓ1pθq ď ℓΓ2pθq for all θ P T, where Γj is the graph of
ℓΓj , j “ 1, 2.
(ii) Given a nonempty subset E Ă Esspϕq, Inf E and Sup E exist.
(iii) Every invariant essential circle Γ Ă
`
AzΓpaq
˘
is either the upper boundary of a
Birkhoff zone of ϕ, or is accumulated by a sequence of elements of Esspϕq located in Γ´.
(iv) Every invariant essential circle Γ Ă
`
AzΓpbq
˘
is either the lower boundary of a
Birkhoff zone of ϕ, or it is accumulated by a sequence of elements of Esspϕq located in Γ`.
2. We consider a C2 Hamiltonian function H on A3, we fix a completely regular value e
and a tame cylinder C at energy e.
Definition 4. A twist section for C is a quadruple pΣ,A, χ, ϕq such that:
• Σ is a global Poincare´ section for the flow pΦHq|C , with return map ϕ;
• χ is an embedding of A in C with image Σ “ χpAq;
• χ´1 ˝ ϕ ˝ χ is a special area-preserving twist map of A.
Given such a twist section on C , we set
B‚Σ “ χ
`
Γpaq
˘
, B‚Σ “ χ
`
Γpbq
˘
. (14)
These two circles are contained in (distinct) boundary components of BC . We set
B‚C “ cc
`
BC , B‚Σ
˘
, B‚C “ cc
`
BC , B‚Σ
˘
. (15)
We finally define a continuation of pΣ,A, χ, ϕq for the continuation pC as a twist section
ppΣ, pA, pχ, pϕq for pC which continues the previous one in the natural way.
3. We can now define homoclinic correspondences attached to a tame cylinder. The
correspondences we will have to consider will always be families of locally defined dif-
feomorphisms (with possibly intersecting domains), so we will not use here the complete
formalism and give the simplest possible definitions. We begin with the transversality
condition we impose to the center-stable and center-unstable leaves. Recall that given a
manifold with boundary L, we denote its interior by intL.
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Definition 5. We consider a C2 Hamiltonian function H on A3, we fix a completely
regular value e and consider a tame cylinder C at energy e. We define the transverse
homoclinic intersection of the continuation pC as the set
Homtp pC q ĂW`pint pC q XW´pint pC q (16)
formed by the points ξ such that
W´
`
Π´pξq
˘
&ξW
`p pC q and W``Π`pξq˘&ξW´p pC q, (17)
where Π˘ are the characteristic projections defined in (12) and where &ξ stands for “in-
tersects transversely at ξ relatively to H´1peq.”
Note thatW˘pint pC q “ intW˘p pC q, following our definitions. To relate our further def-
inition with that of the so-called scattering map or scattering correspondence (see [DLS08]
and references therein), let us state a lemma which is an immediate consequence of the
implicit function theorem.
Lemma 2. Assume that the projections Π˘ are C1. Let us fix ξ P Homtp pC q and write
x˘ “ Π˘pξq P pC . Then W`p pC q and W´p pC q intersect transversely at ξ in H´1peq. More-
over, there exists a 3-dimensional open neighborhood O of ξ in W`pint pC q XW´pint pC q,
and open neighborhoods O˘ of x˘ in int pC such that the restrictions Π˘|O are C1 diffeo-
morphisms from O onto O˘.
Under the assumptions of the previous lemma, the “scattering correspondence” is the
collection of all local diffeomorphisms
S “ Π` ˝ pΠ´
|O´
q´1 : O´ Ñ O`.
We will first generalize this approach and assume the transversality condition to hold only
on a full measure subset (the possibility of this coming from the construction of [Mar2]).
In particular, we will be able to deal with points x´ P C and Spx´q “ x` P C with
ξ PW´px´q XW`px`q and W`p pC q, W´p pC q non transverse at ξ in H´1peq. Our second
and main variation consists in a reduction of the scattering correspondence by transport
on the section Σ by the Hamiltonian flow. This yields the following definition.
Definition 6. We consider a C2 Hamiltonian function H on A3, we fix a completely
regular value e and consider a tame cylinder C at energy e, with continuation pC and
continued twist section pΣ. A homoclinic correspondence associated with these data is a
family of C1 local diffeomorphisms of int pΣ:
ψ “ pψiqiPI , ψi : Domψi Ñ Imψi, (18)
where Domψi and Imψi are open subsets of int pΣ, for which there exists a family of C1
local diffeomorphisms of pC :
S “ pSiqiPI , Si : DomSi Ñ ImSi, (19)
where DomSi and ImSi are open subsets of int pC , with ImSi X int pΣ ‰ H, such that for
all i P I:
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Figure 1: Splitting arcs.
• there exists a non-negative C1 function τi : Domψi Ñ R such that
@x P Domψi, Φ
τipxq
H pxq P DomSi and ψipxq “ Si
´
Φ
τipxq
H pxq
¯
; (20)
• there is an open subset DomtSi Ă DomSi, with full measure in DomSi, such that
@y P Domt Si, W
´pyq XW`
`
Sipyq
˘
XHomtp pC q ‰ H. (21)
We say that a family S satisfying the previous properties is associated with ψ.
Homoclinic correspondences are not uniquely defined and the domains Domψi (resp.
DomSi) are not necessarily pairwise disjoint (in particular, the index set I could be non
countable). In the following we indifferently consider our homoclinic correspondences as
defined on pΣ “ pχppAq or on pA.
4. An arc of pA is a continuous map ζ : r0, 1s Ñ pA, and we write rζ “ ζpr0, 1sq Ă pA for
its image. Given two distinct points θ, θ1 of T, we write rθ, θ1s Ă T for the unique segment
bounded by θ and θ1 according to the natural orientation of T. We let π : pAÑ T be the
natural projection onto the θ-coordinate.
Definition 7. We consider a tame cylinder C with section pΣ,A, χ, ϕq and continuationspC , ppΣ, pA, pχ, pϕq, respectively. We let ψ “ pψiqiPI : pΣ ý be a homoclinic correspondence.
We identify pΣ with pA “ rpa,pbsˆT by pχ. Fix Γ P Essppϕq contained in pAzΓppaq and let α P Γ.
• A splitting arc based at α for these data is an arc ζ of pA for which
ζp0q “ α, ζps0, 1sq Ă Γ´; Di P I, ζps0, 1sq Ă Domψi, ψipζps0, 1sqq Ă Γ.
• A right splitting arc based at α “ pθ, rq is a splitting arc ζ based at α, which admits
a derivative ζ 1p0q “ pu, vq with u ą 0, and such that πprζq “ rθ, θ`τ s with 0 ă τ ă 1
2
.
• A left splitting arc based at α “ pθ, rq is a splitting arc ζ based at α, which admits a
derivative ζ 1p0q “ pu, vq with u ă 0, and such that πprζq “ rθ ´ τ, θs with 0 ă τ ă 1
2
.
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Figure 2: Domain associated to a right splitting arc.
See Figure 1. We say that a splitting arc is based on Γ when it is based at some point
of Γ.
One main remark is that if ζ is a right (resp. left) splitting arc, then (up to reparame-
trization) the restriction ζ|r0,ss with 0 ă s ď 1 is also a right (resp. left) splitting arc.
Given a point α “ pθ0, r0q in pA, we denote by
V ´pαq “
 
pθ0, rq | r P rpa, r0s(
the vertical below α in pA.
Definition 8. Let Γ P Essppϕq contained in pAzΓppaq, be the graph of the continuous function
γ : TÑ rpa,pbs. Let ζ be a right splitting arc based on Γ and let rθ0, θ0` τ s be its projection
on T. For any θ P sθ0, θ0 ` τ r, let αpθq “
`
θ, γpθq
˘
. Then the intersection V ´
`
αpθq
˘
X rζ
is compact, let βpθq “ pθ, rβq be the point in this intersection with maximal coordinate rβ.
We define the domain associated with ξ as the open subset
Dpζq “
ď
θP sθ0,θ0`τ r
sβpθq, αpθqr Ă Γ´.
We define the domain associated with a left splitting arc similarly.
See Figure 2. The first main property of the domains defined above is the following.
Lemma 3. For any x P Dpζq, the vertical V ´pxq below x intersects ζps0, 1rq.
The proof is obvious. The second property is stated in the following lemma (see
Appendix A for a proof.)
Lemma 4. Consider an essential circle Γ P Essppϕq contained in pAzΓppaq, and a right
(resp. left) splitting arc ζ based on Γ, with domain Dpζq. Consider an essential circle
Γ‚ Ă pA such that rζ is contained in the domain Γ`‚ above Γ‚. Then for x P Dpζq there
exists a positively (resp. negatively) tilted arc γ with γp0q P Γ‚ and γp1q “ x, whose image
does not intersect the union ΓY rζ.
In the previous lemma, the circle Γ‚ is not assumed to be invariant by the return map.
5. We can now define the good cylinders, for which we distinguish between two cases.
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Definition 9. Consider a tame cylinder C equipped with a twist section pΣ, ϕq, with
continuations pC , ppΣ, pϕq, and homoclinic correspondence ψ.
• We say that C is a good F-cylinder when the homoclinic correspondence reduces to
a single C1 diffeomorphism ψ : Domψ Ñ pA which is exact-symplectic and satisfies
– Domψ contains A;
– for each Γ P Esspϕq, ψpΓq ‰ Γ.
• We say that C is a good P-cylinder when
– for any element Γ Ă int pΣ of Essppϕq which is not the upper boundary of a
Birkhoff zone, there exists a splitting arc based on Γ;
– if Γ is the upper boundary of a Birkhoff zone, then there exists a right or left
splitting arc based on Γ.
The notions of good P-cylinders and F-cylinders are not exclusive, however there are
examples of good P-cylinders which are not good F-cylinders.
An additional definition will be necessary to produce δ-admissible orbits. We denote
by cl pEq the closure of a subset E Ă pΣ.
Definition 10. With the same assumptions as in the previous definition, fix δ ą 0. We
say that ψ “ pψiqiPI is δ-bounded when for each essential circle Γ P Esspϕq
Sup
 
dist px,Γq | x P Γ´ X ψ´1
`
cl Γ`
˘(
ă δ, (22)
where dist is the point-set distance on pΣ induced by the canonical distance on A3 and
where ψ´1pΓ`q is the set of all points x P pΣ such that there exists i P I with x P Domψi
and ψipxq P Γ
`. We say that C is δ-good when ψ is δ-bounded.
The following remark is an immediate consequence of the possibility of “restricting the
arcs.”
Remark 1. Consider a good P -cylinder C equipped with a twist section pΣ, ϕq, with
continuations pC , ppΣ, pϕq, and homoclinic correspondence ψ “ pψiqiPI . Then given ρ ą 0,
there is a homoclinic correspondence rψ “ p rψiqiPI such that
diamDom rψi ă ρ, @i P I,
and such that C is still a good P -cylinder when endowed with rψ. As a consequence, given
δ ą 0, one can always assume the homoclinic correspondence of a good P -cylinder to be
δ-bounded.
Remark 2. The notion of right or left splitting arc is introduced here for the sake of
clarity. For practical reasons (such as the proof of generic existence of diffusion), it may
be useful to replace it by a more general notion. One says that an arc γ : r0, 1s Ñ A is
non-vertical when there exists a sequence psnqnPN in r0, 1s such that limnÑ8 sn “ 0 with
π
`
γpsnq
˘
‰ π
`
γp0q
˘
, @n P N.
Note in particular that the image of a vertical arc by a twist map is non-vertical, see
[Mar2] for explicit examples where this notion proves to be useful.
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Convention. In the following, given a good cylinder C , we implicitly choose once and for
all a section pΣ,A, χ, ϕq, a continuation pC , a continuation ppΣ, pA, pχ, pϕq and a homoclinic
correspondence ψ, which will always be denoted this way.
2.3 Good chains
We consider a C2 Hamiltonian function H on A3, with completely regular value e.
Definition 11. Let C1 and C2 be good cylinders at energy e for H, with continuations pC i
and characteristic projections Π˘i : W
˘p pC iq Ñ pC i. We define the transverse heteroclinic
intersection of pC 1 and pC 2 as the set
Hettp pC 1, pC 2q ĂW´pint pC 1q XW`pint pC 2q (23)
formed by the points ξ such that
W´
`
Π´
1
pξq
˘
&ξW
`pC2q and W
`
`
Π`
2
pξq
˘
&ξW
´pC1q. (24)
Again, when the characteristic projections are C1, as in Lemma 2, for ξ P Hettp pC q
we set x´ “ Π´
1
pξq P pC 1 and x` “ Π`2 pξq P pC 2, so W`p pC 1q and W´p pC 2q intersect
transversely at ξ in H´1peq. Then there exist a 3-dimensional open neighborhood O of ξ
in W`pint pC 1q XW´pint pC 2q, and open neighborhoods O´1 of x´ in int pC 1 and O`2 of x`
in int pC 2, such that the restrictions pΠ´1 q|O and pΠ`2 q|O are C1 diffeomorphisms from O
onto their images O´
1
, O`
2
, respectively. Hence one can define the local diffeomorphisms
S21 “ Π
`
2
˝
`
pΠ´
1
q|O
˘´1
: O´
1
Ñ O`
2
.
This motivates the following definition for the notion of heteroclinic correspondences10.
Definition 12. A heteroclinic map associated with p pC 1, pC 2q is a C1 diffeomorphism
ψ21 : Domψ
2
1 Ñ Imψ
2
1 (25)
where Domψ2
1
is open in int pΣ1 and Imψ21 is open in int pΣ2, for which there exists a C1
diffeomorphism
S21 : DomS
2
1 Ñ ImS
2
1 (26)
where DomS2
1
and ImS2
1
are open in int pC 1 and int pC 2, with ImS21 X int pΣ2 ‰ H, which
satisfies the following conditions:
• there exists a non-negative C1 function τ : Domψ2
1
Ñ R such that
@x P Domψ21 , Φ
τpxq
H pxq P DomS
2
1 and ψ
2
1pxq “ S
2
1
´
Φ
τpxq
H pxq
¯
; (27)
• there is an open subset DomtS2
1
Ă DomS2
1
, with full measure in DomS2
1
, such that
@y P Domt S21 , W
´pyq XW`
`
S21pyq
˘
XHettp pC 1, pC 2q ‰ H. (28)
10It turns out that in the subsequent constructions of [Mar2] the projections are locally C1 in a neigh-
borhood of the heteroclinic points we are interested in
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For technical reasons which appear in [Mar1], we finally have to consider the case
where the cylinders Ci have one boundary component in common (and their union itself
is a cylinder). In this case the transition maps between the sections will be natural flow-
induced maps.
Definition 13. Assume that the cylinders C1 and C2 are contained in a cylinder C and
satisfy B‚C1 “ B‚C2, in which case we say they are adjacent. A transition map from pC 1
to pC 2 is a flow-induced map
ψ21 : Domψ
2
1 Ñ Imψ
2
1 (29)
where Domψ2
1
is an open neighborhood of B‚Σ1 in pΣ1, and Imψ21 is an open neighborhood
of B‚Σ2 in pΣ2. More precisely, there exists a non-negative function τ : Domϕ21 Ñ R such
that
ψ21pxq “ Φ
τpxq
H pxq, @x P Domψ
2
1 .
We are now in a position to define the main objects of our study.
Definition 14. Fix δ ą 0. A δ-good chain of cylinders at energy e is a finite ordered
family pCkq1ďkďk˚ of δ-good cylinders at energy e, such that for 1 ď k ď k˚ ´ 1 there
exists a heteroclinic map or a transition map ψk`1k from
pC k to pC k`1 which satisfies the
following condition:
• for any open neighborhood O of B‚Σk in pΣk, the image ψk`1k pOq intersects a dy-
namically minimal circle of Esspϕk`1q located in the δ-neighborhood of B‚Σk`1 inpΣk`1.
Again, the δ-neighborhoods are defined relatively to the induced distance on the sectionpΣk`1
3 Pseudo orbits along a good chain of cylinders
Let us first make the definition of an orbit of a polysystem more precise (see [M02, Mar08]
for a formal definition.) Let A be some set and consider a set f “ tfi | i P Iu of locally
defined maps fi : Dom fi Ñ A. We say that a finite sequence pxnq0ďnďn˚´1 of points of A
is a finite orbit of f , of length n˚ ě 1, when there exists a sequence ω “ pinq0ďnďn˚´1 P I
n˚
such that for 0 ď n ď n˚ ´ 1:
xn`1 “ finpxnq,
and we write
xn˚ “ f
ωpx0q.
We formally consider the point x0 as being the 0-length orbit of x0.
Given a subset B Ă A, we set
fωpBq “
ď
xPBω
fωpxq
where Bω is the subset of B formed by the points x such that f
ωpxq is well-defined.
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The full orbit of B Ă A under f is the subset of A formed by the union of all fωpBq
for all sequences (of any length) ω (so that in particular B is contained in its full orbit
under f .)
Conventions. Given locally defined maps fi : Dom fi Ñ Im fi on A, we write fi ˝ fj for
the map defined by composition on the subset Dom fi X Im fj and for a subset B Ă A, we
write f´1i pBq for fi
`
Dom fiXB
˘
. Given a finite set of polysystems ϕ,ψ, ... on A, we write
pϕ,ψ, ...q for the polysystem formed by their union. Given a polysystem f “ tfi | i P Iu on
a set A, and a subset A˚ of A, we define the restriction f|A˚ of f to A˚ as the polysystem
formed by the maps
f˚i : Dom fi XA˚ X f
´1
i pA˚q Ñ A˚.
Definition 15. Let H be a C2 Hamiltonian on A3 and fix a completely regular value e. Let
pCkq1ďkďk˚ be a good chain of cylinders in H
´1peq. We define the polysystem associated
with these data as the following set of (globally or locally) defined diffeomorphisms:
F “
 pϕk | 1 ď k ď k˚(Y  ψk,i | 1 ď k ď k˚, i P Ik(Y  ψk`1k | 1 ď k ď k˚ ´ 1(, (30)
where pϕk is the continuation of ϕk and ψk`1k is either a heteroclinic or a transition
map from pC k to pC k`1. This polysystem will be indifferently considered to be defined
on
Ť
1ďkďk˚
pAk, or on Ť1ďkďk˚ pΣk. The finite orbits of that polysystem will be called
pseudo-orbits along the chain.
The pseudo-orbits above are therefore generated by successive applications of the mapspϕk, ψk,i, ψk`1k in any possible order. Our aim in this section is to prove the following result.
Theorem B. Let H be a C2 Hamiltonian on A3 and let e be a completely regular value.
Let pCkq1ďkďk˚ be a δ-good chain of cylinders at energy e for some δ ą 0. Then there exists
a pseudo-orbit pxnq0ďnďn˚ along the chain such that for any essential invariant circle Γ
in
Ť
1ďkďk˚
Esspϕkq, there is a ν P t0, . . . , n˚u with dpxν ,Γq ă δ.
We first prove in Section 3.1 the existence of pseudo-orbits in the case where the chain
is reduced to a single cylinder. Theorem B is easily deduced from this latter result in
Section 3.2. The main remark in our proof comes from Lemma 14 of Appendix C: it is
enough to prove the existence of pseudo-orbits for the “symmetrized” polysystem
G “
 pϕk, pϕ´1k | 1 ď k ď k˚(Y  ψk,i | 1 ď k ď k˚, i P Ik(Y  ψk`1k | 1 ď k ď k˚´ 1( (31)
and get the conclusion by density.
3.1 Pseudo-orbits in the case of a single cylinder
Given ν ą 0, we define a ν-ball of T ˆ R as a subset B “ Bθ ˆ Br where Bθ and Br are
intervals of T and R respectively, such that
lengthBr ą ν lengthBθ. (32)
The center of B is paθ, arq, where aθ, ar are the mid-points of Bθ and Br. We keep the
notation and conventions of the last section for the good cylinders and their continuations.
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Proposition 1. Let H be a C2 Hamiltonian on A3 and let e be a completely regular
value. Let C be a good cylinder at energy e for H. Let g “ ppϕ, pϕ´1, ψq be the associated
symmetrized) polysystem on pA, with ψ “ pψiqiPI . Fix Γ‚ P Essppϕq, Γ‚ Ă AzΓpbq. Fix a
neighborhood V of Γ‚ in A (see Figure 3.1). Then the full orbit of V under g contains
Γpbq.
V
Γ(a)
Γ(a)
Γ(b)
Γ(b)
^
^
Γ
Figure 3: The setting of Proposition 1
We will examine the P-cylinder and F-cylinders separately, the simpler case of F-
cylinders being an easy generalization of [M02]. The assumption Γ‚ Ă AzΓpbq is a matter
of simplification for the case of F-cylinders and can easily be relaxed in practical cases.
Proof of Proposition 1 in the case of P-cylinders. We assume for example that pϕ tilts the
vertical to the right, the other case being exactly similar. We will prove a slightly stronger
property than our initial statement. Namely, let A˚ be the pϕ–invariant subannulus of pA
limited by the (disjoint) circles Γ‚ and Γppbq. We consider the restricted polysystem g|A˚
instead of g and we consider a neighborhood V of Γ‚ in A˚.
1. For simplicity, we still denote by pϕ and ψ the restrictions of pϕ and ψ to A˚. We
also assume without loss of generality that V is open in A˚, and connected. Let U be
the full orbit of the open set V under the polysystem g “
`pϕ, pϕ´1, ψ “ pψiqiPI˘ on A˚.
Note that pϕpUq “ U and ψipUq Ă U . Set Uc “ ccpU,Γ‚q. Then Uc is open and contains
V , so pϕpUcq “ Uc. It is therefore enough to prove that Uc intersects Γpbq: since Γpbq is
dynamically minimal, this yields Γpbq Ă Uc Ă U .
Let us assume by contradiction that Uc X Γpbq “ H, so that Uc is contained in the
lower connected component of A˚zΓpbq.
2. Set O “ A˚zUc, so that O is open, contains Γppbq, and O X V “ ∅. Moreover, sincepϕpUcq “ Uc, pϕpOq “ A˚zpϕpUcq “ A˚zUc “ O.
Then pϕ`ccpO,Γppbq˘ “ ccpO,Γppbqq and so pϕpccpO,Γppbqq “ ccpO,Γppbqq. Let
pU “ A˚zccpO,Γppbqq,
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so that pU is open and pϕppU q “ pU , and set finally
U “ ccppU,Γ‚q, (33)
hence U is open, connected and pϕpUq “ U . Moreover clearly
U Ă A˚zccpO,Γppbqq, (34)
and
Uc Ă U , (35)
since O “ A˚zInt pUcq Ă A˚zUc, so ccpO,Γppbqq Ă A˚zUc and Uc Ă A˚zccpO,Γppbqq “ pU ,
which proves our claim since Γ‚ Ă Uc.
3. Let us prove that Γ :“ FrU is a Lipschitz graph over T, invariant under pϕ, by the
Birkhoff theorem (see Appendix A). By local connectedness of A˚, one readily proves that
IntU “ U , since U is a connected component of the complement of the closure of an open
set. Moreover pϕpUq “ U . Let now S be the quotient of A˚ by the identification of each
boundary circle to one point, so that S is homeomorphic to S2. Up to this quotient, U
is a connected component of the complement in S of a compact connected subset, so is
homeomorphic to a disk. Going back to the initial spaceA˚ proves that U is homeomorphic
to T ˆ r0, 1r. So by the Birkhoff theorem, Γ “ BU is a Lipschitz graph over T, invariant
under pϕ (see [M02] for more details).
4. Let us now prove that Γ Ă Uc, and so Γ Ď Fr pUcq “ cl pUcqzUc. Assume that x P Γ is
not in Uc, so that there exists a small ball Bpx, εq with Bpx, εq X U c “ ∅. Let z be some
point on the vertical through x, located under Γ and inside Bpx, εq. Let us show that the
semi-vertical σ over z in A˚ is disjoint from Uc. First Γ X σ “ txu, since Γ is a graph,
so that σ “ rz, xs Y rx, ξs, with ξ P Γppbq. Clearly rz, xs Ă Bpx, εq so rz, xs X Uc “ ∅, and
sx, ξs X U “ ∅ since Γ “ BU is a graph. Since Uc Ă U , this proves that σ X U c “ ∅.
As a consequence σ Y Γppbq is a connected set which satisfies pσ Y Γppbqq X Uc “ ∅.
Therefore pσ Y Γppbqq Ă ccpO,Γppbqq and thus pσ Y Γppbqq X U “ ∅ by (34). This is a
contradiction since x P Γ Ă U . Therefore Γ Ă Uc.
5. Since Γ is an invariant essential circle for the special twist map pϕ, there are only two
possibilities:
– either Γ is the upper boundary of a Birkhoff zone,
– or Γ is accumulated from below by essential invariant circles in the Hausdorff topology.
We will prove that both possibilities yield a contradiction with the initial assumption that
Uc X Γpbq “ H.
6. Assume first that Γ is the upper boundary of a Birkhoff zone Z and let Γ˚ be the
lower boundary of Z . Let ν be the Lipschitz constant of Γ˚. Since Γ˚ is a graph and Uc
is open, connected, contains V and UcXΓ ‰ ∅, then UcXΓ˚ ‰ ∅. So there exists a ν-ball
B Ă Uc centered on Γ˚.
Since C is a good P -cylinder, there exists a right or left splitting arc ζ based at some
point α of Γ (see Section 2). Let D be its associated domain. By restricting ζ if necessary,
one can moreover assume without loss of generality that D Ă Z . We introduce the closed
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connected set X “ Γ Y rζ, where rζ “ ζpr0, 1sq, which disconnects the annulus pA since it
contains Γ.
Assume first that ζ is a right splitting arc. By Proposition 3, there exist z0 P B and
n P N such that zn :“ pϕnpz0q P D. Then, by Lemma 4 there exists a positively tilted arc
emanating from Γ˚ and ending at zn which does not intersect X.
By Lemma 9 there exists a negatively tilted arc γ with image in B emanating from
Γ˚ and ending at z0. Therefore, by Lemma 11, γn :“ f
n ˝ γ is a negatively tilted arc
emanating from Γ˚ and ending at zn.
Assume that the image rγn does not intersect X, then by Lemma 12 the vertical V ´pznq
does not intersect X, which contradicts Lemma 3. Therefore rγnXX ‰ ∅, thus rγnXrζ ‰ ∅.
If now ζ is a left splitting arc, we use pϕ´1 instead of pϕ. This first yields a z0 P B such
that z´n :“ pϕ´npz0q P D, then a negatively tilted arc emanating from Γ˚ and ending at
z´n which does not intersect X, and a positively tilted arc, still denoted by γn, emanating
from Γ˚ and ending at z´n. As aboves, this proves that rγn X rζ ‰ ∅.
As a consequence, Uc X rζ ‰ ∅ since rγn Ă Uc, and therefore there is a small open ball
B Ă Uc centered on ζps0, 1sq and, by definition, an index i P I such that B Ă Domψi.
Thus ψipBq is an open set which intersects Γ, and therefore also Uc since Γ Ă Uc. This
proves that ψipBq Ă Uc by connectedness, so that Uc contains points strictly above the
circle Γ. This is a contradiction with the construction of Γ “ FrU and the inclusion
Uc Ă U , which ensures that all points of Uc are located below Γ.
7. Assume now that Γ is accumulated from below by an increasing sequence pΓmqmě1
of essential invariant circles for pϕ. Let ζ be a splitting arc based on Γ. Let Sm be the
closed strip limited by Γm and Γm`1. For m large enough, Sm X rζ contains a C0 curve ℓ
which intersects both Γm and Γm`1. Now Γ Ă Uc, so that Uc X Sm contains a C
0 curve ℓ1
which also intersects both Γm and Γm`1. Therefore, by Lemma 10, there exists an integer
n such that pϕnpUcq X ℓ ‰ ∅, and so by invariance of Uc under pϕ, Uc X ℓ ‰ ∅. Since
ℓ Ă rζ Ă Domψi for some i P I, there exists a ball B Ă Uc centered on ℓ Ă rζ and contained
in Domψi. This yields the same contradiction as in the previous paragraph.
8. In the case of a P -cylinder, we have therefore proved that the two possibilities of our
alternative yield a contradiction, which proves that our initial assumption Uc X Γpbq “ H
is false. This concludes the proof of the proposition for P -cylinders.
Proof of Proposition 1 in the case of F-cylinders. Now ψ : Domψ Ñ Imψ is an exact-
symplectic diffeomorphism, with A Ă Domψ. A main difference with [M02] is that the
circles Γ‚ and Γpbq are not invariant under ψ. However, ψpΓq ‰ Γ and ψpΓq X Γ ‰ H for
any Γ P Esspϕq contained in Domψ, by our assumptions on ψ.
1. To take advantage of this simple setting, we do not restrict the polysystem as in the
proof for P-cylinders. We let V be a neighborhood of Γ‚ in A and let U be the full orbit
of V under g “ ppϕ, pϕ´1, ψq. So clearly pϕpUq “ U and ψpU XDomψq Ă U . Set now
Uc “ ccpU XA˚,Γ‚q
where, as above, A˚ is the annulus limited by Γ‚ and Γppbq. Clearly pϕpUcq “ Uc.
2. We assume as above that Uc is contained in the lower connected component ofA˚zΓpbq.
Therefore Uc Ă A Ă Domψ so ψpUcq Ă U and since ψpΓ‚q X Γ‚ ‰ H, ψpUcq Ă Uc. Define
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U as in (33). Then pϕpUq “ U , and Γ “ FrU is a Lipschitz graph invariant by pϕ, so
Γ P Esspϕq since Γ Ă A. Now necessarily ψpΓq Ă Γ, otherwise UczψpUcq would contain a
nonempty open set, which would contradict the fact that ψ is exact-symplectic. Therefore
ψpΓq “ Γ by compactness and connectedness. This is a contradiction with the assumption
that no element of Esspϕq is invariant under ψ. This concludes the proof of the proposition
for F -cylinders.
As a consequence of Lemma 14, under the assumptions of Proposition 1, for any δ ą 0,
the polysystem f “ ppϕ,ψq admits orbits which intersect the δ-neighborhoods of Γ‚ and
Γpbq. We now take into account the additional assumption that ψ is δ-bounded.
Corollary 1. With the same assumptions and notation as in Proposition 1, if ψ is δ-
bounded, any orbit of f “ ppϕ,ψq which intersects the δ–neighborhoods of Γ‚ and Γpbq
intersects the δ-neighborhood of every element of Esspϕq contained in A.
Proof. Consider an orbit pxnq0ďnďn˚ of f with x0 in the δ-neighborhood of Γ‚ and xn˚
in the δ-neighborhood of Γpbq. Let Γ P Esspϕq be contained in the complement of these
neighborhoods. Then there exists ν P t0, . . . , n˚u such that xν P Γ
´ X ψ´1pcl Γ`q (if the
orbit has no point in Γ´ X ψ´1pcl Γ`q, an immediate induction shows that xn P Γ
´ for
0 ď n ď n˚.) Now, since ψ is δ–bounded,
Sup
 
dist px,Γq | x P Γ´ X ψ´1pcl Γ`q
(
ă δ,
which proves that dist pxν ,Γq ă δ.
3.2 End of proof of Theorem B and a remark on pseudo-orbits
Let Ak “ rak, bks and pAk “ rpak,pbks. Fix δ ą 0. Let V1 “ T ˆ ra1, a1 ` δs Ă A1. We
proceed by induction. Given k P t1, . . . , k˚u, we set the following condition:
• pHkq: the full orbit O :“ OpV1q of V1 under the polysystem G contains Γpbkq Ă Ak,
(where G was defined in (31).)
By Proposition 1, the connected component of O containing Γpa1q also contains Γpb1q,
so that pH1q is satisfied.
Assume that pHkq is satisfied for some k P t1, . . . , k˚ ´ 1u. Then by our definition
of a δ-good chain, since O is a neighborhood of Γpbkq, ψ
k`1
k pOq intersects some dynam-
ically minimal circle Γk`1 P Esspϕk`1q located in the δ-neighborhood of Γpak`1q. As
a consequence, the invariance of O under pϕk`1 proves that O contains a neighborhood
Vk`1 of Γk`1, and Proposition 1 applied to ppϕk`1, pϕ´1k`1, ψk`1q proves that O contains a
neighborhood of Γpbk`1q, so that pHk`1q is satisfied.
By finite induction, pHkq is satisfied for k P t1, . . . , k˚u.
The previous statement holds without any boundedness assumption on the homoclinic
or heteroclinic maps. Assuming now that the full assumptions for good chains are satisfied,
then Corollary 1 (and the remark before) proves the existence of an orbit of the initial
polysystem F defined in (30) which intersects the δ-neighborhood of each element of
Esspϕkq, 1 ď k ď k˚, which concludes the proof of Theorem B. l
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We can finally take advantage of the Poincare´ recurrence theorem and prescribe the
form of the pseudo-orbits. This is the content of the next remark, whose proof follows the
same lines as that of Lemma 14 and is omitted.
Remark 3. With the same assumptions as in Theorem B, one can choose the orbit
pxnq1ďnďn˚ so that it is 2δ-admissible and is the concatenation of segments of the form
ψ ˝ ϕmpxq
with m ą 0, where
ϕ P
 
ϕk | 1 ď k ď k˚
(
and ψ P
 
ψk,i | 1 ď k ď k˚, i P Ik
(
Y
 
ψk`1k | 1 ď k ď k˚ ´ 1
(
.
In other words, the occurrences of homoclinic, heteroclinic or transition maps are isolated.
3.3 An addendum for singular cylinders
We now state an additional result which will enable us in [Mar2] to deal with “singular
cylinders” exactly in the same way as if they were good cylinders. More precisely, singular
cylinders are 3-dimensional manifolds diffeomorphic to the product of T1 with a 2-sphere
with three open disks with disjoint closures cut off11. Our way to deal with singular
cylinders is to “fill-in” one of the cut-off disks, and extend the dynamics to a tame 3-
dimensional cylinder. Since the extended dynamics on the filled disk does not correspond
to “true” orbits of the system, one is interested in obtaining pseudo-orbits that avoid that
disk. See [Mar2] for details.
Corollary 2. We keep the assumptions of Proposition 1 and we moreover assume that C
is a P -cylinder. Assume that K is a compact subset of A, invariant under ϕ and contained
in the interior of a Birkhoff zone Z of ϕ. Let ρ “ dist pK, BZq. Assume that for each
i P I,
diamDomψi ă ρ{2. (36)
and that ψ is δ-bounded. Then f “ pϕ,ψq admits a δ-admissible pseudo-orbit which does
not intersect K.
Proof. First modify ψ by suppressing all maps whose domain intersect K, and denote byrψ the resulting polysystem. Then, since the interior of Z contains no essential invariant
circle, by (36), C is still a good cylinder when endowed with the new polysystem pϕ,ψq.
Therefore there exists a δ-admissible pseudo-orbit pxnq0ďnďn˚ for pϕ,ψq. Assume that x0
is located below Z and that xn˚ is located above Z. Then an immediate induction proves
that the orbit pxnq does not intersect K.
Assumption (36) is not a restriction: one easily sees that starting with a good P -
cylinder, one can always “reduce the domains” of the homoclinic correspondence without
altering the properties relative to the splitting arcs.
11such singular cylinders appear near double-resonances in near-integrable systems
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4 Shadowing of pseudo-orbits and proof of Theorem A
The aim of this section is to prove that given an arbitrary pseudo-orbit along a good chain
(as introduced in Definition 15), there exists an orbit of the Hamiltonian system which
passes arbitrarily close to any of its points. Theorem A is then an immediate consequence
of the existence of pseudo-orbits intersecting arbitrarily small neighborhoods of any es-
sential invariant circle in the twist sections of a good chain, as proved in Theorem B. The
main result of this section is the following.
Theorem C. Let H be a Hamiltonian of class C2 on A3 and fix a completely regular
value e of H. Let pCkq1ďkďk˚ be a good chain of cylinders at energy e. Then given a
pseudo-orbit pxnq0ďnďn˚ along this chain and any δ ą 0, there exist a solution γ of the
Hamiltonian vector field XH and a finite sequence of times pτnq0ďnďn˚, with τ0 “ 0, such
that dist
`
γpτnq, xn
˘
ă δ for 0 ď n ď n˚.
Proof. The proof generalizes those of [BT99, DLS00]. We keep the notation of Section 3
for the polysystem tpϕk, ψk, ψk`1k u, with ψk “ pψk,iqiPIk , which we consider to be defined
on the union ď
1ďkďk˚
pΣk.
1. Let pxnq0ďnďn˚ be a pseudo-orbit along the chain. Our proof relies on the existence
of a sequence pyjq0ďjďj˚ of points of pC “ Ť1ďkďk˚ pC k, which satisfies the following two
properties.
• pP1q For each n P t0, . . . , n˚u, there exists jn P t0, . . . , j˚u such that xn “ yjn .
• pP2q Fix j P t0, . . . , j˚´1u and let k be such that yj P pC k. Then one of the following
three conditions is satisfied:
piq there exists τj ě 0 such that yj`1 “ Φ
τj
Hpyjq,
piiq yj`1 “ Sk,ipyjq,
piiiq yj`1 “ S
k`1
k pyjq.
The existence of the sequence pyjq is proved by induction, starting with y0 “ x0. Assume
that yjn “ xn. By definition
xn`1 “ ϕkpxnq or xn`1 “ ψk,ipxnq or xn`1 “ ψ
k`1
k pxnq.
In the first case, set yjn`1 “ xn`1. In the second case, by definition of ψk,i, there exists
τ ě 0 such that Sk,i
`
ΦτHpxnq
˘
“ xn`1. Set yjn`1 “ Φ
τ
Hpxnq and yjn`2 “ xn`1. The
last case is similar to the latter one when ψk`1k is a heteroclinic map: there exists τ P R
such that Sk`1k
`
ΦτHpxnq
˘
“ xn`1, so set yjn`1 “ Φ
τ
Hpxnq and yjn`2 “ xn`1. When ψ
k`1
k
is a transition map (that is, Ck and Ck`1 are adjacent cylinders, see Definition 13), by
definition there exists τ ě 0 such that xk`1 “ Φ
τ
Hpxnq, so we set yjn`1 “ xn`1.
The induction stops after a finite number of steps and yields a sequence pyjq0ďjďj˚
with j˚ ď 2n, which satisfies pP1q and pP2q.
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2. This provides us with a sequence g :“ pg0, . . . , gj˚´1q of elements from the set 
ΦτH | τ P r0,`8r
(
X tSk | 1 ď k ď k˚u X tS
k`1
k | 1 ď k ď k˚ ´ 1u,
such that
yj`1 “ gjpyjq, 0 ď j ď j˚ ´ 1. (37)
We then say for short that the g-orbit of a point z of pC, close enough to y0, is the ordered
sequence of points `
z, g0pzq, g1 ˝ g0pzq . . . , gj˚´1 ˝ ¨ ¨ ¨ ˝ g0pzq
˘
, (38)
and we similarly define the g-orbit of a subset of pC, close enough to y0. These g orbits
are well-defined, thanks to the continuity of the various maps and the openness of their
domains.
3. For each k, we fix a negatively invariant neighborhood Nk Ă W
´p pC kq of pC k in
W´p pC kq such that, given z P pC k and w P Nk XW´pzq, then
d
`
Φ´τH pzq,Φ
´τ
H pwq
˘
ď dpz, wq, @τ ě 0. (39)
(see Definition 2, (9)). In the case of adjacent cylinders pC k and pC k`1, on can moreover
assume
Nk`1 XW
´p pC kq Ă Nk. (40)
To see this, note that the union pC kY pC k`1 is itself a tame cylinder C, and fix a negatively
invariant neighborhood N Ă W´pCq which satisfies (39). Then set Nk “ N XW
´p pC kq
and Nk`1 “ N XW
´p pC k`1q.
4. We say that a point z P pC k is recurrent when it is positively and negatively recurrent
under the restriction of ΦH to pC k. Recall that pC k admits a Borel measure which is positive
on the open sets and invariant under ΦH . The set of recurrent points has full measure inpC k, by the Poincare´ recurrence theorem.
5. We write Bpu, ρq for the ball in H´1peq centered at u P H´1peq with radius ρ. Fix
δ ą 0. Let δ0 ą 0 be so small that the g-orbit pDjq0ďjďj˚ of D0 :“ Bpy0, δ0q X pC is
well-defined (and so Dj`1 “ gjpDjq for 0 ď j ď j˚ ´ 1) and satisfies
Dj Ă Bpyj, δ{2q, 0 ď j ď j˚. (41)
We will prove the existence of a sequence pzjq1ďjďj˚ , where the point zj is in Dj and is
recurrent, together with a sequence of balls pBjq0ďjďj˚ , such that, for 0 ď j ď j˚:
‚ Bj is centered at a point in W
´pzjq XN and Bj Ă Bpzj, δ{2q, pCjq
and such that there moreover exists a time σj ě 0 with:
‚ Φ
σj
H pBjq Ă Bj`1, 0 ď j ď j˚ ´ 1. pTjq
We will construct these sequences backwards, by finite induction. More precisely, given
some recurrent point zj`1 P Dj`1 together with a ball Bj`1 satisfying pCj`1q, we will find
a recurrent point zj P Dj , a ball Bj satisfying pCjq and a time σj ě 0 which satisfies pTjq.
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6. Assume first that gj “ Φ
τj
H , in which case the sets Dj and Dj`1 are either contained
in the same cylinder, say Ck, or consecutive adjacent cylinders Ck, Ck`1.
In the first case, let zj :“ Φ
´τj
H pzj`1q, so zj P Dj and zj is a recurrent point of
pC k.
Let wj`1 be the center of Bj`1, and set wj “ Φ
´τj
H pwj`1q. Then wj P W
´pzjq X Nk by
equivariance of the unstable foliation, and satisfies dpwj , zjq ď dpwj`1, zj`1q ă δ{2, so
that there exists a ball Bj centered at wj and contained in Bpzj, δ{2q, which satisfies
Φ
τj
HpBjq Ă Bj`1
Hence Conditions pCjq and pTjq with σj “ τj are satisfied.
In the case of adjacent cylinders, zj :“ Φ
´τj
H pzj`1q and zj`1 both belong to the inter-
section pC kX pC k`1 and zj is again recurrent in pC k by invariance of pCk and the definition of
adjacent cylinders. Let again wj`1 be the center of Bj`1, so that wj`1 P Nk`1XW
´p pC kq.
By (40), this proves that wj “ Φ
´τj
H pwj`1q is in Nk, since this latter neighborhood is neg-
atively invariant. As above, dpwj , zjq ď dpwj`1, zj`1q ă δ{2 and the conclusion follows.
7. Assume now that gj “ Sℓ,i, so that zj`1 P pC ℓ. Let Rj and Rj`1 be the full-measure
subsets ofDj andDj`1 formed by the recurrent points. Since Sℓ,i is C
1 and hence preserves
the full-measure property:
Rj`1 X Sℓ,i
´
Rj XDomt Sℓ,i
¯
is a full measure subset of Dj`1. Therefore, there exists a point
zj P Rj XDomt Sℓ,i
such that zj`1 :“ Sℓ,ipzjq is recurrent and so close to zj`1 that (by continuity of the
center-unstable foliation) W´pzj`1q intersects the ball Bj`1.
By definition of Domt Sℓ,i, the submanifoldW
´pzjq intersects W
`pint pC ℓq transversely
at some point ξ P W`pzj`1q. Apply the λ-property (Definition 2) to W
´pzjq in the
neighborhood of ξ, together with the positive recurrence property of zj`1: there exists a
(large) time τ such that ΦτH
`
W´pzjq
˘
“W´
`
ΦτHpzjq
˘
intersects Bj`1. Fix
ζ PW´
`
ΦτHpzjq
˘
XBj`1
and note that ΦτHpzjq is negatively recurrent as zj is. Hence there exist arbitrarily large
times τ 1 such that zj :“ Φ
´τ 1`τ
H pzjq P Dj . In particular, one can choose τ
1 such that this
latter condition is satisfied and
Φ´τ
1
H pζq PW
´pzjq XBpzj , δ{2q XN .
Therefore, there exists a ball Bj centered at Φ
´τ 1
H pζq and contained in Bpzj , δ{2q such that
Φτ
1
HpBjq Ă Bj`1. This proves pCjq and pTjq with σj “ τ
1.
8. The case where gj “ S
ℓ
ℓ´1 is completely similar to the previous one.
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9. This yields our sequences pzjq0ďjďj˚ and pBjq0ďjďj˚ . To end the proof, observe that
for any point a0 Ă B0, the point aj “ Φ
σj´1`¨¨¨`σ0
H pa0q is in Bj, 1 ď j ď j˚. Therefore
dist paj, yjq ď dist paj, zjq ` dist pzj , yjq ď δ, 0 ď j ď j˚.
In particular, by pP1q
dist pajn , xnq ď δ, 0 ď n ď n˚.
Therefore the solution γ “ ΦHp¨, a0q satisfies our requirement, with τn “ σjn´1 ` ¨ ¨ ¨ ` σ0
for 1 ď n ď n˚.
5 A more constructive point of view
In this section we provide an alternative proof, of algorithmic nature, of Proposition 1,
under slightly different conditions. First, we introduce some compatibility conditions
between the homoclinic correspondence and the twist map, and we state a version of
Proposition 1 that assumes these conditions; it also provides pseudo-orbits of the form
introduced in Remark 3. At the end of the section we discuss some other ways to prove
this result which do not require the additional compatibility conditions.
Definition 16. Let H be a C2 Hamiltonian on A3 with completely regular value e. Let C
be a good P -cylinder at energy e. Let pϕ : pA ý be its return map. We say that C is very
good if the following conditions hold:
(i) for every element Γ P Essppϕq contained in Tˆspa,pbr which is not the upper boundary
of a Birkhoff zone, there exists a splitting arc based on Γ;
(ii) when pϕ tilts the verticals to the right (resp. left), for each element Γ P Essppϕq which
is the upper boundary of a Birkhoff zone in Tˆspa,pbr, there exists a right (resp. left)
splitting arc based on Γ.
The compatibility between the orientation of the splitting arcs and the direction of the
twist of the map pϕ will enable us to avoid any use of the Poincare´ recurrence theorem,
opening up the possibility for applications to explicitly estimate drifting times (possibly
using computer-assisted methods.)
Proposition 2. Let C be a very good P -cylinder. Assume the setting of Proposition 1.
Let Γ‚ Ď AzΓpbq in Esspϕq. Fix a neighborhood V of Γ‚ in A. Then, there exists a point
z0 P V , an integer N ě 1, and a pair in P I and mn ą 0 for each 0 ď n ď N ´ 1, such
that the orbit given by
zn`1 “ ψin ˝ pϕmnpznq, n “ 0, . . . , N ´ 1,
has the following properties: (i) zN P Γpbq
`, and, (ii) for every essential invariant circle
Γ between Γ‚ and Γpbq, there exists a point zn that is δ-close to Γ.
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Proof of Proposition 2. In the sequel we will assume that pϕ tilts the verticals to the right
(the case when pϕ tilts the verticals to the left can be dealt with similarly.) For the sake
of simplicity, we assume that Γ‚ “ Γpaq and we denote A˚ “ Tˆ ra,pbs. We still write pϕ,
ψ for the restrictions of the corresponding maps to A˚. The proof immediately extends
to the case where Γ‚ is any element of Essppϕq. Following Remark 1, we will also assume
that diamDomψi ă δ for i P I.
As in the proof of Proposition 1 in the case of P-cylinders, we want to prove that given
any connected open neighborhood V of Γpaq in A˚, the orbit U of V under the restricted
polysytem ppϕ,ψq|A˚ satisfies
Γpbq Ă ccpU,Γpaqq. (42)
1. The Birkhoff procedure. Let us first give a formal definition, inspired by the first
step of the proof of Proposition 1. Consider any connected positively pϕ-invariant open
subset U Ă A˚ containing Γpaq and such that UX Γppbq “ H. Set O “ A˚zU. We define
the filled subset U associated with U as the open set
U “ cc
`
A˚zccpO,Γppbqq,Γpaq˘. (43)
One proves as in Proposition 1 that Int cl pUq “ U , and that U is homeomorphic to Tˆr0, 1r
and satisfies pϕpUq “ U . As a consequence, by the Birkhoff theorem, the frontier FrU is in
Essppϕq, and moreover one easily deduces from the proof of Proposition 1 that
FrU Ă FrU.
We can now introduce our procedure. Let ν be a uniform Lipschitz constant for the circles
of Essppϕq. We define ν-balls of pA as the intersections with pA of open rectangles satisfying
(32). For two elements Γ1,Γ2 P Essppϕq, we write Γ1 ą Γ2 (resp. Γ1 ě Γ2) if γ1pθq ą γ2pθq
(resp. γ1pθq ě γ2pθq) for all θ P T, where γi is the Lipschitz function whose graph is Γi,
for i “ 1, 2.
Definition 17. Denote by P the set of pairs pΓ, V q, where Γ P Essppϕq and Γ Ă Tˆra,pbr,
where
‚ if Γ “ Γpaq, then V is a connected open neighborhood of Γpaq in A˚,
‚ if Γ ą Γpaq, then V is a ν-ball centered on Γ.
We define the Birkhoff procedure as the map
B : P ÝÑ Essppϕq, BpΓ, V q “ FrU , (44)
where U is the filled subset associated with the connected pϕ-invariant open set
U “
ď
ně0
pϕnpΓ´ Y V q “ Γ´ Y ` ď
ně0
pϕnpV q˘.
Recall that Γ´ stands for the connected component of A˚zΓ located below Γ. Observe
that since pϕ is a special twist map, BpΓ, V q ą Γ. Note that the region between Γ and
BpΓ, V q is not necessarily a Birkhoff zone. One main property of B that we will use is the
following easy transition lemma.
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Lemma 5. Fix pΓ, V q P P and let Γ1 “ BpΓ, V q. Then, for any open set V 1 intersect-
ing Γ1, there exists n ě 0 such that pϕnpV q X V 1 X pΓ1q´ ‰ H.
Proof. By definition, BpΓ, V q “ FrU so BpΓ, V q Ă FrU Ă clU . Hence V 1 X U ‰ H, so
that there exists n ě 0 with pϕnpV q X V 1 ‰ H. Moreover V Ă pΓ1q´ by construction, sopϕnpV q Ă pΓ1q´.
The following result is the crucial step in our subsequent construction of diffusing
orbits. Recall that we write ψ “ pψiqiPI for the homoclinic correspondence.
Lemma 6. Consider a pair pΓ, V q P P and let Γ1 “ BpΓ, V q. Then there exist n ě 0,
i P I and a ν-ball V 1 centered on Γ1 such that
V 1 Ă ψi
`pϕnpV q˘.
Proof. By the assumption that pϕ is a special twist map, either Γ1 is the upper boundary
of a Birkhoff zone, or is accumulated from below by a sequence of essential circles.
First, assume that Γ1 is the upper boundary of a Birkhoff zone. By the very good
cylinder assumption, there exists a right splitting arc ζ based at a point α P Γ1 such thatrζ “ ζpr0, 1sq Ă Γ` X pΓ1q´, and i P I such that rζztαu Ă Domψi. Introduce the closed
connected set X “ Γ1 Y rζ, which disconnects the annulus A˚. Let D be the domain
associated with rζ.
By Lemma 5, there exist z0 P V and n ě 0 such that zn “ pϕnpz0q P D. Since V is
a ν-ball, by Lemma 9, one can moreover find a negatively tilted arc γ contained in V ,
emanating from some point of Γ and ending at z0. Therefore, by Lemma 11, γn “ pϕn ˝ γ
is a negatively tilted arc emanating from Γ and ending at zn. Now, by Lemma 4, there
exists a positively tilted arc emanating from Γ and ending at zn, whose image does not
intersect X.
Assume that rγn does not intersect X. Then by Lemma 12 the vertical V ´pznq does
not intersect X, which contradicts the definition of a domain. Therefore rγn X X ‰ H,
thus rγn X `rζ ztαu˘ ‰ H.
As a consequence, pϕnpV q X prζ ztαuq ‰ H, and therefore there exists a ball B centered
on rζ satisfying
B Ă
`
Domψi X pϕnpV q˘.
So, by definition of rζ, ψipBq Ă ψi`pϕnpV q˘ contains a ν-ball V 1 centered on Γ1, which
proves our claim.
Second, assume that Γ1 is accumulated from below by a sequence of essential circles
Γn, with Γn ă Γn`1 for all n. Let ζ be a splitting arc based at a point in Γ
1. There
exists Γn˚ ă Γ such that
rζ Ď Γ` X pΓ1q´ intersects both Γn˚ and Γn˚`1. There exists
a segment ζrσ, τ s of rζ such that ζpσq P Γn˚`1, ζpτq P Γn˚ , and ζsσ, τ r is contained in
the region between Γn˚ and Γn˚`1. Lemma 5 applied to Γ
`
n˚`1
, which is a neighborhood
of Γ1, implies that there exists m ě 0 such that pϕmpV q intersects both Γn˚ and Γn˚`1;
moreover, there exists an arc rξ “ ξrα, βs Ď pϕmpV q that is contained in the region between
Γn˚ and Γn˚`1, with ξpαq P Γn˚`1 and ξpβq P Γn˚ . By Lemma 10, for some m
1 ě m
sufficiently large we have pϕm1´mprξq X ζsσ, τ r‰ H. As pϕm1´mprξq Ď pϕm1pV q, it follows that
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pϕm1pV q X ζsσ, τ r‰ H. Since ζ is a splitting arc based at a point in Γ1, there exists a
homoclinic correspondence ψi such that ψippϕm1pV qq contains a ν-ball centered on Γ1. This
ends the proof of the lemma.
2. Coherent sequences of circles and the existence of pseudo-orbits. We now
prove (43). We endow Essppϕq with the natural order on the graphs. We say that an
increasing sequence pΓnq0ďnďn˚ of elements of Essppϕq, with Γ0 “ Γpaq, is coherent if there
exists a sequence pVnq0ďnďn˚ , where V0 is a neighborhood of Γ0 in A˚ and, for n ě 1, Vn
is ν-ball centered on Γn satisfying for every n “ 0, . . . , n˚ ´ 1:
Vn`1 Ă ψin
`pϕmnpVnq˘, (45)
for some in P I and mn ě 0.
We say that pVnq0ďnďn˚ is the system of neighborhoods associated with pΓnq0ďnďn˚ and
that Γn˚ is the upper circle of the coherent sequence.
Lemma 7. Fix a neighborhood V of Γpaq in A˚. Choose an essential invariant circle
Γpaq ă Γ˚ ď Γppbq. Then there exists a coherent sequence pΓnq0ďnďn˚, with associated
neighborhoods pVnq0ďnďn˚, such that
Γ0 “ Γpaq, V0 “ V, Γn˚ “ Γ˚.
Moreover, we can choose pΓnq0ďnďn˚ with the additional property that if for Γn ă Γn`1
there exists Γ P Essppϕq with Γn ă Γ ă Γn`1, then dHpΓn,Γn`1q ă δ, where dH denotes the
Hausdorff distance. That is, any two consecutive circles in the sequence are either δ-close,
or they are at the boundary of a Birkhoff zone.
Proof. We recall that, since pϕ is special, for any Γ ď Γ˚, either Γ ă Γ˚ or Γ “ Γ˚. Let
Coh be the set of all coherent sequences of circles originating at Γ0, wi th V0 “ V , and
such that Γn ď Γ˚ for all n “ 0, . . . , n˚. This set is nonempty by Lemma 6. Let Coh
‚ the
set of upper circles of all elements of Coh. Let
Γ‚ “ Sup Coh‚,
(see Lemma 1) so Γ‚ ą Γpaq. Assume by contradiction that Γ‚ ă Γ˚.
Since pϕ is special, one proves as in Lemma 1 that either Γ‚ P Coh‚, or Γ‚ R Coh‚ and
is accumulated from below in the Hausdorff topology by elements of Coh‚.
In the former case, there exists a coherent sequence pΓnq1ďnďn˚ with Γn˚ “ Γ
‚, and
with associated neighborhoods pVnq0ďnďn˚ . Let Γ :“ BpΓn˚ , Vn˚q. By Lemma 6 there
exist m ě 0, i P I and a ν-ball V centered on Γ :“ BpΓn˚ , Vn˚q such that
V Ă ψi
`pϕmpVn˚q˘.
We can choose the neighborhood Vn˚ to be small enough so that Vn˚ X Γ˚ “ H, in
which case, since Γn˚ “ Γ
‚ ă Γ˚, we also have Γ “ BpΓn˚ , Vn˚q ď Γ˚. Therefore one
can extend the sequence pΓnq1ďnďn˚ to a longer coherent sequence, by adjoining to the
previous sequence Γn˚`1 “ Γ and Vn˚`1 “ V . The resulting coherent sequence is in Coh,
and has its upper circle located in pΓ‚q`, which is a contradiction.
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Assume now that Γ‚ R Coh‚ and is accumulated from below by elements of Coh‚. In
particular, Γ‚ is not the upper boundary of a Birkhoff zone. By condition (i) on very good
cylinders, there exists a splitting arc ζ based on Γ‚, with ψi
`
ζps0, 1sq
˘
Ă Γ‚ for some i P I.
So, by accumulation, there exists a coherent sequence pΓnq1ďnďn˚ such that
ζp1q P pΓn˚q
´.
Consider the circle Γ “ BpΓn˚ , Vn˚q, which satisfies Γn˚ ă Γ ă Γ
‚ (otherwise Γ “ Γ‚,
which contradicts our initial assumption Γ‚ R Coh‚). The set K “ ζ´1pΓq is compact
and contained in s0, 1r, set σ “ Max K. So ζpσq P Γ and ζpsσ, 1sq Ă Γ´ by continuity.
Moreover, there exists σ1 ą σ such that ζpσ1q P Γn˚ ; let σ
1 be the smallest one with such
property. Thus ζprσ, σ1sq is an arc contained in the closed annulus bounded by Γn˚ and
Γ, and has one endpoint on Γn˚ and the other one on Γ.
By Lemma 8 below, there exists a point z P Vn˚ with the property that for the vertical
segment V ´pzq below z there exists m ě 0 such that ϕmpV ´pzqq intersects ζpsσ, σ1rq.
Since Vn˚ is a ν-ball, the vertical segment V
´pzq is contained in Vn˚ . It follows that
ϕmpVn˚q X ζpsσ, σ
1rq ‰ H.
Therefore, since ψiprζq Ă Γ‚, the image ψi`pϕmpVn˚q˘ contains a ν-ball V ‚ centered
on Γ‚. We can choose the neighborhood V ‚ small enough so that V ‚ X Γ˚ “ H, hence
BpΓ‚, V ‚q ď Γ˚. Thus one can construct a coherent sequence in Coh given by
Γ1, . . . ,Γn˚ ,Γ
‚,BpΓ‚, V ‚q
whose upper circle is located in pΓ‚q` X pΓ˚q
´, which is a contradiction. This proves the
first claim of the lemma.
Now we show the second claim of the lemma. We will restrict ourselves to coher-
ent sequences with the property that the neighborhood V of Γpaq is contained in a δ-
neighborhood of Γpaq, and that each neighborhood Vn associated to the coherent sequence
is contained in a δ-neighborhood of the corresponding Γn. Restricting to coherent se-
quences satisfying this condition is possible due to (45).
We construct recursively a finite sequence of essential circles Γj, j “ 0, 1, . . . , N , with
the following properties:
(i) Γpaq “ Γ0 ă Γ1 ă . . . ă ΓN´1 ă ΓN “ Γ˚;
(ii) For each j P t0, . . . , N ´ 1u, either
(ii.a) the Hausdorff distance between Γj and Γj`1 is less than δ, or
(ii.b) the region between Γj and Γj`1 is a Birkhoff zone.
We start by setting Γ0 “ Γpaq. Let 0 ă δ1 ă δ. If Γj has been constructed, we define
the set
TΓj “ tΓ P Esspϕq |Γ
j ă Γ ă Γ˚, and dHpΓ
j ,Γq ă δ1u, (46)
where dH stands for the Hausdorff distance.
If TΓj ‰ H we define
Γj`1 “ SupTΓj . (47)
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By construction, dHpΓ
j ,Γj`1q ď δ1 ă δ.
If TΓj “ H, it follows from Lemma 1 that Γ
j is the the lower boundary of some Birkhoff
zone. In this case we define Γj`1 as the upper boundary of that Birkhoff zone. In this
case we must have dHpΓ
j,Γj`1q ě δ1. Of course, it may happen that dHpΓ
j ,Γj`1q ă δ.
This recursive construction ends in finitely many steps at Γ˚. Otherwise, we would
obtain an infinite sequence Γj, j “ 0, 1, . . ., satisfying (ii), with Γj ă Γ˚ for all j. Take
Γ˚ “ Sup Γj . Since the sequence Γj is infinite, it means that it accumulates on Γ˚ from
below. Take a δ1-neighborhood of Γ˚ in the Hausdorff topology. There exists Γj˚ ă Γ˚
that is contained in that neighborhood. It follows that also Γj˚`1 is contained in the same
neighborhood, where Γj˚ ă Γj˚`1 ă Γ˚. Thus, both Γj˚`1 and Γ˚ are δ1-close to Γj˚ . This
is in contradiction with the definition of Γj˚`1 as a supremum (47). Hence the recursive
construction ends in finitely many steps, therefore it must end at Γ˚.
At this point we have constructed a finite sequence of essential circles Γj, j “ 0, 1, . . . , N
satisfying properties (i) and (ii). We apply successively the first statement of the Lemma
7, constructing a coherent sequence from Γ0 to Γ1, then continuing with a construction
of a coherent sequence from Γ1 to Γ2, and so on. Concatenating these coherent sequence
yields a coherent sequence as in the second claim of Lemma 7.
The lemma is proved.
The following result (which can be viewed as a loose extension of Lemma 10) has been
used in the above argument.
Lemma 8. Let f : A Ñ A be an area-preserving special twist map. Let Γ‚ ă Γ
‚ be two
nonintersecting essential invariant circles contained in A. Let C be a continuous curve
which intersect both circles Γ‚,Γ
‚, and let U‚ be a neighborhood of some point in Γ‚. Then
there exists z P U‚, with the vertical segment V
´pzq below z contained in U‚, such that the
positive orbit of V ´pzq under f intersects C.
Proof of Lemma 8. Without loss of generality, we can assume that U‚ is a ν-ball, and
U‚ X C “ H.
In the covering space of A there exists θ1 ă θ2 such that the projection of C onto
the θ-coordinate is between θ1 and θ2. Let ρ‚ the rotation number of Γ‚; all points in Γ‚
have the same rotation number equal to ρ‚. Apply the Birkhoff procedure to Γ‚ and U‚,
obtaining BpΓ‚, U‚q “ Γ
1 ď Γ‚. Since ϕ is a special twist map, Γ1 X Γ‚ “ H, and the
rotation number ρ1 of Γ1 satisfies ρ1 ą ρ‚. Let ε ą 0 small. There exists N ą 0 such that,
for every ξ P Γ‚ and ξ
1 P Γ1 we have, relative to the covering space, that
πθrϕ
N pξ1qs ´ ε´ πθrϕ
N pξqs ą 1` θ2 ´ θ1. (48)
Choose a point x1 P Γ1 and let
V 1 “
Nč
i“0
ϕ´ipBνpϕ
ipx1q, ε{2qq,
where Bνpϕ
ipx1q, ε{2q is a ν-ball centered at ϕipx1q with the θ-component of the ball of
diameter less than ε. For any point ζ P V 1 we have that ϕN pζq P Bνpϕ
N px1q, ε{2q, hence
πθrϕ
N pζqs ą πθrϕ
N px1qs ´ ε.
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By Lemma 3, there exists z P U‚ and n ě 0 such that ϕ
npzq P V 1. Let x be the
intersection point between the vertical line V ´pzq through z and Γ‚. The point ϕ
npzq lies
on the positive tilted curve ϕnpV ´pxqq starting at ϕnpxq and ending at ϕnpzq, which is
the image of the vertical line V ´pzq under ϕn. The image of this curve under ϕN has one
endpoint at ϕN pφnpxqq and the other endpoint at ϕN pφnpzqq. Applying (48) to ξ “ φnpxq
and ξ1 “ x1, we have πθrϕ
N px1qs ´ ε´ πθrϕ
N pϕnpxqqs ą 1` θ2 ´ θ1, and since ϕ
npzq P V 1,
we have πθrϕ
N pϕnpzqqs ą πθrϕ
N px1qs ´ ε.
We conclude
πθrϕ
N pϕnpzqqs ´ πθrϕ
N pϕnpxqqs ą 1` θ2 ´ θ1.
Thus, the image of ϕN`npV ´pzqq of V ´pzq under ϕN`n has the θ-projection of its end-
points more than 1` θ2 ´ θ1 apart, thus ϕ
N`npV ´pzqq X C ‰ H.
We can now end the proof of Proposition 2. By Lemma 7, applied to Γ˚ “ Γpbq,
there exists a coherent sequence of circles pΓnq0ďnďn˚ , with associated neighborhoods
pVnq0ďnďn˚ , such that
V0 “ U‚, Γn˚ “ Γpbq.
Then, by continuity, there exists a sequence pWnq0ďnďn˚ of open sets with Wn˚ Ă Vn˚ ,
such, for 0 ď n ď n˚ ´ 1:
Wn Ă Vn, ψin ˝ pϕmnpWnq “Wn`1
for suitable in P I and mn ě 0. As a consequence, since Wn˚ X Γpbq
` ‰ H, there exists a
point z0 P W0 such that zn`1 “ ψinppϕmnpznqq PWn`1, for n “ 0, . . . , N ´ 1. In particular
zN P Γpbq
`.
At the beginning of the proof we assumed that the maps ψi are chosen so that the
domain of each map has diameter less than δ. The coherent sequence obtained at the
end of Lemma 7 has been constructed so that, for any two consecutive circles Γn ă Γn`1,
either dHpΓn,Γn`1q ă δ, or the region between Γn and Γn`1 is a Birkhoff zone. Each
essential invariant circle is between a pair Γn and Γn`1 as above, or is at the boundary
of a Birkhoff zone between Γn and Γn`1, for some n. Hence the pseudo-orbit pznq0ďnďN
obtained above gets δ-close to every essential invariant circle.
This concludes the proof of Proposition 2 in the case of very good P -cylinders.
The same type of argument is used for the following corollary dedicated to the “singular
cylinders”, for which a constructive proof can also be deduced from the previous one.
Corollary 3. We keep the assumptions of Proposition 2. Assume that K is a compact
subset of A, invariant under ϕ and contained in the interior of a Birkhoff zone Z of ϕ.
Let ρ “ dist pK, BZq. Assume that for each i P I,
diamDomψi ă Min tρ{2, δu. (49)
Then f “ ppϕ,ψq admits a δ-admissible pseudo-orbit which does not intersect K.
Proof. For each of the boundary circles of BZ, by assumption (49) the domains of the
homoclinic maps ψi which intersect these boundaries do not intersect K. Thus, in order to
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cross the Birkhoff zone Z (that is, to obtain pseudo-orbits from some small ball centered on
the lower boundary to some small ball centered on the upper boundary), in the argument
of Proposition 2 we only use the ‘inner’ map φ. Since K is invariant under φ, it means
that the resulting pseudo-orbits do not intersect K.
3. Removing the compatibility condition between splitting arcs and twist. The
compatibility condition between the orientation of the splitting arcs and the direction of
the twist in Definition 16 seems to be non generic, even in specific classes of examples as
[LM]. To conclude this paper, we indicate below two ways to get rid of this condition,
which therefore yields other proofs of Proposition 1 using the Birkhoff procedure.
Method 1. One can use the approach of Proposition 2 in conjunction with the Poincare´
recurrence theorem, under the weaker assumption that that C is a good cylinder, rather
than a very good one. That is, the results of Proposition 2 and of Corollary 3 remain valid
under the same setting as in Proposition 1. To see this, using the first part of the proof
of Proposition 1, it is enough to prove that given any connected open neighborhood V of
Γpaq in A˚, the orbit U of V under the polysystem ppϕ, pϕ´1, ψq|A˚ satisfies
Γpbq Ă ccpU,Γpaqq. (50)
One can then easily modify each step of the previous proof to get the same conclusion.
However, we loose the benefit of the previous formulation, since the new proof strongly
relies on the Poincare´ recurrence theorem. l
Method 2. We now use the equivariance properties of the homoclinic correspondences
(see Appendix B).
Assume for instance that ϕ tilts the verticals to the right and assume moreover that the
homoclinic correspondence ψ is equivariant. For the key part of the proof of Proposition 2,
let pΓ, V q P P and Γ1 “ BpΓ, V q. Assume that there is a left-splitting arc rζ for Γ1
based at a point α P Γ1, such that rζztαu Ă Dompψiq for some homoclinic map ψi, and
ψiprζztαuq Ă Γ. Since the inverse map ϕ´1 tilts the verticals to the left, the argument
in the proof of Lemma 6 implies that ϕ´npV q X prζztαuq ‰ H for some n ą 0. Choose
m ą n. Then ϕm´npV q Xϕmprζztαuq ‰ H. By the definition of an equivariant homoclinic
correspondence, there exists a homoclinic map ψipmq satisfying
Domψipmq “ pϕm`Domψiq, Imψipmq “ pϕm`Imψiq,
and
ψipmq ˝ pϕm “ pϕm ˝ ψi.
Therefore
ψipmqpϕ
mprζztαuqq “ ϕmpψiprζztαuqq Ă ϕmpΓq Ă Γ,
since Γ is ϕ-invariant. The rest of the proof goes as before. l
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A A reminder on twist maps
We refer to [LC], [H] and [HK] for surveys on twist maps. Let a ă b be fixed. We set
A “ Tˆ ra, bs, Γpaq “ Tˆ tau, Γpbq “ Tˆ tbu.
The closure of a subset E Ă A will be indifferently denoted by clE or E, and its interior
will be denoted by IntE. The set FrE “ clEzIntE is the frontier of E. A disk is an open
connected and simply connected subset of A.
Here we say that f : AÑ A is a twist map when it is a C1 diffeomorphism, preserves
Γpaq and Γpbq and tilts the vertical, that is, fpθ, rq “ pΘ, Rq with
BrΘpθ, rq ą 0 or BrΘpθ, rq ă 0, @pθ, rq P A.
Then f tilts the vertical to the right in the former case and to the left in the latter one. A
continuous map f : AÑ A is said to be area-preserving when it leaves invariant a Radon
measure which is positive on the open subsets of A. An essential circle in A is a C0 curve
which is homotopic to Γpaq.
Theorem (Birkhoff). Let f : AÑ A be an area-preserving twist map. Then there exists
ν ą 0 such that any essential circle invariant under f is the graph of some ν–Lipschitz
function ℓ : TÑ ra, bs.
The second result from Birkhoff’s theory we need is the following.
Theorem (Birkhoff). Let f : AÑ A be an area-preserving twist map. Assume that U
is an open subset of A homeomorphic to Tˆr0, 1r, with Γpaq Ă U , such that fpUq Ă U and
such that U is the interior of its closure. Then the frontier FrU is an invariant essential
circle.
One easily deduces from the first Birkhoff theorem that the set Esspfq of essential
invariant circles of f , endowed with the Hausdorff topology, is compact. Given Γ P Esspfq
with Γ “ Graph pℓq, we set
Γ` “
 
pθ, rq P A | r ą ℓpθq
(
, Γ´ “
 
pθ, rq P A | r ă ℓpθq
(
. (51)
By the Poincare´ theory, every Γ P Esspfq admits a rotation number in T for f|Γ. One
can choose a common lift to R for the rotation number of all circles, which yields a
function ρ : Esspfq Ñ R. This function is continuous and increasing, in the sense that
if Γi “ Graph ℓi, i “ 1, 2 are invariant with ℓ1 ď ℓ2, then ρpℓ1q ď ρpℓ2q. Moreover,
ρpℓ1q ă ρpℓ2q when ℓ1 ă ℓ2.
Definition 18. Let f : AÑ A be an area-preserving twist map of the annulus A. Let ℓ‚
and ℓ‚ be two functions T Ñsa, br whose graphs Γ‚ and Γ
‚ are in Esspfq. Then one says
that the set
B “ tpθ, rq | θ P T, ℓ‚pθq ď r ď ℓ
‚pθqu
is a Birkhoff zone when that there is no element Γ “ Graph ℓ P Esspfq such that ℓ‚ ď ℓ ď ℓ
‚
and ℓ ‰ ℓ‚, ℓ ‰ ℓ
‚.
We are now in a position to prove Lemma 1, for which we refer to Definition 3.
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Proof of Lemma 1. The main property of a special twist map f , coming from the fact
that no element of Esspfq has rational rotation, is that two distinct elements of Esspfq are
disjoint (see [HK], Section 13.2). As a consequence, the rotation number ρ : Esspfq Ñ R is
a homeomorphism onto its image R “ ρ
`
Esspfq
˘
, by compactness of Esspfq, where Esspfq
is endowed with the uniform topology. The boundaries of the Birkhoff zones are sent by
ρ on the boundaries of the maximal intervals in the complement Rotzρ
`
Esspfq
˘
, where
Rot “
“
ρpΓpaqq, ρpΓpbqq
‰
is the rotation interval of f . The other claims easily follow.
Given pu, vq P R2, let =pu, vq be the oriented angle of pu, vq in r0, 2πr. Let f : AÑ A
be an area-preserving twist map. Fix a circle Γ P Esspfq. An arc emanating from Γ is a C0
function γ : r0, 1s Ñ A such that γp0q P Γ and γps0, 1sq P Γ`. We say that such an arc ends
at γp1q. An C1 arc emanating from Γ with γ1psq ‰ 0 for s P r0, 1s is said to be positively
tilted (resp. negatively tilted) when =
`
p0, 1q, γ1p0q
˘
P s0, πr (resp. =
`
p0, 1q, γ1p0q
˘
P s´π, 0r)
and when the continuous lift to R of s ÞÑ =
`
p0, 1q, γ1psq
˘
is positive (resp. negative) over
r0, 1s.
Figure 4: Positively and negatively tilted arcs
We can now prove our second lemma on special twist maps and domains associated
with right or left splitting arcs, stated in Section 2.
Proof of Lemma 4. We adopt the natural convention for the (oriented) parametrization
of geometric segments and their concatenation. Let ζ be a right splitting arc based on Γ
whose image is contained in Γ`‚ , and let x “ pθ, rq be a point in the associated domain D.
Let rθ0, θ0 ` τ s be the projection of ζpr0, 1sq on T and let ξ be a point of the image of ζ
located on the vertical through θ0 ` τ . Let y P Γ be the intersection point of the vertical
through x with Γ and let y1 P Γ be the intersection point of the vertical through ξ with Γ.
Let ry, y1sΓ be the segment of Γ limited by y, y
1 and above rθ, θ0 ` τ s. Fix some point
z P Γ‚ such that the segment rz, ξs is positively tilted. We define a C
0 arc emanating
from Γ‚ and ending at x as the concatenation of the arcs rz, ξs, rξ, y
1s, ´ry, y1sΓ and ry, xs.
Approximating the segment ´ry, y1sΓ from below and “rounding the corners” then yields
a positively tilted C1 arc which satisfies our requirements.
The following easy result on negatively tilted arcs is used several times in our construc-
tions.
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Lemma 9. Let Γ be an essential circle of A which is the graph of a ν-Lipshitz function
ℓ : TÑ r0, 1s, and let B be a ν-ball centered on Γ. Then for any z P Γ` XB, there exists
a negatively tilted arc emanating from Γ and ending at z, whose image is contained in B.
Proof. Set B “ Bθ ˆ Br. Then since B is a ν-ball the graph of ℓ|Bθ is contained in B.
Given z “ pθ, rq P Γ` XB and θ0 P Bθ with θ0 ă θ close enough to θ so that
r ´ ℓpθ0q
θ ´ θ0
ą ν,
and setting z0 “
`
θ0, ℓpθ0q
˘
, the segment rz0, zs satisfies our requirements.
The proof of the following lemma is immediate.
Lemma 10. Let f : AÑ A be an area-reserving twist map. Let Γ˘ be two nonintersecting
essential invariant circles contained in A. Then for any continuous curves C and C 1 which
intersect both circles Γ˘, the positive orbit of C under f intersects C 1.
We refer to [LC86] and [LC87] for the proofs of the following two results from Birkhoff’s
theory.
Lemma 11. Let f : A Ñ A be an area-preserving twist map and let Γ be an essential
invariant circle for f . The inverse image f´1 ˝ γ of a positively tilted arc γ emanating
from Γ is a positively tilted arc emanating from Γ. The direct image f ˝ γ of a negatively
tilted arc γ emanating from Γ is a negatively tilted arc emanating from Γ.
Given a point x P A, we define the lower vertical V ´pxq as the vertical segment joining
a point of Γpaq to x.
Lemma 12. Let f : A Ñ A be an area-preserving twist map. Let Γ be an essential
invariant circle for f . Let X be a connected closed subset of A which disconnects the
annulus A and such that X Ă Γ`. Let x P A be such that there exists a positively tilted
arc γ and a negatively tilted arc η, both emanating from Γ and ending at x, such that the
images of γ and η do not intersect X. Then the vertical V ´pxq does not intersect X.
The following strong connecting lemma appeared with a different proof in [GR13].
Proposition 3. Let f : A Ñ A be a (not necessarily special) area-preserving twist map.
Let Γ‚ and Γ
‚ be the boundary components of some Birkhoff zone of instability for f . Fix a
pair of open sets V‚, V
‚ which intersect Γ‚ and Γ
‚ respectively, with moreover V‚ Ă pΓ
‚q´.
Then there exist a point z P V‚ and an integer n ě 0 such that f
npzq P V ‚. Moreover the
integer n can be chosen arbitrarily large.
Proof. Set
U “
ď
ně0
fnpΓ´‚ Y V‚q “ Γ
´
‚ Y
` ď
ně0
fnpV‚q
˘
,
so that U is a connected and f -invariant neighborhood of Γpaq, which satisfies
U Ă pΓ‚q´.
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Hence the frontier Γ :“ FrU of its associated filled subset (see Section 5) is in Esspfq and
satisfies Γ‚ ď Γ ď Γ
‚. Therefore Γ “ Γ‚ or Γ “ Γ
‚. The former equality is impossible by
construction, so Γ “ Γ‚.
As a consequence, Γ‚ Ă FrU Ă FrU , so there exists an integer n ě 0 such that
fnpV‚q X V
‚ ‰ H,
which proves our claim. Finally, observe that by chosing arbitrarily small open subsets
W‚ Ă V‚, W
‚ Ă V ‚ and applying the previous result to the pair W‚, W
‚, one can ensure
that the integer n can be chosen arbitrarily large.
B Equivariance properties for homoclinic correspondences
We describe here some equivarance properties of the homoclinic correspondences with
respect to the Hamiltonian flow, see [DLS08] for related equivariance results. These prop-
erties reveal themselves to be useful in the constructive framework of Section 5.
Definition 19. Consider a C2 Hamiltonian function H on A3, a completely regular value
e and a tame cylinder C at energy e, with continuation pC and continued twist section pΣ
with return map pϕ. We say that a homoclinic correspondence ψ “ pψiqiPI is equivariant
when for each i P I and for each m P Z there exists an index ipmq such that
Domψipmq “ pϕm`Domψiq, Imψipmq “ pϕm`Imψiq (52)
and
ψipmq ˝ pϕm “ pϕm ˝ ψi. (53)
The main result of this section is the following.
Lemma 13. With the same assumptions as in the previous definition, any homoclinic
correspondence pψiqiPI can be extended to an equivariant homoclinic correspondence, in
the sense that there exists an equivariant homoclinic correspondence pψiqiPI with I Ą I
and ψi “ ψi for i P I.
Proof. Given a subset A Ă pC and a function T : A Ñ R, we denote by ΦT : A Ñ pC the
map defined by
ΦT pxq “ ΦH
`
T pxq, x
˘
, x P A.
1. Fix an element ψ “ ψi : Domψ Ñ Imψ of the initial homoclinic correspondence. By
definition, there exist a C1 map S : DomS Ñ ImS and a C1 function τ : Domψ Ñ R`
such that the following diagram
Domψ
ψ
ÝÝÝÝÑ Imψ§§đΦτ §§đj
DomS
S
ÝÝÝÝÑ ImS
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commutes (where we denoted by j the canonical inclusion). The map S moreover satisfies
condition (21) of Definition 6.
2. Since DomS is an open subset of int pC which contains Φτ pDomψq, one can find C1
functions α, β : Domψ Ñ R such that α ă τ ă β and
DpSq :“
ď
xPDomψ
ΦH
`
sαpxq, βpxqrˆtxu
˘
Ă DomS.
By equivariance of S and commutativity of the previous diagram
IpSq :“
ď
xPImψ
ΦH
`
sαpxq ´ τpxq, βpxq ´ τpxqrˆtxu
˘
is an open subset of ImS. We still denote by S the induced map from DpSq to IpSq.
Note that the previous diagram still commutes if S : DomS Ñ ImS is replaced with
S : DpSq Ñ IpSq. Note moreover that if DtpSq :“ DpSq XHomt pC , then Dt is an open
subset of full measure of DpSq such that
@x P DtpSq, W
´pxq XW`
`
Spxq
˘
XHomt pC ‰ H. (54)
3. For m P Z, we denote by T pmq : pΣÑ R` the mth return time map associated with the
Hamiltonian flow, so that pϕm “ ΦT pmq : pΣ Ñ pΣ. We still denote by T pmq the “fiberwise
continuation” of T pmq to the domains DpSq and IpSq, that is:
@x P Domψ, @z P ΦH
`
sαpxq, βpxqrˆtxu
˘
, T pmqpzq “ T pmqpxq,
@y P Imψ, @z P ΦH
`
sαpyq ´ τpyq, βpyq ´ τpyqrˆtyu
˘
, T pmqpzq “ T pmqpyq.
Then, observe that the map Spmq : ΦT
pmq`
DpSq
˘
Ñ ΦT
pmq`
IpSq
˘
defined by
Spmq “ ΦT
pmq
˝ S ˝Φ´T
pmq
satisfies
@z P ΦT
pmq`
DtpSq
˘
, W´pzq XW`pSpmqpzqq XHomt pC ‰ H,
by equivariance of the characteristic foliations and preservation of the transversality. More-
over, ΦT
pmq`
DtpSq
˘
is an open subset with full measure of ΦT
pmq`
DpSq
˘
.
4. For m P Z, let ψpmq be the unique map such that the following diagram
pψpmqpDomψq ψpmqÝÝÝÝÑ pψpmqpImψq§§đΦτ §§đj
ΦT
pmq`
DpSq
˘ Spmq
ÝÝÝÝÑ ΦT
pmq`
IpSq
˘
commutes. Then clearly Domψpmq “ pϕmpDomψq, Imψpmq “ pϕmpImψq and
@x P Domψ, ψpmqpxq ˝ pϕm “ pϕm ˝ ψ. (55)
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5. Let us consider the new index set I “ I ˆ Z and set
ψpi,mq “ ψ
pmq
i .
Then the previous construction proves that pψpi,mqqpi,mqPI is a homoclinic correspondence,
with associated family pS
pmq
i qpi,mqPI.
6. It suffices now to show that it is equivariant. Fix i “ pi, kq P I, set ψ :“ ψi “ ψ
pkq
i , fix
m P Z and set ψpmq “ ψ
pm`kq
i . Then
Domψpmq “ pϕm`kpDomψiq “ pϕmpDomψq,
Imψpmq “ pϕm`kpImψiq “ pϕmpImψq,
and, by (55):
ψpmq ˝ pϕm`k “ pϕm`k ˝ ψi “ pϕm ˝ pϕk ˝ ψi “ pϕm ˝ψ ˝ pϕk
so that
ψpmq ˝ pϕm “ pϕm ˝ψ.
This proves the equivariance condition for ψi, with ipmq “ pi,m` kq.
Observe that while homoclinic correspondences giving rise to good cylinders can always
be modified in order to obtain δ-bounded correspondences, this is no longer the case for
equivariant correspondences, due to the extension process.
C Symmmetrization of polysystems
The following general lemma has been used several times is specific contexts.
Lemma 14. Let A be a metric space endowed with a finite Borel measure, positive on the
nonempty open subsets of A. Let ϕ be a measure-preserving homeomorphism of A and let
pψiqiPI be a polysystem on A, where Domψi is open and the map ψi : Domψi Ñ Imψi is a
homeomorphism, for all i P I. Fix a nonempty open subset V Ă A. Let Uf and Ug be the
full orbit of V under the polysystems f “
`
ϕ,ψ “ pψiqiPI
˘
and g “
`
ϕ,ϕ´1, ψ “ pψiqiPI
˘
respectively. Then Uf is contained and dense in Ug.
Proof. Since ϕ, ϕ´1 and ψi are open maps, the full orbits Uf and Ug are open in A, and
clearly Uf Ă Ug. We assume that the index set I does not contain t´1, 1u and we write
I “ t´1, 1u Y I. Set τ´1 “ ϕ
´1, τ1 “ ϕ, τi “ ψi for i P I, so that
f “ pτ1, pτiqiPIq, g “ pτ´1, τ1, pτiqiPIq.
Fix a nonempty open subset W Ă Ug. Then (by continuity of the maps) there exist
a nonempty open subset W of V and a sequence ω “ pωnq0ďnďn˚´1 P I
n˚ such that
gωpW q Ă W. We will iteratively modify the set W and the sequence ω so that we get a
nonempty open set ĂW ĂW and a sequence rω P `1Y I˘m˚ such that
f rωpĂW q “ gωpĂW q ĂW.
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At each step of the process, the number of occurrences of the index ´1 in the sequence ω
will decrease by 1, and so the process stops after a finite number of steps. Let us describe
the first one.
We set, for 0 ď n ď n˚ ´ 1:
Wn “ g
pω0,...,ωn´1qpW q
so that Wn˚ “ g
ωpW q Ă W. Let n ě 0 be the smallest index such that ωn “ ´1. Since
τ1 “ ϕ is measure-preserving, there exists a nonempty open subset O ĂWn and an integer
ν ě 1 such that
τν`1
1
pOq ĂWn,
by the Poincare´ recurrence theorem. Consider the new sequence ω1 “ pω1
0
, . . . , ωn1˚`ν´2q
with
ω1n “ ωn, 0 ď n ď n´ 1,
ω1n “ 1, n ď n ď n` ν ´ 1,
ω1n “ ωn´ν`1, n` ν ď n ď n˚ ` ν ´ 2,
where the first line has to be omitted when n “ 0. Set
W 1 “ τ´1ω0 ˝ ¨ ¨ ¨ ˝ τ
´1
ωn´1
pOq ĂW,
and note that W 1 ‰ H. Set
W 10 “W
1, W 1n “ g
pω1
0
,...,ω1n´1qpW 1q, 1 ď n ď n˚ ` ν ´ 1.
Therefore, by construction:
W 1n ĂWn, 0 ď n ď n´ 1, and W
1
n “ O ĂWn.
Hence
W 1n`ν “ τ
ν
1 pW
1
nq “ τ
´1
1
`
τν`1
1
pW 1nq
˘
“ τ´1
1
`
τν`1
1
pOq
˘
Ă τ´1pWnq “Wn`1.
As a consequence, by definition of the sequence ω1:
W 1n ĂWn´ν`1, n` ν ` 1 ď n ď n˚ ` ν ´ 1.
In particular
W 1n˚`ν´1 ĂWn˚
and if ℓ is the number of occurrences of ´1 in ω, then ´1 occurs ℓ´1 times in ω1. Iterating
this process therefore yields a nonempty open set ĂW Ă W and a sequence rω P t0, 1um˚
such that f rωpĂW q ĂWn˚ ĂW, so that the full orbit Uf of V under f intersects W. Since
W is arbitrary in Ug, this proves that Uf is dense in Ug.
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