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Introduction
Prediction of future observations and the calculation of valid prediction intervals strongly depends on the type of model that may be assumed. In particular, many observed time series exhibit apparent trends. Forecasts will di er greatly, depending on how these trends are modelled. A trend may be (1) deterministic, i.e. de ned by a deterministic function, (2) purely stochastic or a mixture of (1) and (2). Typical examples of (1) are polynomial functions or functions satisfying certain smoothness assumptions. Typical examples of (2) are nonstationary processes, such as random walk or ARIMA(p d q) processes (Box and Jenkins 1976) , whose mth di erence is stationary (m = 1 2 :::). In addition to nonstationary models, stationary long-memory processes (see e.g. Beran 1994 ) often exhibit local spurious trends which m a y be hard to distinguish from deterministic trends or purely stochastic nonstationarity.
Here, a stationary process Y i with autocovariances (k) = cov(Y i Y t+k ) is said to have long-range dependence, if the spectral density f( ) = (2 ) ;1 P 1 k=;1 exp(ik ) (k) has a pole at the origin of the form f( ) c f j j ; (j j ! 0)
(1) for constants c f > 0 and 2 (0 1) where " " means that the ratio of the left and right hand side converges to one (see, e.g. Mandelbrot 1983 , Cox 1984 , Hampel 1987 , K unsch 1986 , and Beran 1994 and references therein).
In particular, this implies that, as k ! 1 the autocovariances (k) are proportional to k ;1 and hence their sum is in nite.
While there are many methods in the time series literature that deal with certain types of trends (see e.g. Phillips 1997 and references therein also see Beran 1994 for references on long-memory processes), the large variety of possible models is often confusing to the applied data analyst. Finding an appropriate model and, in particular, de ning realistic forecasts, is therefore a c hallenging task in practice. A possibility to resolve this problem is to setup a uni ed framework in which exible modelling of deterministic and stochastic components is possible, and objective data driven inference can be made to decide which of the components (deterministic trend, stochastic trend, spurious trends, stationary components) may bepresent. This approach is taken in Beran (1999) by de ning so-called SEMIFAR models. These models combine parametric modelling of stochastic components by stationary and nonstationary fractional autoregressive models, as de ned in Beran (1995) , with nonparametric modelling of a deterministic trend function. A semiparametric estimation method can be de ned combining maximum likelihood and kernel estimation with data driven bandwidth selection. This is described in detail in Beran (1999) . The present paper considers forecasting based on SEMIFAR models.
The organization of the paper is as follows. In section 2, a brief summary of the main results in Beran (1999) is given. Formulas for predictions and prediction intervals are derived in section 3. The results are applied to foreign exchange rates in section 4. In particular, the reliability of forecast intervals is examined empirically. Final remarks conclude the paper. Proofs are given in the appendix. (x) ; g 00 (y)j C 2 j x ; yj for all x y 2 0 1] constants C 1 C 2 < 1 and some 2 (2 3]: Here g (j) denotes the jth derivative. Also, assume that for at least one l 2 f 0 1g g (l+1) does not vanish in 1 ; ] (0 < < 0:5) and g (l) achieves an absolute maximum or minimum in 1 ; ]: These conditions on g are analogous to Ray and Tsay (1987) and Hall and Hart (1990) . Furthermore the following notations will be used: i (i = ::: ;1 0 1 2 : : : ) is a sequence of iid zero mean normal random variables with 2 = v ar( i ) (x) = 1 ; P p j=1 j x j is a polynomial with roots outside the unit circle, B is the backshift operator with BY i = Y i;1 : Also, we use the convention B j g(t i ) = g(t i;j ) where t i = i=n: Then SEMIFAR models are de ned by (Beran 1999 Remarks:
1. Note that for m = 0 Y i = (t i ) + U i where (t i ) = g(t i ) and U i is a stationary fractional AR process de ned as the stationary solution of (B)(1 ; B) U i = i (3) (Granger and Joyeux 1980, Hosking 1981 Beran (1995) . In particular, if m = 0 then (2) with constant g reduces to a stationary fractional AR process (Granger and Joyeux 1980, Hosking 1981 can be reconstructed from (2), whereas this is no longer the case for m 2: 7. The normality a s s u m p t i o n on the innovations i can berelaxed to obtain non-Gaussian SEMIFAR models. Combining maximum likelihood with kernel estimation, the following method for estimating o and the trend function g is obtained in Beran (1999) : Let K be a symmetric polynomial kernel (see e.g. Gasser and M uller 1979) The asymptotic behaviour ofĝ and^ is derived in Beran (1999) . As n ! 1 ĝ converges in probability to g the optimal mean squared error of g is proportional to n (4 ;2)=(5;2 ) and p n(^ ; ) converges in distribution to a zero mean normal vector with covariance matrix V = 2 D ;1 where and generalizes previous results for o = 0 (Chiu 1989 , Altman 1990 , Hall and Hart 1990 , Herrmann, Gasser and Kneip 1992 and o 2 (0 0:5) (Hall and Hart 1990 , Cs org o and Mileniczuk 1995 , Ray and Tsay 1997 ). An algorithm for estimating o and g can then bede ned by combining iterative plug-in bandwith selection similar to Ray and Tsay (1997) and Herrmann et al. (1992) with the estimation procedure in the previous section. A detailed description of the algorithm is given in Beran (1999 
Extrapolation of the trend function
Since for SEMIFAR models only general regularity conditions on g are imposed, the deterministic trend (t) may behave in an arbitrary way in the future. This is in contrast to parametric trend models. However, we may assume that in the neighbourhood of t n = 1 a Taylor expansion of order r can beapplied. A natural extrapolation of is thus given by
8 with = k=n: In general, this approximation is only good for su ciently small values of k=n: This re ects the well known experience that extrapolation of trends too far into the future may bedangerous. Theoretically, the Taylor extrapolation is valid if k=ntends to zero with increasing n: In the applications below, r = 0 i.e. constant extrapolation (t n+k ) (1) (12) and r = 1 i.e linear extrapolation (t n+k ) (1) + 0 (1) (13) will be used. There are at least two reasons for choosing a low v alue of r:
1. Higher order derivatives may be di cult to estimate. In particular, the order of the optimal mean squared error of kernel estimates of the jth derivative increases with increasing j (see e.g. Herrmann et al. 1992 , Ray and Tsay 1997 , Beran 1999 ). 2. Higher order polynomials may explode very quickly yielding unrealistic prediction values.
It should be emphasized, however, that higher order Taylor extrapolation may be useful for certain data sets. This question will need to be considered in future research.
In terms of g linear extrapolation for the two cases, m = 0 and m = 1 looks as follows. For m = 0
For m = 1 (t) Y n + nG(t) (t 1) so that 0 (t) = ng(t): Thus,
Constant extrapolation is given by (t n+k ) = g(t n+k ) g(1) 
for 0 < j j < 0:5 and (0) = lim !0 ( ) = 2 : Then, as k ! 1 the following holds:
The intuitive interpretation of this result is that, as k tends to in nity, the past values X 1 ::: X n do not contribute anything to the prediction so that the MSE approaches the variance of U 
Estimated prediction intervals
For known values of g and a (1 ; )100%;prediction interval for Y n+k is given byŶ n+k z =2 q M S E opt (27) whereŶ n+k = P r j=0 (j) (1) (k=n) r + t opt X(n) and the values of opt and M S E opt are obtained from theorem 1. If g and are estimated, the quantities in (27) are replaced by the corresponding estimated quantities. More speci cally, the following procedure can bede ned:
1. Estimation of the parameters: Estimate p o and g by applying the estimation method de ned in section 2, together with a model selection criterion such as the BIC (Schwarz 1978 , Akaike 1979 , Beran 1999 ).
2. Deterministic extrapolation: Depending on the values ofm = ^ 2 + 0 :5] and r useĝ and equations (16) or (17) respectively, to obtain^ (t n+k ): (Form = 0 a n d r = 1 estimate g 0 by a suitable nonparametric method, such as kernel estimation).
3. Stochastic prediction: Obtain^ t opt and the estimated mean squared prediction error s 2 n k = M S E (^ ) from theorem 1, using the estimated covariance matrix^ n = n (^ ): 
5. Prediction interval: De ne the prediction intervalŶ n+k z =2 s n k where P(jZj > z =2 ) = for a standard normal random variable Z:
4 SEMIFAR forecasts for foreign exchange rates
To illustrate SEMIFAR predictions, we consider prediction of foreign exchange rates. The exchange rates chosen here are: daily data (between January 1993 and May 1997) for the Swiss Franc (CHF), German Mark (DM), British Pound (GBP) and Japanese Yen (JPY). The data are displayed in gures 1a through d. Given is the value in US dollars per unit of the foreign currency.
According to current k n o wledge, prediction of foreign exchange rates appears to beparticularly di cult. There has beena controversial discussion in how far foreign exchange rates can be predicted at all (see e.g. Frankel and Rose 1995 and references therein Meese and Singleton 1982 , Meese and Rogo 1983 , Baillie and Bollerslev 1989 , Diebold and Nason 1990 , Liu and He 1991 , Meese and Rose 1991 , Cheung 1993 , Brooks 1997 . Proposed models include for instance random walk, fractional ARIMA models with long memory, macroeconomic models, nonlinear function models, GARCH models and nonparametric prediction models. In spite of the large variety o f m o d e l s , the success in forecasting the future development o f e x c hange rates seems to have been rather limited. In particular, Frankel and Rose (1995) come to the conclusion that the simple random walk model appears to provide short-to medium term forecasts that are as good as or even better than more sophisticated models. It should be noted, however, that the predominant criterion for judging the performance of predictions has been the accuracy of point predictions, measured for instance by the mean squared prediction error. This is not be the only informative criterion. The purpose of a statistical prediction is not only to obtain a point estimate but also to have a con dence interval. Thus, an important criterion for assessing the usefulness of a statistical prediction is whether prediction intervals are realistic, i.e. neither too short nor too long. The results below indicate that, for the exchange rates considered here, prediction intervals based on random walk may indeed be unnecessarily large, even if no other information than the observed time series is used. Table 1 summarizes the essential features of the tted models. The only chosen orders werep = 0 and 1, and in most casesp was equal to zero. The rst question is in how far the nominal levels of the prediction intervals are correct. Table 2 gives the percentage of "future" observations contained in the 95%-prediction intervals for k;steps ahead SEMIFAR forecasts. Table 3 summarizes the same for random walk predictions. As a cautionary remark, it should be noted that the percentages are obtained as an average of 31 (dependent) indicator variables. Thus, in particular, if a future value was outside the prediction interval for one of the subseries, then the observed coverage probability drops from 100 to 97%. For comparison, the coverage probabilities of random walk forecast intervals are also given. Table  2 indicates that, generally, for short-term forecasts, the observed coverage percentages are close to the nominal ones for both, r = 0 and r = 1: For long-term forecasts, linear extrapolation (r = 1 ) appears to beless reliable, whereas constant predictions yield realistic prediction intervals even upto k = 30 (except perhaps for the Japanese Yen where long-term forecasts seem di cult). Apparently, the deterministic trend of foreign exchange rates is far from linear, with rapidly changing slopes. A linear Taylor expansion is thus valid only in a very small neighbourhood and the best long-term "guess" of the deterministic function is the last observed value. Also note that the coverage probabilities of random walk predictions given in table 3 are similar to those of SEMIFAR predictions with r = 0 :
Overall, table 2 indicates that SEMIFAR forecasts yield (approximately) valid prediction intervals for the foreign exchange rates considered here. A second question is how the precision of SEMIFAR point predictions compares to random walk predictions. This question is interesting in view of the apparently good performance of random walk predictions for foreign exchange rates reported in the literature (see the references given above). Table 4 compares the mean squared prediction errors (MSE) of SEMIFAR forecasts (for r = 0 and r = 1) with those of random walk forecasts. Clearly, in terms of the MSE, random walk forecasts are competitive for the forecasting horizon k 10: SEMIFAR forecasts with r = 0 are slightly better with respect to the MSE, but overall, in terms of the MSE not much is gained by using the more complicated SEMIFAR models. Consider, however, the length of SEMIFAR prediction intervals. Figure 3 displays the ratio of the average length of SEMIFAR prediction intervals (with r = 0) divided by t h e length of random walk prediction intervals, plotted against k:SEMIFAR intervals turn out to be considerably shorter, in particular for larger lags. The most dramatic improvement is achieved for the British Pound. At the same time, a comparison with table 3 indicates that, even for long-term forecasts, the coverage probability of random walk prediction intervals is not generally higher, although they are wider. In this sense, SEMIFAR predictions with r = 0 outperform random walk forecasts.
Final remarks
The main advantages of SEMIFAR models for forecasting may besummarized as follows:
1. A uni ed framework for simultaneous modelling of stationary and nonstationary short-and long-memory components as well as smooth deterministic trends is provided. This allows, in particular, for automatic data driven modelling of and distinction between (almost) arbitrary deterministic trends as well as stochastic and spurious trends. All estimated components are incorporated in the forecast.
2. In \stationarity v ersus unit root" approaches, a decision has to be made Clearly, as always with forecasting, structural changes in the behaviour of the data that have not occurred in the past cannot be foreseen. Thus, for instance, sudden extreme drops in a particular exchange rate are usually due to an "arti cial" intervention that can hardly be predicted from the one observed time series only. More practical experience will be needed to explore the potential of SEMIFAR models.
Also, a number of open problems remain. For instance, other ways of extrapolating the nonparametric trend function may be better for certain data sets. Other smoothing methods, such as local polynomials or wavelets may be useful in this context. Another open problem is the comparison of different model choice criteria. Here, the BIC was used for choosing the order p: In view of results for stationary short-memory processes (see e.g. Shibata 1978) the question may beraised whether other model choice criteria, such as the AIC (Akaike 1971), may lead to improved forecasts. Also, incorporating possible deviations from normality a n d in particular long-tailed distributions may improved the relialability o f forecasts. Finally, better and faster algorithms for semiparametric estimation and forecasting may bedeveloped. In particular, the forecasting formulae in theorem 1 require calculation of autocovariances for a large number of lags and the inversion of a possibly very large autocovariance matrix. In our numerical calculations, inversion of n and calculation of opt turned out to require very precise evaluation of (k) for all lags. After trying a numberof approaches, Monte Carlo calculation of the covariances turned out to be most reliable. Interpreting (k) = R ; f(x) cos kxdxas 2 E f(U) cos kU] where U is uniformly distributed on ; ] (k) was obtained by simulation from this distribu-tion. For the models tted to the data examples, 100000 simulations turned out to yield reliable approximations of (k): Table 4 : Empirical mean squared prediction errors of k;step ahead prediction intervals using SEMIFAR forecasts with r = 0 and r = 1 and random walk respectively. The results were obtained from 31 (partially overlapping) subseries of four foreign exchange rates (CHF, DEM, GBP, JPY). The values of the MSE are multiplied by 10 4 :
Currency model k = 1 2 3 4 5 6 7 8 9 10 15 20 30 CHF random walk 0.5 1.0 1.6 1.9 1.6 3.2 4.2 6.7 7.2 6.5 8.1 7.7 13.1 SEMIFAR r = 0 0.5 0.9 1.5 1.8 1.5 3.1 4.0 6.2 6.8 6.3 8.1 7.8 13.3 SEMIFAR r = 1 0.6 1.0 1.8 2.3 2.2 4.0 5.1 7.7 8.3 8.3 11.9 13.4 26.1 DEM random walk 0.5 0.9 1.2 1.6 1.3 2.6 3.3 4.7 5.1 4.9 6.0 6.7 8.5 SEMIFAR r = 0 0.5 0.9 1.2 1.6 1.3 2.5 3.2 4.5 5.0 4.8 6.3 7.6 9.6 SEMIFAR r = 1 0.5 0.9 1.3 1.8 1.6 2.9 3.6 4.8 5.1 5.3 7.2 10.5 18.2 GBP random walk 0.2 0.7 0.8 1.2 1.1 1.7 1.6 2.4 2.4 2.0 2.9 2.9 4.8 SEMIFAR r = 0 0.2 0.7 0.9 1.2 1.1 1.7 1.8 2.6 2.6 2.3 3.2 3.5 5.4 SEMIFAR r = 1 0.2 0.7 0.8 1.2 1.1 1.8 1.8 2.6 2.7 2.5 3.8 4.9 8.8 JPY random walk 0.4 0.9 1.5 2.0 1.7 2.1 3.1 4.8 5.3 5.3 10.6 8.0 14.7 SEMIFAR r = 0 0.4 0.9 1.5 2.0 1.8 2.3 3.3 5.1 5.7 5.9 11.3 8.8 14.8 SEMIFAR r = 1 0.5 1.1 1.6 2.5 2.5 3.2 3.9 5.4 6.4 6.8 14.6 13.3 29.0
