The Slicer Map is a one-dimensional non-chaotic dynamical system that shows sub-, super-, and normal diffusion as a function of its control parameter. In a recent paper [Salari et al., CHAOS 25, 073113 (2015)] it was found that the moments of the position distributions as the Slicer Map have the same asymptotic behaviour as the Lévy-Lorentz gas, a random walk on the line in which the scatterers are randomly distributed according to a Lévy-stable probability distribution. Here we derive analytic expressions for the position-position correlations of the Slicer Map and, on the ground of this result, we formulate some conjectures about the asymptotic behaviour of position-position correlations of the Lévy-Lorentz gas, for which the information in the literature is minimal. The numerically estimated position-position correlations of the Lévy-Lorentz show a remarkable agreement with the conjectured asymptotic scaling.
Introduction
One object of interest in studies of anomalous transport is the transport exponent γ (Klages et al., 2008) :
where ∆x 2 n is the mean-square displacement of the positions at time n. Regimes with γ < 1 are called sub-diffusion; they are called diffusion if γ = 1, and super-diffusion if γ > 1. Some special cases treated in Salari et al. (2015) , such as logarithmic growth of ∆x 2 n , are not described by Eq. (1), which merely yields γ = 0, cf. Theorem 6. However, when Eq. (1) holds with γ > 0 the generalised diffusion coefficient D γ , defined by:
exists and is a non-negative number.
Transport properties afford only a rather coarse representation of the typically very rich underlying microscopic dynamics. Understanding them from a microscopic perspective is an open problem, that motivates a wide and very active research community (Klafter et al., 2012; Klages, 2007; Collet et al., 2005; Klages et al., 2008; Jepps et al., 2003; Sokolov, 2012) . In the realm of deterministic dynamics, it is understood that uniformly hyperbolic dynamical systems produce rapid correlations decay. In turn, rapid decay of correlations is commonly associated with standard diffusion (Gaspard, 2005; Klages, 2007) . Because randomly placed non-overlapping wind-trees 1 and related maps (Dettmann and Cohen, 2000; Cecconi et al., 2003) enjoy a sort of stochasticity analogous to that generated by chaotic dynamics, they may also show standard diffusion.
On the contrary, for fully deterministic systems with vanishing Lyapunov exponents, such as systems of point particles within periodic polygonal walls (Jepps and Rondoni, 2006) , the nature of transport is still a matter of investigation (Zaslavsky, 2002; Klages, 2007; Klages et al., 2008; Salari et al., 2015) . A major challenge of the latter systems is that correlations persist or decay rather slowly as compared to what happens in chaotic systems (Jepps and Rondoni, 2006) . This makes their asymptotic statistics much harder to understand than in the presence of chaos. Indeed, the unpredictability of single trajectories in strongly chaotic systems, like axiom A systems, that is one aspect of the fast decay of correlations, is often associated with regular behaviour on the level of ensembles, as proven, for instance, by the differentiability of SRB states (Ruelle, 1997) that implies linear response (Ruelle, 1998) . In contrast, for non-chaotic systems the parameter dependence of the transport exponent can be quite irregular (Jepps and Rondoni, 2006) . (Generalized) diffusion coefficients may be irregular even in chaotic systems (Klages, 2007) .
In the field of fully fledged stochastic processes, numerous questions remain open as well (Zaslavsky, 2002; Klages, 2007; Denisov et al., 2003; Li et al., 2005; Sokolov, 2012) . Among such systems, the Lévy-Lorentz gas (LLg), a random walk in random environments, in which the scatterers are randomly distributed on a line according to a Lévy-stable probability distribution, has been thoroughly investigated by various authors. Different types of anomalous and standard diffusion were observed, upon tuning the parameter β characterising the Lévy-stable probability distribution (Barkai and Fleurov, 1999; Barkai et al., 2000) . These authors noted that ballistic contributions to the mean-square displacement, which are considered irrelevant when diffusion is normal, are in fact important for the transport. Under certain simplifying assumptions, Burioni et al. (2010) analytically calculated the mean-square displacement of the travelled distance for this model, and numerically verified the validity of their reasoning. More recently, Bianchi et al. (2016) rigorously established the validity of the Central Limit Theorem.
The Slicer Map (SM) introduced in Salari et al. (2015) was motivated by observations of the mass transport of periodic polygonal billiards (Jepps and Rondoni, 2006) . Like in polygonal billiards, the dynamics of the SM are free of randomness. Their trajectories do not separate exponentially in time, and they experience sudden deviations from their motion, at isolated points that are regularly placed in space. Despite these facts, the dynamics of the SM differs substantially from all other models mentioned so far. For instance, after an initial transient all trajectories of the SM turn periodic. However, anomalous transport may be dominated by ballistic flights (Aghion et al., 2017) . Indeed the SM features anomalous transport because the length of ballistic flights in the initial ensemble follows a power-law distribution. Its transport exponent γ α can be tuned by adjusting its parameter α that governs the power-law distribution of the ballistic flights. Salari et al. (2015) showed that once α is adjusted so that the transport exponent of the SM coincides with that of the LLg at a given β, all higher order moments of the position distribution of the SM scale in time like those of the LLg (Burioni et al., 2010) . Of course such an agreement does not imply a full equivalence of the dynamics, as mentioned above and further stressed in Sec. 2 and 4. For instance, from the particle-transport viewpoint, the LLg can only be super-diffusive (1 < γ β < 2), while the SM can exhibit all possible diffusion regimes, 0 ≤ γ α ≤ 2. Moreover, the β-dependence of the transport exponent of the LLg is not simple: it splits in three different functional forms. In contrast, γ α = 2 − α for all SM regimes.
The agreement of the moments of the displacement suggest an equivalence of the transport characteristics of the SM and the LLg. This is similar to findings in statistical physics, where systems with different microscopic dynamics can also share the same thermodynamic properties (i.e. averages and variances) and corresponding correlation functions. Nevertheless, such a correspondence is far from trivial. In particular for a transient, far-from equilibrium dynamics with non-normal diffusion a direct investigation is indispensible. The common wisdom is that it should be possible to identify differences in some correlation functions (Klages et al., 2008; Sokolov, 2012) .
Here, we derive analytic expressions for the position-position auto-correlations of the SM, and we explore whether they suffice to distinguish its transport properties from those of the LLg and a closely related systems, the modified Lévy-Lorentz gas (LLg + ), that will be introduced in Sec. 3. As information on the position correlations of the LLg and the LLg + is minimal in the literature, we resort to numerical simulations to compare the SM with the LLg and the LLg + . We find that the equivalence of the positions moments extends to the case of the position-position auto-correlation functions; for 1.5 γ < 2 their functional forms have been numerically found to match without adjustable parameters. Therefore, even these auto-correlations do not distinguish the Slicer Map and the (modified) Lévy-Lorentz gas.
This paper is organised as follows: Section 2 formally introduces the SM and summarises its main properties. They are derived here in an alternative fashion, compared to that of Salari et al. (2015) . Some examples of the SM position auto-correlation functions are explicitly computed in Sec. 2.3. The correspondence between the LLg + and the SM is discussed in Sec. 3. The position-position auto-correlations of the SM and the LLg + are compared in Sec. 3.3. More precisely, leveraging on the knowledge of position-position auto-correlations of the SM, we propose some conjectures for the asymptotic scaling of the correlations of the LLg + and provide numerical evidence supporting them. In Sec. 4 we conclude the paper with a discussion of our main result: In the strongly super-diffusive regime, 1.5 γ < 2, the position-position auto-correlations of the SM and of the LLg + scale in the same fashion with time. We interpret this finding in terms of the distribution of the length of ballistic flights, which do not strongly depend on the details of the dynamics. For 1 γ < 1.5, good statistic is harder to obtain; we expect the equivalence to hold also in this parameter range, but at the moment we cannot properly support this expectation. Some technical points of the proof, that concern the time asymptotics of the moments and the auto-correlation function, are provided in an appendix.
The Slicer Map
To define the SM we introduce the fundamental space unit M := [0, 1], consisting of the interval of positions. Replicating M in a one dimensional lattice, we produce the infinite configuration space: M := M × Z. Each of its cells is identified by an index m ∈ Z: M m := [0, 1] × {m}. Every cell M m contains two "slicers", {ℓ m } × {m} and {1 − ℓ m } × {m}, with 0 < ℓ m < 1/2. The slicers split each half of M m into two parts. Salari et al. (2015) parameterised the value of ℓ m by a positive number α as follows:
The SM, S α : M → M , is then defined on the configuration space M := [0, 1] × Z as follows:
The map is neither injective nor surjective. It is nevertheless possible to define the inverse map when restricting to trajectories with initial conditions in cell M 0 (Salari et al., 2015) . The space M can be endowed with a density of points that evolves under the action of S α . In particular, we consider the initial densityμ := λ × δ 0 on M , where λ is the Lebesgue measure on M and δ 0 is the Dirac measure on the integer 0. Then, S α can be interpreted as describing the transport of non-interacting particles in a one-dimensional space.
2
Let π [0, 1] and π Z be the projections of M on its first and second factors, respectively. Taking x ∈ [0, 1] and m ∈ Z, we denote byx = (x, m) a point in M , so that π [0,1]x = x and π Zx = m. Following Salari et al. (2015) we restrict our considerations to the initial distributionμ. We view M as subdivided in two halves that are invariant for the SM:
The dynamics in the two intervals are the mirror images of each other. Indeed, since at m = 0 the two slicers coincide with the single ℓ 0 = 1/2, cf. Eq. (3), the points that lie initially in [1/2, 1] never reach negative m, and those initially in [0, 1/2) never reach positive m. Therefore, without loss of generality we restrict the following analysis to the positive part of the chain, M + . The sequence of integers π Z (S j (x)), j ∈ N, will be called the coarse-grained trajectory ofx. The distance travelled byx = (x, 0) at time n will be denoted ∆x n .
A crucial aspect of the dynamics S α is that its trajectories do not separate exponentially in time. Indeed different trajectories in M neither converge nor diverge from each other in time, except when (in a discrete set of points) they are separated by a slicer, and their distance jumps discontinuously.
Mean Maximum Displacement and Maximum Square Displacement
To illustrate some fundamental properties of the slicer dynamics, let us introduce the symbols
They obey
Hence, there is a unique natural number m = m α (x) > 0 for any x ∈ [1/2, 1) such that
In other words:
Inspection of Eq. (4) and the definition (5) reveals that m α (x) is the maximum travelled distance for trajectories starting in the interval, Eq. (7):
Lemma 1: Given x ∈ [1/2, 1), let m(x) be the integer that satisfies Eq. (7). Then,
Mean Maximum Displacements
Proof. This is a straightforward consequence of Eqs. (4) 
where
Proof. This is a consequence of Lemma 1 and Eq. (4). As long as k < m α (x), the forthcoming iteration with S α increases the cell index by one. For k ≥ m α (x) the trajectory alternates between the cells m α (x) and m α (x) − 1. ✷
Remark 3 Lemma 1 and Proposition 2 imply that every trajectory starting atx with
is ballistic for a finite time, and then it gets localised eventually, turning periodic of period 2.
Remark 4 The trajectories starting atx with
. Hence, they are forever ballistic, but they constitute a set of zero measure.
To investigate the transport properties of the SM, we observe that the function
is a step function with unitary jumps at the points ℓ + m (α), such that
Then, the following properties are satisfied:
The points belonging to a strip (ℓ
α (k) share the same fate. Hence, the transport properties of the SM depend on the rate at which such strips shrink with growing k.
Indeed, an ensemble of initial conditions E 0 , i.e. a set of points contained in (1/2, x 0 ) × {0} ⊂ M 0 with x 0 < 1, represents a coarse-grained version of the Dirac δ initial distribution, as commonly considered in diffusion theory. This ensemble reaches localisation: the set {π Z (S j α ( E 0 )), j ∈ N 0 } is bounded. After all, the travelled distance does not exceed m α (x 0 ), which is finite. Consequently, non-trivial transport properties necessarily require the initial ensemble E 0 to obey the condition:
or, equivalently, to accumulate at x = 1:
however, note that condition (13a) (or (13b)) is not sufficient for non trivial behaviour, see Remark 7. Then in order to study transport, we take an ensemble of uniformly distributed initial conditions E 0 ⊂ (1/2, 1)× {0} -analogous to the setting in Burioni et al. (2010) -and characterise the transport properties of the SM by computing the corresponding ensemble averages. Then, m α (x) is the distance travelled by the pointx ∈ E 0 , with
Consequently, the mean maximum displacement and the mean maximum square displacement are given by
respectively, where λ(π [0, 1] ( E 0 )) ≤ 1/2 is the Lebesgue measure of the projection of E 0 on [0, 1]. Here and in the following, we denote by · the ensemble average, i.e. the average with respect to the Lebesgue measure normalized on π [0, 1] ( E 0 ), and we assume that E 0 = (1/2, 1) × {0}.
These averages do not depend on time. However, they indicate what can be expected for the time evolution of the average travelled distance and mean-square distance. To understand this point, we observe that in each interval (ℓ
We denote the length of these intervals by:
By construction their length adds up to 1/2,
and to leading order in k, we have:
Then, recalling that E 0 = (1/2, 1) × {0}, one finds
where Eqs. (12) and (15c) have been used. Thus, ∆x converges for α > 1, and it diverges otherwise. Analogously, the mean maximum square displacement is
For α > 2 the square displacement, ∆x 2 , is finite. This corresponds to the localisation phenomenon described in Remark 6 of Salari et al. (2015) . It arises from the fact that ℓ + k (α) tends to 1 faster, and transport of the SM is slower, for larger α. On the other hand, for 0 < α < 2 the mean maximum square displacement diverges, and it is of interest to explore the rate at which this divergence takes place, i.e. to determine the transport exponent γ.
Time Evolution of the Displacement Moments
Each particle moves by exactly one step in each time step. Hence, trajectories reach at most site n in n time steps, and the distance ∆x n travelled byx = (x, 0) at time n is given by
cf. Eq. (10). Moreover, for even and odd times n the displacement ∆x n also takes even and odd values, respectively. The corresponding (time-dependent) mean-square displacement can be written as
The sums involving terms k ≥ n collect the particles that make n steps to the right and never turned back. Salari et al. (2015) denoted this as the travelling area. It is the same in both cases. The other sum accounts for particles that turn back at least once. Consequently, the particles get localised within n time steps. This represents the term called sub-travelling area in Salari et al. (2015) . To leading order this contribution to the mean-square displacement takes the same for odd and even n. Hence, we write:
The asymptotic behaviour of the first sum is:
The form of this scaling can be guessed by interpreting the sum as a Riemann-sum approximation of the integral
Remark 5 Altogether, we find that the mean-square displacement scales like
The computation of other moments |∆x n | p , with p > α, can be obtained in the same way, based on the same integral representation:
We hence reproduced central results of Salari et al. (2015) in a formalism that is suitable to compute the position-position auto-correlation function. These findings are summarised by the following theorem.
Theorem 6: Given 0 ≤ α < 2, the transport exponent of the Slicer Dynamics with uniformly distributed initial condition in M 0 takes the value γ = 2 − α, and the behaviour is
logarithmically growing for the mean
-square displacement, ∆x 2 n ∼ ln n, if α = 2. For α > 2 the dynamics has 6. bounded mean-square displacement ∆x 2 n . Furthermore, for p > α the moments satisfy |∆x n | p ∼ n p−α .
Remark 7:
The parameter dependence of the transport exponent γ depends on the initial distribution.
For instance, suppose that the x-component of the initial conditions has got density ρ with respect to the uniform measure dx in the interval (1/2, 1). Then, in place of Eq. (18) we have
If the support of ρ does not contain a (left) neighbourhood of 1, then ∆x 2 n → const as n → ∞ even for α < 1. Hence, different asymptotic behaviours arise from different distributions supported in a neighbourhood of 1. For instance, take ρ(x) = O((1 − x) r ) as x → 1 − with r > −1. Then, different values of r produce different kinds of diffusion, even at fixed α. Specifically, for the ensemble
one finds that
The transport exponent γ = 2 − r α depends continuously on r, and only for r = 1 (the case of the uniform distribution treated so far) does Eq. (25) reduce to Eq. (20). Different initial distributions lead the SM to different transport properties, as already observed in other frameworks, such as those of Lévy walks (Burioni et al., 2010) . However, the dynamical mechanisms underlying this finding are drastically different. Rondoni and Cohen, 2000, for another example) .
In the case of the SM, the term transport must then be used with a grain of salt.
In the following, we explore whether correlations might help to distinguish the SM from the LLg. To this end we analytically compute various scaling limits of the position-position auto-correlations generated by the SM, and compare them with numerically computed correlations of the LLg with the same exponent γ.
Position-Position Correlations in the Slicer Dynamics
Let us introduce the position-position auto-correlation function as:
The integration interval I := (1/2, 1] can be subdivided in three parts,
Then, rewriting the resulting integrals in terms of sums over the intervals where m α (x) takes the constant value k (cf. Eq. (18)), one has:
The first and the third sum have been evaluated in Eqs. (19a) and (19b), respectively. The asymptotic behaviour of the second term depends on the value of α and on the relation between m and n. In the following, we discuss the following examples:
3. n, m → ∞ with n = m + ℓ m q , where ℓ, q are positive constants.
Scaling of φ(n, m) for n → ∞ with m fixed
In order to evaluate the second sum in Eq. (28b) we observe that
For fixed m, the latter sum takes a constant value, and for n → ∞ the former sum scales as (cf. Eq. (22) or the formal derivation provided in Appendix A)
The leading-order scaling of the three sums in Eq. (28b) is summarised in the following lemma:
Lemma 9: For n → ∞ with fixed m the auto-correlation function, φ(n, m), defined in Eq. (26a), asymptotically scales as:
Proof. The first sum in (28b) has a finite number of terms that all take finite positive values. Hence, it adds to a finite positive number. For 0 < α < 1 the leading-order contributions of the second and the third sum have the same scaling, n 1−α , which diverges for n → ∞. From Eqs. (30) and (19b) we have
For α = 1 the exponent 1 − α = 0 such that the third term also takes a finite value. In that case the leading-order scaling is provided by the second sum, Eq. (30). Finally, for α > 1 all sums contributing to Eq. (26a) take constant values. ✷
The dashed lines in Figure 1a show the asymptotic behaviour, Eq. In the lower panels we show the ratio of the auto-correlation function and the respective asymptotic expressions.
Scaling of φ(m + h, m) for m → ∞ with h > 0 fixed
In this case, the second sum in Eq. (28b) involves a finite number of positive terms. The sum can be bounded from above by
and from below by
Noting that constant h implies (m + h)
Hence, the leading-order scaling of the auto-correlation function takes the form:
Lemma 10: For m → ∞ with fixed n − m = h = const the auto-correlation function, φ(m + h, m), asymptotically scales as:
Proof. For 0 < α < 2 the leading-order contributions of the first and third term in Eq. (28b) have the same scaling, m 2−α . These terms dominate the scaling of the second sum, Eq. (32). In this range one hence recovers the scaling of the mean-square displacement in Eq. (20).
For α = 2 the second and third terms in Eq. (28b) take constant values, while the first one diverges logarithmically according to Eq. (19a) .
Finally, for α > 2 all sums contributing to Eq. (28b) take constant values. ✷
The dashed lines in Figure 1b show the asymptotic behaviour, Eq. (33), for α = 1/2, and different time lags h = n − m. They provide an excellent description of the asymptotics of the numerical evaluation of the definition, Eq. (26a) (solid lines). The lower panel of the figure demonstrates that the ratio of the auto-correlation function and the prediction of its asymptotic behaviour approaches 1 for a vast range of values of h.
The correlation function φ(m + h, m) looks like correlation functions addressing the timetranslation invariance of the position-position auto-correlation function φ(t 1 , t 2 ) for fixed time increments t 2 −t 1 = h. However, this impression is misleading: here, we consider an ensemble where all members start close to the origin. Therefore, the behaviour of the correlations for large m characterizes the decay of features of the initial ensemble rather than referring to translations in time. In order to clearly make this point we consider the large m scaling of φ(m + ℓm q , m). For q < 1 the difference of the two times will become negligible as compared to the mean. For q > 1 the difference between t 1 and t 2 grows.
Scaling of φ(m + ℓm
q , m) for m → ∞ with ℓ > 0 For q < 1, q = 1, and q > 1 the auto-correlation function shows different scalings.
Scaling for q < 1. In this case bounds for the second sum in Eq. (28b) can be provided by a calculation fully analogous to the derivation of Eq. (32). This provides the scaling
This scaling is always sub-dominant with respect to those of the other two sums in Eq. (28b). As far as the asymptotic scaling is concerned we have the same situation as for fixed n−m = h, and the auto-correlation function has the same scaling in these two limits. 
Scaling for q = 1. In this case we have n = m + ℓ m q = (1 + ℓ)m, i.e. n is proportional to m. In order to find the scaling for large m, we start from Eq. (29). For α = 1 the two sums on the right-hand side scale like a power law with exponent 1 − α and a constant offset that is relevant when α > 1. The constant drops out when taking the difference, so that we obtain
Correlations in the Slicer Dynamics
Moreover, for α = 1 the sum diverges logarithmically:
Hence, the leading-order scaling of the auto-correlation function is given by:
Lemma 12: For any ℓ > 0 the auto-correlation function, φ((1 + ℓ) m, m), asymptotically scales as:
Proof. The cases α ≥ 2 are obtained as in Lemma 9. For 0 < α < 2 the leading-order contributions to all three sums in Eq. (28a) scale like m 2−α . The case α = 1 is special, however, because the second sum takes a different prefactor, Eq. (35c), rather the one obtained in Eq. (35b). For 0 < α < 2 and α = 1 we have
while for α = 1 we have
The result indicated in Eq. (36) is obtained after collecting terms. ✷ Scaling for q > 1. In this case Eq. (35a) still applies, but n 1−α is the dominating term in the bracket for α > 1, while m 1−α is the dominating term in the bracket for α < 1. Moreover, the logarithm in the scaling provided in Eq. (35c) now scales as ln(n/m) = ln(1 + ℓ m q−1 ) ∼ (q − 1) ln(m). When we further observe that n ∼ ℓ m q , this implies
Hence, the leading-order scaling of the auto-correlation function obeys the following: 
Proof. The cases α ≥ 2 are obtained as in Lemma 9. For 1 < α < 2 the leading-order contributions scale like m 2−α . They appear in the first and in the second sum on the right-hand-side of Eq. (28b). Collecting the corresponding terms in Eqs. (19a) and (37) we obtain
For α = 1 the leading-order scaling contribution to the auto-correlation function is provided in Eq. (37).
For 0 < α < 1 the leading-order contributions scale like m n 1−α ∼ ℓ 1−α m 1+q (1−α) . Collecting these terms in Eqs. (19b) and (37) provides
Comparison of the SM with a Lévy-Lorentz gas
The LLg is a random walk in a one-dimensional random environment (Barkai et al., 2000) , where a point particle moves ballistically (with velocity ±v) between static point scatterers. At each scatterer the particle is either transmitted or reflected with probability 1/2. The distance r between two consecutive scatterers is a random variable drawn independently and identically from a Lévy distribution with density:
where β > 0, and r 0 is the characteristic length scale of the system. The LLg shares basic similarities with the SM in that both systems deal with noninteracting particles and the initial condition plays an important role. On the other hand, the differences are evident: The LLg is a continuous-time stochastic system, while the slicer dynamics is discrete-time and deterministic. In particular, the LLg dependence on the initial conditions is considerably more intricate than in the SM: the LLg transport properties depend on whether a walker can start its trajectory away from the scatterers, called equilibrium initial condition, or must start exactly at a scatterer, called non-equilibrium initial condition (Barkai et al., 2000; Burioni et al., 2010) . The asymptotic behaviour of the moments is known for the LLg with non-equilibrium initial conditions. Hence, we focus on this situation, and we show that for this setting the SM provides insight into transport properties of the LLg. Barkai et al. (2000) calculated bounds for the mean-square displacement for equilibrium and non-equilibrium initial conditions. Subsequently, Burioni et al. (2010) adopted some simplifying assumptions to find the asymptotic form for non-equilibrium conditions of all moments |r(t)| p with p > 0 :
Moments of the Displacement
For the mean-square displacement, p = 2, this result implies
Numerical Implementation
Unlike the SM case, that enjoys sub-diffusive transport for α > 1, non-equilibrium initial conditions for the LLg only lead to super-diffusive (0 < β < 3/2) or diffusive (β ≥ 3/2) regimes: sub-diffusion is not expected. Salari et al. (2015) observed that the moments of the SM in its super-diffusive regime (0 < α < 1) can be mapped to those of the LLg. They proved that all moments of the SM, Eq. (21), scale like those conjectured and numerically validated for the LLg, Eq. (40), once the second moments do. This is the case if the following holds, cf. Eqs. (20) and (41):
When adopting this mapping also all other moments of the SM agree with those of the LLg, Eq. (40). This means that relation Eq. (42) makes the SM and the LLg asymptotically indistinguishable from the viewpoint of moments, provided the assumptions of (Burioni et al., 2010) holds. This equivalence is by no means trivial. In particular, the relation takes different functional forms in different parameters ranges, because the LLg has different scaling regimes for super-diffusive transport, while the SM has only one regime for all kinds of transport. We now explore whether the position-position auto-correlations of the two dynamics differ. The correlations are calculated analytically for the SM. This data will then be compared to numerical data for the LLg. For correlations in the LLg there are no analytic results such as those of (Burioni et al., 2010) for the moments.
Numerical Implementation of the Lévy-Lorentz Gas
The non-equilibrium initial conditions for the LLg are implemented by starting each particle in the origin x 0 = 0, where a scatterer is assumed to be present in all realisations of the scatterers distributed in the line R. Moreover, trajectories that return to the origin provide a minor contribution to the moments for super-diffusive transport. For numerical tests, given the symmetry of the dynamics, we modify the original dynamics of the LLg, placing a reflecting barrier at x = 0 and giving an initial positive velocity to each LLg walker. Thus, the resulting system, denoted LLg + , which we numerically verified to yield the same results of the LLg for the position auto-correlation function, evolves in R 
and P (ω n − ω n−1 = +1 | ω n−1 = 0) = 1. These conditions mean that the walk starts at 0 and whenever it returns there, it is reflected to the right. Away from 0, each walker follows a simple symmetric random walk. Then, the process that represents the position of the moving particle at the scattering events will be given by W = (Y ω0 , Y ω1 , Y ω2 , . . .) . From knowledge of W, the continuous-time position r(t) of the corresponding moving particle of the LLg + can be unambiguously reconstructed, because the velocity between any two scattering events is constant.
The process r(t) is affected by two sources of stochasticity: the environment Y and the scattering ω. Hence, averages can be taken in two different fashions. Let us denote by E ω the average w.r.t. the process ω, i.e. the average over particles that can be identified with their scattering sequences in a given realisation of the environment. Analogously, let E Y denote the average over the random scatterers realisations. Then, the average of r 2 (t) at fixed scatterers
Correlations of the LLg
. This is a random quantity because Y is random. Averaging this quantity over the ensemble of scatterers yields the mean-square displacement of the LLg + :
The subscript β indicates that the distribution of scatterers, Eq. (39), depends on β. This procedure has been implemented in a FORTRAN code by introducing a truncation in the sequence of scattering eventsω = (ω 0 , ω 1 , ω 2 , . . . , ω N ) that corresponds to a time T = T (ω, Y) at which the process r(t) stops. The stopping time T (ω, Y) is random, and typically large if the scatterers are placed at large distances from one another, i.e. for small β. In contrast, for large β, the distances are on average approximately equal r 0 .
4 Therefore, one expects typically smaller and smaller T (ω, Y) for larger and larger β, with the risk of under-sampling the large-time behaviour of the LLg + in numerical estimates of statistical properties. We do not present data with insufficient statistics.
Our choice of r 0 and v in the numerical simulations of the LLg + follows Burioni et al. (2010) . We set the characteristic length r 0 to 0.1, and the velocity v of the ballistic motion is always 1. The number of simulated scattering events is N = 2.5 · 10 6 . We tested the code and explored the relation between the LLg and the LLg + , by calculating the mean-square displacement of the LLg + , in order to verify the power-law behaviour of the LLg, see Eq. (41). Table 1 shows that our numerical results for the mean-square displacement for the LLg + accurately reproduce the exponent given in Eq. (41) for the LLg, at least for not too large values of β. These results, with similar ones obtained by comparing various position-position auto-correlation functions of the two models, indicate the equivalence of the LLg and the LLg + , at least at the level of the mean-square displacement and some correlation functions. The slightly decreasing accuracy for increasing β, observed in Table 1 and in the computation of correlations, can be attributed to poorer statistics of the numerical estimates, as suggested above. Therefore, in the following we mainly focus on the cases with β 1, while more accurate data for larger β will be presented in forthcoming work.
Finally, we observe that our simulations concern the LLg + because they are computationally more efficient than simulations of the LLg. This can be heuristically understood by observing that, at a fixed simulation length, the LLg + dynamics produce trajectories that typically reach larger distances from the origin, than those reached by trajectories of the LLg. This provides better sampling for the long-time behaviour.

+
For t, s ≥ 0, we define the position-position auto-correlation function for the LLg + as follows:
We aim at comparing the asymptotic behaviour of ϕ(t, s) with that of the SM auto-correlation function φ(n, m), Eq. (26a). Following the scaling adopted in Sec. 2.3.1, 2.3.2, and 2.3.3 for the SM we consider three cases:
1. ϕ(t, s) for t → ∞ at a fixed value of s.
ϕ(t + τ, t)
for t → ∞ at a fixed value of τ .
3. ϕ(t + ℓ t q , t) for t → ∞ at fixed q and ℓ > 0.
Note that there is no free fit parameter in this comparison of the exponents, when one assumes the relation Eq. (42) Burioni et al. (2010) .
Correlation r(t) r(s) β with s > 0 constant
In Sec. 2.3.1 we provided the scaling of the position-position auto-correlation function for the SM, Eq. (31), when one of its times is fixed. For 0 < α < 1 we have:
Here and in the following we denote by · α the ensemble average of the trajectories of the SM with parameter α. In analogy to the scaling, Eq. (45), we propose the following 
with Figure 2b we show data for β = 0.1 and six values of s in the range between 500 and 5000.
The respective lower panels show the time dependence of the ratio of Eq. (46a), in order to test its asymptotic convergence. For small β and different s this ratio provides a perfect data collapse (Figure 2b ). For larger β the data collapse is still fair in view of the numerical accuracy of our data (Figure 2a) . Moreover, the scaling exponents w 1 adopted to achieve the collapse depend on β and they are independent of s. The β-dependence agrees with the values w 1 = 1 − α(β) = γ(β) − 1 suggested by the SM (cf. the values for γ(β) provided in Table 1 ). Consequently, the SM provides a faithful description of the LLg + auto-correlation function, both as far as the exponents and the the parameter-dependence of the prefactor is concerned. ✷
Correlation r(t + τ ) r(t) β with τ > 0 constant
In Sec. 2.3.2, we provided the scaling of the auto-correlation function for the SM, Eq. (33)when the difference h between the times is fixed. For 0 < α < 2 and fixed h, one has In Figure 2a we also specify the values for the exponents w 1 that provide the best fit to the data. The approach of the data towards the solid line in the bottom panel demonstrates that Eq. (46a) provides a faithful asymptotic scaling, with C 1 = 0.4.
In analogy to this scaling we propose the following
Conjecture 14b: The auto-correlation function of the LLg + asymptotically scales like the one of the SM. When the time lag h is fixed, the correlation function r(t) r(t + τ ) β obeys:
Numerical Evidence. In Figure 3 we show numerical data for (a) a fixed value τ = 500 and β in the range between 0.1 and 0.8, and (b) a fixed value β = 0.1 and τ in the range between 100 and 8000. The lower panels show the ratio of the numerical data and the theoretical prediction, Eq. (48a). The curves are not globally linear in the log-log plot. However, they approach a power law for sufficiently large values of t, and in that range they nicely follow the asymptotic scaling, Eq. (48a), with C 2 = 0.45. The coefficient and the exponent of the asymptotic law are independent of τ and the dependence of w 2 faithfully agrees with the expected value 2 − α(β) = γ(β), as provided in Table 1 . ✷ 3.3.3 Correlation r(t + ℓ t q ) r(t) β with ℓ = 1 and 0 < q < 1 constant
In Section 2.3.3, we derived the auto-correlation for the SM, Eq. (31). For 0 < q < 1 and 0 < α < 1, one has:
In analogy to this scaling, we propose the following 
r(t) r(t + ℓ t
q ) β obeys:
Numerical Evidence. In Figure 4 , we show numerical data for (a) a fixed value q = 0.7 and β in the range between 0.1 and 0.8, and (b) a fixed value β = 0.1 and q in the range between 0.1 and 0.9. The lower panels show the ratio of the numerical data and expected scaling, Eq. (50a). Also in this case there is an excellent agreement between the data and the proposed asymptotic scaling. ✷
Discussion
The investigation of the relation between the SM and the LLg started in Salari et al. (2015) with the demonstration of the equivalence of the scalings of the time-dependent moments of the displacement. Because it is well known that moments do not sufficiently characterise transport processes (Sokolov, 2012) , we have extended that study here to position-position auto-correlation functions. We analytically computed the position-position auto-correlation function φ(n, m) of the SM, and we derived the asymptotic behaviour of this function in several cases corresponding to different relations between the times m and n. Then, we numerically estimated the position-position auto-correlation function of the LLg + , in order to estimate its asymptotic behaviour. The moments of displacement and the position-position auto-correlation functions of the LLg + agree with those of the LLg. For the LLg there are theoretical results for the moments of displacement (Burioni et al., 2010) , and they can be matched with the findings for the SM (Table 1 and (Salari et al., 2015) ). In contrast, there are no analytical results available for the time dependent position-position auto-correlation function. Time correlations in anomalous transport constitute by and large an open problem.
Our numerical results indicate that there also is an equivalence of the asymptotic scalings of the position-position auto-correlation functions of the SM and the LLg + . As established in Salari et al. (2015) for the equivalence of moments, the agreement is based on the matching of the transport exponent, γ. Hence, the parameters α and β obey the relation Eq. (42). No Figure 4a also specifies the values for the exponents w 3 that provide the best fit to the data. Also in this case the dependence of w 3 agrees faithfully with the expected value γ(β) that has been provided in Table 1 . Further, the approach of the data towards the solid line in the bottom panel demonstrates again that Eq. (50a) provides a faithful asymptotic scaling, with C 3 = 0.45.
further parameters are adjusted to also achieve the matching of the auto-correlation function.
5
As β increases, the agreement between the numerical data and the proposed expressions for the asymptotic scaling of the auto-correlation function becomes less convincing. Presently, it is not clear whether the correspondence only holds for small values of β, or whether the emerging discrepancies are due to the increasing difficulty of obtaining good statistics with growing β. This issue goes beyond the scope of the present work. It will be investigated in a future paper.
We emphasise that the agreement of the moments and the time-dependent auto-correlation for the displacement hold in spite of the fact that the SM and the LLg + exhibit entirely different dynamics. Intuition on the properties of the SM and of the LLg . This means that the two points have the same coarse grained trajectory up to time m α (x), whenx enters its periodic orbit, whileŷ continues its ballistic motion up to time m α (y). At times larger than m α (y), the distance between the two particles equals either m α (y) − m α (x) or m α (y) − m α (x) ± 1. For all points with x, y ∈ (0, 1), the distance becomes periodic after a finite initial transient.
Consequently, any function of any finite number of points, evaluated along a trajectory of the SM, turns periodic in a finite time. This situation is totally different from that of the LLg + , whose nature renders the distance between any two particles, hence any function of a finite number of positions, stochastic.
We conclude that position-position auto-correlations do not distinguish the SM and the LLg + . This equivalence can be used to indirectly investigate some of the elusive properties of the LLg + . Given the non-physical features of the SM this may appear puzzling. However, from the perspective of statistical mechanics one could also argue that it is not surprising. After all, in statistical mechanics the details of the microscopic dynamics of large systems usually do not strongly affect the behaviour of physically relevant macroscopic quantities. The latter can thus agree even for systems with vastly different microscopic dynamics. This observation lies at the heart of the success of highly idealized models in describing complex phenomena; even simple models may capture the essential ingredients determining the behaviour of a selected and limited number of observables. Theoretical models for critical phenomena and universality constitute examples of this fact (Simon, 1993; Gallavotti, 1999; Kadanoff, 2000; Chibbaro et al., 2014) . However, in general, one does not know how far equivalence can go, and which properties it may concern, especially for far-from-equilibrium transient dynamics with anomalous transport behaviour. For instance, even for thermodynamic particle systems the Local Thermodynamic Equilibrium condition, required for the existence of the thermodynamic fields, is quite a sophisticated property whose underpinning requires a long sequence of microscopic conditions, as expressed by Spohn (1991) : "The propagation of local equilibrium in time, if true, is a deep and highly non-obvious property of a system of many particles governed by Newton equations of motion". For the position autocorrelations of the SM and the LLg or the LLg + a direct investigation was therefore required. The conclusion is that the SM can be used to indirectly investigate the LLg + : agreement of transport exponents implies matching of the two-point auto-correlation functions. Thus, the transport exponent might be a kind of counterpart of critical exponents, suitable for the characterisation of transport phenomena: analogously to critical exponents, they afford a coarse but equally useful description of the systems at hand.
