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Many progresses in the understanding of epidemic spreading models have been obtained thanks
to numerous modeling efforts and analytical and numerical studies, considering host populations
with very different structures and properties, including complex and temporal interaction networks.
Moreover, a number of recent studies have started to go beyond the assumption of an absence of
coupling between the spread of a disease and the structure of the contacts on which it unfolds.
Models including awareness of the spread have been proposed, to mimic possible precautionary
measures taken by individuals that decrease their risk of infection, but have mostly considered
static networks. Here, we adapt such a framework to the more realistic case of temporal networks of
interactions between individuals. We study the resulting model by analytical and numerical means
on both simple models of temporal networks and empirical time-resolved contact data. Analytical
results show that the epidemic threshold is not affected by the awareness but that the prevalence
can be significantly decreased. Numerical studies highlight however the presence of very strong
finite-size effects, in particular for the more realistic synthetic temporal networks, resulting in a
significant shift of the effective epidemic threshold in the presence of risk awareness. For empirical
contact networks, the awareness mechanism leads as well to a shift in the effective threshold and to
a strong reduction of the epidemic prevalence.
I. INTRODUCTION
The propagation patterns of an infectious disease de-
pend on many factors, including the number and proper-
ties of the different stages of the disease, the transmission
and recovery mechanisms and rates, and the hosts’ be-
havior (e.g., their contacts and mobility) [1, 2]. Given
the inherent complexity of a microscopic description tak-
ing into account all details, simple models are typically
used as basic mathematical frameworks aiming at cap-
turing the main characteristics of the epidemic spreading
process and in particular at understanding if and how
strategies such as quarantine or immunization can help
contain it. Such models have been developed with in-
creasing levels of sophistication and detail in the descrip-
tion of both the disease evolution and the behaviour of
the host population [1, 2].
The most widely used assumption concerning the dis-
ease evolution within each host consists in discretizing
the possible health status of individuals [1, 2]. For
instance, in the Susceptible-Infectious-Susceptible (SIS)
model, each individual is considered either healthy and
susceptible (S) or infectious (I). Susceptible individuals
can become infectious through contact with an infectious
individual, and recover spontaneously afterwards, be-
coming susceptible again. In the Susceptible-Infectious-
Recovered (SIR) case, recovered individuals are consid-
ered as immunized and cannot become infectious again.
The rate of infection during a contact is assumed to be
the same for all individuals, as well as the rate of recov-
ery.
Obviously, the diffusion of the disease in the host pop-
ulation depends crucially on the patterns of contacts be-
tween hosts. The simplest homogeneous mixing assump-
tion, which makes many analytical results achievable,
considers that individuals are identical and that each
has a uniform probability of being in contact with any
other individual [1, 2]. Even within this crude approx-
imation, it is possible to highlight fundamental aspects
of epidemic spreading, such as the epidemic threshold,
signaling a non-equilibrium phase transition that sepa-
rates an epidemic-free phase from a phase in which a
finite fraction of the population is affected [1]. However,
this approach neglects any non-trivial structure of the
contacts effectively occurring within a population, while
advances in network science [3] have shown that a large
number of networks of interest have in common impor-
tant features such as a strong heterogeneity in the num-
ber of connections, a large number of triads, a commu-
nity structure, and a low average shortest path length be-
tween two individuals [3, 4]. Spreading models have thus
been adapted to complex networks, and studies have un-
veiled the important role of each of these properties [5–7].
More recently, a number of studies have also considered
spreading processes on time-varying networks [8–13], to
take into account the fact that contact networks evolve
on various timescales and present non-trivial temporal
properties such as broad distribution of contact dura-
tions [14, 15] and burstiness [8, 16] (i.e., the timeline of
social interactions of a given individual exhibits periods
of time with intense activity separated by long quiescent
periods with no interactions).
All these modeling approaches consider that the prop-
agation of the disease takes place on a substrate (the
contacts between individuals) that does not depend on
the disease itself. In this framework, standard contain-
ment measures consist in the immunization of individu-
als, in order to effectively remove them from the popu-
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2lation and thus break propagation paths. Immunization
can also (in models) be performed in a targeted way, try-
ing to identify the most important (class of) spreaders
and to suppress propagation in the most efficient possible
way [17, 18]. An important point to consider however is
that the structure and properties of contacts themselves
can in fact be affected by the presence of the disease in
the population, as individuals aware of the disease can
modify their behaviour in spontaneous reaction in order
to adopt self-protecting measures such as vaccination or
mask-wearing. A number of studies have considered this
issue along several directions (see Ref. [19] for a review).
For instance, some works consider an adaptive evolution
of the network [20] with probabilistic redirection of links
between susceptible and infectious individuals, to mimic
the fact that a susceptible individual might be aware of
the infectious state of some of his/her neighbors, and
therefore try to avoid contact with them.
Other works introduce behavioral classes in the pop-
ulation, depending on the awareness to the disease [21],
possibly consider that the awareness of the disease prop-
agates on a different (static) network than the disease
itself, and that being aware of the disease implies a cer-
tain level of immunity to it [22, 23]. Finally, the fact
that an individual takes self-protecting measures that de-
crease his/her probability to be infected (such as wearing
a mask or washing hands more frequently) can depend
on the fraction of infectious individuals present in the
whole population or among the neighbors of an individ-
ual. These measures are then modeled by the fact that
the probability of a susceptible catching the disease from
an infectious neighbor depends on such fractions [24–27].
Yet these studies mostly consider contacts occurring on
a static underlying contact network (see however [25, 26]
for the case of a temporal network in which awareness
has the very strong effect of reducing the activity of in-
dividuals and their number of contacts, either because
they are infectious or because of a global knowledge of
the overall incidence of the disease).
Here, we consider instead the following scenario: First,
individuals are connected by a time-varying network of
contacts, which is more realistic than a static one; second,
we use the scenario of a relatively mild disease, which
does not disrupt the patterns of contacts but which leads
susceptible individuals who witness the disease in other
individuals to take precautionary measures. We do not
assume any knowledge of the overall incidence, which is
usually very difficult to know in a real epidemic, espe-
cially in real time. We consider SIS and SIR models and
both empirical and synthetic temporal networks of con-
tacts. We extend the concept of awareness with respect
to the state of neighbors from static to temporal networks
and perform extensive numerical simulations to uncover
the change in the phase diagram (epidemic threshold and
fraction of individuals affected by the disease) as the pa-
rameters describing the reaction of the individuals are
varied.
II. TEMPORAL NETWORKS
We will consider as substrate for epidemic propagation
both synthetic and empirical temporal networks of inter-
actions. We describe them succinctly in the following
Subsections.
A. Synthetic networks
1. Activity-driven network model
The activity driven (AD) temporal network model pro-
posed in Ref. [28] considers a population of N individuals
(agents), each agent i characterized by an activity poten-
tial ai, defined as the probability that he/she engages in
a social act/connection with other agents per unit time.
The activity of the agents is a (quenched) random vari-
able, extracted from the activity potential distribution
F (a), which can take a priori any form. The tempo-
ral network is built as follows: at each time step t, we
start with N disconnected individuals. Each individual
i becomes active with probability ai. Each active agent
generates m links (starts m social interactions) that are
connected to m other agents selected uniformly at ran-
dom (among all agents, not only active ones) 1. The
resulting set of N individuals and links defines the in-
stantaneous network Gt. At the next time step, all links
are deleted and the procedure is iterated. For simplicity,
we will here consider m = 1.
In Ref. [28] it was shown that several empirical net-
works display broad distributions of node activities, with
functional shapes close to power-laws for F (a), with
exponents between 2 and 3. The aggregation of the
activity-driven temporal network over a time-window of
length T yields moreover a static network with a long-
tailed degree distribution of the form PT (k) ∼ F (k/T )
[28, 29]. Indeed, the individuals with the highest activity
potential tend to form a lot more connections than the
others and behave as hubs, which are known to play a
crucial role in spreading processes [7].
2. Activity-driven network model with memory
A major shortcoming of the activity-driven model lies
in the total absence of correlations between the connec-
tions built in successive time steps. It is therefore unable
to reproduce a number of features observed in empirical
data. An extension of the model tackles this issue by
1 Note that with such a definition, an agent may both receive
and emit a link to the same other agent. However, we consider
here an unweighted and undirected graph, thus in such a case, a
single link is considered. Moreover, in the limit of large N , the
probability of such an event goes to 0.
3introducing a memory effect into the mechanism of link
creation [30]. In the resulting activity-driven model with
memory (ADM), each individual keeps track of the set
of other individuals with whom there has been an inter-
action in the past. At each time step t we start as in the
AD model with N disconnected individuals, and each in-
dividual i becomes active with probability ai. For each
link created by an active individual i, the link goes with
probability p = qi(t)/[qi(t) + 1] to one of the qi(t) indi-
viduals previously encountered by i, and with probability
1− p towards a never encountered one. In this way, con-
tacts with already encountered other individuals have a
larger probability to be repeated and are reinforced. As
a result, for a power-law distributed activity F (a), the
degree distribution of the temporal network aggregated
on a time window T becomes narrow, while the distri-
bution of weights (defined as the number of interactions
between two individuals) becomes broad [30].
B. Empirical social networks
In addition to the simple models described above,
which do not exhibit all the complexity of empirical data,
we also consider two datasets gathered by the SocioPat-
terns collaboration [31], which describe close face-to-face
contacts between individuals with a temporal resolution
of 20 seconds in specific contexts (for further details,
see Ref. [14]). We consider first a dataset describing
the contacts between students of nine classes of a high
school (Lyce´e Thiers, Marseilles, France), collected dur-
ing 5 days in Dec. 2012 (“Thiers” dataset) [32, 33]. We
also use another dataset consisting in the temporal net-
work of contacts between the participants of a conference
(2009 Annual French Conference on Nosocomial Infec-
tions, Nice, France) during one day (“SFHH” dataset)
[10]. The SFHH (conference) data correspond to a rather
homogeneous contact network, while the Thiers (high
school) population is structured in classes of similar sizes
and presents contact patterns that are constrained by
strict and repetitive school schedules. In Table I we pro-
vide a brief summary of the main properties of these two
datasets.
Dataset N T p 〈∆t〉 〈k〉 〈s〉
Thiers 180 14026 5.67 2.28 24.66 500.5
SFHH 403 3801 26.14 2.69 47.47 348.7
TABLE I. Some properties of the SocioPatterns datasets un-
der consideration: N , number of different individuals engaged
in interactions; T , total duration of the contact sequence, in
units of the elementary time interval t0 = 20 seconds; p, aver-
age number of individuals interacting at each time step; 〈∆t〉,
average duration of a contact; 〈k〉 and 〈s〉: average degree and
average strength of the nodes in the network aggregated over
the whole time sequence.
III. MODELLING EPIDEMIC SPREAD IN
TEMPORAL NETWORKS
A. Epidemic models and epidemic threshold
We consider the paradigmatic Susceptible-Infectious-
Susceptible (SIS) and Susceptible-Infectious-Recovered
(SIR) models to describe the spread of a disease in a
fixed population of N individuals. In the SIS model,
each individual belongs to one of the following compart-
ments: healthy and susceptible (S) or diseased and in-
fectious (I). A susceptible individual in contact with an
infectious becomes infectious at a given constant rate,
while each infectious recovers from infection at another
constant rate. In the SIR case, infectious individuals
enter the recovered (R) compartment and cannot be-
come infectious anymore. We consider a discrete time
modeling approach, in which the contacts between in-
dividuals are given by a temporal network encoded in
a time-dependent adjacency matrix Aij(t) taking value
1 if individuals i and j are in contact at time t, and 0
otherwise. At each time step, the probability that a sus-
ceptible individual i becomes infectious is thus given by
pi = 1−
∏
j [1−λAij(t)σj ], where λ is the infection prob-
ability, and σj is the state of node j (σj = 1 if node j is
infectious and 0 otherwise). We define µ as the probabil-
ity that an infectious individual recovers during a time
step. The competition between the transmission and re-
covery mechanisms determines the epidemic threshold.
Indeed, if λ is not large enough to compensate the re-
covery process (λ/µ smaller than a critical value), the
epidemic outbreak will not affect a finite portion of the
population, dying out rapidly. On the other hand, if λ/µ
is large enough, the spread can lead in the SIS model to
a non-equilibrium stationary state in which a finite frac-
tion of the population is in the infectious state. For the
SIR model, on the other hand, the epidemic threshold is
determined by the fact that the fraction r∞ = R∞/N of
individuals in the recovered state at the end of the spread
becomes finite for λ/µ larger than the threshold.
In order to numerically determine the epidemic thresh-
old of the SIS model, we adapt the method proposed
in Refs. [34, 35], which consists in measuring the life-
time and the coverage of realizations of spreading events,
where the coverage is defined as the fraction of distinct
nodes ever infected during the realization. Below the epi-
demic threshold, realizations have a finite lifetime and the
coverage goes to 0 in the thermodynamic limit. Above
threshold, the system in the thermodynamic limit has a
finite probability to reach an endemic stationary state,
with infinite lifetime and coverage going to 1, while re-
alizations that do not reach the stationary state have a
finite lifetime. The threshold is therefore found as the
value of λ/µ where the average lifetime of non-endemic
realizations diverges. For finite systems, one can oper-
ationally define an arbitrary maximum coverage C > 0
(for instance C = 0.5) above which a realization is con-
sidered endemic, and look for the peak in the average
4lifetime of non-endemic realizations as a function of λ/µ.
In the SIR model the lifetime of any realization is finite.
We thus evaluate the threshold as the location of the peak
of the relative variance of the fraction r∞ of recovered
individuals at the end of the process [36], i.e.,
σr =
√
〈r2∞〉 − 〈r∞〉2
r∞
. (1)
B. Modeling risk perception
To model risk perception, we consider the approach
proposed in Ref. [24] for static interaction networks. In
this framework, each individual i is assumed to be aware
of the fraction of his/her neighbors who are infectious at
each time step. This awareness leads the individual to
take precautionary measures that decrease its probabil-
ity to become infectious upon contact. This decrease is
modeled by a reduction of the transmission probability
by an exponential factor: at each time step, the proba-
bility of a susceptible node i in contact with an infectious
to become infectious depends on the neighborhood of i
and is given by λi(t) = λ0 exp(−Jni(t)/ki) where ki is
the number of neighbors of i, ni(t) the number of these
neighbors that are in the infectious state at time t, and J
is a parameter tuning the degree of awareness or amount
of precautionary measures taken by individuals.
Static networks of interactions are however only a first
approximation and real networks of contacts between in-
dividuals evolve on multiple timescales [15]. We therefore
consider in the present work, more realistically, that the
set of neighbors of each individual i changes over time.
We need thus to extend the previous concept of neigh-
borhood awareness to take into account the history of
the contacts of each individual and his/her previous en-
counters with infectious individuals. We consider that
longer contacts with infectious individuals should have
a stronger influence on a susceptible individual’s aware-
ness, and that the overall effect on any individual depends
on the ratio of the time spent in contact with infectious
to the total time spent in contact with other individu-
als. Indeed, two individuals spending a given amount of
time in contact with infectious individuals may react dif-
ferently depending on whether these contacts represent
a large fraction of their total number of contacts or not.
We moreover argue that the awareness is influenced only
by recent contacts, as having encountered ill individuals
in a distant past is less susceptible to lead to a change of
behaviour. To model this point in a simple way, we con-
sider that each individual has a finite memory of length
∆T and that only contacts taking place in the time win-
dow [t−∆T, t[, in which the present time t is excluded,
are relevant.
We thus propose the following risk awareness change
of behaviour: The probability for a susceptible individual
i, in contact at time t with an infectious one, to become
infectious, is given by
λi(t) = λ0 exp (−αnI(i)∆T ) (2)
where nI(i)∆T is the number of contacts with infectious
individuals seen by the susceptible during the interval [t−
∆T, t[, divided by the total number of contacts counted
by the individual during the same time window (repeated
contacts between the same individuals are also counted).
α is a parameter gauging the strength of the awareness,
and the case α = 0 corresponds to the pure SIS process,
in which λi(t) = λ0 for all individuals and at all times.
IV. EPIDEMIC SPREADING ON SYNTHETIC
NETWORKS
A. SIS dynamics
1. Analytical approach
On a synthetic temporal network, an infectious indi-
vidual can propagate the disease only when he/she is in
contact with a susceptible. As a result, the spreading
results from an interplay between the recovery time scale
1/µ, the propagation probability λ conditioned on the
existence of a contact and the multiple time scales of
the network as emerging from the distribution of nodes’
activity F (a). Analogously to what is done for heteroge-
neous static networks [6, 7], it is possible to describe the
spread at a mean-field level by grouping nodes in activ-
ity classes: all nodes with the same activity a are in this
approximation considered equivalent [28]. The resulting
equation for the evolution of the number of infectious
nodes in the class of nodes with activity a in the original
AD model has been derived in Ref. [28] and reads
It+1a = I
t
a − µ Ita + λ aSta
∫
Ita′
N
da′ + λSta
∫
Ita′ a
′
N
da′ .
(3)
where Ia and Sa are the number of infectious and sus-
ceptible nodes with activity a, verifying Na = Sa + Ia.
From this equation one can show, by means of a lin-
ear stability analysis, that there is an endemic non-zero
steady state if and only if (〈a〉 + √〈a2〉)λ/µ > 1 [28].
Noticing that 〈a〉+√〈a2〉 may be regarded as the highest
statistically significant activity rate, the interpretation of
this equation becomes clear: the epidemic can propagate
to the whole network when the smallest time scale of rel-
evance for the infection process is smaller than the time
scale of recovery.
Let us now consider the introduction of risk awareness
in the SIS dynamics on AD networks. In general, we can
write for a susceptible with activity a
nI(a)∆T =
∆T∑
i=1
(
a
∫ It−ia′
N
da′ +
∫ It−ia′ a′
N
da′
)
(a+ 〈a〉) ∆T , (4)
5where the denominator accounts for the average number
of contacts of an individual with activity a in ∆T time
steps. In the steady state, where the quantities Ia be-
come independent of t, the dependence on ∆T in Eq. (4)
vanishes, since both the average time in contact with in-
fectious individuals and the average total time in contact
are proportional to the time window width. Introducing
this expression into Eq. (2), we obtain
λa = λ0 exp
−α a
∫ Ia′
N
da′ +
∫ Ia′ a′
N
da′
a+ 〈a〉
 , (5)
which can be inserted into Eq. (3). Setting µ = 1 without
loss of generality, we obtain the steady state solution
ρa =
λa(aρ+ θ)
1 + λa(aρ+ θ)
, (6)
where ρa = Ia/Na and we have defined
ρ =
∑
a
F (a)ρa, (7)
θ =
∑
a
aF (a)ρa. (8)
Introducing Eqs. (5) and (6) into Eqs. (7) and (8), and
expanding at second order in ρ and θ, we obtain after
some computations the epidemic threshold
λc =
1
〈a〉+√〈a2〉 . (9)
Moreover, setting λ0 = λc(1 + ) and expanding at order
1 in  we obtain
ρ =
2
Aα+B
, (10)
where
A = λc
〈 a3√〈a2〉 + 3a√〈a2〉+ 〈a2〉+ 3a2
a+ 〈a〉
〉
(11)
B = λ2c
( 〈
a3
〉√〈a2〉 + 3 〈a〉√〈a2〉+ 4 〈a2〉
)
.
This indicates that, at the mean-field level, the epidemic
threshold is not affected by the awareness. Nevertheless,
the density of infectious individuals in the vicinity of the
threshold is reduced as the awareness strength α grows.
In the case of activity driven networks with memory
(ADM), no analytical approach is available for the SIS
dynamics, even in the absence of awareness. The numer-
ical investigation carried out in Ref. [37] has shown that
the memory mechanism, which leads to the repetition
of some contacts, reinforcing some links and yielding a
broad distribution of weights, has a strong effect in the
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FIG. 1. Effect of the strength of risk awareness on the SIS
spreading on AD and ADM networks with ∆T = ∞. (a):
average lifetime of non-endemic runs for AD network, (b):
average lifetime of non-endemic runs for ADM networks, (c):
Steady state fraction of infectious for AD, (d): Steady state
fraction of infectious for ADM. Vertical lines in subplots (a)
and (b) indicate the position of the maximum of the average
lifetime. Model parameters: µ = 0.015, γ = 2,  = 10−3,
∆T = ∞ and network size N = 105. Results are averaged
over 1000 realizations.
SIS model. Indeed, the repeating links help the reinfec-
tion of nodes that have already spread the disease and
make the system more vulnerable to epidemics. As a re-
sult, the epidemic threshold is reduced with respect to
the memory-less (AD) case. For the SIS dynamics with
awareness on ADM networks, we will now resort to nu-
merical simulations.
2. Numerical simulations
In order to inspect in details the effect of risk awareness
on the SIS epidemic process, we perform extensive nu-
merical simulations. Following Refs. [28, 37], we consider
a distribution of nodes’ activities of the form F (a) ∝ a−γ
for a ∈ [, 1], where  is a lower activity cut-off introduced
to avoid divergences at small activity values. In all simu-
lations we set  = 10−3 and γ = 2. We consider networks
up to a size N = 105 and a SIS process starting with a
fraction I0/N = 0.01 of infectious nodes chosen at ran-
dom in the population. In order to take into account the
connectivity of the instantaneous networks, we use as a
control parameter the quantity β/µ, where β = 2 〈a〉λ0
is the per capita rate of infection [28]. Notice that the av-
erage degree of an instantaneous network is 〈k〉t = 2 〈a〉
[29]. With this definition, the critical endemic phase cor-
responds to
β
µ
≥ 2 〈a〉〈a〉+√〈a2〉 . (12)
In Fig. 1 we first explore the effect of the strength
6of risk awareness, as measured by the parameter α, in
the case ∆T = ∞, i.e., when each agent is influenced
by the whole history of his/her past contacts, a sit-
uation in which awareness effects should be maximal.
We plot the steady state average fraction of infectious
nodes ρ =
∑
a ρaF (a) as a function of β/µ for three
different values of α, and evaluate the position of the
effective epidemic threshold, as measured by the peak
of the average lifetime of non-endemic realizations, see
Sec. III A. Figures 1c) and d) indicate that the effect
of awareness in the model (α > 0), with respect to the
pure SIS model (α = 0) is to reduce the fraction ρ
of infectious individuals for all values of β/µ, and Fig-
ures 1a) and b) seem to indicate in addition a shift of
the effective epidemic threshold to larger values. This
effect is more pronounced for the ADM than for the
AD networks. As this shift of the epidemic threshold
is in contradiction, at least for the AD case, with the
mean-field analysis of the previous paragraphs, we in-
vestigate this issue in more details in Fig. 2, where we
show, both for the pure SIS model (α = 0) and for a
positive value of α, the average lifetime of non-endemic
realizations for various system sizes. Strong finite-size
effects are observed, especially for the model with aware-
ness (α > 0). Fitting the values of the effective threshold
(the position of the lifetime peak) with a law of the form
(β/µ)N = (β/µ)∞ + AN−ν , typical of finite-size scaling
analysis [38], leads to a threshold in the thermodynamic
limit of (β/µ)∞ = 0.37(3) for the pure SIS model on AD
networks, (β/µ)∞ = 0.34(2) for AD with α = 10 (SIS
model with awareness), (β/µ)∞ = 0.29(3) for ADM with
α = 0 (pure SIS model) and (β/µ)∞ = 0.29(2) for ADM
with α = 10. We notice here that the extrapolations
for α = 0 are less accurate and thus with larger associ-
ated errors. Nevertheless, with the evidence at hand, we
can conclude that, within error bars, the risk perception
has no effect on the epidemic threshold in the thermody-
namic limit, in agreement with the result from Eq. (12),
that gives a theoretical threshold (β/µ)c = 0.366 for the
AD case. It is however noteworthy that the effective epi-
demic threshold measured in finite systems can be quite
strongly affected by the awareness mechanism, even for
quite large systems, and in a particularly dramatic way
for ADM networks.
We finally explore in Fig. 3 the effect of a varying mem-
ory length ∆T , at fixed risk awareness strength α. In
both AD and ADM networks, an increasing awareness
temporal window shifts the effective epidemic thresh-
old towards larger values, up to a maximum given by
∆T = ∞, when the whole system history is available.
For the ADM networks, this effect is less clear because
of the changing height of the maximum of the lifespan
when increasing ∆T . For AD networks, this result is ap-
parently at odds with the mean-field analysis in which
∆T is irrelevant in the stationary state. We should no-
tice, however, that for ∆T → ∞, the critical point is
unchanged in the thermodynamic limit with respect to
the pure SIS dynamics. Given that for ∆T → ∞ the
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FIG. 2. Analysis of finite-size effects. We plot the average
lifetime of non-endemic realizations of the SIS process, for
different system sizes and 2 different values of α. (a): ADM
networks and α = 0. (b): ADM networks with α = 10.
(c): AD networks. Vertical lines indicate the position of the
maximum of the average lifetime. Model parameters: µ =
0.015, γ = 2,  = 10−3 and ∆T = ∞. Results are averaged
over 1000 realizations.
effects of awareness are the strongest, we expect that a
finite ∆T will not be able to change the threshold in the
infinite network limit. We can thus attribute the shifts
observed to pure finite size effects. Note that this effect
is also seen in homogeneous AD networks with uniform
activity a (data not shown), observation that we can ex-
plain as follows: when ∆T is small, the ratio of contacts
with infectious nI(i)∆T recorded by an individual i can
differ significantly from the overall ratio recorded in the
whole network in the same time window, which is equal
to 〈nI(i)∆T 〉 = ρ (for a uniform activity). Mathemati-
cally, we have
〈λi〉 = λ0 〈exp(−αnI(i)∆T )〉 ≥ λ0 exp(−αρ) (13)
by concavity of the exponential function. Thus, even if lo-
cally and temporarily some individuals perceive an over-
estimated prevalence of the epidemics and reduce their
probability of being infected accordingly, on average the
reduction in the transmission rate would be larger if the
ensemble average were used instead of the temporal one,
and thus the epidemics is better contained in the former
case. As ∆T increases, the temporal average nI(i)∆T
becomes closer to the ensemble one ρ and the effect of
awareness increases. When ∆T is large enough compared
to the time scale of variation of the network 1/a, the local
time recording becomes equivalent to an ensemble aver-
age, and we recover the mean-field situation.
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FIG. 3. Effect of the local risk perception with increasing
memory span ∆T for the SIS spreading on AD and ADM net-
work. (top): AD network. (bottom): ADM network. Vertical
lines indicate the position of the maximum of the average life-
time. Model parameters: α = 10, µ = 0.015, γ = 2,  = 10−3
and network size N = 104. Results are averaged over 1000
realizations.
B. SIR dynamics
1. Analytical approach
Following an approach similar to the case of the SIS
model, the SIR model has been studied at the heteroge-
neous mean field level in AD networks, in terms of a set
of equations for the state of nodes with activity a, which
takes the form [39]
It+1a = I
t
a − µ Ita + λ a (Na − Ita −Rta)
∫
Ita′
N
da′
+ λ (Na − Ita −Rta)
∫
Ita′ a
′
N
da′ , (14)
where Na is the total number of nodes with activity a,
and Ia and Ra are the number of nodes with activity a in
the infectious and recovered states, respectively. Again, a
linear stability analysis shows the presence of a threshold,
which takes the same form as in the SIS case:
β
µ
≥ 2 〈a〉〈a〉+√〈a2〉 . (15)
The same expression can be obtained by a different ap-
proach, based on the mapping of the SIR processes to
bond percolation [40].
Since the SIR model lacks a steady state, we cannot
apply in the general case the approach followed in the
previous section. The effects of risk perception can be
however treated theoretically for a homogeneous network
(uniform activity) in the limit ∆T →∞, which is defined
by the effective infection probability
λ(t) = λ0 exp
(
−α
t
∫ t
0
ρ(τ) dτ
)
. (16)
Even this case is hard to tackle analytically, so that we
consider instead a modified model defined by the infec-
tion probability
λ(t) = λ0 exp
(
−α
∫ t
0
ρ(τ) dτ
)
. (17)
In this definition the fraction of infectious seen by an
individual is no longer averaged over the memory length
but rather accumulated over the memory timespan, so
that we expect stronger effects of the risk perception with
respect to Eq. (15), if any. The fraction of susceptibles
s = S/N and the fraction of recovered r = R/N in the
system obey the equations
ds
dt
= −λ0 ρ(t) s(t) e−αr(t)/µ (18)
dr
dt
= µρ(t) (19)
where in the first equation we have used the second equa-
tion to replace
∫ t
0
ρ(τ) dτ in λ(t) by (r(t)− r(0))/µ (with
the initial conditions r(0) = 0).
Setting µ = 1 without loss of generality, the final aver-
age fraction of recovered individuals after the end of an
outbreak is given by
r∞ = 1− s(0) exp
(
−λ0
α
(1− e−αr∞)
)
. (20)
Close to the threshold, i.e., for r∞ ∼ 0, performing an
expansion up to second order and imposing the initial
condition ρ(0) = 1− s(0) = 0, we obtain the asymptotic
solution
r∞ ' 2
λ0(α+ λ0)
(λ0 − 1), (21)
which leads to the critical infection rate λ0 = 1. This
means that, as for the SIS case, the risk perception does
not affect the epidemic threshold at the mean field level,
at least for a homogeneous network. The only effect of
awareness is a depression of the order parameter r∞ with
α, as observed also in the SIS case. The same conclusion
is expected to hold for the original model of awareness,
with an infection rate of the form Eq. (16) as in this case
the dynamics is affected to a lower extent. In analogy, for
the general case of an heterogeneous AD network, with
rate infection given by Eq. (2), we expect the effects of
awareness on the epidemic threshold to be negligible at
the mean-field level.
On ADM networks, the numerical analysis of the SIR
model carried out in Ref. [37] has revealed a picture op-
posite to the SIS case. In an SIR process indeed, rein-
fection is not possible; as a result, repeating contacts are
not useful for the diffusion of the infection. The spread
is thus favoured by the more random patterns occurring
in the memory-less (AD) case, which allows infectious
nodes to contact a broader range of different individuals
and find new susceptible ones. The epidemic threshold
for SIR processes is hence higher in the ADM case than
in the AD one [37].
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FIG. 4. Effect of the local risk perception on the SIR spread-
ing on AD networks and ADM networks. We plot r∞ and
σr/σ
max
r for different values of α. (a): σr/σ
max
r on AD net-
work, (b): σr/σ
max
r on ADM network, (c): r∞ on AD network
and (d): r∞ on ADM network. Vertical lines in subplots (a)
and (b) indicate the position of the maximum of the order
parameter variance. Model parameters: ∆T = ∞, µ = 0.015,
γ = 2,  = 10−3 and network size N = 105. Results are
averaged over 1000 realizations.
2. Numerical simulations
To study the effects of risk perception on the dynam-
ics of a SIR spreading process in temporal networks we
resort again to numerical simulations. In Fig. 4 we com-
pare the effects of the risk perception mechanism given by
Eq. (2) for AD and ADM networks. The spread starts
with a fraction ρ0 = I0/N = 0.01 of infectious nodes
chosen at random in the population and the activity dis-
tribution is the same as in the SIS case. In the present
simulations the memory span ∆T is infinite and we com-
pare the results obtained for two different values of the
awareness strenght α. We see that the effective epidemic
threshold is increased for the ADM network, whereas it
seems unchanged for the AD network and around a value
of β/µ = 0.35, an agreement with the theoretical predic-
tion quoted in the previous section.
The SIR phase transition is rigorously defined for a
vanishing initial density of infectious, i.e., in the limit
ρ(0)→ 0 and s(0)→ 1, as can be seen at the mean-field
level in the derivation of Eq. (21). In Fig. 5 we explore
the effects of the initial density ρ0 = I0/N of infectious
individuals on the effect of awareness on AD networks.
For large values of ρ0 = I0/N , the awareness (α > 0)
can significantly decrease the final epidemic size, as al-
ready observed in Fig. 4. This effect can be understood
by the fact that, for large ρ0, more individuals are aware
already from the start of the spread and have therefore
lower probabilities to be infected. At very small initial
densities, on the other hand, r∞ becomes independent
of α. This is at odds with the result in Eq. (21), which
however was obtained within an approximation that in-
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and network size N = 105. Results are averaged over 1000
realizations.
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creases the effects of awareness. The milder form consid-
ered in Eq. (2) leads instead to an approximately unal-
tered threshold, and to a prevalence independent of α.
For ADM networks, Fig. 6 shows the variance of the
order parameter for two different values of α. As in the
SIS case, we see that an apparent shift of the effective
epidemic threshold is obtained, but very strong finite size
effects are present even at large size, especially for α > 0.
The difference between the effective thresholds at α > 0
and α = 0 decreases as the system size increases, but
remains quite large, making it difficult to reach a clear
conclusion on the infinite size limit.
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V. EPIDEMIC SPREADING ON EMPIRICAL
SOCIAL NETWORKS
As neither AD nor ADM networks display all the com-
plex multi-scale features of real contact networks, we now
turn to numerical simulations of spreading processes with
and without awareness on empirical temporal contact
networks, using the datasets described in Sec. II B.
A. SIS dynamics
As we saw in Sec. IV A, the susceptibility defined to
evaluate the epidemic threshold of the SIS process is sub-
ject to strong finite size effects. Since the empirical net-
works used in the present section are quite small, we
choose to focus only on the main observable of physical
interest, i.e., the average prevalence ρ in the steady state
of the epidemics.
As we are interested in the influence of the structural
properties of the network, we choose to skip the nights
in the datasets describing the contacts between individu-
als, as obviously no social activity was recorded then, to
avoid undesired extinction of the epidemic during those
periods. In order to run simulations of the SIS spread-
ing, we construct from the data arbitrarily long last-
ing periodic networks, with the period being the record-
ing duration (once the nights have been removed). For
both networks we define the average instantaneous degree
〈k〉 = 1
Tdata
∑
i kt where the sum runs over all the time
steps of the data, and kt is the average degree of the snap-
shot network at time t. We then define β/µ = λ 〈k〉 /µ as
the parameter of the epidemic. For each run, a random
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starting time step is chosen, and a single agent in the
same time step, if there is any, is defined as the seed of
the infection (otherwise a new starting time is chosen).
In Fig. 7, we compare the curves of the prevalence ρ
of the epidemics in the stationary state on both empir-
ical networks, and for increasing values of the memory
length ∆T . We can see that an important reduction of
the prevalence is occurring even for ∆T = 1. This is due
to the presence of many contacts of duration longer than
∆T (contrarily to the AD case): the awareness mecha-
nism decreases the probability of contagion of all these
contacts (and in particular of the contacts with very long
duration, which have an important role in the propaga-
tion) as soon as ∆T > 1, leading to a strong effect even
in this case. At large values of the control parameter
β/µ, the effect of the awareness is stronger for increas-
ing values of the memory length ∆T , as was observed in
Sec. IV A. At small values of β/µ on the contrary, the
awareness is optimum for a finite value of ∆T , and the
knowledge of the whole contact history is not the best
way to contain the epidemics. While a detailed investi-
gation of this effect lies beyond the scope of our work,
preliminary work (not shown) seem to indicate that it is
linked to the use of the periodicity introduced in the data
through the repetition of the dataset.
B. SIR
In this section we study the impact of the awareness
on the SIR spreading process running on the empirical
networks. In particular, we study the effect of self pro-
tection on the fraction of recovered individuals r∞ in the
final state, and on the effective threshold evaluated as
the peak of the relative variance of r∞ defined in Eq. (1).
In Fig. 8 and 9 we plot σr and r∞ for different mem-
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ory length ∆T , for the SFHH conference and the Thiers
highschool data respectively. We first notice that a no-
table effect appears already for ∆T = 1, similarly to the
SIS process. However, we see that r∞ is monotonously
reduced as ∆T grows and that the effective threshold is
shifted to higher values of β/µ, also monotonously. It
is worth noticing that the timescale of the SIR process
is much smaller than the one studied in the SIS process
because the final state is an absorbing state free of in-
fectious agents. The lifetime of the epidemic in this case
is of the order of magnitude of the data duration, so
that the periodicity introduced by the repetition of the
dataset is not relevant anymore. Overall, we observe for
both networks an important reduction of outbreak size
when people adopt a self protecting behaviour, as well as
a significant shift of the effective epidemic threshold.
VI. CONCLUSION
The implementation of immunization strategies to con-
tain the propagation of epidemic outbreaks in social net-
works is a task of paramount importance. In this work,
we have considered the effects of taking protective mea-
sures to avoid infection in the context of social temporal
networks, a more faithful representation of the patterns
of social contacts than often considered static structures.
In this context, we have implemented a model including
awareness to the propagating disease in a temporal net-
work, extending previous approaches defined for static
frameworks. In our model, susceptible individuals have
a local perception of the overall disease prevalence mea-
sured as the ratio of the number of previous contacts
with infectious individuals on a training window of width
∆T . An increased level of awareness induces a reduction
in the probability that a susceptible individual contracts
the disease via a contact with an infectious individual.
To explore the effects of disease awareness we have con-
sidered the paradigmatic SIS and SIR spreading models
on both synthetic temporal networks, based in the ac-
tivity driven (AD) model paradigm, and empirical face-
to-face contact networks collected by the SocioPatterns
collaboration. In the case of network models, we consider
the original AD model, and a variation, the AD model
with memory (ADM), in which a memory kernel mimics
some of the non-Markovian effects observed in real social
networks.
In the case of synthetic networks, analytical and nu-
merical results hint that in AD networks without mem-
ory, the epidemic threshold on both SIS and SIR models
is not changed by the presence of awareness, while the
epidemic prevalence is diminished for increasing values
of the parameter α gauging the strength of awareness.
In the case of the ADM model (temporal network with
memory effects) on the other hand, awareness seems to
be able to shift the threshold to an increased value, but
very strong finite size effects are present: our results are
compatible with an absence of change of the epidemic
threshold in the infinite size limit, while, as for the AD
case, the epidemic prevalence is decreased.
In the case of empirical contact networks, we observe in
all cases a strong reduction of the prevalence for different
values of α and ∆T , and an apparent shift of the effec-
tive epidemic threshold. These empirical networks differ
from the network models from two crucial points of view.
On the one hand, they have a relatively small size. Given
that important finite size effects are observed in the mod-
els, especially in the one with memory effects, one might
also expect stronger effective shifts in such populations
of limited size. On the other hand, AD and ADM net-
works lack numerous realistic features observed in real
social systems. On AD and ADM networks, contacts are
established with random nodes (even in the ADM case)
so that the perception of the density of infectious by any
node is quite homogeneous, at least in the hypothesis
of a sufficiently large number of contacts recorded (i.e.,
at large enough times, for a∆T  1). This is not the
case for the empirical networks, which exhibits complex
patterns such as community structures, as well as broad
distributions of contact and inter-contact durations, spe-
cific time-scales (e.g., lunch breaks), correlated activity
patterns, etc. [41]. This rich topological and temporal
structure can lead to strong heterogeneities in the local
perception of the disease. In this respect, it would be
interesting to investigate the effect of awareness in more
realistic temporal network models.
Notably, the awareness mechanism, even if only local
and not assuming any global knowledge of the unfolding
of the epidemics, leads to a strong decrease of the preva-
lence and to shifts in the effective epidemic threshold even
at quite large size, in systems as diverse as simple models
and empirical data. Moreover, some features of empir-
ical contact networks, such as the broad distribution of
11
contact durations, seem to enhance this effect even for
short-term memory awareness. Overall, our results in-
dicate that it would be important to take into account
awareness effects as much as possible in data-driven sim-
ulations of epidemic spread, to study the relative role of
the complex properties of contact networks on these ef-
fects, and we hope this will stimulate more research into
this crucial topic.
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