Abstract. The paper deals with polyhedral estimates for reachable tubes of differential systems with a multiplicative uncertainty, namely linear systems with set-valued uncertainties in initial states, additive inputs and coefficients of the system. We present nonlinear parametrized systems of ordinary differential equations (ODE) which describe the evolution of the parallelotope-valued estimates for reachable sets (time cross-sections of the reachable tubes). The main results are obtained for internal estimates. In fact, a whole family of the internal estimates is introduced. The properties of the obtained ODE systems (such as existence and uniqueness of solutions, nondegeneracy of estimates) are investigated. Using some optimization procedure we also obtain a differential inclusion which provides nondegenerate internal estimates. Examples of numerically constructed external and internal estimates are presented.
Introduction
The problem of constructing trajectory tubes (in particular, reachable tubes) is an essential theme in control theory [25] . Since practical construction of such tubes may be cumbersome, different numerical methods are devised for this cause, in particular, methods based on approximations of sets either by arbitrary polytopes with a large number of vertices or by unions of points [6] , [3] , [1] (here and below, we mention, as examples, only some references from numerous publications; see also references therein). Such methods, as well as the methods based on different schemes of discrete approximations of initial set-valued problems [2] , [31] and numerical methods of solving the Hamilton-Jacobi-Bellman equation [30] , are devised to obtain approximations as accurate as possible. But they may require much calculations, especially for large dimensional systems; also smaller step-sizes create a heavy computational load. It is appropriate to mention approximations by polytopes based on support functions or supporting points [4] , [23] .
Other techniques are based on estimates of sets by domains of some fixed shape such as ellipsoids, parallelepipeds, zonotopes [7] , [11] , [13] , [15] - [17] , [22] , [24] - [29] . Fair results in this area were obtained for linear systems with set-valued initial states and set-valued additive uncertain inputs. The main advantage of the mentioned techniques is that they enable to obtain approximate solutions using relatively simple tools (up to explicit formulas). Note that more accurate approximations and even exact representations of the solutions may be obtained by using the whole families of such simple estimates (as it was proposed by A.B. Kurzhanski) [25] - [27] , [22] , [16] . The methods of interval analysis which use subpavings of interval vectors [14] serve the same purpose, but such methods may require much computations and memory for large dimensional systems.
It is also important to study linear systems when system matrices are uncertain too. This leads to the multiplicative uncertainty and additional difficulties due to nonlinearity of the problem (in particular, reachable sets -cross-sections of reachable tubes -can be non-convex). There are some results for such systems with different types of bounds on uncertainties [5] , [8] , [12] , including constructing external ellipsoidal estimates [7] , [29] and external interval (in other terms, coordinate-wise or box-valued) estimates [15] , [24] , [28] .
We construct polyhedral (parallelepiped-valued and parallelotope-valued) estimates for reachable sets and reachable tubes of differential systems with parallelepiped-valued uncertainties in initial states and in additive uncertain inputs and with interval uncertainties in coefficients of the system. In contrast to interval analysis, faces of our estimates may be not parallel to coordinate planes. The main results are obtained for the internal estimates. Using constructions from [19] , [20] , we obtain nonlinear parametrized systems of ordinary differential equations (ODE) which describe the evolution of centers and matrices of the parallelotope-valued internal estimates for the reachable sets. So, in fact, the whole family of internal estimates is introduced (but, unfortunately, unlike the case of linear systems [25] - [27] , [22] , [16] , this family does not ensure exact representations of the reachable sets in general). The properties of the obtained ODE systems (such as existence and uniqueness of solutions for fixed values of parameters, nondegeneracy of estimates) are investigated. Using some optimization procedure we also obtain a differential inclusion which provides nondegenerate internal estimates. ODE for external estimates were obtained earlier [18] . Here we remind these results for completeness of the exposition. Results of numerical simulations are presented.
The following notation is used below: R n -the n-dimensional vector space; -the transposition symbol; 
Problem Formulation
Consider the following system (x ∈ R n is the state):
Here the initial state
(which is assumed to be a Lebesgue measurable function) and the measurable matrix function A(t) ∈ R n×n are unknown but subjected to given set-valued constraints
where X 0 , R(t) are given convex compact sets in R n , the set-valued map R(t) is continuous, the matrix functions A(t), A(t) are continuous. Matrix and vector inequalities (≤, <, ≥, >) here and below are understood componentwise. The interval constraints (3) can be rewritten in the form
Let X (t)=X (t, 0, X 0 ) be a reachable set of system (1)-(3) at time t>0 that is the set of all points x∈R n , for each of which there exist x 0 , w(·), A(·) that satisfy (2)-(3) and generate a solution x(·) of (1) that satisfies x(t)=x. The multivalued function X (t), t∈T , is known as a trajectory (or reachable) tube X (·).
We presume the sets X 0 , R(t) to be parallelotopes (then the sets X (t) are not obliged to be parallelotopes) and look for external and internal parallelepipedvalued or parallelotope-valued (shorter, polyhedral ) estimates P ± (t) for X (t). By a parallelepiped P(p, P , π)⊂R n we mean a set such that
It may be said that p determines the center of the parallelepiped, P -the orientation matrix, p i -the "directions" and π i -the values of its "semi-axes". We call a parallelepiped nondegenerate if π>0.
, where p ∈ R n and the matrixP = {p i } ∈ R n×m , m ≤ n, may be singular. We call a parallelotope P nondegenerate, if m = n and detP = 0.
Each parallelepiped P(p, P , π) is a parallelotope P[p,P ] withP = P diag π; each nondegenerate parallelotope is a parallelepiped with P =P diag
or, in a different way, with P =P , π = e, where e = (1, 1, . . . , 1) . We call P an external (internal) estimate for X ⊂ R n if P ⊇ X (P ⊆ X). 1 The normality condition p i 2=1 may be omitted to simplify formulas (it ensures the uniqueness of the representation of a nondegenerate parallelepiped).
is a parallelepiped, the sets R(t) = P[r(t),R(t)] are parallelotopes whereR(t) ∈ R n×m , m ≤ n; r(·), R(·) and A(·), A(·) are continuous vector and matrix functions.
Problem 1. Find some external P + (t) and internal P − (t) polyhedral estimates 2 for reachable sets X (t):
Auxiliary Discrete Time Systems. Primary Estimates
Following arguments similar to [7] , [25, Sec. 3 .2] we obtain ODE for the estimates. The first step in this way is to construct estimates for reachable sets X [k] of auxiliary discrete time systems -the Euler approximations 3 of the initial system:
which involve two operations with sets -multiplying an interval matrix
x ∈ X } and the Minkowski sum [25, p.93 ]. In [18] , [19] , [20] , the ways of constructing primary polyhedral estimates for A • P and P 1 + P 2 (where P, P 1 , P 2 are parallelepipeds or parallelotopes) are described; hence we have the corresponding recurrence relations for external and internal estimates P ± [k] for X [k]. Passing to the limit as N → ∞, we obtain the corresponding nonlinear ODE systems for parallelotopes/parallelepipeds P ± (t).
Internal Estimates
We come to the following ODE system for parallelotopes
(the operation of maximum is understood componentwise Later on it is useful to mark out the following case.
Assumption 2. Either R(t) are singletons (then the function w(·) ≡ r(·) may be assumed to be measurable) or Γ (·) ∈ G is such thatR(t)Γ (t) ≡ 0, t ∈ T . (1), (2), (4) be satisfied, P 0 be a nondegenerate parallelotope (detP 0 = 0) and
Theorem 1. Let the above assumptions about the system
Then the system (6), (7) has a unique solution (p Proof. Here and below we give mostly only sketches; more details can be found in [21] . The existence, uniqueness and extendability of the solution are obtained using the known results [10, pp. 7,8,10] . In particular, under Assumption 2, we verify that P − (t) can not leave the domain where det P − (t) ≥ δ for some δ > 0 and then use [10, p. 10, Theorem 4].
To prove P − (t) ⊆ X(t) we verify the subreachability property:
, then there exists ξ such that Abs ξ ≤ e and x * = p − (t) +P − (t) ξ. Consider x * = x * (t) as a function of t (when ξ is fixed). Evidently, x * (s) ∈ P − (s) also for arbitrary s ≤ t. It remains to check that it is possible to find functions
. Differentiating x * (τ ) with the account (6), (7) we have (the argument τ is omitted for short): Note that Theorem 1 describes the whole family of estimates P − (·) where J(·) and Γ (·) are parameters.
Remark 1. Obviously, we have X (t) ⊇ X
0 (t) ≡ P 0− (t), t ∈ T , where X 0 (t) are reachable sets of the system (1) under assumptions x 0 ∈ P 0 , w(·) ≡ r(·) and A(·) ≡Ã(·), and parallelotopes P 0− (t) are determined by (6), (7) when ν ≡ 0, Γ ≡ 0. We call these parallelotopes P 0− (t) trivial internal estimates for X (t).
The following corollary compares internal estimates P − (t) for X (t) satisfying (6), (7) with trivial internal estimates P 0− (t) for X (t) in the sense of volume. We like to remind that volume of a nondegenerate parallelotope P = P[p,P ] ⊂ R n is equal to vol P = 2 n | detP |.
Corollary 1. Under conditions of Theorem 1, we have vol
. Therefore under additional Assumption 2 we have:
Proof. The expression for vol P − (t) follows from the equality detP
, where m 0 (t) = detP 0 exp t 0 trÃ(τ ) dτ , which, in turn, can be obtained similarly to [17, p. 293] . Namely, we use the change of variables P − (t) = Φ(t) P (t), where Φ satisfiesΦ =Ã Φ, Φ(0) = I, and obtain the relation
on the base of the known relation d det P/dt = det P tr (P −1Ṗ ) and (7) In general case (without Assumption 2) we can obtain some differential inclusions which determine internal estimates on the whole time interval T . Consider two ways to do that. Following the first way, fix J(·)∈J and Γ (·)∈G; if a denominator of some row of the matrix B vanishes, replace this row by a suitable set. The corresponding differential inclusion determines P − (t) on T (see Theorem 2 below), but there is no guarantee for P − (t) to be nondegenerate. The second way allows (using some considerations of "local" optimality of the estimate volume) to construct Γ (·) to ensure nondegenerate estimates on T (Theorem 3).
Following the first way, consider the matrix differential inclusion
where ν(t,P − ; J(t)) is defined in (7) 
of the system (6), (9)- (10) which is determined on the whole T , and all solutions of this system determine internal parallelotope-valued estimates
Proof. Existence and extendability are obtained using [10, p. 66, Theorem 6] . The inclusions P − (t) ⊆ X (t) are proved similarly to Theorem 1.
Following the second way under conditions of Theorem 1, assume, without loss of generality, that detP 0 >0. The idea of local optimization arises from (8) and consists in finding the maximal possible velocity of increasing detP − (t) (therefore vol P − (t)) at time t, by the choice of the value Γ , when the valueP − =P − (t) has already been found. Consider the set Γ (t,P − ) of matrices Γ (t,P − ), which are solutions to the following optimization problem: max{tr (Ξ(t,P − )Γ ) | Γ ∈ R m×n s.t. Γ ≤ 1}. This set Γ (t,P − ) may be described in the following form:
. . , n}, k=1, . . . , m, where sign z is equal to −1, 0, 1 for z < 0, z = 0, z > 0 respectively. Consider the matrix differential inclusion
where ν(t,P − ; J) and B(P − ) are the same as in (7). (12), which is determined on the whole interval T , and all solutions of this system determine parallelotopes P − (t) which turn out to be internal nondegenerate parallelepiped-valued estimates for
Proof. We use arguments similar to [17, Theorem 5.2] . Existence and extendability are obtained using [10, p. 66, Theorem 6] . In particular, (8) is used to see that the function P = Φ −1P − is such that det P (t) is a nondecreasing function and therefore P (t) can not leave the domain where det P (t) ≥ det P (0) > 0; consequently, solutions to (12) are defined on the whole interval T and determine nondegenerate parallelepiped-valued estimates. The inclusions P − (t) ⊆ X (t) are proved similarly to Theorem 1.
Remark 2.
We can choose J(·) in (7), (9) and (12) in different ways, in particular as a constant. A simple way is also to apply a "local" optimization which arises from (8) . Fix a natural number N and introduce a grid T N of times τ k = kh N , k=0, . . . , N, h N = θN −1 . Let us, for each τ k ∈ T N , solve the optimization problem which is to maximize ν(τ k ,P − ; J) β(P − ) over all possible permutations J = {j 1 , . . . , j n } assuming thatP − =P − (τ k ) has already been found. Then we can sequentially construct the piecewise constant function
. . , N − 1, and find P − (·). Note that the described procedure is not obliged to give the estimates P − (t) with maximal volume even if N → ∞.
External Estimates
In [18] , the ODE systems of two types were obtained for external estimates for X (t) in the form of parallelepipeds P + (t) = P(p + (t), P (t), π + (t)), where P (t) is a fixed matrix function. Let us restate here, for completeness of the exposition, the ODE system for the more accurate estimates of the type II: dp
the symbol E(P) denotes the set of all vertices of a parallelepiped P =P(p, P , π), namely the set of points of the form
Theorem 4. Let Assumption 1 be satisfied and P (t) ∈ R n×n be an arbitrary continuously differentiable function such that det P (t) = 0, t ∈ T . Then the system (13) , (14) has a unique solution (p + (·), π + (·)) on T , and the parallelepipeds P + (t) = P(p + (t), P (t), π + (t)) are the external estimates for the reachable sets X (t) of the system (1), (2) , (4) :
Proof. The existence, uniqueness and extendability of the solution follow from [10, pp. 7,8,10] , the inclusions -from [18, Theorem 1].
Remark 3. In fact, Theorem 4 describes the whole family of estimates where P (·) is a parameter. Some heuristic ways of choosing P (·) were indicated in [18] (in particular, (i) find P (·) from relationsṖ =Ã(t)P , P (0)=P 0 , or (ii) put P (t)≡I). 
Examples
Consider some examples. The estimates were calculated using the Euler approximations (5) with N = 100 (in fact, the estimates for X [k] are presented in figures below). But it would be emphasized that different schemes of approximation can be used for solving the obtained differential systems and finding the estimates. It must be admitted that the proposed estimates may turn out to be rather conservative. But we can calculate them easily via integration of the ODE, and they can give useful information, while it is hard to calculate exact reachable sets. Improved external (possibly nonconvex) estimates in the form of the union of parallelepipeds can be constructed for systems with constant coefficients [18] .
