B y B r u c e M. B o g h o s i a n 1, P e t e r V. C o v e n e y 2 a n d We develop a lattice gas model for the non-equilibrium dynamics of microemulsions. Our model is based on the immiscible lattice gas of Rothman & Keller, which we reformulate using a microscopic, particulate description so as to permit generaliza tion to more complicated interactions, and on the prescription of Chan & Liang for introducing such interparticle interactions into lattice gas dynamics. We present the results of simulations to demonstrate that our model exhibits the correct phe nomenology, and we contrast it with both equilibrium lattice models of microemul sions, and to other lattice gas models.
Introduction
It is well known that oil and water do not mix, and yet, with the addition of amphiphile (or surfactant) to such systems, one can observe the formation of a wealth of complex structures. For a general review see Gelbart et al. (1993) . The complex structures arise as a result of the physical and chemical properties of the amphiphile, the most important of these being the polar nature of the molecules -typically, a hydrophilic ionic head, and a hydrophobic hydrocarbon tail. Consequently there is a strong energy preference for the surfactant molecules to be adsorbed at, and thereby to cause the formation of, oil-water interfaces. The aformentioned structures occur in both binary (surfactant and water or oil) and ternary systems; they are in general strongly dependent on the relative quantity and nature of the surfactant molecules present (whether the amphiphile has an ionic or non-ionic nature, the size of the hydrophobic tail, and so on), and on the temperature of the system. The equilibrium properties of these complex structures are conveniently described by phase diagrams that have been obtained from experimental investigation (Kahlweit et al. 1987) . The microemulsion phase itself occurs only within a certain region of the ternary phase space. It is of particular industrial interest because of the very low surface tensions that exist between the so called 'middle phase' microemulsion and bulk oil and water phases (see Cazabat et al. 1982) . The complex nature and wide industrial application of these systems make them ideal subjects for experimental, theoretical and numer ical investigation. Most previous work in this area has been done on the equilibrium phase behaviour (Gompper & Schick 1994 ) of such self-assembling systems; compar atively little research has been devoted to their non-equilibrium, dynamic properties (Kawakatsu et al. 1993 ). Here we develop a computational technique, with a th ical basis, that has the ability to simulate self-assembling amphiphilic systems under both equilibrium and non-equilibrium conditions.
Lattice gases have been used as a numerical technique for modelling hydrodynam ics since their introduction in 1986 by Frisch, Hasslacher and Pomeau (FHP) (Frisch et al. 1986 ) and by Wolfram (1986) , who showed that one could simulate the incom pressible Navier-Stokes equations using discrete Boolean elements on a lattice. The method was later generalized by Rothman & Keller (1988) to enable the simulation of immiscible fluids, and we use their model, which has since been investigated with some degree of rigour (see §3), as the basic starting point for ours.
The simulation of the behaviour of three-phase fluids is a complex and challenging area of computational science. The complexity of microemulsion behaviour goes well beyond that of immiscible fluids and so has been out of reach of lattice gas models until now. In this paper we develop a version of such a model that simulates the non-equilibrium, dynamical properties of amphiphilic systems, and in particular of microemulsions. Note that the use of the basic lattice gas model, in contrast to, for example, molecular dynamics simulations, gives us the ability to investigate the important late-time dynamics of these systems (Kawakatsu et al. 1993 ) in a computa tionally tractable manner. Also, since lattice-gas models enable the implementation of complex boundary conditions, we can investigate such systems under flow and within complex media such as porous rock.
The purpose of the present paper is to define and establish the general validity of our model; we show that our model can reproduce certain known features of these self assembling amphiphilic systems. In § 2 we briefly review some of the work that has already been done on the modelling of amphiphilic systems. Sections 3 and 4 contain the description and formulation of our model, while the results of simulations we have performed are described in § 5. These two-dimensional simulations demonstrate the ability of our model to capture the phenomenology of various self-assembling amphiphilic structures in a consistent way, including the propensity for the surfactant molecules to sit in thin layers at oil-water interfaces and the arrest of separation of the immiscible oil-water phases when enough surfactant is present in the system. In § 7 we draw some conclusions from this work. 2 B. M. Boghosian, P. 
Equilibrium m odels of m icroem ulsions
Microemulsion models are characterized by the fundamental length and energy scales on which the system is described. On this basis three principal types of the ories have emerged, namely membrane models, Ginzburg-Landau theories, and mi croscopic models. For a review of such approaches see Gompper & Schick (1994) and references contained therein.
Since our model is based on a microscopic treatment of the lattice gas particles, we look in more detail at some of the various microscopic models that have been investigated. The fundamental length scales of these models are molecular ones. The mesoscopic lengths observed in the experimental analysis of such systems (scatter ing experiments and micrographs) are then emergent. All such theories to date have attempted to derive generic behaviour, ignoring the distinguishing features of par ticular amphiphiles and oils. The interactions included are invariably of short range, while the amphiphile molecules are treated either as scalar particles without internal structure or as vectors whose interaction energies depend upon their alignment. Some of these models allow the vector amphiphile to have a continuous orientational degree of freedom Schick 1989) , while others permit the vector amphiphile to point only towards nearest-neighbour sites (Matsen & Sullivan 1990) . It is worth noting that hybrid models (Kawakatsu & Kawasaki 1990) for the simulation of im miscible binary mixtures with surfactant molecules have been derived; these make use of a combination of time-dependent Ginzburg-Landau theory for the underlying binary fluid and discrete particles with dipolar orientation to describe the surfactant molecules.
An additional simplification that is often made is to replace the continuum system by a discrete one, which then reduces the model to the form of a general lattice gas. The structure of interfaces, their tensions and associated wetting properties can then be observed at the molecular level, while the equilibrium structure of the microemulsion itself can be examined by lattice-based Monte-Carlo simulation tech niques. There are numerous lattice-based microscopic models, including the three component model of Schick & Shih (1987) , where all three components are found on lattice sites and a fairly simple Hamiltonian describes the interactions in the system. This includes a three-particle interaction term that allows the most obvious prop erty of amphiphiles -their tendency to sit between oil and water -to be modelled without having to introduce extra directional degrees of freedom. This type of Hamil tonian can be generalized further with a four-particle interaction term that allows the various structures forming in binary systems, including amphiphilic bilayers, to be modelled (Gompper & Schick 1989) .
One much studied lattice model, introduced by Widom (1984 Widom ( , 1986 , and Widom & Dawson (1986) , again has three species, but in this case the molecules are confined to the bonds of a regular lattice. The advantage of this model is that it is equivalent to a spin-1 Ising model in a magnetic field, with ferromagnetic nearest-neighbour, antiferromagnetic next-nearest-neighbour, and three-spin interactions. The model allows a straightforward representation of many of the observed microemulsion-like structures, and it has the correct pattern of phase equilibria, interface phenomena and interfacial tension (Dawson 1986 ). There are many more generalizations of both the Widom and the three-component models. One such example is the Alexander model (Stockfish & Wheeler 1988) , in which the molecules are not treated symmetrically; oil and water particles are placed on the lattice sites, at which up to two molecules can reside, and amphiphiles on the bonds, which are otherwise empty.
The microscopic approach is also particularly appropriate for the study of selfassembly, in that the amphiphilic molecules are free to form interfaces or micelles as they choose. However, it is important to note that, aside from the hybrid model, all the models introduced above have the ability to model only static, equilibrium phase behaviour. The dynamics of such amphiphilic systems are unattainable by these methods. Another element lacking is any unified approach to binary and ternary systems, for example, there have been few attempts to describe a system as it evolves from a balanced ternary one to a binary one as oil, or water, is withdrawn. The model we present in this paper aims to correct many of the above mentioned deficiencies.
Im m iscible lattice gases
Lattice gases for the simulation of the flow of immiscible Navier-Stokes fluids were first introduced by Rothman & Keller (1988) . They generalized the work of FHP to include new degrees of freedom and collision rules that gave rise to immiscible two-phase flow. The Rothman-Keller model can be described by supposing that the lattice gas particles are of two or more different , to denote the two immiscible species. They then defined the local colour flux of the particles leaving a lattice site, and the colour field due to particles at neighbouring lattice sites, respectively. The local colour flux is the difference between the two outgoing colour momenta at a site, while the colour field is defined to be the direction-weighted sum of the signed colour density at nearest neighbours. The Rothman-Keller collision rules were designed such that the 'work' performed by the flux against the field is minimized, subject to the constraints of mass and momentum conservation. This effectively results in sending coloured particles towards regions of like colour, hence inducing cohesion and immiscible behaviour. Since then, lattice Boltzmann versions of this model have been introduced (Gunstensen et al. 1991) , and much research has been carried out on the theory (Rothman & Zaleski 1994) , computer implementation (Gunstensen 1992) , and phenomenology (Rothman & Zaleski 1994 ) of these models. In this section, we show that the Rothman-Keller model can be derived from an individual particle description that will allow us to more easily motivate its generalization to include surfactant particles.
We work on a D-dimensional lattice, £, with n lattice vectors per site. We denote the lattice vectors by c*, where i G {1,... ,n}; we note that rest particles can be accommodated in this framework by a corresponding zero lattice vector. The state of the Rothman-Keller model for M immiscible species at time t is then completely specified by the quantities
where i G { l,...,n } and xG C.We have ni(x,t) = if the colour a G { 1 ,..., M } with velocity (c^/At) at position x at time t, and n^(x, = 0 otherwise. Thus, each site can be in any one of (M T l)n different states. We sometimes find it convenient to use the alternative representation,
(•X'lt) -5
where 6a $ is the Kronecker delta, though we note that the nf(x,t) £ {0,1} are not all independent since there can be at most one particle of any colour at a particular position, velocity, and time.
The evolution of the lattice gas for one generation takes place in two substeps. In the propagation substep, the particles simply move along their corresponding lattice vectors, n iix + Cj, t + At) , t). This is followed by the collision substep, in which the newly arrived particles change their state in a manner that conserves the mass of each species, n pa{x,t) = 5^< ( ® , 0 , (3-1) i as well as the total D-dimensional momentum,
where we have assumed for simplicity that the particles carry unit mass.
B. M. Boghosian, P. V. Coveney and A. N. Emerton Proc. R. Soc. Lond. A (1996) To further specify the collision process, we partition the (M + l)n different states of a site into equivalence classes of states that have the same values for the + conserved quantities (M conserved masses and D conserved components of momen tum). Collisions are thus required to take a state s to another state s' within the same equivalence class. If the equivalence class is of size one, as it would be if there were only one incoming particle, this uniquely specifies the collision process. For the more usual case in which there are many possible outgoing states, we must specify how to choose a single outcome.
We first consider the case of only two immiscible species (M = 2); we denote their colours by a = Bo r 'blue' for water, and two phases cohesion, the Rothman-Keller model (Rothman & Keller 1988) favours collision outcomes that send particles of a given colour to neighbouring sites that are already dominated by that colour. To quantify this, we first define the colour charge of the particle moving in direction jat position x at
and the total colour charge at a site,
We imagine that a colour charge q induces a colour , <fi(r) = qf(r), at a distance r away from it, where /(r) is some function defining the type and strength of the potential. Its energy of interaction with another colour charge q' is then
Since the collision part of the evolution process of the lattice gas conserves both the mass of each species and the total D-dimensional momentum, the only contri bution to the interaction energy will come from the propagation phase, where the outgoing colour charges do work in moving to their new sites. Hence, we consider the interaction energy between the outgoing particle with colour charge t) at x € £, and the total colour charge q(x + y, t) at site + G If we make an infinitesimal virtual displacement of the first charge from to + (not necessarily on a lattice site), the corresponding change in interaction energy is
Taylor-expanding in 8 x, this becomes
where y = |y|, and where we have defined
(£ . being a positive integer or zero), giving a concise form for the derivatives of the function f(y). Since the outgoing particle with colour charge will move in the let 8x -> c*. We then sum over all outgoing colour charges i at site yG Cw ith which they might interact to get the total colour (x + y,t) . (3.6) ye£ The sum over y extends over the range of the colour interaction, and will be discussed at length in § 4 e. The above expression for the colour work is identical to that used by Rothman & Keller if the stencil function f\ ( ) is chosen to select only nearest neighbour sites. The stencil function will be discussed in more detail in §4e. For now, we note that we were able to derive the Rothman-Keller model from the simple assumption that the particles interact with a potential function 0 (r).
Note that we have intentionally used notation that highlights the analogy of the Rothman-Keller model to electrostatics. Specifically, the colour charge, potential, field and flux are analogous to the electrostatic charge, potential, field, and the current density, respectively. The colour work can then be imagined as a sort of 're sistive heating' resulting from moving the current of outgoing colour charges against the colour field in one timestep.
The Rothman-Keller prescription is then to choose the outgoing state that mini mizes A i/cc, since this is the one that most effectively sends particles up the gradient of colour and thereby induces cohesion. If multiple outgoing states yield the same minimal value of A Hcc, then the outcome is chosen randomly from amo Rothman & Keller observed that this prescription yields phase separation when the total particle density on the lattice exceeds a critical value. Defining the reduced density of a lattice gas as the average proportion of underlying vectors at an indi vidual lattice site that will contain a particle of some kind, Rothman & Keller found that the critical minimum value of reduced density needed for phase separation was approximately 0.2.
This prescription was subsequently generalized by Chan & Liang (1990) (see also Chen et al. 1989) , who noted that the colour work, A can be thought of as a Hamiltonian function, H(s,s'), of the incoming and outgoing states; and they argued that this Hamiltonian should then be used to construct Boltzmann weights for choosing the outgoing state (see also Chen et al. 1989) . Specifically, if C(s) denotes the equivalence class of states with the same conserved quantities as state s, then one can define a partition function for each equivalence class,
where 1 / ( 3i s a temperature-like parameter. We then define the collisional state transition probabilities,
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These transition probabilities are normalized, so that s'
but they generally do not obey the condition of semi-detailed balance, except as /3 -» ■ 0; this issue is discussed further in § 6. Note that the model reduce the Rothman-Keller model as (3 -» oo, and to the FHP model with no interactions as (3 -» 0. Indeed, Chan & Liang observed that the phase transition to immiscibility occurs for a critical value of j3 as well as of density. More generally, the Chan-Liang prescription is very useful for constructing lattice particle simulations that include an interaction Hamiltonian
Hi n a manner consistent with th and momentum.
A lattice gas m odel of m icroem ulsions
To model microemulsions, we would like to introduce surfactant molecules in the framework of the Rothman-Keller lattice gas. To do this, we first introduce a third species index, say 5, to represent the presence or absence of a surfactant molecule. Thus, since M = 3, each site can be in any one of 4n states, and can the conveniently represented by 2 nb its. Surfactant molecules do not contribute to the colour flux and colour field in the same manner as ordinary coloured particles. Real surfactant molecules generally con sist of a hydrophilic (often ionic) portion attached to a hydrophobic (hydrocarbon) portion. Thus, to pursue the electrostatic analogy mentioned in §3, surfactant par ticles are best imagined as colour dipoles.
As in electrostatics, we shall model a colour dipole as a pair of equal and opposite colour charges, ±g, separated by a fixed displacement, a, in the limit as -0, q -> oo, and qa -► cr where cr is the colour dipole vector. Thus, we ch the surfactant molecule at position x moving in direction by a colour dipole vector <Ti(x, t). Note that the value of <Tj(x, t) is zero unless nf(x, 1. The total dipolar vector at a site is then denoted by n a(x, t) = ^2 crfx, t).
It will be necessary to take scalar products of colour dipole vectors with other vector and tensor quantities. Beyond this, however, we leave their precise representation unspecified for the moment. A. N. Emerton (a) The colour-dipolar field interaction We first consider the work done by a colour charge, , moving in the field of a fixed colour dipole, cr, at a displacement y, as sho static interaction is
In the limit as a -> 0 and q -> oo, so that -> cr, this b
Since the mass and momentum of particles with colour charge q(x, at € are the same before and after the collision part of the time evolution process, that is colour charge is conserved by the dynamics, the only local energy change that we need to incorporate into the Hamiltonian due to the above interaction comes about as a result of the outgoing particles doing work in moving to their new sites. To compute this energy change, we note that the interaction energy between an outgoing particle with colour charge q[{x,t) at xG Ca nd x + y G j C is given by
and that if we make an infinitesimal virtual displacement of the particle from x to x + 6x (not necessarily on a lattice site), the corresponding change in the interaction energy, Hcd(y -6x) -Hcd{y) is
• where fe(y) is defined by equation (3.4). Since the outgoing particle with colour charge g '(x ,t) will move in direction Cj, we let 6x -> c*. We then sum over all outgoing colour charges z at site £c, and over all sites € with which they might interact to get the total work, A Hcd-We find
AHC d(x,t) -J(x,t) ■ P(x,t)
At, where we have defined the dipolar field vector,
ye£ and where 1 denotes the rank-two unit tensor.
Thus, we see that the effect of the dipoles at neighbouring sites is to augment the colour field felt by a colour charge by the amount P. The total work done by the outgoing particles with colour charge is then
We must now compute the work done by the outgoing dipoles.
( b) The dipole-colour field interaction Next, we consider the work done by a colour dipole vector, cr, moving in the field of a fixed colour charge, Q, at a displacement y as shown in figure 2. The energy of In the limit as a -> 0 and q -> oo, so that ga -> cr, this b
In contrast to the case of the outgoing colour charge, the moments of the colour dipole vectors are not necessarily conserved by the collision phase of the update, and so the total local energy change which must be represented here has two parts to it. The first part, at z e r o t h -o rder, is due to the possibility o configuration having a different energy from the precollisional configuration, and the second, at first-order, is an energy change resulting from the outgoing colour dipoles doing work in moving to their new sites. Now, note that the interaction energy between an outgoing dipole with dipolar vector at G £, and the total colour charge, q(x + y ,t), at site
and that, if we make an infinitesimal virtual displacement of the dipole from x to x-\-8x (not necessarily on a lattice site), the corresponding change in the interaction energy,
where ft(y) is defined by equation (3.4). The zeroth-order part of the total change in the interaction energy is then obtained directly from equation (4.3) and, letting 8x -> Cj, we can get the first-order part from equation (4.4). Hence the total change in the interaction energy, 8rHdc, is
t)a[{x: t)-y + q(x+ , t) [f2{y)(T'l{x, t)yy
We then sum over all outgoing colour dipoles i at site x, and over all sites E with which they might interact to get the total dipolar colour , AH dc. We find, using equation (3.6),
where the 'double-dot' notation is short for Tr ■ £), and we have defined the total outgoing dipole vector n <r\x,t) = ^< r'(a ?,t), Thus, just as the change in colour interaction energy A due to an outgoing configuration of colour charges was modelled by Rothman & Keller as the dot product of a vector flux and a vector field, we find that the analogous change A due to an outgoing configuration of colour dipoles can be modelled by the double dot product of a tensor flux and a tensor field, together with the addition of a zeroth-order term which depends on the colour field vector itself. To complete the model we need to look at the interaction energy between two dipoles.
(c) The dipole-dipole interaction
We finally consider the work done by a colour dipole, <r1? moving in the field of a fixed colour dipole, cr2, at a displacement y. To compute the static interaction energy between these two dipoles, we return to our fiducial model of a dipole as a pair of opposite charges, ± q, separated by a fixed displacement, a. Tw separated by a distance vector y, and distinguished by subscripts 1 and 2, are shown in figure 3. The static interaction energy between the dipoles is then tfdd = qiQ2 [-f{\y -ail) -f(\y + a 2|) + f(\y + a 2 -ail) + /(|y|)).
In the limit as a3 -» oo and q3 -> 0, so that q3a3 -> <r?, this becomes
The analysis of the total interaction energy here is as in the dipole-colour field case above, since again we have the presence of both zeroth-and first-order terms to consider. Similarly, note that the interaction energy between an outgoing dipole with dipolar vector <r'(x,t) at xG £, and the total dipolar ve site x + y£ Ci s given by
Hd&{x,t) = -f 2(y){cr, i(x,t) -y){<T (x + y , t ) • fi(y)<r'i(x,t)
and that if we make an infinitesimal virtual displacement of the first dipole from x to x + 6x (not necessarily on a lattice site), the corresponding change in the interaction energy,
6Hdd(x,t) = f2(y){[cr, i( x , t ) • cr{x + y,t)]y + [<r(x + y,t)-+[Oi(®, t) ■ y]tr(x + y,t)}-6x -h(y)[°(x + y,t)
Wiix, y}y-6x, (4.8) where the fe(y) are given by equation (3.4). Consequently we can use equation (4.7) to obtain the zeroth-order energy change, while, since the outgoing dipole with dipolar vector <r'(:r, t) will move in direction c*, letting -> c* enables us to obtain the firstorder part directly from equation (4.8). The total change in the interaction energy, brHdd, is then given by
We then sum over all outgoing colour dipoles i at site , and over all sites E with which they might interact to get the total interdipolar colour , AHdd. After some manipulation, and making use of equation (4.2), we find that the result is
where J(x, t) is the dipolar flux tensor, and we have defined the dipolar field gradient tensor
wherein we have in turn defined the completely symmetric and isotropic fourth-rank tensor,
(d) Expression for the total colour work The total interaction work can now be written
The work done to change the kinetic energy is then
a z The total work done is then
(4.11)
We note that the change in kinetic energy was not included by Rothman & Keller in their model; neither has it been used in subsequent studies of their model. On the other hand, we can think of no good reason to omit it. Its presence or absence will not affect the equilibrium properties of the model, but may impact its non-equilibrium properties.
(e) Stencils We would like to use the total work, A H tot&i, as the Hamiltonian in an imple mentation of the Chan-Liang procedure. To compute this, we will first need the colour flux and the dipolar flux tensor. These are easily computed directly from their definitions, equations (3.5) and (4.5) respectively. Their computation involves only quantities that are local to the site x.
We will also need the colour f i e l d , the colour field gradie
A lattice-gas model of microemulsions 1232 B. M. Boghosian, P. V. Coveney A. N. Emerton field gradient tensor. These are given by equations (3.6), (4.6), and (4.9), respectively. Note that these expressions involve various derivatives of the potential function as defined in equation (3.4). In order to develop a tractable lattice model, however, we shall want to truncate the range of this function, and so it is unclear how we should treat its derivatives. In this section, we shall show how to define a single function, g{y), which parametrizes the interparticle potential, and in terms of which we can derive the fields by taking linear combinations of quantities from some pattern of neighbouring sites. These combinations, called , involve ) but do not involve its derivatives at all. We are then free to truncate g(y) in order to develop a model that involves only nearest neighbour communication on the grid.
A stencil can be specified as follows: suppose that we have a scalar field A(x). Let each site x retrieve the value A(x + y) from its neighbour at displacement multiply it by the coefficient g(y), and sum over all neighbours y. The result,
Y^g(y)A{x + y), yec
is called the scalar stencil of the scalar field A. We can also define the vector , Although these stencils have been written as formal sums over the entire lattice, it is possible and usually advantageous to truncate g(y) to zero for \y\ greater than some specified finite value. As a concrete example, consider a regular Bravais lattice (|q | = c), such that all tensors up to the fourth order formed by the lattice vectors are isotropic:
Proc. R . Soc. Loud. A (1996) By choosing the stencil coefficients
we see at once that we have Go = n, G2 = n / D ,and G4 = We note that lattice gases for fluid applications must have a lattice for which equations (4.13) are satisfied in order to ensure isotropy of the resulting hydrody namics, so it is always possible to use equation (4.14) to define a stencil for such a lattice gas. It is possible, however, by judicious choice of the coefficients g(y) to sat isfy isotropy conditions like equations (4.12) to higher rank than those of the lattice vectors, equations (4.13).
(/) Stencils for the colour field and its gradient We first note that the colour field can be computed directly from its definition, equation (3.6), in a straightforward manner. It is a vector stencil of the colour charge, with stencil coefficients fi(y). We could likewise compute the colour field gradient tensor directly from its definition, equation (4.6), but there is a better way. Consider the colour field evaluated at a point x + have where we used equations (4.12). Comparing this with equation (4.6), we see that the colour field gradient tensor is given by the vector stencil of the colour field,
S(x,t) = ^-^2g(z)zE(x + z,t). (4.15)
2 z e e
In addition to justifying the name of this tensor, this equation is a much more efficient way to compute it in practice.
( g) Stencils for the dipolar field and dipolar gradient Finally, we need to compute the dipolar field and the dipolar field gradient tensor. Once again we could compute these directly from their definitions, equations (4.2) and (4.9) respectively, but there is an easier way. We first define the scalar field
y e e using the same stencil coefficients f x(y) that we used to get the colour field. We then consider the value of this field at a point + (not necessarily at a lattice site Boghosian, P. V. Coveney A. N. Emerton respectively, where we used equations (4.12). Comparing these with equations (4.2) and (4.9), we see that we can write
18) zee and
' which are efficient methods to compute the dipolar field vector and the dipolar field gradient tensor, respectively.
(h) Sampling the outgoing state We have not yet specified the exact representation of the colour dipole vectors. As has been noted, it is necessary that there be a colour dipole vector , t) associated with each surfactant particle moving in direction i at each site x at each time £, and that it be possible to take inner and outer products of this vector with other tensor quantities. We now further demand that the magnitude of each of these dipolar vectors be a fixed constant cr when there is a surfactant particle present, and be zero when there is not. That is, we have t) = c r n f (x, ) ( where the dipolar strength cr is an input parameter, and where &l(x, t) is a unit vector in the direction of the dipolar orientation. This latter quantity can be parametrized by D -1 real-valued angles for each direction 1 ,..., n, for a total of -1) angles.
We use the Chan-Liang procedure with the Hamiltonian given by the total work, equation (4.11). In this Hamiltonian, we note that the fields depend only upon the incoming states, s, while the kinetic energy and the fluxes depend upon the outgoing state, s'. More specifically, the kinetic energy and the colour flux depend only upon the outgoing occupation numbers, n f ' ( x , t) , while the di upon the outgoing dipolar orientations, c r' (a?,t With this in mind, we adopt the notation s (n, where n and cr denote the occupation numbers and dipolar orientations of state s, respectively; likewise s' = (n',<r') denotes the outgoing state. We can then write the Hamiltonian in the following form: 
H(s,s') = H0(s,n') + A t [i?(n) + P ( s ) ] + J ( S'):[£ (n ) + -P(s)] At, where
The probability distribution of outgoing states is then
The reduced probability distribution of outgoing occupation numbers (without re
Proc. R. Soc. Lond. A (1996) gard to dipolar orientation) is
Our strategy shall be to first sample from P(n') to get the outgoing occupation numbers, n', and to then sample the dipolar orientations from 
arg{(x + i y ) • ([£(n) + V(s)\ ■ ct + E(n) + and performing the integration we see that the partition function is
n Z(s) = (27r)" f j I0((3 nf'Ai(s)),
n' i
where I q{z ) is the modified Bessel function. The reduced probability distribution is then
We sample the outgoing occupation numbers n' from this, and then determine the outgoing dipolar angles by sampling from
for each if rom 1 to ns eparately. Note that in the absence of surfa rx! -0, so the Bessel functions are then all unity, and the model reduces to Chan & Liang's generalization of the Rothman-Keller model (with the addition of the kinetic energy).
Sim ulations
As mentioned earlier there are certain basic properties of self-assembling am phiphilic systems that it is essential our model reproduce. In this section, we describe some of these features and our efforts to reproduce them with the lattice-gas model defined above.
A lattice-gas model of microemulsions (a) Common properties of microemulsions
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In general, the addition of a small amount of surfactant to a system of oil and water will not alter the two-phase coexistence; the added amphiphile will partition itself between the two phases. However, if there is enough amphiphile present in the system to overcome the tendency of oil and water to phase separate, then a fluid phase can form in which the oil and water are solubilized and the surfactant tends to be ordered in some way. This can result in a finite concentration of oil-in-water (o/w) or water-in-oil (w/o) droplets, usually called , forming within the fluid, or alternatively in the formation of sheets of amphiphile separating coherent regions of oil and water (sometimes called lamellar phase). If the concentrations of the oil and water in the system are not very different then both coherent regions will span the system, and the fluid is said to be bicontinuous. Fluids existing in these droplet and bicontinuous phases are termed microemulsions. Note that they are characterized by extensive amounts of internal interface.
Self-assembly also occurs in the two-component systems of water and amphiphile. The terms micelle and lamellae are also used in the binary case, when they refer to an often spherical cluster of surfactant molecules sitting within bulk water (or an inverse micelle if in bulk oil), and sheets of water separated by amphiphilic bilayers, respectively. Typically, at amphiphile concentrations below a critical value, called the critical micelle c o n c e n t r a t i o n , the amphiphile molecules exist as isolated monomers in the bulk water (or oil). Above the critical micelle concentration, the amphiphile molecules cluster into micelles of a characteristic average size, consisting of a welldefined number of monomers; although there are clusters of varying sizes present, the distribution of sizes is peaked about one value. Lamellar phases are found at still higher amphiphile concentrations.
In order to incorporate the most general form of interaction energy within our model system, we introduce a set of coupling constants a, /i, e, £, in terms of which the total interaction work can then be written as We carry out simulations using the model described in § 4; however, we have not yet defined the functions fe(y) that appear in equation (3.4); in particular we need to specify the value of fi(y) since it appears in all four of the terms in A H mt. Referring back to equation (3.6) we see that if we set then we retrieve exactly the equation used by Rothman & Keller for their definition of the colour field. In the present paper, we shall use this simple prescription and leave any more involved usage of stencils to a later date. Note that we also have to specify the temperature-like parameter (3~l (equation (3.7) ), the kinetic energy term A Hk e (equation (4.10)), and the dipolar strength cr (equation (4.20)). Again, as simplifications for the current preliminary analysis of the model, we have set (3 and < j to unity and the kinetic energy change A to zero throughout. Unless otherwise stated, all results described below have been obtained using two-dimensional lattices of grid size 128 x 128 with periodic boundary conditions in both dimensions. The colour pictures showing the time evolution of the systems studied are coded as follows: black corresponds to water, green to surfactant and red to oil.
(c) Oil-water system We begin by noting that when no surfactant particles are present our model reduces to Chan & Liang's generalization of the Rothman-Keller model for two immiscible fluids (Rothman & Keller 1988) . With no surfactant particles present in the system, the only term that contributes numerically to the collision process is a A H cc. We set a -(3 = 1.0 and perform a simulation that has a random initial configuration with equal amounts of oil and water in the system. The reduced density (i.e. the proportion of lattice vectors at each site that contain a particle) is 0.55. In this parameter regime, the model exhibits phase separation with positive surface tension, as is evident from figure 4, which illustrates the non-equilibrium behaviour of the immiscible lattice gas. The behaviour shown in the figure is, indeed, effectively the same as that obtained by Rothman & Keller. If left to run for a large enough time the system would eventually reach the completely separated state of two distinct layers of fluid.
To make a detailed comparison between the immiscible oil-water fluid behaviour shown here and later simulations in which we introduce surfactant to the system, we make use of circularly averaged structure functions. We first calculate (Roland & Grant 1989 ) the two-dimensional structure function of the colour charge, s (k,t) ,
is the total colour charge a a site, qav is the average value of the colour charge, L is the length of the system and N = L2 is the number of sites in the system. The circularly averaged structure 12 Note that the resolution of t) depends on the cut-off frequency associated with the lattice, that is, for a real-space sampling interval of A the cut-off frequency is 1/ 2A; above this value of the frequency there is only spurious information carried as a result of aliasing. In our case, kc -(27r/L)nc, where we have chosen nc to be the maximum possible value, which is half the lattice size. Figure 5 contains the temporal evolution of ) for the case of two immiscible fluids. The data is averaged over five independent simulations. As time increases, the peak of S(k,t) shifts to smaller wave numbers and its peak height increases. This behaviour is indicative of coarsening and will be used as a comparison for the surfactant-based systems described below.
With sufficient averaging and a rescaling of variables it can be shown (Frisch et al. 1986 ) that the Navier-Stokes equations for an incompressible fluid are obeyed within homogeneous regions of each of the fluids. (There are known problems with galilean invariance due to a spurious factor in front of the inertial term. This issue is discussed later in this paper.) Adler, d'Humieres and Rothman (Adler et al. 1994) have described bubble experiments in which they demonstrate that physically realis tic interfacial tensions exist for the basic two-species immiscible lattice-gas. We have reproduced these bubble experiments for our model with the above parameters, and have found a surface tension in excellent agreement with their results.
(d) Oil-water-surfactant systems
Next we seek microemulsion-like behaviour in ternary mixtures. We note that the introduction of the surfactant will cause all four of the terms in equation (5.1) to (5.3) contribute in some way to the interaction energies of the collision process. In order that these terms enable us to reproduce basic microemulsion behaviour, we consider briefly what the physical contributions of the dipoles ought to be:
(i) In real microemulsions, the surfactant molecules strongly prefer to sit with their hydrophilic heads in water and their hydrophobic tails in oil. Since the term in equation (5.1) arises as a result of the interaction of outgoing dipoles with the surrounding colour field, it is evident that we will want to include a large contribution from this term as it will favour vector dipoles aligning across, and sitting as near as possible to, oil-water interfaces, across which the colour field gradients are at their greatest.
(ii) The term p,AHcd in equation (5.1) results from the effect of sur dipoles on outgoing coloured particles. Since this will encourage the bending of dipoles around a central colour charge it may be important when it comes to looking at o/w and w/o microemulsion droplet phases, but a careful balance will have to be struck between this and the eAHdc term to stop it from destroyin tendency for surfactant to sit at oil-water interfaces, especially when we are looking to observe bicontinuous structures.
(iii) The final term (AHdd in equation (5.1) arises as a result of the interactions between dipoles, and will allow attraction or repulsion to take place depending on the sign of £. This term may be of limited use for modelling more general amphiphilecontaining systems because the present model does not differentiate between the relative strengths of the hydrophobic and hydrophilic interactions in amphiphile molecules. However, it is straight forward to make such a generalization.
After this assessment of the relative values of these constants, including the need for e to be relatively large when compared with the other constants (see point (i) above); the realization that an effective useful maximum value for e exists, due to constraints imposed by the calculation of modified Bessel functions in the collision update process (see §4 h); the need to compare our results with the known basic lattice-gas behaviour, suggesting that initially we maintain the value of a used in the two-immiscible-fluid case; and some simulation work, we arrived at the following set of coupling constants that should allow us to model the various experimentally observed microemulsion characteristics:
We use this as a 'canonical' set of coupling constants in the remainder of this paper.
(e) Binary phases: from monomers to micelles If one adds a small amount of amphiphile to water, then those surfactant molecules, while being highly dynamic within the bulk water phase, will remain distinct from one another and exist as monomers. Gradually increasing the amount of amphiphile in the system just increases the density of these monomers until, at the critical mi celle concentration, the monomers begin to form micelles. These give the system characteristic structure and should be discernible in our simulations. The micelles themselves are dynamic objects and are not necessarily very long lived, since indi vidual molecules are free to detach themselves, meet with other monomers and/or micelles and rejoin to form new structures; the kinetics of simple micelle forma tion can be modelled on the basis of a Becker-Doring theory (Coveney & Wattis 1996) . Individual micelles do not grow without limit; if more surfactant is added to the system it will form new micelles rather than increasing the size of those already present. This is because, energetically, only a certain number of amphiphile molecules are able to fit around one central point to produce a micelle structure (for real mi celles, the characteristic number of monomers contained within a micelle depends on the details of the surfactant's molecular structure). Consequently we do not expect to see evidence of micelles coalescing and growing in an unbounded manner in our simulations.
We performed two simulations, one with a surfactant-to-water ratio of 1:8, equiv alent to an initial reduced density of 0.4 for water and 0.05 for surfactant, and the other with a ratio of 1:2, equivalent to an initial reduced density of 0.4 for water and 0.2 for surfactant. The former case is below, and the latter above, the critical micelle concentration of the system. In both cases, the initial condition consists of placing water and surfactant particles on the lattice randomly. To determine the existence of structure, we calculated circularly averaged structure functions of the surfactant density (Kawakatsu et al. 1993) . For consistency, the coupling constants used in both simulations are as defined in equation (5.4).
Visual analysis of simulations indicated that with low surfactant concentration (ratio 1:8) there is very little aggregation of the monomers throughout the simulation. This is backed up by the structure function calculations shown in figure 6, which indicate no structure formation during the timescale of the run. In stark contrast, with a surfactant-water ratio of 1:2, we see the formation of small, structured objects, along with the presence of some monomers. These structured objects are indeed micelles; they appear in the early stages of the simulation and, although being highly dynamic, maintain their size and shape. This analysis is confirmed by the circularly averaged structure functions for ratio 1:2, also shown in figure 6 , where the graph clearly indicates the formation of structure. The fact that the plots at times 200 and 1000 are virtually identical suggests that the characteristic sizes of the micelle-like structures saturate at early times during the simulation and that they do not change dramatically thereafter. Thus, as expected, the structures do not grow without limit. This is made still more clear by figure 7, in which we plot the temporal evolution of the characteristic wave number,
Proc. R. Soc. Lond. A (1996) Figure 7. Characteristic wave number (k(t)) against time t. The unbroken line on the graph corresponds to the case with surfactant-water ratio 1:8 and the broken line to the ratio 1:2.
the inverse of which is a measure of the average domain size (Kawakatsu et al. 1993) . We see that, in contrast to the case of low amphiphile concentration, we get initial growth of the surfactant domains which very rapidly levels off to some constant size.
(/) Ternary phases: lamellae We first investigate the stability of a lamellar structure, which is composed of alternating layers of oil-rich and water-rich phases separated by surfactant molecules. We look at the system with and without surfactant present in order for a critical comparison to be made. In a similar way to Kawakatsu & Kawasaki (1990) we set up the initial configuration of the system, resulting in layers of oil and water eight sites wide, all sites having a reduced density of 0.5. It is clear that if our model is exhibiting the correct behaviour, then we would expect there to be a critical density of surfactant required at the oil-water interfaces in order for the layered structure to be stable. Consequently, we set up a simulation where there is a layer of surfactant at each of the oil-water interfaces that is just a single site wide, but with a reduced density on these amphiphilic sites equal to 0.8. The results of the simulations undertaken are shown in figure 8, figure 9 and figure 10 below. Figure 8 is the pure oil-water case with a -1.0, ensuring that the o want to act as immiscible fluids and so we expect to see phase separation evolving from the layered initial condition. Figure 9 has surfactant present as described above but with coefficients a = 1.0, pi = 0.0, e = 0.0, £ = 0.0, while figure amount of surfactant in the system but in this case the coefficients are as defined by equation (5.4), and so the full set of interaction terms in our model are now included. Note that we let the last two simulations evolve to late times in order to check that we are not just observing metastable states with long equilibration times which might arise as a result of the particular set of initial conditions chosen.
The probabilistic, dynamical nature of our model means that there are sufficient fluctuations present to enable oil and water particles from the initially separated layers to move locally, and in so doing come under the influence of the colour field gradients produced by other layers of the same type. Since a = 1.0, there is an inherent tendency for the oil and water to act as immiscible fluids and phase separate (cf. figure 4) , and that is exactly what the simulation, figure 8, reflects. The second result, displayed in figure 9 , is included as a control. It shows that the mere presence of a third type of particle at the oil-water interfaces is not enough to artificially stabilize the structure of the layers. However, it is clear that the initial breakup of the layers takes place at a later time than for the case of two species only ( figure 8 ). This is because of the presence of a third species between the oil and water layers, meaning that on average the oil/water particles will have further A. N. Emerton to move before they can come under the influence of a colour field set up by a neighbouring layer of like colour. An interesting point to observe here is the forced accumulation of the third species, in thick layers at the interfaces, once the oil and water begin to act as immiscible fluids and phase separate. Finally we come to figure 10. The presence of the colour dipoles and the fact that their corresponding interaction terms can affect the collision outcomes means, as the simulation clearly shows, that it is now energetically favourable for the surfactant to remain at oil-water interfaces. In spite of the fact that the dipolar vectors that represent the surfactant molecules are initially assigned random angles between 0 and 27T, so that again we have initial fluctuations in the system, it is clear that the integrity of the lamellar structure is maintained and appears to be completely stable, even at late times in the simulation. At the oil-water interfaces the amphiphile sits in thin layers (cf. figure 9) , which compares well with the knowledge that in real microemulsions amphiphile tends to reside in monolayers between regions of oil and water. The greater the surface tension that exists at the interfaces within a system, the more that system will act to try and reduce the amount of interfacial area present. Since in our model the presence of surfactant at the oil/water interfaces results in stabilization of the lamellar structure, and such a structure has a large interfacial area, it appears that the surface tension is indeed being reduced. This analysis and result provide initial confirmation of microemulsion-like behaviour in our model.
( g) Ternary phases: oil-in-water (water-in-oil) and bicontinuous microemulsions Finally we use our model to simulate the different ternary microemulsion phases that are possible in two dimensions, namely, the oil-in-water droplet and the bicon tinuous phases. (Note that since, at present, our model treats oil and water molecules in symmetric fashion, the oil-in-water phase could equally well represent a water-inoil phase.) In reality the two distinct microemulsion phases will form if there are the correct relative amounts of oil, water and surfactant in the system at a given tem perature. The oil-in-water droplet phase typically consists of finely divided, spherical tim estep Figure 11 . Time evolution of oil-in-water microemulsion phase.
regions of oil, with stabilizing monolayers of surfactant surrounding them, sitting in the bulk water background. If one increases the relative amount of oil in the system and there is sufficient amphiphile present, one will observe the formation of mutually percolating tubular regions of oil and water, with layers of surfactant sitting at the interfaces. In both these cases, the equilibrium state does not correspond to complete separation of the immiscible oil and water regions, but rather to complex structures with very different characteristic length scales that form as a result of the presence of amphiphile.
In order to reproduce the oil-in-water phase, we set up a simulation with a ran dom initial configuration consisting of a 3:1.9:0.7 water-to-surfactant-to-oil ratio, respectively, with an averaged reduced density of 0.56. To maintain consistency be tween our various simulations, we again use the coupling constants as defined in equation (5.4). Figure 11 displays the result. We see the rapid formation of many oil-in-water droplets, whose size increases slightly, but not without limit. This is rep resentative of the experimental microemulsion state and occurs because the layer of surfactant that surrounds the droplets acts to stabilize the interfaces and thereby in hibits the further flow of oil to the centre of any such droplet, as well as discouraging their coalescence.
In order to quantify this result, we calculate the circularly averaged structure func tion of the colour charge, and plot the result in figure 12 . We observe the early-time growth of the peak height of S(k,t) as the peak itself shif the wavelength, indicating that the droplets form and grow to some characteristic size. From at least timestep 800 onwards there appears to be a negligible amount of further growth or movement of the position of the peak, indicating that the droplets have reached their maximum size and will grow no more. This simple analysis con firms the ability of our model to attain a microemulsion droplet phase within a certain region of the overall phase diagram.
To demonstrate the existence of the bicontinuous regime within the model's phase diagram, we use the same coupling constants as before but simply increase the rel ative amount of oil present in the system. Hence this second simulation, shown in figure 13 , has a random initial mixture with a reduced density 0.55 and a 3:2.25:3 oil-to-surfactant-to-water ratio.
We observe the growth of an interconnected network of tubular-like regions of oil and water, separated by thin layers of amphiphile tha (reduction of oil-water surface tension) of the bicontinuous regime, together with the formation of droplets and some micelle-like objects. Note that on average the width of the oil and water regions grows in size up to about 500 timesteps, during which time the surfactant particles migrate around the various oil-water interfaces so as to spread themselves uniformly. Beyond this stage the system changes very little, indicating that the observed bicontinuous phase, although always slightly affected by the underlying lattice gas dynamics, is stable. To appreciate the significance of this result, the snapshots and timescale should be compared with the two-immisciblefluid case (figure 4), the only difference between the two being the introduction of amphiphile and the accompanying interaction terms.
To permit further analysis of this result, we calculate the circularly averaged struc ture function of the colour charge, in an exactly analagous way to that for the im miscible fluid case. The result we obtain is shown in figure 14 , which is an average over five independent simulations. Comparing this with figure 5, which shows the structure function for the immiscible oil and water case, we see that after about 200 timesteps the growth of the peak of the structure function is dramatically slowed down by the presence of the surfactant, and also that some minimum k is reached below which the location of the peak no longer shifts, indicating that the underlying immiscible fluid coalescence process has been inhibited owing to the presence of the amphiphile.
B.
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D iscussion
The results described above provide qualitative evidence of the ability of our model to reproduce both the fundamental equilibrium microemulsion phases and the correct scaling behaviour during the approach to equilibrium. This evidence is confirmed by a quantitative study of the model's growth-law exponents, and the dependence of the surface tension on surfactant concentration (Emerton al. 1995) . Indeed, we note that the model exhibits some interesting effects. One of these, the roughening of the interface, is evident in figure 13 . The surfactant, in its attempt to increase the surface area surrounding a given volume of oil, has caused the creation of a fractal, fluctuating interface (cf. the multi-fractal analysis of the destabilization of the interface in lattice-gas automaton simulations of viscous fingering in porous media by Lutsko et al. (1992) ). Lattice gases have already been used as a tool for studying interface fluctuations in immiscible fluids (Adler et al. 1994) ; we now have the ability to extend these studies to include the effect of surfactant on the interface. We expect, therefore, that our model will allow the study of the dynamics of self-assembly in general amphiphilic systems.
As with the Rothman-Keller model, the expectation that our model captures non equilibrium behaviour correctly is based on the following three observations:
(i) the model conserves momentum exactly; (ii) in the absence of interfaces, the model yields Navier-Stokes flow; (iii) the model's equilibrium behaviour is phenomenologically correct, and includes interfacial surface tension. In drawing this conclusion, however, two important caveats should be mentioned.
First, as noted earlier, our model has no known detailed balance condition, and therefore a Gibbsian equilibrium state is not guaranteed to exist. Indeed, this is a feature of virtually every lattice gas and lattice Boltzmann model of interacting par ticle systems, including the Rothman-Keller model. In spite of this limitation, such models have enjoyed widespread application because equilibria (albeit non-Gibbsian) are often observed to exist, and local departures from these lead to hydrodynamic behaviour. Along these lines, it is worth noting that there has been some recent theoretical progress on the characterization of these non-Gibbsian equilibria (see Bussemaker et al. 1995; Boghosian & Taylor 1995) . Moreover, generalizations of lat tice gas automata with multiple bits in each direction , rather than only one, offer the possibility of restoring detailed balance to these models.
Second, lattice gases can break galilean invariance, due to the presence of a pre ferred galilean frame of reference, namely the lattice itself. Mathematically, this problem manifests itself by a spurious factor multiplying the inertial term in the momentum-conserving Navier-Stokes equation. For a single-phase lattice gas, this factor can easily be scaled away; for compressible flow, or for multiphase flow with interfaces, however, the presence of this factor is problematic, and various tech niques have been proposed to remove it. It has been shown that this can be done at the expense of complicating the collision rules by introducing judicious violations of semi-detailed balance (d'Humieres et al. 1987) , by adding many rest particles at each site (Gunstensen & Rothman 19916) , or by using multiple bits in each direction . In the present paper, we have evaded this issue by focusing only on equilibrium phenomenology, or on creep flow situations for which the inertial term is negligible. Indeed, most research on amphiphilic systems is concerned with this low Reynolds number flow regime, so the present model will have direct appli cation. For flow at finite Reynolds number, however, this issue must be addressed using one of the above-mentioned methods, and we plan to do this in future work.
Conclusions
We have developed a model for momentum-conserving simulations of the dynamics of microemulsions and other related self-assembling amphiphilic systems. Using an electrostatic analogy for both the colour particles and the amphiphilic colour dipoles we have been able to derive the various energy interaction terms, including that of the Rothman-Keller immiscible fluid lattice gas, from a microscopic particulate viewpoint. Using a single set of coupling constants, we have shown that our model exhibits the correct two-dimensional phenomenology for both binary and ternary phase systems using a combination of visual and analytic techniques; various experi mentally observed self-assembling structures form in a consistent manner as a result of adjusting the relative amounts of oil, water and amphiphile in the system. The presence of enough surfactant in the system clearly halts the phase separation of oil and water, and this is achieved without altering the coupling constant a from a value that produces immiscible behaviour in the case of no surfactant. In obtaining these results, we have also demonstrated for the first time that lattice gases may be used to investigate the dynamics of fluids with very complex interactions.
Consequently we should be able to investigate a plethora of microemulsion-related problems, including, for example, roughening and interface fluctuations, and the be haviour of microemulsions under flow conditions. Such studies should also permit us to observe microemulsions flowing through complex geometries such as porous me dia, amphiphilic self-assembly, vesicle formation and flow, membrane dynamics, and so on. Future extensions will include a three-dimensional version of our model, which would allow various applications in many different areas of science to be investigated. Because amphiphilic systems involve a subtle interplay between molecular dynamics and mesoscale hydrodynamics, they are ideally suited for simulation by lattice gas automata, which are, in a sense, a combination of both methodologies.
