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Abstract—Current works on model-free adaptive control 
(MFAC) is meaningful. However, it has not been proposed 
and analyzed in a right way. 
Index Terms—model-free adaptive control. 
I. INTRODUCTION 
 onsiderable works about MFAC have been published 
during recent decade. However, most of works are not 
studied in a right way. To demonstrate this, we analyzed this 
kind of method through closed-loop function to obtain the 
following outcomes which contradict with three representative 
works about current MFAC. 
i) The sign of leading coefficient of control input are assumed 
and restricted unchangeable, and this is the precondition for 
analyzing system stability through current contraction mapping 
technique [1]-[3]. As the consequence, the established model 
cannot reflect the real system, which may result in the failure of 
the controller. And we have discussed this problem in Example. 
ii) The static error of the system for the speed response is 
eliminated by  =0, which is proved in this brief. This 
conclusion differs from [1]-[3] which showed that the tracking 
error of the system controlled by MFAC converges to zero on 
the condition that the   is sufficient big. Besides, we have 
revealed a fact that the tracking error of system, controlled by 
current MFAC for the step response, converges to zero can be 
ascribed to that current MFAC naturally consists of one 
integrator and this is not in relation to . 
The organization of the paper is as follows: In Section II, the 
current dynamic linearization model and MFAC are reviewed, 
and the relationship between the LTI DARMA model and 
current equivalent dynamic linearization model (EDLM) is 
analyzed. Then the stability of the system controlled by MFAC 
is analyzed through the closed-loop system function and the 
simulations are presented. Section III gives the conclusion. 
II. EQUIVALENT DYNAMIC LINEARIZATION MODEL AND 
DESIGN OF MODEL-FREE ADAPTIVE CONTROL 
In part A of this section, the current EDLM as a basic 
knowledge for the MFAC controller design is reviewed, and its 
fundamental assumptions and theorem are presented. Then the 
relationship between the DARMA model and EDLM is 
discussed. In part B, the MFAC controller is designed with its 
stability analysis. 
A. Dynamic Linearization Model 
We consider the following discrete-time SISO system. 
( 1) ( ( ), , ( ), ( ), , ( ))y uy k f y k y k n u k u k n     (1) 
where f (·) ∈ R represents the unknown function; ( )u k  and 
( )y k represents the input and output of the system at time k, 
respectively. And un ,. yn ∈ Z represent their orders. 
Suppose that the nonlinear system (1) conforms to below 
assumptions: 
Assumption 1: The partial derivatives of ( )f  with respect to 
all variables are continuous. 
Assumption 2: System (1) conforms to the following 
generalized Lipschitz condition. 
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which consists of control input and output of system within the 
time window [ 1, ]uk L k   and [ 1, ]yk L k  , respectively. 
Two integers )1(y y yLL n   and )1(u u uL L n   are named 
pseudo orders of the system. For more details about Assumption 
1 and Assumption 2, please refer to [1], [2].  
Theorem 1: Considering nonlinear system (1) satisfying 
Assumptions 1 and 2, if ( ) 0k H , 1 y yL n  , 1 u uL n  , 
then a time-varying vector ( )L k  named PG vector exists, 
system (1) can be transformed into the following full-form-
dynamic -linearization data model 
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And we define
1 1
1( ) ( ) ( )
Ly
Ly Lyz k k z 
     ,
1 +1
1( ) ( ) ( )
Lu
Lu Ly Ly Luz k k z 
 
    , 
1z  is the backward-
shift operator.  
Proof: Refer to [1], [2] for details.  
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For LTI DARMA model: 
1 1( ) ( 1) ( ) ( )A z y k B z u k     (4) 
Where 
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n
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     , are polynomials in unit delay 
operator 1z , and n, m are the orders of the system. Letting (4)- 
1z (4) , we have  
1 1( 1) ( ) ( ) ( ) ( )y k z y k z u k          (5) 
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Let 
1 1( ) ( )Ly z z
  and 1 1)( ) (Lu z z
  , then (5) is 
rewritten as (3). This illustrates that the (3) can be expressed by 
(4). More exactly, it also means that EDLM can be expressed 
by DARMA, while not all the DARMA model can be expressed 
by the EDLM appropriately. Nevertheless, this cannot affect the 
superiority of the designed controller through this kind of 
incremental process model. 
B. Design of Model Free Adaptive Control  
We can rewrite (3) into (6). 
( ) ( ) ( ) ( )1 TLy k y k k k  H   (6) 
The object is to design a controller that guarantees closed-loop 
stability and optimizes output tracking performance in the sense 
that: 
2
*( 1) ( 1) miny k y k mJ imu      (7) 
Where, 
* ( 1)y k  is the desired system output signal. 
Substitute Equation (6) into Equation (7) and solve the 
optimization condition ( ) 0J u k   , then we have: 
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It is obvious that (8) is the optimal controller for (7).  
Herein, we change the coefficient 
1
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to prevent the denominator from being zero and by not 
changing the sign of this coefficient by our improvement. Then 
the controller will become (9). 
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 (9) 
According to [1], [2], controller (9) is also the solution of 
optimization ( ) 0J u k    of (10) 
2 2*( 1) ( 1) + ( )y k y kJ u k      (10) 
Form (9) and (3), we can have 
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where,  
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is the function of the closed-loop poles. And we can 
quantitatively analyze the chosen λ through the locations of 
desired closed-loop poles.  
The static error for speed response is 
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Where, Ts represent the sample time constant. We can conclude 
that the static error for speed response is proportional to  . 
When 0  , we will have lim ( ) 0
k
e k

 . This conclusion differs 
from [1]-[3] which showed that the convergence of tracking 
error of the system controlled by MFAC is guaranteed on the 
condition that the   is sufficient big. Besides, why the tracking 
error of system controlled by current MFAC for the step 
response converges to zero can be ascribed to that current 
MFAC naturally consists of one integrator and is not in relation 
to  .  
Furthermore, the static error in following desired trajectory nk
( 0 n   ) can be guaranteed to be zero theoretically by 
choosing  =0, when the model estimated precisely. Since  
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where, 
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, ( )C z is the polynomial with the 
highest power of n and ( )Z denotes z-transformation. 
Simulations: 
Example 1: In this example, the following discrete-time SISO 
linear structure-varying system is considered. 
1
2
0.4 ( ) 0.5 ( ) 0.6 ( 1)      0< 350
( 1)
0.4 ( ) 0.5 ( ) 0.6 ( 1)     351< 700
y k u k u k d k
y k
y k u k u k d k
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    
 
 (16) 
Where d is the disturbance. The desired output trajectory is  
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The controller parameters and initial values for MFAC are 
listed in Table I. The estimation algorithm adopt the projection 
algorithm in [1] with tuning parameters 𝜂 and 𝜇. 
TABLE I Parameter Settings for MFAC 
Parameter MFAC (6) 
Order 1yL  , 2uL    
𝜂; 𝜇; λ 3; 1; 0.2 
Initial value ˆ (1)L   [-0.1, -0.1, -0.1] 
(0 : 6)u    0,0,0,0,0,0   
(0 : 5)y   0,0,0,0.5,0.2  
Case 1, d1 =1 and d2 =100. 
Fig. 1 shows the tricking performance of the system controlled 
by MFAC. Fig. 2 shows the control input. Fig. 3 shows the 
components of the PG estimation. 
Case 2, d1 =0 and d2 =0. 
Fig. 4 shows the tricking performance of the system controlled 
by MFAC. Fig. 5 shows the components of the PG estimation. 
 
Fig. 1 Tracking performance 
 
Fig. 2 Control input 
 
Fig. 3 Estimated value of PG 
From Fig. 1, we can see that the MFAC can remove the 
influence of constant disturbance to the static error of the 
system. Because this kind of controller inherently consists of 
one integer. 
 
Fig. 4 Tracking performance 
 
Fig. 5 Estimated value of PG 
From Fig. 3 and Fig. 5, we can see that the sign of estimated 
1
ˆ ( )Ly k   changes at the time of 350. If the components of PG 
vector are reset according to [1], [3], the actual meaning of 
1
ˆ ( )Ly k   might be changed. In consequence, we keep the 
estimate method working in its own way without resetting value, 
aiming to validate the fact that all the signs of estimated 
components of PG are able to change. However, the sign of 
1
ˆ ( )Ly k   unchanged is an essential precondition for the current 
stability analysis through the contraction mapping technique. 
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Therefore, it will be more reasonable for us to analyze the 
stability of system through the function of the closed-loop (13) 
and the static error. 
Example 2: In this example, the following discrete-time SISO 
linear system is considered. 
( 1) 0.8 ( ) 0.5 ( ) 0.2 ( 1)     0< 700y k y k u k u k k         (17) 
We choose the desired trajectory with  
* 10( 1) ,1 700y k k k      
to validate the aforementioned conclusion about the static 
error. Then we apply the current MFAC with different values 
of λ. The tracking performance are shown in Fig. 6. The control 
inputs are shown in Fig. 7 
 
Fig. 6 Tracking performance 
 
Fig. 7 Control input 
From Fig. 6, it is straightforward for someone to see that the 
static error will increase by raising the λ. Furthermore, we can 
conclude that the tracking error for the desired trajectory nk
( 1,2,n  ) will not be convergent to zero if 0  . This 
differs from [1]-[3] which showed that the tracking error of the 
system controlled by MFAC converges to zero on the condition 
that the   is sufficient big. 
III. CONCLUSION 
In this note, the stability of system and the chosen parameter 
𝛌 are analyzed by the closed-loop function and we have figured 
out that some MFAC methods are not analyzed in right way. 
Then several simulated examples are used to validate the 
viewpoints. 
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