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Abstract
We propose to construct cross and joint ordinal pattern transition networks from multivariate time series for two cou-
pled systems, where synchronizations are often present. In particular, we focus on phase synchronization, which is
one of prototypical scenarios in dynamical systems. We systematically show that cross and joint ordinal patterns
transition networks are sensitive to phase synchronization. Furthermore, we find that some particular missing ordinal
patterns play crucial roles in forming the detailed structures in the parameter space whereas the calculations of permu-
tation entropy measures often do not. We conclude that cross and joint ordinal partition transition network approaches
provide complementary insights to the traditional symbolic analysis of synchronization transitions.
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synchronization
1. Introduction
Complex network theory provides an important
paradigm for understanding the structural properties of
complex systems composed of different interacting en-
tities. During the last decade, various complex network
approaches have been proposed to extract useful in-
sights from time series data [1]. Depending on slightly
different definitions of nodes and links of network rep-
resentations for time series, there are methods based on
recurrences [2, 3], visibility conditions [4], cycles detec-
tions [5] and correlation networks [6]. Some successful
applications of these methods include time series from
climate, sunspots, oil-water flows, and financial mar-
ket [1, 7–16]. The consideration of a time series as a
complex network allows a reinterpretation of many net-
work theoretic measures in terms of characteristic phase
space properties of a dynamical system [17].
Recently, a growing number of works are focused on
transforming time series into networks by ordinal parti-
tions of time series [18–22]. The basic idea of ordinal
partition network method can be traced back to identi-
fying ordinal patterns of time series [23–25]. Given a
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one-dimensional time series {x(t)}t=1,··· ,L comprising
of L points from a dynamical system, we first recon-
struct its phase space by time delay embedding tech-
nique which yields ~x(t) = [x(t), x(t + τ), · · · , x(t +
(Dx − 1)τ)], where Dx and τ are embedding dimen-
sion and delay respectively [26, 27]. The next step
is to compute the rank order of each embedded vector
[x(t), x(t+ τ), · · · , x(t+ (Dx− 1)τ)], which is conve-
niently denoted by a symbol pix(t). When sliding win-
dows from t = 1 to N = L− (Dx − 1)τ in the embed-
ded space, a symbolic representation of the trajectory
pix(t) is produced. Following the symbolic representa-
tion, one traditional approach is to compute permuta-
tion entropy HO based on the frequency plot of order
patterns. Generally speaking, for a time series gener-
ated by a stochastic process for N → ∞, it is known
that all Dx! patterns almost occur with equal probabili-
ties, which yields the maximal value of HO. However,
for a time series produced by deterministic dynamics,
the frequency plot of the Dx! patterns is not uniform,
which leads to reduced value of HO. In some cases, a
set of patterns may never occur and these missing pat-
terns are often called forbidden patterns, which provide
important information for quantifying determinism in
time series data [28–32]. Then, the level of determin-
ism of a time series from a particular dynamical system
may be suggested by permutation entropy HO, which
Preprint submitted to Frontiers of Physics June 6, 2018
ar
X
iv
:1
80
6.
01
72
4v
1 
 [n
lin
.C
D]
  5
 Ju
n 2
01
8
consists in very well established statistical measures in
nonlinear time series analysis [23, 25, 33]. Some appli-
cations include characterizations of the difference be-
tween healthy and patients from EEG data [18, 19]. It is
worth noting that complications may arise in real time
analysis because missing ordinal patterns might be re-
lated to finite time length during the period of observa-
tion and correlated stochastic processes, which require
some revised methods for the detection of determinism
in relatively short noisy data [28–32].
The primary idea of ordinal partition transition net-
work takes into account the inhomogeneous evolution-
ary behavior among the ordinal patterns [18, 19], which
provides complementary information on the standard
ordinal symbolic analysis of time series. Most of these
works have focused on univariate time series {x(t)}.
Embedding parameters Dx and τ have crucial impacts
on the resulting ordinal partition transition networks,
especially for forbidden patterns [20–22]. In addition,
multivariate time series are ubiquitous in nature, rang-
ing from stock markets and climate sciences. In a recent
work, we proposed to construct ordinal partition transi-
tion networks from multivariate data [34]. The resulting
network is a directed and weighted network characteriz-
ing the pattern transition properties of time series in its
associated velocity space. This novel approach has been
successfully applied to capture phase coherence to non-
phase coherence transitions and to characterize paths to
phase synchronization, showing complementary insight
to the traditional symbolic analysis of nonlinear time se-
ries analysis.
In this work, we further extend these ideas [34] to
construct cross and joint ordinal partition transition net-
works for two coupled systems. We show that both
cross and joint ordinal pattern transition networks are
able to capture synchronization transitions, in particu-
lar, focusing on the transitions to phase synchronization
(PS) which is one of paradigmatic types in synchroniza-
tion phenomena [35–40]. The outline of this paper is
as follows: first, we illustrate cross and joint network
construction approaches and then introduce two entropy
measures to quantify the inhomogeneous frequencies of
ordinal patterns and their transitions in Sec. 2. We apply
these two entropy measures to characterize the synchro-
nization transitions with both unidirectional and bidi-
rectional coupling schemes in Sec. 3, and then some
conclusions are drawn in Sec. 4.
2. Cross and joint ordinal partition transition net-
works
2.1. Network constructions
The ordinal partition transition networks are illus-
trated by the following coupled Ro¨ssler systems [41,
42], which shows transition scenarios to phase synchro-
nization for various coupling schemes. In particular, PS
has been observed for both unidirectional and bidirec-
tional couplings. Note that the network construction
method is not restricted by the following model. The
ordinary differential equations (ODEs) of the coupled
system read
x˙1 = −(1.0−∆)y1 − z1 + κ1(x2 − x1),
y˙1 = (1.0−∆)x1 + 0.15y1,
z˙1 = 0.2 + z1(x1 − 10.0),
(1)

x˙2 = −(1.0 + ∆)y2 − z2 + κ2(x1 − x2),
y˙2 = (1.0 + ∆)x2 + 0.15y2,
z˙2 = 0.2 + z2(x2 − 10.0),
(2)
where ω1 = 1.0 − ∆, ω2 = 1.0 + ∆ are frequencies
for the systems, and κ1,2 are coupling strength. In this
model, we distinguish a unidirectional coupling case
from a bidirectional coupling one because the thresh-
old values to PS have been reported in the literature
[41, 42]. More specifically the unidirectional coupling
can be achieved by κ1 = 0, namely, a drive-response
scheme [41] and bidirectional coupling is often cho-
sen as κ1 = κ2 = κ [42]. We numerically integrate
the ODEs using the fourth-order Runge-Kutta method
with random initial conditions, and the integration step
h = 0.01. The first 10000 transient data points are dis-
carded and time series consisting of N = 800000 data
points are analyzed.
Ordinal Pattern Transition network. We start the
idea by constructing the ordinal pattern transition net-
work for a single system, using the first system (Eqs.
(1), ω1 = 1.0,∆ = 0, κ1,2 = 0) as an example [34].
Given time series (x(t), y(t), z(t)) in the correspond-
ing three dimensional phase space (n = 3), the or-
dinal pattern transition network is reconstructed based
on the signs of the increments of each each variablee
(∆x(t),∆y(t),∆z(t)), where ∆x(t) = x(t+1)−x(t),
∆y(t) = y(t+ 1)− y(t), and ∆z(t) = z(t+ 1)− z(t).
In particular, the definitions of the ordinal patterns based
on the increment series capture the variations of the tra-
jectory in its associated velocity space. The definition of
patterns Π(t) ∈ (pi1, · · · , pii), i = 1, · · · , 8 are enumer-
ated in Tab. 1. As time evolves, the transition behavior
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Figure 1: Ordinal pattern transition network, where the thick-
ness (and values) on network links represent the correspond-
ing transition frequency between two patterns. (a) A sin-
gle chaotic Ro¨ssler system. (b) Cross ordinal pattern transi-
tion network (COPT) for two coupled Ro¨ssler systems, (c)
an alternative version of COPT, and (d) joint ordinal pattern
transition network (JOPT). For (b)-(d), the directions of links
have been suppressed for better visualizations. In addition,
the coupling strength κ1,2 is in the non-sync regime, namely,
κ1 = 0, κ2 = 0.01.
between patterns are illustrated in Fig. 1(a). The deter-
ministic transitions are explained by the ordinal parti-
tions of phase space by null-clines. A transition between
two patterns means the trajectory crosses a null-cline,
which leads to a local maximum or minimum. Because
of the continuity of the system in phase space, we only
observe the transition route pi1 → pi5 → pi6 → pi8 →
pi4 → pi3 → pi1, yielding two missing patterns pi2 and
pi7 as shown in Fig. 1(a). These details have been well
illustrated in [34].
Π pi1 pi2 pi3 pi4 pi5 pi6 pi7 pi8
∆x + + + + − − − −
∆y + + − − + + − −
∆z + − + − + − + −
Table 1: Definitions of ordinal patterns of the three dimensional time
series (x(t), y(t), z(t)), where ∆x = x(t+ 1)−x(t), ∆y = y(t+
1)− y(t), and ∆z = z(t + 1)− z(t) [34].
Generalizing the above ideas from a single sys-
tem to two coupled systems (κ1,2 6= 0), we
propose two different ways to construct ordi-
nal pattern transition networks. Suppose we
have time series (x1(t), y1(t), z1(t)) of one sys-
tem and (x2(t), y2(t), z2(t)) of the other, we
first compute the respective increments of the
two systems as (∆x1(t),∆y1(t),∆z1(t)) and
(∆x2(t),∆y2(t),∆z2(t)). Note that the increment
series capture the dynamic properties of time series in
the difference space and the signs of the each variable
reflects either the increasing (+) or the decreasing
(−) trend. Next, we compare the two systems in the
following:
Cross ordinal pattern transition network (COPT). A
COPT compares the relative speeds between two sys-
tems by the signs of (∆x1(t) − ∆x2(t)), (∆y1(t) −
∆y2(t)) and (∆z1(t)−∆z2(t)). The pattern definitions
of a COPT are shown in Tab. 2. An example of COPT
is shown in Fig. 1(b). In this work, we only consider
the signs of the same variable from two coupled sys-
tems. A further generalization of the pattern definitions
of a COPT is to consider the signs of cross-variables, for
instance, (∆x1(t) − ∆y2(t)) and (∆x1(t) − ∆z2(t)),
respectively. Considering the effects of the different
Π pi1 pi2 pi3 pi4 pi5 pi6 pi7 pi8
∆x1 −∆x2 + + + + − − − −
∆y1 −∆y2 + + − − + + − −
∆z1 −∆z2 + − + − + − + −
Table 2: Pattern definitions of a COPT. Note that “ + ” means a posi-
tive value while “− ” is for a negative value.
magnitudes of the three variables, we also compute an
alternative COPT by replacing ∆x1(t) − ∆x2(t) by
∆x1(t)/x1(t)−∆x2(t)/x2(t), respectively, ∆y1(t)−
∆y2(t) by ∆y1(t)/y1(t)−∆y2(t)/y2(t), and ∆z1(t)−
∆z2(t) by ∆z1(t)/z1(t) − ∆z2(t)/z2(t). An exam-
ple of the alternative COPT is shown in Fig. 1(c).
Comparing Fig. 1(b) to 1(c), the alternative COPT re-
flects better the non-coherent transitions between ordi-
nal patterns since the coupling strength is in the non-
synchronization regime (κ1 = 0 and κ2 = 0.01). In the
following, we compute the alternative COPTs without
distinguishing these two slightly different versions.
Joint ordinal pattern transition networks (JOPT). A
JOPT compares the relative speeds between two sys-
tems by the signs of ∆x1(t) ·∆x2(t),∆y1(t) ·∆y2(t)
and ∆z1(t) · ∆z2(t) and the pattern definitions of a
JOPT are summarized in Tab. 3. An example of JOPT
is shown in Fig. 1(d). In contrast to cross ordinal pat-
terns, we notice that the joint ordinal patterns represent
3
Π pi1 pi2 pi3 pi4 pi5 pi6 pi7 pi8
∆x1 ·∆x2 + + + + − − − −
∆y1 ·∆y2 + + − − + + − −
∆z1 ·∆z2 + − + − + − + −
Table 3: Pattern definitions of a JOPT. Note that “+” means a positive
value while “− ” is for a negative value.
whether the respective variables of two systems show
the same trend of changes or not, regardless of the mag-
nitudes of the respective variables.
A direct quantitative comparison between a COPT
and a JOPT seems not possible since we have different
definitions for patterns. Anyway, we present qualitative
similarities when we show a COPT and a JOPT for two
interacting stochastic processes in Fig. 2. In particular,
we consider two stationary processes Xt and Yt, each
of which admits an autoregressive representation
Xt =
p∑
j=1
a2jXt−j +
p∑
j=1
b2jYt−j + η1t, (3)
Yt =
p∑
j=1
c2jXt−j +
p∑
j=1
d2jYt−j + η2t, (4)
where the noise terms η1t, η2t are uncorrelated, p is the
order, a2j , b2j , c2j and d2j are model coefficients. The
terms of b2j and c2j reflect the interacting strength be-
tweenXt and Yt and therefore ifXt and Yt are indepen-
dent, b2j and c2j are uniformly zero. Here we consider
a simple case of p = 2, a2j = 0.5, b2j = 0.1, c2j = 0.5,
and d2j = 0, when there is only unidirectional interac-
tions from Yt to Xt.
In order to keep the same number of ordinal patterns
as defined in Tabs. 2 and 3, we reconstruct a three di-
mensional phase space for Xt (respectively Yt) using
time delay embedding techniques (τ = 1). Figure 2a
shows the ordinal pattern transition network for a single
stochastic process where we find rather random transi-
tion patterns in the resulting network. These random
transitions between patterns have been observed in the
COPT and JOPT (Figs. 2b, c and d). When increas-
ing the interacting strength term b2j , one would expect
some reduced level of random pattern transitions in the
Xt process because of the unidirectional interactions
from the Yt process. The dependence on the interaction
strength requires further investigations, which is beyond
the topic of the current work.
2.2. Permutation entropy
In the next step, we quantify the heterogeneous prop-
erties of the resulting networks. For a deterministic sys-
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Figure 2: Ordinal pattern transition network for (a) a single
stochastic process. (b) a COPT for two coupled stochastic
processes, (c) an alternative version of COPT, and (d) a JOPT.
For better visualization, the arrows of links are suppressed.
tem, the frequencies of ordinal patterns are generally
different from each other and the existence of forbidden
patterns is simply a special case in this regard. Tradi-
tionally, permutation entropy H is introduced to char-
acterize the inhomogeneous appearance of ordinal pat-
terns as following
HO = −
2n∑
i=1
p(pii) log2 p(pii), (5)
where the sum runs over allD = 2n permutations and n
is the dimension of one system and p(pii) is the proba-
bility of order pattern pii. We use the observation fre-
quency F(pii) to estimate p(pii) and furthermore we
use log2 and hence the units of HO are bits. For a n-
dimensional independent identical distributed stochastic
process, one obtains the largest entropy HO = n since
each of D = 2n ordinal patterns is expected to have the
same frequency.
The computation of HO characterizes the differ-
ent frequencies of order patterns and it has been well
demonstrated that the transition behavior between or-
dinal patterns is not fully captured by HO [34]. To
this end, we first indicate each directed link represent-
ing the order pattern transitions in the resulting network
by its transition frequency wij = p(pii → pij), follow-
ing the time iterations of the series. In order to em-
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phasize the importance of non-self transitions between
ordinal patterns, self-loops have been removed as sug-
gested [34]. Finally, we obtain a weighted directed
network characterized by a weighted adjacency matrix
W = {wij}, i, j ∈ [1, 2n]. The matrix W fulfils the
normalization
∑2n
i,j wij = 1. Here, based on W , the
regularity of the order pattern transition properties is
quantified by the Shannon entropyHT , which is
HT = −
2n∑
i,j=1
wij log2 wij , (6)
where the sum runs over all possible 22n transitions. In
a full analogy to HO, for a n-dimensional independent
identical distributed stochastic process, one obtains the
largest entropyHT = 2n.
Both measures have been demonstrated to show the
capabilities to capture the different bifurcation transi-
tion scenarios. In the examples of this work, we show
thatHO andHT are sensitive to PS.
3. Detecting transitions to PS
3.1. Preliminaries on PS
In this section, traditional measures characterizing PS
are briefly reviewed and more historical details can be
found in [35, 43, 44]. PS is characterized by the phase
locking |mφ1 − nφ2| < C, where m, n and C are con-
stants and φ1(t) and φ2(t) are phases of the two oscilla-
tors. In the case of two coupled Ro¨ssler oscillators, we
easily compute phases by φ1(t) = arctan y1(t)/x1(t)
and φ2(t) = arctan y2(t)/x2(t) since the systems are
in phase coherent regimes. In addition, m and n are of-
ten chosen as 1 because 1 : 1 phase synchronization is
more often observed. Equivalently, the phase locking is
characterized as the average frequency mismatch drops
to zero, namely, ∆Ω = 0, where ∆Ω = Ω1 − Ω2 and
Ω1,2 =
1
2pi
〈
dφ1,2(t)
dt
〉
, where 〈·〉 is an average over time
T . PS has been related to the spectrum of Lyapunov
exponents [45] and it is characterized by the transition
of the Lyapunov exponent from zero to negative values
[35].
3.2. Unidirectional coupling schemes
In the coupled Ro¨ssler systems (Eqs. 1), PS can
be achieved by applying the unidirectional coupling
scheme κ1 = 0 and relative small frequency mismatch
∆ between ω1 and ω2 [41]. More specifically, we
choose ∆ = 0.02 and (ω1, ω2) = (0.98, 1.02). Note
that in this model, generalized synchronization is ob-
tained for relative large values of ∆ = 0.2 which leads
Figure 3: Network measures of COPTs versus the coupling
strength κ2 for two unidirectionally coupled Ro¨ssler systems
(κ1 = 0, ∆ = 0.02, namely, ω1 = 0.98 and ω2 = 1.02 in
Eqs. 1. (a) frequencies of ordinal patterns F(pii) while in-
creasing the coupling strength κ2. (b) HO and HT . (c) The
average rotation frequencies Ω1 and Ω2. In all cases, vertical
dashed highlight the critical synchronization transition thresh-
olds κ2 = 0.07 [41]. Superscripts C denote COPTs.
to (ω1, ω2) = (0.8, 1.2). The interrelationship between
PS and generalized synchronization has been systemat-
ically investigated in [41].
We first shown in Fig. 3 that the variations of network
measures of COPTs depending on the coupling param-
eters κ2 (κ1 = 0). When increasing the coupling κ2,
frequencies of ordinal patterns F(pii) experience rela-
tive large variations (Figs. 3(a)). In consequence, both
HT and HO show fast decays to small values when the
coupling threshold κ2 passing the transition values (as
highlighted by vertical dashed lines in Fig. 3(b)). The
transition point to PS has been validated by the average
rotation frequencies of Ω1 and Ω2 since they are locked
to the same value at κ2 = 0.07. We choose three rep-
resentative coupling values κ2 = 0.04, 0.08, and 0.12
to show the structural variations of the corresponding
COPTs in Fig. 5(a-c). In the non-synchrony regime
(κ2 = 0.04), the transitions between ordinal patterns
and their frequencies are rather random (Fig. 5(a)). As
the coupling increases to just above the critical value
κ2 = 0.08, a dominant (more deterministic) transition
route emerges (Fig. 5(b)). When PS is achieved for
large κ2 = 0.12, more missing patterns have been ob-
served (Fig. 5(c)). We note that the different pattern def-
initions are used between the ordinal transition network
for a single chaotic Ro¨ssler system as shown in Fig. 1(a)
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Figure 4: Network measures of JOPTs versus the coupling
strength κ2 for two unidirectionally coupled Ro¨ssler systems
(κ1 = 0). (a) Frequencies of ordinal patterns while increas-
ing the coupling strength. (b) HO and HT . Superscripts J
denoted JOPTs.
and the COPT for two coupled systems (Fig. 5(c)). The
unidirectional coupling leads to the entrainment of the
response to the drive system, which yields the same or-
dinal partitions for phase space as the drive. Due to the
continuity of phase space trajectory, we observe a sim-
ilar deterministic transition route between phase space
partitions as for a single system.
Concerning network measures from JOPTs, we have
obtained rather similar results as shown in Fig. 4. Three
representative JOPTs on the route to PS are illustrated
in Fig. 5(d-f). As the coupling strength increases, the
random transitions between patterns become more de-
terministic yielding more missing patterns.
Based on the results of Figs. 3, 4 and 5, we con-
clude that HO and HT can effectively capture the tran-
sitions to PS. However, the detailed variations of par-
ticular patterns remain unclear during the transitions to
PS. In other words, we have to look into the details of
the appearance or disappearance of each ordinal pat-
terns (as shown in Figs. 3(a) and 4(a)) because some of
the patterns become suppressed, which provide further
evidence in characterizing the synchronization dynam-
ics.
It is easy to understand the occurrences of missing
patterns on the transition routes to synchronization. As
the coupling strength is increased during the synchro-
nization transitions, the high dimensional coupled sys-
tems are constrained to a lower dimensional synchro-
nization manifold which means that the determinism of
the system is increased. In consequence, both the fre-
quencies of order patterns and the transitions between
different patterns become more inhomogeneous. There-
fore, we compute the missing probability (frequency) of
each pattern while varying the coupling strengths.
3.3. Bidirectional coupling schemes
In this section, we implement bidirectional coupling
scheme when choosing κ1 = κ2 = κ. In addi-
tion, we show the transition to synchronization in a
two dimensional parameter space of coupling strength
κ ∈ [0.0, 1.2] and natural frequency mismatch ∆ ∈
[−0.04, 0.04]. We choose this particular range of pa-
rameters because there are different routes of chaos-
chaos, chaos-period-chaos transitions to synchroniza-
tions [42]. This space (∆, κ) is further divided into
800 × 1200 grid points by equal step size. For each
parameter combination, we integrate the ODEs with the
same strategy as described in Sec. 2.1 to obtain time
series for the coupled system. Then, we construct both
COPTs and JOPTs.
First, we show the average frequency mismatches
∆Ω in the parameter space (∆, κ) and PS is character-
ized by the well-known Arnold tongue [35], as shown
in Fig. 6(a). PS are observed inside this Arnold tongue,
while no PS outside this region. We further validate
these results by computing the Lyapunov spectrum of
the whole system based on Eqs. 1 (Fig. 6(b)). We
note that it may not be possible to distinguish the tip of
the Arnold tongue only by considering the sum of posi-
tive Lyapunov exponents because of the non-hyperbolic
property of the coupled 6-dimensional system. One in-
teresting structure inside the Arnold tongue is the peri-
odic region close to 0.03 < κ < 0.04 (like two eyes),
which has been reported in [42]. It is often claimed that
all transitions between different types of synchroniza-
tion are related to the changes in the Lyapunov spec-
trum [45]. In particular, for low values of the coupling
strength, one has the following configuration for the
coupled 6-dimension system: {λ1 > 0, λ2 > 0, λ3 ∼
0, λ4 ∼ 0, λ5 < 0, λ6 < 0}. Increasing the coupling
strength, PS is achieved when λ4 becomes negative. If
the coupling strength is further increased, generalized
synchronization is obtained as λ2 ∼ 0 and λ3 < 0.
However, for intermediate coupling strengths and rela-
tive large frequency mismatches, the spectrum of Lya-
punov exponents has limited power in explaining the
weak correlations outside the Arnold tongue, although
the phases are not locked [42].
Figures 6(c-f) show the parameter space color coded
by the entropy values HO and HT , which are calcu-
lated from the respective COPTs and JOPTs. The outer
boarders of the Arnold tongue have been successfully
captured byHO andHT , comparing to the average fre-
quency mismatch plot (Fig. 6(a)). More importantly,
all these entropy values are able to capture the tip of
6
Figure 5: Network illustrations for COPTs (a-c) and JOPTs (e-f). (a, d) κ2 = 0.04, (b, e) κ2 = 0.08, and (c, f) κ2 = 0.12.
Directions of pattern transitions and the corresponding frequencies are indicated by arrows and the values on links.
7
the Arnold tongue, however, the spectrum of Lyapunov
exponents does not (Fig. 6(b)). Therefore, Figs. 6(c-
f) provide important complementary information to the
sum of the positive Lyapunov exponents.
Inside the Arnold tongue, however, these entropy val-
ues drop to small values, presenting more intricate gra-
dient structures. Anyway, entropy values do not show
convincingly the periodic region close to 0.03 < κ <
0.04 except for the case of HT computed from COPTs.
This is because HO and HT are averaged over all pat-
terns.
In order to illustrate more clearly the gradient struc-
tures inside and on the edge of the Arnold tongue, we
plot the missing (failure) probabilities of individual or-
dinal patterns in the space (∆, κ). For one combination
of parameter pair (∆, κ), we run n = 200 simulations
of random initial conditions. The COPT and JOPT have
been reconstructed for each realization of N = 800000
time points and the frequency plots of ordinal patterns
have been obtained. Furthermore, this ensemble of in-
dependent realizations results in a failure with probabil-
ity ppii = 1 if pattern pii is missing and a success with
probability ppii = 0 if pii is observed, respectively.
In the case of COPTs, Fig. 7 shows that
pi1, pi3, pi4, pi5, pi6 and pi8 are observed patterns for the
entire range of parameters we considered. In addition,
we find that pattern pi2 is completely not observed in the
Arnold tongue and the disappearance of pi2 determines
sharply the outer boarder. In addition, pattern pi7 plays
a key role in forming the periodic eye structures inside
the Arnold tongue. In the case of JOPTs, Fig. 8 shows
that patterns pi1, pi2, pi3 and pi5 do appear in the majority
area of the parameter space. Again, the disappearance
of patterns pi7 and pi8 determine sharply the outer board-
ers of the Arnold tongue, while the inside structures are
determined by pi4 and pi6.
4. Conclusions
In summary, we propose to construct cross and joint
ordinal pattern transition network from multivariate
time series, which has been particularly applied to ana-
lyze synchronization transitions. Note that a COPT and
JOPT are two slightly different ways to construct net-
works from time series, providing complementary in-
formation. The ordinal patterns of a COPT are defined
by considering the signs of the difference of ∆~x1−∆~x2
between two subsystems. In contrast, the ordinal pat-
terns of a JOPT are defined by the signs of the product
of ∆~x1 ·∆~x2. It is certain that the amplitudes of oscil-
lations of different variables influence directly the defi-
nition of a COPT. However amplitudes become not im-
portant for a JOPT because only the signs of the product
are considered. In addition, it is straightforward to gen-
eralize the ideas of JOPTs from two to three (or even n)
coupled subsystems with an extended number of pattern
definitions. We plan to further generalize the ideas of
JOPTs to multilayer or multiplex networks for time se-
ries analysis. However, it remains to be a big challenge
for constructing a COPT for three coupled subsystems.
Based on the cross and joint ordinal pattern tran-
sition networks, we propose two entropy measures to
characterize the resulting networks. Namely, HO is
calculated from the frequencies of each patterns and
HT is obtained from the transition frequencies between
any pair of patterns. Our results show that both HO
and HT track successfully the critical coupling thresh-
old to phase synchronization. The applications of our
method to generalization synchronization analysis is a
more challenging task and will be a subject for future
work [43].
In the two parameter space of (∆, κ), both entropy
measures capture the tip of the Arnold tongue success-
fully, providing complementary information to the tra-
ditional measure of Lyapunov exponents. In order to
show the intricate structures inside the Arnold tongue,
our results suggest that we should study the missing
probability of each pattern separately, instead of relying
on the global measures of HO and HT . This is because
individual pattern shows different sensitivity to dynamic
transitions. In particular, we have observed particular
missing patterns which correspond to the outer board-
ers and the inner structures in the parameter space.
In addition to synchronization analysis based on real
time series, it remains to be an interesting topic to iden-
tify the driver-response relationship, especially to iden-
tify indirect from direct coupling directions [46–49].
From the viewpoint of ordinal pattern perspective, it is
possible to combine ordinal recurrence plots [50] and
cross and joint ordinal partition transition network ap-
proaches to tackle this problem. More importantly, we
plan to address the statistical significance of the cou-
pling directions for real time series data.
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