STŘELEC LUBOŠ, ADAMEC VÁCLAV: Exploration into power of homogeneity and serial correlation tests. Acta Universitatis Agriculturae et Silviculturae Mendelianae Brunensis, 2013, LXI, No. 4, pp. 1129-1136 Verifi cation of regression models is primarily based on analysis of error terms and constitutes one of the most important steps in applied regression analysis. In cross-sectional models, the error terms are typically heteroskedastic, while in time series regressions the errors are o en aff ected by serial correlation. Consequently, in this paper, we focus on Monte Carlo simulations applied to explore the power of several tests of homogeneity and tests for presence of autocorrelation. In the past decades, the computational power has increased signifi cantly to allow the benefi t of simulation from exact distributions, which are not defi ned explicitly. We will discuss 1) testing of homogeneity for a given number of components in the exponential mixture approximated by subpopulations and 2) simulation of power in several commonly used tests of autocorrelation. For the fi rst case, we consider exact likelihood ratio test (ELR) and exact likelihood ratio test against the alternative with two-component subpopulation (ELR2). In the second case, we consider the Durbin-Watson, Durbin h, Breusch-Godfrey, Box-Pierce and Ljung-Box tests of 1st order serial correlation and the runs test of randomness in two diff erent types of linear regression models.
Regression analysis is a very popular tool in econometrics. Diagnostics of regression models is primarily focused on analysis of error terms and constitutes one of the most important steps in applied regression analysis. In crosssectional models, the error terms are typically heteroskedastic, while in time series regressions the errors are o en aff ected by serial correlation. Therefore, this paper is primarily focused on testing homogeneity and incidence of serial correlation in error term. The aim of this paper is to present and discuss the power of the exact procedure for testing exponential homogeneity. In this case, we consider the exponential mixture with two-component subpopulation. Also, we explore a power in selected tests of autocorrelation in error term.
This paper is organized as follows. In the fi rst section, testing procedures for homogeneity and autocorrelation are introduced. In Section 2, simulation schemes are specifi ed. In Section 3, a comparative power study of serial correlation tests and exact likelihood ratio tests for homogeneity against the two-component subpopulation alternative are presented. The last sections are Conclusions and Summary.
Test introduction

Homogeneity tests
Currently, many homogeneity-testing procedures exist -for examples see Stehlík and Wagner (2011) and references therein. In this paper, we focus primarily on likelihood ratio tests. The exact likelihood ratio test for scale and homogeneity in complete sample from gamma family was derived in Stehlík (2003) . The exact distribution of the likelihood ratio test for homogeneity was derived by Stehlík (2006) for the exponential and Weibull distributions. For the generalized gamma distribution, the exact distribution was derived by Stehlík (2008) . Exact likelihood tests for homogeneity of the number of components in the Rayleigh mixture for k = 2 and k = 3 components were introduced in Stehlík and Ososkov (2003) ; for k = 2 in exponential mixture it was studied by Stehlík and Wagner (2011) and Střelec and Stehlík (2012a) , and fi nally, for k = 2 in the Rayleigh family it was studied by Střelec and Stehlík (2012b) . Firstly, we present exact likelihood ratio test (ELR) and exact likelihood ratio test against the alternative with two-component subpopulation (ELR2) used in a comparative power study.
Let y 1 , …y N be independently distributed variables with exponential densities and unknown scale parameter θ. Then following Stehlík (2006, Theorem 3) , the ELR test statistic −ln N (y) takes the following form
where  N (y) is the likelihood ratio. ELR2 is test constructed for testing homogeneity of k components in mixture of k = 2 components, fi rstly introduced by Stehlík and Ososkov (2003) . They considered the testing problem in the form
which can be, following Stehlík and Ososkov (2003) , in the mixture model approximated by the hypothesis of the subpopulation model
where
Symbols θ 1 and θ 2 indicate scale parameters satisfying θ 1  θ 2 . Note, that ELR2 test verifi es the hypothesis (3), which approximates the hypothesis (2). For more, see Stehlík and Ososkov (2003) and Stehlík and Wagner (2011) . Let y 1 , …y N be independently distributed variables with exponential densities and suppose that {y i1 , …, y iK }, 0 < K < N are the observations from exponential distribution with scale parameter θ 1 . Other observations are distributed exponentially with scale parameter θ 2 ; i k denotes indices {1, …, N} for 1 ≤ i ≤ K. Then following Stehlík and Ososkov (2003) , the likelihood ratio takes the following form
where P(K) for 0 < K < N denotes all partitions of {1, …, K} in two non-empty subsets.
Then ELR2 test statistic −ln N (y) has the following form
where  N (y) is given in (4). Following Stehlík and Wagner (2011, Lemma 3 .1), ELR2 test statistic can be also determined as
where H min can be obtained from sums of order statistics y (i)
The ELR and ELR2 test statistics have some important properties, such as scale invariance, i.e. the distribution of the test statistic under H 0 is independent of the unknown scale parameter (see Stehlík, 2006, and Wagner, 2011) , and it is optimal in the Bahadur sense (see Rublík, 1989a Rublík, , 1989b . Short overview of mentioned exact likelihood ratio tests is also given in Střelec and Stehlík (2012a) .
Serial correlation tests
In Monte Carlo simulation study of power, the following tests of serial correlation were investigated: Durbin-Watson test (DW, Durbin and Watson, 1950) , Durbin h-test (Dh, Greene, 2002) , Breusch-Godfrey test in Lagrange multiplier (LM) and F-test variants (BG, Breusch, 1978) , Box-Pierce test (BP, Box and Pierce, 1970) , Ljung-Box test (LB, Ljung and Box, 1978) and non-parametric runs test for randomness (RT, Geary, 1970) . The mentioned tests were applied to detect 1st order serial correlation in error terms of a linear model. Use of two-tailed alternative hypothesis is presumed in Durbin-Watson and runs test.
Simulation procedures
Homogeneity tests
In this paper, following Stehlík and Wagner (2011) , we consider tests for homogeneity against subpopulation models, where the number of subpopulations has to be specifi ed. Note, that the general subpopulation model assumes that each observation follows exponential distribution with some parameter and the joint density of the sample is given
where θ i  θ j for i  j (for more detail see Stehlík and Wagner, 2011) . Consequently, as Stehlík and Wagner (2011) state, the most popular alternative to homogeneity is the mixture model with exponential components. In this paper, we will present and discuss the power of the exact likelihood ratio homogeneity test of k components in the exponential mixture with k = 2 components only, introduced by Stehlík and Ososkov (2003) . Note, that the joint density of a sample y 1 , …, y N of iid observations from a two-component mixture is
where p and 1 − p are weights of components, such that 0 < p < 1 (for more detail see Stehlík and Wagner, 2011) .
In this paper, we assume the following hypothesis
follow a mixture of distributions with two exponential components, i.e. we suppose a mixture of two exponential components with the probability density function
where p and 1 − p are weights of components, such that 0 < p < 1. A simulation study was performed to compare the power of the exact likelihood ratio test ELR and ELR2 for the following parameter set: θ 1 = 1 and θ 2  {1, 3, 5, 10}, component weights p  {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9} and sample size N  {20, 40, 60, 80, 100}. For the mentioned parameter sets, M = 10 000 samples were generated and the proportion of rejections in ELR and ELR2 tests were determined. Note that the ELR and ELR2 tests have non-standard asymptotic distribution, but its exact distribution can be simulated. Therefore, critical values of the ELR and ELR2 tests can be simply obtained by Monte Carlo simulation, i.e. we generated M = 100 000 samples of size N  {20, 40, 60, 80, 100} from the standard exponential distribution, then computed the test statistic from each sample and fi nally determined the critical values c 1− .
Serial correlation tests
Recall, that generally, power of statistical test is defi ned as the probability of rejecting the null hypothesis (H 0 ) on the condition that H 0 is false. Independent samples of time series innovations u t of length N  {20, 40, 60, 80, 100} were generated from standard normal distribution N(0,1). Serially correlated errors were constructed therefrom by means of AR(1) relationship  t =  1  t−1 + u t for t = 1, 2, 3, …, T and  1  <−1, 1> via a recursive fi lter using selected levels of positive autocorrelation coeffi cients  1  {0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.99}. Generated auto-correlated errors were supplied to a linear regression model with level constant
where regression parameters used in the simulation were  = (0.3, − 0.7). Nonzero intercept in regression models is required by some serial correlation tests. Negative slope in dynamic regression models is expected to aid detection of autocorrelated errors. Following OLS estimation of regression coeffi cients from the generated bivariate data, 1st order serial correlation tests with two-tailed H 1 , where relevant, were applied to errors from the estimated linear models. Corresponding p-values were stored. For every combination of sample size N, autocorrelation coeffi cient ρ 1 and regression model, M = 10 000 replicated samples were generated and analyzed. The power of autocorrelation test was estimated by relative proportion of tests rejecting H 0 from the total of M replications ( = 0.05).
Power simulations were performed with R so ware (www.r-project.org) and extension libraries car, lmtest and lattice, following a general framework for Monte Carlo simulation in R-language presented by Kleiber and Zeileis (2008) . Results were presented in tabular form.
RESULTS AND DISCUSSION
Homogeneity tests
Tab. I presents simulated size of the ELR and ELR2 test statistic for  = 0.05. Presented simulation results are based on simulated critical values derived from M = 100 000 samples of size N  {20, 40, 60, 80, 100} from the standard exponential distribution. It is obvious that ELR and ELR2 tests hold the chosen size  = 0.05 even for small samples.
Power of exact likelihood ratio tests ELR and ELR2 against mixture of two exponential components with probability density function
for parameters levels mentioned above is reported in Tab. II.
As it can be seen from Tab. II, the power of the ELR and ELR2 tests increases with scale parameter θ 2 , e.g. the power of the ELR test against mixture of two exponential components for N = 100 and component weight p = 0.30 is 0.494 for θ 2 = 3, it is 0.932 for θ 2 = 5, and fi nally, 1.000 for θ 2 = 10.
For fi xed θ 2, the highest power is predominantly obtained for component weight p = 0.40. The highest diff erence in power of ELR and ELR2 tests against mixture of two exponential components is for θ 2 = 5, (Gujarati, 2004) . BG and BP tests have similar power. Among the tests under scrutiny, Geary's runs test has the lowest power, particularly for small samples (N = 20), although its power rises with sample size and reaches comparable levels with other tests for ρ 1 ≥ 0.4 and N ≥ 100. The non-parametric runs test does not make assumptions about distribution of the errors. Durbin h-test cannot be used in regressions lacking autoregressive term.
For ρ 1 = 0, the simulated power oscillates around p = 0.05 in all tests. It represents empirically estimated size of the statistical tests.
Simulated power of autocorrelation tests obtained from error terms from 1st order autoregressive model fi tted to generated samples of size N  {20, 40, 60, 80, 100} and positive levels of ρ 1 is shown in Tab. IV. Simulated power in autoregressive models is considerably lower, when compared to fi xed eff ects regressions for all combinations of sample size N and autocorrelation parameter ρ 1 . Durbin-Watson test performs quite poorly in dynamic models relative to DW application to fi xed eff ect regressions, and also, compared to other serial correlation tests. This observation is caused by toward zero bias of the DW test in models with lagged stochastic response in position of the regresor (Greene, 2002) .
Power of Durbin h-test was obtained from complete test runs. Due to construction of the test statistic, Durbin h-test sometimes fails to produce observed value of the statistic, when variance of autoregressive parameter Var( A ) equals to or exceeds 1/N. In consequence, the Durbin h-test falls short of producing a conclusive result and it cannot be applied, despite otherwise having superior power. In its place, Lagrange multiplier serial correlation test (BG) is proposed (Gujarati, 2004) . LM test displays the largest power, when applied to errors from autoregressive models for simulated sample size N and serial correlations ρ 1 . Its power is suffi cient for serial correlations ρ 1 ≥ 0.5 and sample size N ≥ 60. (Greene, 2002) . The remaining autocorrelation tests have inferior properties and cannot be used to detect serial correlations in errors from the dynamic regressions. Evidently, stochastic regressor present in the dynamic models has unfavourable impact on usability of these tests.
CONCLUSIONS
As it can be seen from results of homogeneity testing presented above, the power of test ELR and ELR2 is comparable. Maximum diff erence in power (0.073) between ELR and ELR2 tests is for the exponential mixture with the following parameters: θ 2 = 5, N = 100 and p = 0.10. Similarly, the ELR test is more powerful for small component weights (p < 0.5) and the ELR2 test is more powerful for higher component weights (p ≥ 0.5). Note, that small component weights, e.g. p = 0.1, mean that the density of the second component with parameter θ 2 > θ 1 is predominant. Stehlík and Wagner (2011) state that this contamination is easier to detect than contamination with high component weight, e.g. p = 0.9, where the fi rst component with parameter θ 1 = 1 is predominant. The reason is that overdispersion measured by the squared coeffi cient of variation is higher in case of contamination with high component weight.
Monte Carlo simulation confi rmed that in linear regression models with fi xed eff ect terms, Durbin-Watson is the most powerful test of serial correlation followed by LB, BG and BP tests for ρ 1 ≥ 0.5 and sample size N ≥ 40. Geary's runs test had the lowest power. Power simulations established that Durbin h-test has the largest power to detect 1st order autocorrelation in errors from autoregressive models. Due to limitations of the test statistic, the use of BG test in LM and F-test variants is suggested with suffi cient power for medium or large serial correlations ρ 1 ≥ 0.5 and sample size N ≥ 60.
SUMMARY
In this study, we presented and discussed the power of homogeneity and frequented serial correlation tests. For the fi rst case, we considered exact likelihood ratio test (ELR) and exact likelihood ratio test against the alternative with two-component subpopulation (ELR2). In the second case, we considered the Durbin-Watson, Durbin h, Breusch-Godfrey, Box-Pierce and Ljung-Box tests of 1st order serial correlation and Geary's runs test of randomness in diff erent types of linear regression models. For the purpose of power comparison of exact likelihood ratio tests for homogeneity, we generated M = 100 000 samples of size N  {20, 40, 60, 80, 100} from the standard exponential distribution, then we computed the test statistic from each sample and fi nally determined the critical values c 1− . Then we simulated the size and power of the ELR and ELR2 tests against mixture of two exponential components with various parameter settings. For this purpose, M = 10 000 samples were generated and the proportion of rejections of ELR and ELR2 tests was determined. We can conclude that power of ELR and ELR2 tests is comparable for all analysed alternatives. Only small diff erences exist for various component weights p. The ELR test is more powerful for small component weights (p < 0.5) and the ELR2 test is more powerful for higher component weights (p ≥ 0.5). To assess the power of serial correlation tests, M = 10 000 bivariate samples of varying sample size and level of positive autocorrelation were generated and analysed in fi xed eff ect and stochastic autoregressive models. Estimated power of seven serial correlation tests was obtained from error terms of the models. Durbin-Watson and Ljung-Box tests displayed largest power in regression model with fi xed eff ects only. Durbin h and Breusch-Godfrey tests in LM and F-test variants were in general the most powerful, when applied to autoregressive models.
