Abstract-RNA-Sequencing has been the leading technology to quantify expression of thousands of genes simultaneously. The data analysis of an RNA-Seq experiment starts from aligning short reads to the reference genome/transcriptome or reconstructed transcriptome. However, current aligners lack the sensitivity to distinguish reads that come from homologous regions of an genome. One group of these homologies is the paralog pseudogenes. Pseudogenes arise from duplication of a set of protein coding genes, and have been considered as degraded paralogs in the genome due to their lost of functionality. Recent studies have provided evidence to support their novel regulatory roles in biological processes. With the growing interests in quantifying the expression level of pseudogenes at different tissues or cell lines, it is critical to have a sensitive method that can correctly align ambiguous reads and accurately estimate the expression level among homologous genes. Previously in PseudoLasso, we proposed a linear regression approach to learn read alignment behaviors, and to leverage this knowledge for abundance estimation and alignment correction. In this paper, we extend the work of PseudoLasso by grouping the homologous genomic regions into different communities using a community detection algorithm, followed by building a linear regression model separately for each community. The results show that this approach is able to retain the same accuracy as PseudoLasso. By breaking the genome into smaller homologous communities, the running time is improved from quadratic growth to linear with respect to the number of genes.
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INTRODUCTION
T HE advances of high throughput sequencing (HTS) have an incredible impact in the field of genetics. One of the main advantages is to simultaneously measure the expression of many genes in different tissues. The technology that utilizes HTS to capture the snapshot of existing RNA and quantify the expression abundance is referred to as RNASequencing (RNA-Seq). RNA-Seq experiments start with converting purified and sheared RNA molecules to complementary DNA (cDNA). The sequence of cDNA fragments are read out by sequencers, producing millions of short reads, ranging from 50 to 300 bp in length. The fragment can be read from one end only (single-end sequencing) or from both ends (paired-end sequencing). Following a series of data analysis, the amount of reads from a transcript can be used to estimate the expression abundance.
Current methods for RNA-seq quantification can be classified into two main approaches: alignment-based, and assembly-based [1] , [2] . The alignment-based approach requires a reference genome or a reference transcriptome in the initial step, and determines where the short reads come from by aligning them to the reference. This approach is limited to those species with a reference genome, and is biased to the information provided by the reference. Several commonly used aligners include Tophat [3] , MapSplice [4] , and SpliceMap [5] . The assembly-based approach reconstructs the transcriptome by assembling reads from an experiment, and aligns reads to the reconstructed transcriptome. It lifts the constraint of having a reference genome or transcriptome, and removes the bias introduced by the reference. Several algorithms have been developed, such as Trinity [6] and Trans-ABySS [7] . However, transcriptome reconstruction is a computational intensive task, specifically with a large amount of short reads from a single experiment.
Despite the limitation, alignment-based approach is generally preferred due to its computational advantage. Most of the implementations can be easily parallelized. After aligning million of short reads to the reference, the abundance of each transcript is quantified based on the number of mapped reads, and normalized to account for transcript size and the total number of mapped reads. Statistical analysis can be further applied to identify significant changes in gene expression across different experiments. During the course of data analysis, each step has a cascading effect, and the outcome from read alignment can predominantly change the results of any downstream analysis. For this reason, we focus on the computational challenges of read alignment for RNA-Seq.
The main challenge of read alignment lies on mapping reads that come from repeated parts of the genome. Most Eukaryotic genomes, including human genome, are full of large repeated segments. As a result, reads generated from these regions can be mapped to more than one position in the genome. This type of reads is referred to as the "multiread", and is the main source of challenge for many computational biology problems ranges from de-novo assembly, copy number detection, and homologous genes expression profiling. One type of these repeats in the genome is the pseudogenes, which has received a notable attention due to the novel discovery of their regulatory roles in different biological processes [8] , [9] , [10] .
Pseudogenes share a significant amount of sequence similarity with a set of protein-coding genes. They can be categorized into two forms based on their copying mechanisms [11] . The first form of pseudogenes derives from a direct genomic duplication of genes, and thus retain the intronexon structure. They are often termed duplicated or nonprocessed pseudogenes. The second form of pseudogenes is the products of retrotransposition, where the mRNA transcripts of original genes are reverse transcribed and reintegrated into the genome at new locations. Consequently, they lose the introns and the 5'-end promoter sequence, and are referred to as processed pseudogenes. Both forms of pseudogenes can accumulate a substantial amount of mutations over time, which may disrupt their functions during transcription or/and translation. For this reason, they are often labeled as "junk" DNA. Succeeding the ENCODE project, many studies have revealed that although pseudogenes lack functional gene products, they may interact with functional protein coding genes and regulate different biochemical process in cells [8] , [9] , [10] , [12] , [13] , [14] . Genome-wide studies of pseudogenes have been extensively focused on identifying their genomic locations, and the knowledge from these studies are comprehensively integrated into publicly available databases, such as the GENCODE pseudogene resource [15] and Yale pseudogene resource [11] . On the other hand, genome-wide analyses of pseudogene expression remain challenging due to the highly sequence similarity with their homologous protein-coding genes.
In the effort of quantifying the expression of pseudogene, Tonner et al. [16] developed a pipeline that created a composite genome to include the human genome and the mRNA sequence of ribosomal protein genes, and kept only the uniquely mapped read to this genome for abundance estimation. The idea of discarding all mutireads is one of the most common approaches in resolving the multiple alignment issue. It is easy to apply, but tosses out critical information for quantification step. As a result, it creates a bias toward genes with a more unique sequence in the genome. Other related approaches to address the issue include assigning multireads to the best locus based on local coverage estimation from uniquely mapped reads [17] , or based on probabilistic models [18] , [19] . Nevertheless, none of these methods leverages the relationship of read alignment among homologous regions.
Recently, we propose a novel method, PseudoLasso [20] , that keeps all multireads and correctly reassigns both unique reads and multireads between pseudogenes and their homologous regions. PseudoLasso is based on an observation that reads from a given gene are linearly distributed to different genomic loci. Since the homologous regions are sparse throughout the genome, this relation can be modeled using linear regression with L1 regularization (Lasso). Once the read count of each region is accurately estimated, reads are reassigned to regions in which the observed read count is lower than the estimation.
In this work, we extend PseudoLasso by incorporating a community detection algorithm to identify and cluster the homologous genes. One of the bottlenecks of PseudoLasso resides on the computational time in solving the non-negative linear squares equations to estimate read counts for a new dataset. Building on the sparsity of homologous regions, we refine the framework to partition these genomic regions into different groups. The downstream analyses for read count estimation and alignment correction can be applied concurrently on smaller sets of genes.
METHODS
The ultimate goal of our method is to accurately estimate the read count for each gene, and leverage this information to guide the correction of short read alignments among homologous loci. In a paired-end sequencing experiment, a pair of mate reads are considered as a fragment, and thus the fragment count will be estimated. For generality, we use read count in this article to refer to fragment count for paired-end sequencing. The problem statement is formally described below, and the mathematical notations are summarized in Table 1 .
Problem Statement 1. Given a set of read alignment records, the amount of reads in each genomic locus can be computed by counting the number of alignments fall into each region. A locus here refers to a region that span through a well-annotated gene or pseudogene, or a fragment of an intergenic region. Isoforms of the same gene is considered as one locus. Reads for expressed genes are mostly aligned back to themselves (the corresponding genomic loci), but they can also be misaligned or ambiguously aligned to other homologous loci. Thus, the goal is to estimate the true read counts for these expressed genes. __________________________________________________ Input: {s 1 ; s 2 ; . . . ; s m } ¼ a vector of read count for locus j, where 1 < j < m. Output: {ŷ 1 ;ŷ 2 ; . . . ;ŷ n } 1 ¼ a vector of estimated read count for gene i, where 1 < i < n. __________________________________________________ Knowing only the read alignments and read counts for all loci is insufficient to recover the true read counts of expressed genes. However, we can consider reads aligned to each locus come from the corresponding known gene (itself) and its homologous genes. The ratio of this composition can be learned from simulated data. We use a distribution matrix X to keep track of the aligned loci for each gene, where rows represent the origin of reads, and columns represent the destination of the alignment. The distribution matrix is defined below.
Definition 1 (Distribution Matrix). Let R be a set of reads in the experiment, R ¼ fr 1 ; r 2 ; . . . ; r p g, G be a set of genes, G ¼ fg 1 ; g 2 ; . . . ; g n g, and L be a set of genomic loci, L ¼ fl 1 ; l 2 ; . . . ; l m g. X is a n Â m distribution matrix with n genes and m loci. We use R g i l j & R to denote a subset of reads, such that r k 2 R g i l j if and only if fðr k ; g i ; l j Þ ¼ 1. fðr k ; g i ; l j Þ is an indicating function as described in Equation (1) . Each value in the distribution matrix represents the number of reads from gene g i aligned to locus l j , and thus x ij = jR g i l j j. We use the cardinality notation to represent the number of element in a set fðr k ; g i ; l j Þ ¼ 1 if read r k comes from gene g i and is aligned to locus l j 0 otherwise.
< :
(
Using the distribution matrix, the input of our problem statement can be viewed as the column sum of each locus. The data input can be rewritten as Equation (2), where the errors follow a normal distribution with mean of zero
As observed in PseudoLasso, the amount of reads at x ij is proportional to the expected number of reads y i for gene g i across different simulated replicates. Due to space limitation in a figure panel, we use ten pairs of parent-pseudogenes to illustrate this phenomenon in Fig. 1 . Paired-end reads are simulated from parent genes only. The expected number of reads for each gene (x-axis) is plotted against the observed read counts to itself and its pseudogene (y-axis), showing a linear relationship across different replicates. This linear property allows us to learn a general distribution ratio from simulated replicates. We define a pseudo matrix A for these ratios, where a ij is the normalized value of x ij , a ij ¼ x ij =y i . Thus, x ij can be rewritten as a ij y i , and the pseudo matrix is defined below.
Definition 2 (Pseudo Matrix).
The pseudo matrix A nÂm is the normalized version of the distribution matrix. It is defined by the proportion of reads mapped to locus l j out of the total number of reads for a given gene g i . Let Y be a vector of expected number of reads for genes G, Y ¼ fy 1 ; y 2 ; . . . ; y n g. y i is defined as jR g i j, such that r k 2 R g i if and only if cðr k ; g i Þ ¼ 1. cðr k ; g i Þ is another indicating function described in Equation (3) . Each value is computed as a ij ¼ 
With Pseudo Matrix, we can rewrite Equation (2) as
Putting all n genes and m loci in a matrix form ðn Â mÞ, we have
Reinstating our problem statement using Equation (4), S is the data input, which is a vector of observed read count in each genomic locus. A is the pseudo matrix obtained from training data, and Y is the unknown read count of expressed genes. The goal is to estimate the read count for all expressed genes (Y ) with the following objective function:
arg min
Since the number of reads for each gene cannot be negative, this restriction is reflected on the non-negative constraint in our linear least squares equation.
In general, there are more loci (m) than expressed genes (n) in both of the distribution matrix and the pseudo matrix due to homologous repeats in the genome. The complexity and running time in solving the linear equation increases exponentially with the number of expressed genes. An important observation is that these matrices are sparse, since each gene only has a few homologous loci across the genome. The sparsity allows us to partition both distribution and pseudo matrices into clusters of homologous loci. Each partition can be assessed independently to elevate the computational burden. We use a community detection algorithm to explore and identify these homologous communities, and the algorithm is described in Section 2.1.
The pseudo matrix represents ratios between the expected read count and the read count at different loci. This ratio may fluctuate slightly among replicates due to different sources of noise. To capture the noises and augment the prediction accuracy, we match the read count of loci (input) to the best profile obtained from the training replicates. The matching step is carried out through a classification approach, specifically the k-nearest neighbors algorithm described in Section 2.2.
Homologous Community Partition
The read count estimation for an expressed gene relies on the information of reads aligned to itself and its homologous loci. A group of homologous loci can be identified by their sequence similarity. From data mining perspective, a set of objects can be grouped together if they share a certain amount of features. In order to cluster these loci, we consider all substrings of the DNA sequence to be the features of expressed genes. A conventional approach is the k-mean clustering algorithm, which partitions the genomes into k clusters. Since each cluster has to capture all the adequate homologous loci, not just the parent and pseudogene regions, the challenge falls in predetermining the number of cluster, k. Instead, when we examine the alignments of these substrings, we can interpret them as information flow from a source (the locus of an expressed gene) to destinations (homologous loci). These flows depend on how an aligner recognize the reads. Thus, we propose a network model with directed graphs and use a community detection algorithm to divide genomic regions into different communities based on the behavior of a specific aligner.
In a directed graph, the vertex represents a locus in the genome, and the direct edge connecting two vertices describes the information flow between two loci. The weight of each edge is depicted by the number of reads from one locus aligned to another locus. Intuitively, the heavier the weight between two vertices indicates that more features are shared between this pair of loci. An edge to itself is expected to have a high weight since most of the reads come from one gene are likely to map back to itself. On the other hand, an edge with a light weight may due to random misalignment. The information flow approach is able to remove this type of noise and exclude the vertices with weak connections in the community. Weights for this network graph can be acquired through the global distribution matrix, which keeps track of all alignment behaviors for gene features.
The partition step uses the information from a global distribution matrix (X) to separate the genomic loci into different homologous communities. Since each express gene corresponds to one of these loci, the partition step also segregates these genes into different communities. The distribution matrix is now partitioned into several smaller matrices, and each of them can be computed independently with the same objective function described in Equation (5).
Read Count Profile Classification
The pseudo matrix models the distribution ratio of reads among homologous loci, and this ratio may be slightly affected by various sources of noise. To capture the best pseudo matrix describing reads alignment behavior, each homologous community in different experiments is evaluated separately. The observed read counts of a set of homologous loci are matched to the best profile from the training sets using the k-nearest neighbors algorithm for classification.
IMPLEMENTATION
In this paper, we enhance the framework of PseudoLasso by incorporating the community detection technique to separate genomic regions into non-overlapping homologous communities. Read distribution behavior of each cluster can be learned individually through linear regression. The workflow of this enhanced approach is illustrated in Fig. 2 . The training stage contains two tasks. The first task involves feature generation for homologous community detection; the second task computes read distribution within each community. In the validation stage, a set of normalized distribution matrices (pseudo matrices) from the training stage are used to estimate the read mapping behavior for a given data, and the true expression values are optimized using a non-negative leastsquare model. Details of our framework are described below.
Training Stage
To cluster the homologous loci, we use all substrings of transcript sequences as features. Given a list of transcript sequences, substrings are generated using a sliding window approach with a window size of 100 bp. The choice of this window size is consistent with the read length we intent to model. These substrings are tagged with an gene ID of their origins, and are aligned back to the reference genome using TopHat2. We iterate through all alignment records to construct a distribution matrix indicating the origins and the destinations of all reads. Since all substrings are included, this distribution matrix is referred to as the global distribution matrix, providing the complete knowledge of information flows among genomic regions. We use infomap implemented in the igraph package of R [21] , [22] to identify and partition homologous loci. infomap uses map equation as the objective function, which aims at maintaining the information flow during community partition.
The distribution matrix is constructed by iterating through all ID-tagged reads in simulation. In a real experiment, this information is unknown, and can only be inferred through the normalized distribution matrices from simulations in the training stage. RNAseqSim [23] is used to simulate paired-end reads for a list of genes, with fragment size ranging from 100 to 400 bp. In order to mark the origin of each read, the software is modified to inherit the gene ID in read names. Ten different levels of read coverage are used to imitate low (5Â, 7Â, and 10Â), medium (13Â, 15Â, 17Â, and 20Â) and deep (23Â, 27Â, and 30Â) sequencing; transcript abundance is assigned either with a fix number across all transcripts (4A, 6A, 8A) 2 or with three different sets of random numbers (R1A, R2A, R3A). 3 In total, the combination yields 60 sets of data. Six datasets are randomly chosen for validation, and the remaining sets serve as technical replicates during training.
We use TopHat2 for short reads alignment. Applying its default settings, multiple alignments are reported up to 20 records, and these multireads are kept in our analysis. In addition, we use Samtools [24] to retrieve the alignment information for mapped reads, and Bedtools to facilitate the matching between genomic loci and gene annotations. Since our methods focus on correcting the read count for each loci, isoforms are treated as the same gene in the matching step. In another word, we target the alignment correction on gene level.
Validation/Experimental Stage
As described in Equation (5), given a new set of reads, read count for each gene can be estimated through the observed read counts of all loci along with the pseudo matrices from training sets. The observed read counts are first matched to the best pseudo matrix using k-nearest neighbor classification, and the predicted read counts are optimized by solving the non-negative least squares problem. Both of these steps are implemented in Matlab.
For validation, a separate set of replicates is used to verified the predicted read counts for a list of genes, including pseudogenes and parent genes. We use accuracy to evaluate the performance of different methods. Accuracy is computed as 1 À err, where err is prediction error. The prediction error is the absolute relative error with respect to the true read count. Formally, accuracy is defined as 1 À jobserved read count À true read countj true read count :
After obtaining estimated read count for each gene, reads are realigned using the alignment correction algorithm proposed in PseudoLasso. The algorithm focuses on examining the alignment records and reassign the plausible alignments to the location of these genes up to the estimated amount. The algorithm can be divided into three phases:
Retain the uniquely mapped reads Assign the multireads to the most likely region Relocate the uniquely mapped reads from homologous loci The first phase is summarized in Algorithm 1. The algorithm collects all uniquely mapped reads that fall within the genomic locus l j . These reads are sorted from good to bad based on the sequence quality (MAPQ) and whether the mate read is properly mapped for paired-end sequencing. Each gene g i is associated with a locus l j in the distribution matrix. Since there are more loci than genes (m > n), loci that do not overlap with any expressed genes are estimated Fig. 2 . The enhanced framework of pseudoLasso. In the training stage, gene features are represented by all substrings of gene sequences. These features are used to identify homologous loci through a community detection approach. Mining on the same list of genes, paired-end short reads are simulated with different coverages and are aligned back to the reference genome, providing the potential models to describe read distribution of experimental data. These distribution matrices are normalized, and split based on the homologous community partition. The read counts of genes for validated data or experimental data are estimated through these models. The two tasks in the training stage are indicated by different colors: steps with blue arrows describe the first task of feature generation and community detection; steps with purple arrows describe the second task of read distribution computation within each community. In the validation stage, reads from other experiments are first aligned to the reference genome. The alignment profiles are matched to the best normalized matrices from the training stage using k-nearest neighbor classification. The predicted read counts are optimized by solving the non-negative least squares equations.
2. We use letter 'A' to denote the magnitude of abundance level. 4A, 6A, and 8A mean that transcripts are expressed 4, 6, and 8 times, respectively.
3. R1A, R2A, and R3A denote the dataset where abundance levels are randomly assigned to each gene, ranging from 5A to 10A.
with read count of zero. The topŷ i uniquely mapped reads are kept for the associated locus l j . If the count of retained reads reaches the estimated amount (ŷ i ), the locus is marked as resolved. On the other hand, if the number of uniquely mapped reads exceeds the estimated abundance, leftover reads are subjected to be reassigned to another homologous locus in the third phase. uniq In the second phase, Algorithm 2, "unresolved loci" from Phase I are sorted based on their remaining counts. Unassigned multireads are retrieved for these loci and sorted using the same criteria mentioned above. The correction starts with a locus with the least amount of remaining counts, and assign the sorted multireads to locus l j until either it is resolved or there is no more multireads aligned to this locus. Once a multiread has been assigned, it is removed from the multireads pool. The remaining count is updated after each assignment, and if it reaches zero, the corresponding locus is resolved. The remaining unresolved loci do not have enough aligned reads, and thus require realigning leftover reads of their homologous loci from phase I. Identifying the homologous loci can be facilitated through the result of community detection. The global distribution matrix is divided into several subsets after homologous community partition. Within each community, homologous locus can be revealed by the non-zero value in the sub-matrix, where x ij > 0 for gene g i and locus l j , and l j is not the associated gene for g i . Similar to phase II, the correction starts with the locus with the least amount of remaining counts. Leftover reads are aligned back to the sequence spanned unresolved loci using Blastn [25] . The top alignments with e-value 1:00E À 05 are assigned to the unresolved gene until either there is no more alignment or the gene is resolved. The Blastn alignment record is converted to BAM format. Details of this phase is described in Algorithm 3. The final list of alignments combines the results from these three phases, denoted as SList in algorithms. The corrected alignments are stored in BAM format, and can be processed for downstream analyses, such as transcriptome reconstruction and statistical analysis.
Algorithm 1. Retain Uniquely Mapped Read
Input: M uniq ; G; L;Ŷ Output: C; SList; M uniq for g i 2 G do l j the associated locus of g i M uniq j unique-alignment at l j , sorted by MAPQ c j ŷ i for m k 2 M uniq j AND c j > 0 do c j c j À 1 add m k to SList remove m k from M uniq return C; SList; M
Algorithm 3. Realign Reads from Homologous Loci
RESULTS
The Yale pseudogene knowledgebase provides the information describeing the relationship between pseudogenes and their homologous parents. Build 79 contains 15,774 pseudogenes and 6,206 parent genes locating on canonical chromosomes (Chr1-22, X, Y, and mitochondria). We cross-reference these pseudogenes to the gene definitions from Ensembl release 79 of Human Genome GRCh38. Of these 15,774 pseudogenes, 14,778 are annotated by Ensembl. There are only 2,610 transcripts annotated as transcribed pseudogenes. We use these transcribed pseudogenes to fine-tune the parameters, and to evaluate the effectiveness and efficiency of our approach. We start with a small dataset by randomly selecting 600 parent transcripts along with their transcribed pseudogenes (Dataset A). We then gradually increase our dataset size to model the read distribution for more pseudogenes (Dataset B, C, and D). The model is further applied to three larger datasets. The first one includes all transcribed pseudogenes and their parents (Dataset E); the second one includes all Ensembl pseudogenes with their parents (Dataset F; those without parents are omitted); the third dataset contains a complete list of annotated transcripts in human transcriptome (Dataset G). Ambiguous regions in a genome do not limit to pseudogenes; other segments such as long non-coding RNAs (lncRNA) can also be modeled. For this reason, we conduct an analysis on the full human transcriptome to evaluate our model beyond pseudogenes. The composition of different possible types of repeated sequences is shown in Fig. 3 . Table 2 summarizes all of the datasets. For each dataset, we address the number of expressed transcripts, corresponding genes, and the number of aligned genomic regions. Since our approach focuses on gene level, genomic regions are characterized based on gene definitions. We also report the proportion of multireads in each dataset. There are about 9-12 percent of multireads in datasets containing highly repeated sequences (Datasets A-F). It is also expected to see a drop of multiread proportion on Dataset E since this dataset contains a lot more genes with unique sequences.
Community Detection
We use datasets A-D to illustrate the advantage of incorporating community partition to our framework. Using the sliding window approach, consecutive substrings of the parent and pseudogene transcript sequences are treated as short reads and aligned to the reference genome. These aligned loci are partitioned into different clusters through community detection algorithms. The igraph package in R provides two different methods that perform community detection for a directed graph, infomap and edge-betweenness. Edge-betweenness focuses on the property of community structure, and has the tendency to produce larger communities. We analyze the performance of three different approaches, including no community partition, partition with infomap, and partition with edge-betweenness. Fig. 4a illustrates the running time of these two algorithms across four datasets. Edge-betweenness requires significantly more time when there are more genes. The partition results of these three approaches are summarized in Table 3 . Compare to infomap, edge-betweenness consistently partitions genomic loci into fewer communities.
After the partition, the read count of each community is estimated through linear regressions. We compare the performance of two non-negative linear regression solvers. One of them is the default solver provided by Matlab, lsqnonneg, and the other is an efficient sparse learning solver, nnLeastR, which utilizes the l1-norm regularization properties to improve the efficiency [26] . In nnLeastR, there is a parameter to specify the sparsity. Since the community detection algorithm has already partitioned the genomic regions into many dense communities, an ideal value for parameter would be 0:1 to minimize the sparsity. We use both 0:1 and 0:5 in our evaluation. To evaluate the prediction running time and accuracy, we repeat each experiment five times for cross-validation. In each experiment, training and testing data are generated as described in Section 3.1, with 54 replicates randomly selected for training and six replicates for validation. The average running time and standard deviations of these 30 measurements are plotted in Fig. 4b . In the comparison between keeping and discarding the partition, running time grows quadratically as we increase the number of genes without community partition. On the other hand, the running time grows linearly with the number of genes when incorporating the community detection approaches. Comparing the two community detection methods, infomap is able to provide a more efficient growth in running time than edge-betweenness.
We analyze the accuracy in the same settings. The average accuracy and standard deviations are plotted in Fig. 4c . We include the read count results from TopHat2 as our baseline, where multireads are discarded. Overall, our accuracy is much higher than TopHat2. Comparing the prediction power between infomap and edge-betweenness, the accuracy is higher for infomap in larger dataset (Dataset D). We also break down the accuracy assessment for each method based on the community size and the read coverage in Figs. A.1a and A. 1b.
The running time is much faster when coupling with nnLeastR as our linear regression solver than lsqnonneg. The speed increases as we raise the degree of sparsity. Although the difference in accuracy is not obvious in the figure, we observe a fair drop in accuracy as we increase the sparsity. As a result, nnLeastR with ¼ 0:1 provides an efficient and accurate approach.
Besides the advantage of time efficiency and prediction accuracy, the concept of information flows provides a better explanation of our distribution matrix, and thus is able to remove noise and capture the underlying structure of homologous communities. The partition of Dataset A is visualized in Fig. 5 . Dataset A contains 600 parent transcripts and 304 pseudogene transcripts. These transcripts correspond to 712 genes. The substrings of these transcript sequences align to 4,926 loci. Applying infomap, these 4,926 loci are grouped into 875 homologous communities, with the biggest community of 2,377 loci.
We also examine the tightness of all communities by evaluating the information flow within and between communities. For each pair of vertices, v 1 and v 2 , connected by a non-zero weighted edge e 12 , we add up the weight of e 12 to within-community score if v 1 and v 2 are in the same community. Otherwise, the weight of e 12 is added to betweencommunity score. These scores are normalized by the number of edges. We report the ratio of within-community score and between-community score. The higher the ratio represents a more compact set of communities. We report the overall ratios of the partition generated by infomap and a random partition in Table 4 . The results show that infomap consistently preserves the compactness of each community for different datasets. We use the same analysis to evaluate the compactness of the largest community in Fig. 6 .
Dataset G contains 198,278 transcripts, including 14,778 pairs of parent-pseudogene. Infomap divides these transcripts into 36,114 clusters. The information flow is based on how a specific aligner maps reads to different regions in the genome. Loci from a pair of parent gene and pseudogene may not end up in the same cluster if the aligner does not map reads from pseudogene to their parents and vice versa. Table 5 examines the proportion of these pairs being placed in the same or different clusters. There are around 18 percent of these pairs being partitioned into the same community. Among these 2,668 pairs, 41 percent are processed Three different approaches are applied: partition with infomap, partition with edge-betweenness, and no partition. The number of communities and the size of the largest community are compared for each dataset among these three approaches. The comparison with edge-betweenness is omitted for big datasets (E, F, and G).
pseudogenes and 55 percent are unprocessed pseudogenes. Others include unitary pseudogenes or other pseudogenes that are yet to be classified. Majority (82 percent) of these pairs are partitioned into different communities; 75 percent of them are processed pseudogenes, and 22 percent of them are unprocessed pseudogenes.
k-NN Classification
k-NN classification is used to select the best pseudo matrix describing reads alignment behavior for a new dataset. In the training stage, there are 54 sets of replicates representing a wide range of coverage, and hence the alignment profile of each homologous community can be classified into 54 possible models. However, the running time increases as we raise the number of models (k-parameter) in this classification step, especially for datasets with a large number of expressed genes. In order to find the optimal k-parameter, we use two small gene lists (Datasets A and B) to evaluate the trade-off between running time and accuracy for different number of k. Six replicates are used for the evaluation, and the average running time and prediction errors are plotted in Fig. 7 . The results show that average error rates drop rapidly at first, and reach a steady phase after k ¼ 10, as highlighted by the grey boxes in the figure. Compares to using all 54 replicates, a similar accuracy can be achieved at 10 replicates with a five-fold increase in speed. Consequently for all of our analyses, we set the k-parameter to 10.
Read Count Estimation
We use infomap algorithm and nnLeastR linear solver with ¼ 0:1 to estimate the read count for three larger gene sets (Datasets E, F, and G). Assuming all of the transcripts are expressed, the average running time and accuracy are listed in Table 6 .
We next take a closer look at the read count estimation for each 59,129 genes on Dataset G. We randomly select 12 replicates (two result sets from the cross-validation experiments), and compute the average accuracy of read count Fig. 6 . The compactness of the largest community is evaluated by the ratio of within-and between-community scores. The ratio of the largest partition generated by infomap algorithm is consistently higher than the ratio from a community with randomly selected vertices of a similar size. The compactness of a partition is evaluated by the ratio of within and between community scores. The overall ratio of the partition generated by infomap algorithm is compared to a random partition.
estimated by our method and read count reported by TopHat2 after removing multireads. We use an accuracy threshold of 0:8 to separate out well-estimated and poorlyestimated read count. Consequently, we can divide these 59,129 genes into four different categories. The first two categories are well-estimated by both TopHat2 and our method, and poorly-estimated by both TopHat2 and our method. The third category depicts those that are well-estimated by TopHat2, but deteriorate after applying our method. The last category refers to those that are poorlyestimated by TopHat2, but are rescued by our method. The second category can be further divided into four subgroups to describe whether each method over-estimate or underestimate the read count. Over-estimation refers to the estimated read count being higher than the true read count, and under-estimation refers to the estimated read count being lower than the true read count. Similarly, the last two categories can be further divided into two subgroups. Fig. 8 illustrates the proportion of each category and subgroups. In general, our method is able to accurately estimate the read count for 89:84 (73:33 þ 16:51) percent of all 59,129 genes, whereas TopHat2 performs well only for 76:96 (73:33 þ 3:63) percent. Among all the genes that are poorlyestimated by TopHat2 (16:51 þ 6:53) percent, our method is able to recover the read count for 71:6 percent of these genes (6:53=ð16:51 þ 6:53Þ percent). On the other hand, our method misses only 4:7 percent of the genes that are wellestimated by TopHat2 (3:63=ð3:63 þ 73:33Þ percent).
To demonstrate the ability of our method recovering the read count estimation from TopHat2, we list a few genes as examples in Table 7 . We randomly select the results from three experiments representing low, medium and high coverage. The first two pairs are examples of processed pseudogene. ENSG00000111640 and ENSG00000106153 are proteincoding genes. According Pseudogene.org, they both contain at least one processed pseudogene located on a different chromosome, ENSG00000228232 (PGOHUM00000304558) and ENSG00000235084 (PGOHUM00000296224) respectively. These examples show that TopHat2 has the tendency to align reads from parent genes to their processed pseudogenes. The next example set contains an unprocessed pseudogene. The reads from ENSG00000154582 align to two other genomic regions besides itself, ENSG00000265545 and ENSG00000259838. ENSG00000265545 (PGO-HUM00000294709) is a processed pseudogene of ENSG00000154582, according to Pseudogene.org. However, ENSG00000259838 is missing from the same pseudogene database, which could be a potential pseudogene of ENSG00000154582. The last four genes are the lincRNA, where TopHat2 consistently under-estimates their read counts.
CONCLUSION
Pseudogenes quantification via RNA-Seq remains challenging due to the high sequence similarity with their parent genes. Short read sequences from low complexity genome region are likely to align to multiple places, and thus makes it difficult to re-establish the origins of the reads. Many approaches have been proposed to resolve the multiple alignment issues; however, none of these approaches consider the alignment relationship between homologous loci nor attempt to correct the falsely aligned reads. Recently, we proposed a linear regression approach, PseudoLasso, to learn the read alignment behaviors, and leverage this knowledge to accurately estimate the abundance and correctly realign reads among homologous loci. One of the bottlenecks of PseudoLasso is the computational time in read count estimation for a new set of data. In this work, we refine the framework of PseudoLasso to elevate this computational burden. We incorporate community detection algorithm to partition genomic regions into different homologous communities, and build a linear regression model separately for each community. The non-negative least square problem is then solved by an efficient solver, nnLeastR from the SLEP package, on a smaller dataset with a further potential of parallelism.
To demonstrate the efficiency and accuracy of our approach, we build the linear models for a list of parent genes and their corresponding expressed pseudogenes based on the annotation provided by Yale pseudogene knowledgebase. These genes are first partitioned into homologous communities using infomap. We use 100 bp paired-end reads to learn the alignment behavior of TopHat2 for each homologous community, and apply these models to simulated datasets. The results show that our approach is able to estimate the abundance with a high accuracy, and complete the analysis with a reasonable time frame. We further apply our approach to model homologous regions across the entire human transcriptome. The read count estimated by our approach presents a much higher accuracy than TopHat2.
The alignment behavior is sensitive to read length, and thus a new training is required for different read length. Currently, many publicly available RNA-Seq data are generated with read length of 50 and 75 bp. Therefore, we plan on training a new model with 75 bp of read length and evaluate the pseudogene expression on the Human Body Map 2.0 Project (NCBI GEO accession GSE30611).
APEENDIX A DETAIL ACCURACY
See Fig. A.1 . The size of community is categorized into four groups: large refers to the largest community; medium refers to community with more than 30 members (exclude the largest community); small refers to community with 2-30 members; tiny refers to community with single member. The read coverage is divided into three groups: 5Â, 7Â, and 10Â represent low sequencing; 13Â, 15Â, 17Â, and 20Â represent medium sequencing; 23Â, 27Â, and 30Â are deep sequencing (labeled as "high" in the figure). The average accuracy and standard deviation are plotted in both figures.
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