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Using microtransient absorption spectroscopy, we show that the dynamical form of exciton-exciton
annihilation in atomically thin black phosphorous can be made to switch between time varying 1D
scattering and time-independent 2D scattering. At low carrier densities, anisotropy drives the 1D behavior,
but as the photoexcitation density approaches the exciton saturation limit, the 2D nature of exciton-exciton
scattering takes over. Furthermore, lowering the temperature provides a handle on the ultrafast timescale at
which the 1D to 2D transition occurs. We understand our results quantitatively using a diffusion based
model of exciton-exciton scattering.
DOI: 10.1103/PhysRevLett.124.057403
Exciton-exciton (X-X) annihilation is one of the key
nonradiative recombination pathways in low-dimensional
semiconductors impacting the performance of optoelec-
tronic devices [1]. Interestingly, the nature of X-X annihi-
lation exhibits strong dependence on the dimensionality of
the system [2]. For example, in one-dimensional (1D)
systems, the excitons are restricted to nearest neighbor
interaction resulting in a time-dependent X-X annihilation
rate [2–6]. Therefore, the exciton population can never
reach steady state in 1D and shows a 1=
ffiffi
t
p
decay with time,
which is a suppression over the expected 1=t decay
expected from the mean-field approximation [3,7]. In
contrast, in two-dimensional (2D) systems, excitons can
bypass nearest neighbors without interacting, which allows
the exciton population to reach steady state rapidly,
resulting in a time-independent rate of annihilation [8–
10]. The excitonic population in 2D follows the 1=t decay
predicted by mean-field theory [7]. These different forms of
X-X annihilation observed in 1D and 2D systems have
important technological and fundamental implications. For
example, due to extreme exciton population depletion rates
at early time delays, carbon nanotubes (CNTs) are unable to
achieve high enough exciton densities to exhibit phenom-
ena such as lasing [3] and Mott-insulator transition [11],
whereas these phenomena have been observed in 2D
transition metal dichalcogenides (TMDs) [12,13].
Among the various low-dimensional systems of current
interest, a peculiar case is presented by excitons in few
layer black phosphorus (BP). There the excitons show
quasi-1D nature due to its unique puckered honeycomb
lattice. The excitonic wave functions are quasi-1D, photo-
luminescence and optical absorption are strongly polari-
zation dependent, and carrier diffusion highly favors the
armchair direction [14–19]. Nonetheless, these quasi-1D
excitons are present in a 2D lattice with the possibility of
interaction along both armchair and zigzag crystal direc-
tions. This makes few layer BP an interesting platform to
explore the dimensional form of excitonic interactions.
In this Letter, we show that the dimensional form of X-X
annihilation in atomically thin BP can be made to switch
between 1D and 2D by tuning the initial exciton density
and sample temperature. In the low-density range of X-X
annihilation, anisotropic diffusion dominates the scattering
process, and we see 1D behavior similar to CNTs [3,4].
With increasing photoexcitation density, the increased
probability of scattering along both zigzag and armchair
directions smothers the effects of anisotropic diffusion, and
we observe behavior similar to the 2D TMDs [8–10].
Finally, by decreasing the lattice temperature even at higher
photoexcitation densities, we can recover 1D X-X annihi-
lation phenomena.
For our study, we mechanically exfoliated bilayer (2L)
BP of 3 μm size on fused silica substrate [Fig. 1(a)] in
an inert environment and kept the sample under vacuum for
all subsequent experiments to prevent degradation (see
Supplemental Material for details [20]). PL measurements
clearly indicate a bilayer structure with the expected
emission at 1.13 eV or 1090 nm (see Supplemental
Material, Fig. S1 [20]) [14,15]. We chose bilayer BP for
our measurements due to its promise for existing optoelec-
tronic technology [14,23,24], as well as due to experimental
ease in fabrication and measurement. We expect qualita-
tively similar results for other few layers thick BP samples.
To study the X-X annihilation process, we used a homebuilt
microtransient absorption spectroscopy (μ-TAS) setup
where we excite the sample just above the interband
transition at 1.55 eV (800 nm) and probe over 1.24–
1.03 eV (1000–1200 nm), thus covering the excitonic
resonance [Fig. 1(b)]. We obtained 700 fs temporal reso-
lution with submicron spatial resolution, allowing us to
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isolate the signal from just the bilayer region of
the exfoliated flake. We recorded the differential reflec-
tivity of the probe with and without the pump, from
which one can also calculate the pump-induced transient
absorption [25]. A schematic of our experiment is shown
in Fig. 1(b), with further details in the Supplemental
Material [20].
We plot the measured transient reflectivity for different
probe wavelengths around the exciton resonance in
Fig. 1(c) after exciting carriers just above the band gap
with the pump pulse. We assume 5% absorption of the
pump pulse [14], and that 60% of the created carriers form
excitons within the first picosecond [26,27]. Similar to
previous studies on TMDs, we assign the differential
reflectivity at the exciton resonance to the presence of a
pump-induced excitonic population [8,28]. Accordingly,
we also observe the photoinduced bleach at the exciton
resonance (blue) and photoinduced absorption (red) around
it due to phase space filling effects [29]. The profile of the
differential reflectivity at zero-time delay also matches well
with the PL peak [Fig. 1(d)] with the expected slight Stokes
shift to higher energies [14]. For subsequent experiments,
we monitor the differential reflectivity of the probe wave-
length at the maximum of the bleach signal (1.15 eV or
1070 nm) in the μ-TAS plots. We note that on photo-
excitation, we observe a shift in the excitonic peak of
around a few meV relative to the unphotoexcited excitonic
absorption, determined by effects associated with the
renormalization of the band gap and exciton binding energy
[30]. To ensure that our measurement of exciton density is
insensitive to such shifts, we integrate over a 10 meV
bandwidth around the exciton peak energy. Moreover, our
results and analysis remain unaltered when considering a
40 meV bandwidth, which is comparable to the exciton
linewidth (see Supplemental Material, Fig. S5 [20]).
In order to investigate X-X annihilation, we vary our
initial exciton density within the range from 5 × 1012 to
2.3 × 1013 cm−2, where effects of X-X annihilation have
previously been reported in atomically thin BP [31] and
which is well above the defect density (see Supplemental
Material, Sec. IV [20]). We exclude biexciton formation
from our consideration, as we do not observe any additional
peak in PL at high excitation power, nor in our TAS
measurements. We focus on the system response only in the
first few tens of picoseconds, where the annihilation
process dominates. At these early timescales, we neglect
contributions from the radiative recombination process
which only dominate at longer timescales (hundreds of
picoseconds) [29]. We also consider the role of electron-
phonon interactions in understanding our observed carrier
dynamics: Previous studies have reported that strong
electron-phonon interactions contribute to the formation
of excitons, and their rapid initial cooling on the sub- to few
picosecond timescale [26,27,29,32]. Consistent with these
reports, and with our 700 fs pulse duration, we see
photobleaching at the excitonic resonance [Fig. 1(c)] even
at zero delay. Thereafter, over the next few tens of pico-
seconds, electron-phonon interactions lead to a slower
exchange of energy with the lattice, during which time
X-X interactions dominate, and one can assume relatively
constant lattice and electronic temperatures [29,32].
In Fig. 2(a), we plot the negative differential reflectivity
(−ΔR=R), which is proportional to Xt, for high and low
fluence. Compared to previous reports for isotropic semi-
conductors,weobserveunusual behavior at early times; there
is a faster decay for low excitation densities (∼1012 cm−2)
versus high excitation densities. Furthermore, at later times,
the decay for low excitation densities is slower compared to
high excitation densities. This behavior at low intensities
could be suggestive of 1DX-X annihilation processes, where
time-dependent X-X scattering processes are initially fast,
but then slow down at later times. Such 1D behavior may be
reasonably expected in BP, due to its anisotropic nature. To
explicitly understand the dimensional form of X-X annihi-
lation, and to compare with previous literature, we plot our
transient data as ðX0=XtÞ − 1, where X0, Xt are the exciton
densities at time delay zero and t, respectively. For 1D
systems, ðX0=XtÞ − 1 is proportional to
ffiffi
t
p
, as has been
observed for CNTs [3,4] and 1D organic semiconductors
[2,5,6], and ðX0=XtÞ − 1 is proportional to t for 2D systems,
as observed in 2DTMDs [8–10] (see SupplementalMaterial,
Sec. X [20]).
We show the evolution of the dimensional form of X-X
annihilation for atomically thin BP by plotting ðX0=XtÞ − 1
versus time delay in Figs. 2(b)–2(d), for the range of initial
exciton densities discussed above. At initial exciton
FIG. 1. Sample characterization and experimental design.
(a) Optical image of bilayer (2L) black phosphorus (BP) sample
(red outline). The circle represents the position of the laser beams
on the sample for PL and μ-TAS experiment. (b) Schematic of the
μ-TAS experiment on 2L BP. The energy band diagram shows the
configuration of the pump and the probe energies used for the μ-
TAS experiment. (c) Differential reflectivity plot with different
probe wavelengths at the exciton resonance for 2L BP. (d) Com-
parison between the Stokes shifted PL and the pump-induced
negative differential reflectivity at zero-time delay.
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densities of 1012 cm−2, we observe the classic
ffiffi
t
p
behavior
[Fig. 2(b)]. In BP, this 1D-like behavior is due to the strong
anisotropy which results in the carriers diffusing rapidly
along the armchair direction as compared to the zigzag
direction. To first order, this larger diffusion constant along
armchair results from the lower effective mass of carriers
along the armchair direction [16,19]. Therefore, excitons
largely interact with their nearest neighbors along the
armchair direction, and thus exhibit the time-varying rates
observed in 1D systems. Intrinsic anisotropy in the elec-
tron-phonon interaction can also contribute to the aniso-
tropic mobility of carriers in few layer BP, although one
expects this contribution to be weaker compared to the
anisotropy in carrier effective masses [18]. In contrast, for
initial exciton densities 1013 cm−2 [Fig. 2(d)], we see
strikingly different behavior. ðX0=XtÞ − 1 exhibits a linear
dependence on time which is similar to the observed
features in 2D systems like TMDs [9,10]. The linear time
dependence represents X-X annihilation with a rate con-
stant that is fixed in time, and a process that only depends
on the local exciton densities.
To further understand this transition from 1D behavior to
2D behavior, we look more closely at intermediate exciton
densities [Fig. 2(c)]. At early time delays, we see the 1D-
like
ffiffi
t
p
behavior. Thereafter, the system evolves to display
the characteristic 2D linear behavior, with a transition time
(ttr) that decreases with an increase in the initial exciton
density. This is seen more clearly in a log½ðX0=XtÞ − 1
versus logðtÞ plot [insets of Figs. 2(b)–2(d)] with the
change in slope from ∼0.5 to 1 denoting the transition
from 1D to 2D behavior. For the lowest exciton density
measured [Fig. 2(b)], the observed transition time falls out
of the measured 30 ps and the data show a single 0.53 slope
(green line) which corresponds to 1D behavior. At the
highest density considered [Fig. 2(d)], the transition from a
slope of ∼0.56 to 1.0 occurs nearly within the time
resolution of our system. In general, the data for all exciton
density range can be fit to the form ðX0=XtÞ − 1 ¼
A
ffiffi
t
p þ Bt, with the coefficients A and B varying with
initial exciton density and representing the 1D and 2D rate
coefficients (see Supplemental Material, Fig. S5 [20]). With
this experimental observation, an intuitive picture of the
phenomena can be obtained by recognizing that at a
particular initial exciton density, the early time dynamics
are dominated by a 1D interaction due to the preferred
excitonic diffusion along the armchair direction. At later
times, the slow diffusion along the zigzag direction causes
excitons to start interacting in the second dimension, and
the scattering begins to show 2D character. Although
diffusion occurs simultaneously along the armchair and
the zigzag direction, it takes longer time for the excitons to
start interacting along the zigzag direction due to the low
diffusion coefficient. Therefore, at later times, the scatter-
ing begins to show 2D character as the exciton can interact
along both the armchair and the zigzag directions. With
increasing initial exciton density, the mean distance
between excitons decreases, causing a faster encounter
between the excitons along the zigzag direction, and
resulting in a faster transition into 2D-like scattering. A
schematic of this intuitive explanation is depicted in
Supplemental Material, Fig. S9 [20].
To quantitatively understand the observed behavior in
BP, we applied the rate equation for X-X annihilation,
ðdX=dtÞ ¼ −kX2, using a diffusion-based model for two
body scattering in anisotropic systems [33,34]. For such a
system, the rate constant is given by
k ¼ 2πD

πr0
2
ffiffiffiffiffiffiffiffi
πDt
p þ −4
lnðπr20X0Þ

; ð1Þ
whereD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiDacDzzp is the geometric mean of the diffusion
constants along the armchair and zigzag axes, r0 is the
annihilation radius, and X0 is the initial exciton density. The
first term in k occurs in 1D systems, and represents time-
varying X-X scattering rates, whereas the second term is
constant in time and is associated with the time-indepen-
dent X-X scattering rates seen in 2D systems (see
Supplemental Material, Sec. 11 [20]). In previous studies
on anisotropic systems, both terms were needed to under-
stand the observed phenomena. However, the effect of the
FIG. 2. 1D to 2D transformation of exciton-exciton annihilation in 2L BP. (a) Normalized −ΔR=R plot for different initial exciton
density, (b)–(d) ðX0=XtÞ − 1 versus time delay plotted for increasing initial exciton density (X0) (left to right). The gray lines are
A
ffiffi
t
p þ Bt fits to the data. The inset shows the log½ðX0=XtÞ − 1 versus logðΔtÞ plot with the linear fits demonstrating the change in the
slope from 0.5 to 1, corresponding to the transition from 1D to 2D. (e) Diffusion constants extracted from the 1D and 2D coefficients of
the anisotropic diffusion limited X-X annihilation model and the transition time plotted versus initial exciton density.
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varying initial exciton density was not considered, as the
experiments were performed at a fixed exciton density [33].
In our measurements on BP it is necessary to include the
dependence on the initial exciton density in order to see a
transition from 1D to 2D X-X annihilation.
Solving the bimolecular rate equation using the rate from
Eq. (1), we get
X0
Xt
− 1 ¼ 2πDX0

πr0ffiffiffiffiffiffi
πD
p ffiffitp þ −4
lnðπr20X0Þ
t

: ð2Þ
Comparing our numerical fits to the experimental data of
the form ðX0=XtÞ − 1 ¼ A
ffiffi
t
p þ Bt, one obtains A ¼
2π3=2r0
ffiffiffiffi
D
p
X0 and B ¼ ð−8πDX0Þ= lnðπr20X0Þ. Based on
previous work on X-X annihilation in low-dimensional
systems [35], we assume a radius of annihilation of 1 nm
that is independent of the initial exciton density. This
allows us to extract the diffusion constant for different
initial exciton densities from both the A coefficient as well
as the B coefficient. In Fig. 2(e) we plot this diffusion
constant extracted from both these coefficients, which show
consistent results. We note the decreasing trend of the
diffusion constant with increasing exciton density, which is
attributed to the predicted decrease in mobility of the
carriers with increasing carrier densities in atomically thin
BP [36]. The extracted diffusion coefficient of excitons is
lower than previously reported for free carriers in BP [16],
possibly due to lower mobility of excitons as well as the
effects of the fused silica substrates [37–39]. Another
important parameter which can be extracted from the
experimental data is the transition time. It is defined as
the time at which the 1D rate equals the 2D rate and is given
by ttr ¼ ðA=BÞ2 ¼ fπr20½lnðπr20X0Þ2g=16D. As expected,
the transition time is much slower for the relatively low
exciton density range ð1012 cm−2Þ and becomes faster with
increasing exciton density, as shown in Fig. 2(e).
The theoretical form of the X-X annihilation rate
[Eq. (1)] immediately suggests another possibility to
manipulate the relative strengths of the 1D rate to the
2D rate, given by A=B ¼ −½ ffiffiffiπp r0 lnðπr20X0Þ=4 ffiffiffiffiDp . For a
fixed diffusion constant, increasing the initial exciton
density X0 allows one to transition from 1D to 2D X-X
annihilation. Now, at this fixed high initial exciton density,
lowering the diffusion constant would recover 1D behavior
[Fig. 3(a)]. To confirm this understanding, we lower the
sample temperature as a means to lower the diffusion
FIG. 3. Controlling the dimensionality of exciton-exciton annihilation with temperature and initial exciton density. (a) Theoretical plot
of 1D rate/2D rate showing the dominant dimensional form versus diffusion constant and initial exciton density parameter space.
(b) Stokes shifted PL from the ΔR=R at zero-time delay at 70 K showing mobile excitons, trions, and trapped exciton PL peaks.
(c) ΔR=R plot for different probe wavelengths at exciton resonance for 2L BP sample at 70 K. (d) ðX0=XtÞ − 1 versus time delay plotted
for different temperatures and initial exciton densities.
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constant [3,40] and perform corresponding PL and μ-TAS
experiments. As previously observed in the case of 2D
semiconductors,we see that the PLpeak is blueshifted at low
temperatures [41,42] and appears to be broadened due to the
presence of additional peaks on the low energy side of the
spectrum [Fig. 3(b)] [42]. These peaks have been identified
as either trions or trapped excitons and show different
dynamics than the mobile excitons [43,44]. Figure 3(c)
shows the differential reflectivity plot for different probe
energies at 70Kwhich showsmultiple peaks, eachwith their
own dynamics. The differential reflectivity spectrum at zero
delay overlaid with the PL shows the expected Stokes shift
for all peaks [Fig. 3(b)]. In particular, we see the prominent
photoinduced bleach and photoinduced absorption features
at and around the mobile exciton resonance, respectively.
Accordingly, we carefully tune the probe energy to 1.18 eV
(with a bandwidth of 10 meV) to match the peak response
from mobile excitons. Similar to our room temperature
analysis, in Fig. 3(d), we plot ðX0=XtÞ − 1 versus time
delay for decreasing temperature, as well as increasing
initial exciton density. At high initial exciton densities
[Figs. 3(d)(iii), 3(d)(vi), and 3(d)(ix)], we clearly see the
recovery of
ffiffi
t
p
1D behavior at early times for low temper-
atures [Fig. 3(d)(ix)] starting from the linear 2D behavior
observed at room temperature [Fig. 3(d)(iii)].
In conclusion, we have shown the ability to fundamen-
tally change the dimensional form of X-X annihilation in
few layer BP by tuning the experimental parameters of
temperature and initial exciton density. We can switch from
the sublinear power-law decay seen in 1D systems to the
standard linear decay observed in 2D systems in a single
system. Given the operational limitations faced by devices
due to X-X annihilation, particularly at high exciton
densities, the understanding of this unique phenomenon
in BP is important to fulfill its potential promise in
optoelectronic applications. For example, it is well known
that the high annihilation rates seen in 1D systems at early
time delays prevent CNTs from exhibiting important
phenomena, such as lasing [3] and the Mott-insulator
transition [11], that are seen in 2D systems [12,13]. In
BP, the transition to 2D X-X scattering at higher densities
may allow one to achieve higher initial excitonic densities
than naively expected assuming a quasi-1D system. From
another perspective, to date, BP has drawn a lot of interest
among the van der Waals family due to its quasi-1D nature.
In this work, we have shown the ability to alter the
dimensional form of a phenomenon beyond the known
quasi-1D nature of BP by utilizing nonlinear interactions
that play out in 2D. This adds an interesting twist to the
potential versatility and utility of BP in optoelectronic
functionality and as a unique platform to investigate
dimensional changes in nonlinear phenomena.
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