The application of eigenstructure assignment to the design of flight control systems by Lester F. Faleiro (7119380)
 
 
 
This item is held in Loughborough University’s Institutional Repository 
(https://dspace.lboro.ac.uk/) and was harvested from the British Library’s 
EThOS service (http://www.ethos.bl.uk/). It is made available under the 
following Creative Commons Licence conditions. 
 
 
 
 
 
For the full text of this licence, please go to: 
http://creativecommons.org/licenses/by-nc-nd/2.5/ 
 
The Application of Eigenstructure 
Assignment to the Design of Flight 
Control Systems 
by 
Lester F. Faleiro 
Doctoral Thesis 
Submitted in partial fulfilment of the requirements for the award of 
Doctor of Philosophy of Loughborough University 
Novembe r 1998 
0 by Lester F. Faleiro 1998 
To my parents, Jose and Filomena 
Without whom neither this thesis nor this author would be here 
Abstract 
Abstract 
Modem control methods have often been advocated by academics as able to solve fairly com- 
plex control engineering design problems in the aircraft industry. However, evidence suggests 
that practice is still geared towards using classical techniques, even on the most modem fighter 
aircraft which are open-loop unstable. This thesis stems from a need to understand the reasons 
for this. Modem methods are examined in order to determine their strengths and weaknesses 
when applied to industrial problems. 
As a representative situation, a modem control method, eigenstructure assignment, is exam- 
ined. One objective of the research described in the thesis is to improve the application ori- 
ented aspects of the methodology of eigenstructure assignment. The purpose of this is that 
every facet of the method can then be explained in terminology that is familiar to the aircraft 
control engineer. 
Furthermore, the theory is developed such that it is compatible with easily understandable con- 
troller structures and control design strategies, to provide a control system with good perform- 
ance and robustness characteristics. The design of a robust controller for a civil aircraft model 
developed by the GARTEUR (Group for Aeronautical Research and Technology in Europe) 
demonstrates the utility of eigenstructure assignment and culminates in suggestions as to when 
and where the method has its greatest strengths and weaknesses. 
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Unless stated otherwise, the notation used throughout this thesis is as follows: 
Abbreviations 
CAS Command Augmentation System 
DEA Direct Eigenstructure Assignment 
DLR Deutsches Zentrum ffir Luft- und Raumfahrt 
EA Eigenstructure Assignment 
EAP Experimental Aircraft Programme 
EFA European Fighter Aircraft 
FCS Flight Control System 
FPCC Flight Propulsion Control Coupling 
GARTEUR Group for Aeronautical Research and Technology in EURope 
GM Gain Margin 
1EA Iterative Eigenstructure Assignment 
ILS Instrument Landing System 
LQR Linear Quadratic Regulator 
LQG Linear Quadratic Gaussian 
LTR Loop Transfer Recovery 
MAC Mean Aerodynamic Chord 
MIM0 Multi-Inputý Multi-Output 
PI Proportional and Integral (control) 
PID Proportional, Integral and Derivative (control) 
PM Phase Margin 
QFr Quantitative Feedback Theory 
RCAM Research Civil Aircraft Model 
RDM Return Difference Matrix 
SAS Stability Augmentation System 
SISO Single-Input, Single-Output 
SPPO Short Period Pitching Oscillation 
STOL Short Take Off and Landing 
STOVL Short Take Off, Vertical Landing 
VAAC Vectored thrust Aircraft Advanced flight Control 
c. o. g. Centre of Gravity 
dB Decibels 
o. d. e. Ordinary Differential Equation 
Matrices, vectors and variables 
(A, B, C, D) Matrices describing the state-space description of a system 
A Closed loop system matrix 
Ca Matrix of selected outputs 
E System perturbation matrix 
G(s), GU(o) Loop transfer matrix 
Identity matrix of rank n. 
Performance index 
K Feedback gain matrix 
Kff Feedforward gain matrix 
L Integral error action matrix 
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A Magnitude of ith element 
P Solution to Lyapunov equation 
State weighting matrix for LQR synthesis 
or Q matrix in QR decomposition 
R Input weighting matrix for LQR synthesis 
or R matrix in QR decomposition 
Ri Residue of ith element 
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S(S) Sensitivity function 
T Matrix of output coupling vectors CV 
V Matrix of right eigenvectors 
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a, b, c, d Constants 
d Disturbance vector 
e Error vector 
f(X) Vector of objectives 
9 Decoupling vector 
g(x) Vector of constraints 
9 Constraint 
i IM, 
k Number of specified elements in Td 
I Specified component of desired vector 
I Order of dynamic compensator 
M Number of system inputs 
n Number of system states 
P Number of system outputs 
or limit function for RDM at system input 
q Limit function for RDM at system output 
r Command input vector 
ri Vector of residues for ith element 
S Null space vector 
S Laplace operator 
t Output coupling vector 
t Time 
U System input vector 
V Right eigenvector 
w Left eigenvector 
x System state vector 
x Unspecified component of desired vector 
Y System output vector 
or orthogonal vector in QR decomposition 
A Signal perturbation 
9t Set of real numbers 
A Eigenvalue matrix 
I Measurement noise vector 
P Air density in kgm 3 
Xj ith eigenvalue 
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Aircraft variables (with units) 
VA Airspeed Ins"I 
nX Forwards acceleration 9 
ny Lateral acceleration 9 
nZ Vertical acceleration 9 
P Roll rate in aircraft body axis rads' 
d - q Pitch rate in aircraft body axis ra s 
r Yaw rate in aircraft body axis rads- 
U Forward speed in the aircraft body axis Ins-I 
V Lateral speed in the aircraft body axis ms-I 
W Downward speed in the aircraft body axis ms-I 
uE Forward speed in the earth axis ms-I 
vE Lateral speed in the earth axis ms-I 
wE Vertical speed in the earth axis Ms'I 
X Distance northwards In 
Y Distance eastwards In 
z Height above ground (altitude) m 
0 Roll angle rad 
0 Pitch angle rad 
V Heading angle rad 
Cc Angle of attack rad 
Sideslip angle rad 
Bank angle rad 
Flight path angle rad 
X Track path angle rad 
SA Aileron deflection rad 
8C Vertical canard deflection rad 
8E Elevator deflection rad. 
8F Flaperon deflection rad 
SR Rudder deflection rad 
8T Tailplane deflection rad 
5TH Throttle deflection rad or degrees 
Superscripts 
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Re Real component 
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c command variable 
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i ith element or column 
in Input condition or variable 
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Nomenclature 
Parentheses 
t Time in seconds 
3 laplace operator 
0 Initial condition 
Operators 
K (X) Null space of X 
ic(X) Condition number of matrix X 
XOY Kronecker product of X and Y i Augmented matrix T X Transpose of X 
X-1 Inverse of X 
CF(X) Singular values of matrix X 
G(X) Minimum singular value of matrix X 
O(X) Maximum singular value of matrix X 
1XI Modulus of X 
IX129 IM Norm of X 
Infinity norm of X 
First derivative of X 
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Axis systems 
Three axis systems are used with all aircraft models in this thesis: 
The first is the aircraft body axis system, which has its origin at the aircraft centre of gravity 
(c. o. g. ) and orthogonal axes (x, yz) along the structure of the aircraft. x is positive forwards, y 
is positive starboard and z is positive downward. Aircraft body velocities uvw are measured 
along these axes. The second is the earth axis system, which also has its origin at the aircraft 
c. o. g. However, its zE - axis is pointing vertically downwards and its XE - axis is always paral- 
lel to the earth and pointing north. The yE - axis points east. Variables in this thesis that are in 
the earth axes are given the subscript E. 
To transform variables from earth axis to body axis, they are first rotated in roll by the angle 0 
(roll angle), then in pitch by the angle 0 (pitch angle), then in heading by the angle V (heading 
angle). The relationships between the earth and body axis systems are diagrammatically 
depicted in Fig L 
The third axis system used is the wind axis system, which also has its origin at the aircraft 
c. o. g. It's xW- axis is positive along the aircraft velocity vector. To transform variables from 
wind axes to body axes, they are first rotated in roll by the angle R (bank angle), then in pitch 
by the angle (x (angle of attack), then in heading by the angle 0 (angle of sideslip). The rela- 
tionships between the wind and body axis systems are diagrammatically depicted in Fig ii. 
For this thesis, the transformation of variables between earth axis and wind axis is only 
required in two planes. Variables are first rotated in pitch by y (flight path angle) and then in 
heading by X (lateral track angle). The relationships between the earth and wind axis systems 
are diagrammatically depicted in Fig iii. 
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Chapter 1 
Introduction 
The majority of aircraft flight control system (FCS) design engineers use traditional, well- 
understood methods in their design processes. They are confident that the resulting control sys- 
tems are safe, visible and maintainable. This carries useful implications for quick and univer- 
sally acceptable practice in implementation and certification of aircraft control systems. Thus, 
the current mindset, certainly in the UK, is that 'classical control' is here to stay for now. 
One of the earliest stages in the design of an FCS for a civil aircraft is based on the use of lin- 
ear aircraft models to produce an initial controller structure. This is because linear models, 
usually based on small perturbations of the full non-linear aircraft model at a point in the air- 
craft flight envelope, are easier and quicker to analyse mathematically. Both traditional single- 
input single-output (SISO) methods and most modem methods depend on this 'linear synthe- 
sis' stage to produce the basis for a controller. For this reason, much effort has been put into 
developing linear control system design techniques that serve to produce a better controller for 
these linear aircraft models. 
It is often found, however, that the resulting controller does not perform well when tested in a 
more realistic aircraft environment, where considerations such as a much wider flight enve- 
lope, varying aircraft configuration, system non-linearities and model uncertainties come into 
being. The traditional industrial approach to solving this problem is to adjust the controller 
iteratively until the system is satisfactory. This process results in an enormous amount of time 
and money being spent on 'tuning' the controller using non-analytical procedures. Because of 
the time involved in adjusting the controller in this way, linear synthesis may constitute very 
little of total design efforL In the finished software, this is further diluted by the fact that the 
original linear model based control algorithms may constitute as little as 5 to 10 percent of the 
whole controller. 
It follows that it would be advantageous to be able to improve the initial linear synthesis to the 
point where much less tuning is required during subsequent design stages. This in turn would 
lead to a quicker and cheaper, and possibly better, design process. 
The increasing complexity and interaction anticipated in future aircraft control problems sug- 
gests that classical methods, although capable of delivering a suitable solution, will eventually 
become inefficient. They will take longer to produce viable designs, and will lead to less 
'robust' controllers. Modem methods have attempted to address this by providing two things. 
Firstly, they make use of the full multi-input multi-output (MIMO) representation of the linear 
system, thus implicitly accounting for all the interactions between the various states of the air- 
craft at the same time. Secondly, they attempt to produce controller designs that are robust 
enough to withstand the transition to the non-linear aircraft model without a corresponding 
loss in performance or stability. 
However, evidence suggests that although industrial engineers accept that modem methods 
have some advantages over classical techniques, practice is still geared towards using classical 
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techniques, even on the most modem fighter aircraft which are open-loop unstable. A major 
criticism has been that these methods lack a physical insight, and aircraft FCS designers often 
have difficulties in being able to relate changes in the parameters of the resulting controller to 
potential changes in the closed-loop aircraft dynamics during the design process. 
1.1 Objectives of this thesis 
The basis for the research described in this thesis stems from the need to understand this cur- 
rent state of affairs. If there are viable reasons for the apparent reluctance in implementing 
modem control philosophies in the industrial workplace, they will be explored with a view to 
improving the transfer of methodology from academic to industrial spheres. 
As a representative situation, a modem control method, eigenstructure assignment (EA), will 
be examined. The fundamental objective of the research described here is to improve the appli- 
cation oriented aspects of the methodology of EA. The purpose of this is that facets of the 
method can then be explained in terminology that is familiar to the aircraft FCS engineer. 
Furthermore, the theory will be developed so that it is compatible with easily understandable 
controller structures and control design strategies. An aircraft FCS engineer should firstly be 
able to understand the basic principles behind the various aspects of the method, and should 
then be able to manipulate and design a controller without the need for extensive study of the 
underlying mathematical principles of the method. The practical application of the method is 
paramount. 
Thus, the four objectives of this thesis are to: 
i. Examine the current state of modem control methods in the aircraft FCS design industry 
ii. Determine the reasons for the disregard of many of these methods by industry 
iii. Develop eigenstructure assignment in order to address industrial criticisms 
iv. Apply eigenstructure assignment to a well-developed problem as a practical demonstration 
1.2 Overview of the thesis 
In order to fulfil the four objectives described above, this thesis is structured as described 
below and in Fig I. I. 
Chapter 2 contains two main sections. The first describes aircraft FCS's, with a view to 
explaining the requirements of aircraft FCS engineers. Design specifications will be explored, 
so as to give an idea of what any control design methodology has to provide a facility for. The 
way in which classical techniques handle these requirements will be examined. This will high- 
light the advantages and disadvantages of using classical control for FCS design problems. 
The second section of the chapter describes a variety of modem methods. The experience of 
their use in aircraft problems will be examined, in order to determine the viability of modem 
methods, and the current state of their acceptance in the industry. This will culminate in a rec- 
ognition of the reasons for why modem methods are not more widespread in aircraft FCS 0 
2 
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design. 
EA is chosen as a representative modem method to address the concerns of industry, and the 
remainder of the thesis is based on utilising this technique. 
Chapter 3 will introduce the dynamical aircraft system, and how it can be explored and 
described by using eigenstructure. The usefulness of the modal properties of eigenstructure 
will be used to demonstrate a new way of aircraft system analysis as an alternative to classical 
measures. This will be developed further to demonstrate how unconventional aircraft may be 
analysed using eigenstructure analysis. 
Misconceptions about how eigenstructure relates to aircraft dynamics are examined, and new 
ideas to use aspects of eigenvectors that have hitherto been ignored will be described. The full 
use of eigenstructure analysis in this chapter forms the basis for using eigenstructure for the 
synthesis of FCS's. 
Chapter 4 explores basic EA in detail, and the methodology in terms of its various applications 
will be demonstrated. New additions to the fundamental theory of EA will be described, 
including 
e comments on misconceptions in current applications of the method to FCS design problems 
o explanations of the freedom actually available to the designer 
Examine the current state of modern control 
methods In the aircraft control industry 
Chapter 2 Control system design techniques 
Determine the reasons for the disregard 
of many of these methods by Industry 
Chapter 2 Control system design techniques 
Develop elgenstructure assignment In 
order to address industrial criticisms 
Chapter 3 Eigenstructure Analysis 
Chapter 4 Eigenstructure Assignment 
Chapter 5 Performance Robustness 
Chapter 6 Stability Robustness 
Apply elgenstructure assignment to a well 
IV developed problem as a practical demonstration 
Chapter 7A design for the Research Civil Aircraft Model 
Fig 1.1: Structure of this thesis with respect to its objectives 
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e additions to the design procedure that can result in extra design freedom 
All aspects of EA will be explored in terms of their usefulness rather than the excellence of 
their results. The established and new theory will be demonstrated by producing simple stabil- 
ity augmentation and autopilot controllers for linear aircraft FCS design problems. 
Chapter 5 defines performance robustness and describes the expansion of the methodology of 
EA to include ways of analysing aircraft dynamics and consequently designing an aircraft FCS 
to improve performance robustness. As well as describing some established work, this chapter 
will provide new reasons for not pursuing some of the popular measures of robustness, and 
potential advances in eigenstructural theory that will provide more visible measures of per- 
formance robustness in the future will be outlined. 
Chapter 6 defines stability robustness and uses established theories to describe a comprehen- 
sive synthesis by which the traditional measures of stability robustness can in some way be 
recovered and used in improving an EA-designed control law. New theory on how multivaria- 
ble gain and phase margins can be used to improve stability robustness will be developed, and 
the merits of different ways of using EA within numerical optimisation algorithms will be 
explored. The development of a new practice for aircraft FCS engineering utilising ideas that 
are developed here will be described in this chapter. 
Chapter 7 contains some practical results. As a demonstration of the potential usage of the 
method, an autopilot will be designed for a non-linear model of a medium-sized civil aircraft. 
This exercise, described in more detail in the next section, is intended to show both the advan- 
tages and the disadvantages of the methodology of EA in relation to its usage in a comprehen- 
sive aircraft FCS design example. 
By implementing a combination of the theory of eigenstructure assignment that will have been 
described in the superceding chapters of the thesis with the flight dynamical concepts that will 
have been explored, this chapter will provide a development of how new ideas in the process 
and the mechanics of EA can be utilised in the design of a practical aircraft FCS. 
Chapter 8 will discuss how the work in this thesis can be furthered to achieve an improved 
development of the new theory that will be presented. 
Chapter 9 contains some conclusions on the use of EA to solve aircraft FCS design problems 
and describes how the four objectives that have been identified above have been met. 
1.3 The autopilot design example 
The Research Civil Aircraft Model (RCAM) is a six degree of freedom non-linear model of a 
medium-sized twin jet engine civil transport aircraft which is available in the MATLAB/ 
SIMULINK tool environment. It contains nonlinearities of actuators and a model of wind dis- 
turbances. The aircraft is in landing configuration, with flaps extended and landing gear down. 
A detailed description of the aircraft and of the control problem can be found in Chapter 7. 
Software is provided with the RCAM model to extract linear models at a point in the flight 
envelope defined by a specific aircraft weight, altitude, airspeed, flight path angle and c. o. g. 
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a 
Fig 1.2: The desired trajectory of the controlled RCAM 
position. 
Different models of the RCAM will be used throughout this thesis. The full non-linear model 
will only be used for simulation during the RCAM controller design problem example in 
Chapter 7. A linear 4th order model of the aircraft longitudinal dynamics will be used in the 
earlier chapters of this thesis to illustrate theoretical concepts for FCS design. This model is 
given as Model I in Appendix A. Higher order linear models that are used to produce control- 
lers are described in Chapter 7, when they are being used. 
The RCAM FCS design problem is to design a control system to fulfil a set of design specifi- 
cations categorised by performance, robustness, safety, ride quality and control activity results 
for standard inputs to the aircraft controller. The purpose of these is to introduce a broad range 
of requirements for the finished controller. 
However, the main focus of the controlled aircraft is that it should be able to complete a given 
landing approach path mission - the controller must therefore be an autopilot. Reference com- 
mands based on aircraft geodetic position are generated by a simulation environment that is 
provided and these commands have to be used by the designed controller to hold the aircraft on 
a given trajectory. This desired trajectory for the design challenge is shown in Fig 1.2. More 
details of the landing approach simulation are given in Chapter 7. 
The simulation includes a crosswind, air turbulence, an engine failure and restart, a 900 head- 
ing change, the capture of a glideslope and windshear. The designer has to construct a control- 
ler so that the RCAM aircraft follows the approach path (until just before flare) whilst 
fulfilling the performance, robustness, ride quality, safety and control activity specifications. 
Thus, the design of the controller will also involve a degree of stability augmentation and com- 
mand augmentation. The results of the simulation and the controller design process itself were 
assessed by industrial FCS design engineers, as evidence of the interest in the method of EA 
and its potential application to FCS design. 
Y-Mhion (-YE) MI -20 -25 x-posftion(XE) (km) 
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Chapter 2 
Control System Design Techniques 
2.1 Introduction 
Traditional control techniques (commonly known as classical control) have been in general use 
in the aircraft control industry for many years because they have usually worked. It is apparent 
that for the foreseeable future, these methods are here to stay. Most control designers have an 
appreciation for their place in engineering, and this is unlikely to change for a long time to 
come. 
However, modem control problems are changing, and as classical design techniques are find- 
ing it more difficult to keep up with them, it becomes important to adapt design methods to 
take account of this. This chapter is therefore a development of how an aircraft problem can 
result in the need for a particular type of design methodology, and how a particular design 
methodology is then chosen to solve the problem. 
The chapter consists of two main themes, in order to satisfy the first two objectives of the 
research. It begins with a description of the general design aims that are inherent in the design 
of any aircraft flight control system, irrespective of the design method to be used, and goes on 
to describe the specific way in which classical methods operate to try to achieve these objec- 
tives. The ways in which classical methods excel, and where they tend to fail, will also be 
examined. 
Consequently, a variety of modem methods will be explored, and the benefits and disadvan- 
tages of using these instead of more traditional techniques will be examined. Practical usage of 
the various design methodologies will be emphasised, so that they can be compared and con- 
trasted with classical methods. This process is intended to lead to a selection of a modem 
method that can be examined and developed in greater detail in order to satisfy the latter two 
objectives of this thesis work. 
2.2 Objectives of control systems 
Before going on to examine the various methods by which control systems are designed and 
constructed, it is pertinent to examine the fundamental way in which system requirements are 
specified. These specifications can be broken down into a variety of forms, such as perform- 
ance, stability and robustness. 
2.2.1 Nominal performance 
Desired performance usually depends on the mission and specific application of the aircraft in 
question. Requirements are derived from both the functionality needed to accomplish the air- 
craft's mission (operational requirements such as command tracking or teffain-folIowing auto- 
pilots) and from the short term needs of the aircraft that occur independent of any specific 
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purpose (implied requirements such as the regulation of aircraft position at its cruise condi- 
tion). These are often defined by the rise times and settling times of commanded variables, 
allowances in the movement of non-commanded variables, and bounds on aircraft states when 
it is disturbed from equilibrium. 
Most control designers in academia have to rely on the military specifications (MEL-SPEC) 
defined by the United States Air Force for a guide to conventional practice ([I] and [2]). The 
problem with this is that the specifications are mostly formulated in terms of classical meth- 
ods, and are not always appropriate when designing some modem systems. However, they are 
still useful in generating a feel for what pilots and traditional flight control system designers 
are looking for in controlled aircraft behaviour. With this in mind, the types of specifications 
used should be examined to determine the motivation behind them. 
* Pole-zero specifications 
The classical concept of pole domination has long had an effect on performance specification. 
It is known that aircraft behaviour is dependent on where its poles lie in the complex s-plane. 
Hence, if the designer has previous experience of acceptable aircraft behaviour, and knows 
where the poles that produce this behaviour should lie, he or she is then able to adjust the con- 
troller to cause the dominant poles to lie in this desired region. These poles are usually charac- 
terised by their natural frequency and damping ratios in the military specifications. 
This type of design procedure is usually carried out using Root Locus plots, as they are 
extremely amenable to pole-zero visualisation for a single-input, single-output (SISO) transfer 
function. However, the pole specification on its own, as defined by MIL-SPEC [I], can be mis- 
leading, as non-minimum phase zeros (zeros in the right half s-plane) can have an altering 
effect on the performance of the system. Similarly with modem methods and multi-input, 
multi-output (MIMO) systems, pole or eigenvalue placement is a fairly simple procedure but 
will result in a re-distribution of the zeros of the system when a controller is added, causing a 
potential degradation in performance. This effect is not accounted for in the military specifica- 
tions, but must always be bome in mind. As an example of the degradation of performance that 
non-minimum phase zeros can produce, see Fig 2.1. A non-minimum phase zero has resulted 
in an initial undershoot in a the step response of a simple SISO system. 
a 
U 
Time (s) 
Similar system with a non-minimum phase zero 
Fig 2.1: The effect of a non-minimum phase zero 
on the performance of a simple aircraft system 
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Still on the subject of zeros, root locus plots are often used to attempt to remove unwanted 
dynamics defined by a pole by introducing a compensator with a zero that 'cancels' that pole. 
This is an acceptable practice, but only in the ideal case. Depending on the sensitivity of a par- 
ticular pole to deviations from this ideal, this may lead to complications when the open-loop 
pole moves away from that zero due to changes in atmospheric conditions or because of mod- 
elling errors during the controller design. Thus, it becomes difficult to use pole-zero methods 
to design for uncertainty. Some modem methods, such as EA, are able to solve this by placing 
closed-loop zeros in positions where uncertainty will not affect the corresponding poles 
adversely. 
* Frequency response specifications 
The most common way of using frequency domain techniques, such as Bode, Nyquist and 
Nichols plots, is in the analysis and design of a system by specification of its stability margins. 
However, with SISO techniques, a certain measure of stability margin can imply a particular 
performance, and hence nominal performance is often complemented automatically by the use 
of these margins. 
* Time response specifications 
Time response specifications have not often been used alone in design procedures. They are 
used to test designs by simulation or experimentation, as they include consideration of aircraft 
non-linear dynamics which many other metrics do not. Time response criteria such as the C* 
equation [3], based on acceleration at the pilot station and aircraft pitch rate, have been 
designed for longitudinal dynamics, but these are subject to immense variation, and are not 
always suitable for all aircraft (as, it must be said, is the case with pole-zero and frequency 
domain specifications). Many numerical optimisation methods use time-response specifica- 
tions (see the MATLAB [4] non-linear toolbox, for instance), but these often require extensive 
computation, as simulation is an inherent part of the design process. 
2.2.2 Nominal stability 
Stability is a basic requirement of any control system. In classical terms, stability is exhibited 
by a nominal system that has open-loop poles in the left half plane of the root locus. Similarly, 
in modem terms, the eigenvalues of a stable system all possess a negative real value, and poles 
and eigenvalues are completely synonymous. The poles of a particular input/output relation are 
given by the roots of the characteristic equation: 
I +KG(s) = 
where K is a scalar feedback gain of the open-loop transfer function G(s). The eigenvalues of 
the system description matrix A have the same values as these poles. In control design, static 
gain feedback can usually be used to stabilise a system. Classically, this can be achieved by 
using root locus plots for SISO systems to determine the feedback gain required to stabilise the 
system. With MIMO systems, however, the issue is more complicated, as all the poles must be 
controllable to guarantee the closed-loop stability of the system. Owing to the interaction 
between the various states of the system, each feedback gain that is altered will affect the sta- 
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bility of all the loops of the system. To address this problem, many modem methods attempt to 
assign as many of the closed-loop eigenvalues as possible simultaneously. 
2.2.3 Robustness 
Perfonnance robustness describes the ability of the aircraft to keep close to its nominal per- 
formance in the face of perturbation, usually as a result of an off-design point operating condi- 
tion and/or inaccuracies and unmodelled dynamics in the nominal aircraft model used for 
design. Although extracted from actual aircraft, and based on the use of linear systems theory 
and standard linear differential equations, these models are prone to error. This does not mean 
that results derived from this model are inadmissible, but the designer is required to have an 
appreciation of the limitations of the model being used. 
Traditionally, with classical methodologies, performance robustness has not been used either 
as an analytical measure of the usefulness of a controller or as a design specification. However, 
reducing the cross coupling terms between SISO system loops has always been an important 
design step. Inevitably, this results in a reduction in the effect that a perturbation in one system 
state has on the others - performance robustness. This reduction in cross-coupling effects is 
termed decoupling. 
Stability robustness has traditionally been analysed by using Bode gain and phase margins or 
Nyquist diagrams, which define the amount by which the gain or phase of the system can be 
altered before instability occurs. These margins are a prominent feature of control design, and 
military specifications [I] have general guidelines as to their acceptable range. 
With modem methods a variety of techniques, from multivariable Bode plots to structured sin- 
gular value analysis, can be used to determine stability robustness. However, guidance as to 
what these margins should be is not easily obtainable. Because of the interdependency of the 
many states of an aircraft system, it is possible that an improvement in the stability margins of 
one loop of the system will lead to a degradation in another. Thus, MIMO systems require 
some measure of overall stability robustness, and a corresponding set of guidelines on accepta- 
ble ranges of this measure. 
Stability and performance robustness are closely related, and it can sometimes be seen that an 
improvement in the stability margins of a system can result in an improved performance 
robustness, although this is not guaranteed. 
2.2.4 Controller complexity 
The ability to produce lower-order controllers (by using order reduction algorithms, for 
instance) is an obvious advantage, as this leads to easier programming in the final design, eas- 
ier implementation on the aircraft, and easier maintenance in the event of a problem. The use 
of observers to estimate unobservable states of the aircraft is another example of complexity, 
and a controller that can use the available measured outputs and still produce acceptable per- 
formance and stability is preferred. Thus, the production of as simple a controller as possible is 
desired. 
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2.2.5 Practical considerations 
Position and rate limits in actuation and various other non-linear characteristics are often not 
examined until the simulation stage of the design process. This can be costly in terms of time 
in an industrial situation, when a control system needs to be altered to compensate for non-lin- 
earities during these late stages. The ability to consider these factors during the design process 
is a definite advantage. In SISO methodology, this can often be done by using non-linear 
design techniques and time domain specifications. However, this becomes complicated in 
MIMO design. Actuator rate limiting can be avoided by keeping feedback gains low, as this 
ensures that a perturbation in the output does not result in a large gain in actuator demand (see 
Fig 2.2). Non-linearities require either the use of non-linear design techniques, or the consider- 
ation of simple non-linearities as bounded perturbations, which can then be designed for using 
techniques such as g-synthesis. 
2.2.6 Visibility and portability 
One of the main criticisms against the use of modem methods is the lack of 'visibility' they 
entail. Visibility is the ability of a method to describe physical aspects of a system through the 
use of simple, easily understandable metrics, tools, graphs or other media. Thus, greater visi- 
bility leads to a greater understanding of how every aspect of the method relates to the result- 
ing dynamics of the aircraft being controlled, leading to the perception of a safer and more 
easily certifiable controller. In modem methods, this becomes evident to those who use them 
regularly, but industrial use will require them to interface with designers who are used to deal- 
ing with classical terminology/metrics, which are believed to be 'visible'. Some modem meth- 
ods have gone part way towards addressing this problem, but not all are easily adaptable. A 
method that can not only be followed in its process, but can also be used to solve subsequent 
design change requirements without a full re-design would be preferred. 
The ability to understand what every part of the controller does, not only to those that are 
familiar with it, but also to those that need to implement and maintain the control system, is 
important. Controller portability encompasses the idea that a controller can be designed by one 
person and then maintained by someone else, independent of the design method used. The 
absence of portability in a controller could be a hindrance to the speed at which a system can 
be implemented and maintained. 
Many design techniques are hybridisations between a few of the methods mentioned later in 
this chapter, and it should not be necessary for a designer to have to learn the theory behind 
each method in order for her/him to be able to use it for a simple design problem. Though triv- 
ial in a theoretical context, the issues of visibility and portability are fundamentally important 
in an industrial control design environment. 
2.3 The functions of automatic control systems 
In this thesis, automatic control systems will be divided into three basic categories, depending 
on very different aircraft system needs. These are stability augmentation systems (SAS), com- 
mand augmentation systems (CAS) and autopilots. 
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Aircraft motion can lead to residual and transient oscillation in the course of normal manoeu- 
vring, and SAS's are required to damp these modes for better aircraft responsiveness, smoother 
disturbance rejection and improved comfort. SAS's control the signal path between the meas- 
ured outputs of the aircraft and the actuators of the aircraft. 
Often, the aircraft may be required to provide a particular type of response to a pilot command, 
such as achieving a controlled roll angle in a turn with defined transient behaviour. Such sys- 
tems make up CAS's. CAS's control the signal path between external command signals from a 
pilot and the actuators of the aircraft. 
Traditionally, an autopilot was the term used to describe a control system that responded to 
commands from the pilot to keep an aircraft state or output (usually altitude or flight path) con- 
stant by using elevator. In this thesis, autopilots are defined in a more general sense, being used 
for a wide range of activities, from Mach and attitude holding, to Instrument Landing Systems. 
The onus is on achieving hands-free regulation and tracking of the aircraft to perform a spe- 
cific pre - programmed task. Autopilots tend to be combinations of SAS's and CAS's, although 
the commands for the latter are in this case generated by the autopilot itself. 
It is at this point that the design stage, based on the specifications and type of system described 
above, begins in earnest. The type of control design technique used for a particular system will 
vary, depending on the intricacies of that specific design problem. Therefore, in order to gain a 
better understanding of the three types of system described here, common classical design 
approaches will first be described. This will then lead onto the use of other techniques to pro- 
vide answers to the same problems. 
2.4 The classical design of aircraft systems 
A generic linear feedback system is shown in Fig 2.2. Although the vast majority of systems 
are MIMO, classical theory is very much based on the concept of the single loop function. All 
aspects of the aircraft systems and signals shown in the figure are represented by transfer func- 
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tions, as these are amenable to algebraic manipulation. 
In order to analyse and design a controller for the aircraft system, each input to output loop 
transfer function that is relevant to the particular performance requirement being examined is 
determined. These transfer functions (which usually involve the aircraft dynamics and actuator 
dynamics) are then used as a basic representation of the system which has to be controlled. 
Peripheral control blocks are then determined (feedforward and feedback) to achieve a 
required performance. However, it is not always clear as to how this loop will then interact 
with others in the system. 
This is apparent from a glance at the MIL-SPECs ([I] and [2]), where much of the perform- 
ance and stability objectives for aircraft flight control system design are based on frequency 
domain techniques and requirements. Most of these objectives can be realised by serially 
applying a static feedback gain strategy to the open-loop transfer functions, loop by loop. 
However, most aircraft control problems are more complex than just a single-loop system, and 
the design of even a simple controller may involve the use of various classical techniques that 
must cope with the interactions between system loops as well as the control of individual loops 
themselves. 
Full design often proceeds heuristically, with the designer gaining knowledge about an aspect 
of the controller and then using that to iterate towards an improvement in performance or sta- 
bility. Although a classically designed controller is thus feasible and perfectly safe, this leads 
to a great deal of extra time and money being spent on the design process. Naturally, this solu- 
tion is not always the best performing or the most robust solution. 
2.4.1 Stability augmentation systems 
Elementary longitudinal control 
The two basic modes of longitudinal aircraft motion, the short period pitching oscillation 
(SPPO) and the phugoid oscillation, are well known and understood. They can be represented 
by pairs of complex poles on the s-plane, and the locations of these poles are determined by the 
characteristics of aircraft behaviour in terms of natural frequency of oscillation and damping 
ratio of its modes. Re-assigning these poles to regions that make the short-term dynamic 
behaviour of the aircraft more acceptable is the basic tenet of stability augmentation. 
Conventional pitch attitude regulation consists of a simple SISO loop with a feedback gain, as 
shown in Fig 2.3. The plant transfer function G(s) in this case is given by the 8e (elevator 
deflection) to 0 (pitch attitude) transfer function 
Ao (s+-! (s+ ,) 
(S) = 
TO) To, 
(2.2) 
2 2)(S2+ +(2 (s + 2ýp(Ops (1) p 2ý, Pa), Ps + J) sp 
where the subscripts define the SPPO (sp) and phugoid (p) dynamic modes, and AO, To, and 
T02 are constants. A typical root locus plot for this transfer function is shown in Fig 2.4. It can 
be seen that the open-loop aircraft has a phugoid mode with very low damping. An improve- 
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ment in the phugoid dynamics can be effected by increasing its damping by increasing the 
feedback gain (KO) on this loop. 
It can be seen from Fig 2.4 that unfortunately, this will result in a decrease in the damping ratio 
of the SPPO. The conventional solution to this problem is to add pitch rate feedback (Kq) in 
parallel with the (KO) controller (Fig 2.5). The overall system damping improves, as the eleva- 
tor is now used to regulate pitch dynamics when pitch rate alters, i. e. before pitch attitude can 
change substantially. 
In extreme cases, usually where large aircraft are concerned, the phugoid mode can be accom- 
panied by large variations in speed. In order to compensate for this, an 'autothrottle' is often 
required. It is often sufficient to use the elevator to speed transfer function and to feed back 
speed to produce such an autothrottle. However, this system may result in changes in altitude 
during pitch and speed regulation and it may transpire that an altitude regulator is also required 
in conjunction with these. Subsequently altering a small part of the control system loop struc- 
ture may thus alter much more due to interactions between the pitch controller and the auto- 
throttle [5]. 
In longitudinal motion regulation, other feedback measurements, such as non-nal acceleration 
and angle of attack, are often used, depending on the nature of the control problem, but the 
pitch attitude/pitch rate controller is one of the more common strategies utilised. It can be seen 
Fig 2.5: SISO system with pitch rate and pitch attitude feedback 
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from this simplified description that with an SAS, multi-loop interactions arise every time 
another output is required in the feedback system. This can have the undesirable effect of 
increasing design time and design complexity. 
Elementary lateral control 
As with longitudinal motion, the basic lateral dynamic modes of an aircraft are well known 
and understood. On a conventional aircraft, the two lateral dynamics control surfaces, ailerons 
and rudder, are used for two purposes in lateral stability augmentation systems. Ailerons are 
used to improve damping of the roll response, and rudder is used to improve the damping of 
the Dutch roll mode. 
The first relevant transfer function is the aileron to bank angle relation, 
= 
Ae(s + 2gco, s + co*) 
(2.3) 
22 (S + (s + 2ýdodS + O)d) T, 
)(s 
+ TI-) 
where the subscripts define the spiral (s), roll (r) and Dutch roll (d) poles and the Dutch roll (ý) 
zeros. AO is a constant. A conventional roll attitude regulation system is shown in Fig 2.6. 
Using simple roll angle feedback is the usual strategy adopted. If roll damping is still deficient, 
roll velocity feedback or lead/lag compensation can also be applied. 
Early steering mechanisms for aircraft used a heading angle to rudder SAS to make small cor- 
rections in heading deviation [6]. Feedback in this loop results in a stabilisation of the spiral 
mode if the Dutch roll mode is highly damped, thus stabilising any small deviation in heading 
that the spiral mode causes. If the Dutch roll mode is not sufficiently damped, yaw rate is usu- 
ally used in feedback to improve damping. 
Note that in most cases of lateral feedback, the design philosophies are similar to those used 
with longitudinal techniques. The choice of feedback loop uýed in the design is often based on 
engineering experience, and can vary depending on the particular control problem in question. 
In both the longitudinal and lateral dynamics, traditional analysis and design is very much reli- 
ant on the use of Root Locus and Bode plots. It is also apparent that the design of a classical 
system depends on past experience. Military specifications for design requirements are fol- 
lowed, but as one system is so different from another, some subjective judgement must be used 
to assess the suitability of a particular system for a particular task. It is interesting to note that 
sometimes, these classical designs can be time consuming to adjust when more than one feed- 
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Fig 2.6: Roll attitude regulation 
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back is used, such as both pitch rate and pitch attitude. This can lead to a solution that works 
well, but cannot quickly be optimised to provide other characteristics, such as system robust- 
ness. Nonetheless, classical techniques are still quite sufficient in the design of conventional 
SISO stability augmentation systems. 
2.4.2 Command augmentation systems 
In most military aircraft under manual control, stability augmentation systems are the main 
form of control needed, as they are intended to reduce pilot workload. However, in order to 
perform tracking and manoeuvring tasks, command augmentation is required to assist the pilot 
in transforming demands on the outputs into demands to the actuators. 
Pitch rate command augmentation 
One of the ways in which classical techniques can become time consuming is made apparent in 
the choice of controller structure for a pitch rate CAS by Stevens and Lewis [7]. Here, two 
alternative design options were considered for pitch rate feedback, as shown by the dotted lines 
in Fig 2.7. The integrator has been added to the control system to ensure that the steady-state 
error between commanded and achieved pitch rate is zero. In essence, the two design strategies 
shown can produce very similar feedback properties. 
However, in the design process, using the proportional and integral CAS requires only one 
SAS loop closure to be performed, after which the gains in the forward path can be augmented 
onto the design. The second strategy involves a second loop closure within the SAS, where 
both 0 and q feedback are used. As each of these loops affect the performance of the system, 
and also affect the outer loop, altering either of these loops in the future may require and 
adjustment of the outer loop. Thus, the pitch attitude loop SAS is first designed using a root 
locus plot, after which the feedforward gains are chosen to produce a quick reaction to the 
pilots command signals. 
The general design of lateral CAS's are similar, although the interaction between yaw and roll 
in the lateral dynamics of some aircraft leads to the need for a multi-loop design strategy. As 
with the design of the SAS, it is apparent that although classical techniques can be used to 
devise CAS's, the methodology leaves little room for a design method that is quick to achieve 
the desired system performance and robustness. 
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2.4.3 Autopilots and multi-loop classical design 
Autopilots are an interesting case of design, as they tend to be constructed of two parts; slow 
dynamics consisting of what the control system is actually regulating or tracking, such as flight 
path or altitude, and fast dynamics, usually controlled by an SAS, that is working within the 
bounds of the slow dynamics, regulating faster acting but lower amplitude dynamics, such as 
pitch rate variation. They often require the use of MIMO SAS's, and by their nature, are inher- 
ently MIMO systems. The interactions between the many states of the aircraft with each other 
and with the control input commands are often quite complex, and not easily amenable to anal- 
ysis using SISO classical techniques. 
A few of the more common classical autopilot design techniques will be summarised here. 
Multi-loop classical design is incorporated as part of the autopilot design, as most large autopi- 
lot systems are multi-loop in nature, and a discussion of classical autopilot design would not be 
exclusive of one on multi-loop system design. 
Longitudinal autopilots 
Although classical systems are designed in extensively varying ways, a considerable amount 
of design practice is similar. Most of the literature on the subject can offer a taste of the various 
classical design techniques involved, and only the basic principles will be detailed in this sec- 
tion. 
The outputs of longitudinal motion that often require autopilot control are flight path angle, 
airspeed, mach number, rate of descent or climb, and altitude, and these may also be controlled 
in more complicated combinations in landing and flare systems, to name a couple. The fast 
dynamics that have to be designed for separately as inner loops to the main autopilot systems 
usually involve pitch attitude and pitch rate regulation. 
A representation of a possible simple longitudinal autopilot is shown in Fig 2.8. This diagram 
shows the main feedback signals involved in three operational modes to control flight path, 
altitude and airspeed. These control modes provide input demands for elevator and throttle 
Flight path 
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Fig 2.8: Longitudinal autopilot functions 
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command signals. 
Traditionally, the main task of the autopilot is to control altitude or flight path angle. However, 
from a knowledge of aircraft dynamics, we know that the resulting aircraft motion would alter 
airspeed. The same goes for the effect that an airspeed command would have on altitude and 
flight path angle. Expanding this argument, it is possible to describe nine different transfer 
function loops to describe the interactions between the three inputs and three outputs of this 
system. 
Concentrating merely on regulation and ignoring cross-coupling, it is necessary to define the 
three gains from the three measured outputs to the elevator and throttle inputs. A classical 
design procedure that can be followed is detailed by McRuer [6], but practical design problems 
emanate from this methodology. The main one is the lack of robustness of the system with a 
variation in flight condition, as each of the loops has been designed for an optimum condition 
that will not always exist. Hence, decoupling functions will have to be implemented in W, 
where switching logic for the different modes, and various functions for different flight opera- 
tions (climb, cruise etc. ), will also be implemented. 
An additional problem is that each additional loop in the system leads to possibilities of not 
only improving one aspect of the systems performance, but worsening another. The challenge 
with multi-loop controller design is to establish a compromise to this problem. 
One major difficulty in achieving this is in the interdependence of the gains on each other. If 
the flight path angle outer-loop is designed to give a desirable performance, and the airspeed 
loop is subsequently designed, it is more than likely that the overall dynamics of the aircraft 
will have coincidentally altered from what they were after the design of the first loop. In some 
cases, the change in performance can be drastic enough to make the aircraft unstable, when it 
was stable during the flight path angle loop design stage. 
This problem is usually countered by having experience with the aircraft model being used, 
which has taught the designer how the system is likely to behave in response to alterations to a 
particular input-output loop. This helps the designer make the correct decisions at the start of 
the design process. Ibis is quite a productive method of design, as it inadvertently establishes 
a good understanding of the control system. However, it can lead to non-optimality in the 
resulting system and subsequently long design times. 
Lateral autopilots 
As with longitudinal autopilots, lateral systems have slow and fast dynamics. Autopilots tend 
to be for the regulation of roll attitude and heading. The fast 'augmentation loops' are needed 
to provide roll mode damping and turn co-ordination. Analysis and design of lateral multi-loop 
controllers is similar to that of longitudinal systems, but due to the increased amount of cross- 
coupling between some states (such as roll and yaw) of the aircraft, it is made more difficult. 
With both longitudinal and lateral aircraft dynamics, traditional analysis and design can pro- 
vide visibility, controller portability and easy synthesis for autopilot systems. However, these 
systems are currently becoming increasingly integrated, and consequently, design time and 
complexity are increasing. Lessons on where the future of these methods lie can be learned 
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from an examination of traditional system implementation on current aircraft. 
2.5 Classical design in practical applications 
Despite some of the apparent deficiencies of classical methods, they are still used in the design 
of even the most advanced aircraft systems, as they are perceived as having been tried and 
tested over an extensive period of time. This serves to make them more visible to a designer 
and thus increases certification and portability of the control system. 
2.5.1 Lavi flight control 
The Israeli Lavi flight control system, documented in [8], was designed using classical meth- 
ods. The designers found that they were able to provide better insight into the aircraft dynam- 
ics and were thus able to handle contradicting design requirements and complicated controller 
structures more intuitively, despite it being very time consuming. They also concluded that 
although classical methods were more intuitive, a knowledge of modem control was very ben- 
eficial to them in assisting design. 
Achieving the final design also involved fairly heavy use of simulation from an early stage. 
This was exacerbated by the lack of data given to flight control engineers early on, and the 
designers found that the design process can be speeded up, and simulation time used more 
effectively, if a larger amount of system dynamic data is available to the flight control engineer 
from the start of the design stage. 
2.5.2 EAP, EFA and Eurofighter 2000 
The most recent examples of complex modem aircraft that use classical design methodologies 
are the European Fighter Aircraft (EFA) and Eurofighter 2000, both based on the Experimental 
Aircraft Programme (EAP) [9]. The control system design strategy for the EAP was, in turn, 
based on experience gathered during the design of the British Aerospace Jaguar fly-by-wire 
control design. The success and safety of the control system on this latter aircraft played a 
major part in the decision to use classical methods, more significantly so because EAP and 
EFA are open-loop unstable, making control system integrity paramount. 
The control system structure was based on a standard two degree-of-freedom design strategy 
(inner-loop design, then outer-loop design), using mostly root locus and frequency response 
analysis. This basic strategy provided extremely portable controllers, allowing the implemen- 
tation of various filters, switches and non-linear functions that would otherwise have been dif- 
ficult to implement using modem methods. 
As with the Lavi, the design of the control laws for the EAP proved to be visible, and could be 
implemented easily given extensive simulation during design. The designers were provided 
with very good aircraft models, and combined with the use of simulation, this resulted in rela- 
tively little flight testing being required prior to full implementation of the laws on the aircraft. 
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2.5.3 Classical design on the VAAC Harrier 
Active Short Take Off, Vertical Landing (STOVL) research has been pursued on the Vectored 
thrust Aircraft Advanced flight Control (VAAC) Harrier demonstrator [10]. This is a Harrier 
trainer aircraft with a modified rear cockpit to accommodate a digital control testbed. The 
Flight Control System (FCS) has full authority over tailplane, pitch control nozzles, flaps, 
throttle and main nozzles. The FCS also contains roll and yaw auto-stabilisation. Control 
inceptors consist of a centre stick to control pitch and roll and two left-hand levers to control 
thrust magnitude and thrust direction. 
A major advantage in the use of this aircraft is its versatility. Control laws are fairly easy to 
code and alter, and as a result, five major laws, designed using different control methods or 
structures, have been tested on the system. 
CL002, the second control law to be implemented on the longitudinal dynamics of this aircraft, 
was designed using classical methods, and consisted of a proportional and integral (PI) func- 
tion on pitch rate. The controller also included an automatic decoupler between pitch and flap 
and nozzle action, thus eliminating horizontal and vertical interaction. Owing to its classical 
nature, it contained a number of frequency shaping filters and gain scheduling. 
The major advantage of the system appeared to be its simplicity, and it was able to improve 
pitch control during deceleration to the hover, and consequently reduce pilot workload. In sim- 
ulation trials, the system performed well, and in this respect was an improvement over the 
standard 3-inceptor control system. 
CLOW was the second 2-inceptor control system that was designed. It was produced by the 
Military Aircraft Division of British Aerospace, using classical methods. The law was 
designed to decrease the time required for conventional aircraft pilots to learn to fly the Har- 
rier. Traditional methodology was employed, where the system model was first linearised, and 
then supplemented with transfer function descriptions of sensor and actuation dynamics. SISO 
techniques such as root locus and other frequency domain methods were use to design the PID 
controller, one loop at a time, to military specification criteria [I]. 
The shortcomings of classical techniques were well known, and a few steps were taken during 
the design process to compensate for them. One such step was in specifying higher (more con- 
servative) stability limits on relevant loops to provide for unforeseen interactions with other 
loops that would be likely to cause a degradation in stability. The effectiveness of the design, 
including robustness, was then tested on the resulting closed-loop system. It was found that the 
classical methods had produced satisfactory stability margins and a satisfactorily robust sys- 
tem. 
The proponents of classical control have demonstrated that the method worked on the aircraft, 
and that the resulting control laws could be developed through in-flight testing, as the purpose 
of each gain of the law was well understood and documented. This consequently improved the 
portability of the control system. 
The examples of the implemented classical control systems described here demonstrate that 
engineers that use the methods cannot fault them a great deal. Nevertheless, issues of complex- 
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ity and design time have led to the development and implementation of ever more modem con- 
trol systems in aircraft. The following section describes some modem control methods and the 
reasoning behind their usage and potential usage in aircraft control systems. 
2.6 Modern methods in practical applications 
Disregarding for the moment the choice of modem methods over classical ones, the sheer 
number of different methods in use begs the question 'Why choose one method over anotherT 
The current variety of modem methods can be broadly grouped into four categories: 
i. Frequency domain: LQR/LQG/LTR, Quantitative Feedback Theory (QFT), Dynamic Inver- 
sion 
ii. Numerical optimisation: H. ,g synthesis 
iii. Time domain: Eigenstructure Assignment (EA) 
iv. Knowledge based methods: Fuzzy Logic 
These are only a few of the total in existence, as these appear to be the directions in which 
recent and current research in aircraft control theory and practice are heading. 
2.6.1 Linear Quadratic Regulator/Gaussian (LORILOG) 
Of the formal optimisation methods, LQG is currently the most commonly used. Its appeal lies 
in the guaranteed robustness properties of the method. To describe the functioning of LQG, we 
must first turn to Linear Quadratic Regulation (LQR) and the Kalman filter. 
The LQR problem is defined as follows. Firstly, decide on the desired time domain perform- 
ance of the aircraft, and define state regulation objectives in the form of a quadratic perform- 
ance index J, where 
j 
Px T 
Qx+u 
T Ru)dt (2.4) 
2 
x is the vector of aircraft states and u is the vector of aircraft inputs. 
This performance index is now minimised by using a feedback regulator K so that the least 
amount of control energy is used and the least excursion possible in the states of the aircraft 
occurs. The designer can adjust Q and R to define the relative weights of inputs against states. 
For instance, a relatively larger R will require u to be smaller to provide a minimum solution 
for J. Additionally, the selection of Q and R will determine the location of the closed loop 
poles. However, the effect of particular values of Q and R on the location of these poles is not 
immediately obvious, and the production of a better system usually requires a small amount of 
systematic iteration. 
The resulting feedback gain system may not be the best one in terms of performance, but is 
conditionally guaranteed to be stable. If a state feedback LQR is designed, the closed-loop sys- 
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tem always has a guaranteed infinite gain margin and 60 degree phase margin. Although this 
guaranteed stability robustness may appear to be beneficial, the margins achieved are very 
conservative for many systems, and may be inappropriately high, accompanying a degradation 
in performance. 
There are various methods that may be employed to improve performance, augment the per- 
formance index and produce a tracking rather than regulating system, but these are outside the 
scope of the current discussion. The advantage of LQR over traditional classical methods is 
that it is quicker to use LQR for multivariable systems, as all the gains in a feedback matrix 
can be designed at the same time. 
The Kalman filter is a low-pass device that is employed to provide reasonable estimates of sys- 
tem states, 1, in the presence of process and measurement noise. These estimates are required 
if the aircraft system does not have access to all the states, as LQR is a state-feedback method- 
ology. If a Kalman filter is used to estimate the states and K is designed using LQR theory, the 
design process is called LQG. Unfortunately, there are no guaranteed stability margins with 
LQG systems. 
Loop Transfer Recovery (LTR) is used with LQG when it becomes necessary to select a suita- 
ble compensator structure for an output feedback system. Essentially, the method is used to 
iteratively adjust the Kalman filter to recover the robustness properties that are lost when alter- 
ing the system from state-feedback to output feedback. The procedure works by cancelling 
zeros, and so is not advisable for systems with non-minimum phase or lightly damped zeros. 
The controllers produced by modem LQGALTR techniques are simple static gain matrices, 
which are reducible using standard algorithms. An example of the controller structure is given 
in Fig 2.9. Thus, using a method that is intuitively visible to most classical control designers, 
this technique can produce a simple feedback system with stability robustness guarantees and 
limited performance robustness. The exact stability and performance relation of the system 
will inevitably depend on the weighting matrices chosen for the performance index J. The ina- 
bility to easily comprehend the"relation between these matrices and the end design is a limita- 
tion of the technique, though this improves with experience. 
Boeing 767 lateral control 
A telling example of the use of LQR synthesis to replace classical control can be seen in [11]. 
Early Boeing 767 aircraft were experiencing a lightly damped Dutch roll when the lateral auto- 
pilot was engaged, and classical systems were unable to solve the problem. The yaw damper 
on the aircraft could not provide sufficient damping to negate the effect of the lateral autopilot, 
even though it worked well when the autopilot was not engaged. 
YC y 
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A simple LQR design for an updated lateral autopilot was performed, and the results showed 
that by introducing yaw rate feedback, a suitable control strategy was found that was robust 
and performed well. This LQR design autopilot has been in service on the 767 since. 
Boeing has also pursued the use of LQR synthesis for longitudinal stability and control aug- 
mentation and for post-stall control in fighter aircraft. Most of the control systems designed 
using LQR have been used by experienced pilots in simulators, and the consensus appears to 
be that these controllers produce more robust and better performing aircraft than their classi- 
cally designed counterparts [I 11. 
2.6.2 Quantitative Feedback Theory (QFr) 
Quantitative Feedback Theory (QFr) is emerging as a possible candidate for a common mod- 
em control system design methodology. This is essentially due to its apparent visibility to clas- 
sical control designers, as it is a frequency domain method that uses similar criteria and 
terminology as classical theory. An overview of the technique can be found in [12]. QFr has 
been designed to produce robust control systems, and as such a fundamental principle of the 
method is that feedback should be employed with relation to the amount of uncertainty in the 
system. The method can broadly be broken down into a few stages. 
Firstly, performance tolerances in the time domain should be specified. The designer has to 
decide how the output response of the system should be allowed to vary over a range of operat- 
ing conditions (performance robustness). This then has to be transformed into the frequency 
domain. These variations in performance robustness are used to produce a small number of dif- 
ferent plant systems, one of which is designated as the nominal plant. 
The second stage involves the specification of the uncertainty bounds on the system, to define 
the stability robustness desired. The lower and upper bounds on stability should enclose the 
nominal bounds on the different plants obtained in the first stage. 
The design then begins in earnest. The variation of magnitude and phase for each system rela- 
tive to the nominal one is found at a number of trial frequencies, and this range of values is 
plotted as a series of templates on a Nichols chart. Each template corresponds to a frequency, 
and the area of the template covers all the performance robustness in the system at that fre- 
quency. 
Stability robustness limits are added to the Nichols chart, and the feedback compensator can 
then be designed by moving the templates (effectively altering the feedback gain) to within 
these desired limits on the Nichols chart. Thus, in the simplest terms, the stability and perform- 
ance requirements have been met. 
The control design problem is usually more complex than this, and is likely to involve further 
boundaries to achieve combined input and output disturbance rejection and pre-filtering (in the 
case of a tracking system). More comprehensive details on the method can be found in [ 13]. 
The advantage of the method is in the use of Nichols charts, frequency domain boundaries and 
pseudo-classical methodology, as this improves visibility of the method to classical control 
designers. Additionally, the method comprehensively addresses stabilit and performance Cy 
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robustness, using modem notation that can be interpreted in traditional tenns. This is a vast 
improvement over most current modem design techniques, which usually give precedence to 
stability robustness. The controller that is designed is done so using transfer function matrices 
and transfer function descriptions, and hence implementation is only as complicated as the 
designers' choice of compensation. 
Although seemingly complicated, QFr appears to be a well-developed method that provides 
some insight into system dynamics, thus giving the designer some freedom of assignment, and 
is able to address all relevant control design requirements. 
The LAMBDA research vehicle 
A QFr design controller was flight tested on the Lambda unmanned research vehicle based at 
Wright laboratory [14]. As there was no reliable model for the aircraft, the robustness provid- 
ing properties of QFr were fully utilised. There were initial problems with the design because 
of assumptions made about the presence of sensor noise, but a re-design produced more 
acceptable results. The flight test showed that simple rate following command systems can be 
designed using QFT, and more significant applications of the theory may not be long in appear- 
ing. 
2.6.3 Dynamic Inversion 
Dynamic inversion has recently emerged as a possible candidate for development as a modem 
design method as it directly addresses performance robustness by negating the need for gain- 
scheduling with respect to variations in aircraft flight condition. However, in order to compen- 
sate for the implementation of a reasonably simple controller, the aircraft is required to carry a 
set of models to be inverted and to provide full state feedback. Thus, a large amount of flight 
control computing space required is dedicated to data storage. 
The premise behind the design method is simple. Take an aircraft system, with each loop rep- 
resented in the form: 
ý= f(x) + g(x)u (2.5) 
Rewriting this to describe the input gives 
g(x)-l 1-f(x) + il (2.6) 
This is the dynamic inversion. In the absence of large variations of the states from the model, 
this inversion produces a feedback lineariser. u is now replaced with a desired actuation Ud,, 
and x with measured outputs y. Although the compensator that will be designed next is based 
on the y to u relation, it will be valid for any variation in the aircraft model, as the lineariser 
will alter the desired demand Udes into the actual demand u that is appropriate for the current 
flight condition of the aircraft. 
To produce the desired closed-loop response, a compensator is required. This compensator is 
designed to improve disturbance rejection and robustness properties. A generic dynamic inver- 
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Fig 2.10: Example of a system with dynamic inversion control 
sion controller structure using a classical compensator is shown in Fig 2.10. Note that although 
excellent performance and stability can be achieved, they are only achieved for a particular 
flight condition. 
Dynamic inversion boasts visibility in terms of classical terminology. It is also a very intuitive 
method, and relies on engineering experience to determine suitable controller characteristics. 
Nevertheless, it does not provide stringent performance and stability robustness guarantees, 
though research into this aspect of the method is still in its infancy. The method is more com- 
plex than it first appears, and an overview and a design example can be found in ( 15]. 
Dynamic inversion still remains unused in general practice, mainly due to the large data stor- 
age capacity it currently requires to run. Despite the simplicity of the computation required, 
discarding gain scheduling means that model data for various points on the flight envelope 
must be stored on-board the aircraft. Additionally, full state-feedback is required for the algo- 
rithm to work, which puts limitations on the method in an aircraft without a full complement of 
sensors. 
Dynamic Inversion on the VAAC Harrier 
CLOO I, the first control law to be designed for the VAAC Harrier, was produced using classi- 
cal methods with dynamic inversion, and consisted of three PID controllers. The basic design 
philosophy was to use two inceptors; instead of the standard three to ease pilot workload. This 
was intended to operate throughout the flight regime and give maximum manoeuvring in flight 
combat mode. The centre stick was used to control vertical acceleration in the hover, which 
blended into pitch rate control in normal flight. The left hand lever was used to control thrust 
in the direction of flight path. 
CI-001 contains a core algorithm which uses a set of stored trim maps of the aircraft at differ- 
ent flight conditions. The trim maps are constructed by inverting the non-linear dynamics of 
the aircraft model at that flight condition - dynamic inversion. An inherent advantage of this 
method of control is that gain scheduling is not necessary, as the same controller is able to han- 
dle a variety of stored flight conditions. 
The system performed well in simulation trials, and it can be believed that this is potentially 
the best of the five control laws which were designed for the system. However, the controllers 
are data intensive, and produce a computational burden. Additionally, there are no robustness 
guarantees for the controller. 
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A non-linear inverse controller, based on the philosophy of dynamic inverse control, was 
developed for a STOVL aircraft at NASA Ames [16]. Only the control of the velocity vector 
was considered, but by using classical methods, it was found that dynamic control could be 
implemented on the research aircraft to give a satisfactory performance over the entire low- 
speed envelope, about which all relevant aerodynamic data could be obtained. The imple- 
mented system was able to handle modelling error adequately, and showed robustness to aero- 
dynamic parameter errors of up to 20% from those that had been predicted during modelling. 
2.6.4 H.,, 
H. developed partly from a need related to a lack of practical realism in traditional MIMO 
design by LQG methods. LQG assumes that the perturbations which the system is made robust 
to are in the form of Gaussian white noise. However, the nature of real disturbances vary, and 
H. was designed to cope with the idea of robustness to the worst disturbance that the system 
was likely to receive. 
Let G(s) be the transfer function matrix that contains the input to output relations of the sys- 
tem. It is a stable system matrix if all the poles of the transfer function elements in the matrix 
are negative. The infinity norm is given by the maximum of the maximum singular values of 
G(jco) over all real frequencies oi 
Physically, the infinity norm can be expressed as depicting a measure of the maximum energy 
gain from the input to output of a function. Thus, if the infinity norm is reduced, the energy 
gain will also be reduced. Consider the schematic of a closed-loop system shown in Fig 2.11. 
The first stage in H.. design is to scale the aircraft model using W, and W2 so that the input - 
output relations are comparable (by dividing each input and output by its maximum allowable 
value, for instance). 
Let S(s) be the transfer function from the disturbance d(s) to the output y(s). Minimising the 
infinity norm of this transfer function (called the sensitivity function) is thus equivalent to min- 
imising the energy transfer between the disturbance and the system output over all real fre- 
quencies. This automatically results in a closed-loop system with more robust stability than the 
nominal system. 
Once the sensitivity function has been minimised, the resultant closed-loop system must be 
analysed to ensure good nominal performance and performance robustness as well. The sensi- 
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tivity function can be weighted to produce an alternative frequency varying function that can 
be minimised instead. This allows the designer more freedom in shaping the frequency 
response of the closed-loop system, thus giving her/him more control over shaping nominal 
performance and performance robustness. If all the requirements have not been satisfied, the 
weightings on the sensitivity function must be altered using engineering judgement and the 
process iteratively repeated until satisfactory results are obtained. 
Thus, H.,, addresses both stability robustness and performance robustness. Any additional 
minimisation requirements, such as the maximum modelling error allowable, can be added to 
the sensitivity function, and the norm of the entire function can be minimised. Thus, the math- 
ematical basis of H,, is the minimisation of the infinity norm of a weighted sensitivity func- 
tion. The process is very like using Bode plots in control design. However, the choice of 
weightings, and how they produce the required performance and stability, is more complex. A 
fuller description of the method and its intricacies can be found in [171. 
Although the concept described here is simple, the process is not entirely visible to non-practi- 
tioners and the resulting controller is not easily portable. Various methodologies exist for pur- 
suing H.. design, depending on problem specifications, the limitations imposed by the model 
and the experience of the designer. It cannot be denied that the methodologies can produce 
excellent results, but the controllers that are produced are often large-order and not easily 
implementable on aircraft. This has tainted H,,. design with an undeserved reputation which 
will not be shed easily. 
H,,, on the VAAC Harrier 
CL005 was a law designed using H. at the University of Cambridge, implemented and flown 
on the VAAC Harrier [101. As with later classical designs produced for this aircraft, the philos- 
ophy was to develop a two-inceptor control system. However, this was also the first use in the 
UK of a complex modem method on an aircraft control system, which provided the opportu- 
nity to improve system robustness and directly address the stability of the system. Addition- 
ally, it was an opportunity to compare and contrast a modem method with classical theory on 
the same practical system. 
This control law produced a system that had a definite robustness characteristic and a bounded 
performance. Stability and robustness were defined through a feedback controller, and com- 
mand behaviour were shaped through a feedforward controller. The nature of the method is 
such that both controllers could be synthesised during the design procedure. As a result of the 
improved robustness, only four controllers with gain scheduling between them were required 
over the flight envelope. Piloted simulation showed that the system performed well, and any 
required adjustments to the performance could be made through the feedforward block, with- 
out affecting stability. This two degree of freedom design methodology proved useful in sepa- 
rating command shaping and stability augmentation design. 
However, the controller produced a heavy computational burden, and was consequently slower 
to execute than the classically designed law CL003. This proved to be a disadvantage, though 
not an impossibility, to implementation. To classical designers, the method also seems to be a 
barrier against visibility, although some practice with the method improves this immensely. 
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The H.,, design used a pseudo-classical stability requirement, and loop shaping was related to 
the frequency domain gain and phase margin type relationship. With the constant improve- 
ments in the methodology that are currently being pursued, it is likely that H,,. will become a 
useful design tool. In terms of usage as a full design methodology, its potential has already 
been demonstrated on non-critical and emergency systems on aircraft [ 18]. 
2.6.5 [t synthesis 
The structured singular value, g, is a powerful metric for analysing performance robustness in 
MIMO systems. It is used when detailed knowledge is available about the uncertainties in the 
system being examined. An extension to this analysis is g synthesis, where the properties of 
the structured singular value are used to design, rather than only analyse, a cIosed-loop con- 
troller that provides good robustness characteristics. 
The main pre-requisite for the use of g synthesis is the grouping of all the known uncertainties 
in the system into a single matrix, E. Fig 2.12 shows a general aircraft system representation. g 
synthesis is used to design the controller K given the aircraft and the matrix representation of 
uncertainty in the aircraft system, E. The only conditions on this perturbation matrix are that 
its infinity norm is bounded by unity and that it is stable. 
After the perturbation structure has been developed, the designer must now attach frequency 
dependent weighting functions to the various signals of the system to depict requirements for 
performance, stability and robustness. This is not an easy task by any means, and requires a 
thorough understanding of both the aircraft system and the effect the weightings have on the 
resulting closed-loop system. 
After the weighting functions have been selected, an H,., design process is effected, and g 
analysis is used to tune the weights, in an iterative procedure known as D-K iteration. This 
involves the use of simulation and frequency domain analysis to iteratively find a desirable 
solution to the control problem. 
As with K,., the resulting controller is often of a high order, and model-reduction may be 
required to produce a more manageable system. g synthesis produces controllers with much 
the same problems as an H.. controller, but with less conservative robustness measures. Nev- 
ertheless, it has been suggested [17] that the design process can be extremely long, and 
requires the designer to be very involved. Although the method relies on quite complex judge- 
ment as to weighting selection on the part of the designer, it does allow an experienced 
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Fig 2.12: General system representation with uncertainty modelling 
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designer a lot of freedom in the design process. The focus is now on how good an initial speci- 
fication the designer can produce by selecting appropriate weighting functions, rather than 
how good the design algorithms themselves are. 
2.6.6 Eigenstructure Assignment (EA) 
EA is a time-domain based method. Desired system performance and decoupling requirements 
can be translated into eigenvalues and eigenvectors, as can classical pole-zero specifications. 
This desired eigenstructure can then be used to produce a controller that attempts to attain the 
desired performance and decoupling. However, basic EA does not cater for reliable stability 
and performance robustness design. The method itself merely achieves the maximum perform- 
ance robustness it can. 
As with most methods, this can be accomplished by using the method within a numerical opti- 
misation framework. The desired eigenstructure can be altered within a given range to produce 
a controller that minimises a cost function involving the required stability robustness parame- 
ters. 
The fact that the method is time domain based is often held against it, as it cannot then easily 
be formulated in classical terminology. However, the method is intuitive, as the real aircraft 
system will interact with a time based domain, and the capability to design within that environ- 
ment may be useful. Nevertheless, visibility to classical control designers is an aspect of the 
method that is an issue that is addressed later in this thesis. The method has been compared to 
classical designs in demonstrative methods in [19] and [20]. 
The controller produced is usually a simple static gain matrix, though the method can be used 
to devise dynamic compensation as well. Additionally, pre-compensation can be used to shape 
the output response to inceptor commands, and EA is able to address this 'two-degree-of-free- 
dom' methodology with ease. EA produces simple, portable controllers, but its visibility tends 
to be reduced if more complex controller structures are required. For this reason, it is often 
found that EA controllers are mostly used for regulation and lower level control, and classi- 
cally designed outer loops are then added to provide high level control. 
Airbus Industrie 
The Airbus A320 lateral control laws have been designed using EA for the inner loops (see 
[21 ] and [22)). A conventional controller structure was employed and EA was used to increase 
Dutch roll damping, produce a neutral spiral mode and limit lateral state perturbations during 
an engine failure. The assigned closed-loop poles were kept close to those of the open-loop air- 
craft to keep feedback gains low, and the freedom of assignment in the eigenvectors were used 
to effect decoupling. 
The remainder of the system, and the higher order control loops were classically designed 
around the EA controller, thus providing a practical strategy that used the best aspects of each 
methodology. Additional benefits of using EA included better automatic turn co-ordination, 
improved comfort in turbulence and overall lateral performance improvement. The controller 
design strategy for the A320 was also used for the A340, and the controller is in service, hav- 
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ing had no problems with implementation or certification. The use of EA helped to define a 
system architecture that could easily be reproduced for future generations of Airbus aircraft. 
2.6.7 Fuzzy Control 
Although no aircraft systems currently use fuzzy control, academic practitioners of the method 
have shown that the methodology can be exceptionally intuitive and visible, and can enhance 
classical design methods. 
The philosophy behind fuzzy control is that instead of merely providing linear behaviour in the 
system, the controller somehow encapsulates the knowledge of the pilot to produce a response 
that takes a variety of factors into account before determining a non-linear course of action. As 
the controller is based on a set of rules, it is especially useful for high-level control, and any 
application of fuzzy control to aircraft systems is likely to be most effective if the inner loops 
are designed using a linear methodology, and the outer loops are under the supervision of a 
fuzzy controller. 
As shown in Fig 2.13, a fuzzy controller consists of a variety of components. The knowledge 
base contains information on the various parameters that can be used to affect control action, 
such as the outputs from the aircraft. It also contains rules on how to produce control actions 
given a certain set of output errors in the reasoning block. Filtefing and scaling is used to pro- 
duce dynamics, such as integration, as the knowledge base only provides static mapping from 
error signal to control action. Fuzzification and defuzzification are used to provide a smooth 
flow from the rules in the rule base to numerical values. 
The design process begins by determining a rule base on which the controller will function. 
Then, membership functions, which will determine which rules must be applied given a set of 
error signals, must be designed. Scaling of the inputs and outputs of the controller is required 
so that the internal controller can work more easily with normalised values. 
The controller must then be fine tuned. This is where engineering judgement is required, 
although the designer must also be aware of the effects of altering the membership functions, 
the rule base and the scaling factors. This process is iterative, and is bound to take up most of 
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the design time. Fuzzy controllers do not have any guaranteed robustness; both stability 
robustness and performance robustness depend on the complexity of the membership functions 
and the rule base. Analysing the time response of the closed-loop system at varying flight con- 
ditions is one way of providing a measure of robustness. 
The main advantage in using fuzzy control is that knowledge that is normally rule based, such 
as pilot decisions or high level autopilot functions can be encapsulated in a look-up table. This 
also makes it an easy method to use for control design. However, if such knowledge is not 
readily available or difficult to transform into rules, it is likely that the controller will not pro- 
vide an acceptable performance. 
2.7 Method integration in aircraft system design 
As aircraft dynamics become integrated to the point where coupling effects become prominent, 
the ability of the control systems designer to integrate classical and a variety of modem meth- 
ods in designing a control system is becoming vital. Engineers developing control systems for 
high technology aircraft have already learned valuable lessons about being able to accommo- 
date and even integrate various design philosophies. 
The STOL technology demonstrator 
This was demonstrated using the Short Take-off and Landing (STOL) and manoeuvre technol- 
ogy demonstrator, a modified F-15B at Wright Laboratories [23). The aircraft has thrust vec- 
toring nozzles and an integrated flight-propulsion control system, making classical design 
difficult. Nevertheless, both classical control and LQGXTR were used to implement a flight 
control system. 
The design exercise showed that for conventional modes, multivariable methods did not pro- 
vide any additional benefits, and the visibility of a classical structure outweighed the additional 
design time required. A requirement to alter modal damping during the flight test programme 
was easily implemented by adjusting the feedback gains off-line. Had that part of the system 
been designed using LQG, a complete re-analysis of the system would have been required. 
However, LQG was found to be useful in providing useful solutions for dynamic modes that 
required decoupling. As a consequence, the majority of the longitudinal dynamics, which 
involved the thrust vectoring system, were designed using LQGILTR, whilst the lateral and 
thrust control systems were designed classically. 
Most significantly, the designers found that they were able to benefit from the concurrent use 
of both methods. Classical designers were able to use the LQG system to improve the perform- 
ance of the classically designed systems, and LQG designers were able to use the experience of 
classical design to improve the visibility of their designs. The designers were able to use the 
low-complexity, low performance of classical control and the high complexity, high perform- 
ance LQG design to produce a compromise controller with both good performance and a visi- 
ble structure. This parallel design strategy from the start of the design process is a practical 
solution to current problems with the use of only one or the other of classical and modem 
methods. 
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The X-29A demonstrator 
A second demonstrator system that used a hybrid philosophy in control system design was the 
X-29A, a forward-swept wing aircraft. Techniques used to modify the longitudinal flight con- 
trol system are described in [24]. The initial control laws had been designed using an optimal 
model following technique with full state feedback, but the model used for the design process 
was very simple, and stability margins were eroded when sensor and actuator dynamics were 
added to the system. 
In order to improve stability margins to acceptable levels, classical techniques were used to 
develop lead-lag filters. This provided some improvement, but not enough. In order to improve 
future synthesis, analysis methods were also hybridised, and a combination of SISO loop gain 
margins for conventional loops and g analysis for more integrated systems were used. These 
developments in the design and analysis of the X-29A system contributed to improvements in 
high angle of attack control and lateral/directional closed-loop stability. 
Model following 
The development of more generic controller structure methodologies has also led to a potential 
improvement in the visibility of control systems. Model following methods are gaining popu- 
larity in practical research. Classical techniques were used with model following to implement 
a landing phase controller for a large transport aircraft in [25]; the technique is used and is 
being further developed by the Deutsches Zentrum fOr Luft- und Raumfahrt (DLR) in Ger- 
many. 
Although there is extra work involved in having to synthesise a definitive controller structure 
before design begins, this is offset by the advantages gained in controller implementation, 
problem location and modularisation of the design process. At the DLR, different teams were 
able to work on different parts of the controller, as the modular structure allowed a decoupling 
of the feedback from the feed-forward components of the system. It was also found that a 
knowledge of classical design and aircraft system dynamics was all that is needed. As the 
model following approach to controller structure design is visible, it is easy to learn without 
any formal training. 
This visibility enhances classical design at Boeing helicopters. Landis et al. [26] document the 
implementation and experiences of using model following techniques on various helicopter 
systems. The various systems involved are highly complex - integrated longitudinal and lateral 
systems with directional and vertical modes, flight control and propulsion integration, weap- 
ons and flight control integration, aeroservoelastic modes, and unconventional control for sys- 
tems such as the V-22 Osprey, which is both an airplane and a helicopter. Both this last aircraft 
and the RAH-66 Comanche have been successfully fitted with model following controllers. 
Most modem methods would be able to provide lower level stability augmentation, but the 
complexity of the outer loops in some aircraft requires more conventional structuring, and this 
is made possible by the combination of classical control within a model following framework. 
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2.8 Conclusions 
Trivial as it may appear to be to state the basic requirements that control design engineers have 
of control systems, it is nonetheless of fundamental importance to understand exactly why par- 
ticular decisions are taken during the subsequent design exercises. Hence, performance, stabil- 
ity and robustness were defined in the context within which they will be used in the remainder 
of this thesis. These are universal pre-requisites that any aircraft control system will have to 
attain and be defined in terms of, irrespective of methodology. 
It was shown how these simple philosophical requirements can, in practice, evolve into design 
specifications. These requirements can come in differing domain forms, usually a choice 
between the time and the frequency domain. Additionally, requirements for frequency domain 
stability margins, and more implementation oriented requirements of low controller complex- 
ity and controller portability have been described. 
Traditional controller functions, derived from the practical requirements a pilot has whilst fly- 
ing an aircraft, have been separated into three categories - stability augmentation, control aug- 
mentation and autopilot function. Again, as these are mission and aircraft control problem 
related, they are not method specific. The way in which classical control has been used to solve 
some of the particular problems associated with each of these functions has been summarised, 
as most aircraft control engineers are aware of these design concepts. Any alternative method 
of design should be able to be used to address the three control ideologies, but it is an added 
bonus if the method can be explained in terms that are familiar or understandable to classical 
control engineers. 
The use of classical controllers on modem aircraft show that even the most complex systems 
can be designed using traditional concepts. The resulting systems perform well and are porta- 
ble. However, design times are found to be increasing as aircraft system complexity increases, 
and the controllers are not as robust to parameter variation as their designers would like them 
to be. The small handful of modem controllers currently implemented in aircraft systems are 
very robust and required low design time to produce. However, method visibility and control- 
ler portability were lost when implementation and maintenance issues became important. 
The experiences of the VAAC Harrier, and of the STOL demonstrator at Wright Patterson 
show that some synthesis is required between these two, currently distanced, schools of 
thought. Issues of implementation, controller order and complexity, visibility and portability 
are becoming more important than ease of linear design, this last consideration only accounts 
for a small part of the total design process. 
A variety of modem methods were examined in order to determine whether any of them 
address these concerns and provide a middle ground for aircraft control system designers. 
Importantly, no particular method stands out, as all have their strengths and weaknesses. 
Impressive results, though, have been attained where a multiplicity of methods have been used 
to provide some form of synthesised methodology that uses the best aspects of each method. 
This chapter has shown that in order to implement a modem control methodology in a tradi- 
tional aircraft control system design environment, four things are essential: 
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i. A control problem that requires its use. This implies that classical control has failed, either 
by being unable to provide a solution, or by it taking too long or proving too complicated to 
do so. 
ii. Easy to use software with a quick designer's learning curve. 
iii. Visibility of the method from the designers point of view. This implies that although the 
method may be new and the software used is a 'black box' mathematical package, the 
designer should be able to understand how a change in a design input is going to affect the 
dynamic behaviour of the aircraft. 
iv. A portable solution that is as simple as is practically required. Once the design is complete, 
other designers should be able to look at the system and alter gains and loops within it with- 
out having to consult the original designer or doing a complete re-design. 
In order to satisfy the second objective of this thesis, these four aspects of one modem method 
will be demonstrated. As a representative modem method that is in limited industrial use but is 
still not entirely visible to the general aircraft control engineering community, EA will be 
examined with a view to exploring the differences and commonalities with classical control. 
The intention is to demonstrate that a synthesis between the methods can be formed to produce 
a more versatile and practical design tool, satisfying the four points above. 
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Chapter 3 
Eigenstructure Analysis 
3.1 Introduction 
The modem control design method known as eigenstructure assignment (EA) has its roots in 
the description of a system in terms of its dynamic modes. The analysis of these modes can be 
termed eigenstructure analysis, and a full understanding of a system can be gained by an 
exploration of its eigenstructure - the collective of its eigenvalues and eigenvectors. 
The aim of this chapter is to explore aircraft system eigenstructure in order to gain an appreci- 
ation of the relationship between the mathematical notions of eigenstructure and the physical 
understanding of aircraft dynamics. This will facilitate the ease with which a designer who is 
unfamiliar with EA can visualise this interaction during analysis of a system or synthesis of a 
controller. 
Traditionally, aircraft dynamics have been examined largely through the use of frequency 
domain metrics, and this chapter will demonstrate a new, additional analytical philosophy that 
can be used to obtain a fuller understanding of controlled dynamic systems. It will also be 
shown that this new method of analysis can sometimes prove more useful than traditional anal- 
ysis. 
3.2 Basic linear dynamics 
The mathematical description of any real system can take many forms. These are derived from 
the ordinary differential equations (o. d. e. 's) that can be used to describe a linearised model of 
the real (non-linear) system. 
With the type of aircraft problem that we are addressing in this thesis most, if not all, of the 
states of the aircraft are dependent on each other. Hence, for an aircraft with n varying states, 
we can obtain n o. d. e's, each with n independent variables that will adequately describe the lin- 
ear, time-invariant behaviour of the real aircraft. This set of equations inherently contains the 
dependent behaviour of each state on all the others. 
In classical SISO control design techniques, only one of the o. d. e's is usually considered at any 
one time. Any text on classical control methodology (see [6], [13] and [27] and for a compre- 
hensive overview) will explain the use of Laplace transforms and the transfer function 
approach to solving o. d. e. 's that describe aircraft. The time behaviour of a dynamic system can 
be determined using either these transfer function representations of o. d. e's or the o. d. e's them- 
selves. The components of this time behaviour will be examined first, and a generic represen- 
tation given that will be used to compare Laplace transform analysis with eigenstructure 
analysis. 
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3.2.1 The role of aircraft dynamic modes 
When considering the time behaviour of any linear system to an input or an initial condition in 
the time domain, it will transpire that certain dynamic modes of behaviour exist. In conven- 
tional aircraft longitudinal dynamics, two modes exist. The short period pitching oscillation 
(SPPO) mode is characterised by a second order highly damped pitching oscillation about the 
centre of gravity of the aircraft. The phugoid mode is characterised by a lightly damped second 
order oscillation in aircraft airspeed and height. 
In conventional aircraft lateral dynamics, three modes exist. The roll subsidence mode is a 
non-oscillatory, highly damped mode characterised by aircraft rolling motion. The Dutch roll 
is a lightly damped, oscillatory mode involving roll and yaw, and the spiral mode is a non- 
oscillatory, but very slow mode, that involves roll, yaw and sideslip motion. 
Aircraft dynamic motion is therefore known to be a linear combination of first and second 
order modes. Thus, for illustration, the time response of a stable aircraft motion output y(t) to 
an arbitrary initial condition and input can be written as a generic combination of a first order 
mode, a second order mode and a constant value: 
y(t) = M. e"' + M2e-""sin (02t + a) + M3 
The resulting time behaviour to an arbitrary input is shown in Fig 3.1 as a combination of these 
three modes. Each of these modes can be defined by two things. 
The first is a relation that changes with time (transient behaviour). In the case of the first term, 
the value of a, will define the rate at which that mode will exponentially decay, which can be 
related to a time constant. In the second term, this is complicated by the fact that a time term 
appears in two places. The value of (; 2 will define the rate of decay of the mode, but this partic- 
ular mode is oscillatory, and the frequency of oscillation is defined by (j)2. Ile third mode has 
no time dependency. In classical control engineering, the values -a, and --a2 ± a)2, define the 
poles of the aircraft system. In state-space terminology, these are the eigenvalues of the aircraft 
system. 
The second component of each mode is a magnitude related to the residue of the mode. More 
specifically, what matters is the relative magnitudes MI, M2 and M3. These directly influence 
-M3 
Mle 
M2e sin (W2t + (X) 
= 
M3 
Y(t) 
12345 Time (s) 
Fig 3.1: Generic time response 
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the prevalence of the three modes in the behaviour of this particular dependent variable. y(t). If 
MI, for instance, had a large value, whilst M2 and M3 had comparatively small values, it 
appears intuitive that no matter what the values of cr2 and 032, the behaviour of Y(t) will be 
almost solely dependent on the value of MI, and the mode, of which M, is a constituent, would 
be the dominant mode. In all cases there would be a steady state of M3, which does not decay. 
Thus, the behaviour of y(t) is a linear mixture of the behaviours; of the three modes, and the 
magnitude that prefixes each mode determines the relative influence of that mode in the time 
response - this is the extent to which the mode is coupled to the output. 
This concept of coupling is extremely important to control design, as an understanding of the 
contribution of each of the modes to an output response has extreme bearing on the perform- 
ance of a system. Thus, altering this coupling is of fundamental purport in feedback design. 
In classical control engineering, the residue of a mode is dependent on two things, the poles 
and the zeros of the system. In modem control engineering, with a multi-input, multi-output 
(MIMO) model, the dependent variable y(t) is an element in a dependent vector y(t), and the 
residue of each mode is given by the eigenvector of the mode. 
The 4th order linear model of the Research Civil Aircraft Model (RCAM) will now be exam- 
ined to describe the modes that it contains, and the way in which their nature can be identified 
through the use of both classical analysis and eigenstructure analysis. 
3.3 Time response and classical analysis 
A very good expos6 of how modes can be described using classical terminology can be found 
in Maddock's book on poles and zeros [28]. It must be remembered, however, that when using 
classical methods, the Laplace transfer functions that are used to describe a system relate to 
input-output behaviour. and their superficial examination can only give a qualitative descrip- 
tion of the homogeneous aspects (the aspects that are only affected by initial conditions, not 
extemal inputs) of system response. For a quantitative description, this state space representa- 
tion of the system is potentially more visible, and is certainly quicker. Nevertheless, detailed 
and sometimes tedious analysis of the Laplace transfer functions can still reveal this mode-out- 
put behaviour. 
3.3.1 The mode-output relation 
There is no guidance in any of the mainstream literature on the classical analysis of the quanti- 
tative relationship between the dynamic modes and the outputs of a transfer function. How- 
ever, the following example, based on analysis done in [28], demonstrates that a description is 
nevertheless possible. 
The tailplane demand to pitch rate transfer function of the RCAM 4th order longitudinal 
dynamics (Model I in Appendix A) is given by 
q (S) = -2.44s(s 
+ 0.596)(s + 0.062) (3.2) 
ST (s 2+1.66s + 1.92)(s 2+0.023s + 0.0 16) 
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0.8- 
0.6- SPPO pole 
0.4- Phugoid pole 
0.2- 
0 
-0.2 cz E -0.4 
0.8 -0.6 -0.4 0.2 0 
Real 
Fig 3.2: Pole-zero map for the open-loop system 
Following the analysis described by Maddock [28], the pole-zero map of this transfer function 
is shown in Fig 3.2. The values of the poles and zeros are shown in Table 3.1. 
Table 3.1 Poles and zeros of the tailplane to pitch rate function 
0 
Zeros -0.596 
-0.062 
Poles -0.83 ± 1.1 Ij 
-0.011 ± 0.1 26j 
Gain -2.44 
Each of the two modes of the system can be seen by its representation as a pair of complex 
poles on the pole-zero map in the figure. The effect of each of these modes in the time response 
of pitch rate is given by the magnitude of their residues. In simple terms, this residue is given 
by: 
Ri = 
Product of displacements from each zero to the i th pole (3.3) 
Product of displacements from each other pole to the i th pole 
Thus, the value of the residue is dependent on the location of the poles and zeros of the system. 
The further a particular pole is from the remaining poles and the closer all the zeros are to that 
pole, the smaller the residue of the corresponding mode. The latter relation is especially impor- 
tant. Note that if a single zero is very near a mode pole, the residue of that mode will be small, 
despite the position of other poles and zeros. Taking this effect to its logical conclusion, if a 
zero sits atop a pole, the corresponding mode will not participate in the output response. That 
mode will be decoupled from that output. 
The parameters described in the generic time response given in (3.1) can now be further quan- 
tified. For any mode for which i is an index, and is designated by the pole - ai +jcoi, where R, 
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Table 3.2 Residues of the homogeneous behaviour 
Mode Residue 
SPPO 0.496 + 0.089j 
Phugoid 0.004 + 0.021j 
is the complex value of the residue, the time response to an initial condition can be determined 
[281 for any output y(t) by the equation: 
y(t) = [RI + R2e-a 
2'+ 12jR31 e --O't sin (Co3t + Z2jR3)]Y(O) (3.4) 
The sign of a residue of a real pole is also given by the relative location of that Pole. An odd 
number of poles and zeros to the right of the pole means that the residue should be negative, 
and an even number denotes a positive residue. The residues of the modes present in the homo- 
geneous pitch rate behaviour of this system can now be determined using Fig 3.2 and equation 
(3.3). It is a tedious process to work these out, and they are given in Table 3.2. With complex 
modes, the magnitude of a residue determines the prominence of that mode in the response and 
the phase of a residue determines the position in time of the response. 
The residues and the poles can be used to determine an expression for the time response. From 
equation (3.4), the homogeneous component of pitch rate is 
q(t) =[1.007 e-0*8303'sin ( 1.108 t+1.39) + 0.043 e -0.011t sin(O. 126t + 0.187)]q(O) (3.5) 
Fig 3.3 shows both this equation and the actual response (obtained using simulation of the full 
aircraft dynamics) of the aircraft to an initial pitch rate of I degs-1. There is no difference 
between the two plots. This residue calculation based quantitative method can therefore pro- 
vide a description of mode-output behaviour from a transfer function. However, it is labour 
intensive. requiring the use of residue determination. 
rA 
in. 
Time (seconds) 
Fig 3.3: Analytical and actual response to 1 
degs-I perturbation in pitch rate 
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3.3.2 The input-output relation 
For the tailplane to pitch rate relationship, the only addition to the analysis of mode-output 
behaviour described in the previous section is an extra pole (usually at the origin, to signify a 
step demand) that must be placed onto the pole-zero map. Residues for the modes can then be 
calculated as before. However, it is usual, and quicker, to use inverse Laplace transforms to 
solve for the time response. The method can be found in any engineering mathematics text- 
book. We begin with the transfer function of the output function for a step input in tailplane 
demand. Assuming zero initial conditions (pure forced behaviour), where 
BT(S) =1 (3.6) 
s 
q(s) = -2.44(s 
+ 0.596)(s + 0.062) 
(s 2+1.66s + 1.92) (s 2+0.023s + 0.016) 
(3.7) 
This equation first has to be separated into partial fractions 
q(s) = 
0.797s-1.096 0.797s + 0.038 (3.8) 
(s 2+1.66s + 1.92) (s 2+0.023s + 0.016) 
and inverse Laplace transforms can be used to determine the step response, 
q(t) = (0.797cos(I-109t)-l. 584sin(I. 109t))e -0 * 8303t (3.9) 
- (0.797cos(O. 126t) + 0.226sin(O. 1261))e 
0*0111 
A simpler solution can be obtained by first factorising equation (3.9): 
- 777721ý 0.797 1.584 -0.83031 
q(t) = 
(-rO. 7972+1.584 -- ;; 2- --S( 
1.109t)- 
2+ 2 sin(I. 109t))e (3.10) 5842 40.7 . 594 
TO. 
797 1.594 
-2 0.797 0.226 -0.0118 (0.797 + 0.2262)( -- cos(O. 1261) +2 sin(O. 126t))e 
vFO. 7972+0.226 
2 
OF7972 
-+0.226 
Trigonometric identities can then be used to neaten the solution. Let 
sinA = 
0.797 
=, cosA = 
1.584 
-, sinB 
0.797 
-,, 
0.226 
JO. 
797 2 +1.584 
JO. 
797 2 +1.584 
2-2 COSB 22 JO-. 7972 + 0.226 AfO. 797 + 0.226 
Then, 
q(t) = 
(ý0.797 2 
+1.584 
2)( 
sinA cos(I. 109t)-cosA sin (I. 1091))e 
-0.8303t 
-( OF797 
2 
+0.226 
2 )( 
sinBcos(O. 126t) + cosBsin(O. 126t))e-o'ol 
It 
q(t) = 
JJO. 797 
2 
+1.594 
2)sn 
(A-1.1091)e 
-0 * 8303t 4JO. 797 
2+0.226ý)sin(B 
+ 0.1261)e-o*ol 
lt (3.12) 
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q(t) = 1.773 sin (0.466-1.109t)e-o* 9303'-0.828sin(I. 295 + 0.126t)e -0.011t (3.13) 
This equation, along with the simulated response of the transfer function to aI degree step 
input in tailplane deflection, are plotted in Fig 3.4. The two plots are identical. The Laplace 
transform method to determine the relationship between system modes and system outputs is 
therefore accurate enough when applied to systems with inputs. Although calculation of com- 
plicated transformations - such as partial fractionation and inverse Laplace transformation - 
can be aided by using mathematical software such as MAPLE, it still takes time to determine 
the step response equation, and this is for just one input-output loop. 
-0.4 
-0.6- 
-0.8- 
-1.4 0 10 
Time (seconds) 
Fig 3.4: Analytical and actual response of pitch 
rate to aI deg step demand In tailplane 
This section has shown that simple residue analysis or Laplace analysis of an input-output 
transfer function can provide a quantitative description of the mode-output coupling and a 
input-output behaviour of a SISO system. In order to provide a better understanding of the 
entire MIMO system however, this process should be repeated for a multitude of input-output 
loops. It becomes increasingly time consuming to do this, as the number of functions being 
considered can be large. Hence, despite the relatively easy analysis that can be performed by 
using input-output functions, the increasing level of cross-coupling in current aircraft systems 
is making this avenue of analysis time-consuming. 
3.4 Time response and eigenstructure analysis 
In Section 3.2, the role of the ordinary differential equations that describe a system and their 
relation to the time response of that system were explored. In modem control, these equations 
are grouped together in matrix form, and the behaviour of the dynamic system can now be cat- 
egorised more easily. This form is the commonly seen state-space representation of a linear, 
time-invariant dynamic system: 
x= Ax+Bu 
Cx+Du 
where Ac 9t"xn, BE 91nxo", CE 91px", Dr. 9tpxm 
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D 
Input B State C Output 
space space space, 
UxY 
A 
Fig 3.5: Mapping of linear dynamic relations 
The most important of these matrices, A, describes the internal dynamics of the system. The B 
matrix merely describes the distribution of the external inputs u (input-space) to this system to 
the states x (state-space), and the C matrix defines how the states can be observed as outputs y 
(output-space) of the system. A schematic description of this representation of a dynamic sys- 
tem is shown in Fig 3.5, and the more commonly used block diagram form is shown in Fig 3.6. 
The importance of the state space cannot be over-stressed, as the mapping of the state-space 
onto itself through the A matrix represents the main influence on the behaviour of a system. 
The fundamental nature of A (and its interaction with B and Q forms the basis of EA, and as 
such, a detailed exposition of this nature is essential to our understanding of the system. 
The A matrix can be further decomposed into its constituent eigenvalues and eigenvectors - its 
eigenstructure. The derivation of these can be found in any standard text on linear systems or 
state-space techniques in mathematics. Let the n eigenvalues and eigenvectors of the system be 
defined by: 
A= [11 2,1 ... ),. 
] (3.16) 
and V= IVI ... Vi ... V-1 (3.17) 
where AV= VA (3.18) 
The eigenvector set given in (3.17) is a basis set for the state space x. The aircraft states can at 
any time be expressed as a linear combination of the eigenvectors of the system. These eigen- 
vectors are also called the right eigenvectors of the system. The left, or dual basis, eigenvectors 
DI 
ufx 
ýA- 
Fig 3.6: Block diagram description of dynamic relations 
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of the same system are given by W, where 
WA = AW 
WT = IWI ... Wi ... W-1 
(3.20) 
Solving the state-space equations given in (3.14) and (3.15) yields an expression for the time 
response that can be broken down to provide a direct link between the eigenvalues and eigen- 
vectors of the system and its time response: 
nt 
C viwi Te 
I't 
X0 +I CvjwiTf e 
; L, (t - t) Bu(, c)dr 
1-1 0 
V- ,--I homogeneous forced 
(3.21) 
It is clear from this equation that there are two components to the time response. The first is 
dependent on the initial conditions of the system, and is called the homogeneous component; 
the second is dependent on an input to the system, and is called the forced component. The 
entire time response of a linear system thus depends on four variables: 
i. The eigenvalues of the system, 7. i 
ii. The eigenvectors of the system, vi. wi 
iii. The initial conditions of the system, xO 
iv. The inputs to the system u(r) 
Each of these variables plays a part in the determination of the time response, and dictates the 
overall effect that modes and inputs play in the output response of the system. Each of the two 
components in (3.21) can now be examined and compared with their respective classical anal- 
ysis. 
3.4.1 Identifying the modes of a system 
We can use Model I in Appendix A (RCAM 4th order longitudinal dynamics) to provide a 
complete understanding of the aircraft's internal system dynamics. 
The eigenvalues of the aircraft dynamics are shown in Table 3.3. It can be seen that although 
there are four states in the system, there are only two modes in its dynamic behaviour. With a 
Table 3.3 Modes of the open-loop system and associated characteristics 
Mode Eigenvalue Damping Ratio Frequency (rads") 
1 -0.8303 ± 1.108 Ij 0.6 1.3846 
2 -0.0114 ± 0.1259j 0.09 0.1264 
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knowledge of basic aircraft dynamics, it is possible to link these eigenvalues to particular 
modes. It is known that the phugoid and the SPPO are the two oscillatory modes that are char- 
acteristics of aircraft longitudinal motion, and that the phugoid is usually defined by a much 
lower frequency and damping ratio than the SPPO. 
It may in some aircraft models be difficult to obtain a detailed understanding of how the 
dynamic modes of an aircraft interact by solely examining the eigenvalues of a system. The 
only way that each of the modes in such a system could be attributed to specific aircraft char- 
acteristics would then be by a subsequent examination of the magnitudes of the elements of the 
right eigenvectors of the system. For this example, these are shown in Table 3A. 
Table 3.4 Right eigenvectors of the open-loop system 
States Mode I Mode 2 
q 0.0144 Z-1.08 0.0017 ZO. 22 
0.0104 Z-0.15 0.0131 Z-1.44 
0.0152 ZO. 25 0.9895 ZO. 41 
0.9997 Z/0.36 0.1439 -/0.37 
The eigenvectors for a mode are read vertically down the table. As these modes are both com- 
plex, they can have been described by their magnitude and phase (in radians) components. In 
later chapters of this thesis, emphasis during analysis and design will be placed on the magni- 
tudes. It can be seen that Mode I is characterised by a large interaction with w, a standard char- 
acteristic of the SPPO. Mode 2 is characterised by large interaction with u, and comparatively 
little w, typical of the phugoid. Note that the dimensionality of the states being compared must 
be taken into account in the comparison of eigenvector elements, as u and w are in ms-1 and q 
and 0 are in rads-1 and rad. The two modes can now be designated as shown in Table 3.5. 
Table 3.5 Mode designation 
Mode Eigenvalue 
I SPPO 
2 Phugoid 
Table 3.6 Left eigenvectors of the MIMO open-loop system 
States SPPO Phugoid 
u 34.8 _/1.22 13.8 _/1.16 
w 0.85 ZO. 94 39.1 ZI. 16 
q 0.088 ZO. 24 0.51 Z-0.27 
0.50 Z-0.51 0.33 ZI. 14 
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Information can also be gleaned from the magnitudes of the rows along the eigenvectors In 
Table 3.4, for instance, the much larger factor of involvement of Mode I than of Mode 2 in q 
shows that when the two modes are exited, q will be dominated by Mode 1, and its time 
response will describe similar dynamics to Mode 1. The larger the magnitude separation 
between modes, the more likely to be true this is. 
Although most aircraft systems can be examined easily using traditional methods, using eigen- 
structure analysis can allow for a comprehensive examination of the modes of any non-con- 
ventional aircraft system, including an understanding of which states and outputs they interact 
with. This enhances the designer's knowledge of the system considerably, without any require- 
ment for any prior information about the nature of the modes involved. 
Thus, eigenstructure analysis is a tool that can be used to examine the nature of the modes of a 
system quickly. Classical techniques fare equally well with conventional aircraft systems, but 
as we will see later on, more complex techniques of design can benefit from a knowledge of 
the use of eigenstructure analysis. 
The use of more quantitative methods of time response analysis will now be explored, with a 
view to forming a more precise description of eigenstructure analysis and how it relates to 
classical time response analysis. 
3.4.2 The mode-output relation 
In a regulation situation, there is no forced input to the system, and as such, disturbances 
(approximated as an initial condition) to the system will play a major part in the time response. 
Again, the response of the system can be generalised by equation (3.1): 
Y(t) = M, e", + M, e -. Ot sin(cot + a) + M3 (3.22) 
Comparing this with the homogeneous component of equation (3.21), it can be seen that the 
time dependent components (ap (Y2 and o)2) of this response, which were the poles of the sys- 
tem in classical terminology, here define the eigenvalues of the system. The determination of 
the values of the residues, on the other hand, is somewhat more complicated. When consider- 
ing a system with no external inputs, it can be seen from (3.21) that the residue vector of each 
mode is given by the product of the initial conditions of the system with the left and right 
eigenvector of each mode. Thus, since the extent to which each mode is coupled to each state 
is dependent on the residue vector, this coupling is inherently dependent on the eigenvectors of 
the system. 
Note that this mode-state coupling can in assignment, as with analysis, be determined qualita- 
tively by the right eigenvectors alone. Equation (3.21) shows that the residue of each mode in 
response to an arbitrary initial condition is directly proportional to the right eigenvector, by a 
scalar factor of wT iX.. Thus, the initial conditions and left eigenvectors of the system only 
affect the magnitude of the mode-state coupling, whilst the right eigenvectors affect the rela- 
tive effects of each mode on the states. 
In order to visualise more comprehensively the coupling of the modes with the outputs, the 
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mode-output coupling vectors are defined as CV Thus, Cvi defines the effect of the ith mode on 
the outputs, rather than on the states, of the system. 
To apply this analysis to a numerical problem, let us consider the tailplane to pitch rate func- 
tion of our example system again. For any mode for which i is an index, and is designated by 
the eigenvalue - aj + jo),, and where r, is the complex vector containing the values of the resi- 
dues, the time response can be generalised for the output vector y(t) by the equation: 
y(t) = r, + r2e-(l 2t+ l2r3le --G'l sin ((03t + Zjr3) (3.23) 
T 
where r, = Cvjwjxo (3.24) 
If only one transfer function loop is being examined, however, these vector equations can be 
reduced to a pseudo-SISO scalar equation: 
Yk(t) = [r, + r2e --at + l2r3l e --a 
t 
sin ((03 t+ Zjr3) ]XOk (3.25) 
T where ri = CkVkiWki (3.26) 
and vki is the kth element of the 0 vector and Ck is the kth row of the C matrix. k is the index of 
the output being examined. Thus, for this SISO description, all the information required to 
determine an exact expression for the airspeed output is contained in the eigenvalues and 
eigenvectors (given in Table 3.4 and Table 3.6), giving a response of- 
q(t) = [1. Oole -0.83031 sin(1.108t+ 1.43) +O. 046e-o«olltsin(0.126t+ 0.193)]q(0) (3.27) 
It can be seen that this equation is comparable to (3.5), where residue based analysis was used 
to derive the same equation from a transfer function description. However, it is noticeably 
quicker to use eigenstructure elements to derive this equation, with exactly the same end result. 
Furthermore, it is a simple matter to use the full eigenstructure system description to derive a 
time response that includes the interaction of all the other states of the system. This can be 
done by simple vector multiplication, as shown in (3.23), instead of the time consuming resi- 
due analysis of each individual input-output transfer function of the system that would be nec- 
essary for a classical analysis. 
A comparison of the responses of pitch rate to a perturbation of I degs-1 as determined by resi- 
due analysis of the q181(s) transfer function, q(t) as determined by eigenstructure analysis, and 
q(t) as determined by full system linear simulation is shown in Fig 3.7. It can be seen that there 
are no discernible differences in the three plots, as both methods of analysis have provided 
accurate solutions. 
This shows that a knowledge of the eigenvalues and the eigenvectors of the system can be used 
to produce an accurate expression of the homogeneous component of the time response. In 
terms of speed this is preferable over the development of the response from a transfer function 
description. 
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Fig 3.7: Response to 1 degs"I perturbation in pitch rate - from residue 
analysis, elgenstructure analysis and simulation 
3.4.3 The input-mode relation 
The effect that the inputs to the system have on the modes of the system is a phenomenon that 
is not explicitly accounted for in classical SISO analysis. Using the left eigenvectors of the 
system, as defined in (3.19), the mode-input coupling vectors are defined by the columns of 
WB, where wjrB defines the effect that the inputs have on the ith mode of the system. This 
information is useful in determining which modes of the system are excited by which inputs. 
This result, in combination with the mode-output coupling vectors can then be used to deter- 
mine how these excited modes then alter the outputs of the system. 
The magnitudes of the input-mode coupling vectors of the RCAM 4th order open-loop dynam- 
ics are given in Table 3.7. It is immediately apparent that the tailplane is more involved in 
exciting the open-loop system modes than the throttle. Detailed examination of the tailplane 
input column shows that the SPPO mode is excited to a greater extent than the phugoid by an 
tailplane input. 
Table 3.7 Input-mode coupling vectors of the MIMO open-loop aircraft 
Modes Tailplane Throttle 
SPPO 85 19 
Phugoid 32 14 
This input-mode analysis is found to be very useful during EA. In some cases where using 
mode-output vectors does not appear to work, examination of the input-mode coupling vectors 
may provide evidence that the attempted eigenstructure cannot be attained because an input is 
exciting modes that the designer wishes to suppress. The way in which input-mode coupling 
can be used in aircraft control system analysis and synthesis will be demonstrated in Chapter 7. 
3.4.4 The input-output relation 
Unfortunately, the input-output relation of a system is not as easy to visualise with eigenstruc- 
46 
Eigenstructure Analysis 
ture analysis as it is with classical analysis. From (3.21), it can be seen that the input behaviour 
is governed by a convolution integral. For a complicated input, such as a time-varying tracking 
task, this integral is difficult to determine analytically. 
MacFarlane [29] offers one interpretation of the convolution process. He says that: 
"A system input u is coupled into the ith mode by forming an inner 
product wiTBu(t). This component function of time is then convo- 
luted with the characteristic exponential motion associated with the ith 
mode to get another component function of time e 
X, (t-11) WjrBu(t). The 
output is then assembled as a sum of motions along the output-space 
vector CYj. " 
This statement implies that although the left eigenvector wi T is involved in the convolution 
process, it mainly serves to facilitate as a means of describing where in time along the mode- 
output coupling vector CY, the outputs currently are. The inner product term wi T Bu(t) serves 
as a scaling factor to the mode-output coupling vector Cv,. 
Thus, the right eigenvectors of the system, as components of the mode-output coupling vec- 
tors, can be used to provide a measure of the magnitude of the residues of the forced compo- 
nent of the output response, and it is for this reason that they are fundamental components in 
the use of EA to assign a closed-loop system with desired dynamic behaviour. 
3.5 Conclusions 
This chapter defined the concepts of dynamic modes, eigenvalues, eigenvectors, eigenstruc- 
ture, residue and coupling. These concepts are fundamental to both eigenstructure analysis and 
assignment. The more involved concepts of input-mode, mode-state, mode-output and input- 
output coupling have also been detailed in this chapter, as their importance to future develop- 
ments in this thesis is paramount. 
It has been shown that the various ways in which Laplace transforms and pole-zero notation 
are used in the description of the time response of a system can be equated to eigenstructural 
terminology and ideas. This is important for designers who require a connection between clas- 
sical concepts and eigenstructure theory, as it makes the latter more accessible. 
It has been shown that potentially, there are instances. where classical concepts of modes are 
insufficient to visualise the interaction or coupling of the modes of a system with its states and 
outputs easily. These include unconventional aircraftý where classical analysis by means of 
using the residues of the transfer functions will take a long time. 
Eigenstructure analysis adds a measure of system dynamics that can enhance a designer's 
understanding of some of the interactions of the system, beyond classical techniques. The 
strength of eigenstructure analysis lies in its ability to describe input-mode or mode-output 
interaction easily. Eigenstructure analysis is a lot quicker, having the advantage of being able 
to tackle a MIMO system in the same amount of time as a SISO system. As MIMO results take 
all system interactions into account, using eigenstructure analysis is advantageous for mode- 
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output analysis. If input-output interaction is required, further analysis is possible, but the 
results are not as easily visible or readily quantifiable as they are in classical analysis of trans- 
fer functions. 
New developments in this chapter are: 
The description of a modal system of analysis. It has been demonstrated that there is a way 
of analysing aircraft system dynamics that enhances understanding, by the use of both 
eigenvalues and magnitudes of the eigenvectors of the system. Using this eigenstructure 
analysis allows the designer to examine dynamic modes in great detail by looking at the 
columns of the eigenvectors of the system. This allows an appreciation of the dependency 
of each of the outputs or states of the aircraft on each dynamic mode. 
Explanation of the role of the rows of the eigenvector matrix. This chapter has shown that 
the relative interaction of each mode within each output can also be examined. This new 
result means that the examination of the rows of the unscaled eigenvectors of a system can 
provide a clearer understanding of the final time response of the system than was previously 
achieved. 
These results identify the practical benefits of using EA, which have been overlooked in 
some previous methodologies which involved scaling or normalising the eigenvectors. 
Scaling whole rows of the eigenvector matrix might be useful in order to compare outputs 
that have differing physical units of measurement, but should not be pursued otherwise. 
The analysis of system eigenstructure has been developed so that the designer will now be able 
to examine each dynamic mode in terms of its eigenvalue and corresponding eigenvector, each 
state or output in terms of its constituent modes, and the extent to which a mode is excited in 
terms of input signals. This provides a useful extra tool for describing aircraft dynamics. When 
combined with EA, it becomes a vital part of the design process. A knowledge of aircraft 
dynamics gained through the use of eigenstructure analysis can thus assist in producing a good 
control system. 
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Chapter 4 
Eigenstructure Assignment 
4.1 Introduction 
Eigenstructure analysis showed that the time response of an aircraft system is dependent on a 
variety of things. Two of these that can be altered to affect closed-loop aircraft dynamics are 
the eigenvalues and eigenvectors of the system. This process of alteration is called eigenstruc- 
ture assignment (EA). 
Although eigenvalue placement techniques have been in general use in both classical and mod- 
em methods for decades, eigenvector assignment is a fairly recent development. In [30], 
Moore demonstrated that there was design freedom available beyond eigenvalue assignment. 
Since then, the method of EA has developed into various forms, and the choice of form 
depends on the preference of the designer. Comprehensive mathematical references for the 
development of the method over the years can be found in [32] and more recent usage of meth- 
ods of EA in Europe is described in [3 1 ]. 
At its most basic, EA is a method of obtaining a feedback controller to solve control problems 
involving conventional stability and performance requirements. It is representative of some 
modem control methods, being time-based in nature, and involving mathematical notions that 
may be unfamiliar to an engineer who has to use the method to generate a controller design in 
lieu of classical methods. 
The use of EA in aircraft flight control problems began with Andry et al. [33] for the lateral 
dynamics of the L-1011 aircraft. Since then, EA has been used in various theoretical design 
exercises for aircraft, but its practical usage has been given credence by its use at Airbus 
Industrie [21]. 
I Direct eigenstructure assignment I 
I Left eigenstructure assignment I 
I Aircraft regulation system design I 
I Aircraft command tracking system design I 
I Gain suppression I 
I Dynamic control I 
Fig 4.1: Structure of this chapter 
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The aim of this chapter is to follow the development of EA, both mathematically and practi- 
cally, to the present day. This is essential in fulfilling the third objective of this thesis. This 
chapter follows the structure shown in Fig 4.1. First, the fundamentals of EA will be described, 
including the mathematical derivation of the method. Left EA, a relatively recent addition to 
the theory, will then be examined. The use of EA to provide desired performance for aircraft 
flight regulation and tracking systems will then be explored. The use of gain suppression will 
demonstrate some practical merits of EA, and the use of dynamic control to solve some prob- 
lems by extending the scope of EA will be detailed. 
Throughout, the ability of EA to satisfy most classical design requirements will be demon- 
strated. Some previously undocumented misconceptions about the usage of the method will be 
explained, and new results will also be added to improve the practicality of EA. New ideas to 
show that the method has limited flexibility in aircraft control will also be detailed. 
4.2 The control problem 
The methodology that is described here is primarily concerned with controllable and observa- 
ble linear, time-invariant MIMO aircraft systems of the form: 
i= Ax+Bu 
Cx+(Du) (4.2) 
Xx where Ae Wx", Br. 91"xm, Cr= %P ,De 
Wx'n; n is the number of aircraft states, p is the 
number of measured outputs and m is the number of aircraft inputs. 
In the case of most aircraft analysis and design, the D matrix contains entries only if accelera- 
tions are being used as outputs. The D matrix has been neglected from further involvement in 
computation in this thesis. If included, the matrix equations involved become too complicated 
for a simple algebraic solution to be developed and in simulation, it was found that any such 
entries in the models used in this thesis did not visibly affect dynamic behaviour. 
Simple EA can be used to produce a (p x m) static output feedback controller K, where 
Ky (4.3) 
The regulator design that results is shown in Fig 4.2. Tracking examples will be considered 
50, 
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later on, as these can be altered using feedforward methodologies, whereas regulator design is 
dependent totally on feedback. 
In the following analyses, the Moore-Penrose pseudo-inverse of a matrix is used if the matrix 
being inverted is not square. The system equations for the closed-loop dynamics are: 
i= (A+ BKC)x (4.4) 
y= Cx (4.5) 
As we have seen in the previous chapter, the homogeneous component of the time response of 
this aircraft can be described by 
Cvie )y wixo (4.6) 
It is assumed that, any prior transient motion being negligible, an initial condition can be used 
to simulate a 'small perturbation' in the system states. For a desired output response to con- 
form to a designer's closed-loop system performance requirements, control over the eigenval- 
ues and eigenvectors of the system is required. 
For aircraft, which conventionally have more outputs (p) than inputs (m), let a set of p desired 
self-conjugate eigenvalues and eigenvectors that define the behaviour of the desired dynamic 
modes of the closed-loop aircraft system be defined by: 
Ad "ý 
[Xdl 
- *%di *** 
Xdp] (4.7) 
and Vd = 
[Vdl 
... Vdi ... Vdp] (4.8) 
where the closed-loop system eigenstructure can be given by 
(A+ BKC)V = VAd (4.9) 
Hence, if a set of desired eigenvalues Ad and a set of final eigenvectors V are defined, (4.9) can 
be used to find the feedback gain K that will give this eigenstructure in the closed-loop system. 
4.3 Direct eigenstructure assignment (DEA) 
Various forms of direct eigenstructure assignment (DEA) methodology exist, from the first 
tentative steps in output feedback by Kimura [34] to its further development in aircraft applica- 
tions by Andry et al. [33] to current work in aircraft application theory such as that done by 
Sobel, Lallman and Shapiro ([35], [36] and [37]). In essence, all these methods are similar, and 
function in much the same way. They all require the designer to specify a set of desired eigen- 
values and eigenvectors for the design. and they all produce a proportional gain matrix control- 
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Determination of feedback gain matrix 
Feedback controller, K 
Fig 4.3: Schematic of DEA 
ler in a single run of a mathematical algorithm. The general path that these methods follow is 
as shown in Fig 4.3. Each of these steps will now be examined in turn. 
4.4 Specification of a desired eigenstructure 
Traditional design specifications for the response of a closed-loop aircraft system usually 
demand performance and robustness behaviour in a variety of ways (see Chapter 2). Some of 
the requirements are often conflicting, and not all can be transformed into method dependent 
inputs that EA can utilise easily. The most common design specifications for nominal perform- 
ance will be examined to determine how they will affect the choice of eigenstructure. 
4.4.1 Overshoot limits, rise and settling times of step responses. 
These are described in Fig 4.4. They can be translated into minimum frequency and damping 
ratio requirements of the eigenvalues that correspond to the desired closed-loop modes. Thus, 
if an output is required to attain a particular rise time, settling time and overshoot behaviour, all 
the dynamic modes that are involved in that output should be assigned the relevant frequency 
and damping ratio behaviour. Most aircraft problems have recognisable first and second order 
modes that can be analysed in the closed-loop aircraft system with ease. Effectively, this is 
simple pole placement. 
4.4.2 Decoupling criteria 
The philosophy behind EA is that whilst the designer is able to specify a set of desired closed- 
loop eigenvalues, Ads shethe is also able to specify exactly which elements of the desired 
eigenvectors Vd she/he would like to set to zero in order to induce decoupling in the closed- 
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Fig 4.4: Characteristics of the response to a step command 
Table 4.1 Example of desired closed-loop mode-state coupling vectors 
SPPO Phugold 
U0x 
wx0 
qx0 
00x 
loop system. This can be illustrated by the set of desired eigenvectors shown in Table 4.1. in an 
aircraft longitudinal system it would perhaps be desirable to have forward velocity and pitch 
angle unaffected in the long term by the SPPO mode of response. These elements should be 
specified as zero in the desired closed-loop eigenstructure. A similar situation occurs with the 
phugoid eigenvector. This process effectively deems the residues in equation (4.6) that corre- 
spond to these elements to be zero, and the consequent decoupling of the relevant mode from 
that state of the system can be seen in the time response of the system. 
There may also be instances when the designer wishes to remove the effect of modes on the 
outputs of an aircraft system. In this case, the desired vectors specified are the desired mode- 
output coupling vectors Td = CVd. An example of these are shown in Table 4.2, where we 
have only three outputs as shown and we might require aircraft height h and airspeed VA to not 
be affected by the SPPO in addition to wanting to decouple pitch rate q from the phugoid. 
Table 42 Example of desired closed-loop mode-state coupling vectors 
SPPO Phugold 
VA 0x 
h0x 
qx0 
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Thus, the reasons for using decoupling in EA are evident. However, many examples of EA 
design in the literature use coupling in the specification as well. There is a danger with this. 
Examining Table 4.2 again, it may seem that it is desirable to ensure that the phugoid is cou- 
pled to VA and h. This might entice us to specify '1' to these elements (as some designers do) 
instead of the x's shown. However, such a specification would mean that we were requiring 
airspeed to alter by I ms" for every I rn change in height. So, unless the designer is trying to 
fulfil an exact relation, non-decoupled elements should be left alone in the specification. 
4.4.3 Control activity minimisation criteria 
It is desirable to minimise control activity in order to produce a controller that uses as little 
energy as possible to achieve a given performance. In the design process, ensuring that the 
closed-loop eigenvalues and eigenvectors lie near the open-loop eigenvalues and eigenvectors 
has been one traditional way to ensure lower control activity. In practise, this is difficult to 
achieve for a variety of reasons. 
Closed-loop eigenvalues can be assigned easily, but with EA, the designer is only able to 
assign max(n4p) eigenvalues [38]. The remaining [n - max(n; p)] closed-loop eigenvalues 
cannot be assigned by the closed-loop system, and may be considerably removed from the 
open-loop system eigenvalues, and alternative eigenvalue choices may be required to pre- 
vent the unassignable eigenvalues from drifting from their open-loop value or even into the 
tight-half plane. 
Choosing a suitable set of eigenvalues to give required modal frequencies and damping 
ratios may inevitably result in large gains, as poles may need to be moved moderate dis- 
tances from their open-loop locations to provide the desired performance. 
Even if it were possible to assign all the eigenvalues and they could be assigned near the 
open-loop poles, eigenvector variations will cause gain variations. It is difficult to assign 
eigenvectors to atInear their open-loop values, as there is only freedom available to assign 
min(n4p) elements in each eigenvector [38]. 
Thus it appears that control activity can only be curtailed in the simplest sense, by using engi- 
neering judgement to reduce high gains by providing sensible demands on actuation, through 
reasonable design of the control system structure and by guided usage of the methodology. 
4.4.4 Steady-state error criteria 
This is similar to decoupling, where a perturbation in one output should not result in a large 
steady-state error in another. Decoupling the second output from modes that are excited by the 
first output will result in smaller or no steady-state error. However, this will only be valid at the 
design condition. Once the aircraft moves to another location in the flight envelope, it will be 
necessary to use integral action to maintain zero steady-state error. This will be dealt with in a 
later section. 
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4.4.5 Comfort criteria (acceleration limits) 
Comfort cannot be addressed directly in EA, but these requirements are related in part to con- 
trol activity, and keeping control activity low will ensure low accelerations of the aircraft. 
4.4.6 Robustness to parameter variation limits 
This cannot be dealt with using the simplest forms of DEA. However, later chapters in this the- 
sis describe how both stability robustness and performance robustness can be improved by 
using EA. 
Potentially, one of the most difficult aspects in the practical use of EA is the problem involved 
in transferring designer requirements into method dependent inputs - desired eigenvalues and 
eigenvectors. However, the transference of most time and frequency based specifications that 
may be found in sources such as the military specifications into a desired eigenstructure is 
quite visible, and with practice, becomes fairly simple. 
4.5 Determination of the achievable vector space 
This section explains some of the mathematics behind developing a solution to the DEA prob- 
lem, and is independent of any application to aircraft control. However, the limitation of air- 
craft systems will have a bearing on the application of the methods described here, and this 
aspect will be described at the end of the section. 
Although, as we have just seen, there are a number of variations on the specification of a set of 
desired eigenvalues and eigenvectors, there is a limited set of right eigenvectors that can actu- 
ally be used to construct modes specified by the desired eigenvalues. In short, once we specify 
a set of desired eigenvalues, we have limited mathematical freedom in the choice of vectors we 
can use to achieve these desired eigenvalues. Thus, it is required to determine this achievable 
vector space before moving on (Fig 4.3). From the eigenvector equation of the closed-loop 
system: 
(A + BKQ V VAd (4.10) 
For each desired mode in turn, 
(A+ BKC)vj ý XdM i ý-- I ... P (4.11) 
A v, - %div, + BKCvi =0 
Vi [A 
- 
Xdif : B] 
[KCv] 
=0 
So, from (4.13), 
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[ 
vi M [A - kdiI : B] KCv] 
E 
The null space of [A - Xdil : B] 
is a non-trivial solution to (4.13). Any combination of the span 
of this null space will provide a vector vi which, when used as an eigenvector, will produce a 
closed-loop system with the desired eigenvalue kji. Hence, this span is called the achievable 
vector space. The desired vector Vdi can be projected onto this achievable space to obtain an 
achievable eigenvector v, that retains the best possible closed-loop desired decoupling whilst 
giving the exact desired eigenvalue. 
This is illustrated diagrammatically in Fig 4.5 for a simple three dimensional state-space sys- 
tem. Note that there is only the freedom to choose two desired eigerivector elements, as the tý 
achievable vector space is composed of two vectors. Thus, if a three dimensional vector is 
desired, as shown in the figure, it is projected onto the achievable space, and the resultant is the 
nearest achievable vector that can be obtained to give the required eigenvalues. Further infor- 
mation on the freedom available in EA can be obtained from [391. 
Although the null space methodology described above is one that is commonly used, and was 
described by Andry, Shapiro and Chung [33], two other methods of determining the achievable 
vector space could be used instead. The first is derived from (4.11): 
(X, iiI-A)v, = BKCv, (4.15) 
vi = (XdjI-A)-lBKCvi (4.16) 
Thus, since the vector vi must lie in the space defined by the span of the columns of 
O'di, 
-A)- 
IB, (4.17) 
this matrix can be taken as a vector basis for the closed-loop eigenvectors of the system. The 
major advantage of using this matrix is that no null space needs to be calculated, saving on 
achievable vector 
Dimension 3 desired vector VI 
Vdi 
, VO, Dimension 1 
Dimension 2 
This achievable vector space, defined by 
the null space of 
[A 
XI B] di 
describes the set of points over which the 
desired eigenvalues can be realised. 
"W-Basis vectors for 
aclhli'sevable vector space 
Fig 4.5: Orthogonal projection onto a 2-D null space in a 3-D state space 
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computation. However, an inverse has to be calculated, which will cause problems if 
(Xdil-A) is singular. This will not occur if the designer ensures that none of the desired 
closed-loop eigenvalues are exactly the same as any of the open-loop system eigenvalues. 
The second alternative vector space has been described by Kautsky, Nichols and van Dooren in 
[40]. The purpose of this method of computing the vector space is to not invert any matrices. 
From (4.10): 
BKC = VAdV-I-A (4.18) 
The B matrix is now decomposed to give 
(4.19) [UO : U, 
] 
where UO and U, are unitary matrices. Substituting this into (4.18) gives two equations: 
T 
ZKC = UO(VAdV-'-A) (4.20) 
T 0=U, (VAdV4-A) (4.21) 
And from (4.21), 
T Ul()Ldil-A)vi =0 (4.22) 
To avoid a trivial solution of vi = 0, the achievable eigenvector must lie in the null space of 
the matrix UTj(Xdj1-A) . In practice, this space does not offer a better solution than the null 
space of [A - xd, l : B] , and involves extra computation in the decomposition of the B matrix. 
In all the above cases, if mode-output decoupling is required instead of mode-state decoupling, 
the desired vector is tdi = CVdi rather than Vdi and the achievable vector space must be pre- 
multiplied by the C matrix before any projection is performed. 
4.6 Projection of the desired elgenvectors 
As described in Section 4.4.2, the desired vector is usually chosen to reflect decoupling speci- 
fications between aircraft dynamic modes and aircraft states or outputs. This is depicted in the 
diagram in Fig 4.6. Here, decoupling goals are instilled in the desired eigenvector. The figure 
shows the same system as that in Fig 4.5. However, the requirement is that as well as having 
the desired closed-loop eigenvalue, we want this mode to be decoupled from Dimension 2. 
Thus, for this system, the only possible achievable eigenvector is given by the intersection 
between the achievable vector space (which is the only place where the desired eigenvalue will 
be produced) and the Dimension 1 /Dimension 3 plane (the locus of points which does not con- 
tain any component of Dimension 2). Since the desired eigenvector contains desired decou- 
pling information (i. e. a zero in the Dimension 2 row), it will lie on the Dimension I/ 
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Dimpnqion II A-i-l -'f., 
Dimension 2 
achievable vector 
V, 
Dimension 1 
space vectors 
Fig 4.6: Decoupling in a three dimensional state space 
Dimension 3 plane. 
4.6.1 Conventional projection 
The conventional method of projection in EA, such as that descfibed by Kautsky, Nichols and 
van Dooren [40] is quite simple. Let the achievable mode-state vector space be designated by 
Si where 
ISS^ IýX 
[A 
- XdiI : B] 
(4.23) 
This produces an (n x m) matrix for the vector space, Si. The achievable vector will span this 
space, whilst being approximately equal to the desired eigenvector. Hence, 
Vdi ý Vi ý Siq (4.24) 
where q is a projection vector. 
Let PVdi d (4.25) 
d vs 
li 
to separate the desired eigenvector into specified and unspecified components using a transfor- 
mation matrix P. The same must then be done with the achievable vector space, and the projec- 
tion now takes the form 
q (4.26) PSiq 
VN A (4.27) q 
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Thus, the projection problem is to choose a vector q that solves the minimisation problem 
inherent in (4.27). This can be solved by 
(S')-Iv s (4.28) 1 di 
which gives an achievable eigenvector from (4.24): 
-1 s vj = SI(si) v di (4.29) 
for mode-state coupling and 
Is csi(sis)- v di (4.30) 
for mode-output coupling. 
This procedure from (4.23) to (4.30) is followed for i=1,2 ... p, which produces the resultant 
eigenvector matrix V (or T= Itz ... ti ... tPI 
for mode-output coupling), which can be substi- 
tuted into (4.9) to give a static feedback matrix K for the closed-loop system. This system will 
have good nominal performance, owing to the decoupling considerations that can be intro- 
duced by the designer. 
4.6.2 The Inherently decoupled achievable vector space 
Fig 4.3 also describes a methodology for EA that does not utilise eigenvector projection. With 
this alternative, the resulting decoupled space can be determined in a computationally quicker 
way, as described in [41]. For each desired eigenvalue Xdi, the decoupled elements are inte- 
T 
grated into a row vector gi such that if Vdi ý [X X0 X] , gl= 
[00 10]. Thus, 
givdi = g, v, =0 for mode-state coupling and gitd, = giti =0 for mode-output coupling where 
the mode-output coupling vector t, = Cv,. Equation (4.13) can be rewritten for mode-state or 
mode-output coupling as 
- li B 16 B 
0] 
0, A ti 
KC 0 9, Kt]i 91 
and for a non-trivial solution, 
V, BI 
r= H 
Xil) B] (4.32) 
VIC: 
tt - 
kil 
00 
[KC 
0 
[Kit]i 
0 9, gi 
These null spaces can now be suitably partitioned: 
sl 2-ii BA- Xii)c-' B (4.33) 
si gi 0 gi 
59 
Eigenstructure Assignment 
This produces a matrix for the achievable vector space, S, without the need for projection. The 
dimensions of this space are given by the amount of freedom remaining after decoupling has 
been specified in gi. An aircraft system with n states [or p outputs] and m inputs has a resulting 
achievable space of dimension (n x (m-k)) [or (p x (m-k))], where k is the number of assigned 
elements in each vector. If k 2t m then there will only be one vector in the achievable space, and 
the method can no longer guarantee exact assignment of the desired eigenvector. 
Previously, this result has only been produced for mode-state decoupling. Here, it has been 
expanded for mode-output decoupling, increasing the practicality of using this vector space. 
Unfortunately, with mode-output coupling, this vector space can only be produced if p=n. If 
not, Si becomes a null matrix. In such a case, the vector spaces described earlier must be used. 
4.7 Determination of a feedback gain matrix 
As shown in equations (4.7) to (4.9), the matrix equations that describe the system can be rear- 
ranged to give an expression for the feedback gain matrix K, given an achievable set of right 
eigenvectors, V- 
(A + BKC) V= VAd (4.34) 
If mode-output coupling has been used, the achievable set of mode-output coupling vectors T 
must first be transformed into the achievable mode-state coupling vectors V, before equation 
(4.34) can be used. This is done through the simple relation V= C-1 T. The (m x p) feedback 
matrix K contains scalar relations between every output in C and every input in B. 
4.8 Properties of the achievable vector space 
The methods described above are all purely mathematical entities. Importantly, a practical 
problem is not as constrained as a mathematical one. A major feature of EA is in the use of an 
achievable space of vectors into which desired vectors are projected. An alteration in this space 
will result in a different set of ciosed-loop eigenvectors, and a different performance and 
robustness result. 
4.8.1 Variation of vector space with eigenvalue 
The achievable vector space is derived from the exact desired closed-loop eigenvalues of the 
system, Ad - Thus, altering the desired closed-loop eigenvalues will alter the space used 
for 
projection, and the performance and robustness result of the closed-loop system will alter. In 
most practical situations, the specification of exact eigenvalues is not necessary. A suitable 
range from which the eigenvalues are chosen can be defined to satisfy constrained frequency 
and damping ratio specifications. This introduces extra freedom to the design process, ena- 
bling system improvement by varying the overall system through a variation in eigenvalues. 
Possibilities of exploiting this will be explored later. 
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Table 4.3 Degrees of freedom available with DEA 
Specifications for an aircraft with n states, which conventionally has more outputs (p) than inputs (m). k is the 
number of specified elements in each desired eigenvector 
Number of eigenvalues that can be assigned P 
Number of eigenvectors that can be assigned P 
Number of outputs that can be used in feedback P 
Number of outputs that can be tracked M 
Number of specified elements in each eigenvector that can be assigned exactly M 
Number of specified elements in each eigcnvector that can be decoupled M-I 
Degrees of freedom available for robustness improvement m-k, k :5m 
4.8.2 Variation of eigenvector with choice of coupling 
Although it has previously been stressed that decoupling is what matters in EA, this is not an 
easy feat to accomplish mathematically. When computing the achievable eigenvector from the 
achievable vector space, it is necessary to couple at least one element of the desired eigenvec- 
tor, to prevent a null vector result. Thus, the amount of freedom available to decouple elements 
in traditional EA is actually of an order less than normally publicised, as one element must 
remain coupled at all times. 
This means that the choice of which element is coupled may reflect on the resulting closed- 
loop eigenvector and the resulting closed-loop system properties. This can be seen by examin- 
ing (4.26): 
ss (4.35) 
[Vd 
- PSiq = 
Is, 
-Isll 
q 
V -] d 
If the specified and unspecified components of the desired eigenvector Vdi are ordered differ- 
ently, the pre-multiplier, P, will be altered. This will in turn alter the specified null space, S, , 
which will produce a different vi in (4.29): 
si(s$)-i , (4.36) i Vdi 
Hence, in addition to conventional notions of the freedom available (see Table 4.3), the follow- 
ing extensions to the theory are important: 
For an eigenvector with k specified elements 
"A maximum of (k - 1) elements can be used for decoupling. 
" if k> niin(nzp), exact assignment is not possible. The EA algorithm will assign the eigen- 
vector to be as near as possible to the desired eigenvector. Additionally, altering the position 
of any coupled element(s) will alter the resulting feedback gain, as different combinations 
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of the span of the achievable vector space are utilised to produce the achievable vector. 
If k= min(nzp), exact assignment is possible. If only one element is coupled, altering the 
position of this element in the desired eigenvector has no effect, as all the available freedom 
has been used. If more than one element is coupled, altering the position of any of these 
within the desired vector will alter the resulting feedback gain. This is because different 
combinations of the span of the achievable vector space are utilised to produce the achieva- 
ble vector. 
If k< min(ntp), exact assignment is possible. Additionally, altering the position of any cou- 
pled element(s) will alter the resulting feedback gain, as there is more freedom in the 
achievable vector space than is being used in the desired eigenvector. 
It is evident that the designer's choice of the eigenvector coupling element will therefore affect 
the final response of the system. The use of this extra freedom to improve the stability robust- 
ness of the controlled system will be examined in a later chapter. 
These developments are quite crucial to the use of EA in aircraft problems, as most conven- 
tional aircraft flight control systems have very little freedom of assignment because of the 
small number of control inputs in comparison to the number of states and outputs they possess. 
Understanding the limitations or extra freedom that EA offers is thus imperative. 
4.9 Left eigenstructure, assignment 
It is evident that although the mode-output coupling vectors play a fundamental role in the 
time response of a system, the left eigenvectors are crucial in determining the contribution of 
each of the modes to the response. It has already been demonstrated in the last chapter how the 
left eigenvectors can be used in aircraft system eigenstructure analysis. They can be used to 
form the input-mode coupling vectors, WB, which illustrate the way in which each input 
affects each mode of the system. They were used for this purpose by Smith [42] to good effect. 
In a similar way to the right eigenvectors, an achievable vector space can be determined for the 
left eigenvectors. Magni and Manouan [431 proposed that either all of the right eigenvectors or 
all of the left eigenvectors corresponding to a set of desired eigenvalues could be assigned, 
given the limitations of the available freedom. This introduced the possibility of input-mode 
decoupling, which could reduce the effect of selected inputs on selected modes. 
With the introduction of parametric EA, Fahmy and O'Reilly [44] demonstrated that the free- 
dom available in EA could be used to assign a combination of right and left eigenvectors. First, 
an EA solution is pursued to assign a set that uses up some of the freedom available. Less than 
max(m, p) eigenvalues and right eigenvectors are assigned. Tben, the remaining freedom is 
used to assign the remaining eigenvalues with a subset of left eigenvectors. The problem with 
this approach is that in order to ensure that the assignment of left eigenvectors does not affect 
the already assigned right eigenvectors, they must be 'protected' in some way. 
In parametric assignment, this can be accomplished by making the relevant modes unobserva- 
ble. Every mode that is protected in this way requires the reduction in useable outputs by one. 
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Similarly, if a subset of left eigenvectors is first assigned and protected, and a subset of right 
eigenvectors; then assigned, the number of useable inputs reduces. 
With aircraft flight control system design, this leads to quite limiting situations, as these sys- 
tems tend to have a low number of inputs. As the next section shows, assigning left eigenvec- 
tors is not always conducive to a large improvement in performance, and using parametric EA 
to produce an improved system may not be a viable methodology, as it uses up the ability to 
utilise valuable input and output information for design purposes. 
4.9.1 Littleboy's minimisation algorithm 
Littleboy [45] went one step further and showed that left EA can be used to complement right 
EA after afull output feedback matrix has been produced using conventional EA. 
For a system with n states and p outputs, it has already been shown how p right eigenvectors 
can be assigned to the closed-loop system. However, it is also possible to manipulate the 
remaining (n-p) eigenvectors. Each time any of these remaining eigenvectors are altered, the 
left eigenvectors are all affected. Thus, the philosophy pursued by Littleboy is to use mathe- 
matical optimisation to alter the remaining right eigenvectors to achieve a best fit between 
input-mode coupling vectors of an aircraft system and a corresponding set of desired input- 
mode coupling vectors. 
An algorithmic representation of the process followed is given in Fig 4.7. A MATLAB pro- 
gram to produce the required feedback gain matrix is given in Appendix B as lef t. m. The 
process followed consists of developing a set of achievable spaces for a full, rather than a par- 
tial, EA, by specifying previously unassigned right eigenvectors V2 as well as the already 
assigned right eigenvectors V1. The vectors in these spaces are manipulated to attempt to 
obtain a right eigenvector that is as near as possible to the achievable vectors. The manipula- 
tion is facilitated by attempting to provide input-mode coupling that is as near as possible to 
that desired and also from within the achievable left vector space. 
However, as all available freedom for exact assignment has been used in the initial output 
feedback system, it becomes difficult to find a solution that retains the closed-loop system 
eigenvalues near their desired locations, as any alteration in the matrix V2 will alter all the 
eigenvalues of the closed loop system. In order to try to improve the flexibility available to the 
designer in affecting this, weighting factors have been implemented in the optimisation, and a 
cost function is used to measure the level of success of the design. 
Weightings can be used to determine whether the emphasis in the optimisation should be on 
achieving goals such as best input-mode coupling or closeness of achieved eigenvalues with 
desired eigenvalues. Despite this, the eventual solution always depends on the nature of the 
system being designed for. Littleboy has also implemented measures to use unlimited vector 
space assignment, so that the remaining (n-p) unassigned vectors are not limited to being 
obtained from a space constrained by the desired eigenvalues. This approach can produce 
improved results. In examples of aircraft systems designed using left EA in [45], the algorithm 
was able to improve aircraft performance, decoupling and robustness using the optimisation 
techniques. However, this was done on systems with a relatively large number of unassigned 
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I Determine current closed-loop system A+BKC I 
I Re-order right eigenvectors into V= [VII V21 I 
I Choose desired eigenvalues and input-mode coupling I 
i Find next unassigned right eigenvector in V2 I 
I Determine achievable left and right vector spaces I 
I Choose parameter weightings for different goals I 
I Calculate projection vector using weightings and vector spaces I 
I Update current unassigned right eigenvector I 
I Calculate cost function I 
Is cost Use last u da function trix or 
t eigenvector 
ma 
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nt iteration, less than starting with first unassigned desired? 
> 
vector in V2 
YES 
Generate new feedback I 
matrix K from VI 
Fig 4J: Left EA using an optimisation algorithm 
modes (7 states, 4 outputs, therefore 3 unassigned modes). This would increase the rank of the 
achievable vector spaces being used to assign closed-loop vectors from, increasing the likeli- 
hood of producing a system with closed-loop eigenvalues near their original positions. 
When attempted on a system with smaller numbers of unassigned vectors, such as the RCAM 
longitudinal dynamics model (Model I in Appendix A) with 4 outputs and 5 states, it was 
found that the closed-loop system became unstable, irrespective of the relative weightings used 
in the optimisation. There is only a single vector in the achievable space, and this loss of flexi- 
bility negates any advantage that could have been gained from using left EA. 
Nevertheless, if the mode-input coupling is detrimental to the closed-loop output feedback sys- 
tem, the algorithm developed by Littleboy should be attempted, more especially so if there are 
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many unassigned modes in the initial closed-loop system. 
4.10 Aircraft regulation using DEA 
The design of a simple regulator for a linear model of the Research Civil Aircraft Model 
(RCAM) aircraft can be used to demonstrate the use of EA to produce a closed-loop system 
with desired performance. Model I in Appendix A shows a linear model of the longitudinal 
dynamics of the RCAM at a nominal design point (80 ms-I airspeed, mass of 120 tonnes, hori- 
zontal centre of gravity at 0.23 of MAC). The control problem to be solved is a subset of the 
control problem given in [461, and the following specifications relate to those documented for 
the full model in [46]. 
4.10.1 Eigenvalue requirements 
The performance specifications for the RCAM model are that; 
Disturbances in airspeed and height should be reduced to 10% of the initial disturbance 
within 12s and with less than 5% undershoot. 
These requirements can be translated into minimum damping ratio and frequency characteris- 
tics which can in turn be transformed into the required position of the closed-loop poles of the 
system, and hence the desired eigenvalues (Ad), are determined by their trigonometric relation- 
ship to damping ratio and frequency, as shown in Table 4.4. 
Table 4.4 Determination of the desired eigenvalues 
Minimum Minimum Open-loop Desired dosed-loop 
Mode damping frequency eigenvalues eigenvalues 
ratio (rads") 
SPPO 0.7 1 -0.83 ± 1.107j -0.8 ± 0.8j 
Phugoid 0.7 0.21 -0.0 11 ± 0.126i -0.15 ± 0.15j 
Displacement 0 -0.3 
Oo 
cl 
A 
Open-loop eigenvalues 
Desired closed-loop eigenvalues 
_j. A w 
Real 
Fig 4.8: Bounds for desired closed-loop eigenvalues 
65 
Eigenstructure Assignment 
The open-loop eigenvalues and the desired closed-loop eigenvalues are shown in Fig 4.8. The 
desired regions for the positions of the closed-loop eigenvalues have been outlined in the fig- 
ure. These sectors are defined by the minimum frequency and damping ratio requirements. The 
displacement mode eigenvalue must be on the negative real axis in order to produce a reduc- 
tion in displacement error in the closed-loop system. The value chosen is arbitrary, but will 
have a bearing on the speed at which displacement will be reduced. 
Additionally, it is desirable to keep the closed-loop eigenvalues as close to the open-loop ones 
as possible to reduce feedback gains. That is why the closed-loop SPPO and phugoid eigenval- 
ues are on the side of the allowable sectors nearest the positive real axis. 
Table 4.5 Mode-output coupling vectors of the open-loop system 
Outputs SPPO Phugold Heave 
0.0136 0.0002 0 
nZ 0.0642 0.0017 0 
VA 0.0416 0.1210 0 
WE 0.4593 0.1260 0 
0.3320 0.9924 1 
4.10.2 Mode-output coupling vector requirements 
From Table 4.5, it can be seen that each of the three modes of the system (the SPPO and phu- 
goid modes are each characterised by a pair of complex conjugate poles, and the heave mode 
by a real pole) are coupled to the vertical displacement of the aircraft, and the oscillatory 
modes are coupled to the other four outputs. This coupling has a detrimental effect on the air- 
craft when perturbed, as can be seen in Fig 4.9. 
For a stability augmentation system, it is desirable that vertical and horizontal motion are 
decoupled from each other. A perturbation in a horizontal output, such as airspeed, should not 
result in any vertical motion of the aircraft. Thus, the output coupling vectors are chosen such 
(A E 
Ei 
2 
0 
-2- 
-4- WE 
VA 
-ý6 -z z 
-10- 
-12- 
5 10 is 20 25 30 35 
Time (seconds) 
Fig 4.9: Open-loop aircraft response to a1 
rns" initial deviation in airspeed 
66 
Eigenstructure Assignment 
that airspeed is decoupled from the SPPO and the displacement modes, and vertical displace- 
ment is decoupled from the phugoid so that any correction in displacement will not be oscilla- 
tory. This is shown in Table 4.6. There are 5 outputs and 2 inputs in this system. This implies 
freedom to assign 5 eigenvectors and decouple one element in each eigenvector, coupling any 
of the remaining elements (see Section 4.8.2). Therefore, with this assignment, all the freedom 
available to specify the closed-loop eigenvectors; is used up, and so the desired eigenstructure 
will be achieved exactly. 
Table 4.6 Desired mode-output coupling vectorsa 
Output SPPO Phugoid Heave 
q x x x 
nZ x x x 
VA 0 x 0 
wE x x x 
z x 0 x 
a. An x in a vector signifies that we are unconcerned 
with what the element will be. 
4.10.3 Direct Eigenstructure Assignment (DEA) design 
The DEA algorithm is given as the MATLAB m-file eassign. m in Appendix B. After enter- 
ing the A, B and C matrices, the user is required to provide the desired eigenstructure. consist- 
ing of the desired eigenvalues Ed and the desired mode-state or mode-output coupling vectors 
Vd. here, the number 151 is used to represent the %xI in the desired eigenvectors. The algo- 
rithm produces a static gain feedback matrix as follows: 
>> Ed=[ -0.8000 + 0.8000i 
>> -0.8000 - 0.8000i 
>> -0.1500 + 0.1500i 
>> -0.1500 0.1500i 
>> -0.3000 
>> Vd=[5 5555 
>> 55555 
>> 00550 
>> 55555 
>> 5500 51; 
>> K=eassign(A, B, C, Ed, Vd, 5) 
Enter 1 for state coupling, 
K= 
-1.9282 0.5030 0.0018 
-7.1492 1.6608 -0.0004 
2 for output coupling: 2 
0.0684 0.0157 
0.2483 0.0547 
The controller produced for the RCAM problem, as well as the characteristics of the resulting 
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closed-loop system, are shown in Table 4.7, Fig 4.10 and Fig 4.11. The time responses were 
obtained by running a linear model of the closed-loop system in SIMULINK for initial condi- 
tions of I ms-I in airspeed and I metre in height. 
Table 4.7 Closed-loop system characteristics 
K BT 
q nz VA WE z 
TH 
[-71.9282 0.5030 0.0018 0.0684 0.0157 
. 1492 1.6608 -0.0004 0.2483 0.0547] 
SPPO Ph Heave 
q 0.0093 0.0009 0.0006 
cv nz 0.0598 0.0019 0.0102 
VA 0 0.94 0 
WE 0.5088 0 0.2967 
z 9.4497 0 0.9889 
ST 8TH 
WB SPPO 0.032 0.017 
Phugoid 0 . 7060.707 
Heave 0 . 0270.012 
It is evident that the design specifications in Section 4.10.1 and Section 4.10.2 regarding 
reduction time, overshoot and decoupling have all been met with ease when aircraft airspeed is 
perturbed. It can be seen from both the mode-output coupling vectors and the time response 
that the phugoid mode is all that characterises the airspeed outputý and this mode is not 
involved in vertical motion at all. 
However, Fig 4.11 demonstrates that the converse is not true, and airspeed deviates considera- 
bly when a perturbation in height occurs. Analysing the eigenstructure of the closed-loop sys- 
F, 
rA 
E 
Ef zq, nZ, wE 
10 I )fl )C 11% IC A 
VA 
Time (seconds) 
Fig 4.10: Closed-loop aircraft response 
to aI ms-1 Initial deviation in airspeed 
Ef I 
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tem indicates that airspeed is extremely dependent on the phugoid mode, and any excitation of 
this mode results in large change in this output. From the mode-input coupling vectors shown 
in Table 4.7, it can be seen that a small change in either the tailplane or throttle input results in 
an excitation of the phugoid mode, thus making it virtually impossible to avoid decoupling air- 
speed from any initial condition of the aircraft. 
4.10.4 Alternative mode-output coupling 
This excessive movement in airspeed shows us that although EA can be used to conceive a 
potentially useful controller, there are liable to be problems in assignment because of the limits 
on freedom. Designers need to understand how EA can be used to improve the performance of 
systems such as the one that has been designed in the previous section. The immediate possi- 
bility is the alteration of the desired eigenvectors. 
Instead of decoupling height from the phugoid mode, which has produced detrimental results 
in terms of coupling, we can try decoupling alternative outputs which are not directly con- 
nected with height, but contribute towards vertical motion. For instance, it can be seen in Fig 
4.12(a) that as expected, body axis vertical acceleration varies to a large extent when this 
closed-loop system is used to respond to I metre initial condition in displacement. 
This acceleration contains contributions from the fact that the aircraft is moving vertically. It 
may be possible that decoupling vertical acceleration from the phugoid in the desired eigen- 
vectors will result in an improved system. 
Decoupling vertical acceleration (nz) instead of height from the phugoid gives the closed-loop 
system shown in Table 4.8. Comparing the mode-output vectors (CV) with those in Table 4.7, 
it can be seen that only the nature of the coupling of the phugoid with the outputs has altered. 
Fig 4.12(b) shows that vertical acceleration is now much reduced during a height perturbation, 
and the time responses in Fig 4.13 and Fig 4.14 show that all the design specifications (given 
in Section 4.10.1 and Section 4.10.2) are now satisfied. Although there is still a large excursion 
in airspeed for a perturbation in height, it is within reasonable bounds. This improvement in 
the performance has been achieved with very little change to the other aspects of the system. 
1110 
VA perturbation 
Time (seconds) 
(a)Detrimental coupling 
10 
5z perturbation 
VA pe rturbation 
0. 
fIe 
: ---- 
I 
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z perturbation 
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I 
N 
C: 
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(b)lmproved coupling 
Fig 4.12: Vertical accelerations during airspeed and height error correction 
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Fig 4.13: Closed-loop aircraft response Fig 4.14: Closed-loop aircraft response 
to a1 ms-I initial deviation in airspeed to a1m initial deviation in height 
Thus, it can be seen how eigenstructure analysis and assignment can complement each other in 
offering an improved design process to the control system designer. 
The route taken to give this improvement in performance is quite simple, and although it only 
provides a small change in the final results, there are more complex procedures that can be uti- 
lised concurrently, such as the choice of a different set of eigenvalues. Such alternatives will be 
examined later, as they allow improvement in robustness as well as nominal performance. 
4.11 Command tracking using EA 
Now that the inner loops of the system have been designed for regulation, it may be required to 
produce a controller to perform command tracking . Classically designed outer loops can eas- 
ily be used for this if desired. However, EA itself can be used to design the outer loops to pro- 
vide better performance. This can be through the use of feedforward control and/or integral 
error tracking. 
4.11.1 Feedforward control 
In [47]. Sobel and Shapiro demonstrated that Broussard's command generator tracker [48] can 
be used with EA to pre-shape reference commands r in aircraft states or outputs to produce 
actuator demands, u (see Fig 4.15). For instance, commands in airspeed and height would need 
to be transformed into actuator commands that work in conjunction with the feedback control- 
ler already designed. This feedforward controller (Kff) can be used to shape a maximum of 
r y 
70 
Time (seconds) 
Fig 4.15: Aircraft with feedback and feedforward control 
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Table 4.8 Improved closed-loop system characteristics 
q nz VA WE z 
K 
ST 
-0.6505 0.1965 0.0001 0.0228 0.0059] 
4 STH 
[-2.7994 
0.6174 -0.0056 0.0931 0.02141 
SPPO Ph Heave 
q 0.0093 0.001 0.0006 
nz 0.0598 0 0.0102 
cv VA 0 0.881 0 
WE 0.5088 0.072 0.2967 
z LO. 4497 0.34 0.9889J 
8T 8TH 
SPPO 123 28 
WB Phugoid 5 10 153 
11 Heave 229 53 
min(nz, p) reference demands, depending on what signals the controller is required to track. 
These references do not have to be a subset of the outputs being used by the feedback control- 
ler K The new input vector is defined by 
Ky + Kfjr (4.37) 
The design of a Broussard tracker has been implemented in the MATLAB program eas- 
sign. m in Appendix B. Only a small addition is required to produce the feedforward control- 
ler: 
[K, Kffl=eassign(A, B, C, Ed, Vd, 5) 
is used instead of the command 
K=eassign(A, B, C, Ed, Vd. 5) 
For the closed-loop RCAM aircraft longitudinal dynamics control system described in Table 
4.8, the Broussard tracker for airspeed and height following is given by 
Kff = 
[(0*0001 
-0'00591 (4.38) 
0.0056 -0.0214J 
and the response to a step demand in airspeed with this tracker is shown in Fig 4.16. As it is a 
feedforward controller, though, it is only valid at the design point. As can be seen from the fig- 
ure, the time response only produces zero steady-state error at the design point. When the air- 
craft moves to a different part of the flight envelope, quite drastic alterations in both the 
transient response and the steady-state occur. Thus, to complement or replace the feedforward 
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Fig 4.16: Step response to I ms-I demand in 
airspeed using feedforward control 
an aircraft application. 
4.11.2 Integral error control 
Most classical reference tracking systems will contain integral error control to reduce steady- 
state error of a commanded response to zero. The resulting system is as shown in Fig 4.17. The 
matrix Ca selects the current output values of the variables being tracked and compares them 
with the reference inputs, r. The error between these is then integrated to ensure zero steady- 
state error and fed into the controller matrix L. The resulting actuator demands are added to 
those from the inner loop controller. Thus, the new input vector is defined by 
Ky+Le (4.39) 
The overall scheme can be compared to a simple proportional inner loop controller and an inte- 
gral outer loop controller in the classical sense. The advantage of using EA here is that both 
loops, i. e. both controllers, can be designed concurrently. Doing this also adds states to the 
closed loop system that result in faster dynamics that can cause overshoots to commanded sig- 
nals. Using EA to design the integral error modes can reduce the chances of this happening, as 
the nature of the modes of the closed-looP system is more controllable by the designer. 
Requirements to shape the integral error modes can be accounted for in EA by first augment- 
ing the system matrices to include the additional controller: 
+(2)24 e+u Ca 
YC 
rfL Aircraft x 
+ --L-FC -Y 
K 
Fig 4.17: Aircraft Inner and outer loop controller 
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x=xxu+r (4.40) x 
[e] 
« 
-ACa 0] 
[e] 
+ 
ý0] 
x 
5= 1y1 = ýý 0,1 [x., ] 
(4.41) 
so that 
A00 (4.42) 0 
-Ca 0] 
ý0] ýO 01] 
Hence, the input vector for this augmented system can be designated as 
[K L] y (4.43) 
[ye] 
and the augmented closed-loop system is given by 
(A + BkZ7). i + (4.44) 
Thus, using the same EA algorithms as with simple feedback control, the augmented system 
matrices can be used to design a feedback controller and an integral error controller concur- 
rently. These enhancements to feedback design have been implemented in the MATLAB m- 
file eassign. rn in Appendix B. 
For command tracking, the vector e can now be defined as 
e= (r-y) (4.45) 
so that the system designed by EA can augment stability but also reduce an error between a 
commanded variable and its actual output value to zero. This controller strategy can now be 
used to design a tracking controller for the RCAM longitudinal dynamics. 
4.11.3 Eigenvalue requirements 
The tracking system design specifications for the RCAM model are: 
Airspeed and height response to step demands should have a rise time of 12 seconds with 
less than 5% overshoot. 
These requirements transform into exactly the same desired eigenvalues as for the regulator 
design, but additional eigenvalues are required to define the tracking modes. The augmented 
aircraft system has additional freedom to allow the assignment of a further two modes, as the 
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number of outputs is now effectively 7, two of these being the tracked variables 
Mode Open-loop Desired closed-loop 
elgenvalues eigenvalues 
SPPO -0.83 ± 1.107j -0.8 ± 0.8j 
Phugoid -0.011 ±0.126j -0.15 ± 0.15j 
Heave 0 -0.3 
VA track 0 -0.35 
z track 0 -0.4 
4.11.4 Mode-output coupling vectors 
The mode-output coupling for stability augmentation are left the same as for regulator design. 
Additionally, the two tracking modes and outputs are added to the desired eigenvector array. 
We have freedom to decouple one element in each of the new eigenvectors. This freedom can 
be used to decouple the airspeed tracking mode from height and the height tracking mode from 
airspeed. The augmented desired eigenvectors are shown in Table 4.9. Further design specifi- 
cations are that: 
For a step demand in airspeed, height (in metres) should not alter by more than 77% of the 
demanded airspeed value (in ms-1). 
For a step demand in height, airspeed (in ms-1) should not alter by more than 1.7% of the 
demanded height value (in metres). 
Table 4.9 Desired mode-output coupling vectorsa 
Output SPPO Phugold Heave VA track z track 
q x x x x x 
nZ x 0 x x x 
VA 0 x 0 x 0 
IE x x x x x 
z x x x 0 x 
VA track x x x x x 
z track x x x x x 
a. An x in a vector signifies that we are unconcerned with what the ele- 
ment will be. 
4.11.5 EA design 
The desired eigenstructure is used with the MATLAB m-file eassign. m, given in Appendix 
B. After the A, B and C system matrices have been input, the remainder of the process is as fol- 
lows: 
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Table 4.10 Closed-loop system characteristics 
q nz VA WE z 
K 
ST 
4396 0.2019 -0.0036 0.0263 0.0144 
STH 
ý-2ý5963 
0.7683 -0.0172 0.1252 0.05584] 
f VA fz 
L ST 0008 -0.00221 
TH . 0022 -0.0079J 
6 
ý0- 
SPPO Ph Heave JVA 
JZ 
q 0.009 0.000 0.000 0.001 0.000 
cv nz 0.056 0.000 0.003 0.001 0.007 
VA 0 0.193 0 0.328 0 
WE 0.473 0.016 0.086 0 0.148 
z 0.418 0.075 0.287 0 0.370 
VA 0 0.910 0 0.938 0 
fz 
J0.369 
0.351 0.957 0 0.924 
ST STH 
SPPO 0.036 0.0301 
Phugoid 0.385 0.421 
WB Heave 0.444 0.349 
f VA 0.448 0.540 
iz 0.551 0.480, 
>> Ca=[ C(3, C(S,: )]; 
>> Ed=[ -0.8000 + 0.8000i 
>> -0.8000 - 0.8000i 
>> -0.1500 + 0.1500i 
>> -0.1500 - 0.1500i 
>> -0.3000 
>> -0.3500 
>> -0.40001; 
>> Vd=[ 555555 51 
>> 5500555 
>> 0055050 
>> 5555555 
>> 5555505 
>> 5555555 
>> 555555 5]; 
>> M=eassign(A, B, C, Ed, Ca, Vd, 5) 
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Enter 1 for state coupling, 2 for output coupling: 2 
X= 
-0.4396 0.2019 -0.0036 0.0263 0.0144 0.0008 -0.0022 
-2.5963 0.7683 -0.0172 0.1252 0.0558 0.0022 -0.0079 
>> K=M(:, 1: 5); 
>> L=M(:, 6: 7); 
The resulting controller, as well as the characteristics of the resulting closed-loop system, are 
shown in Table 4.10. The time responses to step demands in airspeed and height were obtained 
by running the linear model of the closed-loop system in SIMULINK. This model is shown in 
Fig 4.18. 
The step responses of the system are shown in Fig 4.19 and Fig 4.20. It is evident that the 
decoupling requirements have not been met. The desired eigenvectors from the regulator 
design are therefore not appropriate for this command tracking system. An alternative set of 
desired eigenvectors is shown in Table 4.11. The phugoid mode has been decoupled from air- 
speed in an attempt to reduce its effect during a step demand in height (Fig 4.20). Additionally, 
0 1, 
Clock time 
Mux + 
Step L+ 
Input Mux x'= Ax + Bu C 
Sum Inte rator Integral controller + FICAM outputs 
Sum longitudinal Ca dynamics 
K 
Feedback 
controller 
Fig 4.18: SIMULINK block diagram of Integral error control system 
O. S. qnZWE 
0.6. 
0.4- 
2 0.0 - Z= 
-0.2 VA 
-0.6- 
05 10 -JS 20 25 - 
30 -41 
. fd, 
E 
0 
ume kseconGs) 
Fig 4.20: Closed-loop aircraft response 
to a1m demand in height 
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Fig 4.19: Closed-loop aircraft response 
to a1 ms-1 demand In airspeed 
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Table 4.11 Alternative desired mode-output coupling vectors" 
Output SPPO Phugold Heave VA track z track 
q x x x x x 
nZ x x x x x 
VA 0 0 x x 0 
WE x x x x x 
z x x x 0 x 
VA track x x x x x 
z track x x x x x 
a. An x in a vector signifies that we are unconcerned with what the ele- 
ment will be. 
Table 4.12 Closed-loop system gains for improved system 
ST 
q nz VA WE z 
K 0.2845 -0.0313 -0.0077 -0.0113 -0.0019] 
8TH 
[ 
0.0158 -0.0504 -0.0325 -0.0063 0 
f VA fz 
L 8r ý. 0016 -0.00021 
_O 8TH -0 . 0054 01 
the height mode has not been decoupled from anything, as leaving it decoupled from airspeed 
causes mathematical problems with EA. The resulting controller is shown in Table 4.12, and 
the response to step inputs are shown in Fig 4.21 and Fig 4.22. As these plots show, the design 
specifications have now been met. 
I 
Ei 
VA 
q, nZwE 
Z 
_Z 
1.2 
I 
20.8. 
0.6 
2 VA qnhwE ý04 
0.2- 
0 
L 
-0 *% 1ý 15 20 25 ý05 t5 4J4 
to 
C 
C 
05 10 15 20 25 30 35 40 Time (seconds) 
Fig 4.21: Improved closed-loop aircraft 
response to aI ms-1 demand In airspeed 
Time (seconds) 
Fig 4.22: Improved closed-loop aircraft 
response to a1m demand In height 
3 
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The EA process, it can be seen, requires very little modification from the regulation system to 
produce an integral error control system, and the performance aspe9ts of the resulting design 
are reasonable and easily understandable. This methodology has been used effectively for sim- 
ulated aircraft systems by Smith [42] and by Faleiro and Pratt [49]. 
4.11.6 Integral error tracking with feedforward control 
Although integral error tracking can produce a desirable response, higher tracking bandwidth 
can be obtained if required by introducing a Broussard command tracker in parallel with the 
integral error controller (see Fig 4.23). In classical terms, this produces a proportional and inte- 
gral (PI) outer loop, and the input vector is now denoted by 
u= Ky + Le + Kfir (4.46) 
Smith [421 proposes that this type of scheme is useful in non-linear systems, where the propor- 
tional Broussard tracker can provide the high-bandwidth response (where, unlike the slower 
effect of the integral error controller, actuation is immediately altered by a reference com- 
mand), and the integral error controller can reduce steady-state error to zero. However, this 
advantage is overstated, as previous results in Fig 4.16 demonstrated that if the performance of 
the Broussard tracker is not adequate when the system is off-design point, it may contribute to 
an undesirable transient response. A Broussard tracker was designed for the RCAM integral 
error tracker system shown in Table 4.10: 
0 
Kff = 
ý. 0008 -0.00221 (4.47) 
0 . 0022 -0.0079J 
The bandwidth improvement that this produced is demonstrated in Fig 4.24. For this design 
point, the response to a step demand in airspeed is sped up by the use of PI control, but over- 
shoot is greatly accentuated, and the desired eigenvalues of the output tracking modes would 
have to be reduced in magnitude to meet the overshoot specification. This introduces unwanted 
iteration into the design process, but also enhances flexibility that the designer can work with. 
Thus, the additional option to address a higher bandwidth with a feedforward element that can 
be designed within the broad scope of EA methodology is a useful tool. 
r 
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X" 
, cm 0.8 Integral error + feedforward E 
do-6 Feedforward only 
Integral error only 
, &0.4 
00.2 
to 15 20 23 30 35 40 
Time (s) 
Fig 4.24: Step response to 1 ms" demand in airspeed using 
integral error and/or feedforward control 
4.12 Gain suppression 
The EA designs that have been discussed so far were all full output feedback designs, where 
every output was fed back to every input. However, in a practical situation, feedback requires 
the use of computation for each loop gain. It may transpire that some gains are too small to 
affect the closed-loop system's response significantly. In such cases, it may be beneficial to 
remove these gains altogether. Such a system is then known as a constrained feedback system. 
It is not obvious by an examination of the feedback gain matrix as to which elements should be 
constrained. In the pastý the effect of particular gains on the response of the system could be 
determined by simulating the effect of different controllers on aircraft performance. The differ- 
ences in behaviour could then be examined in relation to the differences in gains in the control- 
lers, thus giving a qualitative assessment of the effects of those gains. However, a quantitative 
method would greatly improve this analysis, and is especially relevant when using EA, as any 
change in the controller will affect both the eigenvalues and eigenvectors of the closed-loop 
system, and knowing the extent of this effect can be useful in improving controller structure. 
Calvo-Ramon [50] describes a method where the effect of the alteration of gains on the eigen- 
values of the system is considered. However, the method that will be described here and is 
used for an aircraft system in [36] also considers the effect that altering the gains has on the 
closed-loop eigenvectors of the system. Both these effects are evaluated by deriving the rate of 
change of each eigenvector and eigenvalue with a change in any element of the feedback gain 
to produce a decision matrix for both. The designer can then quantitatively see the relative 
effects of different gains in the feedback, and decide on whether to constrain any feedback ele- 
ments to zero. Note that the constraining procedure is performed after a nominal EA design 
has already been produced. 
There are three aspects to the design process. The main one involves constraining elements to 
zero. However, in order to know which elements to constrain, decision matrices must be eval- 
uated for changes in eigenvalues and eigenvectors. 
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4.12.1 Constraining the feedback matrix 
If the feedback matrix K is broken down such that 
TKI-I (4.48) 
where 
Q= CV, (4.49) 
it has been shown in [331 that each row of the feedback matrix can be evaluated independently 
of all the other rows. Hence, where the subscript i represents the ith row of the corresponding 
matrix, 
TP-1 (4.50) 
It was also shown that if an element K,, is to be constrained to zero, then Kij should be deleted 
from Ki, and thejth row of 0 should be deleted. The new gain matrix can then be obtained by 
substituting back into (4.50). 
4.12.2 Eigenvalue. decision matrix 
Calvo-Ramon [501 proposed a method for determining which gains should be set to zero based 
on eigenvalue sensitivity. The expected shift in the Ath eigenvalue X1, when constraining feed- 
back element KIj is given by 
h 
akh 
SU iJ)jK-ij (4.51) 
The eigenvalue gradient equation can be found in [36]. The decision matrix DX can then be 
formed from the sum of sensitivities: 
xI"h*h2 Dij =- (s li (4.52) n 
Y, (s 
1h 
I 
A small value in DX indicates that the corresponding value Kij can be constrained without an 
excessive degradation in performance. The outputs and inputs of the system have to be in 
equivalent, or at least comparable, units, so that the elements of the decision matrix are equiv- 
alently related, thus enabling the designer to determine which are 'small' and require con- 
straining. If this is not the case, the designer will have to use subjective judgement to scale the 
elements of the K matrix so as to make them comparable. 
4.12.3 Eigenvector decision matrix 
The reason for requiring an eigenvector decision matrix in addition to an eigenvalue decision 
matrix is that some eigenvectors may be affected adversely by constraining elements in the 
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feedback matfix that may not affect any of the eigenvalues of tile closed-loop system. 
The expected shift in the hth eigenvector v, is given by: 
-h 
ij) 
aVh 
sij = (K - (4.53) aKij 
and the decision matfix can be determined as before: 
Y -h (Sij) (Sij (4.54) 
h=I 
Both d' and D' now need to be used to determine which elements of K should be constrained. 
4.12.4 MATLAB implementation 
The entire process has been programmed in MATLAB, and is given in Appendix B as sup- 
press . in. The program consists of two stages. The first is to use the closed-loop system to 
obtain the two decision matfices. This was performed for the regulator system designed for the 
RCAM longitudinal dynamics earlier in this chapter: 
K=[-0.6505 0.1965 0.0001 0.0228 0.0059 
-2.7994 0.6174 -0.0056 0.0931 0.02141; 
[De, Dvl=suppress(A, B, C, K) 
De = 
0.2206 0.4180 0.0184 0.5608 0.4063 
0.2264 0.3042 0.2146 0.5618 0.3940 
Dv = 
0.6135 1.6084 0.1083 5.0215 4.4700 
0.8343 1.6089 1.2643 6.4262 5.0291 
The designer must then decide which elements in the feedback gain matrix K to constrain, and 
use the same program to set these to zero. From De and Dv above, it can be seen that the air- 
speed to elevator gain (shaded) appears to have minimal effect on both the eigenvalues and the 
eigenvectors. It is therefore a prime candidate for removal: 
remove=[l 1011; 1 111 11; 
The program will constrain any element in K corresponding to elements in the remove 
matrix, and give the new feedback matrix with constrained elements: 
>> K=suppress(A, B, C, K, remove) 
81 
Eigenstructure Assignment 
-0.6358 0.1939 0.0000 0.0225 0.0059 
-2.7994 0.6174 -0.0056 0.0931 0.0214 
The elements in the first row of the new feedback gain matrix can be seen to have altered 
slightly to account for the new zero element. The difference in performance that results as 
compared to the original system can be seen in Fig 4.25. The performance of the closed-loop 
system has not deteriorated because of the constraint. Thus, gain suppression is an useful extra 
tool that utilises the properties of EA to enhance flexibility for the control system designer. 
no suppression no suppression 
o's 
VA 
with suppression 0z with suppression 
. 0, 
VA 
E 0.6 
10 Is 20 25 30 35 w -. -0 5 10 is 20 25 30 35 40 Time (seconds) Time (seconds) 
(a) Deviation in airspeed (b) Deviation In height 
Fig 4.25: System response to unit initial conditions with and without gain suppression 
4.13 Dynamic control 
As is now well known, the freedom of design in EA is substantially dependent on the number 
of inputs and outputs that the linear system possesses. This means that a reduction in the 
number of measurable outputs may result in a significant reduction in the freedom available to 
EA in designing a control system that can provide the necessary performance. 
State observers can be used to augment the outputs available, thus making a better design pos- 
sible. However, observers are external to the controller, and thus involve explicit program- 
ming. Also, the increase in the time required to attain an accurate estimate of an output through 
the use of an observer may result in performance losses. Sobel and Shapiro [37] adapted 
dynamic control to aircraft in the design of a 7th order flight control system where only three 
of the states were observable. In this case, dynamic control with EA was effectively being used 
as a combined observer-controller system. 
[37] described the usefulness of dynamic control with EA, but the method was still unable to 
provide guidance as to the choice of suitable eigenvalues and eigenvectors, and an appreciation 
of how the dynamic controller affects the time response of the system. It is this fundamental 
problem that will be addressed here. 
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umx Ek f 
A 
Aircraft 
Controller 
Fig 4.26: Schematic of a dynamic controller 
4.13.1 Dynamic control with EA 
y 
The EA design process can be generalised for dynamic control with a compensator of given 
order 1, where 1: 5 1: 5 n -p. Consider the nominal aircraft system with a linear, time-invariant 
dynamic controller specified by 
i= Dz+Ey (4.55) 
Fz+Gy (4.56) 
where ze 9ti. 
This plant-controller system without a forced input is shown in Fig 4.26. It is convenient to 
model the entire process by a composite system, as proposed by Johnson and Athans in [5 1 
where 
Ai+Bi i =k5 (4.57) 
giving 
ic 0 F] (4.58) xÄ 
ýO ol] ýE 
D 0r 
IXZI ýo 
001 -0101ED 
which has the set of closed loop eigenvalues [%I .... ki ... %.., I] and closed-loopeigenvectors 
for i=1,2 p+I 
V, (z)l 
(4.59) 
The same EA design process can be used, but the EA algorithm now requires the input of the 
A, h and Z7 matrices, as well as an extended set of desired eigenvalues and eigenvectors, and 
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produces a feedback gain matrix k, giving a closed-loop system described by 
(A+ BKC). i (4.60) 
The time response of this system can be generalised by a similar form of equation to (3.21): 
R-r R R+t 
Ir 
ie-. 
C, t + 2: r, e -. Ot sin ((oit + Zjr, ) +Ir, e --a't 
J-1 i-n-r+l I-R+l 
where r is the number of real modes. There are I additional components in each output time 
response, which constitute the contribution of the controller's dynamic modes to the outputs of 
the system. 
These additional components give the designer the ability to assign additional dynamics to the 
feedback system. In essence, the freedom available to the designer has increased, and it is now 
possible to assign improved dynamics to the aircraft, as shown in the next section. 
From Fig 4.26, it can be observed that the controller is able to mimic a mode by its influence 
on the input to the aircraft. The more infon-nation the controller can obtain from the outputs of 
the aircraf4 the better it can react to provide the necessary mode shape. This provides justifica- 
tion for not decoupling the controller output from any of the available modes, which would 
inhibit the controller from being able to achieve a better performance. 
4.13.2 MATLAB implementation 
The only real difference between the algorithm for DEA and the algorithm for dynamic control 
is in the initial augmentation of the open-loop system to include controller states. The MAT- 
LAB program dyc omp. m in Appendix B is a short routine which augments the system matri- 
ces and then calls the eassign. m routine. It is run in the same way as eassign. m. 
4.13.3 Current application to aircraft problems 
In [37] Sobel and Shapiro showed how the performance of an L-1011 control system could be 
improved by using dynamic control. The aircraft had only three outputs available for feedback 
control, and a suitable static feedback control strategy could not be designed. A second order 
dynamic controller was synthesised using EA. increasing the freedom available to the control- 
ler to provide the desired dynamics. This controller was able to solve the control problem, 
demonstrating that EA with dynamic control is a useful tool for some control problems. 
In [52], Faleiro and Pratt used the same control problem and showed that an alternative route 
to performance and robustness improvement can be followed by using dynamic compensation 
combined with goal attainment. By choosing a different set of eigenvalues that were in the 
neighbourhood of the original eigenvalues, afirst order dynamic control system that was com- 
parable to the performance of the second order dynamic system devised in [371 was produced. 
It is advisable to keep controller order to a minimum to make it more portable. Thus, this latter 
method of using EA with dynamic elements, demonstrated the practical possibilities of the 
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application of dynamic controller EA. 
Designing a dynamic controller for L-101 I aircraft example used in [37] and [52] proved via- 
ble, but the RCAM longitudinal dynamics example system used earlier in this chapter could 
not be stabilised when any one output was removed and dynamic control was used to design an 
effective compensator. Again, experience with choosing a suitable controller eigenstructure 
becomes necessary in order to use EA effectively with a dynamic controller. 
4.14 Conclusions 
Direct EA has enjoyed a long history of theoretical and practical development. It is therefore 
inevitable that although the most basic principles remain the same, the mathematical tools 
behind solving the inherent problems are as diverse as they are numerous. This chapter has 
detailed the way in which various aspects of an aircraft flight controller can be designed by 
using simple EA methods. 
It was shown in Section 4.4 how traditional performance requirements can be transformed into 
the desired eigenvalues and eigenvectors that EA uses as inputs to the method. Desired eigen- 
values can be used to reflect desired modal frequencies and damping ratios, and desired eigen- 
vectors can be used to reflect desired decoupling requirements between dynamic modes and 
aircraft states or outputs. 
It was demonstrated that past and current developments in left eigenvector assignment show 
that it is an option that is not always effective in aircraft flight control system design, but the 
results are nonetheless of general interest as they may be required if input-mode coupling is 
particularly detrimental to the system. 
It has been shown that EA can be used for both regulation and tracking, and that additional ele- 
ments, such as feedforward command shaping to increase controller bandwidth and integral 
action to give zero steady state error can be implemented in the DEA algorithm with ease. The 
resulting overall method is very quick and simple to use. 
An examination of further enhancements for constrained feedback and dynamic control have 
shown that the method can be expanded into quite versatile controller design strategies. How- 
ever, the more complicated the strategy, the more difficult it becomes to specify a desired 
eigenstructure or to amend a detrimental eigenstructure. Nevertheless, it is a distinct advantage 
to be able to design a regulator, outer loop, feedforward tracking, error integration and 
dynamic control in one sweep of an algorithm, where the design requirements for each of the 
controller components are in the same basic form of desired eigenvalues and eigenvectors. 
An aircraft system was used to demonstrate the relative merits and failings of EA, and it was 
found that the method produced controllers with good performance. This was mainly due to 
the ability to use eigenstructure analysis to pinpoint where improvements could be made in the 
desired eigenstructure used for EA. It is also evident that altering the desired eigenstructure is 
not always a visible procedure, but is something that can be achieved more easily with prac- 
tice. 
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4.14.1 Advantages of EA 
" 771me taken to produce a design. Classical methods can easily produce SISO loops with 
good performance, but removing cross-coupling in a MIMO system is often a matter of 
tedious iteration. With EA, the designer is able to specify decoupling requirements during 
the design process. 
" Increased design freedom. With EA, it has been shown that freedom is available to decou- 
ple dynamic modes from aircraft states or outputs. 
" The controller structure is a simple gain matrix. This is comparable to classical methods, 
where information about the relationship between the outputs of the aircraft and the actua- 
tion demanded is available to the designer, who is used to examining static gains as part of 
a design procedure. This also leads to a simple, portable controller being made possible. 
" Desired eigenstructure relwes visibly to aircraft dynamics. This means that the designer has 
some way of manipulating this desired eigenstructure to produce the closed-loop dynamics 
that are required. 
" Can be used to examine and alter input-mode and mode-output coupling. This is an 
increase in flexibility over classical methods that only account for input-output coupling. 
Knowledge about mode-output coupling is an advantage in regulator design. 
" Can be used to develop regulation and tracking systems and to introduce dynamic control if 
required. 
4.14.2 Disadvantages of EA 
Inability to accountfor unassignable modes. These are the (n-max(m, p)) modes that in air- 
craft systems are unassignable sue to a lack of output measurements. 
The limitation of tracking min(mp) outputs. This can be addressed by using an EA regula- 
tor and classically designed outer loops for tracking. 
Cannot be used to examine input-output coupling. This can be done if information about the 
inputs is available, but only qualitative information can be obtained otherwise. 
Limited freedom for aircraft applications. Although the method is versatile, the physical 
properties of conventional aircraft are such that comparatively few elements of the desired 
closed-loop eigenvectors can be used to decouple dynamic modes from states or outputs. 
Nevertheless, the decoupling that can be achieved is still able to improve performance a 
great deal. 
New developments described in this chapter include: 
The relative usefulness of decoupling as opposed to coupling. Although coupling is some- 
times used, it is not intuitive, and design freedom is best used for decoupling. 
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Previously undocumented misconceptions about the freedom available in eigenvectors. As 
one element in the desired eigenvectors must always remain coupled, there is one less 
degree of freedom available for decoupling. 
New limits on the freedom available in EA with aircraft control system design. Altering the 
position of the coupled elements in the desired eigenvectors can alter the resulting feedback 
gain matrix. 
New theory for decoupling outputs from modes, which increases the practicality of the 
method. Most previous examples on aircraft systems relied on state feedback, but the novel 
use of the inherently decoupled vector space with mode-output coupling provides a more 
flexible methodology. 
Because of its versatility, accuracy and ease of use, the direct assignment routine will be used 
as the basic DEA design method in the rest of the research work conducted. All the design 
methodology so far has been described for the improvement of nominal performance of air- 
craft systems. We can now go on to discover how any remaining freedom in the design process 
can be utilised to improve aircraft control system robustness. 
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Chapter 5 
Performance Robustness 
5.1 Introduction 
Aircraft models are seldom a consistent representation of actual aircraft behaviour. Uncertain- 
ties in the accuracy of the model arise from the lack of consideration of the effects of noise and 
from an inability for modelling to capture the nature of the stability derivatives that go into 
defining its constituent elements exactly. These vary with changing conditions of the aircraft 
(fuel use, centre of gravity change, etc. ) and with changes in ambient conditions (height, air 
turbulence, etc. ). Inaccuracies also arise from the use of models derived from a mathematical 
linearisation of a non-linear system. 
The performance of an aircraft can be described by its response to a set of input demands. Per- 
formance robustness is a measure of the ability of the controlled aircraft to retain this nominal 
performance in the face of perturbations to the system that are described by the uncertainties 
described above. 
These perturbations to the aircraft manifest themselves mathematically as alterations in the 
elements of the A and B matrices. Thus, the problem is that of the measure of the change in the 
eigenvalues and eigenvectors of the system for small changes in the elements of these system 
matrices. If performance robustness can be increased, the same control system can operate 
over a larger range of these perturbations, thus introducing the possibility of less gain schedul- 
ing. 
The aim of this chapter is to further develop EA to improve performance robustness. This 
chapter begins with a description of what the perturbations that must be accounted for physi- 
cally mean, and where they occur on an aircraft. Measures for the sensitivity of eigenvalues 
and eigenvectors will then be examined, and the most useful of these are later used as meas- 
ures of performance robustness. 
A variety of augmented EA algorithms will be developed to increase performance robustness 
implicitly, and the results of this theory will be demonstrated on a longitudinal aircraft dynam- 
ics model of the RCAM in order to demonstrate the methodology and its advantages and disad- 
vantages. 
5.2 Aircraft perturbation structures 
In order to analyse the effect that perturbations have on an aircraft, it is sometimes necessary to 
determine their nature. Most of the sources of perturbation theory tend to provide infon-nation 
on both multiplicative and additive perturbations, but rather arbitrarily, many only deal with 
multiplicative perturbation. Although the theory presented in this chapter does not require a 
knowledge of the structure of the perturbations (as most is based on unstructured perturbation), 
information about whether they are additive or multiplicative is necessary. 
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Linear aircraft models are based on aerodynamic stability derivatives. From the linear, time 
invariant equation that can be used to describe aircraft dynamics, 
i= Ax+Bu (5.1) 
the structure of the A and B matrices for conventional 4-state aircraft longitudinal dynamics 
can be constructed from aerodynamic derivatives: 
X. X. 0 -9 u X&« Xsl. Z. Z. UO 0w+ ZS. za. (5.2) 
M. +MZ, M, + m', ýZ., mq + AlýUO 0q ma + Alý- z8. m8 wwf, + 
M,; zs,. 
Löi 
L01 
Oj 
Loi 
00- 
Equation (5.2) has been extracted from McRuer et al. [6], which also has a detailed explanation 
of how each derivative is constructed. 
To determine in what way perturbations to these matrices occur, an aircraft in flight can be 
examined. Let E be a matrix of perturbations to the open-loop aircraft matrix A. To examine 
the effect of one uncertain parameter, the variation of this matrix with small changes in air den- 
sity (caused by altitude changes or local pressure variations, for instance) can be examined. 
Perturbations in air density will proportionally affect Xu, Xw, Zu, Zý, Mq Mu, Mw and M _It 
can be seen from (5.2) that the resulting effect on the elements of the A matrix can be defined 
W 
by 
aa00 
aaOO (5.3) 
bbb0 
0000 
where a is a multiplicative factor (where a change in density causes a proportional change in 
the denominator of the corresponding stability derivative) and b is an additive factor (where 
the change results in a proportional change in the denominator of each of the two elements of 
the corresponding stability derivative) to the elements of the A matrix. Since there is an uneven 
distribution of the change in dynamic pressure through the matrix, this is an additive perturba- 
tion structure overall, even though individual elements may be perturbed in a multiplicative 
manner (see Fig 5.1). 
By using knowledge of the flight envelope of the aircraft, the designer is now able to use the 
E 
rYrAY 
Multiplicative perturbation Additive perturbation 
Fig 5.1: System perturbation structures 
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minimum and maximum values of expected changes in air density to determine the minimum 
and maximum values of the elements of E. Thus, a bounded and structured additive perturba- 
tion matrix can be developed. 
5.3 Elgenvalue sensitivity 
For eigenstructure analysis and design, it is useful to have a measure of how altering the per- 
turbation matrix E will alter the closed-loop system eigenvalues and eigenvectors, as well as a 
measure of the maximum bounds on E given an allowable bounded migration of the eigenval- 
ues and eigenvectors. These measures would then define the performance robustness of the 
system. 
Measures that will be examined in this section are: 
" Simple eigenvalue sensitivity 
" Eigenvector matrix condition number 
" Lyapunov theory and the Kronecker product 
"g analysis 
Although all of these will be examined, only the first two are of use in describing performance 
robustness in eigenstructural terms. The others will be described briefly as they are still in the 
process of development for use in robustness analysis. 
One of the most useful measures of the performance robustness of a system is the sensitivity of 
its eigenvalues to changes in the closed loop system matrix A= (A + BKC). This measure is 
independent of the perturbation matrix E. The n eigenvalues and eigenvectors of the closed- 
loop system are defined by: 
A= [2,1 ... Xi Ij 
(5.4) 
and V= lyz ... V, ... VII. 
(5.5) 
where AV= VA (5.6) 
W, 
] T 
and W= 1W I ... W, ... 1 
(5.7) 
where WA = AW (5.8) 
The sensitivity of each of the eigenvalues to unstructured perturbation can be given by the 
angle between the left and right eigenvectors corresponding to each mode [53]. The sensitivity 
of an eigenvalue ki is given by 
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IIZ, 1 (5.9) lwjvjl 
([-Wiv-il 
which is a measure of the angle between the left and right eigenvectors. These eigenvectors 
have already been normalised, such that 
IWA2 = PA2 '= 
1 (5.10) 
In n-dimensional space, this sensitivity measure represents the interaction of all the states of 
the system with the P dynamic mode. The smaller the interaction, the less a perturbation 
involving one state will affect the others. Each dynamic mode can now be analysed with 
respect to its sensitivity, and potentially deteriorative modes can be reassigned using feedback 
control. 
5.3.1 Eigenvector matrix condition number 
A measure can also be determined for the 'overall' performance robustness of the system. Tak- 
ing the closed-loop system characteristics described in (5.4) to (5.6), if the perturbed closed- 
loop system is described by (A + E), it can be shown [54) that a limit can be imposed on the 
migration of the closed-lool? eigenvalues: 
ISX, I: g K(V)IEH 
where ic(V) is the spectral condition number of the eigenvector matrix V 1c(V) describes the 
orthogonality of the eigenvector matrix. The smaller this number is, the more orthogonal the 
eigenvectors are, and the less likely it is that a disturbance in any one state will result in 
changes in the other states. 
For an arbitrary system, the larger the condition number of the eigenvector matrix, the larger 
an excursion in eigenvalues that may occur for a given perturbation E. Thus, the condition 
number of V can be used as a general measure of the performance robustness of the system 
overall, as this shift in eigenvalues would result in a change in the nominal performance of the 
closed-loop system - the larger ic(V) is, the larger the potential shift in eigenvalues, the larger 
the potential deviation in time response. 
The mathematical proof of this result is given by Ashokkumar [54]. Additionally, he produces 
proofs for the perturbation bounds in the matrix E due to unstructured and structured perturba- 
tions to keep the system stable. For instance, stability is guaranteed for an unstructured pertur- 
bation when 
min 18%, j 
a(E) <' lc(V) 
The bounds on the shifts in eigenvalue of a closed-loop system are depicted by the circles in 
Fig 5.2. Equations (5.11) and (5.12) require the satisfaction of three main conditions: 
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Fig 5.2: Depiction of disjointed perturbation boundaries 
The perturbed eigenvalues must be in disjointed domains. Thus, as shown in Fig 5.2, the 
discs that constrain the perturbed eigenvalues should not intersect. This is difficult to find in 
aircraft situations, as will be seen in the example system later. 
The maximum eigenvalue perturbation must hold for all eigenvalues. This means that the 
maximum perturbation bounds shown in Fig 5.2 should all be of the same radius. Obvi- 
ously, this makes the measure given in (5.12) a conservative one, as the maximum allowa- 
ble singular value of the perturbation matrix will only relate to the smallest change in the 
eigenvalues to cause instability. In this case, it is the amount required to cause phugoid 
instability. Thus, the SPPO eigenvalues would have to be constrained to the same limits as 
the phugoid, which is quite unnecessary. 
The eigenvectors of the perturbed system must be the same as those of the norninal system. 
This is not always true in practice, especially for large eigenvalue changes in the perturbed 
system. 
Thus, the quantitative aspects of equations (5.11) and (5.12) may not always be useful, as the 
assumptions they are based on are invalid for aircraft. However, the condition number of the 
eigenvector matrix provides a good measure of the relative robustness of similar systems, and 
in this thesis, the measure shown in (5.11) will only be used for this. 
8 
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5.3.2 Lyapunov theory and the Kronecker product 
Chouaib and Pradin [551 produced an alternative, less exacting, assessment of performance 
robustness by using the Kronecker product and a Lyapunov equation. If we require the eigen- 
values of the closed-loop system to remain in the shaded area shown in Fig 5.3, then the bound 
on the unstructured perturbation E is now given by 
o(E) < (5.13) 
CF(P) 
where P is the positive symmetric solution of the Lyapunov equation 
-T 
AsP+PAa+21. =0 
and A6 = cos(8) -sin 
(8)] 0 (A +BKC+al, ). 
[Csin 
(8) cos (S)j 
0 denotes the Kronecker product. 
Again, this measure is extremely conservative, and cannot be used for practical aircraft exam- 
ples as the constraining region is too large to guarantee reasonable performance robustness. It 
is evident that no matter how robust the measure claims a system to be, aircraft performance 
will almost certainly vary over this unbounded area. T'his conservativeness reduces when simi- 
lar measures are used for structured perturbation, but the metrics are still unuseably inaccurate, 
for both robustness analysis and design. 
5.3.3 g analysis 
The use of the structured singular value, g, as a design tool has been briefly described in Sec- 
tion 2.6.5. It is widely accepted that the main function of 9 is in the analysis of perturbed sys- 
tems. Rather than relying on the conservative measures described so far, 11 is dependent on 
highly structured, strictly bounded perturbations that the designer must specify. The resulting 
measure of robustness to perturbation is more accurate than any that have been described so 
far. The challenge, then, is to obtain as accurate a structure of the expected perturbations on the 
closed-loop aircraft system as possible. Once that has been done, g can be determined very 
easily. 
Due to time constraints and the preference of using a measure that deals directly with system 
eigenstructure rather than a structured perturbation matrix E, R was not used in the work 
described here. Instead, eigenvalue sensitivity and the eigenvector condition number were uti- 
lised. 
5.3.4 Example using eigenvalue sensitivity measures 
To demonstrate how EA can be used to improve the performance robustness of a controlled 
system by utilising eigenvalue sensitivity measures, the 5th order RCAM longitudinal dynam- 
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ics model (Model I in Appendix A) was used. The dynamics are conventional, and the states 
and outputs of the model are shown in Table 5.1. 
Table 5.1 Variables of the RCAM longitudinal dynamics 
States Outputs 
q pitch rate q pitch rate 
0 pitch attitude nZ vertical acceleration in body axis 
U forward velocity in body axis VA forward airspeed 
W vertical velocity in body axis wE vertical velocity in earth axis 
z vertical displacement in earth axis z vertical displacement in earth axis 
Table 5.2 Models used for performance robustness 
Model no. Mass (tonnes) c. of g. (% MAC) 
Nominal 120 0.23 
1 100 0.15 
2 100 0.3 
3 150 0.15 
4 150 0.3 
Table 5.3 Initial closed-loop system with desired eigenstructure 
Output SPPO Phugold Heave 
qxxx 
nZ xu 
VA 0x 
IE xx 
zxx 
q nz VA 
K ST ý. 6505 0.1965 0.0001 
_2 
STH 
-2.7994 0.6174 -0.009 
x 
0 
x 
x 
WE z 
0.0228 0.0059 
0.0931 0.021i 
SPPO Ph Heave 
q 10.0093 0.001 0.0006 
cv nz 0.0598 0 0.0102 
VA 0 0.881 0 
WE 0.5088 0.072 0.2967 
Z 9.4497 0.34 0.9889 
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Fig 5.4: Robustness of response Fig 5.5: Robustness of response 
to a1 ms-I deviation in airspeed to a1 rn deviation in height 
To examine robustness, the effects of varying the mass and the horizontal centre of gravity of 
the aircraft were explored. The five models that result are shown in Table 5.2 (the nominal 
model is Model I in Appendix A). These represent the extremes of the flight envelope, and it is 
therefore a challenge to be able to retain nominal performance throughout. 
An initial static feedback closed-loop controller that was designed in Chapter 4 for the nominal 
aircraft model is shown in Table 5.3. This is an EA design, and the desired eigenstructure is 
given in the table. To test performance robustness over the given flight envelope, all five mod- 
els were subjected to unit deviations in V and z in linear simulation under the action of this A 
controller, and then time responses were plotted. Similarity in the overlaid plots indicates sim- 
ilar performance (good performance robustness) over the envelope, and the converse is true for 
dissimilarity. As can be seen in Fig 5.4 and Fig 5.5, simulation of this system clearly shows a 
lack of performance robustness over the wide envelope. Models 2 and 4 produce unstable sys- 
tems with this initial controller, and the remainder of the responses do not preserve similar 
nominal performance. 
0.8 
0.15 
0 
-I 
-8 -7 -6 -5 -4 -3 -2 OC 
Real 
Fig 5.6: Eigenvalue bounds of the initial system 
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From Fig 5.6, it can also be seen that the closed-loop system poles are extremely sensitive to 
perturbation, and vary quite considerably over the defined flight envelope. Circular regions 
have been mapped out that define the actual maximum eigenvalue perturbation for each of the 
three dynamic modes of the system over the flight envelope. Note that there are intersections 
between the bounds on all of the eigenvalues of the closed-loop system - the regions are not 
disjointed. This means that the eigenvalue perturbation theory developed by Ashokkumar in 
[541 cannot be utilised to quantitatively analyse the performance robustness of the system. 
This diagram also demonstrates the conservativeness of equation (5.12). It can be seen from 
the diagram that the change in an eigenvalue that has to occur before the system becomes 
unstable varies from eigenvalue to eigenvalue (different radii of perturbation bounds). How- 
ever, analysis using equation (5.12) must use the smallest eigenvalue perturbation as a measure 
of robustness. This is 1SX3.41 = 0.15, as that is the point at which the phugoid will be unstable. 
Contrary to what equation (5.12) predicts, the SPPO poles can be moved by more than this 
without the resulting system being unstable. 
Now, the condition number of the eigenvector matrix of the aircraft system with the initial con- 
troller design is 3356. From (5.11), the theoretical bound on the maximum singular value of 
the perturbation matrix E is 0.0000447. This is an unnecessarily small bound, and it can be 
shown in simulation that perturbation matrices with maximum singular values some magni- 
tudes higher than this can be used to alter the aircraft model without causing an unstable sys- 
tem. 
Similar conservativeness can be seen with equation (5.13). Assume that all that is required is to 
keep the closed-loop system eigenvalues in the left-half plane (assuring nominal stability). 
From equations (5.13) to (5.15), it can be shown that the bound on the maximum singular 
value of an unstructured perturbation is 0.00088. Again, this value is far too conservative. 
Given the desirability of having an aircraft that has performance robustness and despite the 
conservativeness of the bounds, it is possible to use the condition number of the eigenvector 
matrix in the synthesis of a closed-loop system whilst using a different form of synthesis - iter- 
ative EA - to improve performance robustness. 
5.4 Iterative elgenstructure assignment (IEA) 
Improving performance robustness by using IEA was first detailed in Kautsky et al. [40] as 
'Method 0', where it was described for state-feedback systems. It was later implemented for 
aircraft systems by Mudge and Patton [39]. The objective of the method is to produce achieva- 
ble closed-loop system eigenvectors vi such that each one is as orthogonal as possible to the 
space spanned by the remaining closed-loop system eigenvectors, resulting in minimal interac- 
tion between the dynamic modes of the system and as many of the states or outputs as possible. 
The rationale is that this reduced interaction will result in a perturbation in a state resulting in 
very little alteration of the other states, thus lessening the likelihood of altering nominal system 
performance. 
In the following theory, the method from [40] will be extended to account for the output feed- 
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back case. The EEA process begins after the determination of the achievable vector space Si for 
eigenstructure assignment as given in the previous chapter, repeated here: 
r.. l 
gi 
(5.16) 7,,, l B] or ['I = C(M 
[A 
-, %dil B]) 
The choice of achievable vector space in (5.16) depends on whether mode-state or mode-out- 
put coupling is desired. If the desired eigenvalue, Xdi, and thus its corresponding vector space 
Si is complex, the vector space is rearranged such that where 
si = 
[" 
, -, ... , 
J, 
the real and imaginary components of the space are now separated to form different vectors for 
the complex eigenvalue and its conjugate 
S Re Re 
SRe ... s 
SIM Im Im 
s] ss -s imI. IIm 
Once this is done, the achievable eigenvector matrix Vi is created. An initial vector, for 
instance s I. from each of the p vector spaces in (5.18) other than the one relating to the current 
value of i is used to form Vj: 
IV 
I ... V(l - 1) Y(i + 1) ... VPI 
An iteration is then used in which the vector vi is replaced by a new vector with maximum 
angle to Vi for each i=I, Z .... p in turn. The new vector can be obtained using QR decomposi- 
tion: 
IQ, YJ 
ý01 
(5.20) 
By the nature of the decomposition, yi is orthogonal to Vi, and the new vi is found by projecting 
yi (effectively the desired vector, chosen for maximum robustness) into Si (which contains the 
achievable right eigenvector space): 
T 
sisiyi 
SýITY 
12 VI VT 
thus giving a vector that is as orthogonal as possible to the current space whilst retaining the 
desired eigenvalues of the closed-loop system. In the case of a complex vi. a slightly extended 
approach is required, where 
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Re s 
R. Rer s, Rer 
i Si Yi Im i Si Yi (5.22) 
R 
vi 
Re TT'Vi i e7 lFs 
FSR; 
Yi 2 Yi 21 
The algorithm then moves on to the next value of i, and the iteration is continued. When an 
iterative cycle is complete, p new eigenvectors have been found. These can be used to form the 
matrix V- 
iz, Im 
I+ Vi ) (VI - Vi ) ... VPI 
(5.23) 
The cycle then begins again, using the new eigenvectors from V to form Vi in (5.19). The iter- 
ative cycle is repeated until the reduction in the condition number of the V matrix is less than 
some positive tolerance. At the end of this process, aV matrix for maximum robustness 
remains. Back substitution of this matrix produces a feedback gain matrix K that satisfies 
(A + BKC) V= VAd (5.24) 
In improving robustness by using this method, the eigenvectors of the system are being used to 
attempt to set the elements of the eigenvector matrix vij, i *j to zero. This method could there- 
fore impede nominal performance, as the resultant attempt at full decoupling may result in a 
loss of interaction in modes and outputs that usually require some degree of interaction. For 
instance, conventional aircraft dynamics imply that it is natural for both pitch rate and vertical 
aircraft body velocity to be coupled to the SPPO. EEA, if given the freedom, may decouple one 
or both of these outputs from the corresponding closed-loop mode, thus degrading perform- 
ance by excessively altering the aircraft's natural dynamics. 
5.4.1 Design example using lEA 
Using the system description and the set of desired eigenvalues, 'Method 0' was implemented 
to produce a design for robustness only, with no consideration for nominal performance. This 
algorithm is given in the MATLAB program 'rbstpoi. rn' in Appendix B. Ibis process was 
Table 5.4 Controller designed by Iterative assignment 
8q 
nz VA WE z 
KTý. 0988 0.0289 -0.0019 -0.0052 -0.0006] 
0 -0 2 
8Tm 
-0.9089 0.0582 -0.0133 -0.0042 -0.0002 
SPPO Ph Heave 
cv q 0.0095 0.0005 0.0012 
nZ 0.0571 0.0053 0.0019 
VA 0.1829 0.0751 0.9440 
WE 0.4804 0.2108 0.0145 
z p. 4247 0.9935 0.0483, 
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often advocated in early EA designs. The proportional gain controller that resulted is shown in 
Table 5.4 where it can be seen that the controller has small values in the gain matrix, which is 
desirable in practice. In addition, from the robustness measures described by the condition 
number of the eigenvector matrix and the sensitivities of the eigenvalues shown in Table 5.7, it 
can be seen that the closed-loop system is very robust in comparison to the initial controller. 
This system was simulated using SIMULINK, and the time responses of the outputs are shown 
in Fig 5.7 and Fig 5.8. It can be seen that the algorithm was able to produce a controller with 
increased robustness (note the smaller changes in performance over the range of models as 
compared to the variations in Fig 5.4 and Fig 5.5). 
5.4.2 Retaining desired performance 
As described by Chouaib and Pradin [41], nominal performance may be recovered by allowing 
decoupling to be taken into account during the IEA process. This is done by using the ideas of 
IEA with the following 'decoupled vector space' (which was described in Section 4.6.2) 
instead of the conventional vector space depicted in (5.16): 
A-k, J) C_' B (5.25) 
9i 01 
However, this means that the ability to improve robustness is limited by the freedom remaining 
in the desired eigenvectors. In order to be able to use IEA, the vector spaces Si need to have a 
rank greater than unity so that vi may be made as orthogonal as possible to Vi by advanta- 
geously using the span of Si. This rank condition will only occur if the number of elements 
being decoupled in the desired eigenvectors is less than the (min(m, p) - 1) elements that consti- 
tute the amount of freedom available in assignment (as described in Chapter 4). The feedback 
gain is found as shown in (5.17) to (5.24). This alteration to the method is implemented in 
I rbsteig. m' in Appendix B. 
In order to recover any performance that may have been lost through the sole consideration of 
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robustness in the RCAM example in Section 5.4.1, the desired eigenvectors for the SPPO and 
the displacement mode of the closed-loop system were designated as those used for the initial 
controller. However, the phugoid eigenvectors, identified as being the most sensitive (see 
Table 5.7), were not decoupled. at all, and the freedom that would have been used to improve 
decoupling was instead used to improve the sensitivity of this mode, by allowing IIEA to 
choose a more robust eigenvector. The desired mode-output coupling vectors are shown in 
Table 5.5. 
Table 5.5 Desired mode-output coupling vectors' 
Output SPPO Phugoid Heave 
qxxx 
nZ xxx 
VA 0x0 
WE xxx 
zxxx 
a. An x in a vector signifies that we are uncon- 
cerned with what the element will be. 
Table 5.6 Compromise controller 
Kq nz 
VA WE z 
8] 
. 0829 0.0603 -0.0006 
0.0026 0.0016 
STH 
-0.8974 0.1611 -0.0068 0.0252 0.0068 
SPPO Ph Heave 
q 0.0093 0.0001 0.0006 cv nz 0.0598 0.0034 0.0102 
VA 0 0.4943 0 
WE 0.5088 0.1785 0.2967 
z 0.4497 0.8416 0.9889, 
The resulting design is shown in Table 5.6. From Fig 5.9 and Fig 5.10, it can be seen that both 
performance and overall performance robustness have worsened. This is owing to the limited 
freedom of design that is available with aircraft systems using IEA with the decoupled space. 
It can be seen from Table 5.7 that the sensitivity of the phugoid has now improved from the ini- 
tial controller design owing to the use of this method, but the overall system is worse off. 
This is where subjective assessment of the relative merits of having the desensitised phugoid 
mode as opposed to good performance in the face of small initial perturbations comes into 
play, and it is only the designer that is able to use knowledge about the purpose of a particular 
controller to make a decision about which is preferable in this case. 
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Table 5.7 Comparison of the three controllers' sensitivities 
Eigenvalues Initial controller Iterative design Compromise 
-0.8 ± 0.8j 115 79 77 
-0.15 ± 0.15j 1510 426 355 
-0.3 95 25 330 
K(V) 3356 946 1073 
5.4.3 Eigenstructure synthesis based on sensitivity analysis 
Table 5.7 lists a comparison of the performance robustness of the three controllers described 
for the RCAM longitudinal dynamics model. The numerical method of describing dynamic 
mode sensitivity given in equation (5.9), along with the use of the condition number of the 
eigenvector matrix, are good measures of the potential movement of system eigenvalues due to 
perturbations to the system matrices. The measures used in Table 5.7 are not reflected by the 
actual movement of the eigenvalues of the three closed-loop systems described here, as can be 
seen in Fig 5.11. Here, the circular regions describe the bounds of each mode in the three sys- 
tems. These bounds relate to the specific model variations described in Table 5.2, whereas the 
measures used in Table 5.7 relate to the analytical characteristics of the closed-loop systems, 
thus making it more useful than the graphical analysis. 
Using IEA with the decoupled vector space is the preferred method of design, as it is computa- 
tionally less intensive than a full robustness solution, and allows both decoupling and perform- 
ance robustness to be taken into account with EA. Unfortunately, the nature of a large amount 
of flight control design work is that after the required elements have been decoupled, there is 
usually little or no freedom left to allow an improvement of performance robustness by using 
IEA. It is up to the designer to choose what should be done with the limited freedom available 
in this case. Engineering judgement is all that can be used to determine if the robust systen) 
designed by iterative assignment is preferable to the compromise system, which has some 
desired decoupling but lacks performance robustness. 
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Despite this dilemma, it is immediately apparent from a comparison of Fig 5.4 and Fig 5.5 
with Fig 5.7. Fig 5.8, Fig 5.9 and Fig 5.10 that any use of IEA has resulted in an improvement 
of performance robustness from the initial controller design. Thus, iterative design with the 
inherently decoupled vector space is the most flexible and useful route to improved perform- 
ance robustness. 
5.5 Eigenvector sensitivity 
As well as applying sensitivity theory to eigenvalue movement, Ashokkumar [54] developed 
bounds on the eigenvectors of the closed-loop system for variations in the closed-loop eigen- 
values. For an unstructured perturbation E where for stability 
m, in I SXJ 
a(E) < ic(V) 
(5.26) 
he showed that the bounds on the normalised. eigenvector for the t4h system mode are given by 
lsvjl m. 
in ISXil 
(5.27) 
a(A -Xil) 
Again, it can be shown that in practice, these bounds are extremely conservative, and they 
operate on the same assumptions as the eigenvalue sensitivity theories described in Section 
5.3. This makes them impractical for use in EA design and analysis, although some problems 
can utilise this theory in a qualitative manner. 
An example in [54] further attempted to illustrate this eigenvector perturbation theory by 
applying it to the design of a lateral dynamics controller for an aircraft system. Using desired 
eigenstructural bounds, a closed-loop system bounded perturbation matrix E was developed. 
The theory suggested that keeping to this bounded E would keep the eigenvectors of the 
closed-loop system within the required bounds. However, examination revealed that the result- 
ing stable closed-loop system eigenvector deviations exceeded these theoretical bounds. 
Thus, perturbation theory based on sensitivity analysis appears to provide potentially inaccu- 
rate information, and until further work has been done in eigenvector perturbation analysis, the 
equations should not be used in eigenstructure analysis and design. 
5.6 Eigenstructure sensitivity 
As the previous sections demonstrate, current methods of producing bounds on the perturba- 
tion of eigenvalues and eigenvectors can be unreliable. The bounds that are determined can be 
used as sufficient conditions in determining the stability of a system, but are often too conserv- 
ative to be of any practical use. Practicality of the measures is also compromised because of 
the assumption that eigenvalues do not vary much when the eigenvectors are perturbed and 
vice-versa. In reality, a disturbance in the system will usually result in perturbations in both. 
To address this concern, Yedavalli [561 described how performance robustness can potentially 
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be determined by the use of the 'bialternate sum matrix'. A family of single element matrices 
E, can be developed to describe s structured perturbations of the closed-loop system: 
A =Ao+ Y, Ei (5.28) 
i-1 
where Ao is the nominal closed-loop system. This family of matrices Ej is assumed to vary in 
a linearly independent way. Yedavalli demonstrated that the bialternate sum matrices of these 
perturbations vary in a linearly dependent way, and this could be used to determine the robust- 
ness of the family of closed-loop systems produced by the perturbations. 
He also proposed that a new form of vector, called the cumulative eigenvector - the product of 
the normalised right eigenvector with the corresponding eigenvalue - could be used in sensitiv- 
ity analysis, thus allowing variations in both eigenvalue and eigenvector to be concurrently 
catered for. This research is still ongoing, but when complete, could potentially be used to 
accurately determine the performance robustness of a closed-loop system using nothing other 
than eigenstructural entities. 
Of course, this would result in some loss of visibility of the original method, and how it relates 
to system robustness. However, it would mean that a greater flexibility in the way eigenstruc- 
ture can be used in analysis and design could be developed, leading to the need for a smaller 
complement of analysis tools than might otherwise be required. 
5.7 Multi-modal EA 
As an alternative to using information on the perturbations, it is possible to test the robustness 
of a large family of closed-loop aircraft systems by examining a selection of them. Although 
computationally expensive, this is often one of the more accurate ways of analysing perform- 
ance robustness and consequently designing a system. 
One of the most successful methodologies in this vein is that developed by Magni and Man- 
ouan [431 - the multi-modal approach. The algorithm involves constraining the eigenvalues of 
a set of closed-loop systems to a desired sector of the left-half plane by iteratively adjusting the 
feedback gain matrix. Full details of the theory can be found in a set of lecture notes by Magni 
[571. 
Small perturbation theory is applied to determine the effects that alterations in the gain matrix 
have on the eigenvalues and eigenvectors of the closed-loop system. Sensitivity theory, such as 
that described in Section 5.3, is used in conjunction with this to shift as many of the eigenval- 
ues as possible into the desired region in an iterative manner. 
Although some of the multi-modal approach is based on assumptions that may seem case-spe- 
cific and oversimplified, and the approach itself is computationally expensive and requires an 
involved set of algorithms, the methodology can produce very good results. It was used as 
described in [581 to demonstrate that a good controller could be determined for the RCAM 
problem which will be discussed in Chapter 7. 
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Table 5.8 Degrees of freedom available with EA 
specified for an aircraft with n states, which conventionally has more outputs (p) than inputs (m). k is 
the number of specified elements in each desired eigenvector 
Number of eigenvalues that can be assigned P 
Number of eigenvectors that can be assigned P 
Number of outputs that can be used in feedback P 
Number of outputs that can be tracked M 
Number of specified elements in each eigenvector that can be assigned exactly M 
Number of specified elements in each eigenvector that can be decoupled M-1 
Degrees of freedom available for robustness improvement m-k (k: S m) 
5.8 Conclusions 
Performance robustness is not an aspect of aircraft flight control system design that has been 
considered as a separate issue in traditional methodology. This chapter has described its impor- 
tance and the consequences of detrimental performance robustness. 
The concepts of eigenvalue, eigenvector and eigenstructure sensitivity have been introduced to 
define some quantitative measure of performance robustness. However, these measures are not 
always effective, as comparisons between different aircraft systems cannot be made, and all 
the measures tend to be conservative. The condition number of the eigenvector matrix was 
shown to be a good analysis tool, and will be used in subsequent work to provide a measure of 
the performance robustness of a system. 
IEA uses information about the eigenvector matrix condition number to design a system with a 
large amount of robustness. It was shown that this can adversely affect nominal performance. 
A hybrid methodology to provide robustness as well as nominal performance has been demon- 
strated, but the method is dependent on the freedom of assignment that remains once decou- 
pling has been specified. Nevertheless, this final hybrid method is the EA methodology that 
will be used in future work in this thesis. A summary of the freedom available for various 
aspects of EA design has been compiled in Table 5.8. 
The lack of any useful quantitative measure of performance robustness, and more importantly, 
the balance between performance robustness and nominal performance, demonstrated that the 
role of the designer is crucial in assuring that the best overall design is produced by using sub- 
jective judgement during the process. As aircraft flight control systems do not have a large 
amount of design freedom available for IEA, this role becomes the dominant factor in the for- 
mation of the final controller. 
Analyses described in this chapter show that: 
e Many current measures of performance robustness are unreliable or too conservative. 
e Using IEA to improve performance robustness is useful, but has extremely limited freedom 
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with conventional aircraft control system design. 
There are ways in which more freedom can be artificially introduced into the control system 
design process. However, rather than use them to improve performance robustness alone, they 
will be described in the next chapter with regard to improving stability robustness. 
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Chapter 6 
Stability Robustness 
6.1 Introduction 
Just as perturbations in the nominal system or errors due to modelling inaccuracies can cause 
variations in performance, these off-design conditions may lead to instability if the system has 
not been equipped with a certain amount of stability robustness. 
The aim of this chapter is to develop eigenstructure assignment (EA) to be able to improve sta- 
bility robustness. First, a suitable measure of stability robustness will be examined, and its 
relation to classical measures described. Aircraft examples will then be used to demonstrate 
four different ways in which EA can be used to improve stability robustness. The strengths and 
weaknesses of these four will be contrasted in order to form a new EA synthesis that will com- 
plete the development of the method as required by the third objective of this thesis. 
6.2 Classical SISO and MIMO robustness measures 
Traditionally, with SISO systems, stability robustness has been well defined in terms of stabil- 
ity margins. A system can be defined to possess a gain and phase margin, the exceedance of 
either of which will lead to instability. Any standard classical control text will also proffer 
design strategies, usually involving a combination of static gain and lead/lag compensation, to 
obtain a workable solution to a design problem requiring pre-defined closed-loop gain and 
phase margins. These margins are also used in the MILSPEC's, where they have been one of 
the mainstays in control design requirements. These margins are usually visualised through 
Bode, Nichols or Nyquist plots of the open-loop system, after which values of the additional 
gain and phase that is required to achieve a desired closed-loop response are used to construct 
a suitable control scheme. 
The ease with which this can be done is no longer apparent with MIMO systems. In fact, indi- 
vidual SISO loops may even be unstable, and yet not cause overall MIMO system instability. 
In order to compensate for the advent of multivariable design methods, current military speci- 
fications [21 supply a multivariable stability margin condition. In this, all the loops of a MIMO 
system, bar the one being designed, are kept at their nominal value, whilst the gain and phase 
of the remaining loop is adjusted using classical methods. In reality, it is not possible to alter 
any one individual transfer function loop without affecting the behaviour of the rest, and the 
military specifications tend to be on the conservative side, advocating very high margins of 
robustness, even at low frequencies, thus leading to the likelihood of an overly-stable aircraft. 
Doyle and Stein [591, and in more detail Freudenberg [60], describe a transition of classical 
SISO stability requirements into MIMO requirements. It is now common theoretical practice 
to use the singular values of various matrices that describe the system to specify stability mar- 
gins in MIMO systems. Their use is favoured, as the gain and phase margins derived from sin- 
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gular value analysis are easily understood. They allow for perturbation in all of the loops of the 
MIMO system simultaneously, and as such are likely to lead to an improvement in the specifi- 
cation of MIMO design stability margins in military specifications. 
6.3 Singular values of MIMO systems 
Safonov et al. [61] described the use of singular values in robustness analysis in terms of feed- 
back properties, thus excluding the effects of command inputs (which can be altered using 
feed-forward gains), and concentrating on regulators. Consider the aircraft state-space system 
of standard linear, time-invariant form: 
i= Ax+Bu 
CX (6.2) 
where Ae 9t" x R, Be 9t" ", CE ,"", with a system input given by 
-Ky (6.3) 
The system plant can be defined by the transfer function matrix: 
G(s) = C(sI-A)-IB (6.4) 
with s being the Laplace operator. Fig 6.1 shows this feedback configuration. Differences 
between the real aircraft and the model are modelled as disturbances at the input and output of 
the aircraft and are designated by din and dout, respectively. For aircraft, these can be quanti- 
fied as follows: 
di, - as these occur between the controller and the aircraft, they include errors in actuation 
command signals and aerodynamic changes that take effect at the control surfaces - any- 
thing that would affect the way in which signals are transformed from control demands to 
control surface movements and then to aircraft state movements. 
d,,, t, - as these occur between the output of the system and the controller, they mainly 
involve alterations in output signal due to noise and to measurement errors. 
To quantify the feedback properties of MIMO systems usefully, simple measures of the stabil- 
ity of the system when subjected to these disturbances are required. These are related to the 
y 
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magnitude of the transfer function matrix G(s) of the system. Advocates of extensions of clas- 
sical methods such as the Nyquist loci and multivariable root loci sometimes use the eigenval- 
ues of G(s) as a measure of magnitude, but it has been shown ([61] and [17]) that this is a poor 
solution, and can give erroneous results if the system is non-square (i. e. a different number of 
inputs to outputs) and badly scaled. 
Singular values can be used instead, as they are a more accurate measure of the 'magnitude' of 
a matrix. They are frequency dependent, and can be compared to a Bode gain plot in classical 
terms. The singular values of different matrices can be used to analyse different aspects of a 
system, and two of these will now be examined. 
6.4 MIMO system analysis 
From Fig 6.1. the output can be determined as 
(I + GK)-id,, t + (I + GK)-l Gdj. 
(6.5) 
(The Laplace operator has been omitted in this and some future equations for simplicity's sake) 
The matrix (I+ GK) plays an important part in the output. It is called the return difference 
matrix (RDM) at the output, and its magnitude can have a large bearing on the characteristics 
of the system. Similarly, if the closed loop is 'broken' at the input and evaluated, the RDM at 
the input, (I + KG) , can be used for analysis, as this matrix has similar ramifications 
for the 
input of the system: 
u= (I + KG)-Idi, -(l + KG)-'Kd,,,,, 
Various other matrices are also used for robustness analysis, and these are described in detail in 
[17]. In this thesis, however, only the two RDM's described above will be used. 
6.4.1 Disturbance rejection 
From (6.6) it can be seen that (I + KG) must be made large to reduce the effects of din. This 
performance requirement at the input can be translated into a requirement for all the singular 
values of the input RDM to be greater than a fixed quantity ain over a frequency range, co: 
aj[I+KG(jco)]2: aj,, (co) i=l (6.7) 
Equation (6.5) shows that in order to minimise the effect of dout, the return difference matrix at 
the output, (I + GK), must be made large. So, if the effect of a disturbance at the output of the 
system is to be minimised, the singular values of the output RDM must be greater that a similar 
fixed quantity a0u, over the frequency range: 
aj[I+GK(jo3)12: a,,., (W) i=l (6.8) 
The conditions in (6.7) and (6.8) will occur when the minimum singular values of the RDM's 
are greater than the limits ai,, and ao,, t over the frequency range. In most examples addressed 
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Fig 6.2: Singular value plot of RDM's 
for a controlled AFrVF-16 
here, aj. (co) = a.., (w) for simplicity. Thus, 
a([I+KG(jco)])ý: a(o)) , 
(6.9) 
These equations are illustrated in Fig 6.2, where it can be seen that in order to meet the objec- 
tives specified by a(m), the minimum singular values of both RDM's must be increased at the 
lower frequency end of the spectrum. 
Hence, as with classical requirementsý it appears that good output disturbance rejection can be 
achieved by having high loop gains, ergo high minimum singular values of the output RDM, 
over the system bandwidth. However, it is evident that it will be difficult to improve stability 
robustness at both the input and the output of the aircraft, as increasing the magnitude of K 
could transfer too much of do, t to the input signal u. as can be seen in (6.6). Hence, the profiles 
of ain(o)) and aou#o) must be chosen to optimise the effect of the design trade-off that must be 
made. 
6.4.2 Stability in the presence of unstructured perturbation 
The absolute stability of a MIMO closed-loop system can be derived from the multivariable 
generalisation of the Nyquist criterion, which requires that the encirclement count of the criti- 
cal point (-1,0) on the Nyquist plot of (I + GK) be equal to the number of open loop modes. 
The stability of the system subject to unstructured perturbation, however, requires the need for 
a measure of relative stability. In the classical SISO case, gain and phase margins are often 
used to evaluate the amount of increase in gain or phase that is required to render the system 
unstable. Although margins have been a traditional method of determining this robustness to 
perturbation for SISO systems, they have been rather passed over in MIMO terms. and even 
military specifications [I] have only used the following requirement: 
"In multi-loop systems, variations shall be made with all gain and 
phase values in the feedback paths held at nominal values except for 
the path under investigation. " 
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This is rather a limited specification, as it does not take into account the effect of simultaneous 
gain and phase variations in more than one of the loops. In order to demonstrate the differences 
between SISO and MIMO stability margins, an aircraft model for the linearised longitudinal 
dynamics of an advanced research fighter aircraft, the AFrI/F-16 (Model 4 in Appendix A) 
was used. The model has five states (y, 0, cc, SE and BF), and the first three of these are measur- 
able as outputs. 
Table6.1 Desired eigenstructure for the AFTVF-16 longitudinal dynamics 
Modes 
Eigenvalues 
SPPO 
-5.6 ± 4.2j 
Flight path 
mode 
-1 
Elevator 
mode 
-19 
Flaperon 
mode 
-19.5 
0 x x x 
q x 0 x x 
> C a x x x x 0 
BE x x x 0 
8F x x 0 x 
Psing the desired eigenstructure given in Table 6.1, a direct eigenstructure assignment feed- 
back controller K was designed for the AFrI/F-16 model. This controller is shown in Table 
6.2. The minimum singular value plots for the RDM's of the resulting controlled aircraft are 
shown in Fig 6.2. 
SISO margins determine the relative stability of a system by specifying the amount of gain or 
phase that may be multiplied into each input-output loop of the system before it becomes 
unstable. These can be determined in MATLAB using the 'margin' command. Each of the 
input-output loops of the AFIT/F-16 aircraft was evaluated, and the results are shown in the 
columns of Table 6.2. 
From these results, it can be seen that if the closed-loop system is analysed using SISO stabil- 
Table 6.2 SISO stability margins for the AFTVF-16 
yqa SE 8F 
8E 
3.250 0.891 7.112 -0.526 -0.094] 
8F 
-6.101 -0.898 -10.02 0.420 0.102 
Outputs 7 q C( 
Elevator Gain margin (dB) 303 -3.5 5.2 
Input 
Phase margin (degrees) Inf 42.7 Inf 
Flaperon Gain margin (dB) Inf 17.4 10.7 
Input 
Phase margin (degrees) Inf Inf Inf 
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ity measures, as defined in military specifications, the system is unstable, as one of the loops 
contains a negative margin. An examination of the eigenvalues of the closed-loop system will 
show that this MIMO system is in fact stable, and it can be seen that the instability of one loop 
of a MIMO system can in no way be related to the overall stability of the system. 
Four of the loops of the system given in Table 6.2 satisfy the military specifications given in 
[2], which call for a gain margin of 6 dB and a phase margin of 45 degrees in every input-out- 
put loop at SPPO frequency operation (which is an aircraft mode that is above the MIL-SPEC 
lower limit of 0.06 Hz (0.377 rads-1), but these specifications do not account for simultaneous 
variations in gain or phase margins, and as such are impractical for use with modem control 
design methods. 
Work done by Lehtomaki et al. [62] has resulted in a more workable solution of a MIMO sta- 
bility margin formula, which has been derived from the Nyquist criterion. Assuming the sys- 
tern shown in Fig 6.1 is stabIe: 
The positive phase margin is the smallest value of ý greater than 0 such that the system with 
arbitrary multiplicative perturbationl (Fig 6.3) A= ejý becomes unstable. 
* The negative phase margin is the smallest value (in magnitude) of 0 less than 0 such that the 
system with A=0 becomes unstable. 
The positive gain margin is the smallest value of A (A >0 dB) for which the system is made 
unstable. 
The negative gain margin is the smallest value of A (A <0 dB) for which the system is made 
unstable. Note that there is no facility for negative gain margins with classically designed 
systems, as the interactions between different loops that allow for negative margins are not 
considered. 
If this perturbed system is to remain stable, the number of encirclements of the critical point (- 
1,0) on a Nyquist plot of the perturbed system must remain the same as that of the nominal sta- 
ble system. Lehtomaki et al. [62] explain that the Nyquist criterion translates into a singular 
value requirement that can provide guaranteed gain and phase margins. If the minimum singu- 
lar value of the RDM at the output is larger than some constant a for all values of co (i. e. the 
minimum of the minimum singular value is larger than a), 
g, [l GK] ý: a (6.10) 
30 Y 
Fig 6.3: Multiplicative output signal perturbation 
"Although perturbations over a whole aircraft system have been shown to be additive in nature (see 
Chapter 5), signals of a single loop transfer function are perturbed in a generic unstructured multipli- 
cative manner (Fig 6.3) 
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then simultaneously in each output signal path of the feedback system of Fig 6.1 there are 
guaranteed gain margins given by: 
GM =11 (6.11) 7 -+a' T --a 
and a guaranteed phase margin given by: 
pM = ±COS71 I -P 
2 12 
Hence, all the system loop gains and/or phases (but not both at the same time in any one loop) 
may be altered within the limits prescribed by the GM and PM without destabilising the sys- 
tem. For the case of a multiplicative perturbation A, (6.10) defines the limit of the magnitude 
of the perturbation by: 
c; [A(ico)] <a 
The margins developed using the minimum singular value are conservative in nature, as these 
margins only reflect the minimum perturbation required to destabilise the system, not account- 
ing for the fact that this perturbation may not occur in reality, or may not be significant in the 
overall system. Thus, defining the structure of the perturbation before analysis of stability mar- 
gins would be useful in producing a more realistic assessment of the robust stability of a sys- 
tem. Such definition is possible only when detailed information about the flight envelope and 
the bounds on expected perturbations are available. However. the measure that has been 
described in (6.10) to (6.12) will suffice for subsequent stability robustness analysis in this the- 
sis. There are a variety of ways in which aircraft flight control system stability margins can be 
improved within an EA methodology. Four of these, which will be described here, are: 
Using pseudo-control 
Using analytical singular value gradients 
Using simple numerical optimisation 
Using goal-attainment 
These have been targeted because of their practical value and their ability to be used with EA. 
By examining the advantages and disadvantages of each method in turn, it will be shown that 
the final method, goal attainment, produces the best results for a practical multivariable stabil- 
ity robustness problem. 
6.5 Raising stability margins using Pseudo-control 
One of the reasons for a closed-loop system resulting in low stability margins. and thus a low 
minimum singular value of the RDM, may be a badly structured aircraft input distribution, 
described through the matrix B. Sobel and Lallman [35] have described the use of a reduced 
order pseudo-controller to reduce the interference of any ineffective control surfaces that cause 
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Fig 6.4: Pseudo-control with EA 
the EA procedure to produce unnecessarily large gains. The process derived from work done 
by Lallman [63] involves 
i. Examining the singular values of the B matrix. This indicates the relative effectiveness of 
the control surfaces in changing the states of the aircraft. Any ineffective surfaces can be 
identified. 
ii. Reconstructing the B matrix so that only effective control surfaces are utilised. 
iii. Designing an EA controller for the reconstructed system. 
iv. Re-mapping the consequent control law onto the original control surfaces. 
The process is depicted diagrammatically in Fig 6.4 where the pseudo-control algorithm has 
been implemented in the MATLAB function 'pseudo. W in Appendix B. 
6.5.1 FPCC Vehicle example using pseudo-control 
The example system used in [35] will be explored here to demonstrate the usefulness of the 
pseudo-control strategy in reducing stability margins. The aircraft model used is a 5th order 
linear model of the lateral dynamics of the Flight Propulsion Control Coupling (FPCC) vehi- 
cle, Model 3 in Appendix A. This model has five states (p, ý, p, r, X) and three input surfaces; 
ailerons, rudder and vertical canard. The aircraft has an unstable spiral mode with a time to 
double amplitude of about 30s. 
The control problem is that a trim condition regulator is to be designed to give the desired 
eigenvalues and eigenvectors described in Table 6.3. This eigenstructure, though perhaps not 
ideal in assigning a coupled roll/spiral mode, has been designed to stabilise the aircraft and to 
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Table 6.3 Desired eigenstructure for the FPCC lateral dynamicsa 
Modes Dutch Roll Roll/Spiral Tracking 
Eigenvalues -2 ± 2j -3 ± 2j -0.5 
x 0 x 
0 x 0 
p 0 x 0 
r x 0 0 
x 0 0 
a. extracted from controller requirements in [34] 
provide a yaw pointing control law in which tracking response is decoupled from yaw rate 
response. A first design was obtained by using DEA, which produced the Initial Design shown 
in Table 6.4. The time response of this regulator for an initial disturbance of I degree in side- 
slip angle is shown in Fig 6.5, and the control action required to produce this response is given 
in Fig 6.6. Although the time response is adequate, it is obvious that the large entries in the 
feedback gain matrix cause the rudder and canard to deflect to an excessive level. Fig 6.7 
shows that the minimum singular value of the RDM at the input is relatively low, giving gain 
margins of [-0.14 dB, 0.14ý dB] and phase margins of less than one degree in magnitude. 
Table 6.4 FPCC Vehicle controller designs 
Initial Design Pseudo-control design 
prxprx 
K 
SR 17.1656 -0.2869 0.0006 -5.3371 -17.23051 
SR 
- 463 -0.0322 
0.0086 0.7120 2.8606 
SA -1 . 4217 -2.4178 -0.9356 0.0556 1.0965 
1 SA 1 -ý127 -2.4724 -0.9404 -0.7795 -2.6296 I 
SC 90,0144 -1.2212 -0.0424 -30.8387 -96.3192J ScrO. 
115320 
-0.0559 -0.0253 -0.1584 -0.6231 
IC(V) 9.3 11.1 
Gain +0.14 dB. -0.14 dB at input +3 6 dB, -6 dB at input 
margin +1.1 dB, -I dB at output +2.4 dB, -1.9 dB at output 
Phase ±0.9 degrees at input ±59 degrees at input 
margin ±7 degrees at output ±14 degrees at output 
% Eigenvalue Sensitivity 
-0.5 1.2 2.8 
-2 ± 2j 3.6 5 
.3± 2i 3.5 3.5 
The decomposition of the B matrix can reveal the nature of the effect of each of the control 
surfaces on each of the states of the system. The three singular values of this matrix reveal the 
relative effectiveness of each: 
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Fig 6.6: Control action for Initial Design 
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Fig 6.7: Singular value plot for Initial Design 
" Ailerono = 7.89 
" Ruddercr = 3.45 
" Vertical canardcy = 0.0546 
From these singular values, it can be seen that in relative terms, the canard ((T ý 0.0540) con- 
tributes very little to the control action involved in producing a response. Thus, reorgainsing r, 1-1 t- 
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the EA procedure so as to prevent the canard from having to produce excessive movement to 
overcome this inefficiency, as well as reducing feedback gains, would be useful. This can be 
done by using pseudo-controller design. The detailed basis of the method is explained in [35], 
but given the algorithm to produce a pseudo-controller, we can now design a feedback matrix 
to improve stability margins. 
Pseudo-control was used to produce the controller in the right hand column of Table 6.4. It can 
immediately be seen that the entries in the resulting feedback matrix are considerably smaller. 
Note also from Fig 6.8 and Fig 6.9 that control action, especially that of the canard, has 
reduced considerably, making it possible to regulate a one degree change in sideslip with less 
than a one degree deflection in any of the control surfaces. 
Fig 6.10 shows that the minimum singular value of the RDM at the input has now increased, 
and is virtually unity all throughout the working frequency range, thus producing much larger 
gain and phase margins than Design I (see Table 6.4). Although the RDM at the output has a 
singular value plot that dips sharply in the mid-frequency range (which corresponds to the fre- 
quency of the Dutch Roll mode), the minimum stability margins at the output are still an 
improvement over those in Design 1. 
It is apparent that for this system, a pseudo-controller design using EA was able to provide a 
better controller than that obtained by standard EA techniques. In order to obtain extra stability 
robustness and improve the control efficiency, it was necessary to sacrifice a small amount of 
performance robustness (given by the condition number of the eigenvector matrix). Compar- 
ing the control action responses that resulted from simulation, it was a necessary sacrifice that 
is inevitable in systems such as the FPCC lateral dynamics. 
Pseudo-control was used to improve a system that had undesirable stability margins due to an 
inherently uneven control distribution. However, there was no control over the extent or exact- 
ness to which stability was improved. Ways in which stability margins can be improved in a 
quantitatively definable way can now be explored. 
6.6 Raising stability margins using singular value gradients 
In Section 4.8 of Chapter 4, it was shown that by altering the desired eigenvalues of the closed- 
loop system in EA, different feedback gains could be obtained. The resulting closed-loop sys- 
tems possess different robustness characteristics. Thus, extra freedom is potentially available 
to alter the desired eigenvalues used in EA to produce a system with improved robustness. 
Previous sections showed that it is possible to specify stability robustness requirements in 
terms of the minimum singular values of the RDM's. However, incorporating these require- 
ments into an EA design synthesis is not a trivial problem. Safaonov et al. [61] and Lehtomaki 
et al. [62] have described designs of Linear Quadratic Gaussian (LQG) controllers that utilise 
changes in singular values. Newsom and Mukhopadhyay [64) postulated a useful method of 
determining the gradients of singular values to changes in closed-loop eigenvalues, and this 
was expanded upon by Garg [65] in relation to changes in both eigenvalues and eigenvector 
elements of the system. The hypothesis was that for small changes in eigenvalue or eigenvec- 
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Fig 6.11: Singular value gradients with the EA design process 
tor elements, the change produced in the minimum singular value of the RDM could be deter- 
mined analytically, and combinations of alterations in the desired eigenstructure could be used 
by the designer to shift the singular values above the desired margin limit (a) given in (6.10). 
Once the designer determines what the new desired eigenvalues and eigenvectors should be, 
these can be used in existing EA design procedures to produce a robust controller. The exam- 
ple in [65] illustrates this design process best, and will be used here as a demonstration of the 
synthesis, which is described diagrammatically in Fig 6.11. 
6.6.1 Design example using analytical singular value gradients 
The design example in [65] (AFrl/F-16, Model 4 in Appendix A) uses only the minimum sin- 
gular value at the input RDM as a measure of stability robustness. The requirement specified 
in [651 is to guarantee gain and phase margins of +1.5 dB and +10 deg, giving 
a [I + KG(jo))] ýt 0.51 (6.14) 
The initial system designed was one that used DEA. The system characteristics are shown in 
Table 6.5. Fig 6.12 shows the singular value plot of the RDM's involved. It can be seen that for 
frequencies lower than about 12 rads-1, the minimum singular value at the input violates the 
design requirement (6.14). The time response of this closed-loop system, in Fig 6.13, shows 
that excessive flaperon is being used to correct aI degrees-1 perturbation in pitch rate. This is 
reflected by the high gains in the second row of the feedback controller matrix K. 
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Using the analytical singular value gradient formulae from [65], the system was, enhanced by 
altering the desired complex eigenvalues to give the required change in the singular value of 
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desired eigenvalue of the system). The singular value plot of the resulting final design is L- 
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Table 6.5 Singular value controller designs 
Direct assignment system FInal design 
Yq (X BE 8F q Cc BE 8F 
BE [3.250 0.891 7.112 -0.526 -0.0841 
BE r3.280 0.954 7.289 -0.585 -0.090 8F 
-6.101 -0.898 -10.02 0.420 -1.102J 8F L-0.138 0.101 -2.423 
+ 1.9 dB, - 1.6 dB at input +6.1 dB, -3.6 dB at input 
+0.4 dB, -0.4 dB at output +0.7 dB, -0.6 dB at output 
±1 1.4 degrees at input ±30 degrees at input 
±2.8 degrees at output ±4.2 degrees at output 
56 65 
Figenvalues Sensitivity Eigenvalues Sensitivity 
-5.6 4.2j 19.9 -6.77 3.67J 25.2 
4.7 5.7 
-19 14.9 -19 18.8 
-19.5 10.7 -19.5 3.7 
shown in Fig 6.15, and the system is described in Table 6.5, from which it can be seen that the 
stability margin requirements have been met. The time response to an initial condition, given 
in Fig 6.16, shows a reduction in the use of flaperon to correct deviations in aircraft pitch rate 
from the nominal design. 
However, the sensitivities of most of the eigenvalues have worsened, as has the condition 
number of the eigenvector matrix. Some performance robustness has therefore been sacrificed 
in producing this increase in stability robustness. The large improvement in the stability mar- 
gins makes this alteration in eigenvalues acceptable. In this particular case, the singular value 
at the output RDM has also improved, but this cannot always be guaranteed. 
Although the mathematical analysis described in the appendices of [65) is valid, the exact 
change in an analytical gradient of the minimum singular values for changes in eigenvalue 
9 
. to 
10*1 10 0 10 1 
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13 ý3 -5 
0.3 
. 25 ' X3 
X3 
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Fig 6.17: Change In actual value of 
a[I + KG(ico)] for linear changes In 13 
120 
Stability Robustness 
cannot be determined, and the design procedure can only be applied to small' changes in the 
eigenvalues. One assumption of the analysis in [65] is that these gradients are linear, but Fig 
6.17 shows that for a linear change in X3 (all other eigenvalues remaining unchanged), it is 
apparent that the corresponding increase in c; [I + KG(iw)] at lower frequencies is clearly not 
linear. This discrepancy makes it more difficult to apply the analytical gradient technique to a 
design synthesis. A more comprehensive derivation of the singular value gradients can be 
found in Appendix D. This derivation shows that some of the assumptions that are used by 
Garg in [65] are invalid, and a more accurate derivation has been provided. 
6.7 Raising stability margins using simple optimisation 
schemes 
The gradient method described in the previous section can only be used to alter one design 
parameter (eigenvalue or eigenvector element) at a time. This requires the designer to have a 
broad experience of how to achieve practical system performance by altering various different 
parameters in the desired eigenstructure at the same time. This is quite a complex task, espe- 
cially in large order systems, where the number of independent variables is difficult to handle 
in order to obtain as good a solution as possible. In such cases, it may be beneficial to use 
mathematical optimisation techniques to obtain an appropriate solution. The disadvantage with 
such techniques is the computing power and time that is required to run them. In this section, 
both unconstrained and constrained optimisation techniques are examined in their capacity to 
solve the same aircraft problem as that solved using the analytical gradient technique. 
Analytical techniques, though offering the designer both a hand in the design process and a 
considerable saving in computing time and power, are unable to provide a suitable solution to a 
practical problem that has many conflicting objectives. Multi-objective algorithms offer a 
method of using any optimisation freedom inherent in the system to search the allowable set of 
solutions iteratively for a design that satisfies as many criteria as possible. In addition, it is pos- 
sible to weight these criteria, so as to give some semblance of the importance of one objective 
as opposed to another. 
Thus, multi-objective programming concerns the minimisation of a set of objectives simulta- 
neously. The problem can be defined as minimising a vector of objectives f(x), which may be 
subject to a number of constraints g(x). It is important to note that since the objectives in f(x) 
are usually competing with each other, there can be no unique solution to the problem. Instead, 
the various objectives may be weighed against each other to produce a variety of solutions that 
the designer can then choose from. This leads to the problem of choosing the relative weight- 
ings. It is up to the designer to use knowledge about the specific problem in order to decide on 
these values. 
"The word small in [651 appears to mean no more than a 10% deviation from a nominal value, although 
results are still inaccurate with this minimal change in eigenvalue. 
121 
Stability Robustness 
r---------------I r-------- 
Perform analyticýl N 
Have YES 
argins bee 3p- K (final) gradient computation attained 
AOjust desired 
eigenstructure 
accordingly 
Goals for 
Ad ýd stability robustness 
Eigenstructure A, BC 
T Assignment 
E 
InitialA V dd rocedure 
K Designer Interaction +-I 
btain stability 
LJ [I 
margins Design and analysis 
algorithms 
L--------------- 
Fig 6.18: Numerical optimisation with EA 
6.7.1 Unconstrained minimisation 
Unconstrained minimisation simply involves one objective function being minimised. For 
instance, if the stability robustness at the input of the system is a major design consideration, 
an objective function J can be defined by 
N 
jmaxjO, a(co. )-a[j+KG(jw. ))j (6.15) 
M-1 
where N is the number of frequency points at which the minimisation is to be performed. This 
objective can then be minimised using a standard conjugate gradient algorithm such as those 
available on the optimisation toolbox [66] in MATLAB, which alters the desired eigenvalues 
and eigenvectors of the system in an EA synthesis to increase the minimum singular value of 
the input RDM. This process is depicted in Fig 6.18. Comparing this with Fig 6.11, it can be 
seen that the heuristic design process that the designer was required to perform when using 
analytical gradients has now been taken over by the computing algorithm. 
6.7.2 Design example using unconstrained minimisation 
The AFrI/F-16 design example (Model 4 in Appendix A) was used to determine the relative 
improvements that could be made on the nominal DEA control system design by using unc 
onstrained and constrained minimisations to improve the stability robustness of the aircraft. 
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Table 6.6 Results of unconstrained minimisation (162 iterations) 
7q ct 45E 8F 
K 5E [22.8056 3.6965 31.3567 -2.4028 -0.2471 
8F 
-3.9518 -0.6745 -6.8555 0.2270 0.1272] 
Gain margin 6.3 dB, -3.6 dB at input 
0.5 dB, -0.5 dB at output 
Phase margin ±30 degrees at input 
±3.3 degrees at output 
K(V) 156 
Eigenvalues Sensitivi(y 
- 12.7 ± 4.3i 53 
-1.1 5 
-42.5 36 
-18.7 28 
With this aircraft, unconstrained minimisation was attempted in order to reduce the perform- 
ance index given in (6.15) to achieve the requirement given in (6.14), initially by altering the 
desired eigenvalues of the closed-loop system, starting from the nominal set given in Table 6.1. 
This set of eigenvalues and the set of desired eigenvectors given in the table were then used to 
produce an EA controller. The minimum singular value of the RDM at the input of the result- 
ing closed-loop system was then evaluated at a number of frequencies and used to determine 
the value of the performance index. The MATLAB function 'f mins. in' in the Optimisation 
Toolbox [661 was used to determine a minimised solution to the problem. 
The results of this minimisation are given in Table 6.6 and Fig 6.19. The unconstrained mini- 
misation satisfied the problem at the input of the system after 162 iterations, producing suffi- 
cient gain and phase margins to satisfy the initial performance requirement. However, it is 
evident that this resulted in a degradation in the gain and phase margins at the output of the 
system, as the singular value of the RDM at the output of the system was not accounted for. In 
Fig 6.19: Singular value plot of unconstrained 
minimisation solution 
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Fig 6.21: Control surface deflections for 
unconstrained minimisation solution 
addition, the nature of unconstrained minimisation is such that it is difficult to bound the eigen- 
values of the system. Consequently, it can be seen from the table that the large magnitude of 
the elevator mode eigenvalue that resulted. as well as the relatively large entries in the top row 
of the K matrix (corresponding to the elevator input), is likely to lead to large control surface 
movements and rate limiting problems. 
This can be seen in Fig 6.20 and Fig 6.21, where aI deg deflection in the elevator has resulted 
for aI degs-' initial condition in pitch rate. Hence, although the system produced satisfies the 
initial problem statement tackled by Garg in [65], it is apparent that, as stated in that paper, a 
stability requirement in terms of gain and phase margins at only the input of the systern is 
insufficient, as this may lead to degradation of the performance of the system. 
6.7.3 Constrained minimisation 
Constrained minimisation goes one step further in this process. The idea here is to rninimise a 
performance index, whilst imposing a hard constraint on the minimisation. For instance, New- 
som and Mukhopadhyay [64] used a performance index to minirnise control activity, whilst 
using the reduction of J in (6.15) to zero as the constraint. Mukhopadhyay [671 used a Lyapu- 
nov equation as a performance index to produce a design based on standard LQG results, 
whilst using similar constraints to those in 164] on the minimum singular value of the RDM. 
A simple constrained minimisation can be devised to improve the minimum singular value of 
the output RDM of the system to give better performance results than we have achieved using 
unconstrained minimisation. The performance index given in (6.15) call be used as a con- 
straint, and the corresponding performance index to be minimised, J, can contain a term to 
increase the minimum singular value of the RDM at the output of the system, giving 
N 
Performance Index J max 10, a,,,,, ((t))-CY I I+ GK(icoj] 1 
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N 
Constraint gI max{O, aj,, (co)-c; [l + KG(ico. )] 1 
R-I 
where aj. (co) is the minimum limit on the minimum singular value of the RDM at the input 
and a.,,, (co) is the minimum limit on the minimum singular value of the RDM at the output of 
the system. This combination is designed to ensure that the required gain and phase margins at 
the input are met, whilst increasing those at the output by as much as possible. 
6.7.4 Design example using constrained minimisation 
In order to address the main problem encountered when using unconstrained minimisation 
with the design problem in Section 6.7.2 (namely the inability to control the minimisation of 
the minimum singular value of the RDM at the output), constrained minimisation was 
attempted. The problem was defined to minimise the performance index in (6.16) whilst 
achieving the constraint in (6.17). Both a,. (co) and a,,., ((o) were taken as frequency independ- 
ent values of 0.51, to produce a multivariable gain margin of at least 3.5 dB in magnitude and a 
phase margin of at least 30 degrees in magnitude. The results are shown in Table 6.7. Again, it 
can be seen that the stability margins at the input to the system were increased over all frequen- 
cies, thus satisfying the constraint defined in (6.17). However, the performance index defined 
in (6.16), though minimised, was not reduced to zero. 
An unbounded constrained minimisation, where the desired eigenvalues of the closed-loop 
system were allowed to roam anywhere as long as the resulting system was stable was per- 
Table 6.7 Results of constrained minimisation 
K7qa 
SE SF 
E 6.8991 1.5723 11.5982 -0.9797 -0-1534 
11j 
SF 0.7824 0.1532 1.4363 -0.0865 0.3668 
Gain margin +8.6 dB, -4.2 dB at input 
+0.7 dB, -0.6 dB at output 
Phase margin +16 degrees at input 
±43 degrees at output 
IC(V) 89150 
Number of Iterations 822 
Elgenvalues Sensitivity 
- 13.2 ± 0.14j 32342 
-1.96 5 
-13.7 18643 
-12.3 268 
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formed. This approach tries to give the aircraft system stability robustness, but without any perform- 
ance guarantees. The plot of the singular values of the input RDM for this case (Fig 6.22) shows that 
the constraint was over-achieved, but the performance index was minimised considerably, giving better 
results than the unconstrained solution. Note that the time responses derived from simulation (Fig 6.23 
and Fig 6.24) indicate that as a result, less actuation was used to regulate the aircraft. Unfortunately, the 
minimum singular value of the RDM at the output was still very low in the illid-frequency range, 
reducing the stability margins at the output of the system. Also, performance robustness has suffered, 
as can be seen by the condition number of the closed-loop eigenvector matrix. 
With minimisations such as the ones pursued in this section, it is important to allow the mathematical 
minimisation algorithm to have as much freedom as possible, thus reducing the likelihood that a sub- 
optimal solution will result. However, the practical considerations of the system must also be 
accounted for, and rather than leaving the design parameters unbounded, it is practical to perform a 
constrained optimisation where the desired closed-loop eigenvalues are bounded. 
It was found that the use of only one performance index with no constraint or a 111.1111hCr 01'COF)Strýlink 
tends to either not converge to a solution or provides a sub-optimal solution, depending on (lie applica- 
tion. Because of the conservative nature of the singular value measures in the constraint equations, ina- 
bility to obtain a solution does not always imply a robustness problem. Hence, usino cquations such as, 
(6.15) as hard constraints may not be a practical solution. In most real problems, it would he more sen- 
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sible to use the singular value criteria as objectives rather than constraints. This is the basis of 
generalised multi-objective programming, such as goal attainment. 
6.8 Raising stability margins using goal attainment 
Goal attainment is a specific type of multi-objective programming. Instead of having a vector 
of objectives or a performance index minimised subject to a set of constraints, it is minimised 
by letting it tend to a set of goals. Thus, there is freedom for the designer to specify the amount 
of under or over achievement of the goals allowable during the optimisation procedure. This 
introduces a degree of slackness to the problem that results in the attainment of a best possible 
solution, rather than a precise one based on constraints. A weighting can be introduced into the 
algorithm as well, to express a measure of the relative trade-offs between the objectives. A 
simple geometrical approach to the goal attainment procedure, as well as a fuller explanation 
of the mathematical background involved can be found in [661. 
A set of design goals can be illustrated by extrapolating the requirements in (6.7) and (6.8), 
which are the most important objective functions in terms of stability robustness. The limits, 
ain and aout, below which the minimum singular values of the RDM's should not stray, are 
based on stability margin requirements in the military specifications [1]. The goals that were 
initially specified were to decrease the areas between the plots of the minimum singular values 
and their corresponding limit functions. This area is shown as the shaded area in Fig 6.2 for the 
RDM at the input of the AFrI/F-16 aircraft. 
The objective vector components for this particular goal attainment strategy can be formulated 
as 
maxjO, aj. (co)--a[l+KG(jo3. )]j 
N 
f(2) I max{O, a.., (co)-c; [l + GK(ico. )]) 
R-I 
As the area in question cannot be evaluated analytically, the equations describe a cumulative 
sum of the vertical distances between the singular values and their limits over a range of fre- 
quencies that are specified by the designer. 
The goals for this case are for the two components of f(x) to be reduced to zero. We already 
know that an increase in the singular value at the input RDM tends to result in a decrease in 
that at the output, and an increase in response magnitude and control activity. Hence, these two 
objectives are conflicting, and altering the weighting on each function in the optimisation algo- 
rithm will produce different solutions to the problem. 
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6.8.1 Goal attainment with EA 
It has been shown in Chapter 4 that EA can be used to improve performance by allowing the 
designer to specify the decoupling of system states or outputs from the closed-loop modes. The 
goal attainment procedure, therefore, can be implemented with an internal EA procedure so as 
to be able to preserve these advantages. The procedure begins with an arbitrary set of desired 
eigenvalues, and produces a feedback gain matrix as a solution to a DEA problem specified by 
the designer, who should include a set of desired mode-state or mode-output coupling vectors 
in the algorithm. This feedback gain matrix, K, is then used to evaluate the objective functions 
(6.18) and (6.19), in relation to the goals. The desired eigenvalues are then altered, and the pro- 
cedure is then repeated until a solution has been obtained. 
The minimum singular values of the RDM's vary with a change in both the eigenvalues and 
the eigenvectors of the closed-loop system, and these both alter simultaneously through their 
interdependency in the process of EA. When a goal attainment algorithm is used with EA, the 
gradients of these singular values are determined implicitly, and thus reflect the effect of alter- 
ations in the desired eigenstructure more accurately than the analytical gradients described in 
Section 6.6. 
The objective functions are no longer as simple as before, and become smaller parts of large, 
complex functions. The whole process can be visualised as an EA routine with a goal attain- 
ment algorithm 'wrapped' around it, as shown in Fig 6.25. Faleiro and Pratt [68] demonstrated 
the various design parameters that could be used with EA and goal attainment. The following 
design examples elaborate on that work, including expansion of the method to account for per- 
formance robustness. 
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Fig 6.25: Goal attainment with EA 
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Table 6.8 Design using bounded eigenvalue variations 
Tq Cc SE 8F 
K 8E [6.8990 1.5722 11.5977 -0.9796 -0.153)2] 
8F 00.7999 0.1563 1.4616 -0.0886 0.3649 
Gain margin 8.6 dB, 4.2 dB at input 
0.7 dB, -0.6 dB at output 
Phase margin ±37 degrees at input 
±4.3 degrees at output 
KM 115700 
Number of iterations 320 
Eigenvalues Sensitivity 
- 13.3 ± 0.12i 42365 
-1.96 5 
-13.7 22864 
-12.4 281 
6.8.2 Design example using eigenvalues as design parameters 
The AMIF-16 was used again, to obtain a comparison of the goal attainment method of 
design with the analytical gradient method used in Section 6.6. As described in that section, 
the design problem involved increasing the minimum singular values of the RDM's to improve 
stability margins. For this example, the goals were to reduce to zero the objective vector f(x) 
given in (6.18) and (6.19). The performance requirements for the aircraft specified that the 
lower limits on the minimum singular values of the RDM's were given by: 
a.., = 0.51 (6.20) 
The attgoal. m function in the MATLAB Optimisation toolbox [66] was used to obtain a 
static feedback gain matrix K. The closed-loop system characteristics are shown in Table 6.8 
and singular value plots of the input and output RDM's are shown in Fig 6.26. The response of 
the system to a perturbation in pitch rate is shown in Fig 6.27. 
As with previous designs using this aircraft system, it was found that it was extremely difficult 
to satisfy both the input and output objective functions. It can be seen in Fig 6.26 that the input 
condition was over-attained, thus resulting in excessive actuator deflections, required to ensure 
that the system was over-stable. It was therefore decided that the procedure would instead be 
aimed at achieving mainly good input gain and phase stability margins. 
6.8.3 Design example using mode clecoupling as design parameters 
Garg [65] improved the freedom available in his design method by including the eigenvector 
element derivatives in the optimisation process. Hence, decoupled eigenvector elements were 
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(U 
Frequency (rads-1) 
Fig 6.26: Singular values using 
eigenvalues as a design parameter 
Fig 6.27: Response for system with 
eigenvalues as a design parameter 
altered in this design example to improve stability margins. However, if this is done with only 
the improvement in stability margins as a consideration, it will lead to a degradation ill tile t, 
nominal performance of the closed-loop system. As this is undesirable, a slightly different 
strategy was used, 
The eigenvectors of the system designed by EA are dependent on the desired clos-ed-loop 
eigenvalues, which dictate the achievable vector space from which final vectors are chosen 
(see Chapter 4 for details). However, the elements that are decoupled are not related to this 
achievable vector space, but are specified, and 'forced' to occur by the designer. Hence, free- 
dom can be introduced in the algorithm to allow these forced elements to be included in the 
goal attainment design parameters, along with the desired eigenvalues of the system. Bounds 
are put on these elements, such that they are very small (nearlY decoupled), but the extent to 
which they are eventually decoupled depends on how their coupling can be used by the goal 
attainment algorithm to improve stability margins. 
The design that was obtained in this way is shown in Table 6.9. The shaded elements in the 
table show the elements that have been allowed some coupling. Note that although the eigen- 
values are the same as with the DEA design (see Table 6.5), using goal attainment has resulted 
in greatly improved stability margins, as can be seen by a comparison between Fig 6.12 and 
Fig 6.28. The most marked change in the SPPO eigenvectors from those of the DEA design is 
that the flight path is no longer completely decoupled from this mode and flaperon is less cou- 
pled. Thus, when a disturbance in pitch rate occurs, considerably less flaperoll will be used to 
correct the disturbance, whilst there will be a slight effect on flight path that was not present if) 
the initial design. To test this hypothesis, the same simulation, in response to a one degree per- 
turbation in pitch rate, was performed. The results are shown in Fig 6.29. 
It is evident from a comparison of the two time responses in Fig 6.13 and Fig 6.29 that this sys- 
tem is preferable. Although, as expected, there is now a small undesirable excursion ill flight 
path, this is minimal, and is reduced to zero in it matter of seconds. More noticeably, there is a 
dramatic improvement in actuation response. Where both actuators were previously Litilised to 
make the correction, virtually no flaperon, and less elevator activity, is now used. The condi- 
tion number of the eigenvector matrix indicates that performance robustness lias improved. 
'rherefore, a better system has been produced by allowing some coupling in elements that 
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Table 6.9 Goal attainment using bounded eigenvector element variation 
7q cc 8E 8F 
KE[1.410 
0.738 5.633 -0.464 -0.087] 
F -0.432 0.023 0.272 -0.0 
Gain margin + 14.6 dB, -5.17 dB at the input 
0.81 dB, -0.74 dB at the output 
Phase margin ±48 degrees at the input 
±5 degrees at the output 
K(V) 29 
Modes SPPO Flight path Elevator Flaperon 
Eigenvalues -5.6 ± 4.2j -1.0 -19.0 -19.5 
Sensitivity 10.1 2.6 11 1.2 
-0.039 -0.558 -0.004 -0.014 
0.860 0.289 0.719 0.023 
cu (X -0.144 0.269 -0.033 0.013 
SE -0.485 0.644 0.694 -0.036 
5F -0.057 0.343 0.011 0.999 
would normally be clecoupled by DEA 
It can also be seen that using eigenvector decoupling elements as parameters in the design 
process produced a better system than the system obtained using the analytical gradient 
method (this controller is shown in the right hand column of Table 6.5). The advantage of 
using goal attainment is thus in the use of the computer to optimise the system, rather than tile 
designer having to use her/his time to produce the system by examining analytical gradients. 
u M 
Frequency (rads-1) 
Fig 6.28: Singular values with decoupled 
eigenvectors as a design parameter 
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Table 6.10 Goal attainment using bounded eigenvalue and eigenvector element 
variation 
7q (X 8E 8)1' 
K 8E [ 1.592 0.906 6.403 -0.615 -0.099 
ÖF 
ý-0.074 0.134 1.148 -0.084 -0.0211 
Gain margin 
Phase margin 
K(V) 
+38.3 dB, -5.97 dB at the input 
+ 0.9 dB, -0.82 at the output 
±60 degrees at the input 
±5.7 degrees at the output 
45 
Modes SPPO Flight path Elevator Flaperon 
Eigenvalues -7 ± 3.3j -0.93 -20 -20 
Sensitivity 15.4 2.5 10.2 5.4 
Y, 7 0.03 0.59 
0.01 0.00 
2 
q 0.91 0.3 0.68 0.66 
0.14 0.26 0.03 0.03 
8E 0.38 0.62 0.66 0.68 
8F 0.095 0.34 0.31 0.33 
6.8.4 Using eigenvalues and mode decoupling as design parameters 
The next design that was produced, shown in Table 6.10, was produced by using both eigen- 
values and decoupled eigenvector elements as constrained parameters in a goal attainment rou- 
tine with EA. The singular values of the RDM's are shown in Fig 6.30 and the response to a 
perturbation in pitch rate is given in Fig 6.31. 
The short period eigenvalues have been allowed to roam, which resulted in an increase in 
damping and frequency, and consequently a better response that the nominal DEA-designed 
system. In addition to this improved nominal performance, stability robustness has increased, 
but performance robustness has suffered, though it is still comparable to that of the DEA 
design. 
The advantage that this method has over simple optimisation techniques such as those by 
Mukhopadhyay [67] and Newsom and Mukhopadhyay 1641 is that fewer optimissation paraine- 
ters are required to produce a fuller design strategy. Nominal stability can be bounded in terms 
of eigenvalues, performance robustness and decoupling is directly assigned through the use of 
EA and stability robustness is the only objective handled by goal attainment. This latter ýIspect 
of the procedure saves computing tirric and the need to include parameters such its decoupling 
in the goal attainment procedure. 
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6.8.5 Goal attainment with other EA routines 
The work in this chapter has concentrated on the use of optimisation, particularly goal attaiii- 
ment, on aircraft regulation systems. As described in Chapter 4, there are additional aspects to 
EA when tracking systems and/or dynamic control are used. The only difference between them 
and DEA is in the augmentation of the linear aircraft system matrices before the same EA 
algorithms are implemented. Thus, it is possible to use goal attainment as an additional algo- 
rithm to improve the stability robustness of systems designed with integral error action or 
dynamic compensation. 
It has already been shown how closed-loop system performance can be improved through tile 
use of dynamic control. Faleiro and Pratt [52] demonstrated that there are various ways in 
which EA can be used in combination with dynamic control and goal attainment to obtain 
improved stability robustness. These are shown in Fig 6.32. They all begin from the use of 
Static gain 
feedback 
Dynamic Goal 
control Attainment 
LT T- T--- 
D ynamic 
control 
jObserverbasedl increased order, Goal 
control II 
Dynamic I Attainment control 
Fig 6.32: Possible solution strategies with EA 
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DEA to produce a static gain feedback matrix. Ibis produces a system that has good nominal 
performance and stability and good performance robustness characteristics. Then, in order to 
improve stability robustness, one of three things can be done. 
Observers can be used. This can then lead to the production of a better static gain design 
that can utilise the increased information available from the observer. 
Goal attainment can be used to alter the desired eigenstructure, as described in this section. 
Dynamic control can be employed. Although not guaranteed, this can improve stability 
robustness as well as performance. 
Although the idea of improving both performance and stability robustness is appealing, it 
should be borne in mind that dynamic control increases controller order, and produces an addi- 
tional dynamic mode in the closed-loop system. Goal attainment should therefore always be 
attempted, in this author's opinion, before any dynamic control is implemented. In Fig 6.32, 
the preferred route has been outlined with unbroken lines. Dynamic control should only be 
used if absolutely necessary. Goal attainment, on the other hand, is merely used to optimise a 
controller structure that already exists, and as such is a useful tool. 
6.9 Towards a global solution 
One of the main problems with goal attainment is that it can only provide a local minimum 
solution. It has been demonstrated that altering the desired eigenstructure can lead to an 
improved EA solution, but if a different set of initial desired eigenvalues and eigenvectors are 
selected for the goal attainment algorithm, a different final solution may be obtained. What is 
required in the stead of goal attainment is some form of global optimisation that provides the 
same flexibility and speed as goal attainment and that can be used with EA. 
Clarke and Davies [69] described how genetic algorithms could be used with EA to produce a 
robust system. As genetic algorithms can be used as global optimisation tools in this case, they 
can be adapted easily for use with the stability robustness measures that have been described in 
this chapter. 
6.10 Conclusions 
Stability robustness has been described as the amount of gain or phase by which inputs or out- 
puts in a closed-loop system can be perturbed before the onset of instability. Traditionally, sta- 
bility robustness was measured by simply identifying the gain and phase margin of an input- 
output loop. With modem methods, the use of MIMO system descriptions leads to added com- 
plexity in the matter of robustness analysis. 
The signals that may be perturbed can occur at the input or the output of the aircraft plant. With 
SISO systems, perturbations in either of these locations correspond to the same loop gain per- 
turbation. With MIMO systems, we are required to differentiate between the two. In order to 
keep traditional ideas of gain and phase margin intact, it has been proposed that the singular 
134 
Stability Robustness 
Table 6.11 Comparison of methods used to Improve the stability robustness of the 
AFrI/F-16 
Nominal Performance Stability Stability 
Method performance robustness robustness robustness 
1C(V) (; (I + KG) (; (I + GK) 
Desired values Unstable - 0.51 0.51 
DEA 1.0 56 0.2 0.05 
Analytical gradient 0.43 65 0.52 0.08 
Unconstrained minimisation 2.05 156 0.52 0.06 
Constrained minimisation 0.70 89150 0.63 0.08 
Goal attainment - eigenvalue variations 0.70 115700 0.63 0.08 
- decoupling variations 0.30 29 0.81 0.09 
- eigenstructural variations 0.33 45 1 0.1 
values of the return difference matrices at the aircraft input and output be used as measures of 
stability robustness at these locations. These values can be linked to a gain and phase margin 
that describes the allowable consecutive perturbation in all of the loops of the MIMO system, 
making the analysis more pertinent. However, it also makes it a conservative measure, and 
many of the allowable perturbations may never occur in practice. Nevertheless, the toot is use- 
ful as a comparative measure of stability robustness, and has been used as such. 
The majority of this chapter described ways of increasing stability robustness by using EA. In 
cases where low robustness can be linked to the inefficiency of control surfaces, it is possible 
to assign the inefficient control action to alternative control surfaces using EA with pseudo- 
control. The way in which this affects robustness was demonstrated on the FPCC aircraft lat- 
eral dynamics. 
The availability of extra freedom to vary the desired eigenstructure to produce systems with 
increased stability robustness using EA has been described. This extra freedom can be 
explored in a variety of ways. Analytical techniques that have been described in the past were 
found to provide good results and some insight into the design, but have been shown to have 
some anomalies in the assumptions they use. 
Computer aided optimisations take away some of the insight, but can potentially provide supe- 
rior results. A linear model of the AFrI/F-16 longitudinal dynamics was used to produce vari- 
ous systems in order to compare the results. These are detailed in Table 6.11, with desired, 
open-loop and DEA values included in order to aid comparison. Nominal stability is taken for 
granted for all the closed-loop systems that were designed. Hence, the benefits can be exam- 
ined by looking at: 
Nominal performance as measured subjectively by looking at the time response of the sys- 
tem to an initial condition of I degs-I in pitch rate. The figures in the column are an index 
value derived from total system state activity, peak activity, control surface rates and peak 
rates. The figures are given with respect to the performance of the DEA design; the lower 
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the number, the better the nominal performance. 
" Performance robustness as measured by the condition number of the eigenvector matrix of 
the closed-loop system. 
" Stability robustness as measured by the minimum singular values of the input and output 
return difference matrices. 
The analytical gradient method produced a suitable controller. However, the designer's time is 
taken up in an iterative design procedure, which can potentially be time consuming, as only 
one parameter of the desired eigenstructure can be looked at at any one time. Unconstrained 
optimisation, as with all the other optimisation methods, produced suitable stability robustness, 
but unsatisfactory performance. It is evident from Table 6.11 that goal attainment has the great- 
est potential in being able to satisfy both nominal performance and robustness. This is mostly 
owing to the flexibility inherent in the optimisation, which can improve stability robustness 
whilst making use of the performance enhancing properties of the EA algorithm that is embed- 
ded within it. This complete design methodology thus provides the flexibility, speed and visi- 
bility that are required of a modem method 
New developments in this chapter are 
- Demonstration of the use of singular values of the RDM's to improve the visibility of a 
measure of stability robustness. 
More accurate derivation of singular value gradients of a matrix. 
Development of a full EA synthesis, as described below. 
Using goal attainment wrapped around IEA, it has been shown that the methodology can now 
be used to account for 
Nominal perfiormance. This comes from assigning a set of desired eigenvalues in the EA 
algorithm. This performance can be kept within desired bounds by constraining them to 
allowable sectors of the left half-plane through the goal attainment algorithm. Decoupling 
requirements are then handled by assigning a set of desired eigenvectors in the EA algo- 
rithm. 
Nominal stability. This comes from constraining the desired eigenvalues to the left half- 
plane in the EA algorithm. 
Performance robustness. This comes from using the EA routine described in Section 5.4.2 
which utilises IEA and the inherently decoupled vector space. 
Stability robustness. This comes from using a goal attainment algorithm to ultimately 
increase the minimum singular value of the RDM's whilst utilising the nominal perform- 
ance, nominal stability and performance robustness qualities of EA. 
All the theory of the last few chapters has demonstrated that these four system requirements 
can be met by the use of visible design procedures. Thus, the third objective of this thesis, the 
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development of EA, has been met. This full design synthesis can now be used for a an example 
aircraft flight control system design problem to explore both its advantages and its shortcom- 
ings. 
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Chapter 7 
A Design for the Research Civil Aircraft Model 
7.1 Introduction 
This chapter is a description of the use of one particular methodology of eigenstructure assign- 
ment (EA) on the Research Civil Aircraft Model (RCAM). The aim is to demonstrate the 
application of EA to an aircraft problem in order to explore the relative merits, the visibility, 
and the practicality of the method. 
In an effort to initiate and foster collaboration between the three main sectors of the aircraft 
control engineering community, namely academics, research establishments and industry, the 
Group for Aeronautical Research and Technology in Europe (GARTEUR) set up an action 
group (AG08) on Robust Flight Control. Over a period of two years, the group pursued a three- 
stage project to develop techniques for computer-aided aircraft control design integration [70]. 
The first stage consisted of a large contribution from industry, who were asked to document 
their control engineering processes. The second stage involved the definition of two flight con- 
trol benchmark problems and a variety of design teams were then asked to design suitable con- 
trollers to solve these problems. The final stage was to develop a prototype Computational 
Aircraft Control Engineering Environment (CACEE) to offer support to integrated aircraft 
control systems engineering. 
The results of the second stage of the project are detailed in [71]. Two industrial control prob- 
lems were created; one for the design of a controller for the RCAM and one for the design of a 
controller for the High Incidence Research Model (HIRM). For each of these, members from 
industry, research institutes and universities from across Europe were invited to demonstrate 
the viability of different control design methods to produce suitable controllers. 
The mix of disciplines resulted in the formation of a realistic definition of what 'suitable' 
really meant. The focus of the group centred on the fact that a design was only considered a 
successful design if the industrial representatives in the group felt that they were able to under- 
stand the design procedure, the physical consequences of alterations to the design, and most 
other practical elements of controller design associated with ease of synthesis and implementa- 
tion in an industrial environment. 
This chapter will 
a Describe the RCAM model and the control problem that will be solved. 
e Describe how an architecture is developed for an EA controller. 
Show how generic design criteria can be translated into a desired eigenstructure. 
Show how an initial EA design can be produced and analysed. 
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" Show how this analysis can be used to alter the desired eigenstructure. 
" Describe how extensively the design specifications have been met. 
" Show the results of a non-linear aircraft simulation where the controlled aircraft fulfils 
some of the design requirements. 
All this is geared towards demonstrating as much of the scope of EA as possible. Through the 
development of a controller, it will be shown that there are instances where EA is a powerful 
tool, and instances where it can become a hindrance. The novelty of this design example lies 
both in the scale of the complexity of the non-linear RCAM problem and in use of EA to pro- 
duce a practical flight control system. 
7.2 The RCAM aircraft model 
The RCAM model is defined in detail in [46]. It is a six degree of freedom non-linear model of 
a medium-sized twin jet engine civil transport aircraft with nonlinearities of actuators and a 
model of wind disturbances. The aircraft is in landing configuration, with flaps extended and 
landing gear down. The original work to produce the model was done in conjunction with 
Mrospatiale, who ensured that the characteristics of the RCAM are realistic enough for it to be 
treated as a high-quality benchmark model. 
7.2.1 Generating a linear model 
All of the software required to use the model is run in MATLAB/SIMULINK. The aerody- 
namic data for the model is in tabular form, and a MATLAB 'mex' file is used to read this data. 
An m-file 'trimrcam. m' has been provided with the model to allow the user to specify a 
point in the flight envelope based on the following parameters: 
" Aircraft mass (100000- 150000kg) 
" Aircraft horizontal centre of gravity (0.15 MAC - 0.31 MAC) 
" Aircraft vertical centre of gravity (0 MAC - 0.21 MAC) 
" Airspeed (50ms-I - 9oms-1) 
" Flight path angle (no limits, but the resulting model is checked to ensure that the given trim 
condition can be attained) 
" Track angle (0 - 360 degrees) 
Position in relation to runway (no limits) 
Controller time delay (0 - 0.1 seconds) 
" Scaling of gusts (no limits) 
" Constant wind speed in 3D (no limits) 
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Once these have been entered, the m-file produces a linearised state-space model in matrix 
form with actuator trim values. The inputs, states and outputs of the model are shown in Table 
7.1. along with the symbols and the alphanumerics used to describe them. In this chapter, the 
subscript 'E' refers to earth axis based variables. The axis systems used have been defined at 
the start of this thesis. This model can be used for analysis and design within the MATLAB 
workspace. 
7.2.2 RCAM simulation 
Once a design is complete, a non-linear simulation can be performed. This requires the use of 
the MATLAB/SIMULINK environment. When the simulation software is run, the same 'mex, 
file that was used to produce a linear model is used to convert the tabular aerodynamic data 
into 'real-time' aircraft simulation data, which is stored in the MATLAB workspace. From 
there, the results of the simulation can be analysed by the designer. The simulation enviroment 
is shown in Fig 7.1 and its SIMULINK block diagram is shown in Fig CI in Appendix C. 
Very little of this environment needs to be altered by the designer: 
" The AIRCRAFr block contains the 'mex' file that evaluates aircraft dynamics. 
" The ACTUATORS block contains non-linear actuator simulations, and includes an input to 
simulate an engine failure if required. 
" The CONTROLLER block calls a MATLAB file that is developed separately by the 
designer. 
" The WIND block generates non-linear wind disturbances and wind shear. 
" The TRAJECTORY GENERATOR block generates a generic flight path to evaluate the 
closed-loop aircraft. This will be described in Section 7.9, and is known as the 'automated 
evaluation procedure'. 
If the designer wishes to test the controlled aircraft with alternative inputs, it is a simple matter 
of disconnecting the TRAJECTORY GENERATOR and installing her/his own inputs to the 
controller. The remainder of the blocks in the figure are variables to which outputs are sent in 
the MATLAB workspace, where the designer is able to examine them after the simulation has 
been completed. The designer is able to access any of the aircraft input and outputs shown in 
Table 7.1 for the purpose of analysis, but for the benchmark problem, the controller is not 
allowed to utilise the last six outputs. 
7.3 The RCAM FCS design problem 
The RCAM problem definition itself is based on the design of a flight control system to fulfil a 
set of design specifications categorised by performance, robustness, safety, ride quality and 
control activity results for standard inputs to the aircraft controller. The purpose of these is to 
introduce a broad range of requirements for the finished controller 
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Fig 7.2: The desired trajectory of the controlled RCAM 
7.3.1 A landing approach simulation 
The main focus of the controlled aircraft is that it should be able to complete a given landing 
approach path mission - the controller must therefore be an autopilot. Reference commands 
based on aircraft geodetic position are generated by a simulation environment that is provided 
and these commands have to be used by the controller to hold the aircraft on a given trajectory. 
This desired trajectory for the design challenge is shown in Fig 7.2. More details of this 
approach simulation (called the 'automated evaluation procedure) are given in Section 7.9. 
The simulation software provided the designed controller with required commands in the fol- 
lowing variables: 
Longitudinal dynamics: Geographical distance from the runway centerline (x and z), airspeed 
VA, forward velocity u, vertical velocity w. 
Lateral dynamics: Geographical distance from the runway (Y) and from the desired flight path 
(ylat), lateral velocity v and heading rate ý. 
The approach path simulation included an engine failure and restart, a 90 degree banking turn 
and the capture of a glideslope. The designer had to construct a controller so as to make use of 
as many of these commands as required to provide an aircraft that followed the approach path 
whilst retaining the performance, robustness. ride quality, safety and control activity specif ica- 
tions described below. 
7.3.2 Performance specifications 
Performance specifications describe the desired transient response of the controlled aircraft to 
commands in variables of the aircraft. For the RCAM, these were specified in terms of mini- 
mum rise times and maximum overshoots of the responses to step commands. These character- 
istics of a response are shown in Fig 7.3 for an unity step command. 
The RCAM performance specifications can be divided two sets; those for the longitudinal 
dynamics and those for the lateral dynamics. 
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C, 
a. E 
Fig 7.3: Characteristics of the response to a step command 
Longitudinal dynamics 
Altitude response - The controller has to track step commands in altitude with a rise time of 
less than 12s. Overshoot to such a command should not exceed 5% at an altitude of greater 
than 1000ft (305m). 
Airspeed response - The controlled system should track step changes in airspeed with a rise 
time of less than 12s. There should be less than 5% overshoot to these commands at an altitude 
of greater than 305m (1000 ft). In the presence of a longitudinal wind step of 13 ms-1, airspeed 
should not deviate by more than 2.6 ms-1 for more than 15s. 
Cross-coupling between airspeed and altitude - For a 30m step command in altitude, deviation 
in airspeed should be less than 0.5 ms" and for a 13 ms" step command in airspeed, deviation 
in altitude should be less than 10m. 
Flight path angle response - Flight path angle response to a step command should be tracked 
with a rise time of less than 5s. Overshoot should be limited to less than 5% at above 305m 
(1000ft). 
Lateral dynamics 
Lateral deviation response - The lateral deviation tracking requirements stipulate that at an 
altitude of over 1000ft (305m), the lateral deviation should reduce to less than 10% of its com- 
manded step value or initial disturbance within 30s. Overshoot to a command should not 
exceed 5%. 
Roll angle and sideslip during enginefailure - The roll angle specification limits the deviation 
of roll angle during engine failure in still air to 5 degrees with a peak of 10 degrees. Any 
steady-state roll angle should be less than 5 degrees and on engine restart, roll angle overshoot 
should not exceed 50% of this steady-state value. Sideslip should be minimised during engine 
failure. Under moderate turbulence (see (1] for a definition of this term) roll angle should 
remain smaller than 5 degrees. 
Heading rate - In case of engine failure, heading rate should be limited to 3 dcg. s-1. 
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7.3.3 Robustness specifications 
The criteria for robustness are specified as a requirement that the system retain sufficient sta- 
bility (i. e. the system should not become unstable) and performance (i. e. the system should 
respond to commands and disturbances in the same way) over the full aircraft configuration 
envelope of. 
" Horizontal (15% to 23% of mean aerodynamic chord, MAC) and vertical (0% to 21% of 
MAC) variations of the aircraft centre of gravity. 
" Aircraft mass variations of 100 to 150 tonnes. 
" Controller time delay variations of 50 to 100 ms. 
7.3.4 Ride quality specifications 
The ride quality criteria are designed to ensure than the controlled aircraft will provide passen- 
ger comfort to an acceptable degree, during normal manoeuvres. Vertical acceleration should 
be limited to ±0.05g and lateral acceleration should be limited to ±0.02g. Unless otherwise 
mentioned, there should be no overshoot in commanded variables at an altitude of over 1000ft 
(305m). 
7.3.5 Safety specifications 
These criteria define boundaries that ensure passenger safety throughout the flight envelope, 
and they stipulate limitations of- 
* 51.8 ms-1 for minimum airspeed. 
0 18 degrees for maximum angle of attack 
0 30 degrees for maximum roll angle 
" Minimised sideslip angle at all times. 
0 Less root mean squared (RMS) intensity to lateral Dryden gusts for closed-loop sideslip 
response than open-loop response. 
7.3.6 Control activity specifications 
Keeping control activity as low as possible is desirable, as it consumes less fuel and leaves 
more margin of control for the pilot if it is required. It also reduces wear in the actuators and 
increases the fatigue life of the structure of any moving components involved. The control 
activity specifications stipulate that under moderate turbulence conditions, mean actuation 
rates: 
e For the control surfaces should be limited to 33% of their maximum rates. 
* For the throttle should be limited to 15% of its maximum rate. 
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7.4 Solving the RCAM problem 
The theory that has been developed in the preceding chapters of this thesis can now be used to 
design a controller to satisfy the design specifications. The process by which this will be done 
is shown diagramatically in Fig 7.4. The solid boxes represent processes. These are either com- 
puter programs, or sub-processes in the design that are done using eigenstructural tools, as 
described in the relevant chapters and sections. The dotted boxes represent the initial design 
specification as produced by the designer, based on knowledge and experience. The variables 
in these boxes can be altered as the design process progresses. 
RCAM information Design Process Relevant RCAM 
theory application 
Open-loop system -------------- b. Controller structure Chapter 3 Section 7.5 
analysis 
Design sp7cific; afion+-- --', -: Desired Ad Vd 
Chapters 3,4 Section 7.6 
Eigenstructure 
A, B, C, Ca Assignment Chapters 4,5 Section 7.7 
Procedure 
K 
Intermediate Chapter 3 Section 7.8 
analysis 
NO 
met? 
I YES 
Goals for erfonnance Goal aftalnmenýt Chapter 6 Section 7.8.3 ro and stabffiý robustnesi 
Gain suppression 
Detailed final 
analysis 
I 
K(final) 
Non-linear 
simulation 
Section 4.12 Section 7.8.4 
Chapters 3,4 Section 7.10 
Chapter 7 Section 7.9 
Fig 7.4: Schematic of the design process 
(chapter and section numbers relate to this thesis) 
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7.5 The selection of controller architecture 
To demonstrate the use of EA in a traditional setting, it was decided that two controllers would 
be used to solve the control problem; one for the longitudinal dynamics, and one for the lateral 
dynamics. The advantage of this controller structure is that since the EA routine being used 
produces simple gain controllers, the overall signal flow can be followed easily. If a composite 
controller is required for the full system (to eliminate any adverse coupling between longitudi- 
nal and lateral dynamics, for instance), it can easily be synthesised later based on the experi- 
ences of producing each individual component controller. 
The determination of the feedback structure used in the control design procedure will be 
clearer if described against the background of the open-loop aircraft system. A nominal linear 
model of the RCAM is required for this. The nominal trim condition to be used was taken as: 
e Mass at 120000 kg 
Horizontal centre of gravity at 0.23 MAC 
Vertical centre of gravity at its lowest point 
Airspeed at 80 ms-I 
Flight path angle at 0 degrees to the horizontal 
7.5.1 Longitudinal controller 
The open-loop longitudinal dynamics for RCAM at the nominal trim condition are given by: 
q -0.982,5 0 -0.0007 -0.0161 0 q -2.4379 0-5825 
10000 0 00 lI T 
-2.1937 -9.7758 -0.0325 0.0743 0 u + 0.1837 19.6200 H1 
(7.1) 
18 
T 77.3570 -0.7675 -0.2264 -0 6684 0 u u -6.4785 0 
L0 -79.8670 -0.0283 0.9996 0] j L00 
The eigenstructure of this system is shown in Table 7.2. Although they have been accounted 
for during design, actuator dynamics will be omitted from the following documentation to aid 
readability. Note that the dynamics contain the SPPO and phugoid modes, and an inert heave 
mode, coupled only to the altitude state. The SPPO is characterised by the 'high' frequency, 
highly damped motion evident in q and w motion. Conversely, the phugoid is characterised by 
low frequency, lightly damped motion in u and 0. As an open-loop system, the longitudinal 
dynamics of this aircraft are conventional. 
The design specifications describe requirements for an autopilot, and as the modes shown in 
Table 7.2 are not well damped, some feedback based stability augmentation was required, as 
well as command augmentation from the input signals to the actuators. The open-loop dynam- 
ics indicate that there are three main dynamic modes that we should be augmenting. 
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Table 7.2 Eigenstructure of the longitudinal open-loop system 
Mode SPPO Phugoid Heave 
Eigenvalue -0.8303 ± 1.1069i -0.0 114 ± 0.1264j 0 
(In 
0.6 
1.3837 
0.0898 
0.1269 
q 0.0136 0.0002 0 
0 0.0098 0.0016 0 
u 0.0144 0.1216 0 
w 0.9430 0.0175 0 
z 0.3320 0.9924 1 
There are seven output measurements directly available from the longitudinal RCAM model. 
These are pitch rate (q), horizontal and vertical load factors (nx, nz), earth-axis vertical velocity 
(wE), altitude (z), calibrated airspeed (VA) and total velocity (V). As the advantages of using all 
the design freedom to improve the control system over classical methods of design were being 
examined, five of the outputs were chosen as feedback signals (five measurements are required 
in order to be able to specify five eigenvalues corresponding to the heave mode and the two 
oscillatory modes; the latter require complex conjugate eigenvalue specification). 
If fewer than five outputs can be used to produce a similar performance, this can easily be 
reduced later on using the gain suppression technique described in Section 4.12. Five measure- 
ments which are readily available for use are given in equation (7.2). Note that between them, 
they measure the five longitudinal dynamics states, thus giving the next best thing to state 
feedback. 
q 0000 q 
nz -0.2661 0 -0.0231 -0.0681 0 0 
VA 000.9996 0.0290 0 u (7.2) 
WE 0 -79.8667-0.0283 0.9996 0 w 
00001 ZJ 
Thus, it was chosen to regulate the changes in pitch rate, vertical acceleration, airspeed, verti- 
cal velocity and altitude. With EA, we have the freedom now to assign five closed-loop eigen- 
values and five closed-loop eigenvectors. This is sufficient to successfully manipulate the 
closed-loop system SPPO and Phugoid modes, as well as the heave mode, which if required, 
can be coupled into more of the system states. A suitable regulation system for this structure is 
described in a later chapter. 
Based on the design requirements to track changes in altitude and airspeed, these two were 
chosen in addition as tracked outputs. The full linear closed-loop controller can now be 
depicted as shown in Fig 7.5. The full SIMULINK model is shown in Appendix C as Fig C2. 
There are two main components to the structure: 
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Fig 7.5: Longitudinal controller structure 
L The five feedback signals are used in vector form to regulate the aircraft. This is done by 
multiplying the difference between the output signals and their desired values by the static 
gains in the matrix K10,, which produces tailplane and throttle signals to return the aircraft 
to its initial trim condition. In classical terminology, this constitutes proportional feedback 
regulation. 
ii. The effors between the reference signals and the respective outputs are integrated and fed 
through a gain matrix, Llon. This compensates for the situation where the aircraft is flying 
off-design point (as it will be once a demand is fed into the system) to ensure that the error 
between the reference signal and the output signal is always zero. This is effectively inte- 
gral control. 
Overall, the advantages of using simple EA are immediately evident from this structure. The 
simplicity of the system is helpful in pinpointing any problems that may occur during the 
design process. There are no dynamic controller states, (although these can be added if static 
control is insufficient) and this further adds to the simplicity of the controller. 
In traditional terminology, this controller is a proportional plus integral (PI) controller. As 
such, all input-output loop signal flows can be analysed independently, using classical SISO 
methods if required. 
7.5.2 Lateral controller structure 
Ile lateral linear dynamics of the RCAM at the nominal trim condition are given by 
p 
-1.27 0.549 0.00 0.00 -0.024 0 p -0.840 0.290 
0.052 -0.521 0.00 0.00 0.005 0 r -0.018 -0.333 
1 0.028 0.00 000 + 00 
[ 
A (7.3) 
] 
0 1.000 0.00 000 w 0 2.038 S R 
2.268 -79.97 9.79 0.00 -0.17 0 v 00 I 
87 10 263 79 00 -2 j yla tj 0 0 ýIaij . . L j L 
The eigenstructure of this system is shown in Table 7.3. Again, the modes of the open-loop 
system are conventional, and have been labelled as such. As the regulation of lateral deviation, 
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Table 7.3 Elgenstructure of the lateral open-loop system 
Mode Roll Spiral Dutch Roll Heading yZat 
Eigenvalue -1.3017 -0.1837 -0.2360 ± 0.5954i 0.00 0 
- - 0.3684 - 
O)n - - 0.6405 
P 0.2177 0.0008 0.0170 0.0008 0 
r 0.0145 0.0005 0.0049 0.0005 0 
0.1669 0.0043 0.0264 0.0043 0 
w 0.0111 0.0028 0.0076 0.0028 0 
v 0.0138 0.0472 0.8901 0.0472 0 
ylat 0.9614 0.9989 0.4546 0.9989 1 
ylat, is a necessary part of the controller, the basic linear model is augmented with the ylat 
state. 
This results in the addition of a neutrally stable mode called the ylat mode. In the original 
model, which does not include ylat as a state, heading angle, V, is the dominant element in the 
heading mode. However, as seen in Table 7.3, ylat now becomes the dominant element of this 
mode. As heading is neutrally stable, any perturbation in aircraft motion will result in a head- 
ing being attained and this heading being maintained in the steady-state. However, if heading 
has a non-zero value, ylat will increase to infinity. Thus, the heading mode now affects ylat to 
a much larger extent than it affects heading angle, as ylat now becomes a linear function of 
time. 
There are eight measured outputs available in the lateral dynamics of RCAM. These are angle 
of sideslip (0), roll rate (p), yaw rate (r), roll angle (0), earth axis forward velocity (uE), earth 
axis lateral velocity (vE), lateral position relative to the earth (y) and flight path tracking angle 
Q). Only six of these are necessary to implement sufficient control over the five modes 
described in the open-loop dynamics. 
As shown in equation (7.4), it was chosen to regulate the changes in sideslip angle, roll rate, 
yaw rate, roll angle, track angle and lateral displacement (ylat). Based on the design require- 
ments to track changes in heading rate and lateral displacement, the tracked outputs were cho- 
sen as roll angle (which is related to heading rate) and lateral displacement. 
00 0 00.01250 p 
p 10 0000 r 
r 01 0000 (7.4) 
0 00 1000 
x 00-00283 1 0.0125 0 . v 
Lylatj 000 1] Lo 0 lylatj 
The linear closed-loop system is shown in Fig 7.6 and the corresponding SIMULINK model is 
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Fig 7.6: Lateral controller structure 
BA 
SR 
given as Fig C3 in Appendix C. As with the longitudinal controller, there are two main compo- 
nents to the structure: 
i. The regulation system is fairly straightforward. Measurements of the lateral outputs are 
subtracted from the trimmed lateral outputs and the result is multiplied by Klat to provide 
actuation signals. 
ii. EA can only be used to effectively track two outputs with this lateral system (since min(no. 
ofaircraft inputs, no. ofaircraft outputs) = 2, see Section 4.4). However, the design specifi- 
cations and the automatic evaluation procedure (Section 7.9) effectively require the track- 
ing of three variables. These are lateral deviation ylat, step heading demand xV and heading 
rate ý. 
Thus, it was decided that roll angle 0 and deviation ylat would be tracked, and V 
and ý demands would be converted into aý demand. Converting ý demand into a 
ý demand can be achieved by 
atan (7.5) 
The design specifications also require a response to a step demand in V. However, 
there is no XV output available to compare this with, so a gain relation between aV 
demand and ý demand was designed heuristically, which provided a suitable solu- 
tion: 
j, = 0.2 4r, 
7.5.3 Overall controller structure 
(7.6) 
For each of these controllers, both the K (proportional) and the L (integral) gain matrices are 
detennined simultaneously using the EA procedure that has been described in chapter 4. The 
overall controller structrue is shown in Fig 7.7, and the SIMULINK controller environment is 
shown in Fig C4 in Appendix C. The 'Longitudinal' and 'Lateral' elements of this 
controller contain the structures shown in Fig 7.5 and Fig 7.6. This entire structure is the CON- 
TROLLER block of the simulation environment, shown in Fig 7.1. 
There are various ways in which a suitable structure can be designed, and this section has 
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Longitudinal feedback 
measurements 10 0- 
5T 
Longitudinal 
10 8TH 
J 
Trajectory generator 
reference signals 
10 SA 
Lateral Lateral feedback 10 5R 
measurements 
Fig 7.7: Overall controller structure 
described just one of them. A lot of this structure also comes from a deeper understanding of 
the needs of the controller that can only be gained once a design has begun. Thus, some aspects 
of the controller structure described here were added on during the design procedure itself, and 
the process is inevitably iterative. Control laws can now be developed for this structure. 
7.6 The translation of RCAM design criteria into method 
dependent objectives 
As with any control design challenge, the RCAM benchmark problem has a set of design spec- 
ifications that must be met. These specifications are detailed in the RCAM benchmark design 
document [46] and have been summarised in Section 7.3. The primary specifications are 
detailed requirements for prescribed responses of the controlled aircraft to standard inputs, 
such as step demands. A second requirement involves the aircraft 'flying' an approach onto the 
runway by software that provides autopilot signals through the TRAJECTORY GENERATOR 
(Fig 7.1). This automatic evaluation procedure was used by the GARTEUR action group as a 
generic evaluation to compare the performance and robustness of various solutions to the 
RCAM problem. 
The EA design method only requires two sets of inputs. The first are the system matrices A, B 
and C. The second consists of a set of desired closed-loop eigenvalues and a set of desired 
closed-loop eigenvectors. This section describes how the various design specifications (per- 
formance, robustness, ride quality, safety and control activity specifications) of the RCAM 
problem were transformed into desired eigenvalues and eigenvectors. In the following sec- 
tions, the specifications are given as bullet points, and the succeeding text describes how they 
were transformed into a desired eigenstructure. 
7.6.1 Performance criteria 
Performance requirements are the most significant requirements in the RCAM benchmark 
problem. The criteria are composed of rise time, overshoot limits, settling time specifications 
and cross-coupling limitations. The first two of these concepts are described diagrammatically 
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in Fig 7.3, and all can be implemented fairly easily into the EA specification. The following 
sections relate to the requirements described in [46]. 
Two things must be borne in mind. One is that both the longitudinal and the lateral systems 
contain second order modes. The second is that all the tracking requirements are for step input 
conditions. The response of a second order system to a step input is well documented, and it is 
a matter of using relevant formulae to determine the damping ratio and natural frequency 
required for a second order mode to meet the rise time, settling time and overshoot require- 
ments. The overall system is not second order, but some control over the closed-loop system 
dynamics can be maintained by controlling these second order modal components. 
All the RCAM closed-loop dynamic modes are conventional first and second-order modes. 
When designing a suitable controller using EA, the different rise time and overshoot specif ica- 
tions can therefore be transformed into desired eigenvalues, and any states or outputs that 
should not exhibit a mode can then be decoupled from that mode in the desired eigenvectors. 
Rather than result in a definite set of eigenvalues, these specifications often provide a mini- 
mum limit for the natural frequency and damping ratio of the second order modes of the 
closed-loop aircraft. This allows a certain flexibility in the EA procedure, as an improved solu- 
tion may be obtained by allowing the eigenvalues to roam past this minimum limit. The use of 
goal attainment techniques with EA (see chapter 6) can produce an improved solution, as will 
be demonstrated later. 
Longitudinal dynamics requirements 
Altitude response 
The controlled aircraft should be able to track a step demand in altitude with a rise time of 
less than 12 seconds and a settling time of less than 45 seconds. 
Overshoot should be less than 5% to a step demand in altitude. 
The overshoot limit means that the altitude state should not be coupled into modes that have a 
damping ratio of less than 0.7. The rise time limit of less than 12 seconds translates into a nat- 
ural frequency of greater than 0.3 rads-I for the modes to which altitude is coupled. 
Airspeed response 
Airspeed should follow a step demand with a rise time of less than 12 seconds and a settling 
time of less than 45 seconds. 
Overshoot to the demand should be less than 5% at altitudes of more than 1000 ft (305m). 
In the presence of a 13 ms-1 step in wind velocity, airspeed should not deviate by more than 
2.6 ms-1 for longer than 15 seconds. 
There should be no steady-state error in airspeed due to a constant wind disturbance. 
The requirements for airspeed tracking can be handled in the same way as for altitude tracking, 
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and can be transformed into bounded eigenvalues for the modes coupled to airspeed. The limit 
on airspeed deviation in the presence of a step disturbance in wind speed can only be addressed 
by having sufficient damping on the modes involving velocity to insure that it is reduced to 
allowable levels in the time required. The requirement to have no steady state velocity error 
can be easily dealt with by using the velocity error integrator described in the longitudinal con- 
troller structure in Section 7.5.1. 
Cross-coupling between airspeed and altitude 
For a30m step demand in altitude, airspeed should not be more than 0.5 ms-I off trim. 
For a 13 ms-I step demand in airspeed, aftitude should not be more than 10m off trim. 
This requirement is a decoupling specification, and can be incorporated into the desired eigen- 
vectors of the longitudinal controller. As shown later on in Table 7.4, u has been decoupled 
from z track and w has been decoupled from VA track. This should reduce the coupling 
between motion in the earth x-axis and the earth z-axis. 
Flight path angle response 
The flight path angle is required to follow a step demand with a rise time of less than 5 sec- 
onds and a settling time of less than 20 seconds. 
Overshoot above 1000 ft (305m) should be less than 5%. 
None of the flight path requirements were used in the current design. The available design pro- 
cedure has the freedom to allow two outputs to be tracked, and these were chosen as airspeed 
(VA) and altitude (z). A demand in flight path angle will translate into a corresponding ramp 
demand in z for a given VA (as y= j1VA for small flight path angles). Thus, although this 
requirement cannot be incorporated into the desired eigenstructure, attainment of the altitude 
requirement will indirectly affect it. The results can then be evaluated through simulation. 
Lateral dynamics requirements 
Lateral deviation 
The lateral deviation tracking requirements stipulate that 
" The lateral deviation of the aircraft when subjected to a step demand should be reduced to 
10% of the demand within 30 seconds. 
" Above an altitude of 1000ft (305m), overshoot to a step demand in lateral velocity should 
not exceed 5% of the demand. 
For second order modes coupled to lateral deviation, ylat, this corresponds to a damping ratio 
of 0.7 or more and a natural frequency of 0.2 rads-I or more. 
e There should be no steady-state error due to constant lateral wind disturbances. 
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This can be effected by the use of the ylat output in the regulator system. 
Roll angle response 
This requirement is mainly a requirement to cope with engine failure. 
a In case of engine failure, roll angle should not deviate by more than 10 degrees from trim, 
and should not have a steady-state error of more than 5 degrees. 
* During engine re-activation, roll angle should not overshoot this steady-state error by more 
than 50% of its steady-state value. 
These requirements cannot be incorporated into the EA design on the linear model. It is possi- 
ble to use a second aircraft model incorporating sustained engine failure to design a controller 
for this case, but this would then require two controllers and a means of switching between 
them, and it is more practical to examine a single controller under simulated engine failure. 
Any problems that are method dependent can then be addressed interactively by the designer 
rather than by the method itself. 
The only thing that can be done in EA is to have relatively high magnitudes on the yw mode 
eigenvalue, so that in a regulation situation, roll angle will not have the opportunity to become 
large enough to violate the given limit of 10 degrees. Additionally, decoupling roll angle from 
modes that might become adversely excited during an engine failure, such as the Dutch roll, 
should prevent large roll angles from occurring. 
* When engine failure occurs, the perturbation in sideslip should be minimised. 
This can be incorporated into the EA procedure. Sideslip angle 0 is used in the lateral feedback 
controller. Hence, any deviation in P results in regulation back towards the trim condition. Fur- 
thermore, when specifying the closed-loop lateral system eigenvectors, body lateral velocity 
changes (and hence changes in sideslip for a constant forward velocity) can be decoupled from 
the modes relating to rolling motion. 
Heading angle response 
The heading angle should have a rise time of less than 10 seconds and a settling time of less 
than 30 seconds when subjected to a step demand. 
Overshoot to the step demand at altitudes of greater than 1000 ft (305m) should be less than 
5%. 
Again, the limits on overshoot and rise time translate into bounded eigenvalues. 
For unit RMS intensity lateral Dryden gust the RMS of the heading angle error in closed- 
loop should be less than that in the open-loop. 
It should be sufficient to include heading angle as a regulated output and increase the damping 
on the heading mode to achieve this, but there is no direct way of incorporating this require- 
ment into the desired eigenstructure. 
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Heading rate 
Again, this requirement is an engine failure case, and requires that 
* During an engine failure, the maximum heading rate should be 3 degs-1. 
This specification cannot be incorporated into the EA procedure easily. Setting the eigenvalues 
of the modes which involve lateral motion deviation to fairly large negative values (demanding 
faster modes) is the best solution with EA. The faster response in lateral displacement regula- 
tion will then inevitably transfer into limited heading rate deviation during engine failure. 
7.6.2 Robustness criteria 
Centre of gravity and mass variation 
Sufficient stability and performance should be conserved for 
" Horizontal centre of gravity variations between 15% and 31% of MAC. 
" Vertical centre of gravity variations between 0 and 21% of MAC. 
" Aircraft mass variations between 100 - 150 tonnes. 
Unfortunately, EA cannot be used to design for exact parameter variations. Instead, EA is able 
to make the system as insensitive to parameter variation as possible, thus attempting to pre- 
serve nominal stability and performance. 
As has been explained in chapter 5, robust EA provides as much performance robustness as 
possible with the design freedom available after performance criteria have been specified in 
the desired eigenstructure. Thus, mass variations and centre of gravity variations, which are 
significant parameters in the linear models, are automatically considered under a blanket of 
parameter variations. 
For improved stability robustness, the goal attainment procedure detailed in Section 6.8 can be 
used, although this is not a defining characteristic of EA design. This will be expanded upon 
later in this chapter. 
Transport delay 
Stability and sufficient performance should be maintained for controller transport delays of 
50 to 100 Ms. 
Robustness to transport delay variations were not accounted for in the design stage as EA can- 
not directly address them other than by improving performance and stability robustness as 
mentioned above. 
156 
A Design for the Research Civil Aircraft Model 
7.6.3 Ride quality criteria 
Maximum acceleration 
Under normal conditions, 
" Lateral acceleration at the ccntre of gravity should be less than ±0.02g. 
" Vertical acceleration at the centre of gravity should be less than ±0.05g. 
These are difficult specifications to implement directly into EA. However, as the design proc- 
ess progresses, the causes of any excessive acceleration can be examined through eigenstruc- 
ture analysis (see chapter 3). The information can then be used to alter the desired 
eigenstructure to account for and minimise aircraft acceleration during standard manoeuvres. 
As such, this specification is one that is implemented indirectly throughout the process. 
Damping 
9 Overshoot to step demands is limited to 30% at altitudes lower than 1000 ft. 
As mentioned already, the specified modes of the closed-loop system have been designed such 
that the damping is of a minimum value so as to prevent overshoot over the design limits. 
7.6.4 Safety criteria 
The safety criteria described in the design document [46] put limits on 
" Airspeed - must be larger than 54 ms-1 for the nominal condition 
" Angle of attack - must be less than 18 degrees 
" Roll angle - must be less than 30 degrees 
Sideslip angle - should always be minimised. With unit RMS intensity Dryden gust, the 
RMS of sideslip angle in the closed-loop should be less than in the open-loop. 
If the controller has been designed properly, and the aircraft is operating normally, none of the 
safety limits should be violated. However, in the event of an emergency, these may inadvert- 
ently be approached, and preventing a breach of these limits is for the most case a matter of 
limiting the authority of the controller if the outputs are detected to be approaching them. The 
design method itself cannot directly address these. 
7.6.5 Control activity criteria 
Under moderate turbulence, 
Mean throttle rate is required to be less than 15% of the maximum. 
The remainder of the mean actuator rates are required to be less than 33% of their maxi- 
mums 
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None of the exact specifications given can be incorporated into EA. Keeping below these lim- 
its is a matter of keeping the controller gains relatively low. This will inevitably be part of the 
design process, and can be achieved by assigning closed-loop eigenvalues that are near the 
open-loop values. 
A large number of the design specifications that have been laid out for the RCAM design chal- 
lenge can now been transformed into a desired eigenstructure, which can be used to produce an 
initial controller design. Note that this eigenstructure is not unique, and it is very likely that the 
desired eigenstructure will have to be refined before a suitable design can be found. 
7.6.6 Specifying the desired eigenstructure 
As the various design criteria that have been described are often conflicting, an initial desired 
eigenstructure will be proposed, based on a combination of engineering intuition and a few of 
the more important time response specifications. These can then be altered iteratively to pro- 
duce the final desired eigenstructure, as will be demonstrated later. 
Longitudinal mode specification 
In keeping with conventional aircraft behaviour, the closed-loop longitudinal system can be 
assigned three modes: the SPPO, the phugoid and a heave mode. In addition to these, the EA 
procedure augments the open-loop system matrices with the two integrated error states of the 
outer-loop tracking. These introduce another two modes into our closed-loop specification, and 
we can then design the whole system at one time, as described in Section 4.11. 
The eigenstructure that is chosen for the initial design is shown in Table 7.4. The desired 
eigenvalues are chosen to satisfy the performance requirements that have been mentioned in 
this section. The desired eigenvectors are designed to decouple aircraft forward motion from 
aircraft vertical motion, and to use the SPPO for vertical and the phugoid for forward motion. 
Table 7.4 Desired mode-state eigenstructure of the longitudinal closed-loop system 
Mode SPPO Phugold Heave VA track ztrack 
Eigenvalue -0.8 ± 0.8j -0.15 ± 0.15j -0.3 -0.4 -0.5 
0.71 0.71 
On 1.13 0.21 
qxx 
0xxxxx 
U0x0x0 
wx0x0x 
zxxxxx 
5 VA XXXX 
fz 
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Table 7.5 Desired mode-state eigenstructure of the lateral closed-loop system 
Mode Roll Spiral Dutch Roll Heading YW 0, ylat 
track track 
Eigenvalue -4.4 -0.2 -0.18 ± 0.16j . 0.13 -0.55 -1.5 -0.5 
0.71 x 
O)n 0.21 x 
P x x 0 x x x x 
r x x x x x x x 
x x 0 x x x x 
x x x x x x 0 
v 0 0 x 0 0 0 x 
ylat x x x x x x x 
fo 
x x 0 x x x x 
f 
VB x x 0 x x x x 
Lateral mode specification 
As with the longitudinal system, there are traditional modes of behaviour that can be defined 
for the closed-loop system. These include a roll mode, a spiral mode and a Dutch roll. Addi- 
tional states that we can now define are the aircraft heading and the two integral tracking 
states, which introduce two integral error modes to the model. An initial desired eigenstructure 
is shown in Table 7.5. The desired eigenvectors are designed to reduce sideslip during rolling 
motion and to reduce rolling during a Dutch roll excitation. Also, V has been decoupled from 
ylat track so that a lateral displacement correction will not result in an error in xV. Now that lon- 
gitudinal and lateral control law requirements have been developed for the given controller 
structure, an initial control law can be produced using EA. 
7.7 Production of an initial design 
The design cycle for EA is a very simple one. Very few tools are required in order to produce 
and analyse a design that works. However, the process is still a difficult one. This is not to do 
with the EA tools themselves. Rather, it has to do with the interpretation of the results of the 
analysis and the consequent decisions that the designer must make in specifying a refined 
eigenstructure. 
This is not a problem that is unique to EA. No matter what method of design is used, it is 
always important that the designer understands the aircraft system well enough to be able to 
relate the different aspects of the numerical method (in this case consisting of eigenvalues. 
eigenvectors, condition numbers and eigenvalue sensitivity evaluations) to the dynamics of the 
aircraft. If something is wrong with the eigenstructure specification, the designer should be 
able to know what to change in order to effect a change in the aircraft's behaviour. This cannot 
happen until the designer is aware of how the aircraft behaves. 
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7.7.1 Initial synthesis 
The first design synthesis is a simple one. All that is required is the robust EA algorithm, given 
inMATLABformas rbsteig. m (see Appendix B). There are two basic inputs to this pro- 
gram. The first is a set of system matrices, A, B, C and Ca (longitudinal and lateral system 
matrices are suffixed by 'lon' and 'lat' in the proceeding sections) The last of these is a 
matrix that contains the rows of C which describe the outputs that are to be tracked. The second 
is the desired eigenstructure Ed and Vd. The values of the initial estimates for these are given 
as method dependent objectives in Table 7.4 and Table 7.5. These are simply entered into the 
program to produce a single gain matrix. 
Longitudinal controller design 
The MATLAB process for the longitudinal controller is as follows (note that the number '5' in 
Vd1on stands for an 'x' in the desired eigenstructure; i is J--I ): 
>> Edlon = 
-0.8000 + 0.8000i 
-0.8000 - 0.8000i 
-0.1500 + 0.1500i 
-0.1500 0.1500i 
-0.3000 
-0.4000 
-0.5000 
Vdlon 
[5 5 5 5 55 5 
5 5 5 5 55 5 
0 0 5 5 05 0 
5 5 0 0 50 5 
5 5 5 5 55 5 
5 5 5 5 55 5 
5 5 5 5 55 51 
» Calon 
to 0 0.9996 0.0290 0 
0 0 0 0 1.00001 ; 
>> K=rbsteig(Alon, Blon, Clon, Calon, Edlon, Vdlon, 5) 
K= 
1.4559 -0.1129 -0.0025 -0.0241 -0.0075 -0.0008 0.0009 
0.3091 -0.0300 -0.0123 0.0006 0.0020 0.0017 -0.0002 
>> Klon = K(:, 1: 5); 
>> Llon = K(:, 6: 7); 
These matrices (shown in Table 7.6) can now be incorporated into the controller shown in Fig 
7.5. 
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Table 7.6 Initial DEA controller for the RCAM 
Longitudinal Lateral 
q nz VA -E zpv ylat 
K 
8T [CI. 4559 -0.1129 -0.0025 -0.0241 -0.0075 
SA 1.9410 4.0525 2.9670 14.8871 9.0069 0.0343 
87-H 0.3091 -0.0300 -0.0123 0.0006 0.0020] 8R 
[0.0463 
0.3966 0.1351 1.9793 2.2809 0.0040] 
f VA fz 
L ST F-0.0008 0.00091 
87-H LO. 0017 -0.0002J 
fe fylat 
8A ý. 0039 -0.00211 
-0 8R -0.0780 -0.0003j 
Lateral controller design 
Similarly for the lateral controller 
» Edlat 
-4.4000 
-0.2000 
-0.18 + 0.16i 
-0.18 - 0.16i 
-0.1300 
-0.5500 
-1.5000 
-0.5000) ; 
>> Vdlat = 
5 5 0 0 5 5 5 5 
5 5 5 5 5 5 5 5 
5 5 0 0 5 5 5 5 
5 5 5 5 5 5 5 0 
0 0 5 5 0 0 0 5 
5 5 5 5 5 5 5 5 
5 5 0 0 5 5 5 5 
5 5 0 0 5 5 5 
>> Calat = 
0001.0000 00 
000001.0000 
>> K=rbsteig(Alat, Blat, Clat, Calat, Edlat, Vdlat, 5) 
K= 
1.9410 4.0525 2.9670 14.8871 9.0069 0.0343 -0.0039 -0.0021 
0.0463 0.3966 0.1351 1.9793 2.2809 0.0040 -0.0780 -0.0003 
>> Klat = K(:, 1: 6); 
>> Llat = K(:, 7: 8); 
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These matrices (shown in Table 7.6) can now be incorporated into the controller shown in Fig 
7.6, and the full system can now be analysed to determine whether it meets the required speci- 
fications or not. 
7.8 Intermediate analysis 
The intermediate analysis of the controller takes up most of the time in this design process. A 
combination of linear simulation and eigenstructure analysis (see chapter 3) is used to ensure 
that performance goals are satisfied, and some sensitivity analysis (see chapter 5) is used to 
determine how robustness goals are being met. 
7.8.1 Stability analysis 
Although EA is able to guarantee the placement of p (m- no. of aircraft inputs, p- no. of air- 
craft outputs, n- no. of aircraft states) closed-loop eigenvalues, it is unable to guarantee the 
final position of the other (n-p) eigenvalues. In the RCAM design problem, it was possible to 
use models that included actuator dynamics to analyse their effect on the controlled aircraft. 
This means that in the fuller analysis of the closed-lool? system, it is necessary to check that 
L The system is stable. This is easy enough, as a full set of eigenvalues with negative real 
parts implies stability. 
ii. Modes relating to any unassigned eigenvalues can be physically realised. This is relevant in 
RCAM, as the unassigned eigenvalues are those of the actuator dynamics (not shown here). 
As the aircraft dynamics are affected by these unassigned modes, it is important that these 
modes are not any faster than the available actuator will be, or rate limiting might occur in 
the actuator. 
7.8.2 Performance analysis 
Time response simulation 
This is probably the most intuitive of all the methods of analysis. It provides an immediate 
impression of the capabilities and failures of the closed-loop system. It can also provide direct 
assessment of the design specifications for RCAM, most of which are given in terms of step 
responses. 
If the system has been designed as specified, without lightly damped modes, the tracked out- 
puts should have no problem in attaining the specification. The remaining states, however, 
may not be performing as well. Linear simulation is one way in which the accelerations and 
peak deviations of other states can be examined, for instance. 
With the RCAM problem, the majority of the design specifications were tested using linear 
simulation. However, this was only useful for testing step responses, and when it came to 
requirements that could not be performed using linear simulation, non-linear simulation was 
used. With RCAM, the use of non-linear simulation was a deciding factor in the design, as it 
showed that many aspects of the EA design could not be adequately assessed by linear simula- 
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tion. One such aspect was the response of the aircraft to an engine failure. 
Eigenstructure analysis 
If anomalies in acceleration or other states are found, the next step ill tile analysis of RCAM is 
the use of eigenstructure analysis. This form of analysis has already been explained 111 chapter 
3, and will not be detailed here. 
The use of eigenstructure analysis is most useful in determining which modes are coupled with 
which states of the system. If linear simulation is showing that a particular state is showing 
larger deviations that expected, the coupling of that state to the various niodes can be exam- 
ined. If the mode causing the detrimental behaviour can be identified, it can be decoupled from 
the state and the EA can be performed again. Of course, the process and the solution may not 
be as easy as has just been described. However, eigenstructure analysis is still a useful tool lot- 
providing the designer with a great deal of insight into the internal coupling of the system. 
The longitudinal controller 
The closed-loop eigenstructure of the initial design is given in Table 7.7. The shaded elements 
show that the decoupling that was specified in the desired closed-loop eigenvectors has been 
attained exactly. 
The interaction of the tracking commands with the outputs can also be followed by using some 
eigenstructure analysis on the closed-loop input-mode coupling vectors. As the two actuator 
demands are preceded by a matrix Lion designed by EA, the coupling between a commanded 
Table 7.7 Eigenstructure of the longitudinal closed-loop system 
Mode SPPO Phugoid Heave VA track z track 
Eigenvalue -0.8 ± 0.8i -0.15 ± 0.15j -0.3 -0.4 -0.5 
0.71 0.71 
(on 1.13 0.21 - - 
q 0.0096 0.0001 -0.0002 -0.0006 -0. (XX)3 
0 -0.0076 0.0005 0.0005 0.0015 O. O(X)5 
11 0 -0ý0457 0 -0.24S3 0 
w 0.8279 -0.0428 0 0,1782 
z -0.4198 0.2024 0.2871 0.2763 0.44(X) 
f VA 
-0.0212 0.2154 0.0041 0.6205 0.0103 
fz 0.3711 -0.9542 -0.9569 -0.6907 -0.8901 
)CM 30400 
Gain margin -4.3 dB, 9 dB 
Phase margin + 38 degrees 
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input and the modes of the system is now given by: 
Wi.,, B,.. Li.. 
These vectors are shown in Table 7.8. 
Table 7.8 Input-mode coupling of the longitudinal closed-loop system 
Mode VA z 
demand demand 
SPPO 0.3901 0.4595 
Phugoid 0.9686 0.0430 
Heave 4.0196 1.4312 
VA track 0.3574 0.0486 
z track 1.7478 3.1458 
(7.7) 
i. These coupling vectors show us that when there is a demand in VA, all the aircraft dynamic 
modes will be strongly excited. Looking back at Table 7.7, when these modes are excited, it 
will cause an excursion in both forward velocity (VA) and in altitude (z). 
ii. When a change in z is demanded, the SPPO, the heave mode and the z track mode are the 
most involved. These modes alter the z state, but are not very dominant in the VA state. 
Thus, our cursory examination of the eigenstructure of the system indicates that it is likely 
that VA is decoupled from az demand, but z does not appear to be decoupled from a VA 
demand. 
This evaluation of the eigenstructure can be tested by using linear simulation of step demands 
on the two tracked variables. Fig 7.8 shows the time response of this system to a step demand 
of 13 ms-I in VA. Note that, as predicted by eigenstructure analysis, there is a large excursion in 
z. A step command of 30m increase in z produces the results shown in Fig 7.9. Again, as pre- 
dicted, VA has been decoupled well enough from a demand in z to satisfy the design specifica- 
tion. 
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Fig 7.8: Response of Initial longitudinal 
system to a 13 ms-1 step demand in VA 
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Fig 7.9: Response of Initial longitudinal 
system to 30m step demand In z 
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Fig 7.10: Response of nZ to demands in VA and z 
These two simple tools (eigenstructure analysis and linear simulation) are enough to provide a 
preliminary analysis of the closed-loop system. it is up to the designer to now after the design L_ 
parameters on the basis of this analysis. Although this initial s stem has satisfied most of tile LI y 
design specifications, Fig 7.10 shows that vertical acceleration is outside the allowable limits 
of ±0.05g, especially with az demand. This is likely to be the result of an under-darnped SPPO 
mode. The damping on the desired SPPO mode can now be increased by the designer to obtain 
the desired effect. Once this has been done, the desired eigenstructure must be examined again 
to determine a course of action to minimise the interaction of z with a VA command. 
Table 7.9 Eigenstructure of the lateral closed-loop system 
Mode Roll Spiral Dutch roll Heading ylat 
track 
ylat 
track 
Eigenvalue -4.4 -0.2 -0.18 ± 0.15j -0.13 -0.55 -1.5 -0.5 
0.77 
WIZ - - 0.23 - - - - 
P 0.259 0.000 0.004 0.000 0.008 0.270 -0.004 
r -0.000 -O. Ow -0.003 0.000 -0.002 -0.015 OAXX) 
-0.059 -0.000 0.015 -0.000 -0.015 -0.180 0.009 
O. O(X) 0.000 -0.012 0.000 OAW 0.010 0.000 
C v 0.000 0.000 0.996 0.000 0.000 0. (XX) -0.2(X) 
ylat -0.031 -0.196 -0.015 -0.129 -0.482 -0.785 0.438 
fo 0.000 -0.002 0.050 -0.002 -0.005 -0.006 0.000 
fy1at 0.007 0.981 -0,001 0.992 0.876 0.523 -0.976 
K(V) 
Gain margin 
Phase margin 
34730 
- 1.8 dB, 2.3 dB 
± 13 degrees 
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The lateral controller 
The eigenstructure of the closed-loop aircraft lateral dynamics with the initial controller design 
is given in Table 7.9. As with the longitudinal system, there are a few points to note: 
i. Decoupling, in most cases, has occurred where we require it. Because of limited freedom, 
the specified decoupling asked for in the Dutch roll mode has not been met fully. Instead, 
the best possible decoupling has been provided. 
ii. An examination of the input-mode coupling vectors of the system, 
Wl,,, B,,, L,., (7.8) 
indicates that unlike for the longitudinal system, the lateral demands are not easily 
made independent of each other. Reading the values down the columns in Table 7.10, 
it can be seen that other than the small effect that a0 demand has on the 0 tracking 
mode and a ylat demand has on the roll and Dutch roll modes, all other modes are 
involved in both inputs. 
Table 7.10 Input-mode coupling of the lateral closed-loop system 
Mode 0 
demand 
ylat 
demand 
Roll 0.1279 0.0255 
Spiral 11.4377 0.8658 
Dutch roll 5.4130 0.0046 
Heading 4.9478 0.6233 
yZat 49.4481 0.5405 
track 0.0409 0.1333 
yZattrack 55.0659 0.1449 
Ef 
V 
in 
10 
Im 
0.5 - 
0.4 - 
0.3 - 
0.2 - 
0.1 
0 
-0.1 . p 
-0.2 - 
-0.3ý l'O 20 an 
Time (seconds) Time (seconds) 
(a) Velocities and displacements (b) Angles and angle rates 
Fig 7.11: Response of initial lateral system to 1 Om step demand In ylat 
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Fig 7.12: Response of initial lateral system to 10 degree step demand In V 
The lateral design requirements are for specific settling times and overshoots for step demands 
in lateral displacement and heading angle. Fig 7.11 shows a linear simulation of the response to 
a 10m demand in lateral displacement. Note that this response satisfies all the required criteria 
in the design specifications. The heading demand is more complicated. In the final system, a 
more complicated combination of gains is required to transform aV demand into a0 demand. 
However, since W is not one of the tracked outputs for this EA system, it can be seen in Fig 
7.12 that there is a steady state error in 0 and v as the controller attempts to maintain zero lat- 
eral deviation concurrently with a change in heading angle. This is extremely undesirable, and 
operational mode switching will have to be added to a revised version of this controller to 
ensure that it does not attempt to track both lateral deviation and heading angle at the same 
time. 
This highlights one of the deficiencies of EA. It is only possible to control the behaviour of a 
limited number of tracked inputs using the methodology described here, owing to limitations 
on the freedom of assignment of modes. Thus, since only two modes can be assigned for track- 
ing in the lateral system, only two command inputs can be tracked. The additional demand to 
track V causes conflicts in the system. 
An aspect of the system neglected so far is the use of multiple demands, such as a lateral devi- 
ation demand and a xV demand occurring at the same time, as they do during the turn in the 
4 automated evaluation procedure'. Hence, in subsequent stages of the design, linear simulation 
is replaced in part by simple non-linear simulation, and in part by the use of the 'automated 
evaluation procedure' (see Section 7.9) for the RCAM problem. 
7.8.3 Goal attainment 
Goal attainment, as described in chapter 6, was used on the RCAM problem, and resulted in a 
long extension of the design procedure time (mainly due to the computational time required to 
use the mathematical optimisation involved). The main purpose of using goal attainment was 
to attempt to improve the stability robustness of the closed-loop system. The resulting control- 
lers are shown in Table 7.11. Response plots have not been shown, as these are part of the non- 
linear simulation assessment of the controller (see Section 7.9). 
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Table 7.11 Output feedback controllers designed by goal attainment 
Longitudinal Lateral 
K5q nz 
VA WE zPv ylat 
T[3; 088 -0.269 0.008 -0.048 -0.0141 
SA r 2.435 5.165 4.599 19.571 -8.077 0.050 
. 441 0.131 -0.012 0.018 0.07 
j SR L-0.005 2.232 -0.001 3.755 -0.437 0.005] 
Lj 
VA Jz JO jylat 
8T ý. 0008 -0.00189 
8A [0.3006 0.00281 
_0 
j 
8TH -0 . 0013 0.000 
SR -0.1888 0.0003J 
Sensitivitys Sensitivity' 
-0.218 ± 0.164j 1833 785 -2.97 333 41.3 
-0.256 ± 0.159j 1759 943 -0.193 10141 11021 
-2.322 2560 5452 -0.21 ± 0.214j 913 214 
cl -0.218 985 417 -0.1 7230 8522 
-3 1494 10243 -0.6 1805 5370 
w 
-1.972 1094 2400 
-2.086 440 570 
Iterations 200 100 
KM 8439 30640 
Gain margin -4.8 dB, 11.3 dB -3.7 dB, 6.7 dB 
Phase margin ± 43 degrees ± 31 degrees 
a. Numbers in the first column indicate the sensitivity of the eigenvalucs of the final system. Numbers in the 
second column indicate the sensitivity of comparable eigenvalues in the open-loop system. 
These controllers have been designed using only alterations in the desired eigenvalues within 
the damping ratio and frequency limits imposed by the design specifications. The resulting 
eigenvalues have been altered from their initial values to achieve improved robustness. The 
goal attainment algorithm can, if desired, be extended to include variations in the desired 
eigenvectors, but for the purposes of demonstration of the method, only eigenvalues were con- 
sidered here. 
Comparing these controllers with those given in Table 7.7 and Table 7.9, it can be seen from 
both the condition numbers of the closed-loop eigenvector matrices and the multivariable gain 
and phase margins that using goal attainment produced a system with improved robustness. 
7.8.4 Gain suppression 
The EA designs that have been discussed so far were all full output feedback designs, where 
every output was fed back to every input. The gain suppression technique described in Section 
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4.12 was used to determine if any of the controller matrix elements could be removed. 
Longitudinal controller 
The procedure for gain suppression was as follows. The program suppress .m (sec Appen- 
dix B) is used with the tracking mode augmented aircraft system matrices, AA, BB and CC: 
[De, Dvl=suppress(AAlon, BBlon, CClon, K) 
De = 
20.1262 18.2668 0.077 2.2801 0.3969 0.0169 0.1246 
0.4584 0.4418 0.1736 0.3409 0.4465 0.0784 0.1894 
Dv = 
5.8542 5.1480 0.8810 10.7537 11.4656 0.3518 5.5429 
2.7799 2.5453 6.5578 15.5071 20.5052 2.7472 8.6639 
De and Dv descfibe the sensitivity of the eigenvalues of the aircraft closed-loop longitudinal 
system dynamics to changes in the corresponding elements of K. The smallest elements of, 
these matfices are in the VA track (the 6th) column. This means that if these gains are reduced, 
there will be much less effect on the eigenstructure of the system than if any of the others are 
reduced. However, we cannot reduce both the gains in this column, or else we will no longer 
be able to track changes in VA. The gains between VA feedback and command, and tailplane 
position (shaded), however, can be removed as follows: 
>> remove= 
[1 1011101 
1111111 1] ; 
>> Klon2=suppress(AAlon, BBlon, CClon, K, remove) 
Klon2 = 
3.0225 -0.2616 0 -0.0473 -0.0150 0 -0.0020 
-1.4410 0.1313 -0.0118 0.0179 0.0068 -0.0013 0.0008 
The robustness characteristics of the new controller are shown in Table 7.12, which denlon- 
strates that performance robustness has improved. However, in non-linear simulation, this coll- 
troller causes large performance variations that adversely affect the behaviour of the aircraft. 
This is especially prevalent during the sustained turn in the 'evaluation procedure'. Thus, tills 
controller was abandoned in favour of the full output feedback solution, given in Table 7.11. 
Table 7.12 Robustness characteristics after gain suppression 
Longitudinal 
K(V) 6262 31310 
Gain margin -4.8 dB, 11.5 dB -3.7 dB, 6.6 (ill 
Phase margin ±43 degrees ±31 degrees 
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Lateral controller 
The same procedure is followed as for the longitudinal controller: 
[De, Dv]=suppress(AAlat, BBlat, CClat, K) 
De = 
17.2847 2.8253 16.1539 4.4379 1.4592 0.4847 0.5376 0.0316 
0.0512 1.6406 0.0040 1.3878 0.1063 0.1178 0.5551 0.0230 
Dv = 
127.6510 10.6575 117.2995 29.8780 7.6880 3.0300 3.744 0.1029 
0.3092 11.6077 0.0239 8.2441 0.8740 0.8105 3.2047 0.1241 
This time, the least effective gain appears to be the feedback from yaw rate to rudder (shaded 
elements). This can be removed as follows: 
remove= 
101111 11 
>> [Klat2l=suppress(AAlat, BBlat, CClat, K, remove) 
Klat2 = 
2.4348 5.1653 4.5989 19.5705 -8.0774 0.0503 0.3006 0.0028 
-0.0046 2.2334 0 3.7710 -0.4389 0.0052 -0.1894 0.0003 
Although we have reduced the gains in the system, a glance at the values in Table 7.12 shows 
that the robustness of the system has worsened. The removal of this gain has also caused a loss 
in some of the decoupling that EA was able to provide. A knowledge of aircraft dynamics 
helps the designer realise that the yaw damper of the aircraft has effectively been Suppressed, 
which would reduce effective co-ordinated turning. Hence, gain suppression for tile lateral sys- 
tem has also been rejected, and the final controller is as shown in Table 7.11. It is important to 
note that EA was unable in this instance to provide a better solution (and in fact provided a 
worse controller) by using gain suppression. In this case, there was no substitute for experience 
with aircraft dynamics during the analysis of the controlled system. 
7.8.5 Using analysis to aid design 
With EA, the initial controller is easy to design, once an estimate for a desired eigenstiucluic Zý t, 
has been decided on. However, as this section has demonstrated, analysing (his controller, and 
then making an informed decision on the next course of action, is not easy. Often, there are a 
number of different options that can be pursued. It is difficult for a designer to decide whether 
to alter the eigenvalues or to alter the decoupling that has been specific(]. 
As with classical design, the designer must understand the relationship between tile parameters 
in herlhis control (i. e. the desired eigenstructure) and the closcd-loop system behaviour. Once 
this has been established, design becomes easier. The production of a controller from a desi red 
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eigenstructure is a quick procedure, but defining a desired eigenstructure during the design 
process is more time consuming. However, it means that the designer is able to have 'hands 
on' control over what is happening. 
After an initial design is produced, simple analysis methods can be used to guide the designer 
toward the next controller. Eigenstructure analysis and linear simulation are usually enough, 
and are quick to use in MATLAB. If required, non-linear simulation can be used as well. 
One way in which to use the possibility of a range of desirable eigenvalues (rather than a spe- 
cific set) is by putting the EA algorithm into a goal attainment routine. The specified goals can 
involve any design parameter or specification the designer wants. In this case, an improvement 
in stability robustness has been achieved. 
The order of the final controller can then be reduced by removing ineffective elements in the 
matrices. For the RCAM problem, this final step proved impractical for the given nominal con- 
troller that had been produced by goal attainment. Now that the design is complete, all that 
remains is to test the new controller in full non-linear simulation. 
7.9 Results of the automated evaluation procedure 
This section presents non-linear simulation results of the controlled RCAM aircraft. The pro- 
cedure is based on the evaluation mission and scenario defined in the problem definition docu- 
ment [46] and summarised, in Section 7.3. Both 'overall tracking perfon-nance' and 'inner-loop 
behaviour' of the controlled system have been evaluated by means of bounds on key variables. 
The automated evaluation procedure only provides results for four points in the flight enve- 
Iope, all at a constant airspeed and low centre of gravity. These are: 
Mass Longitudinal position of Transport delay 
(tonnes) centre of gravity (ms) 
(% MAC) 
120 23 50 
120 23 100 
120 31 50 
120 15 50 
To evaluate the controlled aircraft in detail, further results over the entire flight envelope have 
been documented in Section 7.10. 
7.9.1 A general view of the trajectory 
Before going into the details of the specific properties of the controller with respect to aircraft 
behaviour, the entire evaluation procedure trajectory in three dimensions will be considered. 
This trajectory is given in Fig 7.13. Four distinct segments of this landing approach have 
requirements that should be satisfied: 
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Fig 7.13: The trajectory response of the controlled RCAM 
" Segment 1 (0-1): Starting at an altitude of 1000m and with the track angle X at -90 degrees, 
level flight is to be maintained with a constant airspeed of 80 ms-1. During this segment, the 
left engine will fail and then re-start. 
" Segment H (1-2): A co-ordinated 90 degree right level turn at a rate of 3 degs-I is to be per- 
formed at a constant airspeed of 80 ms-1. 
" Segment 111 (2-3): The aircraft is to remain on a glide slope of -6 degrees, which changes to 
-3 degrees during the descent. An airspeed of 80 ms-I is to be maintained. 
" Segment IV (3-4): The -3 degree glide slope is to be maintained within reasonable limits 
during a wind shear. 
During the flight, the aircraft experiences turbulence and a lOms-I constant wind with a fixed 
heading (direction shown in Fig 7.13). Allowable deviations from the prescribed flight path are 
given by the dotted lines in the following plots in this section. The solid line indicates the 
desirable flight path. The remainder of the plots are simulation results for the four flight condi- 
tions evaluated. The results for the final EA controller, shown in Table 7.11, are as follows. 
7.9.2 Segment 1: the effect of engine failure 
An engine failure on RCAM will result in lateral deviation. It can be seen in Fig 7.14 that the 
results for this controller are very good. The left engine fails at point a on the figure, and 
7 
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y-posftlon (-YE) (kMI 
Fig 7.14: Segment 1: Aircraft lateral deviation during engine failure 
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restarts at point b. The closed-loop aircraft has high robustness (the plots are not easily distin- 
guished), and the aircraft is kept well within the performance bounds shown in dotted lines. Of 
course, as shall be seen in more detailed analysis later, this results in passenger discomfort, 
which is inevitable, as the controller is demanding very quick aircraft lateral movements to 
keep the aircraft on course during an engine failure. 
7.9.3 Segment ll: the 3 degs'l turn 
Fig 7.15: Segment 11: Plan view of the 3 degs"I turn 
The plan view of this segment is shown in Fig 7.15. The turn is initiated by demanding a step 3 
degs-I heading rate from the system at point c in the figure. This demand is removed at point d. 
However. this EA controller has also been designed to keep lateral deviation down, and as 
soon as the aircraft begins to deviate from the required course at the initiation of the turn, a 
bank angle is demanded to reduce this deviation, independent of the bank angle demand initi- 
ated to effect the turn. 
Thus, although a demanded 3 degs-I turn would normally pose no problem, the instantaneous 
deviation from the desired trajectory that occurs as the aircraft overshoots the start of the turn 
causes excessive aileron demands. This can be seen in Fig 7.16, where the maximum aileron 
deviation of 25 degrees is frequently reached during the steady turn. Moreover, the return to 
level flight, at about 250 seconds, is accompanied by excessive oscillation in aileron actuation. 
210 220 230 240 250 260 270 280 290 
Time (seconds) 
Fig 7.16: Segment If: Aileron angle during the 3 degs-1 turn 
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Fig 7.17: Segment 11: Lateral deviations during the 3 degs-I turn 
This conflict is also responsible forbad perfon-nance in the turn, which can be seen in Fig 7.17. 
This plot shows the lateral deviations off desired track, and this system violates the perform- 
ance boundary. This performance could be improved, but it would be at the expense of a good 
response to engine failure, and ylat deviation would take a long time to be corrected. 
7.9.4 Segment III: the capture of the -6 and -3 degrees glide slope 
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Fig 7.18: Segment III: Side view of capture of the -6 and -3 degrees glide slope 
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Fig 7.19: Segment III: Altitude deviations from the desired glide slope 
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This glide slope, shown in Fig 7.18, starts with a -6 degree change in flight path angle at point 
e and then moves to a -3 degree slope at pointf The deviation of the controlled aircraft from 
the desired trajectory is shown in Fig 7.19. This plot shows that both performance and robust- 
ness characteristics in this segment are good. 
7.9.5 Segment IV. the final approach with windshear 
Whilst on final approach with a glide slope of -3 degrees, a windshear is introduced in simula- 
tion. The desired trajectory during this windshear, and the bounds within which the aircraft 
must remain, are shown in Fig 7.20. The altitude deviations from this path are shown in more 
detail in Fig 7.21. For the EA system, performance and robustness are within the required 
bounds. 
Fig 7.20: Segment IV: Side view of the final approach with windshear 
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Fig 7.21: Segment IV: Altitude deviations from the desired glide slope 
7.9.6 Quantitative results 
The previous sections of this chapter have described simulation results for the automated eval- 
uation procedure. A numerical assessment of these results is given in Table 7.13. The values in 
the table are normalised in relation to the maximum allowable bounds on the deviations of the 
aircraft from the evaluation procedure requirements in each segment, and give indications of 
how good the performance, robustness, safety and comfort (this last one being based on air- 
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Table 7.13 Numerical results of the evaluation procedure 
Segment I Segment II Segment III Segment IV Total 
Performance 0.0707 0.1454 0.3427 0.1707 0.1824 
Robustness 0.0324 0.0121 0.0828 0.2120 0.0848 
Comfort 0.8864 3.3991 1.2201 0.4523 1.4895 
Safety 0.0159 0.0749 0.0122 0.1013 0.0511 
craft accelerations) are for a given design. The automated evaluation procedure provided by 
the GARTEUR group for the design challenge includes this additional software for the RCAM. 
As the values have been normalised, exceeding a value of unity indicates that the relevant 
bounds have been violated. For the EA controller, all the values in this table, other than those 
for comfort, are adequate. It is difficult to judge the relative merits of one row over another, as 
they tend to be interdependent. Based on knowledge of the results of other controllers that 
were designed during the challenge, it is likely a further improvement in the comfort values 
shown in the table will affect performance adversely. The large values for comfort in this case 
are due to the use of large magnitude eigenvalues demanded in the design process to ensure 
good lateral performance through accurate tracking of the desired trajectory. Thus, in its 
4eagemess' to keep to the desired trajectory, the aircraft uses short, sharp movements that 
cause accelerations to exceed the recommended bounds (as shown in Fig 7.16). 
This automated evaluation procedure for the RCAM model has shown that it is possible to use 
EA to produce a reasonable aircraft autopilot controller, which is able to follow a preset land- 
ing path. However, this evaluation procedure is only valid over a small part of the RCAM 
model flight envelope, and there is no indication of how well the complete set of design speci- 
fications have been met. Thus, a fuller analysis will now be described. 
7.10 Complete analysis of the controller 
In Section 7.8, the EA controller was evaluated using techniques that quantitatively described 
the controller in terms of eigenvalue sensitivity, stability margins and condition numbers. Sec- 
tion 7.9 demonstrated that the use of a predetermined flight path can be useful in evaluating the 
performance and robustness of the aircraft. This section gives results for an evaluation of the 
full design specifications over more of the flight envelope of the aircraft. It would be too time 
consuming to describe the satisfaction of all requirements at all points in the envelope, so only 
a relevant selection, with explanations, have been included. 
7.10.1 Performance criteria 
Performance specifications are the main criteria which should be satisfied in the design. They 
have been detailed in Section 7.6.1, and the following are the results for the final EA control- 
ler. Where step responses were demanded, these have been performed using non-linear simula- 
tion. Unless otherwise specified, the results are for the closed-loop aircraft at nominal 
condition (weight of 120 tonnes, horizontal 23% MAC and vertical 0% MAC centre of grav- 
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ity; computer transport delay of 50 ms) 
Longitudinal dynamics 
Altitude response 
The step response of the aircraft to a 30m increase in altitude is shown in Fig 7.22. This fulfils 
the design specifications, as the response has a rise time of 8 seconds (desired at less than 12 
seconds) a settling time of 29 seconds (desired at less than 45 seconds) and an overshoot of 
1.7% (desired at less than 5%). 
30 
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Time (seconds) 
Fig 7.22: Response to 30m step demand In z 
The response of the aircraft to a step demand in airspeed is shown in Fig 7.23. The output has 
an overshoot of 7% (desired is less than 5%), a rise time of 14 seconds (desired is less than 12 
seconds) and a settling time of 47 seconds (desired at less than 45 seconds). This puts the VA 
command system at just a little outside the desired boundary. 
This is further demonstrated in Fig 7.24. When perturbed by a 13 ms-I wind step, the airspeed 
deviation takes 26 seconds to reach less than 2.6 ms-1 (desired time is less than 15 seconds). 
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Fig 7.24: Airspeed deviation during a wind 
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Fig 7.25: Response to a 13 ms-I VA demand Fig 7.26: Response for a 30m z demand 
This demonstrates a closed-loop system that does not possess sufficient damping, and as a 
result overshoots. However, there is no steady-state error in airspeed due to constant wind dis- 
turbances. 
Cross coupling between airspeed and altitude 
The coupling of z for a demand in VA is much less than the allowable limit of 10m, as shown in 
Fig 7.25. Although cross-coupling of VA during a step demand in z was significant during early 
linear designs (see Fig 7.8), alterations produced by the goal attainment design in order to 
improve stability margins have caused a mere 1.4 ms-I deviation (desired at less than 0.5 ms-1) 
in VA for a 30 metre demand in z. This is shown in Fig 7.26. 
Flight path angle response 
The response of the aircraft to a3 degree step demand in flight path is shown in Fig 7.27. 
Although this response has an overshoot of only 1.6%, it has a rise time of 10 seconds (desired 
at less than 5 seconds) and a settling time of 30 seconds (desired at less than 20 seconds), and 
so does not respond as well as desired to commands in flight path angle. This situation cannot 
be easily remedied, as the controller has been designed to solve z demand and VA demand situ- 
ations. A demand in flight path angle is implicitly a demand in i (y = tan-' (i/ VA)) . This high- 
lights one of the problems of using EA to design a controller that requires the utilisation of 
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Fig 7.27: Flight path angle step response 
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more freedom than is available with the method. 
Lateral dynamics 
Lateral deviation 
The response to an unit disturbance in lateral deviation (ylat) of the aircraft off the desired tra- 
jectory, and the response to a step demand of Im in lateral deviation, are shown in Fig 7.28. 
This plot shows one thing that will become apparent and more pronounced later; lateral devia- 
tion regulation is too under-damped. It causes a reduction of ylat to 10% of its original value in 
less than 8 seconds, but also results in an overshoot of 25%. This is not acceptable perform- 
ance, but it was allowed in order to ensure that the aircraft did not stray outside the allowable 
bounds - dictated by the automated evaluation procedure - in the event of an engine failure. 
The response to a demand in lateral displacement ylat, however, is within performance specifi- 
cations given in Section 7.6.1. There is less than the desired limit of 5% overshoot to the com- 
mand. In addition, the requirement for no steady-state error due to constant lateral wind 
disturbance is met (demonstrated during the automated evaluation procedure, Section 7.9). 
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Fig 7.28: Lateral deviation performance 
The lateral response to an engine failure and restart is shown in Fig 7.29. This is at the nominal 
flight condition. The maximum roll angle deviation here is 6 degrees (less than 10 degrees is 
desired). The design specifications require that a small roll angle be maintained after engine 
failure to keep sideslip minimised. However, the EA design is such that roll angle is minimised 
instead. As can be seen in the figure, this results in a steady sideslip of about 3 degrees. It also 
invalidates the remaining design criteria of not overshooting 50% of the steady roll angle on 
engine start-up. on start-up, roll angle peaks at less than II degrees, and sideslip peaks at 8 
degrees. For the passengers, having a steady-state sideslip is more comfortable than having a 
steady-state roll in the event of an engine failure. Hence, the design specifications were not 
strictly adhered to in this case. 
The roll behaviour of the system under moderate turbulence conditions (see [46] for gust data) 
is shown in Fig 7.30. The roll angle is within the maximum limit of 5 degrees, but this comes 
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Fig 7.30: Roll angle under moderate turbulence 
at the expense of high aileron activity, as will be seen later. 
Heading angle response 
Because of the limitations on the number of variables that can be tracked using EA, it was not 
possible to track heading angle, xV, properly. Instead, aV command is coupled into a0 com- 
mand and X steady-state requirement (see Section 7.5.2). The response of the system to a 10 
degree command in heading is shown in Fig 7.31. This response has no overshoot, a rise time 
I 
D 
Time (seconds) 
Fig 7.31: Response to 10 degree step in heading angle 
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of 5.5 seconds (desired at less than 12 seconds) and a settling time of 23 seconds (desired at 
less than 45 seconds), and has therefore satisfied the design requirements. 
The Root Mean Square (RMS) of the heading angle disturbance during a lateral Dryden gust is 
required to be reduced in the closed-loop system. For the final EA controller, this value was 
reduced by over 76% from the open-loop value, satisfying this design specification. 
Heading rate during engine failure 
Fig 7.32 shows the heading rate that results from an engine failure. This is within the 3 degrees 
per second limit allowed. Restarting the engine does not exceed this limit either. 
,A 
Fig 7.32: Heading rate during an engine failure 
7.10.2 Robustness criteria 
It would take a large amount of time to test the system for parameter changes in the centre of 
gravity position, mass and computer transport delay that encompass the robustness criteria. 
Hence, only the extreme conditions were examined. This was done by taking the system 
through the automated evaluation procedure at these parameter variations. 
It was found that for a transport delay of 50 ms, the system had both performance robustness 
(nominal performance as described in the last chapter was similar in all cases) and stability 
robustness over all other parameter variations mentioned above. With the maximum computer 
transport delay of 100 ms, a small part of the parameter envelope, namely with a fairly aft and 
high centre of gravity and with a mass of greater than 145 tonnes, the performance of the 
closed loop aircraft degraded, and eventually became unstable. The boundaries of stability in 
relation to variations in centre of gravity and aircraft mass for this controlled system are 
depicted diagrammatically in Fig 7.33. 
However, it must be mentioned that this occurred in Segment II, the 3 degs-1 turn, which has 
already been shown to be a bad segment for this particular controller. In all other respects, the 
controller has full stability robustness, and has performance robustness over the majority of the 
envelope. 
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Fig 7.33: Part of the closed-loop RCAM flight 
envelope with stability boundaries 
Robustness to speed variations 
Although robustness to airspeed variations was not included in the design specification, it has 
been considered here. One way in which to solve the problem of the variation ofperforrnance 
and stability with speed is to include dynamic pressure scheduling on the actuators, as the 
effect of actuator movement on the states of the aircraft is known to be inversely proportional 
I to dynamic pressure 3P VA2 . Thus, 
for a design airspeed of VAO, the actuator demand should be 
multiplied by 
VA 
0 (7.9) 
Vý 
to ensure that the same effect on the aircraft states is maintained. From this, it can be seen that 
at lower than the design airspeed, greater actuator movement is produced. 
The present lateral controller has been shown to cause large aileron movements during tile 3 
degs-' turn in the automated evaluation procedure. With the dynamic pressure scheduling just 
described, these movements would be amplified at lower speeds than the design point airspeed 
of 80 ms-1. For the moment, it is therefore not recommended to schedule the lateral con(roller 
for speed variation, in case this results in excessive control activity at low speeds. 
7.10.3 Ride quality criteria 
These criteria relate to passenger comfort under normal man(vuvres. As such, (tic results from 
the automated evaluation procedure have been taken as representative. 
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(Letters in these figures refer to the labelled segments of the evaluation procedure) 
Maximum vertical acceleration 
This is desired to be less (in magnitude) than --+-0.05g. Fig 7.34 shows that this value is violated 
twice. The less harsh violation is during the wind shear, where we would expect an uncomfort- 
able ride. However, the worst violation, at -0.4g, comes during the steady turn, which would be 
considered a normal manoeuvre! Of course, this is now expected at this juncture of the simula- 
tion, as it is caused by the 'quick' response of the controller to the lateral deviation of the air- 
craft from the desired path. The bad roll response (see Section 7.9.3) results in a bad 
longitudinal response, as the two systems are highly coupled during a steady turn. This inade- 
quate performance is a direct result of having to cater for the engine failure with the same con- 
troller as that used for normal manoeuvring. 
Maximum lateral acceleration 
This should be less (in magnitude) than --+--0.02g, which is a very stringent requirement. As 
shown in Fig 7.35, this requirement is violated twice. The first time is during the engine fail- 
ure, where lateral acceleration deviates to ten times the allowable value. This is to be expected, 
and is considered allowable for this emergency situation. However, during the steady turn the 
aircraft experiences a peak lateral acceleration of 0.08g. The reasons for this have been exam- 
ined in previous sections, and will not be repeated here. 
7.10.4 Safety criteria 
Only two of the safety criteria need to be examined with respect to the way in which the design 
has affected them. 
Roll angle 
The roll angle over the evaluation simulation for the nominal aircraft, but with a 21% MAC 
vertical ccntre of gravity are shown in Fig 7.36. The required roll angle limit is 30 degrees. 
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Fig 7.37: Roll angle during Independent 
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This was met by the nominal system, but as shown here, it was exceeded (peak of 38 degrees) 
by the aircraft with a high centre of gravity. 
The roll angle being demanded by the autopilot is only 23 degrees during the steady turn (23 
degrees is required for a steady heading rate change of 3 degs-I at an airspeed of 80 ms-1). Non- 
linear simulation shows that with only a roll angle demand (no lateral deviation regulation), 
roll angle response does not violate the safety limit of 30 degrees (see Fig 7.37). However, the 
nature of the automated evaluation procedure is such that an instantaneous lateral deviation 
also occurs at the start of the steady 3 degs-1 turn, and this induces the lateral controller to 
introduce another 7 to 15 degrees of roll angle to return ylat to zero. This excessive roll angle 
is therefore caused by the 'quick' action that is required to reduce lateral deviation during 
engine failure. This has already been discussed in previous sections, and will not be repeated 
here. 
Sideslip angle response 
The sideslip is generally kept low by the regulator in the lateral controller. For a unit root mean 
square (RMS) intensity lateral Dryden gust, the RMS of the sideslip angle in the open loop air- 
craft is about 0.07 degrees. For the closed-loop EA system, the RMS is just over 99% of this 
value. Hence, the closed-loop system technically produces less sideslip, but not a significant 
amount. It is likely that since sideslip is prone to the effects of aileron movement, it is not 
reduced owing to the excessive aileron activity that any turbulence introduces to this system. 
7.10.5 Control activity criteria 
To provide an overall idea of actuator activity, the evaluation software was used again. The fol- 
lowing results are for the aircraft at nominal parameters only. 
Actuator effort minimisation 
The requirements are that mean actuator rates (taken as RMS actuator rates here) should be 
less than 33% of the maximum rates. Fig 7.38 shows the actuator movements under moderate 
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Fig 7.38: Actuator movements under moderate turbulence 
turbulence conditions. Note that the aileron exhibits excessive movement. This is again owing 
to the fact that it is trying to regulate lateral deviation too quickly, and using very high gains to 
do so (about 3 degrees of aileron is demanded for every metre off the desired lateral trajec- 
tory). This effect is compounded by the fast roll mode being involved in the overall aileron 
feedback values. For instance, the ý to SA gain is almost 20, obviously another high gain prob- 
lem. 
The results of this for moderate turbulence can be seen more vividly in the actuator rates, 
shown in Fig 7.39. The dependent axes on these plots are scaled to the minimum and maxi- 
mum rates of the actuator concerned. "Ibe aileron constantly rate saturates. The remainder of 
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Fig 7.39: Actuator rates during moderate turbulence 
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the actuators perform well, and from Table 7.14, it can be seen that other than the aileron, the 
throttle is the only actuator to violate the design recommendations, although not as danger- 
ously as the aileron does. 
Table 7.14 Satisfaction of the maximum rate requirements 
RMS rate Maximum in design specifications 
(degs-1) (degs-1) 
Aileron 15.5 8.3 
Tailplane 4.3 5 
Rudder 0.6 8.3 
Throttle 0.32 0.24 
This concludes the complete analysis of the FCS designed by EA to keep the RCAM aircraft 
on its landing path whilst satisfying the full set of design specifications. Conclusions on the 
application of EA to the RCAM FCS design problem can now be drawn up. 
7.11 Conclusions 
This chapter has described the use of EA to design a controller for the RCAM FCS design 
problem. Using EA with the RCAM, it was possible to: 
" Develop a suitable controller structure. 
" Analyse the open-loop system. 
" Translate design specifications into a desired eigenstructure. 
" Design an initial controller for the RCAM. 
" Analyse the controller using eigenstructure analysis. 
" Alter the desired eigenstructure. 
" Use goal attainment with EA to increase stability robustness. 
" Assess the controller using linear and non-linear simulation. 
The two main aims of the eigenstructure assignment (EA) design for the Robust Civil Aircraft 
Model (RCAM) that have been described in this chapter were concurrently: 
" To demonstrate that linear design could be made robust so that less non-linear 'tuning' 
would be required to produce a satisfactory system, resulting in more rapid design iteration. 
" To show that a modem method could be as visible and as flexible as more traditional meth- 
ods. 
The RCAM design challenge experience produced mixed conclusions, as also shown in [72]. 
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and this is a summary of the opinions of the author and of the independent industrial evaluation 
of the controller that was carried out. 
Importantly, the controllers produced by EA were seen to be of a simple structure, and easy to 
understand. In implementation, this will lead to quick certification, as a lack of unconventional 
implicit dynamics in the controller makes it structurally transparent to most designers. Prob- 
lems in functionality can be related to direct gains, leading to easy access to the controller by 
simulation engineers, flight control computer implementation engineers and flight certification 
engineers. 
Although EA was able to produce good performance and robustness with a highly automated 
procedure, controller structure is limited by the method when used for aircraft flight control. If 
more complex classical elements, such as command pre-filters or wash-out filters, are used, 
EA is unable to facilitate the accurate analysis or suitable design of a robust controller if these 
components cannot be integrated into the aircraft linear state-space matrices. 
In terms of the design process, the RCAM exercise demonstrated that eigenstructure analysis 
provided a tool which ultimately assisted in controller synthesis. The aircraft dynamics were 
broken down into simple relationships between dynamic modes and their interaction with the 
states and outputs of the aircraft. Then, adverse interactions between aircraft dynamic modes 
and its states or outputs were identified and focused on in the next design stage. This multi- 
input, multi-output analysis showed potential as a way in which eigenstructure analysis can be 
developed to visualise aircraft dynamics. 
It was possible to satisfy the majority of the design specifications given in the RCAM FCS 
design problem to produce an acceptable controller in linear simulation. It was shown that with 
this process, it was possible to construct and implement a simple system that had good per- 
formance and robustness characteristics. In addition, the designer was able to control the trade- 
off between the two by using engineering intuition to alter the desired eigenstructure. For 
RCAM, it was only necessary to alter the desired eigenstructure, and no changes to the control- 
ler structure were required during the design. 
Despite the advantages demonstrated, the designer must still have experience with both the 
method and the aircraft in order to understand the way in which the desired eigenstructure 
must be manipulated. Guidelines for the systernisation of EA design are in the process of 
development (see the next chapter), but it will take some time before a mature EA methodol- 
ogy can be applied to the design of complete aircraft flight control systems. 
New developments in this chapter were 
The demonstration of an exclusively eigenstructure and time-domain based analysis and 
synthesis methodology 
* The use of EA on a non-linear, well-developed aircraft model and design challenge. 
The demonstration of the potential visibility of an EA design process, and of the portability 
of the controller itself. This involved the demonstration of the method's ability to deal with 
design specification and evaluation requirements that are directly related to aircraft dynam- 
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ics. 
It has been shown that for the RCAM benchmark, EA accommodated a simple controller 
architecture, involved a design cycle that allowed the designer to interact with the design to a 
large extent, and produced a solution that satisfied most of the design specifications. The 
RCAM provided a very good representative non-linear aircraft design and simulation environ- 
ment, which ensured that most of the aspects of eigenstructure analysis and assignment were 
thoroughly tested on a practical problem. This also satisfied the fourth and final objective of 
this thesis. 
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Chapter 8 
Further Work 
8.1 Introduction 
Although a very detailed and fairly broad examination of eigenstructure assignment (EA) and 
analysis has been pursued in this thesis, there are many avenues that still remain unexplored. 
Furthermore, the work in this thesis has uncovered new and more pertinent directions that 
research into EA should take. 
In practice, EA is in use at Mrospatiale and has been used for a NASA HARV lateral flight 
control system design. Although information from these sources is confidential, cursory litera- 
ture shows that the use of EA is normally pursued as a tool amongst an array of other methods, 
and is only used for a limited section of controller design, usually for regulation. 
Each of the main aspects of the methodology that have been discussed in this thesis can be 
expanded upon to determine where further work should be pursued. 
8.2 Eigenstructure analysis 
It is evident that the new results demonstrated in Chapter 3 are generic in nature, as there is no 
independent interpretation of the numerical measures available, in order to assess any dynamic 
system of an unknown nature. This leaves the designer in a position where knowledge about 
the aircraft dynamics can only be gleaned after some use with the method. This is still useful in 
practical design, but not ideal in theoretical terms. 
Even when the system being analysed is known and quite well understood, as with aircraft 
dynamics for instance, the states and outputs of the system may be in differing units. This leads 
to the need for the designer to scale the eigenvectors in order to obtain a non-dimensional com- 
parison of its elements. Currently, it is up to the designer to do this based on subjective knowl- 
edge, rather than any established measure. 
Currently, there is also no easy way to use eigenstructure analysis to assess input-output inter- 
action. Thus, further work on eigenstructure analysis would involve 
L Definition of better generic metrics to help the designer assess input-mode, mode-state and 
mode-output coupling in an unknown system. 
ii. Development of a way of scaling eigenvectors to represent system interaction using dimen- 
sionless quantities. 
iii. Development of an eigenstructural measure of input-output interaction, with the functional- 
ity of those that currently exist in classical theory. 
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8.3 Eigenstructure assignment 
The mathematics of the EA methodology used here is well developed. However, there are 
alternate forms of EA, such as parametric EA [73] and polynomial EA [74], that are still in the 
process of improvement. The numerical relationships between the measures and metrics used 
in these differing techniques of EA should be examined, so that the best aspects of each can be 
exploited. 
The main complaint about EA is that there is difficulty in knowing how to alter the desired 
eigenstructure to produce a better design. In this thesis, it was demonstrated that eigenstructure 
analysis can be used to effect this. However, the analysis and assignment are currently used as 
two separate entities. It would be advantageous to integrate them into a more interactive design 
analysis and synthesis algorithm. 
Although the visibility of the method is good, there is still very little that can be done about the 
unassigned modes in EA, and tackling the problem of attaining some control over these modes 
is a potential avenue of research. This holds especially true for the unassigned modes in 
dynamic control, which affect more outputs than static control. 
As EA is a very flexible methodology, it should be possible to extend it to improve the ability 
to track more outputs and to decouple inputs from outputs, rather than modes from states or 
outputs. The idea behind these improvements is that the method should eventually be 
extremely visible and flexible enough for classical control designers to be able to understand 
how it relates to classical ideas. 
Thus, further work on EA should involve 
L Development of the advantages of parametric and polynomial EA to complement the theory 
described in this thesis. 
ii. Fusing eigenstructure analysis and eigenstructure assignment to produce quicker flight con- 
trol system design synthesis. 
iii. Providing control over unassigned modes during EA. 
iv. Being able to decouple outputs from inputs during EA. 
8.4 Performance robustness 
It has been shown in this thesis that performance robustness can be improved by using EA, but 
the measures that are used to assess this improvement are sometimes unreliable, and often con- 
servative. This situation can be improved by using more accurate perturbation structures, and 
more developed measures of robustness. As system eigenstructure is itself a useful means of 
examining a system, these improved measures should reflect the use of eigenstructure to deter- 
mine performance robustness. 
Further work on performance robustness would involve 
i. Development of more accurate measure of performance robustness 
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ii. Development of measures that involve eigenstructure, such as Yedavalli's 'composite 
eigenvector', which is currently being researched [561. 
8.5 Stability robustness 
The goal attainment algorithm described in this thesis provided a suitable means of improving 
stability robustness. However, the results are not the best that could be obtained for two rea- 
sons. Firstly, the measure of stability robustness used, the minimum singular values of the 
RDM's, is a conservative one. Secondly, goal attainment works on a local minimum, so a bet- 
ter solution may exist if a global optimisation is used. 
Finding a solution can also be a tedious process where numerical optimisation is concerned. 
Using eigenstructure analysis to provide the optimisation algorithm with improved measures 
of the stability robustness of a system could result in a quicker solution. The ideal situation 
would be to be able to do away with numerical optimisation altogether, which could be made 
possible if eigenstructure analysis can be developed to provide ways of explicitly dealing with 
stability robustness. 
Further work on stability robustness would therefore involve 
L The use of global optimisation techniques, such as genetic algorithms, to provide the best 
solution available [69]. 
ii. Development of a less conservative measure of stability robustness that uses eigenstructure 
but is still visible to classical control designers. 
iii. The use of eigenstructure analysis within the optimisation algorithm along with EA. This 
could be used to speed up the optimisation (by providing analytical information on how sta- 
bility robustness varies with changes in system eigenstructure) or to provide a measure of 
stability robustness itself [56]. 
8.6 The eigenstructure assignment environment 
The aspects of EA that have been described in this thesis are not fully interactive. It can be 
seen, however, that when using the method for flight control system design, any additional 
design freedom available is extremely useful in improving performance, stability or robustness 
of the system. Thus, what is really required is the synthesis of eigenstructure analysis, EA and 
numerical optimisation in the form of an interacting tool. 
The junctures that are currently facilitated by the designer, such as interpreting the results of 
eigenstructure analysis for use in EA, should be interfaced with each other, to provide the 
designer with a faster design process in a single software package. This interfacing should 
increase the design freedom available, and provide the designer with more accurate informa- 
tion on how this freedom can be used to improve a design. 
This effectively constitutes a form of computer aided control engineering, and once an EA tool 
is developed, it is a simple matter to include it in a control engineering environment for use 
with other tools that work in much the same way. Further research to produce such an EA syn- 
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thesis would go a long way towards speeding up the industrial control design process. 
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Chapter 9 
Conclusions 
At the beginning of this thesis, it was stated that there are four objectives to the research that 
have been pursued by the author. These were to 
i. Examine the current state of modem control methods in the aircraft control industry 
ii. Determine the reasons for the disregard of many of these methods by industry 
iii. Develop eigenstructure assignment in order to address industrial criticisms 
iv. Apply eigenstructure assignment to a well-developed problem as a practical demonstration 
The way in which these objectives have been met can now be examined in more detail. 
9.1 Examination of the current state of modern control 
methods in the aircraft control industry 
Chapter 2 described a variety of modem methods, and how their current usage provides clues 
as to their future development within the aircraft industry. Engineers in the flight control indus- 
try often talk about supporting frequency based design methods, ýuch as QFI. However, it is 
evident from an examination of QFr that although it may appear to be intuitive to a classical 
control designer, the process is longer and more complex than the equivalent SISO classical 
techniques. 
Examination of the use of the methods also shows that there has been less innovative use of 
modem methods on real aircraft in the UK than in the USA and on the European continent in 
recent history. This is not a problem in itself, but the resulting lack of contact with the benefits 
of modem methods can lead to a reluctance in advocating them. This situation is now chang- 
ing, and with controllers such as the K,. controller on the VAAC Harrier, research into the 
practical benefits of modem control is developing fast. 
The use of modem controllers on many research aircraft in the USA and by Adrospatiale in 
France suggests that developments in the way in which new ideologies can be fused with more 
traditional understanding of control system design can lead to the exploitation of the benefits 
of both worlds and more effective control systems design techniques. As it stands, this state of 
affairs is now in its infancy, and as classical methods become more ineffective on modem air- 
craft control systems, newer methodologies are being employed to assist in aircraft control 
design. The coming few years should see a shift in mind-set towards certifying and implement- 
ing controllers developed using modem methods, and modem methods will soon become part 
of a set of design tools. 
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9.2 Determination of the reasons for the disregard of many of 
these methods by industry 
Although most modem methods are well developed and have started to be integrated into air- 
craft control design processes in industry, they are still applied in a cursory manner, certainly 
in the UK. This may lead to a potentially useful methodology being used to merely 'estimate' 
the controller that a SISO classical method is then used to develop. This is because most major 
research on the methods tends to concentrate on what these methods can do, rather than what 
they cannot. Academic focus on the technicalities, rather than the practicalities, of methods 
does nothing to further this. 
The methods themselves are not to blame, however. It is often evident that it is a lack of com- 
munication between those that know the theory of the methods and those that want to use them 
in practice. This results in the theoreticians being unappreciative of the way in which the 
method needs to be used by those who are end-users of the methods in industry, and a feeling 
of not being listened to on the part of those practising engineers. These disparate attitudes were 
extremely visible during the author's involvement with the GARTEUR group. 
However, it should be up to academics to realise that the practical realities of controller design 
are such that linear design (which consists of a large part of academic research into control 
design) takes up a proportionally small amount of time in industry. Practising engineers are 
more interested in 
0 Cutting down design time, for both linear and non-linear modelling and design. 
Using a design synthesis that is visible and easily maintained. This leads to being able to 
transform design requirements into the design method without difficulty. 
Producing portable controller structures that can be understood and maintained after they 
have been designed. Ibis makes the controller safer and therefore more easily certifiable. 
'Producing controllers that can be implemented and tested with very few changes. Again, 
this leads to easily certifiable controllers. 
and so they disregard academic work that may provide a 'quicker' or 'more robust' solution to 
a linear design problem. This linear design may not be worth the man-hours used in learning, 
integrating and using a new method with traditional control design philosophies. 
111. 
9.3 Development of elgenstructure assignment In order to 
address industrial criticisms 
In order to meet the requirements that industrial engineers have of control design mcthodolo- 
gies, it has been demonstrated in this thesis that EA can be used to provide a tool that can go 
some way towards satisfying these demands. The author has also included examples of what 
EA is not always good at doing, so that a designer can be made aware of the limitations of the 
method, and use an alternative in its stead. As with most methods, it is best to use the benefits 
of EA, and not to dwell on trying to improve the method when things go wrong and it becomes 
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evident that the method cannot cope. 
New developments that improve the visibility of EA by the use of modal eigenstructure analy- 
sis have been documented in chapter 2. It has been shown that using eigenstructure is a power- 
ful way of looking at aircraft systems in the time domain without losing any sense of their 
dynamical behaviour. It is evident that there is a potential for EA to become very 'visible'. 
It was shown that some aspects of eigenstructure analysis are in some ways as intuitive as clas- 
sical frequency analysis. Eigenstructure analysis provides a flexible analysis methodology that 
is complementary to classical analysis. Using this in conjunction with EA provides a powerful 
tool for control system design. This has been highlighted in this thesis by a demonstration of 
the way in which particular types of aircraft control system design specifications can be trans- 
formed into a desired eigenstructure. 
Other developments showed that industrial criticism of the method is sometimes justified. New 
results on the emphasis on decoupling, the consequent lack of design freedom when EA is 
applied to the design of an FCS, and the previously undocumented sensitivity of the controller 
to changes in desired eigenstructure are all results of this exposition. 
Thus, the third objective of the research has been met. Time constraints have led to only a cer- 
tain amount of visibility being attained within the scope of this thesis, but Chapter 8 suggests 
that this work can lead to further developments in EA that will address most, if not all indus- 
trial criticisms on EA. 
9.4 Application of eigenstructure assignment to a well- 
developed problem as a practical demonstration 
Chapter 7 embodies the results that satisfy this objective. The RCAM aircraft model is a repre- 
sentative aircraft model that was recently developed in conjunction with the aircraft industry. 
The RCAM challenge to produce a controller for the RCAM aircraft was demonstrated to be a 
good generic problem. None of the software or documentation was geared towards the use of 
any particular design methodology, which provided the perfect platform from which to demon- 
strate EA. 
The new work introduced in this chapter is concentrated in previously undocumented applica- 
tions of the method. Importantly, the design process demonstrates the advantages of EA 
through the design of the longitudinal controller and focuses on the disadvantages during the 
design of the lateral controller. This provides a broad picture of the methodology as a whole, 
rather than an academic example of a working solution. Furthermore, the way in which the 
design process can be used to implement improved robustness, low controller order, shorter 
design time, as well as some of the more practical elements of controller design such as con- 
troller portability, have been highlighted. This addresses industrial concerns directly, and 
improves the chances of the usage of the method in an engineering environment. 
For the RCAM problem, it has been shown that design requirements could be transformed into 
a working EA controller. Through the assessment of the author's technical documentation of 
an EA solution by flight control engineers, the work that has been described in this thesis has 
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been validated, and the objective of demonstrating the method has been met. 
9.5 Requirements from the designer 
This thesis has attempted to provide a comprehensive application of EA to aircraft flight con- 
trol system design problems. The progression of a controller design was found to involve the 
need for two things: 
L The designer needs to have a good knowledge of aircraft system dynamics. This means that 
when it comes to making a decision, it will be an informed, subjective decision. Knowing 
when the relevant dynamics are acceptable and when they are not can be better judged by a 
designer who has some experience with aircraft dynamics. 
ii. The designer needs to understand the way in which the aircraft's eigenstructure relates to 
these dynamics. This knowledge is required so that, as with classical design, elements in the 
desired eigenstructure can be altered with a knowledge of the consequences of that altera- 
tion. It has been demonstrated in this document that with moderate experience it is easy to 
understand the connection between system eigenstructure and many aspects of system 
behaviour. Further work on EA specification may result in more descriptive measures, fur- 
ther improving the visibility of the method. 
This thesis has demonstrated the reasons for investigating EA based on current attitudes to 
modem control methods. This investigation has led to the discovery of the benefits and limita- 
tions of using the method for aircraft flight control system design in industry. It has been 
shown that as a design tool, it can be developed into a versatile, visible, portable and flexible 
process, and the developments to the theory and the philosophy described in this thesis can 
begin to be implemented in flight control system design syntheses in the near future. 
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In all the following models, the conventional linear, time-invariant system description is used: 
Ax+Bu (Al) 
CX (A2) 
All models are based in the axes systems described in pages (x) and (xi) of this thesis. 
Model 1: RCAM longitudinal dynamics (4th and 5th order) 
This RCAM model is derived using the trimrcam. m file described in (46] for the aircraft at 
80 ms-1 with horizontal c. o. g at 23% MAC, vertical c. o. g at 0% MAC, and mass at 120 tonnes. 
To obatin a 4th order model, the column and row corresponding to vertical displacemtn, z, are 
removed from the A, B and C matrices. 
States (x) Outputs (Y) Inputs (U) 
q pitch rate q pitch rate 5T taileron deflection 
pitch attitude nZ upwards acceleration STH throttle deflection 
U forward velocity VA forward airspeed 
W vertical velocity wE vertical velocity 
z vertical displacement z vertical displacement 
-0.9825 0 -0.0007 -0.0161 0 
10000 
A= 
-2.1937 -9.7758 -0.0325 0.0743 0 
77.3570 -0.7675 -0.2264 -0.6683 0 
L0 -79.8670 -0.0283 0.9996 Oj 
-2.4379 0.5825 
00 
B=0.1837 19.62 (A4) 
-6.4785 0 
00 
10000 
-0.2661 0 -0.0231 -0.0681 0 
C000.9996 0.0290 0 (M) 
0 -79.8667 -0.0283 0.9996 0 
0000 ij 
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Table Al: Modes of the open-loop system and associated characteristics 
Mode Eigenvalue Damping Ratio Frequency (rads*l) 
SPPO -0.83 ± 1.107j 0.6 1.384 
Phugoid -0.0 11 ± 0.126j 0.09 0.127 
Heave 0 
Table A2: Eigenvectors of the open-loop system 
States SPPO Phugold Heave 
q 
0 
0.0136 
0.0098 
0.0002 
0.0016 
0 
0 
0.0144 0.1216 0 
0.9430 0.0175 0 
0.3320 0.9924 
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Model 2: RCAM lateral dynamics 
This RCAM lateral dynamics model is derived using the trimrcam. m file described in [46] 
for the aircraft at 80 ms-I with horizontal c. o. g at 23% MAC, vertical c. o. g at 0% MAC, and 
mass at 120 tonnes. 
States (x) Outputs (Y) Inputs (u) 
P roll rate sideslip angle SA aileron deflection 
r yaw rate P roll rate 8R rudder deflection 
roll angle r yaw rate 
V heaading angle roll angle 
V lateral velocity X track path angle 
Ylat lateral deviation ylat lateral deviation 
-1.27 0.549 0.00 0.00 -0.024 0 
0.052 -0.521 0.00 0.00 0.005 0 
A 1 0.028 0.00 0 0 0 (A6) 
0 1.000 0.00 0 0 0 
2.268 -79.97 9.79 0.00 -0.17 0 0 
L00 -2.263 79.87 1 01 
-0.8402 0.2904 
-0.0176 0 
B00 (A7) 
00 
-02.0384J 
00 0 00.0125000 
10 000 000 
C=01000 000 (A8) 
00 100 000 
00-0.0283 1 0.0125000 
Lo 000010 oj 
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Table A3: Modes of the open-loop system and associated characteristics 
Mode Eigenvalue Damping Ratio Frequency (rads'l) 
Roll -1.3017 
Spiral -0.1837 
Dutch roll -0.2360 ± 0.5954i -0.3684 0.6405 
Heading 0.000 -- 
Table A4: Eigenvectors of the open-loop system 
Mode Roll Spiral Dutch Roll Heading 
p 0.2177 0.0008 0.0170 0.0008 
r 0.0145 0.0005 0.0049 0.0005 
0.1669 0.0043 0.0264 0.0043 
0.0111 0.0028 0.0076 0.0028 
v 0.0138 0.0472 0.8901 0.0472 
ylat 0.9614 0.9989 0.4546 0.9989 
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Model 3: Flight Propulsion Control Coupling (FPCC) Lateral 
Dynamicsl 
P Sideslip Angle 
ý Bank Angle 
p Roll Rate 
r Yaw Rate 
X Flight path track angle 
8. Rudder Input 
SA Aileron Input 
Sc Vertical Canard Input 
'-0.340 0.0517 0.001 -0.997 0 ß 0.0755 0 0.0246 
00100 e 0 0 
-2.69 0 -1.15 0.738 0 p+ 4.48 5.22 -0.742 
ÖA 
5.91 0 0.138 -0.506 0 r -5.03 0.0998 0.984 5c Q 
1: -0.340 0.0517 0.001 0.0031 Oj 
W 
_O. 
0755 0 0.0246j -" 
Table A5: Desired eigenvalues of the closed-loop modes 
Mode Eigenvalue 
Roll .2± 2j 
Dutch roll .3± 2i 
Track -0.5 
(A9) 
Table A6: Desired mode-state coupling vectors of the closed-loop modesa 
States Roll Dutch roll Track 
13 x 0 x 
4, 0 x 0 
p 0 x 0 
r x 0 0 
x 0 0 
a. An x in a vector signifies that we are 
unconcerned with what the element will be 
Extracted from: Sobel KM, Lallman FJ: "Eigenstructure assignment for the control of highly augment- 
ed aircraft", Journal of Guidance, Control and Dynamics, vol. 12, no. 3, pp. 318-324, June 1989. 
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Model 4: AFTI/F-16 Longitudinal Dynamics Short Period 
Approximationl 
y Flight Path Angle SE., 
q Pitch Rate SFC 
cc Angle of Attack 
SE Elevator Deflection 
Elevator command 
Flaperon command 
BF Flaperon Deflection 
This model is for a flight condition at an altitude of 3000ft and Mach number 0.6. The meas- 
ured outputs are the same as the states. 
0 0.00665 1.3411 0.16897 0.25183- Y 
»0 0- 
0 -0.86939 43.223 -17.251 -1.5766 q 0 0 8EC 
cc 0 99335 0 -1.3411 -0.16897 -0.25183 (X + 0 0 
(AIO) 
ZE 0 
. 
0 0 -20 0 
8E 20 
8Fý 
0- 
Lo 0 0 0 -20 J 
L8FJ 
Lo 20] L6Z 
Table A7: Desired elgenvalues of the closed-loop modes 
Mode Eigenvalue 
SPPO -5.6 ± 4.2j 
Flight path -1.0 
Elevator -19 
Flaperon -19.5 
Table A8: Desired mode-state coupling vectors of the closed-loop modesa 
States SPPO Flight path Elevator Flaperon 
y0xxx 
qx0xx 
axxxx 
8E xxx0 
5F xx0x 
a. An x in a vector signifies that we are unconcerned with 
what the element will be 
Extracted from: Garg S: "Robust eigenspace assignment using singular value sensitivities", Journal of 
Guidance, Control and Dynamics, vol. 14, no. 2, March-April 1991. 
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The following programs were all written as MATLAB functions, and are stored as m-files. 
They are presented alphabetically in this appendix. 
Contents Page number 
dycomp. m 209 
eassign. m 210 
left. m 213 
normalm 218 
pseudom 219 
rbsteig. m 220 
rbstpol. m 223 
sensm 225 
suppressm 226 
208 
Appendix B: Programming 
dycomp. m 
function [D, E, F, Gl=dycomp(A, B, C, Ed, Td, a, x) 
% DYCOMP[D, E, F, G]=dycomp(A, B, C, Ed, Td, a, d) 
% K=dycomp(A, B, C, Ed, Td, a, d) 
% This function computes a dynamical compensator 
% of the form: 
% z= Dz + Ey 
u= Fz + Gy 
for the standard linear, time-invariant system. The 
% compensator is assigned using eigenstructure assignment, 
% and is d-dimensional, where d <= n-p 
% Note that Td should have p+d rows, and the same number 
% of columns as entries in Ed. If not, they will be 
% arbitrarily assigned. 
% If only one output argument is defined, K= [D E; F G) 
% See also: RBSTEIG, SENS 
% Lester Faleiro, Department of AAETS, Loughborough University 
% 18. January. 1994 
En, ml=size(B); 
lp, nl=size(C); 
if x>(n-p) 
error('Maximum compensator dimension is 1, n-p) 
end 
aa=[A zeros(n, x); zeros(x, x+n)]; 
b=[B zeros(n, x); zeros(x, m) eye(x)]; 
C=[C zeros(p, x); zeros(x, n) eye(x)]; 
K=rbsteig(aa, b, c, Ed, Td, 5); 
G=K(l: m, l: p); 
E=K(m+l: m+x, l: p); 
F=K(l: m, p+l: p+x); 
D=K(m+l: m+x, p+l: p+x); 
sens(aa+b*K*c); 
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eassign. m 
function [K, Kffl=eassign(A, B, C, Ed, AA, BB, CC) 
% EASSIGN Eigenstructure assignment routine 
% [K, Kff]=eassign(A, B, C, Ed, Ca, Td, a) 
% EK, Kffl=eassign(A, B, C, Ed, Td, a) 
% A, B - from dx/dt = Ax + Bu a controllable, 
% C- from y= Cx observable system 
% Ed - vector with desired eigenvalues of A+BKC 
% Ca -mxn matrix containing any variables 
% requiring integration. 
% Td (p x p) matrix with corresponding desired mode- 
output 
% coupling vectors as columns. 
% a any number not otherwise used in Td can be used to 
% designate unspecified values, but this number must 
% then be used in the function so that it can be 
% recongnised in Td. 
The function returns a feedback gain matrix K 
% to give the relation 
% eig(A+BKC) = (Ed) 
% It also produces a Broussard Feed-forward command tracker 
Kff. 
% If this is not required it should be lef t out of the 
output 
% argument. 
% See also: RBSTPOL, RBSTEIG 
% Darren Littleboy, Dept. of Mathematics, University of Reading 
% Lester Faleiro, Dept. of AAETS, Loughborough University 
% 17. June. 1997 
En, m]=size(B); 
[pl, nl=size(C); 
if nargin==71nargin==5 
Ca=AA; 
A2=[A zeros(n, m); -Ca zeros(m)]; 
B2=[B; zeros(m)]; 
C2=[C zeros(pl, m); zeros(m, n) eye(m)]; 
else 
A2=A; B2=B; C2=C; 
end 
(n, m]=size(B2); 
[p, nl=size(C2); 
C3=eye(n); 
C3 (1: p, :) =C2; 
if nargin>5 
if nargin==6 
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Td=AA; a=BB; 
else 
Td=BB; a=CC; 
end 
1=max(size(Ed)); 
else 
J=p; 
end 
%n- no. of states 
%m- no. of inputs 
%p- no. of outputs 
Crr, ccl=size(Td); 
% Quick check for uncontrollable eigenvalues 
if rank(ctrb(A2, B2))<n 
strl=num2str(n-rank(ctrb(A, B))); 
disp(['This system has I strl 
be assigned in Ed (see help)'D 
end 
uncontrollable poles, which should 
in=input('Enter 1 for state coupling, 2 for output coupling: 
if in==2; r=p; else; r=n; end 
for j=l: l %j is the index of the eigenvalue considered 
% Sort to rearrange Td and the premultiplier 
P=eye(r); 
if nargin>5 
for loop=l: rr 
k=rr; 
for i=l: rr 
if Td(i, j)==a 
if i-=rr 
Td(i: i+l, j)=flipud(Td(i-i+l, j)); 
P(i: i+l,: )=flipud(P(i: i+l,: )); 
end 
k=k-1; 
end 
end 
end 
end 
% Algorithm to calculate an achievable right eigenvector which 
% is as close as possible to the desired right eigenvector by 
% projecting it into a new space. 
S=[A2-Ed(j)*eye(n) B2]; 
S=null(S); % null space 
if in==2 
S=P*C2*S(l: n, l: m); 
else 
S=P*S(l: n, l: m); 
end 
SS=S(l: k, l: m); % relevant columns of null space 
L=Td(l: k, j); 
211 
Appendix B: Programming 
Va(:, j)=S*pinv(SS)*L; 
Va(:, j)=inv(P)*Va(:, j); 
end 
if in==2 
Va=pinv(C2)*Va; 
end 
%% Calculate gain matrix for output coupling 
K=pinv(B2)*(Va*diag(Ed, O)-A2*Va)/(C2*Va); 
K=real(); 
% Broussard Feedforward Tracker 
Kff=eye(m); 
if nargout==2 
H=[Ca eye(m)]; 
T=CA2 B2; H zeros(m, m)]; 
T=inv(T); 
[b, b]=size(T); 
Kff=T(b-m+l: b, b-m+l: b)-K*C2*T(I: n, b-m+l: b); 
end 
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left. m 
function Kl=left(A, B, C, K, Ed, Gld, weight) 
LEFT Kl=LEFT(A, B, C, K, Ed, Gd, weight) 
This function optimises a closed-loop system 
eigenstructure so as to give as good as possible 
a compromise between the left and right eigenvectors. 
% The user must input the system matrices A, B, C and K, 
% where the original system with static feedback design 
% for a system with p outputs and n states (p<n) is given by 
% x= (A + BKC)x 
% Ed is a set of desired eigenvalues (use null vector if the 
% current eigenvalues are those desired), Gd is a set of 
% desired input-mode coupling vectors and the vector weight 
% should have three elements: 
% 1. A weighting on the extent that input decoupling 
% must be attained. 
% 2. A weighting on the performance robustness of the 
% system. 
% 3. A weighting on the accuracy required between the 
% desired and achieved eigenvalues. 
% Lester Faleiro, Dept. of AAETS, Loughborough University 
% 9. June. 1997 
% Based on work by Darren Littleboy. Step numbers refer to steps in 
the 
% algorithm described in the thesis by Littleboy d: *Numerical 
techniques 
% for eigenstructure assignment by output feedback in 
% aircraft applications", Dept. of Mathematics, University of 
% Reading, December 1994. 
[p, nl=size(C); 
En, m]=Size(B); 
wl=weight(l); 
w2=weight(2); 
w3=weight(3); 
96 Step 1.3 
[q, rl=qr(B); 
UO=q(:, l: n-m); 
Ul=q(:, n-m+l: n); 
zb=r(l: n-m,: ); 
% Step 1.4 
lu, s, vl=svd(c); 
zc=u*s; 
ZC=ZC(:, l: p),; 
v=vl; 
po=v(l: p, 
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pl=v(p+l: n,: ),; 
% Step 1.2 
[Vl, Dll=eig(A+B*K*C); 
L=[]; V=[]; 
Dl=diag(Dl); 
disp(II) 
disp(Dl) 
order=input('Please re-order these 
for j=I: max(size(order)) 
ind=order(j); 
L=[L; Dl(ind)]; 
V=[V Vl(:, ind)]; 
end 
if size(Ed)==n; L=Ed; end 
Nleft=[]; Nright=[]; 
j=l; index=fl; 
while j<n+l%Formation of null spaces 
Nr=(ull*(A-L(j)*eye(n)))'; 
[q, rl=qr(Nr); 
Shat=q(:, l: n-m); 
S=q(:, n-m+l: n); 
Nl=(A-L(j)*eye(n))*pl; 
[q, rl=qr(Nl); 
That=q(:, l: n-p); 
T=q(:, n-p+l: n); 
if imag(L(j))-=O% Complex eigenvalues 
V(:, j+l)=imag(V(:, j)); 
V(:, j)=real(V(:, j)); 
Nright=[Nright (rank(S)*ones(1,2*rank(S)); [real(S) imag(S)]]]; 
Nleft=[Nleft [rank(That)*ones(1,2*rank(That)); [real(That) 
imag(That)]]]; 
index=[index j j+l]; j=j+2; 
else 
Nright=[Nright (rank(S)*ones(l, rank(S)); S]]; 
Nleft=[Nleft [rank(That)*ones(l, rank(That)); Thatll; 
index=[index j]; j=j+l; 
end 
end 
Vl=V(:, l: p); Ll=L(l: p); indexl=index(:, l: p); 
V2=V(:, P+l: n); L2=L(p+l: n); index2=index(:, p+l: n); 
for 100P=1: 10%Iteration loop 
for j=n: -l: p+l% Update loop 
% Step 2.1 
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Vu=V(:, l: n-1); 
% Step 2.2 
(q, rl=qr(Vu); 
Ql=q(:, l: n-1); 
q=q(:, n); 
R=r(l: n-l,: ); 
ind=l; 
for cnt=l: j-l%finding relevant null spaces 
ind=ind+Nright(i, ind); 
end 
% Step 2.3 
Sn=Nright(2: n+l, ind: ind+Nright(l, ind)-l); 
% Step 2.4 
z= (q, *B) '; 
Dp=Ceye(p) zeros(p, n-p-l)]*pinv(R)*Qll*B; 
Dp=Dpl; 
Dp=normal(Dp, Gldl); 
Dp=Dpl; 
E=pinv(R)*Qll*Sn; 
Ep=[eye(p) zeros(p, n-p-l)]*E; 
Fp=Gld-Dp; 
zs=z/(zl*z); 
% Step 2.5 
I=eye(n, n-1); 
g=[1; D=[]; 
for jj=l: n 
ind=1; 
for cnt=l: index(jj)-l%finding relevant null spaces 
ind=ind+N1eft(1, ind); 
end 
That=Nleft(2: n+l, ind: ind+Nleft(l, ind)-l); 
k=(q'*That)'; 
H=Pinv(R)*Qll*That; 
delta=sqrt(kl*k); 
D=[D delta]; 
gi=I(jj,: )*inv(delta)*H*k; 
g=lg gil; 
end 
9=9(1: n-1); g=gl; 
D=diag(D(l: n-1)); 
kn=k; deltan=delta; 
%step 2.6 
[Q, rl=qr(Snl*q); 
rl=r(l); 
sigma=abs(rl); 
PH=(rl*Q)/sigma; 
pn=PH(:, l); 
Phat=PH(:, 2: m); 
%Step 2.8 
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M=[wl*sqrt(zl*z)*Ep 
-w3*D*E 
w3*deltan*Sn 
w2*E 
w2*Sn]*Phat; 
r=[sigma*wl*sqrt(zl*z)*Fp*zs 
sigma*w3*g 
zeros(2*n+max(size(E)), 1)1; 
r=r+[wl*sqrt(zl*z)*Ep 
-w3*D*E 
w3*deltan*Sn 
w2*E 
w2*Sn]*pn; 
% Step 2.8 
yO=pinv(M)*r; 
options=foptions; options(14)=1000; 
y=econstr(Ifunl, yO, options, [], [], [], M, r); 
% Step 3 
vn=Sn*PH*[l y],; 
vn=vn/norm(vn); 
V2=[vn V2(:, l: n-p-1)]; 
L2=[L2(n-p); L2(1: n-p-l)]; 
index2=Cindex2(n-p) index2(1: n-p-l)]; 
index=[indexl index2l; V=[Vl V2]; L=[Ll; L2]; 
end 
% Reconstruction of the eigenvector matrix 
% from real and imaginary components 
j=l; 
while j<n+l 
if imag(L(j))-=O 
V(:, i)=V(:, i)+i*V(:, i+l); 
V(:, j+l)=conj(V(:, j)); 
j=j+2; 
else 
j=j+1; 
end 
end 
W=inv(v); 
G=W*B; 
Gl=G(I: p,: ); 
Gl=normal(Gll, Gldl),; 
J4=wl^2*(norm(Gld-Gl, lfrol)^2); 
J4=J4+w2ý2*norm(W, Ifro, )^2; 
J=O; ind=l; 
for j=l: n 
That=Nleft(2: n+l, ind: ind+Nleft(l, ind)-l); 
J=J+(norm(W(j,: )*That))^2; 
ind=ind+Nleft(l, ind); 
end 
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J=w3^2*J; 
J4=J4+J; 
if loop==l; J4min=J4+1; end 
end 
V=Vf inal; 
% Reconstruct gain matrix 
Kl=pinv(B)*(V*diag(L, O)-A*V)*pinv(C*V); 
Kl=real(Kl); 
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normal. m 
function Ocv=normal(Ocv, O) 
% NORMAL Out=NORMAL(In, compare) 
% This function makes the largest element in each column 
% vector become unity and adjusts the others accordingly 
% If compare is included, any unity elements in 'In' 
% are adjusted for in 'Out'. 
Lester Faleiro, Department of AAETS, Loughborough University 
ll. October. 1993 
if nargin==l 
[s, tl=size(Ocv); 
for j=l: t 
temp=O; 
store=O; 
for i=l: s 
if abs(ocv(i, j))>store; 
temp=Ocv(i, j); 
store=abs(temp); 
end 
end 
Ocv(:, j)=Ocv(:, j)/temp; 
end 
elseif nargin==2 
[s, tl=size(o); 
for i=l: t 
temp=max(abs(ocv(:, j))); 
for i=l: s 
if 0(i, j)==l 
temp=Ocv(i, j); 
end 
end 
Ocv(:, j)=Ocv(:, j)/temp; 
end 
end 
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pseudo. m 
function Kout=pseudo(A, B, C, Ed, Td, a) 
% PSEUDO K=PSEUDO(A, B, C, Ed, Td, a) 
% Generates a pseudo-controller by producing a 
% controller based on the use of a user-defined 
% dimension controller. Useful if a particular 
% control surface is fairly redundant, which tends 
% to result in high feedback gains. The feedback 
% produced is an eigenstructure assignment design. 
A, B - from dx/dt = Ax + Bu a controllable, 
%C from y= Cx observable system 
% Ed vector with desired eigenvalues of A+BKC 
% Td (p x p) matrix with corresponding desired mode output 
% coupling vectors as columns, or (n x p) matrix with 
% mode state coulping vectors as columns. 
%a- any number not otherwise used in Td can be used to 
% designate unspecified values, but this number must 
% then be used in the function so that it can be 
% recongnised in Td. 
% The function returns a feedback gain matrix K 
% to give the relation 
% eig(A+BKC) = (Ed) 
% see also RBSTEIG 
96 Lester Faleiro, Department of AAETS, Loughborough University 
% 21. February. 1994 
EU, S1, Vl=svd(B); 
disp(l %) 
disp('B matrix sing vals are: ') 
disp(l 1) 
disp([diag(Sl)]) 
[n, ml=size(Sl); 
M--input('Controller dimension ? 
Sl=Sl(l: m, l: m); 
Ul=U(:, l: m); 
Vl=V(l: m,: ),; 
Bl=Ul; 
Kl=rbsteig(A, B1, C, Ed, Td, a); 
Kout=pinv(B)*Bl*Kl; 
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r steig. m 
function EK, Kff]=rbsteig(A, B, C, Ed, AA, BB, CC) 
% RBSTEIG Eigenstructure assignment routine 
[Kl=rbsteig(A, B, C, Ed, Ca, Td, a) 
[K]=rbsteig(A, B, C, Ed, Td, a) 
A, B - from dx/dt = Ax + Bu a controllable, 
C- from y= Cx observable system 
Ed - vector with desired eigenvalues of A+BKC 
% Ca -mxn matrix containing any variables 
% requiring integration. 
% Td (p x p+m) matrix with corresponding desired mode 
output 
% coupling vectors as columns, or (n x p) matrix with 
% mode state coupling vectors as columns. 
% a any number not otherwise used in Td can be used to 
% designate unspecified values, but this number must 
% then be used in the function so that it can be 
% recongnised in Td. 
% The function returns a feedback gain matrix K 
% to give the relation 
% eig(A+BKC) = (Ed) 
% It also produces a Broussard Feed-forward command tracker 
Kff. 
% If this is not required it should be left out of the 
output 
% argument. 
% See also: RBSTPOL, EASSIGN 
% Lester Faleiro, Department of AAETS, Loughborough University 
% 5. June. 1997 
[n, m]=Size(B); 
[pl, nl=size(C); 
if nargin==71nargin==5% check for integral augmentation 
(h, nl=size(AA); 
Ca=AA; 
A2=[A zeros(n, h); -Ca zeros(h)]; 
B2=[B; zeros(h, m)]; 
C2=[C zeros(pl, h); zeros(h, n) eye(h)]; 
(r, nl=size(Ca); 
else 
A2=A; B2=B; C2=C; 
end 
[n, ml=size(B2); 
[p, nl=size(C2); 
C3=eye(n); 
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C3(1: p,: )=C2; 
if nargin>5 
if nargin==6 
Td=AA; a=BB; 
else 
Td=BB; a=CC; 
end 
1=max(size(Ed)); 
else 
J=p; 
end 
[rr, ccl=size(Td); 
%n- no. of states 
%m- no. of inputs 
%p- no. of outputs 
% rr - dimension of desired vectors 
in=input('Enter 1 for state coupling, 2 for output coupling: 
if in==2; r=p; else; r=n; end 
% Quick check for uncontrollable eigenvalues 
if rank(ctrb(A2, B2))<n 
strl=num2str(n-rank(ctrb(A, B))); 
disp(I'This system has ' strI I uncontrollable poles, which should 
be assigned in Ed (see help)']) 
end 
EQ, Rl=qr(B2); 
Uo=Q(:, l: m); 
Ul=Q(:, m+l: n); 
Z=R(l: m, l: m); 
Ideas from Choaib and Pradin to first find null spaces and then 
use Method 0 to produce minimum eigenvalue sensitivity 
N=(]; 
for j=1: 1 
G=Td(:, j),; 
for z=l: max(size(G)) 
if G(z)==OIG(z)==l 
G(z)=l; 
else 
G(z)=O; 
end 
end 
if in==l 
S=[(A2-Ed(j)*eye(n)) B2; G zeros(l, m)]; 
else 
S=[(A2-Ed(j)*eye(n))*pinv(C2) B2; G zeros(l, m)]; 
end 
R=null(S); 
W(:, j)=R(I: r, l); 
%construction of the null spaces to be used later 
N=[N (rank(R)*ones(l, rank(R)); R(l: r,: )]]; 
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end 
% Algorithm to decrease eigenvalue sensitivity usign Method 0 
for cnt=1: 10 
q=l; 
for j=l: p 
Xj=11 ; 
for loop=l: p 
if loop-=j 
Xj=[Xj W(:, loop)]; 
end 
end 
[Q, Qll=qr(Xj); 
Yi=Q(:, P); 
Sj=N(2: r+l, q: q+N(l, q)-I); 
q=q+N(l, q); 
W(:, j)=Sj*Sjl*yj/norm(Sjl*yj); 
end 
end 
if in==2 
Va=pinv(C2)*W; 
else 
Va=W; 
end 
% Calculate gain matrix for output feedback 
K=inv(Z)*Uol*(Va*diag(Ed, O)-A2*Va)/(C2*Va); 
K=real(K); 
% Broussard Feedforward Tracker 
Kff=eye(m); 
if nargout==2 
if nargin==51nargin==7 
H=[Ca eye(h)]; 
else 
H=[C2(3,: ); C2(5,: )]; 
end 
if r<m 
H=[H; eye(m-r, n)]; 
end 
T=IA2 B2; H zeros(m, m)]; 
T=inv(T); 
lb, bl=size(T); 
Kff=T(b-m+l: b, b-m+l: b)-K*C2*T(l: n, b-m+l: b); 
end 
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rbstpol. m 
function K=rbstpol(A, B, Ed, tol) 
% RBSTPOL K=rbstpol(A, B, Ed, tol) 
% for systems dx/dt = Ax + Bu with desired eigenvectors Ed 
% and a conditioning tolerance "tol' 
% this returns a feedback gain matrix K for robustness, 
using 
% method 0 (see "Robust pole assignment in linear state 
feedback- 
% by Kautsky, Nichols and van Dooren for more information). 
% Also see: EASSIGN, RBSTEIG 
% Lester Faleiro, Dept. of AAETS, Loughborough University 
% 22. january. 1993 
[n, ml=size(B); 
%n- no of states 
%m- no of inputs 
% Step A 
% Decomposition of B. 
EQ, Rl=qr(B); 
UO=Q (; , 1: M) ; 
Ul=Q(:, m+l: n); 
Z=R(I: m, l: m); 
% Set up store (st) for orthonormal bases 
st=zeros(n, n*m); 
% Construction of orthonormal bases to obtain null spaces 
for j=l: n 
Sj=null([A-Ed(j)*eye(n) BI); 
Sj=Sj(l: n,: ); 
Va(:, j)=Sj(:, 2); 
st(:, (i-l)*m+l: j*m)=Sj; 
end 
% Step X 
% select vectors xj, iterating again if the change in condition 
% number doesn't change predetermined tolerance 
diff=2; 
conl=cond(Va); 
while diff > tol 
for j=l: n 
Xj=11; 
for loop=l: n 
if loop-=j 
Xj=[Xi Va(:, loop)]; 
end 
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end 
[Q, Rl=qr(Xj); 
yj=Q(:, n); 
Sj=st(:, (j-l)*m+l: j*m); 
temp=Sjl*yj; 
wj=temp/norm(temp); 
Va(:, j)=Sj*wj; 
end 
con2=cond(Va); 
diff=abs(coni-con2); 
conl=con2; 
end 
% Step K- determination of gain matrix 
K=inv(Z)*Uol*(Va*diag(Ed, O)-A*Va)/(Va); 
K=real(K); 
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sens. m 
function [S, Cl=sens(X) 
% SENS [S, C1 =sens (X) 
% Determines the conditioning of each eigenvalue in the 
% square matrix X, thereby giving a measure of sensitivity. 
% The smaller the sensitivity, the more 'robust' the eigenvalue. 
% Also determines the condition no. C of the eigenvector matrix. 
% Lester Faleiro, Department of AAETS, Loughborough University 
% 25. January. 1993 
disp(l 1) 
[V, D]=eig(X); 
W=inv(V); 
(n, nl=size(X); 
% Sensitivity estimation 
for j=l: n 
Y=Wd, :); 
V=V(:, i); 
%Normalisation (see Wilkinson's 'The algebraic eigenvalue problem', 
1965) 
ynorm=y/norm(y); 
vnorm=v/norm(v); 
V(:, j)=vnorm; 
S(j)=l/abs(ynorm*vnorm); 
C(j,: )=[D(j, j) S(j)]; 
end 
C=cond(V); 
if nargout==O 
if any(imag(c(:, 1)))==l 
disp(' Eigenvalue Sensitivity') 
else 
disp('Eigenvalue Sensitivity') 
end 
disp(I 1) 
disp(c) 
disp(['Condition of e-vector matrix: I num2str(C)]) 
disp(I 1) 
end 
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suppress. m 
function [De, Dv, Koutl=suppress(A, B, C, K, elim, vlim) 
SUPPRESS Gain suppression with eigenstructure assignment 
% [De, Dvl=suppress(A, B, C, K) 
% [De, Dv, Koutl=suppress(A, B, C, K, elim) 
% [De, Dv, Koutl=suppress(A, B, C, K, elim, vlim) 
% Uses the closed loop state space system: 
x Ax + Bu 
% Y Cx 
% with feedback u= Ky 
% to give two weighting matrices De and Dv which give 
% the sensitivity of the eigenvalues and eigenvectors 
% to changes in the elements of the gain matrix K. If 
% minimum limits elim and vlim for the values in these 
% matrices are given, a gain suppressed feedback matrix 
% Kout can also be obtained. Leave off vlim if Kout is 
% required to depend only on eigenvalue sensitivity. 
% Equation no's relate to 'Eignstructure assignment with gain 
suppression 
% using eigenvalue and eigenvector derivatives' by K. M. Sobel and 
% Wangling Yu, journal of Guidance, Control and Dynamics, 
% vol. 13, no. 6, pp. 1008-1013, Nov 1990. 
% Lester Faleiro, Department of AAETS, Loughborough University 
% 24. Nov. 1993 
K=-K; 
EV, El=eig(A-B*K*C); 
E=diag(E); 
W=inv(V); 
[n, m]=Size(B); 
[m, pl=size(K); 
De=zeros(m, p); 
Dv=zeros(m, p); 
ar=zeros(l, n); 
96 Calculation of decision matrices 
for i=l: m %i is the row number in K 
b=B(:, i); 
for j=l: p %1 is the column number in K 
C=C d, 
for h=l: n %h refers 
V=V(:, h); w=w(h,: ); 
t=vl*v; 
s=w*v; 
dE=(l/s)*(-w*b*c*v); % 
dv=zeros(n, l); 
to each eigenvector 
(20) 
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for r=l: n; 
if r-h 
ar(r)=-(l/((E(r)-E(h))*(W(r,: )*V(:, r)))) 
*(-W(r,: )*b*c*v); % (22) 
end 
end 
alpha=O; 
for r=l: n 
if r-h 
alpha=ar(r); % (22) 
else 
for q=l: n 
if q-=r%\ 
alpha=alpha+ar(q)*V(:, q), *V(:, h); % 
end %> (23) 
end %/ 
alpha=(-l/t)*alpha; %/ 
end 
dv=dv+alpha*V(:, r); % (21) 
alpha=O; 
end 
shE=K(i, j)*dE; % (13) 
shv=K(i, j)*dv; % (25) 
De(i, j)=De(i, j)+shE'*shE; % (15) 
Dv(i, j)=Dv(i, j)+shvl*shv; % (26) 
end 
De(i, j)=(l/n)*sqrt(De(i, j)); % (15) 
Dv(i, j)=(l/n)*sqrt(Dv(i, j)); % (26) 
end 
end 
Kout=-K; 
% Gain suppression 
if nargin>4 
if nargin==5; vlim--max(max(Dv)); end 
Omega=C*V; % (8) 
Psi=-K*Omega; % (10) 
for i=l: m 
Om=Omega; 
for j=l: p 
if De(i, j)<elim & Dv(i, j)<vlim 
Om(j,: )=zeros(l, n); 
end 
end 
Kout(i,: )=-Psi(i,: )*pinv(om); % (12) 
end 
end 
Kout=-real(Kout); 
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Appendix C: SIMULINK diagrams for the RCAM 
design problem 
This appendix contains the SIMULINK diagrams of the controller that was developed and 
RCAM simulation environemnt that was described for the RCAM design problem in chapter 7. 
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Fig. C2: Longitudinal controller structure In SIMULINK 
Notes on Fig C2 
The regulation system is only valid for small changes in the outputs of the system. Being com- 
mand reference signals, though, airspeed and height will vary extensively, and the reference 
signals are added to the initial trim conditions to prevent large actuator variations that will 
occur otherwise. This is a crude way of implementing a re-trim in the SIMULINK environ- 
ment. 
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Fig. C3: Lateral controller structure In SIMULINK 
Notes on Fig C3 
For normal operation, X trim error is given by the difference between the initial X and 
measured X. However, when a change in track angle is demanded, the desired steady-state X 
has to be altered to prevent the regulator from attempting to keep it at its initial condition. This 
is done by integrating a ;V demand to get a desired xV at any time step and simply adding that 
value to the initial X. 
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Fig. C41: Overall controller structure In SIMULINK 
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Appendix D: Derivation of singular value 
gradients 
This appendix follows the derivation of the gradient of the minimum singular value of the 
RDM at the input of the closed-loop system in relation to a change in one of the real eigenval- 
ues of the system. Most of the basic analysis is extracted from [65], and will not be covered in 
detail here. 
From [641 and [651, it was shown that for a general complex matrix X of rank n that has dis- 
tinct singular values cyi, i=1, ..., n, the sensitivity of its minimum singular value in relation to 
a change in a real eigenvalue X, is given by: 
Re axi) (D 1) 
lui(lx 
vil 
where ui and vi are the left and right singular vectors corresponding to the singular value a,. 
From first principles, 
Do[l + KG(jo))] [U, (af'+KG(ico)] 
vi] axi -= Re axi (D2) 
afl+KG(jo))] 
= 
al DK DGUco 
; 7Xl+j. X-G(ico)+ K (D3) ax, 
K= -WV-1 (D4) 
LK WV 
_[L -1 + (D5) axj 
WDV-l 
a 
WV-2 ll (D6) 
but combining this with information from (D4), 
w2v-l [KV 
Hence, putting this back into (D5), 
aK w 
ý71 
JL V-1 + KV-1 (D8) Cl 
Note that (DS) is not quite the same as equation (16) in Garg [65], as he has post-factorised 
both terms by V-1, whilst it is clear from (138) that this cannot be done, as the second derivative 
term is pre-multiplied by it. Further analysis is required to determine the two terms of (138): 
, gw [olLwi 0] (D9) 
axi alil 
r -1 T 
wi = [L, QiLil L, Qjv., (DIO) 
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where Li = ()Lil- A)-'B and Qj is a weighting matrix (DII) 
L" a[LTQiL, ]-, T -la(LTQiv,,, ) (D12) Hence (LITQIv. ) + [LI QiLil - ax, ax, I ax, 
IT 
Now 
D[LITQiLil- -2raLi Tn aLi (D13) 
axi -[LiTQiLil [-ax, QjLj + Li szij 
a(LITQiv., ) aLiT T av., 
and + Li Qq'XI (D 14) 
Again, there would appear to be a discrepancy between this equation and (A2) in [651. where 
Garg assumes that 
av., 
=0 (D15) Ni 
However, through experimentation in MATLAB, it was determined that (D 15) was true. 
I faL 
TU- aLiT 
Hence 
Lwl 
= [LjTQjLjl-l 
-i QjLj +LiLT+ (D16) axj 
I- 
[LiTQ 
iLil I axi iTQi5-), i i aX, 
I(Qiva) 
where, from the definition of L,, 
aLl i)[(Xil-A)-'Bl 
K., ý-- - al, 
(D17) 
aLl 
= -(Xil-A)-2 (I)B 
(D18) 
ý 7XI 
aLi 
= -(lil-A)-'Li ä-x, 
(D19) 
Simflarly, LLI = -LT[(Xil-A-1) 
TI (D20) 
ax, 
and in (D8), 
av 
= 
av., 101 (D21) 
axj 
101'K., 
dalI+KG(jo))J 
. All that is required to determine axi - is now known. 
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