We analyze relationships between the Jones polynomial and quantum computation. Our first result is a polynomial-time quantum algorithm which gives an additive approximation of the Jones polynomial, in the sense of Bordewich, Freedman, Lovász and Welsh, of any link obtained from a certain general family of closures of braids, evaluated at any primitive root of unity. This family encompasses the well-known plat and trace closures, generalizing results recently obtained by Aharonov, Jones and Landau. We base our algorithm on a local qubit implementation of the unitary Jones-Wenzl representations of the braid group which makes the underlying representation theory apparent, allowing us to provide an algorithm for approximating the HOMFLYPT two-variable polynomial of the trace closure of a braid at certain pairs of values as well. Next, we provide a self-contained proof that any quantum computation can be replaced by an additive approximation of the Jones polynomial, evaluated at almost any primitive root of unity. This theorem was originally proved by Freedman, Larsen and Wang in the context of topological quantum computation, and the necessary notion of approximation was later provided by Bordewich et al. Our proof is simpler as it uses a more natural encoding of two-qubit unitaries into the rectangular representation of the eight-strand braid group. We then give QCMA-complete and PSPACE-complete problems which are based on braids. Finally, we conclude with direct proofs that evaluating the Jones polynomial of the plat closure at most primitive roots of unity is a #P-hard problem, while learning its most significant bit is PP-hard, without taking the usual route through the Tutte polynomial and graph coloring.
Introduction
There is evidence that a computer which could manipulate quantum mechanical degrees of freedom would be more powerful than a classical computer. Since the discovery by Shor that a quantum computer could efficiently factor composite integers, a task which is believed to be hard on conventional computers, much effort has been expended toward understanding the capabilities and limitations of quantum computers. In this paper, we investigate ways in which the Jones polynomial invariant of knots and links contributes to this understanding. Witten discovered [36] that the Jones polynomial could be understood via tools from topological quantum field theories. Freedman, Kitaev, Larsen and Wang [12] established its connection to computer science in the context of topological quantum computation. In a topological quantum computer, the trajectories of particles which are restricted to a plane are braided in order to manipulate the internal state of the computer. They showed that such computers can be simulated on conventional quantum computers, and also that when the underlying physics of a computer is described by a suitable topological quantum field theory, that it is possible to achieve universal quantum computation.
In [11] , it was shown that topological quantum computers could be efficiently simulated by computers based on the standard quantum circuit model, implying the existence of an efficient algorithm for approximating the Jones polynomial of certain links obtained from braids. More recently, Aharonov, Jones and Landau [3] gave explicit quantum algorithms for approximating the Jones polynomial of either the trace or plat closure of a braid on a quantum computer. Our first contribution in this paper is an explicit local unitary implementation of the so-called Jones-Wenzl unitary representations of the braid group. We then generalize the main results of [3] , presenting a quantum algorithm for approximating the Jones polynomial of links obtained via a general class of closures of braids which encompasses the plat and trace closures treated in the earlier paper. Our implementation of the Jones-Wenzl representations is similar to that of [3] , except that we make the underlying representation theory apparent, allowing us to give an algorithm for approximating the HOMFLYPT two-variable polynomial of the trace closure of a braid, evaluated at certain pairs of points corresponding to unitary Jones-Wenzl representations. In [8] , the notion of an additive approximation of a function with respect to a normalization was introduced in order to make precise the kind of approximate evaluation of the Jones polynomial which captures the power of quantum computation. In the sense of that paper, our quantum algorithms obtain additive approximations of Jones and HOMFLYPT polynomial evaluations in polynomial-time.
In [13, 14] , a converse to the above simulation results was proved. More specifically, it was shown there that quantum circuits can be simulated by braids, in such a way that the output probabilities of the quantum circuit are functions of the Jones polynomial of the plat closure of some braid of comparable length to that of the original circuit. Our second contribution is a simpler proof of their main result.
Finally, we give applications of the Jones polynomial to quantum complexity theory. We begin by restating a result that was proved in [8] , showing that a machine which obtains an additive approximation of the Jones polynomial of the plat closure of a braid is equally as powerful as a quantum computer. We then introduce two new problems, Increase Jones Plat and Approximate Concatenated Jones Plat. The first asks if a given braid can be conjugated by another braid from a given class such that the Jones polynomial of its plat closure is nearly maximal. We prove that this problem is complete for the complexity class QCMA, a certain quantum analog of NP. The latter problem asks if a given braid, after being concatenated with itself exponentially many times, has a large plat closure. We show that this problem is PSPACE-complete. Finally, we give self-contained proofs that learning n of the most significant bits of the Jones polynomial of the plat closure of an n-strand braid is a #P-hard problem, while learning its most significant bit is PP-hard. This constitutes a simpler, quantum-based proof of the known result that computing the Jones polynomial is #P-hard. The original proof of this (see e.g. [38] ) relates the Jones polynomial to the Tutte polynomial of a signed graph to the chromatic number of that graph to the #P-complete problem #SAT. Our proof, however, shows that learning a linear number of the highest order bits of the Jones polynomial of the plat closure of a braid is #P-hard.
The paper is organized as follows. In the next section, we review elements of the theory of links, braids and the Jones polynomial. There, we review some different ways of turning a braid into a link, while introducing a new type of closure which we call a generalized closure. In Section 3, we describe the connection between the Jones polynomial and the representation theory of the braid group, reviewing the necessary representation theory required to understand the results in this paper. Section 4 begins by recalling the notion of an additive approximation which was introduced in [8] , followed by a brief overview of the standard quantum circuit model. Then, we provide our local qubit model for the Jones-Wenzl representations, after which we present our algorithms for approximating the Jones and HOMFLYPT polynomials. In Section 5, we provide a self-contained proof of the converse of the results in the previous section -that local quantum circuits can be simulated by braids. Finally, in Section 6, we review notions of classical and quantum complexity theory, after which we present our complexity-theoretic results. We conclude with a discussion in Section 7.
Braids, links and the Jones polynomial
This section provides a short introduction to links, braids and the Jones polynomial. We refer the reader to, for example, [38] for more details. A knot is a closed, nonintersecting curve in R 3 . More generally, a link is an embedding of some finite number of closed curves in R 3 . Formally, a link is a closed 1-dimensional submanifold of R 3 . Links are identified up to isotopy, which means that two links which are related by some bijection f : R 3 → R 3 of the ambient space with itself for which f and f −1 are continuous are considered to be equivalent. An oriented link is a link in which every component is assigned an orientation. If − → L is an oriented link, we will denote the unoriented link resulting from forgetting the orientation as L.
A central problem in knot theory is to determine, given descriptions of two links, whether or not they are equivalent. In order to solve such a problem, one must decide on how the links are to be described. One such way is in terms of a link projection. Informally, this is a two-dimensional diagram which uniquely specifies the link up to isotopy. Rather than give a formal definition, we provide an example of a projection of a link, with and without orientation, in Figure 2 .1, referring the reader to textbooks such as [26, 28, 29, 38] for a more rigorous presentation. The key property of any link projection is that at each crossing, it keeps track of which string goes above or below the other. Usually, this information is conveyed by leaving a gap in the string of the undercrossing. A classic result in knot theory states that two unoriented links are equivalent if and only if the link projection of one can be transformed into that of the other by a finite sequence of Reidemeister moves (see e.g. any of the texts listed above), which are tabulated in Figure 2 .2.
The Jones polynomial
Another way of (partially) distinguishing links involves assigning an invariant to each link so that links which are equivalent up to isotopy have the same invariant. In this paper, we will consider one such invariant, the Jones polynomial, which is an invariant of oriented links. A particularly simple definition of this invariant can be given in terms of the Kauffman bracket [22] , which assigns to each unoriented link L a polynomial in variables A and A −1 , written L . The Kauffman bracket can be computed inductively from a link projection as follows. At each step, one replaces a given link projection with a formal linear combination of link projections with one less crossing, according to 
denote three oriented links that differ in a small region, as symbolized by the above diagrams, but are otherwise the same. We say that the crossing corresponding to L + is a positive crossing, and the one corresponding to L − is a negative crossing.
the substitution rule is usually referred to as the loop constant in the literature. The Kauffman bracket can be used to define the Jones polynomial, which is an invariant of oriented links, as follows. Given an oriented link − → L , its writhe w( − → L ) is defined as the sum over components of the number of positive crossings L + minus the number of negative crossings L − (see Figure 2. 3) encountered while travelling along the assigned direction on each oriented component.
It can be shown (see e.g. [38] ) that the Jones polynomial satisfies the following skein relation
which serves as an alternative definition of J− → L (q). Historically, these definitions of the Jones polynomial were not the first to appear in the literature. Instead, its original definition was based on a description of a link as a certain closure of a braid, as we will describe in the next section. But first, we mention a two-variable generalization of the Jones polynomial which has become known as the HOMFLYPT [17, 32] polynomial H− → L (t, x) of an oriented link − → L . It satisfies the more general skein relation
The Jones polynomial is recovered as
The braid group and links as closures of braids
The braid group B n on n strands is generated by {σ 1 , σ 2 , . . . , σ n−1 } which satisfy
The reader should picture n hanging pieces of string, and interpret each generator σ i as a counterclockwise exchange of the strands in positions i and i + 1, with inverses of the generators corresponding to clockwise twists. For instance, the braids σ 1 , σ −1 2 ∈ B 3 are given by
The group product then corresponds to vertical concatenation of braids, so that
The relation (2.5) is known as the Yang-Baxter equation, which is diagrammatically expressed as = .
For each n, B n is isomorphic to the subgroup of B n+1 generated by {σ 1 , . . . , σ n−1 }, which consists of braids leaving the last strand alone. We denote the associated inclusion map as ι : B n → B n+1 , which acts by adding an extra strand to the right of any given braid. Given a braid b ∈ B n , there are many possible ways of closing the braid b to obtain a link. In the following we will recall three possible ways, the trace, the plat and the generalized closure.
Trace closure
One way to turn a braid into a link takes, for each 1 ≤ i ≤ n, the i'th strand at the top of the braid and glues it to the i'th strand at the bottom. The resulting link b is called the trace closure of b. For instance, the trace closure of the braid b = σ 2 σ −1 3 σ 2 is isotopic to the union of the unknot and the Hopf link, as
It is possible to show that any link can be represented as the trace closure of some braid. Conventionally, one considers the trace closure of a braid to yield an oriented link, since an orientation can be unambiguously defined to travel upward along the braid. It is readily verified that with this convention every generator σ i gives rise to a positive crossing, while its inverse σ The original definition of the Jones polynomial was for oriented links b obtained as the trace closure of some braid b. Specifically, J b (q) was defined as a weighted sum of traces of the images of b under certain irreducible representations of the braid group which are parametrized by the variable q. We will give this formula explicitly in Section 3.2 after we describe the above mentioned representations.
Plat closure
Another way of turning a braid on an even number 2n of strands into a link is known as the plat closure. Such a procedure starts with a braid b ∈ B 2n and connects adjacent pairs of strands at the top and at the bottom. For example, the plat closure of b = σ 2 σ ′ by applying a sequence of Markov moves, there is similar characterization for the plat closure. We will call the corresponding moves the Birman moves [6] , defined as follows. 
For each n, the Birman group C 2n is the subgroup of B 2n generated by {x i ,
, where x i is x acting on the strands 2i−1, 2i, 2i+1 and 2i+2, y i is defined similarly, and z i = σ 2i−1 . The first Birman move takes b ∈ B 2n to ubv where u, v ∈ C 2n . The second Birman move takes b to σ ±1 2n ι · ι(b) ∈ B 2n+2 , where two strands are added to the right of b before multiplication by σ 2n .
Generalized closure
We now introduce a more general way to close a braid which encompasses both the trace and plat closures. Given a braid b ∈ B n , a generalized closure of b is specified by the following data: two braids x, y ∈ B n and nonnegative integers p and r which satisfy 2p + r = n. The generalized closure χ p,r x,y (b) of b is obtained by first forming the braid xby, performing the plat closure on the 2p leftmost strands at the top and bottom, then connecting the remaining r strands at the top with the corresponding t strands at the bottom as in the trace closure. This process is depicted in Figure 2 .5. It is clear that this generalizes the trace and plat closures, as the former can be written χ 0,n 1,1 (b), while the latter, if n is even, is just χ n/2,0 1,1 (b), where 1 denotes the identity element of the braid group B n . In Section 3.2, we give a representation-theoretic formula for the Jones polynomial of such a closure of a braid at primitive roots of unity, while in Section 4, we present an algorithm which approximates the Jones polynomial of links obtained by such closures of a braid.
Representation theory and the Jones polynomial
We now revisit the connection between braids and the Jones polynomial from a representationtheoretic perspective. This allows us to present the original definition of the Jones polynomial of the trace closure of a braid, along with formulae for the plat and generalized closures as well. To this end, we summarize the representation theory of the braid group that we will need, following [37] . The relevant representations are inherited from representations of a certain family of Hecke algebras H n (q) which generalize the group algebra CS n of the symmetric group S n . 
Braid group representations
The Hecke algebra It is well-known that the group algebra CS n of the symmetric group S n on {1, 2, . . . , n} objects has a presentation in terms of generators {1, s 1 , s 2 , . . . , s n−1 }, where s i is the involution which swaps i and i + 1, which satisfy the relations
For every q ∈ C × , the Hecke algebra H n (q) of type A n−1 is generated by {g 1 , . . . , g n−1 } satisfying the relations
Note that this is a deformation of the group algebra CS n of the symmetric group S n , which is obtained when q = 1. While it is known that H n (q) ≃ CS n whenever q is not a root of unity, we will rather be interested in the cases when q is a primitive root of unity, where the representation theory is slightly more subtle. One may represent the braid group B n inside the Hecke algebra H n (q) by simply mapping each generator σ i of B n to the generator g i of H n (q). Indeed, the representations of B n we will use in this paper are induced by representations of H n (q) on suitable finite-dimensional Hilbert spaces. As with the braid groups, for each n, H n (q) is isomorphic to the subalgebra of H n+1 (q) generated by 1 and {g 1 , . . . , g n−1 }.. We use the same notation for the inclusion maps as with the braid groups, writing ι : H n (q) → H n+1 (q). One important distinction is that, writing 1 n for the identity in H n (q), we have ι(1 n ) = 1 n+1 . We will therefore often omit the subscript for the identity element of each H n (q) whenever there is no cause for confusion.
Young diagrams and tableaux
Like the unitary irreps of S n , the unitary irreps of B n are labelled by partitions λ = [λ 1 , λ 2 , . . . , λ n ] satisfying λ 1 ≥ λ 2 ≥ · · · ≥ λ n ≥ 0 and i λ i = n. Throughout, we consider all partitions obtained by adding or deleting trailing zeros to be equivalent. We will identify any such partition with its Young diagram as pictured in Figure 3 .1 for the partition λ = [5, 3, 2] . Note that the diagram has one row for each part of the partition, and that the i'th row contains λ i boxes. We allow for the empty partition and diagram, which we denote ∅. Let Λ n be the collection of n-box Young diagrams. Given two diagrams λ ∈ Λ n and µ ∈ Λ m , their sum λ+ µ ∈ Λ n+m is always well-defined, having parts equal to (λ + µ) i = λ i + µ i . When it is well-defined as a partition, we will similarly define the difference λ − µ ∈ Λ n−m to have parts (λ − µ) i = λ i − µ i . Define the sets of diagrams Λ m,n ≡ n i=m Λ i and abbreviate Λ ≡ Λ 0,∞ . We may consider elements of Λ to be the nodes of an infinite directed graph, which we will call the Young graph, which contains an edge from a diagram λ ′ to a diagram λ whenever a single box can be added to λ
| | y y y y y y y y y y to obtain λ. We remark that we depart slightly from common terminology, where this graph, with each arrow reversed, is called a Bratteli diagram. With a slight abuse of notation, we write Λ for both the set of diagrams and for the corresponding Young graph, making a similar identification between subsets of Λ such as Λ 0,n and the associated subgraph. In Figure 3 .2, we give a picture of Λ 0,4 . By a numbering of an n-box diagram, we mean any assignment of the numbers {1, 2, . . . , n} to the boxes of the diagram, where each number appears only once. For a given diagram λ ∈ Λ n , we write T λ for the set of standard tableaux with shape λ, corresponding to numberings which are strictly increasing along each row and column. We often call a standard tableau just a tableau. We denote the set of all n-box tableaux as T n = λ∈Λn T λ and the set of all tableaux as T = ∞ n=1 T n . We identify members of T n with length-n paths starting at ∅ in Λ 0,n , pictured in Figure 3 .2, with elements of T λ correspond to paths which end at the diagram λ.
In this paper, we shall rather require certain restricted classes of Young diagrams and tableaux. To each pair (k, ℓ) of integers satisfying ℓ > k > 0 corresponds a class of irreducible unitary representations of B n . These representations are labelled by the n-box (k, ℓ)-Young diagrams, defined as Λ
Note that these are the diagrams with at most k rows for which the difference between the numbers of boxes in the first and k'th rows is at most ℓ − k. We will often just say that such a λ is an (k, ℓ)-diagram. For a given diagram λ, we refer to λ 1 − λ k as the level of λ, so that ℓ − k is the maximum level of all diagrams in Λ (k,ℓ) n . As before, we make the similar abbreviations Λ (k,ℓ) m,n and Λ (k,ℓ) . We also identify any of these sets of diagrams with the appropriate subgraph of Λ. We refer to such a graph as a (k, ℓ)-Young graph. In Figure 3 .3, we show the graph Λ
⊂ T λ to be those standard tableaux of shape λ for which successively deleting the largest numbered boxes yields, at each step, another (k, ℓ)-diagram. These tableaux can be identified with paths in Λ (k,ℓ) 0,n going from ∅ to λ. We also define T (k,ℓ) n and T (k,ℓ) in a similar manner as above. In the next subsection, we will see that the (2, ℓ)-diagrams and tableaux are what is needed to give representation-theoretic expressions for the Jones polynomials of closures of braids. Central to many of the results in this paper is the following easily verifiable observation about a subset of these diagrams and tableaux. The symmetric group S n has an obvious action on the numberings of any n-box diagram, obtained by permuting the numbers within the boxes. This induces an action on (k, ℓ)-tableaux
as follows. Since S n is generated by local transpositions {s 1 , s 2 , . . . , s n−1 }, where each s i acts on {1, . . . , n} by only swapping i and i + 1, it suffices to specify the action of each generator
If swapping the numbers i and i + 1 in t results in another (k, ℓ)-tableau t ′ , we define s i (t) = t ′ and s i (t ′ ) = t, otherwise setting s i (t) = t. In order that s i act nontrivially on a (k, ℓ)-tableau t, it is necessary and sufficient that i and i + 1 not be in the same row or column of t. In such a case, we may think of it as a deformation of the path in Λ (k,ℓ) 0,n corresponding to t which changes only the i-box diagram passed in the original path. Since no permutation can change the shape of any tableau, it is clear that S n acts transitively on T n with orbits labeled by diagrams in Λ (k,ℓ) n . Finally, note that each generator induces a partition of T (k,ℓ) n into sets of numberings (or paths) of size at most two, corresponding to the orbits under the action of the abelian subgroup {1, s i } ⊂ S n . In the next subsection, we will use the actions of the s i 's on (k, ℓ)-tableaux to define the unitary representations of B n which we need in this paper.
Unitary Jones-Wenzl representations of B n
The representations of B n we will introduce are parametrized by integers ℓ > k > 0, where ℓ specifies a primitive ℓ'th root of unity which we will denote q = e 2πi/ℓ . The irreducible components of the representations we will describe reduce to the usual irreps of S n when k = n and ℓ → ∞, so that q → 1. The matrix elements of these representations will be defined in terms of constants called quantum integers 1 . Define for each integer d and each nonnegative integer ℓ, the constant
1 Our definition here departs from the usual convention [37, 13] which defines, for arbitrary q,
. This expression, however, evaluates to ours when q is a primitive ℓ'th root of unity, which is the case of interest to us. We warn that other authors (e.g. [20] ) use a different convention for the quantum integer and q.
A value which will occur frequently is
For the rest of this section, we fix ℓ > k > 0 and set q = e 2πi/ℓ , describing a corresponding representation of H n (q) which induces a unitary representation of B n . This representation is more easily described by a change of variables which leads to an equivalent presentation of H n (q). Rewriting the quadratic relation (3.4) as (g i + 1)(g i − q) = 0, we may define idempotents e i = (q − g i )/(1 + q) (meaning that e 2 i = e i ) for which
(3.8)
Using these idempotents, the relations (3.4-3.6) may be expressed as
= e i (3.9) e i e j e i − τ e j = e j e i e j − τ e i , |i − j| = 1 (3.10)
where we follow the usual convention in setting
noting that a ℓ (d) + a ℓ (−d) = 1 and a ℓ (1) = 1. Given any n-box tableau t and an integer 1 ≤ i < n, we respectively write c i (t) and r i (t) for the column and row which contain the number i, defining
Note that d i (t) gives the total number of leftward and downward steps it takes to "walk" from i to i + 1 on t, where moving right or up counts negatively. We abbreviate a ℓ (i, t) ≡ a ℓ d i (t) . We now define a representation π
which has an orthonormal basis labelled by n-box (k, ℓ) tableaux, i.e.
is a projection which is block diagonal in the T (k,ℓ) n basis with blocks of size either one or two. The size two blocks correspond to distinct pairs of tableaux t and s i (t) which are contained in T
For the remaining t ∈ T
(e i )|t = |t if i and i + 1 are in the same column of t; otherwise setting π (k,ℓ) n (e i )|t = 0. This defines the action of π
. Using (3.8), this representation maps each g i to the unitary matrix
(3.15)
Because permutations cannot change the shape of tableaux, it follows that this representation is reducible. In fact, its irreducible components are labelled by the (k, ℓ)-diagrams, so that
where each π
Let us briefly focus again on the case k = 2. Recall that by Key Observation 3.1, for each pair
In such a case, we will identify V
We remark that a similar identification might not be possible if [m, m] is replaced by a non-rectangular diagram.
Representation-theoretic formulae for the Jones polynomial
We will now illustrate how to use the above representation theory to write expressions for the Jones polynomial of links obtained as closures of braids. First, we will show how positive, normalized Markov traces on the Hecke algebras give rise to expressions for the Jones polynomial and the HOMFLYPT polynomials of the trace closure of a braid, evaluated at particular points. After this, we introduce the Temperley-Lieb algebra, which we use to derive a formula for the Jones polynomial of our generalized closure of a braid, evaluated at primitive roots of unity. Finally, we illustrate how this formula specializes to the plat closure.
Derivation of the Jones polynomial of trace closures from the Markov trace
Using the above unitary representations, we will introduce the theory of Markov traces on Hecke algebras which leads to a formula for the Jones polynomial of the trace closure of a braid. In fact, we will show a bit more, taking a route through a two-variable generalization of the Jones polynomial which is known as the HOMFLYPT polynomial. We direct the reader who is not interested in these details to the formula (3.24). Our presentation is primarily based on Section 6 of [20] and Section 3 of [37] , while being influenced by [5] as well. Throughout this section, we fix a primitive root of unity q = e 2πi/ℓ for some integer ℓ ≥ 3. It is a theorem of Ocneanu [17] that for every 1 ≤ k < ℓ, if we set η kℓ ≡ a ℓ (−k), there is, for each n, a linear function tr kℓ : H n (q) → C uniquely determined by 1. tr kℓ (1 n ) = 1 for 1 n ∈ H n (q) 2. tr kℓ (wv) = tr kℓ (vw) for w, v ∈ H n (q) 3. tr kℓ (ι(w)e n ) = η kℓ tr kℓ (w) for all w ∈ H n (q) for all n .
It can be shown [20] that η kℓ = tr kℓ (e i ) for every 1 ≤ i < n. Such a function is known as a positive Markov trace on H ∞ (q). For w ∈ H n (q), this trace has the following representation-theoretic formula tr kℓ (w) =
Here, the Markov weights s
are Schur functions given explicitly by
and h(i, j) denotes the hook length of the box with row-column coordinates
, we may evaluate (3.16) at the identity 1 n ∈ H n (q) to obtain the following formula relating the Markov weights and the dimensions of the irreps:
To see how such a positive Markov trace can be used to define link invariants for links given as trace closures of braids, recall that Markov's theorem states that two braids b ∈ B n , b ′ ∈ B n ′ have isotopic trace closures if and only if they are connected by a finite sequence of Markov moves of
We remind the reader that for each n, the map ι : B n → B n+1 adds an extra strand to the right of a given braid. Since we represent B n inside H n (q) by identifying each braid with its image under the mapping of generators σ
we extend this trace to B n . While it is clear that this Markov trace is invariant under the first Markov move, it not invariant under the second move, because multiplication of w ∈ H n (q) by either g n or g −1 n affects the trace nontrivially. Our goal will then be to define, for each n, a normalized version tr kℓ : H n (q) → C of the Markov trace which is invariant under the second Markov move. For this, we will require that
for each b ∈ B n . We begin by normalizing the g i 's so g i and g
have the same trace. Letting θ kℓ ∈ C be such that tr kℓ (θ kℓ g i ) = tr kℓ ((θ kℓ g i ) −1 ) and solving for θ 
Observe that since q is a root of unity and η kℓ is real, it follows that θ kℓ is just a complex phase. After a little algebra, we may express the Markov trace of both normalized generators as
Therefore, if we instead represent B n inside H n (q) via the identification of rescaled generators σ
, we obtain, for each n, a trace tr
Here, e(b) is the sum of the exponents of the generators in the expression of b. To see that we are almost at (3.19) , notice that tr
It is then immediate that we may define the positive, normalized Markov trace to act as
for each b ∈ B n , or rather
This formula not only defines an invariant for links obtained by taking the trace closures of braids. It is also equal to the HOMFLYPT polynomial H b (t, x) of the trace closure of b evaluated at the points t = e 2πi/ℓ and x = θ kℓ e πi/ℓ .
In this paper, we are mainly interested in the Jones polynomial, which is the specialization of the HOMFLYPT corresponding to k = 2. In this case, we find that
Plugging this value into (3.21), (3.20) and (3.17), we obtain
For the convenience of the reader, we have collected the calculations which lead to the above expressions in Section 9.2. Plugging these values into (3.22) leads to the following expression for the evaluation at q = e 2πi/ℓ of the Jones polynomial of the trace closure of a braid b ∈ B n :
Because the numerator of the coefficient in front is just a complex phase, the absolute value of the Jones polynomial is
In the rest of this section, we will obtain representation-theoretic formulae for the Jones polynomial of the plat, and more generally, of the generalized closures of a braid. But first, we need to briefly describe the connection between the Jones polynomial and the Temperley-Lieb algebra.
The Temperley-Lieb algebra
As we have described in the previous subsection, the representations corresponding to the case k = 2 are what is relevant for the Jones polynomial. While this restriction may seem a bit arbitrary, it is actually because the discovery of the Jones polynomial was not made in the context of Hecke algebras. Rather, the original definition of the Jones polynomial involved the TemperleyLieb algebra [35] , which Jones had discovered independently in earlier work [18] on subfactors of von Neumann algebras. Setting τ = [2] −2 ℓ and q = e 2πi/ℓ , the Temperley-Lieb algebra T L n (τ ) is equal to the quotient of H n (q) by the relation e i e j e i = τ e i , and is thus the algebra generated by {e 1 , . . . , e n−1 } satisfying the relations
= e i (3.26) e i e j e i = τ e i |i − j| = 1 (3.27) e i e j = e j e i |i − j| > 1 .
It is well-known (see e.g. [20] ) that the relation e i e j e i = τ e i is satisfied only in representations of the Hecke algebra with at most two rows; the irreducible representations of T L n (τ ) therefore are exactly given by those of H n (q) corresponding to two-row diagrams. While the representation theory of T L n (τ ) is therefore a restricted version of that of H n (q), the former algebra is more expressive in the following sense. Recall that our representations of B n were induced by representations of H n (q) via the mapping of generators σ
For obtaining the Jones polynomial, we could have done the same with T L n (τ ), with g
In fact, it is possible to present T L n (τ ) in terms of the generators g i as well, although the relations become somewhat complicated and unenlightening.
The power of the Temperley-Lieb algebra can be viewed from the perspective of the diagram monoid K n , which was defined by Kauffman [22] as follows. For each 1 ≤ i ≤ n − 1, define the "cup-cap" diagram
where the cup-caps act on strands i and i + 1. Multiplication of cup-caps is performed pictorially, amounting to stacking the generators ω i in the same way as with the generators of B n . Then, K n is generated by the cup-cap generators {ω 1 , . . . , ω n−1 }, together with an extra closed-loop diagram δ, which satisfy the relations
These relations are perhaps best understood in terms of pictures, for which we refer the reader to Figure 8 of [22] . While these relations are similar to those used above to define the Temperley-Lieb algebra, a more transparent connection is obtained by reformulating (3.26)-(3.28) in terms of the scaled projections E i ≡ [2] ℓ e i , in which case the corresponding relations
are formally identical to (3.29)-(3.31). The diagram monoid K n is then represented inside T L n (τ ) via the map taking ω i → E i and δ → [2] ℓ . In fact, this map leads to an isomorphism between the algebra CK n of formal linear combinations of elements from K n and T L n (τ ). As with B n , we use this map to obtain representations of K n from those of T L n (τ ) by setting
For every even number 2n, define the rectangular tableau t 2n ∈ T [n,n] by
For convenience we will write the projection onto the corresponding vector |t 2n as ϕ 2n ≡ |t 2n t 2n |. Consider the following lemma.
Lemma 3.2. Let p and n be positive integers satisfying 2p ≤ n.
Proof.
We abbreviate e i = π (2,ℓ) n (e i ). It suffices to prove this for the case where 2p = n, as the general case follows directly. It will thus be enough to check that e 2i−1 |ϕ 2p = |ϕ 2p for each 1 ≤ i ≤ p, while also showing that for any t ∈ T (2,ℓ) [p,p] with t = t 2p , there exists some 1 ≤ i ≤ p for which e i |t = 0. Recalling that e j |t = |t iff j and j + 1 are in the same column, while e j |t = 0 iff j and j + 1 are in the same row, this follows because for every i, the boxes in t 2p containing 2i − 1 and 2i are never in the same column, while for any other t, there is necessarily an i for which this is true.
It is possible to combine B n and K n into a unified structure which was called a braid monoid by Kauffman [22] . As this braid monoid contains diagrams consisting of both cup-caps and twists, its generators are the union of those of B n and K n . However, there are considerably more relations that these generators must satisfy (see e.g. [7] ) in addition to those of the braid group and diagram monoid. For our purposes, however, we will not need the full braid monoid. Instead, we shall only need to consider such generalized braids of the form bw, where b ∈ B n and w ∈ K n is a word in the ω i 's, in which case π
Jones polynomial of the generalized and plat closures
For any braid b ∈ B n , we give a formula for the absolute value of the Jones polynomial of the generalized closure of b when x = y = 1 n ∈ B n . Such a closure then depends only the parameters p and r which satisfy 2p + r = n. We obtain this formula by computing the normalized Markov trace of the braid b with p cup-caps at the tops of the leftmost 2p strands. The formula is
In the second line, we have used the formula (3.25) for the absolute value of the normalized Markov trace. The third line is by Lemma 3.2, while the last line is straightforward. We remark here that this expression yields an immediate upper bound on the absolute value of the Jones polynomial of a link obtained as a generalized closure of a braid. By unitarity, it is clear that the matrix traces above are maximized when the formula is evaluated at the identity braid 1 n ∈ B n . In this case, we obtain
where we have used (3.18) for the last step. By specializing (3.36) to the case where r = 0 and p = n, we obtain the following formula for the Jones polynomial of the plat closure of b ∈ B 2n :
4 An algorithm for approximating the Jones polynomial of generalized closures of braids
In this section, we give a polynomial-time quantum algorithm which approximates the absolute value of the Jones polynomial of a link obtained as a generalized closure of a braid. The notion of approximation which we will require was recently formalized in [8] ; we review that material here. Let X be a set of problem instances, and suppose we are given a nonnegative function f : X → R which is potentially difficult to evaluate exactly. The main idea of [8] is to approximate the function f with respect to some positive normalization function g : X → R. Departing slightly from the definition given in [8] , an additive approximation for the normalized function f /g associates a random variable Z(x) to any problem instance x ∈ X and δ > 0 satisfying
In addition, it is required that such an approximation be achieved in time which is polynomial in the size of the problem instance and in 1/δ. As we saw in (3.37), the absolute value of the Jones polynomial of links obtained by any closure of an n-strand braid is obtained by closing the identity braid. In particular, we saw that the generalized closure with 2p + r = n (with identity braids x = y = 1 n at the top and bottom) of the identity braid 1 n is isotopic to p + r unknots, yielding a Jones polynomial of [2] p+r−1 ℓ . We will use this normalization for our additive approximations, so that the absolute value of the resulting normalized Jones polynomial always lies between 0 and 1, regardless of the size of the braid, number of strands, or particular primitive root of unity. Specifically, we wish to solve the following problem.
Problem 4.1 (Approximate Jones Closure).
Given is a braid b ∈ B n of length m, two braids x, y ∈ B n of length O poly(m) , positive integers ℓ, p and r which satisfy 2p + r = n, and δ > 0. The task is to sample from a random variable Z which is an additive approximation of the absolute value of the Jones polynomial of the generalized closure, evaluated at e 2πi/ℓ , in the sense that Pr 1
The following theorem will be proved in Section 4.3. Before we describe our quantum algorithm, we give a brief overview of the standard quantum circuit model.
Standard quantum circuit model
According to quantum mechanics, the state space of a quantum computer has the structure of a Hilbert space H. Denoting by U (H) the group of unitary matrices acting on H, a quantum gate is any U ∈ U (H). By the standard quantum circuit model, we shall mean quantum computers whose state space decomposes into a finite number of localized two-dimensional subsystems, or qubits, so that H = (C 2 ) ⊗n . We fix a preferred orthonormal basis for the Hilbert space of each qubit, which we call the computational basis:
The state space of H is thus spanned by tensor products of these basis vectors, which we write as |x n : x n ∈ {0, 1} n , where
We will abbreviate the set of all gates on n qubits as U (2 n ) ≡ U (C 2 ) ⊗n . For this paper, we will make the somewhat arbitrary assumption that the qubits are arranged on a line, so that each qubit has at most two neighbors. In this case, it is well-known that an arbitrary unitary U ∈ U (2 n ) can be performed on the qubits by a sequence of (possibly exponentially many in n) local unitaries from U (4) which act only on adjacent pairs of qubits. By a quantum circuit, we will mean a sequence of local two-qubit gates. Whenever we say that a given unitary matrix U is a quantum circuit of length m, we will mean that it can be written as U = U m U m−1 · · · U 1 , where each U i is a two-qubit local unitary in the appropriate subgroup U (4) ⊆ U (2 n ). In the standard quantum circuit model, it is understood that the qubits can be kept from interacting amongst themselves and with the environment. In addition, we assume that it is possible to:
1. prepare each qubit in either of the basis states |0 or |1 2. perform two-qubit local gates 3. measure each qubit in the basis {|0 , |1 }.
Such a procedure results in a probabilistic outcome. According to quantum mechanics, if the qubits are prepared in the state |x n and transformed according to U ∈ U (2 n ), the probability that a computational basis measurement results in the bit string y n is
As U (4) contains uncountably many gates, an infinite amount of classical information would generally be required to specify an arbitrary unitary on just a single pair of qubits. As we will see, it is enough to be able to approximate these gates using a finite set of gates. A set of gates in U (H) is said to be universal if it generates a dense subset of U (H). Given unitaries U and U ′ and some 0 ≤ ǫ ≤ 1, we say that U ǫ-approximates U ′ if ||U − U ′ || ∞ ≤ ǫ, where for a square matrix M , ||M || ∞ denotes the sup-norm of M , which equals the largest singular value of M . The following lemma is proved in the appendix. 
In particular, this implies that the measurement probabilities of an ǫ-approximation of a quantum circuit differ by at most ǫ from those of the desired circuit. The following theorem assures that, given a finite universal set G 2 of unitaries on two qubits, any unitary in U (4) can be ǫ-approximated efficiently. [33, 24, 9] . Let G ⊂ U (d) be a finite universal set of unitaries on a Hilbert space of constant dimension d. Then any unitary U ∈ U (d) can be ǫ-approximated by a sequence of O poly log(1/ǫ) gates in G. Moreover, such a sequence can be found by a classical computer in O poly log(1/ǫ) time.
Solovay-Kitaev Theorem
Fixing any finite, universal set of two-qubit unitaries G 2 ⊂ U (4), let G n ⊂ U (2 n ) be the set of gates obtained by letting G 2 act on all pairs of neighboring qubits. Given a length m circuit U m U m−1 · · · U 1 consisting of gates from G n and any fixed desired degree of accuracy ǫ, the SolovayKitaev Theorem further implies that for each i, there is an ǫ/m approximation U ′ i to U i which is obtained by a sequence of O poly log(m) gates in G, and also that such a sequence can be found in O poly log(m) time (since ǫ does not grow with m, it does not figure into the complexity estimate). By the following lemma, which is proved in the appendix, this means that there is an ǫ-approximation to the desired circuit which uses O m poly log(m) gates from G n .
be unitaries of the same size. Then
Therefore, working with finite universal sets of gates is just as good as working with all possible two-qubit unitaries, provided that one can live with bounded errors and polynomially more gates. In Section 6, we define two classes of quantum computational problems which are insensitive to these limitations.
Local qubit model for Jones-Wenzl representations
We will now show, for any integers ℓ > k > 1, how to implement the corresponding Jones-Wenzl representations π (k,ℓ) n defined in (3.15) on a quantum computer. For simplicity, we only explicitly present the case k = 2, describing the generalization to k > 2 at the end of this section. Our methods are similar in spirit to those of [3] . However, we give an explicit formulation in terms of poly-local unitaries which makes the underlying representation theory apparent. In addition the trivial extension to all k obtainable by our methods yields an efficient algorithm for approximating the HOMFLYPT two-variable polynomial at certain pairs of points, as we outline in Section 4.3. After describing an encoding of the basis states of the representation into a system of n qubits, we show how to implement the images π (2,ℓ) n (σ i ) of the braid group generators σ i using O n log(n) ancillary qubits.
Given a tableau t ∈ T (2,ℓ) n and an integer 1 ≤ i ≤ n, recall that we write r i (t) and c i (t) for the row and column which respectively contain the number i. Notice that these numbers satisfy r i (t) ∈ {1, 2} and 1 ≤ c i (t) ≤ i ≤ n for each i. We abbreviate r(t) = r 1 (t)r 2 (t) · · · r n (t) ∈ {1, 2} n and define c(t) ∈ {1, . . . , n} n similarly. Our first observation is that r(t) uniquely specifies t. We may thus assign to each t a computational basis state of n qubits with Hilbert spaces R 1 , R 2 , . . . , R n , where each Hilbert space R i ≃ C 2 is spanned by computational basis states {|1 Ri , |2 Ri }. Together, the qubits have a combined Hilbert space which we write R n = (C 2 ) ⊗n , where we write tensor products of Hilbert spaces as
into R n whose image we call the computational subspace. We will now show that after the addition of O n log(n) ancillary qubits prepared in a computational basis state, it is possible to perfectly simulate each π (2,ℓ) n (σ i ) on the computational subspace of R n . It will be convenient for us to add ancillary systems of dimension growing linearly with n to the standard circuit model. This clearly adds no additional computational power because an arbitrary transformation of O(log(n)) qubits can be generated by O(poly(n)) local gates. We may thus think of and treat such slowly growing subsystems as local systems in their own right.
We now introduce n systems with joint Hilbert space C n , where each C i is spanned by computational basis states {|0 Ci , . . . , |n Ci }. The purpose of these systems is to store the column numbers of each i. In addition, we introduce two registers L 1 and L 2 with bases {|0 , . . . , |n } which will store the shape of the tableau. Finally, it will be convenient to introduce, for each 1 ≤ i ≤ n, a register with Hilbert space D i , which will store the value d i (t) defined in (3.13) for each tableau. Because |d i (t)| ≤ n, we let D i be spanned by basis states {|−n Di , |−n+1 Di , . . . , |n Di }. Given a qubit encoding |r(t) R n of a tableau t, we define the isometry W :
where λ j (t) denotes the number of boxes in the j'th row of t. This isometry can be efficiently implemented by first preparing the additional systems in the state |00 · · · 0 
For each 1 ≤ i < n, define the local unitaries V i and U
Define the unitaries
. Suppose now that we are given a braid
i1 V W therefore evolves the computational subspace of R n according to the following commutative diagram
y y To adapt the above construction to the k > 2 case, it is sufficient to increase the dimension of each R i to n, while using n L i registers to store the shape of an arbitrary n-box (k, ℓ)-diagram. The matrices W , V and U ′ i generalize in a straightforward manner. It is clear that regardless of the value of k, the resulting U i matrices consist of O poly(n) local gates.
The algorithm
We will now present our algorithm for sampling from an additive approximation of the Jones polynomial of the generalized closure of a braid. Given is a braid b ∈ B n , two nonnegative integers p, r for which 2p + r = n and a positive integer ℓ. We will lose no generality in assuming that the top and bottom braids which define the generalized closure are x, y = 1 n . Since the largest absolute value of the Jones polynomial is obtained when the closure yields p + r unknots, we will focus on estimating the normalized quantity
Our algorithm will make use of the following lemma.
Lemma 4.4 (Sampling Lemma)
. Let U be a quantum circuit of length O poly(n) acting on n qubits, and let |ψ be a pure state of the n qubits which can be prepared in time O poly(n) . It is then possible to sample from random variables X, Y ∈ {±1} for which
Proof of Lemma 4.4 . Introduce an extra system labeled C which holds a single control qubit and denote the Hilbert space of the qubits acted on by U by A. Because U consists of O poly(n) gates, then so does the controlled unitary V : AC → AC, defined by V |ψ |0 = |ψ |0 and |ψ |1 = (U |ψ )|1 . Initialize the qubit in the state
|0 + |1 C , and prepare the state |ψ A . Applying the controlled unitary places everything into the state
Writing ψ = |ψ ψ|, the reduced density matrix τ C of the extra qubit is then equal to
Since the ±1 eigenstates of σ X are |± = 1 2 |0 ± |1 , measuring σ X on the qubit yields a classical random variable X ∈ {+1, −1} for which E X = Re ψ|U |ψ as required. Similarly, by running the algorithm a second time, we can sample from Y , which satisfies E Y = Im ψ|U |ψ .
We begin by remarking that according to (3.18) , the numbers P λ = s
sum to unity and thus define probabilities. The algorithm proceeds as follows:
1. Select an irrep λ ∈ Λ (2,ℓ) r at random with probability P λ ≡ s with conditional expectations satisfying
4. Repeat the procedure, averaging the absolute values of the results of step 3 until the desired precision is attained.
The (nonconditional) expected value of X + iY at step 3 is
In particular, E |X + iY | is precisely equal to the value (4.1) that we wish to estimate. Consider the following version of the Chernoff bound.
Lemma 4.5 (Chernoff Bound
We are now in a position to prove that the above algorithm solves Approximate Jones Plat in O poly(m, 1/δ) time.
Proof of Theorem 4.1. First, note that there are only a polynomial number of weights, so they can be sampled from efficiently. Second, we remark that the paths can be chosen efficiently; this was shown in [3] , although we mention below, in the context of approximating the HOMFLYPT polynomial, why this is true in the more general case. Suppose the above algorithm is run M times, obtaining random variables
Thus, for any δ > 0, the probability that the empirical mean 
Approximating the HOMFLYPT of the trace closure
A simple modification of the above algorithm suffices to approximate the absolute value of the HOMFLYPT two-variable polynomial of the trace closure of a braid, evaluated at certain pairs of points. The restriction here to the absolute value is unnecessary; we focus on it for simplicity. We will focus on estimating the following normalized version of (3.22), for b ∈ B n :
To sample from a ±1 random variable with the above expectation, the same procedure as used to sample from the Jones polynomial is utilized. We will restrict our attention to the case where k and ℓ are fixed constants which do not grow with the number of crossings m or the number of strands n. By (3.18), the numbers P λ = s
are probabilities, so the algorithm proceeds as before. As with the algorithm for the Jones polynomial, the number of weights grows polynomially with n, so choosing a λ ∈ Λ (l,ℓ) n with probability P λ can be done efficiently because those probabilities can be precomputed and sampled from by a standard procedure. Perhaps the only extra point needing explanation is the possibility of choosing a path t ∈ T (k,ℓ) λ uniformly at random. This can be done efficiently because the Young graph Λ (k,ℓ) 0,n is a layered graph, with a bounded number of diagrams ≤ k ℓ−k in each layer. Therefore, the number of paths from ∅ to a given node in the diagram can be precomputed by a standard procedure. To choose a path ending in a particular diagram λ ∈ Λ (k,ℓ) n , the trick is to move in reverse; starting at λ, choose the next diagram λ ′ ∈ Λ (k,ℓ)
n−1 with a probability proportional to the number of paths from ∅ to λ ′ , divided by the total number of paths from ∅ ending in the n − 1'st layer.
Simulating local quantum circuits with braids
In this section, we show how to "compile" any quantum circuit on n qubits consisting of m twoqubit gates into a description of a braid on 4n strands with poly(m) crossings in such a way that the output of the circuit is encoded into an evaluation of the Jones polynomial of the plat closure of the braid at any primitive ℓ'th root of unity with ℓ ≥ 5, ℓ = 6. While this was first proved in [13] , our proof is simpler as it only uses the representation of B 8 corresponding to the rectangular diagram . After we introduce our encoding of circuits into braids, we will prove the following theorem. 
Moreover, such a braid can be found from a description of the circuit in O poly(m) time on a classical computer.
Throughout this section, we fix an ℓ ≥ 5, ℓ = 6 and for each diagram λ, we abbreviate π λ ≡ π
. We begin by describing how to encode a single logical qubit into V . This is a two-dimensional representation of B 4 with orthonormal basis
These basis states may also be viewed as paths in Young's lattice, as pictured in Figure 5 .1. Let t and t ′ be (2, ℓ)-tableaux of respective shapes [j, j] and [k, k]. We will denote by tt ′ the tableau of shape [j + k, j + k] obtained by adding 2j to each box in t ′ then placing it to the right of t. Central to our proof is that tt ′ is again a (2, ℓ)-tableaux, as mentioned in Key Observation 3.1. We encode n qubits into a subspace W (n) of the irreducible representation V [2n,2n] of B 4n which is spanned by the 2 n computational basis states |t x1 t x2 · · · t xn : (x 1 , x 2 , . . . , x n ) ∈ {0, 1} n . The subspace W (n) decomposes as a tensor product n i=1 W i , where for each 1 ≤ i ≤ n, we identify W i with V , so that it is spanned by |t 0 and |t 1 . In this subspace of V [2n,2n] , each consecutive group . While this proves that dim V ≥ 4, we mention that its dimension is 13 when ℓ = 5 and is 14 when ℓ > 6. So it is clear that SU (W 1 ⊗ W 2 ) ⊂ SU (V ). Consider now the following proposition. 
where we consider U ′ to be embedded in SU (V ). Note that while some unitaries π (σ i ) will not be contained in SU (W 1 ⊗ W 2 ), the construction above ensures that π (b) can be made arbitrarily close to any
Because of the four-periodicity of our encoding, the same arguments apply for approximating gates on any other adjacent pair of qubits. Now, let U = U m U m−1 · · · U 1 as in the statement of the theorem. Without loss of generality, we may assume that each U i has unit determinant. By Lemma 4.3, we may conclude that there is a braid b ∈ B 4n of length O poly(m) for which π [2n,2n] (b) ǫ-approximates the circuit U , and also that such a braid can be determined on a classical computer in O poly(m) time. The rest of the theorem now follows by Lemma 4.2 and the expression (3.38) for the absolute value of the Jones polynomial of the plat closure; the normalization constant 1/ [2] 2n−1 is so because the braid has 4n strands.
Complexity-theoretic applications of the Jones polynomial
Complexity theory characterizes the asymptotic consumption of resources, such as time and space, required to obtain the solutions of certain classes of problems on a computer. Writing {0, 1} * for the set of all binary strings of finite length, a decision problem asks for the evaluation of some function f : {0, 1} * → {0, 1} on an arbitrary input. Such a function determines a language L ⊆ {0, 1} * defined as L = f −1 (1), so equivalently, the task is to determine, for each bit string x n , whether x n ∈ L. Examples of languages include the set of all binary strings of even parity and the set of prime numbers, written in binary. A complexity class is a collection of computational problems, usually defined in terms of the resources required to determine membership of arbitrarily long bit strings in each language contained in that class. For instance, any class of languages is a complexity class. Two well-known complexity classes are P and NP. The former is defined to contain every language L ⊆ {0, 1}
* for which there is a uniform family C n : {0, 1} n → {0, 1} of polynomial-size classical circuits (see e.g. [30, 31] for a definition of a classical circuit) for which C n (x n ) = 1 when x n ∈ L, while C n (x n ) = 0 otherwise. By a uniform family, it is meant that there should be a classical algorithm which, given the number n as input, produces a description of the circuit C n in O(poly(n) -time. We mention that this definition of a uniform family of circuits extends to quantum circuits in the obvious way. NP, on the other hand, contains those languages L for which there is a uniform family of classical circuits C n : {0, 1} n × {0, 1} m → {0, 1} , where the number m of guess bits grows polynomially with n, so that for each x n ∈ L, there exists a witness string,
Below, we will recall the definitions of certain quantum generalizations of these classes, showing how they may be characterized using the Jones polynomial.
The complexity class BQP is defined to contain those decision problems whose solution can be determined with bounded error in polynomial time in the standard quantum circuit model. Formally, a language L is in BQP if there exists is a uniform family of quantum circuits {U n } of polynomial length such that if x n ∈ L, a measurement of the first qubit of U n |x n 00 · · · 0 in the computational basis yields 1 with probability ≥ 3/4 while if x n / ∈ L, that measurement outcome will be 0 with probability ≥ 3/4. By an elementary application of the Chernoff bound, the success probability 3/4 can be amplified to be exponentially close to 1 by running the algorithm polynomially many times in n and utilizing a majority voting procedure. This definition of BQP is thus insensitive to the exact value taken by the success probability, provided that it is bounded above 1/2 by a constant which is independent of the input string x n . By an "in place amplification" result from [27] , such a majority voting procedure can be implemented using a modification U ′ n of U n which acts only on one additional qubit, while having only polynomially many more gates, in such a way that the amplified output is encoded into the probabilities associated to measuring just a single qubit. In addition, using a trick described in Figure 3 of [10] , it is possible to modify a sufficiently amplified circuit U ′ n , obtaining a new circuit U ′′ n which computes U ′ n |x n 00 · · · 0 , copies the output qubit to yet another qubit using a controlled-not gate, then uncomputes U ′ n , in such a way that the squared matrix element | x n 00 · · · 0|U ′′ n |x n 00 · · · 0 | 2 is arbitrarily close to the probability of obtaining a 1 when measuring the output qubit of U ′ n |x n 00 · · · 0 . Furthermore, the class BQP remains unchanged if the particular universal gate set chosen for the model merely contains a universal set of gates for each pair of qubits. This follows by the Solovay-Kitaev Theorem, together with the remarks immediately following its statement above. The following theorem essentially appears in [8] ; we include it in this paper for the sake of completeness. Proof. To begin, it is an immediate consequence of Theorem 4.1 that P A ⊆ BQP. To see that BQP ⊆ P A , let L ∈ BQP, and let U be n'th quantum circuit in the uniform family of circuits for L. By definition, U is of length m = O poly(n) and acts on n ′ = O poly(n) qubits. For each x n , define the circuit W x n = n i=1 X xi , which acts as the identity on the ancillary qubits. Because 00 · · · 0|W x n U W x n |00 · · · 0 = x n 00 · · · 0|U |x n 00 · · · 0 , it follows by Theorem 5.1 that for any constant ǫ > 0, there is a braid b of length O poly(m) = O poly(n) on 4n ′ strands which satisfies
Moreover, there is an O poly(n) -time classical algorithm for determining such a braid from a description of W x n U W x n . By invoking the oracle A, we obtain a random variable Z satisfying
Since |a 2 − b 2 | ≤ 2|a − b| for 0 ≤ a, b ≤ 1, the last two estimates can be combined via the triangle inequality to show that Z 2 − | x n 00 · · · 0|U |x n 00 · · · 0 | 2 < 1/4 + ǫ with probability at least 3/4. Choosing ǫ = 1/8 is sufficient to complete the proof.
The complexity class QCMA is a certain quantum analog of NP, consisting of those languages L for which a computationally unbounded oracle (generally personified as Merlin) can, with high probability, efficiently convince a computationally bounded verifier (Arthur) that each x n ∈ L is actually contained in L. Cheating is also discouraged, in that if x n / ∈ L, the probability that Merlin will convince Arthur otherwise should be small. Formally, we say that a language L is in QCMA if there is a uniform family of quantum circuits {U n } of polynomial length such that for each length n string x n ∈ L, there is a length m binary string y m for which P (x n , y m ) ≡ | x n y m 00 · · · 0|U n |x n y m 00 · · · 0 | 2 ≥ 3/4, while if x n / ∈ L, we have P (x n , y m ) ≤ 1/4 for every such y m . We remark that the usual definition of QCMA (see e.g. [4] for the original definition) is phrased in terms of measurement probabilities of a single output qubit; by the remarks following the definition above of BQP, the definition we give here is equivalent. For the same reasons as with BQP, the exact value 3/4 of the success probability is not important; what is important is that the square of the matrix element is strictly bounded away from 1/2.
Given a complexity class C, a problem is said to be C-hard if it is at least as hard as any other problem in the class C, in the sense that access to an oracle which immediately computes the solution of that problem allows the solution of any problem in the class C in polynomial-time. If that problem is also contained in the class C, we say that it is C-complete. We will show that the following problem is QCMA-complete. Problem 6.1 (Increase Jones Plat). Given a braid b ∈ B 2n with O poly(n) crossings, a fixed integer ℓ ≥ 5, ℓ = 6, and a class of braids C 2n ⊂ B 2n for which membership can be decided in O poly(n) time on a classical computer, decide, with the promise that only these two cases can occur, whether there exists another braid x ∈ C 2n for which the absolute value of the normalized Jones polynomial of the plat closure 1 [2] n−1 ℓ
or if it is ≤ 1/4 for all braids x ∈ C 2n . Theorem 6.1. Increase Jones Plat is QCMA-complete.
Proof.
To begin, we demonstrate that Increase Jones Plat is in QCMA. Given a braid b ∈ B 2n of length O poly(n) , Merlin begins by sending Arthur the classical description of the "witness" braid γ. Next, Arthur checks to see if γ ∈ C 2n , which can be done in polynomial-time by definition. Because of the promise, Arthur only needs to learn the value of
with an accuracy of < 1/2 with probability ≤ 3/4. For this, it is sufficient for him to run Approximate Jones Closure on a quantum computer with δ = 1/4, which takes O poly(n) -time. To see that this problem is QCMA-hard, and is thus QCMA-complete, suppose that L ∈ QCMA. Let U be the n'th circuit from the uniform family of quantum verifiers for L, and suppose that U acts on n ′ qubits while accepting witnesses of size m. Letting ǫ > 0 be a constant to be determined at the end of the proof, Arthur precomputes a set of four braids C 8 ⊂ B 8 which ǫ/m-approximate the circuits X y1 ⊗ X y2 : y 1 , y 2 ∈ {0, 1} (obviously, there is nothing to compute when y 1 = y 2 = 0). This can be done in polynomial-time. Define C 4n ′ ⊂ B 4n ′ to consist of braids which act as the identity everywhere except for the strands 4n + 1, . . . 4n + 4m, where only a single braid from C 8 can act on each group of eight strands 8i + 1, . . . , 8i + 8 within those strands. If we define V y m in an analogous manner to W x n in the proof of Theorem 6.0, where it acts only by flipping the witness qubits, it follows by Lemma 4.3 that for each braid γ in C 4n ′ , the corresponding unitary π (2,ℓ) [2n ′ ,2n ′ ] (γ) ǫ-approximates V y m for one and only one y m (this is because ||V y m − V z m || ∞ = 2 whenever y m = z m ). Arthur then tells x n to Merlin, who sends him a braid from C 4n ′ . Define W x n as in the proof of Theorem 6.0, except that it acts as the identity on the witness and ancillary qubits. By the first half of Theorem 5.1, Arthur may compute a braid b for which the circuit W x n U W x n is ǫ-approximated by π (2,ℓ) [2n ′ ,2n ′ ] (b). Therefore, we obtain by Lemma 4.3 that π
we may apply the rest of Theorem 5.1 to obtain that
In order to complete the proof, notice that because of the promise, it is sufficient to choose ǫ = 1/8.
A rather large complexity class is PSPACE, which contains all languages which can be decided using only polynomial space. In [39] , PSPACE is characterized as the class of languages which can be decided by applying the same polynomial-size circuit (possibly exponentially) many times. Formally, it is shown there that if L ∈ PSPACE, then there exists a uniform family of polynomialsize quantum circuits {U n }, together with a sequence of polynomial-time computable natural numbers e n , for which, if f : {0, 1} * → {0, 1} is such that f −1 (1) = L, then
Using this characterization, we will show that the following problem is PSPACE-complete. Proof. To see that this problem is PSPACE-hard, choose any language L ∈ PSPACE, let U be the n'th quantum circuit from its associated uniform family and let e = O 2 poly(n) be the corresponding exponent. Suppose that U acts on n ′ qubits. For a given x n , we will show how to use an oracle for Approximate Concatenated Jones Plat to determine whether or not x n ∈ L. Define the circuit W x n as in the proof of Theorem 6.0, except that it also flips the n + 1st qubit. By choosing ǫ = ǫ ′ /e = Ω(2 −poly(n) ) for a constant ǫ ′ to be determined later, we may obtain, via Theorem 5.1, a braid b with only O poly(n)) crossings such that π
Because ǫ ′ /e = ǫ, it follows by Lemma 4.3 that π
Choosing any ǫ ′ < 1/2 is sufficient to complete the proof of PSPACE-hardness. All that is left to do is to check that this problem is contained in PSPACE as well. First, it is clear that Approximate Concatenated Jones Plat is contained in BQPSPACE, as our local qubit implementation of Section 4.2 requires only polynomial space. It is folklore [1] that PSPACE = BQPSPACE; the proof uses similar techniques as used by Ladner to deal with doubly-exponentially small numbers in his proof that #PSPACE = FPSPACE.
Another class of computational tasks is comprised of counting problems, which ask, for a given function f : {0, 1} * → {0, 1}, "how many x n ∈ {0, 1} n satisfy f (x n ) = 1?" The class #P contains those counting problems arising from a function f for which f −1 (1) ∈ P. We refer the reader seeking more detail to [30] for a more rigorous definition. is #P-hard.
Proof. Suppose f : {0, 1} n → {0, 1} is computable in polynomial-time. It is well-known (see e.g. [31] ), that there is a quantum circuit U , acting on n ′ = O poly(n) qubits, which computes f reversibly and exactly, namely
can clearly be prepared efficiently. Observe that
where N 1 = |f −1 (1)| is the solution to the #P problem of counting the solutions to f . Define W x n as in the proof of Theorem 6.2 and set ǫ = 4 −n−2 . Since |a − b| ≤ |a 2 − b 2 | for 0 ≤ a, b ≤ 1, it follows by Theorem 5.1 that, given a description of the circuit W x n U W x n , we may, in polynomialtime, compute a braid b for which
In particular, this means that the n most significant bits of the two terms in the above absolute value agree. Therefore, an oracle which gives the 4n ′ most significant bits of that evaluation of the Jones polynomial can be used to obtain all n bits of the number N 1 .
In fact, n bits is more than enough bits for #P-hardness. Learning just Ω(1/poly(n)) of the most significant bits is #P-hard as well, as can be seen by padding with a sufficiently large, but polynomial, number of extra qubits. On the other hand, we will see that learning just the highest order bit of the Jones polynomial is PP-hard.
The complexity class PP, introduced in [16] , contains those languages recognized by some uniform family of polynomial-size probabilistic classical circuits with probability greater than 1/2. Equivalently, L is in PP if there is a nondeterministic polynomial-time machine which accepts x n ∈ L on more than half of its paths. is PP-hard.
Proof. The proof follows by exactly the same manner as in the proof of #P-hardness. The only difference is that the most significant bit of the Jones polynomial is sufficient for deciding if the number is solutions is greater than 2 n−1 .
Conclusions
We gave an implementation of the Jones-Wenzl unitary representations of the braid groups in a local qubit architecture in which the image of each generator was implemented using a polynomial number of local gates. We then used this model to give algorithms for obtaining additive approximations of Jones and HOMFLYPT polynomial evaluations on a quantum computer. Other authors have approached the problem of implementing the Jones representations on a quantum computer. In [23] , a representation of the three-strand braid group was given in a qubit architecture. Another approach toward implementing the Jones representations is contained in [34] ; however, the final conclusions of that paper rested on an incorrect assumption that unitary matrix elements could be measured precisely in a single time step. Finally, a recent article [15] drew on a connection between topological quantum field theories and spin networks in order to outline a quantum algorithm for approximating the colored Jones polynomial; those authors left as an open question whether their algorithm could be efficiently implemented on a local quantum computer. On a classical computer, if the number of strands is constant (i.e. not included in the complexity estimate), then the Jones polynomial of the trace closure of a braid with m crossings can be computed exactly by simply multiplying representation matrices of the braid group, requiring time which is polynomial in m. However, accounting for the number of strands, the matrices will be exponentially large in the number n of strands. On a quantum computer, however, multiplication of exponentially large matrices is not a problem, provided that they are sufficiently "sparse," or rather, that they arise via local unitary transformations of the state space of the quantum computer. On the other hand, there is a sense in which such large unitary matrices are not explicitly observable; an exponential number of queries seem to be required in order to learn the trace of the matrix representing the unitary evolution of a quantum circuit. Nonetheless, the additive approximation of the Jones polynomial we achieved with a quantum algorithm is unobtainable on a classical computer, unless of course BPP = BQP.
On the other side of the fence, we have simplified the proof from [13, 14] which shows how to simulate the standard quantum circuit model with braids. By using four strands per qubit, rather than the three of the original proof, we simplified the representation theory dramatically. The four-periodicity of our encoding means that shifting the eight-strand braid which represents a given local unitary on two qubits by a multiple of four strands realizes the same gate on another pair of qubits. The original result of [13] requires consideration of two different cases, depending on whether the first qubit is located at an even or an odd site. Nonetheless, our encoding applies in the usual context of topological quantum computation which uses nonabelian anyons in SU (2) ℓ−2 Chern-Simons field theories with ℓ ≥ 5, ℓ = 6. On the other hand, our local qubit implementation of the Jones-Wenzl representations allows efficient simulation of SU (k) ℓ−k Chern-Simons theories. While slightly less general than the results of [11] , as the only mapping class group our methods apply to is the braid group, our presentation is accessible to readers who are unfamiliar with the intricacies of topological quantum field theories. ≤ max
A similar argument shows that φ|U ′ |ψ 2 − φ|U |ψ 2 ≤ ǫ.
Proof of Lemma 4.3 . By the dual characterization of the sup-norm, there exists a square matrix X with ||X|| 1 = 1 for which
Letting W = U m · · · U 3 U 2 and
, we may rewrite and bound the above as
The second line is by the triangle inequality, while the third uses the unitary invariance of the trace norm together with the dual characterization of the sup-norm. The result follows by induction.
Auxiliary calculations from Section 3.2
In this subsection, we will provide derivations of the expressions in ( Taking the appropriate square roots yields the values listed in (3.23) .
To evaluate the Markov weights s 
