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We present a novel quantum algorithm for European option pricing in finance, where the key
idea is to work in the unary representation of the asset value. The algorithm needs novel circuitry
and is divided in three parts: first, the amplitude distribution corresponding to the asset value at
maturity is generated using a low depth circuit; second, the computation of the expected return is
computed with simple controlled gates; and third, standard amplitude amplification is used to gain
quantum advantage. Unary representation offers several advantages over the usual binary represen-
tation of asset values, and one disadvantage. On the positive side, unary representation remarkably
simplifies the structure and depth of the quantum circuit. Amplitude distributions use quantum
superposition to bypass the role of the classical Monte Carlo simulation. The unary representation
also provides a post-selection consistency check that allows for a substantial mitigation in the error
of the computation. On the negative side, unary representation offers lower resolution given a fixed
number of qubits, as compared to binary algorithms. We compare the performance of both unary
vs. binary option pricing algorithms using error maps, and find that unary representation may bring
a relevant advantage in practise.
I. INTRODUCTION
Quantum computing provides new strategies to address problems that nowadays are considered difficult to solve
by classical means. The first quantum algorithms showing a theoretical advantage of quantum computing are well-
known since the 1990s, such as integer factorization to prime numbers [1] or a more efficient unstructured database
search [2]. Nevertheless, current quantum devices are yet not powerful enough to run quantum algorithms that are
able to compete against state-of-the-art classical algorithms. Indeed, available quantum computers are in their Noisy
Intermediate-Scale Quantum (NISQ) stage [3], as errors due to decoherence, noisy gate application or read-out limit
the performance of these new machines. These NISQ devices may be useful tools for a variety of applications due to
the introduction of hybrid variational methods. Some of the proposed applications include chemistry [4–6], simulation
[7–9], solving large systems of linear equations [10–12], state diagonalization [13, 14] or quantum machine learning
[15–20]. Some exact, non-variational, quantum algorithms are also well-suited for NISQ devices [21–24].
A field that is expected to be transformed by the improvement of quantum devices is quantitative finance [25–29].
In recent years, there has been a surge of new methods and algorithms dealing with financial problems using quantum
resources, such as optimization problems [30–33], which are in general hard.
Notably, pricing of financial derivatives is a most prominent problem, where many of its computational obstacles
are suited to be overcome via quantum computation. Financial derivatives are contracts that allow the holder to buy
(call) or sell (put) some asset for an established price (strike) before a future point in time (maturity date). The
payoff of an option depends on the evolution of the asset price, which follows a stochastic process. Thus, the task of
estimating the price of the option is a relevant problem in financial science. A simple, yet successful model for pricing
options is the Black-Scholes model [34]. This is an analytically solvable model that predicts the asset evolution at a
certain time T to obey a log-normal probability distribution. Current classical algorithms rely on computationally
costly Monte Carlo simulations to estimate the expected return of options.
A few quantum algorithms have been discussed to improve on classical option pricing [35–37]. It has been shown
that a quantum algorithm can provide a quadratic speedup in the number of quantum circuit runs as compared to
the number of classical Monte Carlo runs needed to reach a certain precision. The basic idea is to exploit quantum
amplitude estimation [38–40]. Nonetheless, this can only be achieved when an efficient way of loading the probability
distribution of the asset price is available. The idea of using quantum Generative Adversarial Networks (qGAN)
[41, 42] to solve this issue has been analyzed [43].
In the following, we propose a novel quantum algorithm for option pricing. The key new idea is to construct a
quantum circuit that works in the unary basis of the asset value. Then, the evolution of the asset is computed using
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2an amplitude distributor module. Furthermore, the computation of the payoff greatly trivializes. A third part of the
algorithm is common to previous approaches, namely it uses amplitude estimation. The unary scheme brings further
advantage since it allows for a post-selection strategy that results in error mitigation. Our unary representation
requires more qubits than a binary one, yet its performance is more robust and probably best suited to be run on
NISQ devices. Unary representations have been considered in previous works [44–46].
We will illustrate our new algorithm focusing on a simple European option, whose payoff is only a function of the
asset price at maturity date, when the contract must be executed. We will compare the performance of our unary
quantum circuit with the previous binary quantum circuit proposal. The paper is organized as follows. We first
introduce the standard ideas on option pricing in Sect. II. The novel unary quantum algorithm is presented and
analyzed in Sect. III. We devote Sect. IV to recall the known binary approach, and we compare unary and binary
quantum circuits in Sect. V.
II. CLASSICAL OPTION PRICING
The evolution of asset prices in financial markets is usually computed using a model established by F. Black and M.
Scholes in Ref. [34]. This evolution is governed by two properties of the market, the interest rate and the volatility,
which are incorporated into a stochastic differential equation. The equations controlling a set of assets are usually
solved using Monte Carlo methods.
A. The Black-Scholes model
The Black-Scholes model for the evolution of an asset is based on the following stochastic differential equation [34]
dSt = St r dt+ St σ dWt, (1)
where r is the interest rate, σ is the volatility and Wt describes a Brownian process. Let us recall that a Brownian
process Wt is a continuous stochastic evolution starting at W0 = 0 and made of independent gaussian increments.
To be specific, let N (µ, σs) be a normal distribution with mean µ and standard deviation σs. Then, the increment
related to two steps of the Brownian processes is Wt −Ws ∼ N (0, t− s), for t > s.
The above differential equation can be solved analytically using Ito’s lemma [47], whereby Wt is treated as an
independent variable with the property that (dWt)
2 is of the order of dt. Thus, the approximated derivative dSt can
be written as
dSt =
(
∂St
∂t
+
1
2
∂2St
∂W 2t
)
dt+
∂St
∂Wt
dWt. (2)
By direct comparison to Eq. (1), it is straightforward to see that
∂St
∂Wt
= St σ, (3)
∂St
∂t
+
1
2
∂2St
∂W 2t
= St r. (4)
Using the initial condition S0 at t = 0, and the Ansatz
St = S0 exp{(f(t) + g(Wt))}, (5)
the solution for the asset price turns out to be
St = S0e
(r−σ22 )teσWt ∼ exp
{
N
((
r − σ
2
2
)
t, σ
√
t
)}
. (6)
This final result corresponds to a log-normal distribution.
3B. European Option
An option is a derivative contract for the trading of assets. In its call/put form, the option holder can buy/sell an
asset on a specific date or decline such a right. As a particular case, European options can be exercised only on a
specified future date, and only depend on the actual price of the asset at that time. The price that will be paid for
the asset is called exercise price or strike. The day on which the option can be exercised is called maturity date.
A European option payoff is defined as
f(St) = max(0, ST −K), (7)
where K is the strike price and T is the maturity date. An analytical solution exists for the payoff of this kind of
options.
In the following, we will propose a new quantum algorithm to price European options. Note that any quantum
strategy must cope with the construction of the correct probability distribution for the asset price at maturity, and
also has to be able to compute the payoff, which is a function with discontinuous derivative. Both problems have to
be solved as part of the quantum circuit.
III. UNARY ALGORITHM
Let us outline a novel quantum algorithm that prices European options according to the Black-Scholes model. The
main feature of the algorithm is that it works in the unary representation of the asset value encoded on the quantum
register. That means that for every element of the basis only one qubit will be in the |1〉 state, whereas all others will
remain in |0〉. A quantum register |ψ〉 made of n qubits in the unary representation can be written as
|ψ〉 =
n−1∑
i=0
αi |i〉
= α0 |00 . . . 01〉+ α1 |00 . . . 10〉+ . . .+ αn−2 |01 . . . 00〉+ αn−1 |10 . . . 00〉
=
n−1∑
i=0
αi
n−1⊗
j=0
|δij〉
 ,
(8)
where |i〉 corresponds to the i-th element of the unary basis, δij is the Kronecker delta and
∑n
i=1 |αi|2 = 1. This
unary representation is significantly distinct from the binary one which uses all available basis states in the Hilbert
space. Previous proposals for quantum circuits that price options do use the standard binary representation [36].
Given a fixed number of qubits, the unary scheme allows for lower precision than the binary one. Indeed, only
n out of 2n basis elements of the Hilbert space are used. However, due to the natural mapping between the unary
representation and the option price evolution, we will find that the probability distribution loading and the expected
payoff calculation can be carried out with much simpler quantum circuits. On real devices, the potential gain of the
unary representation translates into a shallower circuit depth and simpler connectivity requirements. Furthermore,
the unary scheme provides means to post-select results so as to increase the faithfulness of the computation. As a
matter of fact, given a precision goal, it may well turn out to be advantageous to move to the unary representation
on NISQ devices, as the use of more qubits simplifies the complexity of the circuit.
The algorithm that estimates the payoff of financial derivatives is structured in three independent parts, see Fig. 2.
(a) Amplitude distributor : it encodes the underlying probability distribution of an asset price into a quantum
register.
(b) Payoff calculation: it computes the expected payoff of the asset at maturity date. The expected payoff is
encoded into the amplitude of an ancillary qubit.
(c) Amplitude estimation: it speeds up the actual measurement of an outcome carrying the expected payoff.
This three-part sequence is common to unary and binary representations. In this paper we present a novel way of
proceeding with the first two steps of the algorithm, that we will now discuss in further detail.
4Figure 1: Scheme for the quantum representation of a given asset price at maturity date. For a given number of Monte Carlo
paths, a binning scheme must be applied in such a way that the prices of the asset are separated according to its value. Each
bin is mapped then to an element of the unary basis, whose coefficient is the number of Monte Carlo paths in this bin. The
quantum representation of the asset price at maturity contains all possible Monte Carlo paths simultaneously. The precision is
then bounded by the numbers of bins we can store on a quantum state, i.e. how many qubits are available.
Figure 2: Basic structure of the option pricing algorithm on a quantum computer with n qubits for the register plus one ancilla
to compute the expected payoff. Further amplitude estimation can be performed using different schemes that may need a
different number of extra ancillary qubits. The algorithm is separated in three distinct parts, each serving a specific purpose
as discussed in the main text. The components that we tackle in this paper are the first two.
A. Amplitude distributor
The probability distribution predicted by the Black-Scholes model is based on the solution of the stochastic differ-
ential equation in Sec. II A. For a given number of qubits, that is of precision, the asset price at any time can be
mapped to a fixed depth circuit that distributes probabilities according to the final desired result.
The unary representation is akin to the value of the asset. In other words, for every element in the superposition
describing the quantum register, the qubit which is flipped into |1〉 determines the value of the asset. The superposition
of the unary basis elements accounts for the Monte Carlo spread of asset values, with their corresponding probability.
The quantum circuit generating the final register operates as a distributor of probability amplitudes. We initialize
the circuit at |0〉⊗n and then act with a Pauli X-gate on the middle qubit. At this point, the register displays a single
qubit in |1〉, which is an element of the unary basis. Then, the coefficients of the register in the next step of the circuit
are generated using partial-SWAP gates (also called parametrized-SWAP or SWAP power gate) between the middle
qubit and its neighbors. This provides the first step to distribute the probability amplitude from the middle qubit to
the rest. The procedure is repeated until the edge of the system is reached, as illustrated in Fig. 3. Specific angles
can be fed into each partial-SWAP gate to obtain the target probability distribution in the unary representation.
5Let us note that any final probability distribution at time t can be obtained with this circuit whose depth is
independent of time, since all the necessary information is carried in the angles of the partial-SWAP gates. To be
precise, given n qubits, the circuit will always be of depth bn/2c+ 1. The time dependency of the solution is encoded
in the angles determining the partial-SWAP gates. This idea is reminiscent of the quantum circuits that describe the
exact solution of the Ising model [21, 48, 49].
Figure 3: Quantum circuit for loading any probability distribution in the unary representation. The circuit works as a
distributor of amplitude probabilities from its middle qubit to ones in the edges, using partial-SWAP gates that act only on
nearest neighbors. Time dependence is encoded in the angles determining the gates.
The mapping of a probability distribution function to the unary system is dependant on (n−1) angles that need to
be introduced in the partial-SWAP gates. There are two distinct situations depending on whether the final distribution
probability is known exactly or not. The first case can be addressed solving an exact set of equations as described in
the following. In case only the differential equation is known, but not its solution, other methods should be employed
[50].
For a known probability distribution, it is possible to determine in an exact way the circuit that delivers the final
register amplitudes by solving a system of n equations to solve for n− 1 parameters. Let us consider Fig. 3. In the
unary basis, every qubit represents the basis element in which the qubit is |1〉. Thus, the coefficient of every element
depends as many angles as partial-SWAP gates are needed for reaching its corresponding qubit. Thus, the central
qubits of the circuit will depend only on 2 angles, and the number of dependencies increases one by one as we move
to the outer part of the circuit. The very last two qubits depend on the same angles. As we move away from the
middle, each qubit inherits the same angle dependency than the previous ones plus an additional rotation. Starting
from the two edges, their coefficients verify the following ratios∣∣∣∣α0α1
∣∣∣∣2 = tan2(θ1/2) (9)∣∣∣∣αn−1αn−2
∣∣∣∣2 = tan2(θn−1/2). (10)
Then we identify |αi|2 = pi, where {pi} is the target probability distribution. The next step corresponds to considering
the qubits 1 and 2, as well as n− 3, n− 2. The relations for their coefficients must obey∣∣∣∣α1α2
∣∣∣∣2 = cos2(θ1/2) tan2(θ2/2) (11)∣∣∣∣αn−2αn−3
∣∣∣∣2 = cos2(θn−1/2) tan2(θn−2/2). (12)
Then, it is straightforward to back-substitute parameters step by step until we arrive to the central qubits. This
procedure fixes completely the modulus of all coefficients.
Once the exact solution for the angles is inserted into the circuit depicted in Fig. 3, the amplitude distributor
algorithm is completed. The quantum register then reads
|Ψ〉 =
n−1∑
i=0
√
pi |i〉 . (13)
6Note that describing a probability distribution with squared amplitudes of a quantum state allows for a free phase in
every coefficient of the quantum circuit. For simplicity, we will set to zero all these relative phases by only operating
with real partial-SWAP gates.
Let us turn our attention to the gates which are needed in the above circuit. Sharing probability between neighbor
qubits can be achieved by introducing a two-qubit gate based on the SWAP and Ry operations. This variant on the
SWAP gate performs a partial SWAP operation, where only a piece of the amplitude is transferred from one qubit to
another. This operation preserves unarity, that is the state remains as a superposition of elements of the unary basis.
This partial-SWAP, can be decomposed using CNOT as the basic entangling gate as
=
 1 0 0 00 cos θ/2 sin θ/2 00 − sin θ/2 cos θ/2 0
0 0 0 1
 = , (14)
where the usual CNOT gate in the center of the conventional SWAP gate has been substituted by a cRy gate. In
turn, the cRy operation can be reworked as a combination of single-qubit gates and CNOT gates [51]:
= . (15)
This decomposition will come into play for the expected payoff calculation algorithm as well.
Moreover, the partial-SWAP gate may be substituted with a partial-iSWAP gate which performs the same purpose
of amplitude sharing. This partial-iSWAP gate,
partial-iSWAP =
 1 0 0 00 cos θ/2 −i sin θ/2 00 −i sin θ/2 cos θ/2 0
0 0 0 1
 , (16)
is a universal entangling gate that comes naturally from the capacitive coupling of superconducting qubits [52, 53]. For
the purposes of this algorithm, both the CNOT and partial-iSWAP basis gates are analogous, but the direct modeling
to partial-iSWAPs can economize the total number of required gates for the amplitude distributor. Partial-iSWAP
gates can be used to decompose CNOT gates. More explicitly, a CNOT gate an be reproduced with two iSWAP
gates, and 5 single qubit gates.
B. Expected payoff calculation
The expected payoff calculation circuit builds upon the action of the amplitude distributor to encode the expected
return on an ancillary qubit. The unary representation allows for a simple algorithm to accomplish this task. The
procedure will prepare an entangled state in the form
|Ψ〉 =
√
1−A2 |ψ0〉 |0〉+A |ψ1〉 |1〉 , (17)
where |ψ0,1〉 are states keeping in their superpositions the basis elements below and above the strike, respectively.
The payoff is encoded within the amplitude A, with |A|2 ≤ 1, ready for amplitude estimation [40].
The relevant point to encode the payoff of an European option in an ancillary qubit is to distinguish in the quantum
register whether the option price Si is above or below the strike K. This task turns out to be very simple when working
in the unary representation, as opposed to the binary one where a comparator needs to be introduced. To be explicit,
the computation of the payoff can be achieved by applying cRy rotations controlled by the qubits that encode a price
higher than the accorded strike K. These cRy gates will only span over those qubits that represent asset values larger
than the strike. Note that the depth of the circuit will be n− k, where k is the unary label of the strike K, see Fig.
4.
The rotation angle for each cRy depends on the contribution of the qubit to the expected payoff. This can be
achieved using
φi = 2 arcsin
√
Si −K
Smax −K , (18)
7Figure 4: Quantum circuit that encodes the expected payoff in an ancillary qubit in the unary representation. Each qubit
with a mapped option price higher than the designated strike controls a cRy gate on the ancilla, where the rotation angle is a
function of its contribution to the expected payoff.
where the denominator inside the arcsin argument is introduced for normalization.
Once the angles are plugged in their respective gates, the resulting state of the quantum system is
|Ψ〉 =
n−1∑
Si≤K
√
pi |i〉 |0〉+
n−1∑
Si>K
√
pi cos(φi/2) |i〉 |0〉+
n−1∑
Si>K
√
pi
√
Si −K
Smax −K |i〉 |1〉 . (19)
The state is now in the form of Eq. (17). It is straightforward to see that the probability of measuring |1〉 in the
ancillary qubit is
P (|1〉) =
∑
Si>K
pi
Si −K
Smax −K . (20)
In order to recover the encoded expected payoff, we need to measure the probability of obtaining |1〉 for the ancilla
and then multiply it by the normalization factor Smax −K. Note that the form of the state is such that further
amplitude estimation can be performed.
C. Full circuit
Once the probability loading and expected payoff calculation are combined, the unary algorithm we propose is
complete. The full circuit is showcased in Fig. 5 using an example with 7 qubits plus an ancilla.
Figure 5: Total circuit for the pricing of European derivatives in the unary representation for n = 7 qubits. The strike price K
corresponds to qubit q4 in this example.
The number of gates the algorithm requires scales linearly with the number of qubits, that is O(n). This scaling
corresponds to a linear scaling with the precision in the discretization of the probability distribution.
8D. Ideal chip architecture
The structure of the unary algorithm allows for a simple chip design. In order to upload the desired probability
distribution to the quantum register only local interactions between first neighbor qubits are required. Therefore,
qubits can be arranged on a single line with two-local interactions. Such a connectivity is perfectly suited to carry
out the algorithm. In order to compute the expected payoff, the ancillary qubit needs to interact with the rest of the
quantum register. This structure is outlined in Fig. 6 for an arbitrary number of qubits.
.
Figure 6: Ideal chip architecture to implement the unary algorithm for option pricing. Only a single ancilla qubit has to be
non-locally controlled by the rest of the qubits. All other interactions are first nearest neighbor gates. This design scales
linearly with the number of qubits.
The simplicity of the architecture needed to implement the unary algorithm might yield an advantage over alterna-
tive algorithms in NISQ computers. Note also that superconducting qubits allow for a natural implementation of the
partial-iSWAP gate [52]. This realization of the quantum circuit would result in a decrease of the number of needed
gates by factor of 6 in the amplitude distributor module.
E. Gate count
The unary algorithm needs O(n) partial-SWAP gates in order to distribute the amplitude and O(αn) controlled-Ry
gates to encode the payoff in an ancillary qubit, where 0 ≤ α ≤ 1 depends on the strike price K. However, actual
quantum devices operate using a native set of gates that serve to construct any other unitary. We present in Table
I the gate count of the total circuit as a function of the number of qubits, using either CNOT or partial-iSWAP as
the native entangling gate. The gate count assumes the simple ideal chip structure, see Fig. 6, that requires first
neighbor interactions and an ancilla connected to the rest of the qubits.
The partial-iSWAP gate introduces a substantial gain for the amplitude distributor but requires more gates in order
to implement the payoff calculation. If both partial-iSWAP interaction between nearest neighbors and CNOT-based
connection with the single ancilla are implemented, the best scaling of the total algorithm would be achieved. To be
precise, the total number of gates would be (4α+ 1)n+ 1, and the depth of the circuit would become (4α+ 12 )n.
F. Error mitigation
NISQ era algorithms need to be resilient against gate errors and decoherence, since fault-tolerant logical qubits are
still far from being a reality. The unary representation we are proposing here to deal with option pricing turns out to
offer a post-selection strategy that manages to mitigate different type of errors.
The key idea behind the possibility of accomplishing error mitigation is that unary algorithms should ideally work
within a subspace of the Hilbert space, namely all terms superposed in the quantum register must contain a single
qubit in the |1〉 state, excluding the ancilla. As a consequence, the read-out of any measurement should reflect this
9CNOT partial-iSWAP
Amplitude Payoff Amplitude Payoff
distributor estimator distributor estimator
1-qubit gates 2n 2αn 1 α10n
2-qubit gates 4n 2αn n α5n
Circuit depth 3n 4αn n/2 15αn
Table I: Scaling of the number of 1- and 2-qubit gates and circuit depth as a function of the number of qubits n representing
asset value, for the amplitude distributor and payoff estimator. In case the experimental device can implement both CNOT
and partial-iSWAP, the total amount of gates and total depth would be reduced. The parameter 0 ≤ α ≤ 1 depends on the
position of the strike in the qubit register.
fact. It is then possible to reject any outcome that does not fulfil this requirement. As a matter of fact, a number of
repetitions of the experiment must be discarded, what results in a reduction of errors.
We will investigate in detail the performance of unary vs. binary circuits for option pricing in Sec. V. There we will
find out that the unary representation is advantageous to the binary one, when targeting the same realistic precision.
IV. BINARY ALGORITHM
For the sake of completeness, we now present a binary algorithm for option pricing, as introduced in Ref. [35]. We
will be comparing both unary and binary approaches in Sec. V.
The binary algorithm is also divided in three parts, as the unary one, namely (a) amplitude distribution loading,
(b) expected payoff computation and (c) amplitude estimation. The main difference is that all computational-basis
states are used to codify the discretized probability distribution of an asset price at maturity time. This implies steps
(a) and (b) will require completely different quantum circuitry. We now proceed to describe these first two steps for
the binary case.
A. Amplitude distribution loading
Uploading probability distributions onto quantum states is a very general problem that was considered in [54].
In this work, it was claimed that any probability distribution that is efficiently integrable on a classical computer,
e.g. log-concave distributions, can be loaded efficiently onto a quantum state. However, several authors [55, 56] have
pointed out that the method proposed there requires pre-calculating a number of integrals that grows exponentially
with the number of qubits. In the case of option pricing, a reasonable precision requires a moderate number of qubits
in the unary representation and many less in the binary representation. But, as a matter of fact, the reduction
to a logarithmic number of qubits in the binary representation is compensated by the exponential effort needed to
prepare the probability distribution. That is, in practise, both unary and binary representations require equal effort
to pre-process the probability distribution to later encode it in the quantum register.
An alternative method to encode a probability distribution in a quantum state is the use of so-called quantum
Generative Adversarial Networks (qGANs) [41–43]. In this scheme, two agents, a generator and a discriminator
compete against each other. The generator learns to produce data that mimics the underlying probability distribution,
trying to deceive the discriminator into believing that the new data is faithful. On the other hand, the discriminator
has to learn how to tell apart the real data from the data produced by the generator. This quantum adversarial game
has a unique endpoint: Nash equilibrium is reached when the generator learns to produce states that deliver probability
outcomes that are indistinguishable from the desired probability distribution, and the discriminator cannot tell them
apart. In order to upload probability distributions onto quantum states using qGANs, a parametrized quantum circuit
may play the role of a generator, whereas the discriminator may be a classical neural network.
At present, there is still a lack of precise understanding on how to efficiently upload probability distributions on
a quantum computer in binary representation, which makes rigorous complexity analysis in terms of the number of
gates difficult.
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B. Payoff computation
A useful feature of the unary algorithm is that, given a strike K, one can directly know which qubits will not
contribute to the expected return of the option, and therefore adjust the quantum circuit. This is only possible
since the unary representation maps directly to the asset price. In a binary encoded setting one needs to compute
explicitly which basis elements will make a non-zero contribution to the expected payoff. Hence the need of a quantum
comparator, UK , that singles out the values of ST that are smaller than the strike price K. This comparator requires
the use of n+ 1 ancillary qubits, one of which is retained after the computation. Its action is given by
|ψ〉|0〉 UK−−−−−−→
∑
Si<K
√
pi |ei〉|0〉+
∑
Si≥K
√
pi |ei〉|1〉, (21)
where {|ei〉} is the computational basis and {Si} are the asset values at maturity associated to computational-basis
vectors. The quantum circuit implementing Eq. (21) can be constructed using cNOTs, Toffoli gates and OR gates,
see Fig. 7. In order to understand the way this circuit works, let us consider the case where the discretization of the
interval [Smax − Smin] is uniform. In this case, the relation between {Si} and {|ei〉} is
Si = Smin +
ei (Smax − Smin)
2n
. (22)
This implies that
Si > K ⇔ ei > 2
n (K − Smin)
Smax − Smin ≡ K
′. (23)
The idea goes as follows. First, we classically compute the two’s complement of K ′, i.e. 2n−K ′, and store it in binary
format in a classical array of n bits, t[j] with j ∈ [0, 1, . . . , n− 1]. Then, using n ancillas, |a0 · · · an−1〉, initialized to
|0 · · · 0〉, we compute the carry bits of the bitwise addition between t and {ei}, and store them in superposition into
|a0 · · · an−1〉. If ei > K ′, then necessarily an−1 = 1.
Figure 7: Quantum comparator, UK .
The exact circuit needed for a given strike will depend upon the values of the bits in t. If t[j] = 0, then there will
be a carry bit at position j if and only if there is a carry bit at position j − 1 and the j-th bit of ei is 1. This is
computed with a Toffoli gate. On the other hand, if t[j] = 1, there will be a carry bit at position j if and only if there
is a carry bit at position j − 1 or the j-th bit of ei is 1. This is computed with an OR gate, shown in Fig.8. Finally,
there will be a carry bit at a0 if and only if t[0] = 1 and the first bit of ei is 1. This is achieved with a simple CNOT
gate. As explained above, if ei ≥ K ′, then an−1 must be equal to 1. Hence, applying a CNOT gate controlled by the
qubit |an−1〉 and targeted at the ancilla, the desired state in Eq. (21) is obtained.
Once Uk has been applied, the next step is to encode the expected payoff of the option into the amplitudes of a
new ancilla. The final state to be created should be∑
Si<K
√
pi |ei〉|0〉 [cos(g0)|0〉+ sin(g0)|1〉] +
∑
Si≥K
√
pi |ei〉|1〉 [cos(g0 + g(i))|0〉+ sin(g0 + g(i))|1〉] , (24)
11
Figure 8: Decomposition of the OR gate in terms of single-qubit and Toffoli gates.
where
g0 =
pi
4
− c , g(i) = 2c (ei −K
′)
emax −K ′ , (25)
with c a constant such that c ∈ [0, 1]. Thus, the probability of measuring the second ancilla in the |1〉 state in (24) is
Prob(1) =
∑
Si<K
pi sin
2(g0) +
∑
Si≥K
pi sin
2(g0 + g(i)) . (26)
Using the approximation
sin2
(
cf(i) +
pi
4
)
=
1
2
+ cf(i) +O(c3f3(i)) , (27)
to first order, which follows from Taylor-expanding sin2(f(x) + pi4 ) around f(x) = 0, the probability becomes
Prob(1) '
∑
Si<K
pi
(
1
2
− c
)
+
∑
Si≥K
pi
(
1
2
+ c
[
2 (ei −K ′)
emax −K ′ − 1
])
=
1
2
− c+ 2c
emax −K ′
∑
Si≥K
pi (ei −K ′) . (28)
It is important to note that the approximation made in Eq. (28) is valid since cf(i) = c
[
2 (ei−K′)
emax−K′ − 1
]
∈ [−c, c].
Reversing the change from Eq. (23), namely∑
Si≥K
pi (Si −K) = Smax − Smin
2n
∑
Si≥K
pi (ei −K ′), (29)
the expected payoff function, i.e.
∑
Si≥K pi (Si − K), can be recovered from the probability of measuring 1 in the
ancilla, Eq. (28), since c,K, Smax are all known.
Figure 9: Encoding of the expected return of a European option into the amplitudes of an ancilla qubit in binary representation.
The quantum circuit that produces the final state (24) from (21) is composed of n ccRy gates, plus one Ry and one
cRy gate, shown in Fig. 9. The decomposition of a ccRy gate in terms of CNOTs and cRy gates is shown in Fig. 10.
C. Ideal chip architecture
The binary algorithm for payoff calculation needs non-local chip connectivity. For the sake of comparison with the
simplest chip architecture we presented for the unary algorithm, the most basic connectivity needed to perform the
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Figure 10: Decomposition of a ccRy gate in terms of cNOTs and cRy gates.
steps described for the binary scheme is displayed in Fig. 11. The number of necessary qubits for the binary algorithm
scales better than the unary approach, despite the increasing number of ancillary qubits required. Nevertheless, the
need of Toffoli gates and full connectivity will eliminate this advantage in practical problems.
Figure 11: Ideal chip architecture to implement the binary algorithm for option pricing with 4 qubits of precision. The algorithm
requires a number of ancillary qubits equal to the precision qubits plus two, 4+2 in this example. Full connectivity is still
needed between the precision qubits and two ancillas.
D. Gate count
The scaling of the gate count for the binary algorithm is displayed in Table II. We compare the scaling when using
CNOT or partial-iSWAP as native gates. The CNOT gate turns out to be more convenient for the binary algorithm.
These results include the part of the algorithm that produces the uploading of the probability distribution into the
quantum register (hence the dependence on the number of layers of the variational circuit), but it does not take into
account the training required by the qGAN.
CNOT partial-iSWAP
qGAN Payoff estimator qGAN Payoff estimator
1 qubit gates 3nl (16+5α)n 8nl (86+5α)n
2 qubit gates nl 14n 2nl 28n
Circuit depth nl+l (27+2α)n 6nl+l (97+2α)n
Table II: Scaling of the number of 1- and 2-qubit gates and circuit depth as a function of the number of qubits n representing
the asset value in binary representation, for the amplitude distributor and payoff estimator. We compare this scaling in case
CNOT or partial-iSWAP gates are implemented. Note the large overheads due to the use of Toffoli gates. The parameter
0 ≤ α ≤ 1 characterizes the number of 1s in the binary representation of the strike price. For the amplitude distributor, l is
the number of layers a qGAN needs to successfully upload the data.
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This gate count is performed assuming full connectivity, or at least the connectivity presented in Fig. 11. Existing
quantum devices need to implement extra SWAP gates to account for insufficient connections, which are not taken
into account in this calculations. Therefore, the gate counting on a computer with less than this ideal connectivity
will result in a worse scaling.
Let us emphasize that the gate overhead for the unary representation is much lower than the one for the binary
case. This is due to the fact that the unary circuit does not require any three-qubit gate. This simplification is
eclipsed by the gain in precision for large n, provided that an efficient uploading of probability distributions is found
for the binary case. The detailed gate count comparing unary vs. binary circuits is shown in Fig. 12, where we have
taken α = 12 , l =
log2 n
2 . In order to compare like with like, the comparison of scaling is made as follows. For a given
number of n bins, which directly relate to precision, we take n qubits in the unary representation and only log2 n
in the binary one. Note that the overhead in the binary representation makes the unary one more convenient for a
number of bins less than ∼ 100. In practise, the connectivity requirements further benefits the unary representation
over the binary one.
(a) CNOT entangling gate (b) partial-iSWAP entangling gate (c) best combination
Figure 12: Scaling of the number of gates required for the total algorithm with the number of bins, as a function of different
native gates: (a) CNOT gates, (b) partial-iSWAP gates and (c) the best possible combination. The scaling is calculated
assuming ideal connectivity.
The unary algorithm needs, once decomposed into basic gates, less than 6n − 4 entangling CNOT gates and less
than 4n− 2 single qubit gates, further explored in III E. This is reduced by several factors if partial-iSWAP gates are
native in the quantum device, as only n− 1 entangling gates would be needed for the probability loading algorithm.
This upper bound hinges on the position of the strike price K as it greatly reduces the amount of gates on the second
step of the algorithm. This scaling confirms that this unary representation would get outperformed by the full binary
space for large number of bins provided the devices performed gates with no error. However, if quantum resources
are limited, as in NISQ devices, circumstances are favorable for the unary representation.
V. SIMULATIONS
The circuits we present in this paper can be simulated using the tools provided by the Python package Qiskit
[57]. We first consider both the unary and binary algorithms in ideal conditions, that is we verify the performance of
the quantum circuits in the absence of any noise. Then, we test both of them under increasing amount of different
simulated noise in order to attest which of the two procedures is more advantageous for NISQ devices.
A. Amplitude distribution loading
The log-normal probability distribution used for the simulations is generated in accordance with the Black-Scholes
model discussed in Sec. II. We work with an example, chosen such that the asset price at t = 0 is S0 = 2, the volatility
of the asset is σ = 40%, the risk-free market rate is r = 4% and the maturity time is T = 0.1 years. The accorded
strike price for the asset is set to be K = 1.9. The simulation of the asset price ranges up to three standard deviations
from the mean value of the distribution.
The final result of loading the amplitude distribution in the quantum register is equivalent in both unary and binary
representations. However, the binary algorithm requires the training of qGANs, that computationally is going to be
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more costly, and potentially noisy if performed on a real quantum computer. Meanwhile, the unary algorithm requires
solving a system of equations and the quantum circuit uploads it directly.
(a) unary representation (b) binary representation
Figure 13: The probability distribution is shown for equivalent 8 qubit unary and 3 qubit binary algorithms. The orange line
illustrates the classical target probability distribution. Each probability is estimated using 105 samples. Both algorithms reach
the desired target distribution, but the unary one achieves it in a single run of the circuit while the binary relies on a variational
method.
B. Expected payoff calculation
In terms of payoff calculation, the algorithms diverge slightly. Classically, with a precision of 104 bins, the estimated
payoff for this financial option is 0.1595, that we take as exact for comparison with the quantum strategies. In order
to compare like with like, on the quantum side we take 8 unary qubits and 3 binary qubits, that both correspond to 8
bins. The unary and the binary algorithms get similarly close to the approximate classical value. Averaging over 100
instances, in order to mitigate statistical sampling errors, the unary method outputs an expected payoff of 0.1552,
while the binary scheme results in an expected payoff of 0.1502 (see Table III). Due to the complexity of the binary
algorithm, errors appear that are not present in the unary.
Method Exact Unary Binary
Expected payoff 0.1595 0.1552 0.1502
Percentage off (%) — 2.98 6.17
Table III: Expected payoff calculation between the unary and binary algorithms. The expected payoff is averaged over 100
instances and compared to a precise computation via classical means. The unary algorithm is twice as precise in the payoff
calculation for this computation.
The error of the expected payoff improves as more precision is demanded. In turn, this precision depends on the
binning and where the strike is placed inside it. Therefore, at a large enough number of bins, the results fall within
a reasonable percentage of the actual value. Exceptions may occur at small binning, yet the error starts to stabilize
at 16-20 bins. At 100 bins errors for the option price go well below 1%.
C. Robustness against noise
In order to assess the robustness of the unary and binary algorithms, we simulate them in the presence of an
increasing amount of noise. The accuracy of the expected payoff is used to benchmark both algorithms against bitflip
and phaseflip errors of increasing magnitude. Both are considered to be Pauli errors and are characterized by the
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Figure 14: Percentage error from the exact value of the expected payoff for increasing number of bins in the probability
distribution.
probability of occurrence of a single X or Z-gate, for bitflip and phaseflip respectively, after applying any gate in
the system. In most real quantum devices, Pauli errors in two-qubit gate are more prominent than in single-qubit
gates. We study errors during readout as well. Measurement errors are generally an order of magnitude higher than
single-qubit Pauli errors. The simulations are performed with 8 unary and 3 binary qubits, both corresponding to 8
bins and in their respective ideal chip structures. The unary results include post-selection, which results in a clear
improvement of the algorithm.
The simulations have been performed separately with the three different kinds of errors (bitflip, phaseflip, measure-
ment). We then put them together all along the computation. The actual simulations are done using the native noise
modules provided by Qiskit, and data are collected for increasing error probability. We show in Figs. 15(a)-15(e) the
average of the relative error of the expected payoff computation when compared to the classical value. The shaded
region includes 70% of the total instances used for the average. The unary algorithm, in general, has less deviation
form the mean value than the binary algorithm.
The error in the expected payoff for increasing bitflip error is depicted in Fig. 15(a). This is the worst type of
noise both in the unary and binary representations. Nonetheless, the unary scheme is the most robust one as it has
a better scaling with the increasing error. The same amount of phaseflip error is more benign on the expected payoff
computation, see Fig. 15(b). One can observe that the unary algorithm is kept below errors of 10% whereas the
equivalent binary algorithm reaches over 25% of disagreement with the classical value. The unary algorithm is also
more robust when faced with dephasing errors. The decrease in error that can be seen in the figures for small noise
can be attributed to deviations from the ideal circuit in the direction of the exact classical payoff, effectively cancelling
the inherent precision loss of the quantum algorithm with the random perturbation induced by noise.
One can compose both bitflip and phaseflip errors within the same probability of occurring to examine its effect on
the expected payoff computation, see Fig. 15(c). As the errors are combined, the percentage off the classical value
increases, but its behaviour indicates that the unary representation with post-selection is the most robust choice.
The case where post-selection does not help in error mitigation is when measurement errors occur. This is due
to the fact that the post-selection strategy requires measuring all qubits in the system, whereas in the binary case
only measurements on the ancilla qubit are needed. In Fig. 15(d) it can be seen that when the error in the readout
increases past 2%, the error in the unary payoff calculation increases past the one for the binary representation.
However, below a certain threshold there is still a gain in precision for the unary representation. This is not enough
to overcome the gain achieved for the bitphaseflip errors as can be seen in Fig. 15(e). For increasing general errors
the unary representation after post-selection remains the most robust method for payoff calculation. After the post-
selection procedure is applied, at an error rate of 0.3% for single qubit gates and 3% readout error, over 55% of the
data can still be used in the expected payoff computation.
Let us emphasize that current experimental errors, on the tenths of 1% for single qubit gates are such that the
unary representation provides a much more faithful computation of option prices.
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(a) bitflip error (b) phaseflip error
(c) bitphase error (d) measurement error
(e) total error
Figure 15: For equivalent 8 qubit unary and 3 qubit binary algorithms, percentage of error in the payoff calculation for
increasing (a) bitflip, (b) phaseflip, (c) combination of bitflip and phaseflip, (d) measurement and (e) total error up to 0.5%,
or 5% in case of measurement, for single-qubit gates, consistent with state-of-the-art devices. Two-qubit gates have twice the
error. Comparison of the error of the binary algorithm with the error mitigated unary scheme averaged over 106 runs. The
shaded region encompasses the 70% of the instances. The unary algorithm is more robust against bitflip and phaseflip errors
and the combination of the two. Figure (d) showcases increased measurement noise, which affects the unary algorithm more
as more qubits need to be measured. With a combination of all errors, the unary representation is the most robust algorithm
for expected payoff computation.
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VI. CONCLUSIONS
Finance stands as one of the fields where quantum computation may be of relevance. We have here presented a
novel quantum algorithm that allows for the pricing of European options whose defining trait is that it works in the
unary representation of the asset value.
We have illustrated our algorithm in the particular case of a single European option, whose maturity price for the
underlying asset is obtained as the solution of a Black-Scholes equation and its expected return depends on a prefixed
strike value. The global structure of our algorithm is divided in three steps: i) generation of the amplitude distribution
of the asset value at maturity, ii) evaluation of the expected return given the strike value, and iii) amplitude estimation.
Our algorithm needs of several new ideas to make this strategy concrete.
The very first step is to define the level of precision the algorithms should aim at. This precision is related to n,
the number of qubits in the circuit. The more qubits, the more resolution we can get.
The next step corresponds to building the amplitude distribution of the asset at maturity. We have proposed to
handle this problem using a circuit of depth n/2 that operates as a distributor of probability amplitude. this step of
the algorithm substitutes the classical Monte Carlo generation of probabilities.
The computation of the expected return is particularly simple in the unary representation. It only needs a series
of n conditional two-body gates from the original qubit register to an ancilla. It then follows standard amplitude
amplification.
The use of unary representation seems at odds with performing precise computations. This is not so, as the precision
of the expected return is an average over a sampled probability distribution which needs not have a too high resolution.
We verify this statement in detail to find that less than 100 qubits are enough to have competitive computations.
Unary representation definitely offers relevant advantages over the binary one. First, it allows for a simple dis-
tribution of probability amplitudes. Second, it provides a trivial computation of expected returns. Third, unary
representation should only trigger one output qubit, while reading the expected return in the ancilla. This offers a
consistency check. If no output, or more than one are triggered, the run is rejected. The ability to post-select faithful
runs mitigates errors and increases the performance of the quantum algorithm.
There are a number of further improvements that may be included in the algorithm. It is possible, for instance,
to increase precision by taking the qubits to represent non equispaced elements in the probability distribution. It is
enough to populate more densely the subtle regions of the sample distribution to gain some precision. Ideas to include
multi-asset computations are also available [58].
Finally, let us mention that our unary option pricing algorithm can be implemented in quantum computers recently
presented.
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