Abstract. Recently, the modified BFW model on random graph [Phys. Rev. Lett., 106, 115701 (2011)], which shows a strongly discontinuous percolation transition with multiple giant components, has attracted much attention from physicists, statisticians and materials scientists. In this paper, by establishing the theoretical expression of evolution equations on the modified BFW model, the steady-state and evolution process are analyzed and a close correspondence is built between the values of parameter α and the number of giant components in steady-states, which fits very well with the numerical simulations. In fact, with the value of α decreasing to 0.25, the error between theoretical and numerical results is smaller than 4% and trends to 0 rapidly. Furthermore, the sizes of giant components for different evolution strategies can also be obtained by solving some constraints derived from the evolution equations. The analysis of the steady-state and evolution process is of great help to explain why the percolation of modified BFW model is explosive and how explosive it is.
Introduction
Percolation is a classical model in statistical physics, probability theory, materials science, complex networks and epidemiology, which is initiated as a mathematical framework for the study of random physical processes such as a e-mail: weiw@buaa.edu.cn flow through a disordered porous medium. The research in percolation is not only of academic interest but also of considerable practical value. During the last five decades, percolation theory has found a broad range of application in epidemic spreading, porous media, robustness of networks to attacks, etc [1, 2, 3] . Spencer [4] , in which they propose that the phase transition of some certain Achlioptas process is discontinuous and call it explosive percolation. This interest phenomenon leads to intensive studies on the other models like scalefree network [5, 6] , local cluster aggregation model [7] and lattices [8, 9] . More recently, it has been demonstrated that all Achlioptas processes have continuous phase transitions in the mean-field limit [10, 11, 12, 13, 14, 15] . But some other kinds of models, which have different and special rule of evolution, such as triangle rule [16] , largest cluster rule [17] , etc [18, 19, 20, 21, 22, 23, 24, 25] , have been analyzed in details and indeed exhibit explosive percolation.
In particular, the BFW model on random graphs, originally introduced by Bohman, Frieze, and Wormald [26] , is similar to Achlioptas processes but more restricted. The recent work of W. Chen and R. M. D'Souza [27, 28] , shows a strongly explosive percolation with multiple giant components in BFW model. It is also shown that with smaller parameter values, the transition will become more explosive and the number of giant components will increase. Furthermore, K. J. Schrenk et al. [29] generalize the results to the lattice with different dimensions.
So far, although one-dimensional and mean-field percolations have been solved theoretically, the others still remain on researching, especially the explosive percolation, which attracts much attention from physicists, statisticians and materials scientists. As a typical member of explosive percolation, the percolation threshold of BFW model has been analyzed, but many other properties are still not clear, which drives us to investigate the evolution process of BFW model with both simulation and theoretical method.
This paper is organized as follows. In section 2, we introduce the BFW algorithm with parameter α in details; the mathematical expression of BFW model is established and analyzed in theory, by which, we obtain the steadystate condition and evolution regulation of BFW model for any α. In section 3, by analyzing the evolution procedure of BFW model, we find the relationship between parameter α and the steady-state, that is when α ∈ (
BFW algorithm must stabilize with m giant components, for any m ∈ N + . Furthermore, size of these components must satisfy some constraint equations which are given in our paper.
Dynamical behaviors of BFW(α) model
The BFW model on random graph is firstly introduced by T. Bohman, A. Frieze, and N. C. Wormald [26] , aiming to choose a subset A ∈ {e 1 , e 2 , ..., e 2t } with |A| = t such that for t as large as possible the size of the largest This result has been verified by theoretical methods [26] and simulations [27] .
Recently, the BFW model is extended to BFW(α) one and analyzed by W. Chen and R. M. D'Souza [27] with modifying the function g(k) to α+1/ √ 2k. It is shown that multiple giant components appear in a strongly explosive percolation transition. Furthermore, with the value of α decreasing, the threshold will delay and the phase transition will be more explosive. In the following sections, we will discuss the reason and properties of these phenomenons and provide theoretical analysis.
For the theoretical analysis on the BFW(α) model, the BFW(α) algorithm is shown as follows:
5 e is a randomly sampled edge; 6 while(t < 2n) 7 begin 8 l= Maximum size of component in A {e};
13 sample an edge e randomly;
16 else
18 sample an edge e randomly;
19 end 20 end
Evolution analysis on the BFW(α) model
To analyze the evolution of BFW(α) model and its steadystates, we consider the following variables: k, t, u and n possess the same meaning as they are in the BFW(α) algorithm; m represents the number of components; C i denotes the fraction of ith largest component. In BFW(α) algorithm, there are three cases when an edge is sampled:
•Case I: the vertices of sampled edge are in the same component;
•Case II: they are in two components C i and C j and
•Case III: they are in two components C i and C j and
According to the BFW(α) algorithm, we sample a random edge at step u: in Case I, the edge is also accepted;
in Case II, the edge is also accepted and two components Let's first introduce a function f α (t, u, k), which denotes the maximum acceptable value of △k at one step.
Due to the BFW(α) algorithm, if the rate of accepted edges t/u is smaller than α, any sampled edge should be accepted; else, k can only increase until the condition
is shown as follows:
According to the definition of f α , when a randomly edge is sampled between two components C i and C j , if and only if f α ≥ n(C i + C j ) − k, we can accept the edge (t ← t + 1) and the components C i and C j merge together (m ← m − 1). Moreover, k can change by no more than n(C i + C j ) − k and f α (t, u, k), so we have that in one step:
Here δ(x, y) = 1 if x ≤ y and δ(x, y) = 0 otherwise.
As u increases, the evolution equations of k, t and m are established as follows:
Here the function P 1 (t, u, k) is defined as the probability that the vertices of a randomly sampled edge at step u are in the same component (Case I); similarly, the function P 2 (t, u, k) is defined as the probability that they are in two components with sum smaller than k (Case II). Therefore, we can simply obtain:
For Eq. (4), k is the upper bound of size of the largest component and never changes in Case I and II; only in
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5
Case III, k can change by no more than n(C i +C j )−k and
Eq.(5), △m = 0 in Case I and −1 in Case II respectively; in Case III, the number of components will decrease by 1 if and only if f α ≥ n(
For Eq.(6), the sampled edge must be accepted in Case I and II, so △t = 1; similar to the m of Eq. (5) in Case III, edge can be accepted when
Steady-state conditions of evolution of the BFW(α) model
Although the Eq. (4)- (6) are unsolvable, some interest properties and results can still be deduced from these equations, especially the steady-state conditions.
Taking the right side of Eq.(4) and (5) as 0, we can
Furthermore, for two components with sum smaller than k, they must merge together, but merging operation is forbidden after system stabilizes, so any two giant components stay with n(C i + C j ) − k > 0 after stabilizing, then the steady-state conditions can be simplified to be:
According to the definition, f α (t, u, k) = 0 if and only if t/u > α + 1/ √ 2k, so we just need to prove t/u > α + 1/ √ 2k and P 1 (t, u, k) > α are equivalent.
For P 1 (t, u ′ , k) > α with some u ′ , we can prove that t/u > α + 1/ √ 2k for any u > u ′ . Doing calculations on both sides of Eq.(6) from an initial state (t 0 , u 0 ) to a current state (t 1 , u 1 ), we have:
No matter how large u is, we can always find some model, the sampled edge must be accepted and t, u increase accordingly in each step, which will lead to the increase of the value of t/u and finally make t/u > α.
For P 1 , only when a sampled edge linking C i and C j is accepted, the part of
which will make the value of P 1 (t, u, k) increase; otherwise, P 1 (t, u, k) will never change. So once P 1 (t, u, k) > α for some u, it will be kept for ever.
In summary, once P 1 (t, u ′ , k) > α for some u ′ , choosing u 0 > u ′ with t 0 /u 0 > α, we obtain:
Notice that the formula above is correct for any u 1 > u 0 .
After the giant components come up, we have:
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In the other side, if f α (t, u, k) = 0 keeps for any u > u ′ , Eq.(6) turns to be:
In order to ensure t/u > α + o(1)(∀u > u ′ ), we need the
Finally, we can obtain the steady-state conditions for any u > u ′ :
In fig.1 , simulations have verified this conclusion. For different values of α, the values of t/u and k/n change until
i > α, which means the BFW(α) system evolves until Eq.(10) taking effect.
Merging mechanism on the multiple giant components of BFW(α) model
Since in Case I and II, sampled edges are always accepted;
we just need to explicitly consider the Case III. Considering t/u α + 1/ √ 2k at step u; according to the BFW(α) algorithm, when the edge e u+1 is sampled at step u + 1 and t/(u + 1) α + 1/ √ 2k, the edge e u+1 is simply rejected. But if t/(u + 1) < α + 1/ √ 2k, k needs to increase.
To obtain the maximum accepted change of k, i.e. f α , we set t/u to be the smallest value: By the results, when P1(t, u, k) > α, t/u keeps greater than α and k keeps still.
differentiating u on both sides by k we find that:
Before the giant component appears, we consider that
With du = 1 and Eq. (11), we
If the sampled edge links components C i and C j , where C i , C j ∈ S, then n(
0, which means this edge is rejected. So the edge linking two components of S must be rejected and only the edge Please give a shorter version with: \authorrunning and \titlerunning prior to \maketitle linking to at least one component of ∁S can be received.
For the process is performed successively, either a new member in S comes up or the scale of an original one in S becomes more close to k. That is the key for coexisting multiple giant components, and they are expected to grow simultaneously before a critical point( fig.2) .
Similarly, after the giant components appear, the k ∼ nC i ∼ O(n),∀C i ∈ S, so we have:
Then we still have δ (n(C i + C j ) − k, f α ) = 0 and the members of ∁S keep merging into S until P 2 = 0. According to the steady-state conditions Eq. (10), if C i satisfies P 1 > α, the system will stabilize; else, P 1 (t, u, k), which is the probability that the vertices of sampled edge are in the same component, is smaller than α. As it is proved above, if P 1 < α, we can always have some u with t/u < α + 1/ √ 2k, which makes k keep increasing (the 14th and 15th lines of the algorithm) until two components merge together.
Furthermore, only two minimum components (marked
) can merge together. We define P as the probability of any other two components (marked as C i , C j ) merging together before the two minimum ones, then
For one step, △k = min (n(
that only one edge linking C can't merge together before C i and C j , we need k to increase by n(C i +C j −C should be added. So the probability P satisfies Eq.(13). As the system size n → ∞, the number of needed edges must satisfy:
In addition, when two components merge together,
. Notice that in m-steady-state, P 1 (t, u, k) keeps unchanged and is larger than α ∈ (α m+1 , α m ], so P 1 (t, u, k) must be the upper bound of α in m-steadystate:
Suppose all components' size in S are very close and m i=1 C i ≃ 1, we have theoretical expression of the α m :
As the value of α goes smaller, the assumption is more close to the truth by numerical results ( fig.5 ).
Number and sizes of multiple giant components
Firstly, we can take the whole set S as a component and is expected to be the sampled edge number u. As rejected edges are almost between two components of S, the size of whole set S is almost unchanged if we take these rejected edges on. According to the method of generating function [33] , the fraction x of giant component satisfies the equation 1 − x = e −2xu/n , here u represents the number of added edges. At the critical point, the threshold In summary, parameter α determines when the system can stabilize and which state the system can stabilize in. In the evolution process of BFW(α) model, α can only take effect on when to increase k. As to how much k increases, α doesn't work. With this special evolution rule of BFW(α) model, the connection between two adjacent steady-states is found and sizes of giant components are obtained. As the value of α decreasing, theoretical results can be much better verified by simulations.
