Classical Molecular Dynamics (MD) simulations are employed as a tool to investigate structural properties of ice crystals under several temperature and pressure conditions. All ice crystal phases are analyzed by means of a computational protocol based on a clustering approach following standard MD simulations. The MD simulations are performed by using a recently published classical interaction potential for oxygen and hydrogen in bulk water, derived from neutron scattering data, able to successfully describe complex phenomena such as proton hopping and bond formation/breaking.
are performed by using a recently published classical interaction potential for oxygen and hydrogen in bulk water, derived from neutron scattering data, able to successfully describe complex phenomena such as proton hopping and bond formation/breaking.
The present study demonstrates the ability of the interaction potential model to well describe most ice structures found in the phase diagram of water and to estimate the relative stability of sixteen known phases through a cluster analysis of simulated powder diagrams of polymorphs obtained from MD simulations. The proposed computational protocol is suited for automated crystal structure identification.
I. INTRODUCTION
Many attempts have been performed to reproduce the complex phase diagram of water, in particular the ice polymorphs, by means of classical Molecular Dynamics (MD) [1] [2] [3] [4] . Since MD is essentially based on the evolution of an exact configuration of atoms in phase space, water is usually treated in a peculiar way because of the non purely classical behavior of hydrogen. Most classical interaction potentials treat the water molecule as a rigid body composed of three single point charges (i.e. SPC), not allowing, or significantly reducing, the degrees of freedom associated to the hydrogen atoms. This approximation is acceptable only when the focus is not on the hydrogen atoms themselves, with water molecules supposed to be perfectly stable and no proton dynamics expected. Some other potentials are based on more complex approximations which add bond flexibility to the water molecule (i.e. SPC and TIP4P variants). However, all such classical force fields are unable to quantitatively describe hydrogen diffusion. A variety of potentials for water is presently available, and for a list of them see the review by Guillot 2 and references therein. In the literature, the most used potentials for ice simulations are the TIP4P and SPC/E potentials 3, 4 .
To date, the most systematic MD investigations on the relative stability of ice phases are the work of Zheligovskaya 5 , based on the potential of Poltev-Malenkov 6 , and that of Baranyai et al. 4 , which uses SPC/E and TIP4P water models. From such investigations, it is clear that the used model potentials are not able to reproduce all sixteen known crystal structure of ice. Inaccuracy of current potentials, and the rigidity imposed on the water molecule are considered the main reasons for this failure 4, 5, 7 , confirming that for an adequate description of the ice and/or water systems by classical MD, the quality of the potential is of prime importance.
Earlier, some of the authors of this study introduced a new reactive force field for water (RWFF) 8 , which was derived from neutron scattering data. This force field, while of classical nature, allows proton diffusion by a breaking/reforming mechanism of O-H bonds in water molecules, in acids and in hydronium ions, and correctly describes the proton dynamics and the structure of bulk water. The RWFF has been extensively and successfully applied to the theoretical investigation of conductivity in polyelectrolyte membranes for fuel cells 9, 10 .
In this study, and by using the RWFF potential, several MD simulations have been carried In this work the method is applied to identify the different crystal structures of ice, outcomes of long MD simulations over a broad range of temperature and pressure.
The paper is organized as follows: In Section 
II. TAXONOMY OF ICE STRUCTURES
At present, sixteen crystal morphologies of ice are known within the water phase diagram over a very broad range of temperature and pressure. The different ice phase regions and structures are shown in Figure 1 . Most of the ice modifications are characterized by specific regions of stability, while some others (Ic, IV, XII) occur exclusively as metastable states.
Some crystallographic information concerning ice polymorphs is summarized in Table I .
Water crystallizes in different space groups and the density of each structure varies over a broad range from 0.930 to 2.785 g/cm 3 (sixth column of Table I ). The crystallographic densities are reported in this table and they can be slightly different from the experimental values due to the presence of crystal defects in real samples (e.g. vacancies, interstitials, etc.)
The number of molecules in the asymmetric cell ranges from 1/2 to 7 (column Z'), while the number of molecules in the unit cell goes from 2 up to 28 (column Z). According to the H atom positions (water molecules orientation), proton ordered and proton disordered phases are defined (column o/d). Some of these phases differ just because of proton order/disorder 12 . Table I for most of the structures obtained in this work and a comparison with two widely used force fields for water.
In the structures of all known polymorphs of ice, with the only exception of ice X, each water molecule forms four hydrogen bonds with neighbor molecules. In ice X each proton does not belong uniquely to a single oxygen atom, but it is shared between two oxygens.
This fact leads to a quantum behavior that can only be approximately described by means of a standard MD 20 .
The "low pressure" phases (Ih, Ic, XI) are characterized by a nearly ideal tetrahedral environment of the oxygen atoms, while "medium and high pressure" phases (II-IX, XII-XV) show a more or less distorted tetrahedral coordination of the oxygens. 
III. CRYSTAL CLUSTERING ANALYSIS AND COMPUTATIONAL CRYSTALLOGRAPHY PROTOCOL
To verify the accuracy of the RWFF potential in describing all the sixteen ice structures reported in the previous Section, the following "computational crystallography protocol" is adopted:
1. Make a choice of a thermodynamic point;
2. Perform MD simulations by starting from the ideal crystal structures, and store the final thermalized crystal structures; When the final structures of the MD simulations cluster with the starting ideal crystal structures, the force field is able to mantain structural stability.
In this Section and to give an example of such a protocol, the dendrogram obtained for all ice structures from published theoretical crystal data 22 is evaluated.
Since in this case step 1 and 2 are not required, the protocol starts from step 3. For the step 3, the calculation of powder diffraction diagrams and of their clustering for all ice structures was done with FlexCryst software 23 . Here, it is stressed that the clustering approach helps to visualize, in a single picture, the complex relations existing within the crystal structure set, and to intuitively understand the influence of temperature and pressure.
The results of step 4 are reported in Fig. 2 , where the powder diagrams of the ideal crystal In the rest of the paper the protocol will be used in its full extension.
IV. MOLECULAR DYNAMICS SIMULATIONS
For the MD simulations, it has been used a customized version of DL POLY V. in Fig. 3 . It is only available in a tabular form which is automatically interpolated by DL POLY.
A. Initial configurations
For each ice structure, a supercell with 1680 water molecules has been generated by repeating the unit crystal cell along the three spatial dimensions. Hereby, the supercell was constrained to an approximately cubic shape. The atomic coordinates were taken from the 
B. Details of MD simulations
The initial configurations, generated as described in the above subsection, were then equilibrated by MD run within the isothermal-isobaric ensemble (NPT), in which the number of atoms, the pressure and the temperature have been kept constant during the simulation.
Real space cutoff for the RWFF interaction was set to 7.0Å while for the long range Coulomb part, a full Ewald summation was employed. An anisotropic Nosé-Hoover barostat and thermostat has been employed with a time constant of 0.4 ps. In this way the simulation box is free to optimize both its volume and its shape. Pressure and temperature do not show any drift or long period oscillations during the simulations. The timestep was set to 0.1 fs, which is smaller than common MD simulations for water. This small timestep is necessary to describe accurately the fast vibrations of the protons and to conserve total energy over long time scales. Each simulation was evolved for 1.0 · 10 6 steps using a Verlet algorithm 26 , so that the total time reached 100 ps.
After the equilibration run in NPT ensemble, every sample was evolved for further 100 ps (1.0 · 10 6 simulation steps) in the microcanonical ensemble (NVE) with constant number of atoms, volume and internal energy. During the NVE run the energy has always been conserved within 0.1% over 1.0 · 10 6 steps. The NVE ensemble avoids any artificial effect due to the thermostat and the barostat action, important when studying dynamical properties.
V. RESULTS AND DISCUSSION

A. The ice polymorphs at different conditions
To detect structural changes of the ice phases at different thermodynamical conditions, the following three sets of (T, P) points in the phase diagram of water were selected: a) a set of points (16 points) located near the middle of the stability region of each polymorph (as explained later, for ice IV and VI it was necessary to modify the initial guess of the stable zone); b) a point at T=150 K and P=1 MPa; c) a point at T=150 K and P=1 TPa.
For the b) and c) points all sixteen ice structures are simulated. In the following, the a) set will be usually referred to as "native conditions", the b) point as "low pressure" and the c) point as "high pressure".
In Table I the last three columns contain the energy difference between every structure and the most stable one, which happens to be always ice XI for the three force fields considered 28, 29 . Absolute values would have been difficult to directly compare because RWFF contains the intramolecular bond energy which is naturally not present for TIP4P and SPC/E. The relative energy ordering for RWFF is not so different from the other two force fields and we immediately note that, apart from ice XI (the lowest configurational energy 
B. Native conditions
Following the MD procedure described above, the relaxation of every ice structure has been performed within the characteristic region of stability on the phase diagram ( Figure   1 ). The corresponding values of temperature and pressure, see Table II , have been taken approximately in the middle of each stability zone. With this choice, the powder diagrams of the equilibrated structures have then been calculated, and each powder diagram has been compared with the one of the corresponding ideal structure reported in Table I , in order to reveal possible structural changes. The powder diagrams for most polymorphs were found substantially identical for both the initial configuration and the final configuration after equilibration.
The only difference observable between the initial and post MD powder diagrams is the background noise. In fact, the equilibrated structures differ slightly from the ideal ones as a result of small lattice deformations at different length scales. We observed two different effects of this phenomenon: most structures show just thermal noise with average positions equal to the ideal ones, on the other hand, a few of them (i.e. ice V and XIII in Fig. 6) thermalize into imperfect lattices. This (stable) distortion is easily detectable in the powder diffraction diagrams as a low but broad bulge centered on the main peaks. On the other hand, as an example of pure thermal lattice distortion, Fig. 4 shows that for ice Ih the noise has a very low intensity, it is more uniformly distributed over the powder diagram and should average out to zero in the limit of an infinite system.
The difference between the initial and the post MD structures is quantified by the distance in average linkage, graphically represented in the dendrograms. This adimensional quantity should be used as a relative similarity index: the nearer to the left on the dendrogram two structures are connected, the higher will be their structural similarity.
As an example, the pictures of ice Ih before and after equilibration are shown in Fig. 4 (left part: top and bottom). At 0 K the structure is ideal and the powder diagram is free of noise (top right of Fig. 4 ). The snapshot of the structure at 250 K shows some random molecular displacements. As can be seen in the direct space as well as in the reciprocal space (bottom right), the structure remains stable. To further check the geometrical structure of ice Ih after the MD at T = 250 K and P = 0.1 MPa, we plotted in Fig. 5 the oxygenoxygen radial distribution function for the RWFF, for the experimental data (Soper 27 ) and for TIP4P (taken from Vega et al. 28 .) It should be noted that Soper data was obtained at T = 220 K. The most striking difference between the MD curves and the experimental one is the presence of two small peaks, one on the left and one on the right, of the first big peak at about 2.8Å. This value for the nearest neighbor distance agrees well with the experimental one reported by Kuhs and Lehmann 30 . Moreover, the second peak of the radial distribution function, from which we can compute the O-O-O angle, corresponds to an angle of about 107 degrees, which is also in good agreement with the data reported in the previously cited reference 30 . A detailed comparison such as the one reported in Morse and Rice 31 would be interesting, but it is beyond the scope of this paper. The agreement between our data and the experimental one is of the same degree of accuracy as TIP4P or even better. Since the RWFF was obtained by fitting exclusively experimental liquid water radial distribution functions, we believe that the model is capturing a fair amount of water physics with a spherically symmetric interaction. We should recall once more that RWFF is totally flexible having no proper "bonded interactions" versus the constrained geometry of the other models. This fact makes even more remarkable the fact that we are able to simulate stable complex structures such as ice X for such long times.
From this systematic analysis it turns out that the reactive water force field (RWFF) generates stable ice structures under experimental conditions with the exception of ice IV and VI. Ice IV and VI collapsed into amorphous states due to the fact that their stability regions are very narrow and not well defined, making it difficult to choose the reference thermodynamic points characterizing such phases. In the paper by Vega et al. 28 the used temperatures and pressures to simulate these two structures are different from experimental values and it turned out that, by using their pressure values (for ice VI we had to increase pressure by 0.4 GPa with respect to the experimental value, while for ice IV pressure was set to 0.1 MPa), stable structures were achieved with both isotropic and anisotropic barostats.
Please note that T and P reported in Table II are those for which we obtained stable structures. and to the RWFF (red) used in this work.
C. Low pressure
The second batch of MD simulations has been performed slightly above atmospheric pressure at P = 1 MPa and T = 150 K, always following the MD procedure of Section IV.
In such a thermodynamic point, all sixteen crystal structures have been studied. The dendrogram shown in Fig. 6 (lower part) has been generated by applying the clustering method to the whole set of initial and final configurations, and offers a quick summary of the whole set of behaviors described above.
The cluster can be divided in three different categories: 'amorphous', 'stable with some deformation' and 'stable' crystal structures (respectively red, blue and green in Fig. 6 ).
All amorphized structures (IV, VI, VII and VIII) form one single subcluster with a tiny distance measure (∼ 0.01), indicating that all of the structures are more or less identical.
All partially deformed crystal structures (V, XII and XIII) belong to a different subcluster.
However, their relative distances within the dendrogram are larger than those seen within the amorphized (red) subcluster, indicating a higher differentiation among the structures.
Distance between ice V and XIII is small due to the known ordered/disordered proton structure relationship. Indeed, all three powder diagrams maintain the significant peaks inherited from the original structures.
For all the stable crystal structures, the final and the initial configurations turn out to be very similar, but in the case of ice crystal couples which only differ for the proton order/disorder status (Ih/XI and III/IX), initial and final samples cannot be distinguished and belong to a single subcluster.
Simulation of ice X was not possible at low pressure due to the huge forces at the beginning of the simulation not being compensated by external pressure.
D. High pressure
The third batch of MD simulations was calculated at T = 150 K and P = 1 TPa. Also is clear that all polymorphs belonging to the second cluster are stable at low pressure while, and as already observed for the low pressure simulations, the medium pressure polymorphs behave in a mixed way. The remaining ice structures, II, III, IV, V, IX and XIII, collapse completely during the simulation.
VI. CONCLUSIONS
The present study was able to show that, within a proper force field parameterization, classical Molecular Dynamics can be successfully used to simulate the temperature and pressure dependence of static properties of ice crystals, such as structure, proton orderdisorder relations and phase stability.
The success is linked to the use of the RWFF potential which, at the moment, appears to be one of the most powerful potentials for the description of water properties over an extended range of thermodynamic conditions, as well as in different complex systems such as, for example, hydrated acid polymers.
The success of the approach is shown through the use of a computational crystallography protocol, which is based on MD simulations, powder diffraction diagram determination and cluster analysis.
The proposed protocol appears to be powerful, stable and well suited for automated crystal structures determination.
