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ABSTRACT
Recent results have suggested that active galactic nuclei (AGN) could provide enough
photons to reionise the Universe. We assess the viability of this scenario using a semi-
numerical framework for modeling reionisation, to which we add a quasar contribution
by constructing a Quasar Halo Occupation Distribution (QHOD) based on Giallongo
et al. observations. Assuming a constant QHOD, we find that an AGN-only model can-
not simultaneously match observations of the optical depth τe, neutral fraction, and
ionising emissivity. Such a model predicts τe too low by ∼ 2σ relative to Planck con-
straints, and reionises the Universe at z <∼ 5. Arbitrarily increasing the AGN emissivity
to match these results yields a strong mismatch with the observed ionising emissiv-
ity at z ∼ 5. If we instead assume a redshift-independent AGN luminosity function
yielding an emissivity evolution like that assumed in Madau & Haardt model, then we
can match τe albeit with late reionisation; however such evolution is inconsistent with
observations at z ∼ 4− 6 and poorly motivated physically. These results arise because
AGN are more biased towards massive halos than typical reionising galaxies, result-
ing in stronger clustering and later formation times. AGN-dominated models produce
larger ionising bubbles that are reflected in ∼ ×2 more 21cm power on all scales.
A model with equal parts galaxies and AGN contribution is still (barely) consistent
with observations, but could be distinguished using next-generation 21cm experiments
HERA and SKA-low. We conclude that, even with recent claims of more faint AGN
than previously thought, AGN are highly unlikely to dominate the ionising photon
budget for reionisation.
Key words: dark ages, reionisation, first stars - galaxies: active - galaxies: high-
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1 INTRODUCTION
The nature of the sources driving the epoch of reionisation
(EoR) in the early Universe remains uncertain. It is canon-
ically believed that star-forming galaxies have provided the
bulk of the ionising photon budget required to complete
reionisation (Barkana & Loeb 2001; Loeb & Barkana 2001).
This is because there is a significant decrease of observed
active galactic nuclei (AGN) candidates at redshifts z > 3,
? E-mail:sultanier@gmail.com
such that the contribution from star-forming galaxies is ex-
pected to well exceed that of AGN at z > 6 (Shapiro &
Giroux 1987; Shankar & Mathur 2007; Hopkins et al.
2007; Glikman et al. 2011; Masters et al. 2012; Haardt &
Madau 2012; Micheva et al. 2017; Ricci et al. 2017). How-
ever, there remain large uncertainties in the contribution of
both star-forming galaxies and AGN to reionisation. Current
constraints are now consistent with a minimal contribution
from very low metallicity Population III stars (e.g. Robert-
son et al. 2015), but there is still the issue of the highly
uncertain ionising photon escape fraction fesc,?. Direct ob-
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servations of fesc,? are quite difficult at z >∼ 4 owing to the
ubiquity of strong absorption systems that suppress Lyman
continuum flux and the difficulty in removing foreground in-
terlopers, but careful measurements generally indicate fesc,?
less than a few percent (e.g. Grazian et al. 2016; Vasei et al.
2016), with some evidence for a higher fesc,? in lower-mass
galaxies (Vanzella et al. 2016; Grazian et al. 2017; Bian et
al. 2017).
Theoretical models have tried to constrain fesc,? indi-
rectly by matching models to other data, making a variety
of assumptions for fesc,? such as a constant (e.g. Robertson
et al. 2013; Finkelstein et al. 2015; Ma et al. 2015; Has-
san et al. 2016), redshift-dependent (e.g. Kuhlen & Faucher-
Gigue´re 2012; Mitra et al. 2013; Finlator et al. 2015; Qin
et al. 2017), mass-dependent (e.g. Gnedin 2007; Yajima
et al. 2011; Wise et al. 2014; Paardekooper et al. 2015),
and recently UV magnitude-dependent fesc,? (Anderson et
al. 2017; Japelj et al. 2017) in order to match simul-
taneously various reionisation constraints. The currently-
favoured lower value of Thomson scattering integrated opti-
cal depth (τ = 0.058 ± 0.012) measured by Planck (2016)
prefers rather sudden and late reionisation scenarios, which
relaxes the previously stringent constraints on the ionising
photon budget. In Hassan et al. (2017), we performed a
detailed Monte Carlo Markov Chain (MCMC) analysis to
constrain our semi-numerical model to several EoR key ob-
servables and found that fesc,? is highly degenerate with the
ionising emissivity amplitude, leading to a best fit value of
fesc,? = 0.25
+0.26
−0.13, which allows a substantial range but is
generally higher than available (lower-redshift) observations.
Without a firmer understanding or direct measurement of
fesc,?, it is difficult to conclusively argue that star-forming
galaxies can provide all the photons required for reionisa-
tion.
Recently, there has been renewed interest in assessing
the contribution of AGN to the reionising photon budget.
Previous estimates of the AGN contribution relied on an ex-
trapolation to faint luminosities based on lower-redshift re-
sults. But recent deep observations have enabled a more di-
rect characterisation of the faint end. Giallongo et al. (2015,
hereafter G15) identified 22 faint AGN candidates at z > 4
and inferred a significantly steeper faint-end slope than what
is seen at lower redshifts. We note that claims of such a
steep faint end remain controversial; for instance Parsa et al.
(2017) was unable to confirm a substantial fraction of the
G15 candidates based on additional multi-wavelength data.
Furthermore, recent spectroscopic surveys (Kim et al. 2015;
Jiang et al. 2016) have concluded that the observed quasars
population at high redshift might not be enough to fully
reionise the Universe. Nonetheless, the differing claims have
led to speculation that AGN could provide the primary ion-
ising photon contribution in order to keep the inter-galactic
medium (IGM) highly ionised (e.g. Madau & Haardt 2015).
These claims further favor a late reionisation scenario in
which the flatness observed in the ionising emissivity mea-
surements by Becker & Bolton (2013) might arise naturally.
In addition, they might also support the early and extended
Helium reionisation observed by Worseck et al. (2016). Inde-
pendently, Chardin et al. (2017) argued that the large scale
opacity fluctuations in the Lyα forest measured by Becker
et al. (2015) could be explained if AGN dominate the ionis-
ing UV background at z ∼ 6 (see also Chardin et al. 2015).
Hence the contribution of AGN to reionisation remains un-
certain and potentially important or even dominant.
The idea that AGN might have driven cosmic reionisa-
tion has so far been investigated mostly in terms of global
quantities, such as the ability to match the optical depth
or comoving ionising emissivity constraints (e.g. Madau &
Haardt 2015; Mitra et al. 2016; Mao & Kim 2016; Khaire
et al. 2016; Qin et al. 2017). It remains to be demonstrated
whether AGN-driven models are able to simultaneously sat-
isfy all the current reionisation-epoch constraints. An im-
portant upcoming addition to the pantheon of constraints
will be the 21cm EoR power spectrum, which may be sub-
stantially different for AGN- versus star formation-driven
reionisation, if AGN and star-forming galaxies cluster in dif-
ferent ways as one might naively expect. An early attempt
by Geil & Wyithe (2009) to assess the effect of AGN on the
21cm power spectrum using a seminumerical scheme con-
cluded that the effect is likely to be small, but more recent
semi-numerical models by Kulkarni et al. (2017) have sug-
gested the opposite, that AGN produce signficantly different
21cm signal. However, Kulkarni et al. (2017) populates AGN
only in the most massive halos using abundance matching
to the halo velocity, employing the observed velocity-black
hole mass relation at lower redshifts (Tremaine et al. 2002;
Ferrarese 2002), which thus effectively adopts a unity duty
cycle of AGN for massive halos. However, recent results from
Hyper Suprime-Cam suggest that quasars do not necessar-
ily live in the most overdense regions where massive halos
are expected to reside, and that their duty cycle is below
a few percent (He et al. 2017). Accounting for sub-unity
duty cycles inevitably drives black holes into lower-mass ha-
los, altering the implied emissivity associated with haloes
and epochs where they are not directly-measured. Moreover,
the G15 data suggest that the AGN driving reionisation are
rather faint, which may not be associated with the most
massive halos. Without a proper treatment for AGN occu-
pancy (duty cycle) and a more comprehensive analysis of all
the implications of AGN-driven reionisation, it is difficult to
properly assess the viability of this scenario.
In this paper, we build on our semi-numerical frame-
work based on the SimFast21 code to evolve the EoR ioni-
sation field, which allows us to examine a range of EoR ob-
servations as we have done in Hassan et al. (2016, 2017). To
explore the AGN contribution, we populate AGN into halos
with a more physically motivated approach that utilises both
the observed luminosity function and abundance matching,
thereby generating a Quasar Halo Occupancy Distribution
(QHOD); our scheme partially follows the recipe summa-
rized in Choudhury & Ferrara (2005). We constrain our
QHOD to match the G15 AGN LF fit at z = 5.75, and as-
sign AGN randomly into halos. This QHOD predicts a duty
cycle that is close to unity for extremely massive halos, but
drops to sub-percent values at intermediate halo masses. To
obtain the AGN emissivity, we utilise the strong correla-
tion observed between the circular velocity and black hole
mass following low redshift observations (Tremaine et al.
2002; Ferrarese 2002). We account for this additional AGN
photon contribution while we evolve our SimFast21 density
and ionisation field, including the effects of recombination
and time-evolving neutral fractions.
This work improves on previous efforts in several ways.
First, using our SimFast21-based framework, we examine a
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wider variety of simultaneous constraints on the evolution
of AGN-driven reionisation, including the Thomson optical
depth, the mean cosmic neutral fraction evolution, and the
ionising emissivity at the end of reionisation. Second, our
model for populating quasars into halos is more realistic
than previous works because we apply constraints beyond
just abundance matching, allowing us to directly constrain
the duty cycle of AGN as a function of halo mass. Third,
we forecast upcoming 21cm EoR power spectrum measure-
ments from LOFAR, HERA, and SKA, and illustrate how
such future data might be able to constrain the fractional
contribution of AGN to reionisation. Our primary conclusion
is that it is very difficult to reconcile purely AGN-driven
reionisation based on the (optimistic) G15 AGN luminos-
ity function measurements with current global reionisation
constraints. Future 21cm data should provide a new avenue
to more precisely characterise the contribution of AGN to
reionisation.
This paper is organized as follows: In Section 2, we de-
scribe our semi-numerical simulation and the AGN model
implementation and calibration. We compare AGN with
star-forming galaxies models in terms of their EoR observ-
ables, present the 21cm predictions, and discuss how future
experiments can discriminate between these models in Sec-
tion 3. We finally conclude in Section 4. Throughout this
work, we adopt a ΛCDM cosmology in which ΩM = 0.3,
ΩΛ = 0.7, h ≡ H0/(100 km/s/Mpc) = 0.7, a primordial
power spectrum index n = 0.96, an amplitude of the mass
fluctuations scaled to σ8 = 0.8, and Ωb = 0.045. We quote
all results in comoving units, unless otherwise stated.
2 SIMULATIONS USING SIMFAST21
We use the recently developed Time-integrated version of
our semi-numerical code SimFast21 (Santos et al. 2010)
that has been presented in Hassan et al. (2017). We here
briefly review the simulation and defer to Santos et al.
(2010) for full details about the basic algorithm, and to
Hassan et al. (2016, 2017) for more information about our
subsequent improvements.
The dark matter density field is generated using
a Monte-Carlo Gaussian approach, which is dynami-
cally evolved into the non-linear regime via applying
the Zel’Dovich (1970) approximation. The dark matter halos
are generated using the well known excursion set formalism
(ESF). In the Time-integrated model, the ionised regions
are identified using a similar form of the ESF that is based
on comparing the time-integrated ionisation rate Rion with
that of the recombination rate Rrec and the local neutral
Hydrogen density within each spherical volume specified by
the ESF. Regions are flagged as ionised if:∫
fescRion dt ≥
∫
xHII Rrec dt+ (1− xHII)NH , (1)
where fesc is the photon escape fraction, xHII is the ionised
fraction, and NH is the total number of hydrogen atoms.
This is a generalized form of the ionisation condition in the
Time-integrated model, which can be used for any ionis-
ing source or sink populations to run the reionisation cal-
culations. With this ionisation condition, reionisation oc-
curs more suddenly compared to our previous Instantaneous
model developed in Hassan et al. (2016), in which the ionisa-
tion condition was based on an instantaneous comparison of
Rion and Rrec. The more sudden reionisation is favoured by
recent Planck (2016) data, and in Hassan et al. (2017) we
showed that the Time-integrated ionisation condition pro-
duces larger ionised bubbles, resulting in 21 power spectrum
enhancement on large scales.
2.1 Sink model
Reionisation, in short, is an evolving battle between ionising
photon sources and sinks. To model sinks, we must account
for the clumping effects from small scales below what we can
directly evolve using the large-scale SimFast21 code (typi-
cally, sub-Mpc scales). We thus parametrize the inhomoge-
neous recombination rate Rrec from high-resolution full ra-
diative transfer hydrodynamic simulations (hereafter 6/256-
RT) (Finlator et al. 2015) as a function of over-density ∆
and redshift z, as follows:
Rrec
V
= Arec(1 + z)
Drec
[
(∆/Brec)
Crec
1 + (∆/Brec)
Crec
]4
, (2)
where Arec = 9.85 × 10−24cm−3s−1 (proper units), Brec =
1.76, Crec = 0.82, Drec = 5.07. Consistent with Sobacchi &
Mesinger (2014), our recombination rate Rrec parametriza-
tion suppresses the ionisation and 21cm power spectrum on
large scales. Full details about the inhomogeneous recombi-
nations Rrec parametrizations and impact on the EoR ob-
servables can be found in Hassan et al. (2016).
We note that AGN-only reionisation scenarios are found
to substantially heat the IGM (D’Aloisio et al. 2016; On˜orbe
et al. 2017), which lowers the recombination rate. This may
reduce Rrec by up to a factor of ∼ 2 in our AGN-only mod-
els, which in turn may slightly advance reionisation by AGN,
and hence improving the viability of AGN-only models. We
do not account for this effect in our calculation since we ex-
pect it to be sub-dominant compared to other effects related
to halo growth, and here simply use the same sink model to
compare reionisation histories produced by Galaxies versus
AGN.
2.2 Source model: Star-forming galaxies
For the stellar contribution, we use a parametrization ob-
tained from combining the 6/256-RT with larger-volume hy-
drodynamic galaxy formation simulation (Dave´ et al. 2013)
(hereafter 32/512), that have both been shown to match a
range of observations including lower redshift data. From
these simulations, we parametrize the non-linear ionisation
Rion,? rate as a function of halo mass Mh and redshift z as
follows:
Rion,?
Mh
= Aion (1+z)
Dion (Mh/Bion)
Cion exp
(−(Bion/Mh)3.0) ,
(3)
where Aion = 1.08 × 1040 M−1 s−1, Bion = 9.51 × 107 M,
Cion = 0.41 and Dion = 2.28. This ionisation rate is com-
puted directly from the star formation rate (SFR) of these
simulations based on stellar population models applied to
star formation histories of simulated galaxies.
In Hassan et al. (2017) we considered a more gener-
MNRAS 000, 1–16 (2017)
4 S. Hassan et al.
alized form of this source model, and found that constrain-
ing these parameters against several EoR observations using
MCMC analysis resulted in best-fit values that matched the
above parameters to within uncertainties, thereby validat-
ing the extrapolation from the small scales of 6/256-RT and
32/512 simulations to large scales covered by SimFast21
simulations. We further showed that using this non-linear
ionisation rate relation boosts the small scales 21cm power
spectrum as compared with models assuming a linear rela-
tion between the ionisation rate and halo mass; see Hassan
et al. (2016, 2017) for more details.
2.3 Source model: AGN
The new aspect of the source model for this work is the AGN
ionising photon output. We compute the ionisation rate from
AGN Rion,AGN following partially the recipe summarized
in Choudhury & Ferrara (2005). Motivated by low redshift
observations (Tremaine et al. 2002; Ferrarese 2002), the ba-
sic assumption is that the black hole mass Mbh is strongly
correlated with the hosting halo’s circular velocity vcir. We
assume that this correlation is independent of redshift and
valid during the reionisation redshifts. This correlation can
be written as:
Mbh
M
= A
( vcir
159.4 km s−1
)5
, (4)
where A may be regarded as the black hole formation effi-
ciency, which is our only free parameter in the AGN source
model at fixed fesc,AGN. We then fix A to match the AGN
ionising emissivity constraints from G15, as we describe in
§2.4. It is worthwhile to mention that this observed corre-
lation (Equation 4) would naturally arise if one applies a
self-regulation condition on the black hole growth as previ-
ously shown by Wyithe & Loeb (2003).
For our adopted cosmology, the circular velocity vcir of
a given halo mass Mh is given by:
vcir
km s−1
= 0.014
(
Mh
√
Ωm(1 + z)3 + ΩΛ
)1/3
. (5)
Having obtained the black hole mass Mbh, the Eddington
luminosity in the B-band is given by (Choudhury & Ferrara
2005)
LB
L,B
= 5.7× 103 Mbh
M
. (6)
Given this B-band luminosity, we must now determine
the ionising photon output. Following Schirber & Bullock
(2003) and Telfer et al. (2002), we assume the spectral
energy distribution for AGN takes a power law form:
Lν = L912
(
ν
ν912
)−1.57
, (7)
where L912 is the luminosity at the Lyman limit that is given
by:
L912
ergs s−1 Hz−1
= 1018.05
LB
L,B
. (8)
We then integrate the above over all frequencies to find the
ionisation rate Rion,AGN as follows:
Rion,AGN =
∫ ∞
ν912
Lν
hν
dν =
L912
1.57h
. (9)
This explains how we compute the AGN ionisation rate
Rion,AGN given the host halo properties.
Next, we must populate the AGN into our halos. Here
is where we make use of the G15 AGN Luminosity Function
(LF). G15 evaluated this at λ = 1450 for several redshifts
higher than z = 4. We then use G15 LF fit at their highest
redshift z=5.75 to compute the number of AGN as a function
of halo mass in our simulations. G15 LF at z=5.75 can be
best fit using a double power law as follows:
φ =
φ∗
100.4(Mbreak−M)(β−1.0) + 100.4(Mbreak−M)(γ−1.0)
, (10)
where φ is the comoving AGN density, M is the abso-
lute magnitude computed via the standard relation MAB =
−2.5 log10(Lν) + 51.60, log10 φ∗ = −5.8 Mpc−3, Mbreak =
−23.4, β = 1.66, and γ = 3.35.
Putting this together, our procedure to populate AGN
into halos is as follows:
(i) We bin the halo catalogs as a function of halo mass,
and find the average halo mass in every bin of ∆ log10 Mh =
0.34.
(ii) Using Equations (4) to (7), we compute the corre-
sponding AGN L1450 and M1450 of each halo mass bin.
(iii) We then obtain the number of AGN for each halo
mass bin using Equation (10), which turns out to always
be less than the actual number of halos; the ratio of these
numbers is the duty cycle of AGN for that halo mass bin.
(iv) We randomly assign the appropriate number of AGN
into halos within that mass bin.
Note that in step (iii) one ideally may assume Poisson
fluctuations around the number of AGN following McQuinn
et al. (2009) QSO Method I, since the luminosity func-
tion, in principle, yields the average number of AGN at a
given magnitude bin per the simulation volume. We ignore
these fluctuations for two complementary reasons. First, the
number of AGN obtained from the G15 LF is very large,
particularly, at the faint end (N ∼ 106) around which the
Poisson fluctuations can be neglected (
√
N ∼ 103). Second,
as will be seen later, our results are mainly driven by the
strong AGN clustering at the faint end, and hence adding
Poisson fluctuations at the very bright end (e.g. first few
magnitude bins) is unlikely to affect the results since bright
sources are rare. In such a situation, the average number of
AGN is a very good approximation to the actual number of
AGN. We then round off the resulting AGN number in order
not to populate halos with fractional AGN, but this in fact
is a small correction.
Following the above procedure, we now have plausible
AGN population in our simulation box at z = 5.75. To quan-
tify the evolution of the AGN population, we must make a
choice regarding the evolution of AGN relative to that of
the halos. Given that theoretical predictions for AGN evo-
lution are relatively uncertain, the simplest assumption is
to assume that the relationship between AGN and their
host halos do not change at z ≥ 5.75. In other words,
we assume that the Quasar Halo Occupation Distribution
(QHOD) is non-evolving. This is a reasonable assumption
since the HOD of galaxies have been studied extensively
(see Yoshikawa et al. 2001; Berlind et al. 2003, and ref-
erences therein) and it is found that the HOD is nearly a
redshift-independent quantity.
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Figure 1. The Quasar Halo Occupancy Distribution (QHOD)
as function of halo mass Mh computed from G15 LF at z=5.75
(Equation 10, closed circles) and at z=4.25 (open circles). The
QHOD is relatively similar at these two redshift bins, providing
an evidence that the QHOD doesn’t evolve strongly with red-
shift. The solid line represents the fitting function written in
Equation (11) for QHOD data at z=5.75. The fitting function
is extrapolated (dashed) for halo masses higher than Mh = 10
12
and set to unity as an extreme occupation condition since AGN
number should not exceed halos number. The QHOD increases
as the Mh increases, showing that there are few AGN at mas-
sive halo mass bins. This fitting function will be used to evolve
AGN from z=5.75 to high redshifts in our constant QHOD AGN
fiducial model.
The QHOD as a function of halo mass Mh can directly
be calculated from G15 LF fit at z=5.75 (Equation 10) as the
ratio between the number of AGN to that of their hosting
halos for each halo mass bin. Our QHOD can be well fit with
a constant plus a power law as follows:
N =
(
Mh
2.19× 1012
)0.9
+ 0.023 . (11)
Note that the QHOD changes with different values of our
free parameter A relating black hole mass to circular veloc-
ity, which translates into a shift in magnitudes of the AGN.
Here we have used A = 5 × 105, a value at which our con-
stant QHOD AGN model is calibrated to reproduce the G15
ionising emissivity constraints, as will be discussed next in
§2.4.
Figure 1 shows the QHOD computed from G15 ob-
servations at z=5.75 (closed circles) and our QHOD fit in
Equation (11). The QHOD represents a plausible descrip-
tion of the AGN occupancy in their hosting halos. Indeed,
this can also be regarded as an AGN duty cycle, if one (rea-
sonably) postulates that every halo contains a black hole but
only some fraction of them are detectably active. The He et
al. (2017) observations suggest a duty cycle of 0.001 − 0.06
for moderate-mass halos, which is somewhat lower than our
model assumes but qualitatively agrees with the trend that
the duty cycle is smaller in lower-mass halos. For compari-
son, we also plot the QHOD at z = 4.25 that is computed
from G15 LF at that redshift bin (open circles in Figure 1).
We notice that the QHOD data at z = 5.75 and z = 4.25 are
fairly similar, differing by ∼ 30% for all Mh>∼ 1010M. This
suggests that the QHOD doesn’t evolve strongly with red-
Figure 2. The comoving ionising emissivity of AGN at 912 A˚.
The constant LF AGN model (dot-dashed) only matches the G15
constraints (1-σ level) at z=5.75 which exhibits a slowly growing
emissivity evolution that is somewhat similar to the emissivity
shape by Madau & Haardt (2015) (dotted). The constant QHOD
AGN model (dashed) yields more physical evolution as the ion-
ising emissivity grows rapidly which in turn results in matching
almost all of G15 data.
shift, and motivates us to fiducially assume that the QHOD
does not evolve. We will call this the “constant QHOD” case.
In this case, we replace Equation (10) with Equation (11)
in step (ii) to compute directly the number of AGN in each
halo mass bin at higher redshifts. Note that in step (iv) AGN
assignment is completely random and redshift-independent.
As a result, halos with AGN may or may not have AGN at
the next time step. This is realistic since the simulation time
step (dz=0.125) is typically larger than the AGN lifetime.
As a counterpoint to this case, we also consider a model
where the AGN luminosity function is constant with time.
Here, we calculate the AGN number at all redshifts based
on G15 LF fit at z = 5.75 (Equation 10). We will call this the
“constant LF” case. This is less realistic because the QHOD
here increases strongly with redshift, since there are many
fewer halos at higher redshifts but the number of AGN re-
mains fixed following the assumed constant LF. Also, ob-
servations of the AGN LF at lower redshifts (z <∼ 6) exhibit
significant evolution, so it seems unlikely that this evolution
should suddenly cease. Nonetheless, the emissivity evolution
in this case turns out to be similar to the AGN comoving ion-
ising emissivity model assumed by Madau & Haardt (2015),
hence it represents an interesting contrasting case that we
will examine in §3.
2.4 AGN source model calibration
Our next task is to calibrate the relationship between black
hole mass and circular velocity via the normalization pa-
rameter A in Equation (4). Observationally, this parameter
is not tightly constrained and has only been measured at
low redshifts.
We first calibrate the constant QHOD and constant LF
AGN models to at least match the G15 ionising emissivity
constraints at z=5.75 in order to verify the possibility to
complete reionisation solely by AGN. This we achieve by
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tuning the black hole formation efficiency A in our AGN
models to match the total ionising emissivity measurements
at 912 A˚ (912), which is the total escaped L912 of all AGN
divided by the simulation comoving volume. The simulation
configurations of these models are presented in §3 with the
rest of our fiducial models. We assume fesc,AGN = 100% for
AGN, which is standard (e.g. Madau & Haardt 2015).
We find that the constant LF AGN model can match
the G15 ionising emissivity constraints with A = 106
whereas the constant QHOD AGN model requires A =
5 × 105. We note that what is really constrained here is
the product of Afesc,AGN, so we have the freedom to keep A
fixed and tune fesc,AGN instead; all our results would be un-
changed. In this case, the constant QHOD and constant LF
AGN models would require fesc,AGN = 50, 100% at A = 10
6
to match the G15 constraints, respectively. Note that we do
make the assumption here that the product Afesc,AGN does
not vary with redshift.
In Figure 2, we show the comoving ionising emissivity
evolution obtained with the procedure discussed above. The
constant LF AGN model produces a slowly growing emissiv-
ity, which is similar to the evolution expected from models in
which ionising radiation is dominated by star-forming galax-
ies, and similar in shape to that assumed in Madau & Haardt
(2015). While matching the G15 constraints at z = 5.75,
the constant LF AGN model under-estimates the ionising
emissivity by a factor of ∼ 3 as compared with G15 con-
straints at z = 4.75 and z = 4.25. In contrast, the emissivity
from our fiducial constant QHOD AGN model matches si-
multaneously G15 data at several redshifts bins due to the
rapidly growing emissivity evolution as expected from an
AGN dominated model. This further validates our assump-
tion that using constant QHOD is a more physically moti-
vated approach than using the constant LF.
Note that we have intentionally not applied a magnitude
cut-off in computing the integral of emissivity (912); G15
used a cutoff of M1450 = −18. At z = 5.75, the total comov-
ing ionising emissivity is 912 = 2.12 × 1024 erg s−1 Mpc−3
Hz−1, whereas with a magnitude cut-off of M1450 = −18
it becomes 912 = 1.58 × 1024 erg s−1 Mpc−3 Hz−1. This
shows that those fainter AGN contribute ∼ 25% to the total
emissivity, which is modest but not negligible. We include
this in order to check whether including all faint AGN would
allow reionisation completion to be consistent with neutral
fraction and optical depth constraints. This means that we
are effectively studying an optimal case for reionisation by
AGN, since those fainter than M1450 > −18 might already
be a part of the galaxy population as discussed in Chardin et
al. (2017), due to the overlap between the galaxy and AGN
luminosity functions at this faint limit. Applying a magni-
tude cut-off would suppress the ionising emissivity and fur-
ther delay reionisation.
In summary, we have described our procedure to obtain
the ionising emissivity of AGN as a function of halo mass,
and then populate AGN into halos within SimFast21 via
constraining the halo occupancy of AGN (QHOD) using the
G15 AGN LF. The total emissivity is calibrated to match
that observed by G15 at z = 5.75, which fixes our free pa-
rameter relating black hole mass to halo circular velocity.
Our fiducial model assumes a constant QHOD, and we will
also consider a constant AGN LF. We now study the predic-
tions of our model for reionisation observables, and compare
Figure 3. The comoving integrated ionising emissivity as a func-
tion of redshift. The Becker & Bolton (2013) measurements are
shown with the cyan shaded area (1-σ level). The emissivity evo-
lution in our Galaxies model (black solid) and Galaxies+AGN
model (dotted blue) by Qin et al. (2017) is similar with an am-
plitude difference due to these models’ basic framework and as-
sumption (see text for details). The emissivity in constant LF
AGN model (dot-dashed black) grows slowly similar to galaxies
driven-EoR models, which reflects the poor assumption of using
a fixed AGN LF through all times. Our fiducial constant QHOD
AGN model (dashed black) produces reasonable emissivity evo-
lution with a steep decline towards high redshift, consistent with
the AGN model (dashed blue) by Qin et al. (2017).
the results with our previous SimFast21 models where we
considered only star-forming galaxies.
3 EOR OBSERVABLES
3.1 SimFast21 runs
We run all of our EoR realizations using the Time-integrated
model (Hassan et al. 2017) to establish a proper comparison
between the different source models. Using the same den-
sity field and halo catalogs generated in a box size L= 300
Mpc and N= 5603 number of cells, we run 4 different EoR
models based on different ionisation sources as follows (and
summarized in Table 1):
• Galaxies: This model only considers ionising photons
emitted by star-forming galaxies using Equation (3) with
parameters: fesc,? = 0.25 , Aion = 4.27×1039, Cion = 0.44.
These parameters are suggested by our recent MCMC anal-
ysis in Hassan et al. (2017) to match simultaneously various
EoR constraints including the SFR densities at several red-
shift bins as compiled by Bouwens et al. (2015), integrated
ionising emissivity at z ∼ 5 by Becker & Bolton (2013)
and Planck (2016) optical depth.
• constant QHOD: This is our fiducial AGN model in
which the AGN are the only source for ionising radiation
using fesc,AGN=1.0, and our QHOD fitting function (Equa-
tion 11) computed from G15 LF fit at z = 5.75.
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• 50-50: This model contains an equal contribution from
the Galaxies and constant QHOD models, specifically we
use fesc,? = 0.125 and fesc,AGN = 0.5.
• constant LF: This is our alternative AGN model which
uses the actual LF fit of G15 at z = 5.75 to compute the
number of AGN at all redshifts, with fesc,AGN=1.0.
3.2 Ionising emissivity
We begin by comparing the integrated ionising emissivity
N˙ion of these models, which is the total number of ionis-
ing photons per second per comoving volume. We compare
our models with results from Qin et al. (2017) based on
the DRAGONS simulation, which uses the Meraxes semi-
analytic galaxy formation model built upon the Tiamat N -
body simulation. The Qin et al. (2017) model is able to
track the growth of central super-massive black holes and
reproduce wide range of observations including the observed
quasar LF from z ∼ 0.6−6. Their model predicts that AGN
contribution to EoR is minimal, so it is interesting to com-
pare our AGN emissivity with theirs.
Figure 3 shows the redshift evolution of the co-
moving integrated ionising emissivity N˙ion, in units of
1051 s−1Mpc−3, for our four models. For the Qin et al.
(2017) models (blue lines), we show their full galaxies+AGN
model as well as their AGN-only contribution. At z <∼ 5, we
show the observational constraints from Becker & Bolton
(2013) inferred from Lyα forest measurements.
Our Galaxies model skirts the upper limit of Becker
& Bolton (2013) constraints while simultaneously cali-
brated to reproduce the Bouwens et al. (2015) SFR and
Planck (2016) optical depth, as discussed in Hassan et al.
(2017). Adopting a mildly redshift-dependent or even mass-
dependent fesc,? would permit a better match with the am-
plitude and flat redshift dependence of the Becker & Bolton
(2013) emissivity measurements, as suggested by Mutch
et al. (2016), without much altering the Thomson optical
depth.
Our fiducial constant QHOD model shows a much more
rapid growth of ionising emissivity with time than the Galax-
ies model, which matches the Becker & Bolton (2013) ion-
ising emissivity at the upper end of the observed redshift
range but overshoots the low end. In this model, the AGN
contribution overtakes the Galaxies contribution at z ∼ 3,
which is in agreement with what is typically inferred (e.g.
Haardt & Madau 2012).
We further see that our 50-50 model (dotted black in
Figure 3) is similar and much closer to the Galaxies model
than to the constant QHOD model. This indicates that the
contribution from star-forming galaxies dominates the ion-
ising emissivity while AGN contribution is minor.
Finally, the constant LF model shows a relatively shal-
low evolution, approximately parallel to the galaxies case
but significantly lower in amplitude. This falls just below
the ionising emissivity data at z <∼ 5.
The blue dotted and dashed lines show the evolution
of the emissivities from the Qin et al. (2017) model, with
the latter showing only the contribution from AGN. Their
AGN contribution shows a similar redshift dependence to
our constant QHOD model, which further supports the va-
lidity of this assumption, at least down to z ∼ 6. It is possi-
ble that our assumption breaks down at z <∼ 5 as their AGN
contribution flattens, and if ours did this then the agree-
ment with the observed evolution of the emissivity would
improve. However, DRAGONS also predicts that galaxies
dominate the ionising photon budget at all redshifts, which
may be contrary to studies of the hardness of the ionising
background in the z ∼ 2− 4 IGM (e.g. Schaye et al. 2007;
Oppenheimer et al. 2009).
The emissivity evolution in our Galaxies model is sim-
ilar to that from the Galaxies+AGN model by Qin et al.
(2017), whereas there is a difference in the amplitude due to
these models’ differences in the fesc treatment (constant ver-
sus redshift-dependent). As previously noted, the constant
LF AGN model shows a slowly growing emissivity similar
to those of our Galaxies model and Galaxies + AGN model
by Qin et al. (2017).
In summary, our fiducial constant QHOD AGN model
matches the Becker & Bolton (2013) emissivity measure-
ments reasonably well, at least at z ∼ 5, but shows a dramat-
ically different redshift evolution compared to our Galaxies
and constant LF models. The Qin et al. (2017) DRAG-
ONS model shows an evolution during reionisation that is
consistent with our constant QHOD model for their AGN
component, and with our Galaxies model for their overall
emissivity (which is dominated by galaxies), but somewhat
lower in amplitude in each case. All these models are broadly
in agreement with the emissivity measures at z ∼ 5 given
current uncertainties.
3.3 Global ionisation history and optical depth
We now explore our model predictions for other current ob-
servational constraints on the global evolution of reionisa-
tion, particularly the evolution of the volume-weighted neu-
tral fraction xHI and the integrated Thomson optical depth
to electron scattering to the CMB τe.
Figure 4 shows a comparison between our models in
terms of their global ionisation history, as characterised by
the volume-weighted average neutral fraction xHI. We see
that our Galaxies and 50-50 models are consistent with sev-
eral Ly-α forest measurements (shaded areas from Fan et
al. 2006; Becker et al. 2015; Bouwens et al. 2015 and or-
ange upper limits by McGreer et al. 2015). While both are
consistent with data, the 50-50 model delays reionisation by
∆z ∼ 1.0, owing to the fact that galaxies are the main driver
of reionisation as discussed in the previous section and their
contribution has been halved in this model.
Turning to our AGN-driven reionisation models, we see
that both the constant LF and constant QHOD reionise the
Universe very late, with xHI < 10
−3 not occurring until
z ∼ 4 and z ∼ 5, respectively. This is highly inconsistent
with the Bouwens et al. (2015) constraints as seen in Fig-
ure 4, as well as direct observations of the Lyα forest in
quasars at these epochs (Fan et al. 2006; Becker et al. 2015).
The constant LF AGN model starts reionisation earlier than
constant QHOD AGN model due to its higher emissivity at
high redshifts (Figure 3). This too-late reionisation strongly
suggests that AGN are unable to drive the bulk of reion-
isation, when constrained to match the observed ionising
emissivity after the end of reionisation (z ∼ 5).
As mentioned earlier, all models use the Time-
integrated ionisation condition (Equation 1) to identify the
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Model fesc,? fesc,AGN ionisation rate τe zreion
Galaxies 0.25 0.0 fesc,?Rion,? 0.057 7.5
constant QHOD AGN 0.0 1.0 fesc,AGNRion,AGN 0.036 5.0
50-50 0.125 0.5 fesc,?Rion,? + fesc,AGNRion,AGN 0.049 6.5
constant LF AGN 0.0 1.0 fesc,AGNRion,AGN 0.048 4.0
Table 1. Summary of models considered in section 3 to compare between the AGN and star-forming galaxies impacts on different
reionisation constraints. Columns (from left to right) are: models’ names, the photon escape fractions from star-forming galaxies fesc,?
and AGN fesc,AGN, the ionisation rate used in Equation (1), the optical depth τe, and reionisation redshift zreion defined at neutral
fraction limit xHI < 10
−3.
Figure 4. The volume-weighted averaged neutral fraction evolu-
tion as a function of redshift. The shaded areas: magenta, pur-
ple, and light blue are from Ly-α forest measurements by Fan
et al. (2006), Becker et al. (2015), and several AGN and ly-α
constraints (1-σ and 2-σ) as compiled by Bouwens et al. (2015),
respectively. We also compare to the model independent upper
limits by McGreer et al. (2015) (orange errorbars) using Ly-α
and Ly-β forest. It is evident that Galaxies (solid) and 50-50
(dotted) models are consistent with all observations, which im-
plies the importance of including star-forming galaxies to match
with observations. Our AGN models, constant LF (dot-dashed)
and constant QHOD (dashed), both complete reionisation very
late. This indicates that AGN contribution to cosmic reionisation
is minor.
ionised regions in the excursion set-formalism. We showed
in Hassan et al. (2017) that this ionisation condition results
in a more sudden reionisation as opposed to our previous
Instantaneous model (Hassan et al. 2016) which yields an
extended reionisation scenario. From Figure 4, all models
yield a fairly sudden reionisation, consistent with our previ-
ous results, except the constant LF AGN model that shows
an extended reionisation. This is because the fixed LF likely
over-estimates the number of AGN at high redshifts, and
furthermore the source population does not grow in concert
with the growing sink population, which delays reionisation.
Figure 5 shows the evolution of the Thomson scattering
optical depth (τe) as a function of redshift in these models.
Figure 5. Thomson scattering optical depth evolution as a func-
tion of redshift. The shaded red dark and light areas represent
the 1-σ and 2-σ levels of the recent Planck (2016) optical depth
measurement whereas the dashed red horizontal line marks the
measured Planck value (τ = 0.058± 0.012). The Galaxies model
(solid) is consistent with the actual optical depth value. The 50-
50 and constant LF models obtain a lower optical depth of τ ∼
0.049, matching the lower 1-σ level of planck. Our fiducial con-
stant QHOD AGN models produces a very low optical (τ ∼ 0.036)
which lies at the lower limit of 2-σ level.
The Galaxies model is consistent with the recent Planck
(2016) measurements (red shaded areas), mostly because it
was constrained to do so via MCMC. The 50-50 and constant
LF yield a lower optical depth of about τ ∼ 0.049, consistent
with the lower limit of 1-σ level. However, the optical depth
obtained by our fiducial constant QHOD AGN model is very
low (τ ∼ 0.036) at the lower limit of the 2-σ level. Essen-
tially, this model does not produce enough early photons in
order to obtain a sufficient ionised path length to the CMB.
One might question why Madau & Haardt (2015) was
able to match these constraints based on the G15 model and
thereby argue for purely quasar-driven reionisation, whereas
we reach an opposite conclusion. There are two main differ-
ences. First, Madau & Haardt (2015) made a rough fit to
the ionising emissivity, which resulted in a much flatter red-
shift dependence than we obtain from our constant QHOD
model, more like our constant LF model except higher in am-
plitude by ∼ ×2−3 (see Figure 2). Indeed, our constant LF
model results in an ionising emissivity evolution much like
theirs, and is consistent (albeit marginally) with τe. Second,
Madau & Haardt (2015) purely relied on counting emit-
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ted photons, and did not account for an evolving spatially-
clustered nature of sinks which absorbs more photons, and
hence retards reionisation particularly at early epochs com-
pared to a spatially-homogeneous clumping factor model.
These differences result in substantially more neutral gas at
early epochs in our model, and lead to strong disagreement
with the measured τe as well as xHI.
Our 50-50 model can plausibly match the constraints
within current 1σ uncertainties. Recall that for our Galaxies
model, Hassan et al. (2017) found fesc = 0.25
+0.26
−0.13, which
means that the galaxy contribution alone in the 50-50 model
corresponds to an escape fraction that is at the 1σ bound
allowed by the MCMC fit. Correspondingly, the predicted
τe and the redshift of reionisation are near the 1σ-low end
of their respective allowed observational ranges. The Qin
et al. (2017) AGN model yields an optical depth of τ ∼
0.025, corresponding to an end of reionisation at z ∼ 3. Our
constant QHOD AGN model would obtain similar results if
a magnitude cut-off had been implemented in the ionising
emissivity integral to exclude the very faint AGN. Even with
our more favorable case of reionisation by AGN, reionisation
still occurs very late.
Overall, we find that our constant QHOD model that
is constrained to match the AGN emissivity of G15 can ad-
equately match the global ionising emissivity at z ∼ 5, but
strongly fails to reionise the Universe by z ∼ 6 and produces
too low Thomson optical depth. A constant LF model does
somewhat better at matching constraints, but the underly-
ing assumption is not physically well-motivated, does not
match the observed emissivity evolution from z ∼ 6 → 4,
and is inconsistent with the self-consistent calculations of
Qin et al. (2017). A 50-50 model is still within the allowed
bounds of the observations considered here, but any larger
contribution from AGN would be disfavoured – and we re-
iterate that our AGN model is already pushed towards in-
creasing the AGN emissivity as much as possible. Our xHI
and τe constraints for all these models are listed in Table 1.
Our results thus suggest that AGN-dominated reionisation
is highly unlikely, and therefore that galaxies dominate the
ionising photon budget during the EoR.
3.4 EoR topology
We have shown that our AGN-only models are highly dis-
favoured given current observational data. However, a 50-50
model is still permissible, if only marginally. Clearly, increas-
ing the precision of current measures should in principle en-
able more stringent constraints on the relative contribution
of AGN and star-forming galaxies to reionisation. But we
can also appeal to other aspects such as the topology of
reionisation in order to discriminate between models. This
will be particularly fruitful in the era of 21cm EoR experi-
ments, which will quantify the power spectrum of neutral hy-
drogen on large-scales. In this section, we discuss the topol-
ogy of neutral gas in our various models, and in the following
section we will quantify this by forecasting the 21cm power
spectrum for upcoming experiments.
We first investigate these models’ differences in terms
of their ionisation field maps. We choose to compare these
models’ maps at a fixed neutral fraction, since we have shown
in Hassan et al. (2017) that the 21cm fluctuations are more
sensitive to the topology of the ionisation field while the
density field contribution is secondary. This then allows us
to compare the topology even though the actual redshift
where a given ionisation occurs varies substantially between
models.
Figure 6 shows 2D maps of the ionisation field of all
models at different neutral fractions (xHI ≈ 0.25, 0.5, 0.75),
projected through the entire volume. Note that the red-
shifts at which this occurs are much later for the AGN-only
models, consistent with their late reionisation. Our Galax-
ies model shows a range of bubble sizes, with many small
bubbles around low-mass galaxies that have low clustering.
The largest bubbles towards the end of reionisation span
∼ 100 Mpc, in agreement with many previous studies (e.g.
Barkana & Loeb 2004; Furlanetto et al. 2004; Mesinger et
al. 2011; Zahn et al. 2011; Iliev et al. 2014; Majumdar et al.
2014). It is clear that there will be significant power on all
scales owing to this topology.
The constant QHOD and constant LF AGN models
show fairly similar H ii bubble sizes and distributions. Com-
pared to the Galaxies case, there are fewer small bubbles
owing to the fact that AGN tend to populate more massive
halos than the typical galaxy contributing to reionisation in
the Galaxies model. However, there are still some small halos
hosting small bubbles even in the AGN case. This contrasts
with the Kulkarni et al. (2017) AGN model where AGN are
assigned only in the massive halos using a circular velocity
cut-off, and thus their model does not yield any small-scale
H ii regions (see their Figure 2). Nonetheless, because the
duty cycle of AGN in our model is very low in low-mass
halos, many fewer small bubbles are seen compared to the
Galaxies case.
For large ionisations, the ionisation maps of the con-
stant QHOD and constant LF AGN models display larger
H ii regions as compared with those of Galaxies model. This
is necessary to compensate for the lack of numerous small
bubbles, in order to achieve a similar neutral fraction. This
is driven by the strong AGN clustering as suggested by the
input G15 LF at its faint end.
The 50-50 model is, not surprisingly, intermediate be-
tween the Galaxies and AGN-only models. The small bub-
bles are less prominent owing to the lower fesc,?. The max-
imum bubble sizes are comparable to but slightly larger
than in the Galaxies model. Hence the star-forming galax-
ies tend to drive the topology even when substantial AGN
are present. This comes from the facts that each halo mass
bin (magnitude bin) includes fewer AGN than the number
of possible hosting halos as implied by the AGN duty cy-
cle estimates (e.g. Shankar et al. 2009), and hence star-
forming galaxies would overcome the impact of those fewer
AGN on the ionisation field topology. The difference between
AGN (constant QHOD and constant LF) and star-forming
galaxies (Galaxies and perhaps 50-50) dominated models in-
creases as reionisation proceeds and becomes clear at late
stage of reionisation (bottom row for xHI ∼ 25% of Figure 6).
We expect these trends to be reflected quantitatively in their
21cm power spectra.
3.5 The 21cm power spectrum
Using the ionisation fields of these models at fixed neutral
fractions (Figure 6), we now compute our key EoR observ-
able, namely the 21cm power spectrum. Assuming that the
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Figure 6. Slices of the ionisation box each of a size 300× 300× 0.535 Mpc3 from our four models at different stages of reionisation. Top
to bottom: xHI ≈ 0.25, 0.5, 0.75. Left to right: Galaxies, 50-50, constant QHOD, constant LF models. White and black represent neutral
and ionised regions respectively. The constant QHOD and constant LF AGN models show large HII bubbles as compared to Galaxies
model. The Galaxies and 50-50 models show similar topology, indicating that galaxies play stronger role in determining the HII regions
properties. Actual redshifts and neutral fractions are quoted on top of each map.
Experiment Design Diameter [m] Collecting area [m2] Receiver temperature [mK]
LOFAR 48 tiles of bow-tie high band antennae 30.75 35,762 140,000
HERA 331 hexagonally packed antennae 14 50,953 100,000
SKA 866 compact core antennae 35 833,189 100 Tsky + 40,000
Table 2. Summary of parameters used in 21cmSense package to obtain the thermal noise sensitivity for each experiment. Columns (from
left to right) are: experiments’ names, designs, antenna diameter, total collecting area, and the reciver temperature. The sky temperature
is given by Tsky = 60λ
2.55 K.
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Figure 7. Top: the 21cm power spectrum comparison between all models at fixed neutral fractions. We also compare to the recent AGN
model developed by Kulkarni et al. (2017) (dashed red). The Galaxies (black solid) and 50-50 (dotted blue) models produce similar
power spectra on small and large scales, particularly at intermediate (xHI ∼ 0.5) and early (xHI ∼ 0.75) stages of reionisation. Likewise,
the constant QHOD (dashed black) and constant LF (dot-dashed yellow) AGN models yield similar power spectra. The AGN models
produce power spectra that is higher by a factor of ∼ × 1.5−2 than the Galaxies model. The power spectra obtained by Kulkarni et al.
(2017) AGN model agree with our AGN models relatively on large scales but they are lower by a factor of ∼ × 2−2.5 on small scales,
due to these models’ differences in populating AGN into halos (see text for details). Bottom: the ratio of each model power spectrum to
that of Galaxies as function of the scale k, which shows the difference between each model to Galaxies.
spin temperature is much higher than the CMB tempera-
ture, the 21cm brightness temperature takes the following
form:
δTb(ν) = 23xHI∆
(
Ωbh
2
0.02
)√
1 + z
10
0.15
Ωmh2
(
H
H + dv/dr
)
mK,
(12)
where dv/dr is the comoving gradient of the line of sight
component of the peculiar velocity. Using this equation, it is
straightforward to create the 21cm brightness temperature
boxes from which we compute the 21cm power spectrum as
follows: ∆221 ≡ k3/(2pi2 V) < |δTb(k)|2k >.
In top panels of Figure 7, we show a comparison between
our models’ predicted 21cm power spectrum, as well as with
the AGN-dominated models of Kulkarni et al. (2017). Bot-
tom panels show the ratio of each model 21cm power spec-
trum to the Galaxies model, in order to clearly display the
models differences as a function of the scale k. Consistent
with the ionisation maps (Figure 6), the Galaxies model
has less power than the AGN-only models, which at a fixed
xHI are themselves rather similar. This shows that the 21cm
power spectrum is somewhat insensitive to the method by
which we populate AGN (constant QHOD versus constant
LF), even though there is a clear difference in the reioni-
sation histories due to differences in the ionising emissiv-
ity evolutions (see Figures 3 & 4). Relative to the Galax-
ies case, at early epochs the differences with the AGN-only
models peaks at intermediate scales (k ∼ 0.3 − 0.1), typical
of the AGN bubble sizes. At later epochs, however, there is
not much scale dependence to the variation, and the AGN
models are simply about a factor of 1.5 − 2× higher than
the Galaxies model, owing to the stronger clustering of G15
AGN observations.
The 50-50 models yield similar 21cm power spectra both
on small and large scales to the Galaxies case at the early
(xHI ∼ 0.75) and intermediate (xHI ∼ 0.5) stages of reioni-
sation. This confirms our previous finding that star-forming
galaxies are dominant in determining the ionised regions
properties and hence their associated 21cm fluctuations dur-
ing the early stages of reionisation. At later stages, there is
an increasing difference between the 50-50 model and the
Galaxies case, owing to the increased contribution of AGN
at later epochs. Hence it may be optimal to look at the latter
stages of reionisation in order to obtain more quantitative
constraints on the fractional contribution of AGN.
Our AGN models agree with the Kulkarni et al. (2017)
AGN model reasonably well for the large-scale 21cm power
spectrum, while their small scale power is suppressed by a
factor of ∼ ×2 − 2.5 relative to ours. As mentioned before
in §3.4, our AGN model yields small-scale ionised regions
owing to populating AGN randomly at all halo mass bins
(magnitude bins) into their hosting halos using the actual
number of AGN as suggested by the G15 LF observations, as
opposed to a unity duty cycle in massive halos in the Kulka-
rni et al. (2017) AGN model. By constraining our LF to
that observed, our AGN model predicts a non-unity duty
cycle, which occasionally populates small halos with AGN
and thus boosts the 21cm power spectrum on small scales.
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Figure 8. Mock 21cm EoR power spectrum observations using the same telescope designs and configurations at z = 8 and xHI ∼ 30%
from our Galaxies (black solid) and constant QHOD AGN (black dashed, tuned to match Galaxies model optical depth τ) models. Shaded
areas show the 1-σ erorrbars obtained using 21cmSense package for our constructed EoR arrays: SKA (red), HERA (blue), LOFAR
(green). Vertical dashed lines represent the scale at which a specific experiment may distinguish between these models (the scale at which
errorbars overlap from a specific experiment). Future 21cm observations by these experiments will be able to discriminate between these
models at their corresponding sensitivity limits.
Figure 9. Mock 21cm EoR power spectrum observations using the same telescope designs and configurations at z = 8 and xHI ∼ 30%
from our Galaxies (black solid) and 50-50 (black dotted, tuned to match Galaxies model optical depth τ) models, similar to Figure 8.
Only future 21cm observations by HERA and SKA will be able to discriminate between these models at their corresponding sensitivity
limits.
3.6 Forecasting 21cm power spectra to constrain
AGN models
Our work has shown that AGN driven-EoR models are
photon-starved, in agreement with many others, and as such
plausible AGN models are unlikely to fully drive reionisa-
tion. Nonetheless, a substantial AGN contribution such as
in our 50-50 model is still allowable given current data, which
begs the question, will future 21cm data provide more strin-
gent constraints on the contribution of AGN to reionisation?
To answer this question, we focus our analysis on
three different low-frequency radio interferometer designed
to measure the 21cm EoR power spectrum: the Low Fre-
quency Array (LOFAR)1, the Hydrogen Epoch of Reion-
1 http://www.lofar.org/
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isation Array (HERA)2, and the Square Kilometer Array
(SKA-Low)3.
To forecast the power spectra for these facilities, we use
the same recipe presented in Hassan et al. (2017), outlined as
follows: We first select the redshift (observed frequency) at
which we compute the 21cm power spectrum for each model.
To establish a proper comparison, we operate these three
array designs, with parameters summarized in Table 2, in a
drift-scanning mode for 6 observing hours per day for 180
days at 8 MHz bandwidth. We then add the total uncertainty
which includes the thermal noise and sample variance using
the 21cmSense4, a package for calculating the sensitivity
of 21cm experiments to the EoR power spectrum. We refer
to Parsons et al. (2012) for basics of the radio interferometer
sensitivities, to Pober et al. (2013, 2014) for more details on
observation strategies and foreground removal models, and
to Hassan et al. (2017) for the experiments designs and con-
figurations. We only change the foreground removal method
to use the optimistic model developed in Pober et al. (2014)
in which the foreground wedge extends to the Full-Width
Half-Max (FWHM) of the experiments’ primary beam. This
will extend our analysis to cover more large scales than us-
ing a moderate model in which foreground wedge extends
only to 0.1 h Mpc−1 beyond horizon limit.
From Figure 7, we notice that the large variations be-
tween the Galaxies and constant QHOD AGN models occurs
at the late stages of reionisation (xHI ∼ 25%) when the HII
bubbles begin to overlap. We thus create our 21cm mock
observations at these epochs. Since the reionisation occurs
very late in the constant QHOD AGN model (see Figure 4),
we re-tune the model (using A = 1.25× 107, which we note
would substantially overproduce the ionising emissivity con-
straints) to match the optical depth as obtained by Galax-
ies model. We then perform our 21cm mock observations at
z = 8 and xHI ∼ 0.3 for both models in order to conduct a
comparison at the same redshift and neutral fraction.
Figure 8 shows a 21cm mock observation comparison
at z=8 (xHI ∼ 0.3) between Galaxies and the re-tuned con-
stant QHOD AGN models. The shaded area shows the total
uncertainties (1-σ level) expected from the experimental de-
signs summarised in Table 2 using the 21cmSense package.
The vertical lines mark the scale at which the 1-σ errorbars
from a specific experiment overlap, corresponding to the sen-
sitivity limit for each experiment where the models can be
distinguished.
Given that it can only probe relatively large scales, LO-
FAR will have some difficulty discriminating between the
Galaxies and constant QHOD models, as they lie within ∼
2-σ of each other. However, HERA should be able to dis-
tinguish between these models rather well on scales above
about 10 Mpc, and the larger baselines of SKA-low will en-
able discrimination to significantly smaller scales. From Fig-
ure 8, we see that LOFAR, HERA, and SKA can discrimi-
nate between these models during the latter stages of reion-
isation at scales of k < 0.21 Mpc−1 (> 30 Mpc), k < 0.53
Mpc−1 (> 12 Mpc) and k < 1.66 Mpc−1 (> 4 Mpc), respec-
tively.
2 http://reionization.org
3 https://www.skatelescope.org
4 https://github.com/jpober/21cmSense
The fact that HERA and SKA can easily discriminate
AGN-only and Galaxies-only models suggests that it may be
possible to constrain the fractional contribution of AGN us-
ing such data. We thus repeat the same steps above, except
now for the 50-50 model, tuned to match Galaxies τe.
Figure 9 shows a forecasting comparison between the
Galaxies and 50-50 models. Since the 50-50 model yields
21cm power amplitude that is closer to Galaxies than con-
stant QHOD model does, the scales at which experiments
overlap are shifted towards large scales (compare vertical
dashed lines in figure 8 versus 9). This shows that LOFAR
is unlikely to discriminate between these models, unless a
very optimistic foreground removal is applied to detect the
signal on large scales (k < 0.12 Mpc−1 (> 53 Mpc)), which
are highly contaminated by foregrounds (Pober et al. 2014).
Given a successful foreground removal, HERA and SKA can
discriminate between the Galaxies and 50-50 models during
the latter stages of reionisation at scales of k < 0.46 Mpc−1
(> 14 Mpc) and k < 0.65 Mpc−1 (> 10 Mpc), respectively
as shown by vertical dashed lines in Figure 9.
Note that we have shown 1-σ uncertainties, which is
unlikely to be sufficient to robustly discriminate between
Galaxies and AGN models. If one instead requires 3-σ to
distinguish between the models, then LOFAR fails to dis-
tinguish between our models, but HERA and SKA are still
successful albeit on scales somewhat larger than those ob-
tained with the 1-σ limit.
Figure 8 & 9 both illustrate how future 21cm obser-
vations could potentially help constrain the nature of the
source population. While current observations cannot rule
out the 50-50 model, in principle HERA and SKA should
be able to do so straightforwardly, assuming they can reach
their target sensitivities. Until these facilities come online,
ancillary observations will continue to improve. Hence com-
prehensive models that are able to make predictions for, and
constrain to, a wide variety of EoR data are vital for opti-
mizing the scientific information extracted from future ob-
servations including 21cm data.
4 CONCLUSION
We have presented predictions for the 21cm power spec-
trum arising from AGN-driven reionisation models, and con-
trasted them with predictions from galaxy-driven models
and models with a mixture of sources. The AGN source
population is placed into galaxy halos using a physically
motivated prescription based on the G15 AGN observations,
deriving a Quasar Halo Occupancy Distribution of AGN at
z = 5.75 from this and using it to evolve the number of
AGN to higher redshifts. This framework is implemented
into our Time-integrated version of SimFast21, which self-
consistently accounts for recombinations and the evolution
of structure. We have calibrated these AGN models to re-
produce ionising emissivity constraints, and compared them
with models in which ionising radiation is dominated by star-
forming galaxies. Our key findings are as follows:
• When tuned to match the G15 ionising emissivity con-
straints, AGN-only models produce very late reionisation at
z  6 (Figure 4). If we assume a constant halo occupancy
for AGN as is consistent with other observational constraints
and models, then the predicted Thomson optical depth is
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only 0.036, well below Planck constraints (see Figure 5).
This strongly disfavours AGN as providing the dominant
source for reionising photons.
• We determine a quasar halo occupancy distribution
(QHOD) that is near unity for very massive halos, but
drops to sub-percent level for more typical halos. This is
directly interpretable as a duty cycle for AGN. This also ex-
plains why reionisation is so late in this AGN-only model,
because AGN populate massive halos more frequently and
hence their emissivity contribution grows strongly only at
late epochs (Figure 3), thereby not ionising enough volume
to match the optical depth measurements.
• Our results are consistent with those from the AGN-
only models by Qin et al. (2017) using the DRAGONS semi-
analytic models, who also found that AGN could not domi-
nate reionisation. Our Galaxies model is also in broad agree-
ment with their full model, supporting their result that star-
forming galaxies can provide sufficient photons as a function
of redshift to reionise.
• A model where we assume a constant AGN luminosity
function at z ≥ 5.75 can barely match the Planck τe, but
still reionises very late, and moreover it is not physically
well motivated and disagrees with the measured evolution
of the AGN luminosity function at z ∼ 4 − 6 (Giallongo et
al. 2015). It does, however, result in a global emissivity evo-
lution similar to that assumed in Madau & Haardt (2015),
but even in this case we do not confirm their result that such
a model is viable, likely because we include the effects of re-
combinations along with a more sophisticated accounting of
the clustering of sources and sinks.
• Our AGN-only model produces larger HII bubbles as
compared with our Galaxies-only model (see Figure 6),
consistent with results from another semi-numerical model
by Kulkarni et al. (2017) (Figure 6). This results in a larger
21cm power spectrum amplitude by ∼ × 1.5−2 as compared
with that from the galaxies-only model (see Figure 7).
• We examine a model which includes a 50% contribu-
tion from galaxies and AGN (assuming a constant QHOD).
We find that this model can barely satisfy current τe and
xHI constraints. At early epochs, the galaxies contribution
dominates the power spectrum, but during the latter stages
of reionisation the quasars contribution is more significant,
and the power spectrum deviates more substantially from
the galaxies-only case.
• Future 21cm observations by LOFAR, HERA and SKA
can discriminate between the constant QHOD AGN and
Galaxies models during late reionisation at scales of k < 0.21
Mpc−1 (> 30 Mpc), k < 0.53 Mpc−1 (> 12 Mpc) and
k < 1.66 Mpc−1 (> 4 Mpc), respectively (see Figure 8).
HERA and SKA will also be able to distinguish between
our 50-50 and galaxies-only models, and thus potentially
constrain the fractional contribution of AGN to reionisation.
• We have assumed an optimistic model for the AGN
photon output rate by extrapolating to very low luminosi-
ties (M1450 > −18). There are also suggestions that G15
over-estimates the number of high-z AGN and thus their
total emissivity (e.g. Parsa et al. 2017). In either scenario,
our claim that AGN cannot dominate reionisation is further
strengthened.
It might still be possible that our AGN-only models
could match all EoR observations simultaneously, if we re-
lax some of these models’ assumptions. For instance, our
AGN-only models depend on two parameters, namely, the
photon escape fraction fesc,AGN and the black hole formation
efficiency A (see Equation 4). These results are already ob-
tained using 100% fesc,AGN, and it is clear that those models
would reionise much earlier if we adopt fesc,AGN  100%,
which is not physical. The A parameter has been tuned to
allow these models to reproduce the G15 data at z=5.75.
If we choose not to calibrate these models to match the
G15 data, we then can adopt larger A which results in a
smaller QHOD and earlier reionization. For example, the
QHOD in the most faint magnitude bin at z=5.75 decreases
from ∼ 2.7% to 1.7% as the A increases from 5 × 105 to
106. This shows that allowing the AGN-only models to form
more efficient black holes (large A) result in a fewer num-
ber (less QHOD) of them since the QHOD quantifies the
fraction of active halos with AGN. From Figure 4, we see
that the reionization in the constant LF AGN model (with
A = 106) starts earlier than in the constant QHOD AGN
model (with A = 5 × 105), but because there is no evolu-
tion in the source population (fixed LF), the model reionises
much later than the constant QHOD. It is then clear that
if we adopt larger A to form more effeicent black holes, our
AGN-only models will yield an early reionization. In this
case, these models might produce consistent reionization his-
tories and optical depths as compared with the observations.
Given the large uncertainties in the ionising emissivity mea-
surements by G15 and Becker & Bolton (2013), these mod-
els might still be consistent with these measurements’ 2-σ
level at A > 106. We expect that the AGN clustering re-
mains unaffected at a specific neutral fraction for larger A
values and hence the future 21cm observations can still dis-
criminate between our AGN-only versus Galaxy-only mod-
els. The AGN-only models also assume that Mbh − vcir cor-
relation (Equation 4) is valid even at high redshifts. This
adds more uncertainties since such a correlation has only
been measured in the local universe. More physically mo-
tivated and self-consistent AGN modelling at high redshift
is clearly required to understand their formation and evo-
lution as a function of redshift. Analogously to our stellar
source model, one may allow the black hole emissivity to
scale super-linearly with black hole mass (Rion,AGN ∝MCbh).
This new parameter C would indeed affect the AGN cluster-
ing and the corresponding ionised bubble sizes, as previously
seen in our star-forming galaxies models (Rion,? ∝MCh ). We
leave investigating this dependence for future works.
Improved high redshift AGN observations are clearly
desirable in order to more robustly determine the AGN lumi-
nosity function, particularly at the low-luminosity end. The
results of such observations can be incorporated straight-
forwardly into the framework we have presented here, and
will provide better constraints on the contribution of AGN
to reionisation. Our framework illustrates that the QHOD
is an effective approach to evolve the number of AGN dur-
ing the EoR. Our analysis indicates that despite there being
potentially more faint AGN than previously believed, star-
forming galaxies still dominate the neutral gas topology and
ionising photon budget.
D’Aloisio et al. (2016), Mitra et al. (2016), and On˜orbe
et al. (2017) have all independently demonstrated that
AGN-only models overheat the IGM, inconsistent with Ly-
α temperature measurements (Becker et al. 2011), due to
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the early onset of He II reionization. Finlator et al. (2016)
further have shown that these models also over-ionise the
metals when compared with observed metal absorption line
measurements (D’Odorico et al. 2013). Our findings corrob-
orate these results via a different approach.
AGN could still be important for reionisation because
of their long-range heating effects owing to their harder
emission spectrum, as well as for setting the shape of the
metagalactic ionising flux that is important for interpreting
metal-line absorption data (e.g. Finlator et al. 2016). Early
AGN are in and of themselves interesting in order to under-
stand the emergence of supermassive black holes particularly
at early epochs. Our results here suggest that future 21cm
experiments will have a key role to play in constraining the
amount of AGN activity and its contribution to the meta-
galactic flux during the EoR.
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