Researchers have developed different metaheuristic algorithms to solve various optimization problems. The efficiency of a metaheuristic algorithm depends on the balance between exploration and exploitation. This paper presents the hybrid parliamentary optimization and big bang-big crunch (HPO-BBBC) algorithm, which is a combination of the parliamentary optimization algorithm (POA) and the big bang-big crunch (BB-BC) optimization algorithm. The intragroup competition phase of the POA is a process that searches for potential points in the search space, thereby providing an exploration mechanism. By contrast, the BB-BC algorithm has an effective exploitation mechanism. In the proposed method, steps of the BB-BC algorithm are added to the intragroup competition phase of the POA in order to improve the exploitation capabilities of the POA. Thus, the proposed method achieves a good balance between exploration and exploitation. The performance of the HPO-BBBC algorithm was tested using well-known mathematical test functions and compared with that of the POA, the BB-BC algorithm, and some other metaheuristics, namely the genetic algorithm, multiverse optimizer, crow search algorithm, dragonfly algorithm, and moth-flame optimization algorithm. The HPO-BBBC algorithm was found to achieve better optimization performance and a higher convergence speed than the above-mentioned algorithms on most benchmark problems.
Introduction
Optimization refers to the selection of the best solution from among multiple solutions to a problem. Traditional optimization techniques (such as Newton's method, steepest descent, and linear programming) usually fail to solve global optimization problems that have many local optima and nonlinear objective functions. By contrast, metaheuristic algorithms are more efficient in overcoming these challenges. Many metaheuristic algorithms are inspired by biological phenomena as well as by physical, social, and chemical processes [1] . For example, the genetic algorithm (GA) [2] and artificial immune systems (AISs) [3] are based on biology, the gravitational search algorithm (GSA) [4] is based on physics, the imperialist competitive algorithm (ICA) [5] is based on social concepts, and the artificial chemical reaction optimization algorithm (ACROA) [6] is based on chemistry.
Although various metaheuristic algorithms can successfully solve some specific problems, they do not show similar performances in solving all problems. Therefore, new algorithms have been proposed to improve the existing algorithms. Hybridization, which aims to combine the properties of two or more algorithms into a single hybrid algorithm, is one such technique. The unique benefit of hybridization is that the new algorithm provides better performance compared to its individual components [7] . Recently, many hybrid versions of well-known optimization methods have been developed by researchers, such as hybrid GA-particle swarm optimization (PSO)-symbiotic organisms search (SOS) by Farnad et al. [8] , hybrid genetic deflated Newton (HGDN) method by Noack and Funke [9] , hybrid firefly algorithm (FA)-PSO by Aydilek [10] , hybrid biogeographybased optimization (BBO)-gray wolf optimizer (GWO) by Zhang et al. [11] , hybrid hierarchical backtracking search optimization (HHBSA) based on backtracking search optimization (BSA), differential evolution (DE), and teaching-learning-based optimization (TLBO) by Zou et al. [12] , hybrid harmony search (HS)-simulated annealing (SA) by Assad and Deep [13] , hybrid artificial bee colony (ABC)-DE by Jadon et al. [14] , memorybased hybrid dragonfly algorithm (MHDA) by Ranjini and Murugan [15] , and hybrid flower pollination algorithm (FPA)-clonal selection algorithm (CSA) by Nabil [16] .
The parliamentary optimization algorithm (POA) was proposed by Borji [17] for global optimization. It is inspired by the competitive and cooperative behaviors of parliamentary parties. The POA consists of two phases: intragroup competition and intergroup cooperation. In the first phase, the regular members are biased toward the candidate members in the ratio of their fitness values, which allows the algorithm to search for potential points in the search space. There are two different scenarios in the second phase. In the first scenario, the most powerful groups can be merged into a single group in order to increase their power. In the second scenario, the weakest groups can be removed in order to preserve the computation power and decrease function evaluations. Only a few studies have investigated the POA. In these studies, the POA was used for different problems, such as global optimization [18] , permutation constraint satisfaction problems [19] , overlapping community detection in social networks [20] , finding numerical classification rules [1] , and classification of Web pages [21] . Furthermore, a hybrid version of the POA, i.e. a combination of the POA and artificial neural networks, was proposed for passenger flow prediction [22] .
The big bang-big crunch (BB-BC) algorithm, inspired by one of the evolutionary theories of the universe, was initially proposed by Erol and Eksin [23] . The algorithm consists of two phases. In the big bang phase, the particles are randomly created in a search space. In the big crunch phase, the randomly distributed particles are drawn into an order. Various applications of the BB-BC algorithm have been reported in the literature, such as data clustering [24] , optimal placement and sizing of voltage-controlled distributed generators [25] , and optimal design of structures [26] . Furthermore, some hybrid variations of the BB-BC have been proposed [27] , including hybrid PSO-BB-BC for optimal reactive power dispatch [28] ; hybrid BB-BC-PSO for optimal sizing of a stand-alone hybrid power system including a photovoltaic panel, wind turbine, and battery bank [29] ; hybrid BB-BC-conjugate gradient (CG) algorithm for operational reliability modeling of hydrogenerator groups [30] ;
and hybrid BB-BC-PSO for parameter identification of a proton-exchange membrane fuel cell [31] .
In this study, the hybrid parliamentary optimization and big bang-big crunch (HPO-BBBC) algorithm, which is a combination of the POA and the BB-BC algorithm, is proposed to solve global numerical optimization problems. The proposed method achieves a balance between exploration and exploitation by using the exploration ability of the POA and the exploitation ability of the BB-BC algorithm. The performance of the HPO-BBBC algorithm is tested using nine standard mathematical test functions and eight composition, rotated, shifted, and expanded functions selected from CEC 2005. It is compared with that of the POA, the BB-BC algorithm, and five other metaheuristics, namely the GA [2] , multiverse optimizer (MVO) [32] , crow search algorithm (CSA) [33] , dragonfly algorithm (DA) [34] , and moth-flame optimization algorithm (MFO) [35] . The results show that the HPO-BBBC algorithm can effectively solve most benchmark problems and has a higher convergence speed than the above-mentioned algorithms. The remainder of this paper is organized as follows. The POA and the BB-BC algorithm are described in Sections 2 and 3, respectively. Section 4 provides a detailed explanation of the HPO-BBBC algorithm. The experimental results are discussed and compared in Section 5. Finally, our conclusions are stated in Section 6.
Parliamentary optimization algorithm
The POA is inspired by the competitive and cooperative behaviors of parliamentary parties. The flowchart of the POA is shown in Figure 1 . The POA begins with an initialization process. The individuals are created with random positions throughout the search space. Then the initialized individuals are evenly partitioned into M groups, where each group contains N individuals. A few individuals with the highest fitness in each group are considered as candidate members. The remaining individuals are referred to as regular members [17, 18] .
Next, the intragroup competition phase begins. In this phase, the regular members are biased toward the candidate members in the ratio of their fitness values. The new position of a regular member is calculated as
where π is a random value between 0.5 and 2, p ′ is the new position and p 0 is the current position of the regular member, p i is the position of a candidate member, and f is the fitness function. The biasing operation is shown in Figure 2 . After biasing, the regular members might have higher fitness values than the candidate members. In this case, the candidate members are reassigned. After the reassignment, the power of the groups is calculated as
where Qi and Ri are the fitness values of candidate members and regular members of group i, respectively, while m and n represent weight constants.
In intergroup cooperation, a random number is generated, and if it is smaller than Pm, the λ most powerful groups can be merged into one group in order to increase their power. Like merging, a random number is generated, and if it is smaller than Pd, the γ weakest groups can be removed in order to preserve the computation power and decrease function evaluations. When the stopping conditions are satisfied, the algorithm terminates and the best member of the best group is considered as the solution [17, 18] . 
Big bang-big crunch algorithm
The BB-BC algorithm has two main phases: big bang and big crunch. In the first big bang phase, an initial population is created with random particles within the search space boundaries. Then the fitness values of all the particles are computed. Next, a contraction procedure is applied during the big crunch phase. In this phase, the center of mass ( x c ) is calculated by accounting for the position and fitness value of each particle as follows:
where x i and f i denote the position and fitness values of particle i, respectively, and N denotes the population size. Alternatively, the particle with the best fitness value can also be chosen as x c . After the big crunch phase, the second big bang phase begins. In this phase, new particles are created around x c by adding or subtracting random values, which decrease with each iteration, as follows [23] :
where l denotes the upper limit of the search space, r is a random value between 0 and 1, k is the iteration step, and x new is the location of the newly formed particle. The flowchart of the BB-BC algorithm is shown in Figure 3 [23] . 
Hybrid parliamentary optimization and big bang-big crunch algorithm
In the intragroup competition phase of the POA, the regular members are biased toward the candidate members in the ratio of their fitness values, which allows the algorithm to explore the search space, thereby providing an exploration mechanism [17, 18] . By contrast, the BB-BC algorithm has an effective exploitation mechanism [31] . In the proposed method, steps of the BB-BC algorithm are added to the intragroup competition phase of the POA in order to improve the exploitation performance of the POA. Thus, the proposed method achieves a balance between exploration and exploitation.
After biasing and reassigning new candidates, the proposed method selects each regular member as x c . Then the big-bang approach is adopted to search for better individuals around the regular members. P new individuals are created around x c by using Eq. (4). After that, the fitness values of the individuals are calculated and compared with the regular member. If there is a better individual than the regular member, the regular member is replaced with that individual; otherwise, the regular member maintains its position. This search mechanism provides an exploitation ability to the POA. This search mechanism is shown in Figure 4 . The flowchart of the HPO-BBBC algorithm is shown in Figure 5 .
Experiments and results
Mathematical test functions can be used to evaluate the performance of an optimization algorithm. Most of these functions have the same complexity as engineering problems. The difficulty ratings of the functions can be adjusted by changing the parameters [36] . Nine standard mathematical test functions and eight composition, rotated, shifted, and expanded functions selected from CEC 2005 were used to test the efficiency of the HPO-BBBC algorithm. The details of the standard test functions are summarized in Table 1 [37, 38] . Among these functions, the Sphere and Rosenbrock functions are unimodal functions (containing only one optimum), whereas the remaining functions are multimodal functions (containing many local optima but only one global optimum).
Eight functions selected from CEC 2005 are summarized in Table 2 and more information about these test problems can be found in [39] . 
The initial population was set as 30, and the maximum number of iterations was set as 1000 for all the algorithms for fair comparison. The performances of the algorithms for each test function were evaluated on the basis of the results obtained in 30 independent runs. The initial parameters used in the tests for algorithms are listed in Table 3 Our results revealed that the HPO-BBBC outperformed the its component algorithms in all the test functions. In most benchmark problems, HPO-BBBC finds better values than GA, MVO, DA, CSA, and MFO, except the benchmarks shown in Table 4 (F1, F3, F5, F7, F8), Table 5 (F1, F3, F7, F8), Table 6 (F1, F3, F6,   F8), and Table 7 (F12, F13 ). Moreover, the standard deviation values, which reflect the stability of the proposed method, were smaller for most test functions than those of the above-mentioned algorithms. To illustrate the convergence speeds of the algorithms, the convergence plots for the F1, F2, F4, F6, F8, F9, F10, F15 , and F17 functions are shown in Figure 6 , and it indicates that the HPO-BBBC algorithm converges faster than the mentioned algorithms in most of the benchmark functions. [41, 42] . As shown in Table 8 , P-values are less than 0.05 for all test functions (except F8). This make obvious the significant differences between the proposed algorithm and its components. Table 9 shows the average running times (s) of the HPO-BBBC, its components, and other tested algorithms for 30 independent runs with 1000 iteration. In this study, to improve the exploitation capabilities of the POA, steps of the BB-BC algorithm have been added to the intragroup competition phase of the POA for searching for better individuals around the regular members. These steps have been created as extra components for the HPO-BBBC so the running time of the HPO-BBBC has increased. Although it shows that the HPO-BBBC consumes more running time than its components and other algorithms, the experimental results show that the proposed algorithm can effectively solve numerical global optimization problems and has a higher convergence speed in most benchmark problems. In other words, the HPO-BBBC can find better results in a smaller number of iterations than its components and other tested algorithms. Thus, the running time problems can be reduced by less than the number of iterations. 
Conclusion
Hybridization is a well-known technique for enhancing the performance of an algorithm. The main idea of hybridization is to combine the properties of two or more algorithms into a single algorithm. In this study, the HPO-BBBC algorithm was proposed for solving global numerical optimization problems using a combination of the POA and the BB-BC algorithm. The intragroup competition phase of the POA provides an exploration mechanism. By contrast, the BB-BC algorithm has an effective exploitation mechanism. In the proposed method, steps of the BB-BC algorithm are added to the intragroup competition phase of the POA; thus, the proposed method achieves a balance between exploration and exploitation.
The performance of the HPO-BBBC algorithm was tested using nine standard mathematical test functions and eight composition, rotated, shifted, and expanded functions selected from CEC 2005. The experimental results were compared with those of the POA, the BB-BC algorithm, and five other metaheuristics, namely GA, MVO, DA, CSA, and MFO. It shows that the HPO-BBBC algorithm has higher convergence speed and produced better results than the above-mentioned algorithms in most benchmark problems. In the future, we plan to test the performance of the HPO-BBBC algorithm in data-mining techniques such as association rules and 
