In [13] a general spectral approximation theory was developed for compact operators on a Banach space which does not require that the operators be self-adjoint and also provides a first order correction term. Here we extend some of the results of that paper to nonlinear eigenvalue problems. We present examples of its application that arise in electromagnetics.
Introduction
Frequently spectral perturbation problems arise in the study of electromagnetics and composite materials where the dependence on the spectral parameter is nonlinear. Here we state and prove some results which can be applied to both asymptotic and numerical approximations in those contexts. The general problem is as follows. Assume we have a set of compact linear operators T h (λ) where λ is a spectral parameter and h is some (w.l.o.g. small) perturbative parameter, and that we want to find a nontrivial pair (u h , λ h ) such that
Such a pair is what we refer to as a nonlinear eigenpair. We assume we have also some limiting problem λ 0 T 0 (λ 0 )u 0 = u 0 (2) whose solutions are much simpler. The limiting problem could, for example, correspond to a background problem where solutions are known, or a lower dimensional or homogeneous problem whose solutions are far easier to compute. To understand the behavior of λ h , it is useful to have an expansion
where the expression for λ (1) is as explicit as possible, and depends only on solutions to (2) . We refer to λ (1) as the eigenvalue correction. Note that in this class of nonlinear spectral problem, we are looking for λ such that S(λ) = λT (λ) − I has a nontrivial null space, where unlike standard eigenvalue problems, S depends nonlinearly on λ. The nonlinearity is only in λ, that is, we assume here that T (λ) is itself a linear operator. The study of nonlinear eigenvalue problems, quadratic eigenvalue problems and operator pencils is not new, and we refer to [11] , [6] , [12] , as examples of a vast literature on the subject. However, this author is unaware of results on formulas for first order corrections to nonlinear eigenvalues for general Banach space operator perturbations.
Background: Linear theory
There is an established and expansive theory for linear eigenvalue perturbations of compact operators, in particular if they are self adjoint [10] . To derive the correction for nonlinear eigenvalues, we begin with a linear eigenvalue correction theorem which is a restatement of Theorem 3 of [13] . This theorem does not require that the operators be self-adjoint, and within the proof provides an explicit formula for the correction (noticed in [16] ), which we state here. Suppose X is a Banach space and K n : X → X is a sequence of compact linear operators such that K n → K pointwise (i.e. ∀f ∈ X, K n f → Kf in norm). Assume also that the sequence {K n } is collectively compact, meaning that the set {K n f | f ≤ 1, n = 1, 2, . . .} has compact closure. We also suppose that K * n → K * pointwise and {K * n } is also collectively compact. (Note that all of the above conditions are met when K n → K in the operator norm.) Let µ be a nonzero eigenvalue of K of algebraic multiplicity m. It is well known that for n large enough, there exist m eigenvalues of K n , µ n 1 , . . . µ n m (counted according to algebraic multiplicity) such that µ n j → µ as n → ∞, for each 1 ≤ j ≤ m. Let E be the spectral projection onto the generalized eigenspace of T corresponding to eigenvalue µ. The space X can be decomposed in terms of the range and null space of E: X = R(E) ⊕ N (E). Elements in φ * ∈ R(E) * therefore can be extended to act on all of X by initial projection onto R(E), that is, φ * f = φ * Ef . 
Now suppose the operators depend on a continuous parameter h, and K h → K in norm for example, and they differ by order h. Note that the right hand side is of higher order and the correction term for the average of the perturbed eigenvalues is merely
the operator correction, this yields the formula
Of course for a simple eigenpair (µ, φ) this means that
Convergence of nonlinear eigenvalues
One expects convergence of the nonlinear eigenvalues due to the analytic Fredholm theory.
Here we include a statement of convergence and its proof for completeness. Define the modified resolvent type operator valued functions on C
An important note is that if R h (λ) does not exist as a bounded linear operator from X to itself, then λ is a nonlinear eigenvalue of T h . This is because if R h (λ) does not exist, then 1/λ is in the spectrum of the compact operator T h (λ). Hence since 1/λ is nonzero, it must be an eigenvalue and (I − λT h (λ)) must have nontrivial and finite dimensional null space. The same argument holds for the limiting operator R 0 (λ).
In the following proposition, we show that the nonlinear eigenvalues converge to those of the unperturbed operator.
Theorem 3.1. Assume that λ 0 is a nonlinear eigenvalue of T 0 , and that R 0 and R h are meromorphic in some region U of C containing λ 0 . Assume also that for any λ ∈ U , T h (λ) → T 0 (λ) in norm. Then for any ball B around λ 0 , there exists h 0 > 0 such that T h has a nonlinear eigenvalue in B for all h < h 0 . Conversely, if {λ h } is a sequence of nonlinear eigenvalues of T h that converges as h → 0, the limit is a nonlinear eigenvalue of T 0 .
Proof
Since U is open and R 0 meromorphic, we can choose B, a ball around λ 0 such that T 0 has no other nonlinear eigenvalues in B. We will use a well known result about the inverses of perturbed operators, see for example [10] 
Apply this, with
Let Γ = ∂B, positively oriented. By the choice of B, Γ does not intersect with any poles of R 0 , and λ 0 is the only pole of R 0 in the closed disk. Then R 0 (λ) is continuous with respect to λ on Γ, hence R 0 (λ) is uniformly bounded for λ on Γ. Using (5), we have that
in norm as h → 0, uniformly for λ ∈ Γ. This implies that the operator valued integral
in norm as h → 0. More generally, the integrals
also converge for α a positive integer. From the residue theorem, the integral
gives us the coefficient of the (λ − λ 0 ) −(α+1) term in the Laurent series expansion for R 0 (λ). Since R 0 has a pole at λ 0 and is meromorphic, this must be nonzero for some finite integer α ≥ 0. Hence for that α, the integrals
must all be nonzero for h small enough. This means that all R h must have at least one pole in B for h small enough. That is, for h small enough, all T h have a nonlinear eigenvalue in B. This proves the first part of the statement of the proposition. For the converse, if λ 0 is not a nonlinear eigenvalue of T 0 , then R 0 (λ) exists in some neighborhood of λ 0 . The formula (5) implies that R h (λ) also exists in that neighborhood for h small enough. Hence the nonlinear eigenvalues of T h are bounded away from λ 0 for h small enough. Some remarks about the assumptions in this theorem:
• If the operator functions I −λT h (λ) and I −λT 0 (λ) are analytic in some region U , then this combined with the fact that the T 's are compact, means that the inverses are meromorphic.
• If λ 0 is a nonlinear eigenvalue of T 0 , then the classical resolvent of T 0 (λ 0 ), given by (zI − T 0 (λ 0 )) −1 , automatically has nonzero residue at z = 1 λ0 ; its residue is the projection onto the generalized eigenspace [10] . Using arguments as above, one can show that the coefficient operators in the Laurent series expansions for R h must converge to those of R 0 . However, it is not clear how these coefficients relate to the nonlinear eigenspaces.
Nonlinear eigenvalue corrections
Now assume we have a series of problems of the form (1), (2) . For the case of resonances for the Helmholtz equation we were able to extend and modify the linear eigenvalue correction theorem of Osborn to apply such a situation [9] . Using the ideas there, we will state and prove a general nonlinear eigenvalue correction theorem that works for simple eigenvalues, or for higher multiplicity if the perturbed nonlinear eigenvalue has multiplicity just as high. We remark that the following theorem does not apply at all for multiple eigenvalues in the general case.
If λ 0 is a nonlinear eigenvalue of T 0 , then 1 λ0 is a standard eigenvalue of T 0 (λ 0 ), with algebraic multiplicity m and E the projection onto the corresponding generalized eigenspace. We will say in this case that λ 0 has multiplicity m. As in the linear case, let {φ j } j=1,...m , {φ * j } j=1,...m be normalized bases of the generalized eigenspace R(E) and its dual space R(E) * respectively. Again X = R(E) ⊕ N (E), and elements in φ * ∈ R(E) * can be extended to act on all of X by initial projection onto R(E), that is, φ * f = φ * Ef . Here X is again a Banach space, and f, g * = g * (f ) represents the duality pairing for f ∈ X, g * ∈ X * .
Theorem 4.1 (Nonlinear Eigenvalue Corrections).
Let {T h (λ) : X → X} be a set of compact linear operator valued functions of λ which are analytic in a region U of the complex plane, collectively compact for any λ ∈ U . Assume that
we have the following formula
Proof Note that
is an eigenvalue of T h (λ h ) and 1 λ0 is an eigenvalue of T 0 (λ 0 ). Also, by assumption we know that
pointwise, and the sequence is collectively compact; likewise for the adjoints. So, what we have are the eigenvalues of a convergent sequence of compact operators, {
, T 0 (λ 0 )}, so we now apply Theorem 2.1. Since
has multiplicity m, all of the eigenvalues of T h (λ h ) are equal to 1 λ h if h is small enough. (We remark that if this is not the case, the desired nonlinear eigenvalue must get averaged with the other linear eigenvalues of T h (λ h ), which are not of interest to us here.) Hence this theorem yields
where c(h) → 0 as h → 0 and is independent of λ ∈ U . Similarly, we have
where c * (h) → 0 as h → 0. (Note that these rates need not necessarily be the same.) From the regularity of T 0 with respect to λ and the assumptions of this theorem, there exists C independent of h and λ ∈ U such that
Inserting this into (8) we have
If we multiply everything by λ 0 λ h ,
which we manipulate to get
Now, we again see that the third term on the right hand side is bounded by the error term, and hence
Now, since the correction term above depends on λ h , we need to expand the term further. We can write
and compute using the regularity with respect to λ,
where DT h (λ 0 ) is the derivative with respect to λ of T h evaluated at λ 0 . Since the pointwise convergence of T h is uniform with respect to λ, we have that
Combining (10), (11) , and (12), we obtain
We now collect terms for (λ h − λ 0 ) so that
At this point we need to use the assumption (15) to obtain
By the looking at either the operators or their adjoints, we must have that
which implies that
Since we assume that λ h − λ 0 → 0, this can only hold if
Inserting this into (14) completes the proof.
The following simplified version of the above theorem is applicable in many situations.
Corollary 4.1. Let {T h (λ) : X → X} be a set of compact linear operator valued functions of λ which are analytic in a region U of the complex plane, such that T h (λ) → T 0 (λ) in norm as h → 0 uniformly for λ ∈ U . Let λ 0 = 0, λ 0 ∈ U be a simple nonlinear eigenvalue (2) of T 0 , define DT 0 (λ 0 ) to be the derivative of T 0 with respect to λ evaluated at λ 0 , and let φ be the normalized eigenfunction and φ * its dual. Then for any h small enough there exists λ h a simple nonlinear eigenvalue of T h , such that if
we have the following formula to have
Examples

Generalized eigenvalue problems
Hence for perturbations of this problem, one can potentially apply Theorem 4.1 with
Transmission eigenvalues
In classical scattering problems, the far field scattering operator is a measure of the difference between the free space solution and solution of the equation modeling the presence of a (bounded here) scatterer. Wave numbers for which the scattering operator has a nontrivial kernel yield solutions to what is called the interior transmission eigenvalue problem for a given scatterer. Since these transmission eigenvalues are so closely related to non-scattering incident waves [4] , [1] , it is clear they play an important role in inversion [2] , [8] . There has been quite a bit of progress made in these problems, including existence proofs [3] [14] [7] . See also the survey paper [4] . Let D ⊂ R d , d ≥ 2 be a bounded connected region with smooth boundary ∂D and let ν denote the unit normal vector oriented outward to D. We consider a real valued function n(x) defined in D, such that and n(x) ≥ n 0 > 0. The transmission eigenvalue problem associated with D, n are the values of k for which the interior transmission problem
has a nontrivial solution pair (v, w). It was shown in [3] under a fixed sign assumption on n − 1 one can write the equivalent eigenvalue problem for
Note that this eigenvalue problem is not self adjoint and it is no longer linear, it is quadratic in λ = k 2 . So its analysis is not covered by standard elliptic eigenvalue theory. This can be multiplied out and written in the operator form [3] Au + λBu + λ 2 Cu = 0
where A, B, C :
Here the H 2 0 inner product is the L 2 inner product of the Laplacians. Note that A is invertible and B, C are compact. Imagine we are interested in how these transmission eigenvalues are perturbed by material perturbations (i.e. perturbations in n or D), or by numerical approximations (i.e. discretizations of A, B, C). Since quadratic eigenvalue problems can be converted to 2×2 linear problems, Osborn's Theorem 2.1 may be applied directly, and this approach was indeed used in [5] . However, depending on the type of perturbation, the use of a system may be quite inconvenient, or may not work at all (e.g. in [5] the formula does not work for complex eigenvalues). The ability to use a nonlinear formulation leaves us a number of options. The simplest may be to invert A, and use
If we have a simple nonlinear eigenvalue λ 0 and some perturbation indexed by h, then Corollary 4.1 (assuming all hypotheses are met) yields
21) where one expects the square of the norms to be asymptotically smaller than the correction term. Furthermore, when n − 1 is sign changing, one will need to use the formulation in [15] , a generalized eigenvalue problem which for some situations can be converted to an compact nonlinear problem in the manner presented in subsection 5.1. is analytic with respect to λ away from the negative real axis. Perturbations in η which correspond to material defects, or numerical discretizations of such an operator, can be handled by the theory presented here for the case of simple eigenvalues. Since the eigenvalue problem is not polynomial, converting to a linear system would require the use of an infinite system and would potentially be far more complicated.
Resonances
