Adaptive Configuration Oracle for Online Portfolio Selection Methods by Nyikosa, Favour M. et al.
ar
X
iv
:1
90
8.
08
25
8v
1 
 [s
tat
.M
L]
  2
2 A
ug
 20
19
Adaptive Configuration Oracle for Online Portfolio Selection Methods
Favour M. Nyikosa∗
Machine Learning Group
Oxford-Man Institute
University of Oxford
favour@robots.ox.ac.uk
Michael A. Osborne
Machine Learning Group
Oxford-Man Institute
University of Oxford
mosb@robots.ox.ac.uk
Stephen J. Roberts
Machine Learning Group
Oxford-Man Institute
University of Oxford
sjrob@robots.ox.ac.uk
Abstract
Financial markets are complex environments
that produce enormous amounts of noisy and
non-stationary data. One fundamental prob-
lem is online portfolio selection, the goal of
which is to exploit this data to sequentially se-
lect portfolios of assets to achieve positive in-
vestment outcomes while managing risks. Var-
ious algorithms have been proposed for solv-
ing this problem in fields such as finance,
statistics and machine learning, among oth-
ers. Most of the methods have parameters that
are estimated from backtests for good perfor-
mance. Since these algorithms operate on non-
stationary data that reflects the complexity of
financial markets, we posit that adaptively tun-
ing these parameters in an intelligent manner
is a remedy for dealing with this complexity.
In this paper, we model the mapping between
the parameter space and the space of perfor-
mance metrics using a Gaussian process prior.
We then propose an oracle based on adaptive
Bayesian optimization for automatically and
adaptively configuring online portfolio selec-
tion methods. We test the efficacy of our so-
lution on algorithms operating on equity and
index data from various markets.
1 INTRODUCTION
There has been a resurgence of interest in portfolio
choice problems over the last decade due to the avail-
ability of large amounts of financial data and cheap com-
puting power. The empirical evidence from the accumu-
lated data has motivated trading strategies that attempt
to exploit the behaviour of predictable components in
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the data. One variant of portfolio selection that has be-
come increasingly popular is the online portfolio selec-
tion (OLPS) problem, where one seeks to sequentially
select portfolios over a fixed time horizon to maximize
some investor-specified criterion. For a detailed survey
of OLPS, see Li and Hoi [2014].
Most online portfolio selection methods estimate their
parameters from backtests on data, or by hand-tuning.
These parameters are then used for the rest of the out-
of-sample trading period. However, there are some limi-
tations of using this approach for parameter estimation.
First, the methods used to estimate parameters tend to
involve a lot of human intervention and are often time-
consuming. For cases where the algorithm is particularly
sensitive to the parameters, the configuration activity be-
comes a critical part of determining whether a method
will succeed, often overriding the importance of the un-
derlying assumptions of the strategy.
Secondly, financial data is often non-stationary, and be-
cause online portfolio selection algorithms operate se-
quentially, the non-stationarity in the data affects the effi-
ciency of the methods. An algorithm configured on back-
tested data may start out doing well on out-of-sample sce-
narios, but its performance may deteriorate after several
trading periods.
Lastly, because trading on a financial market is a costly
endeavour, the non-stationarity in the market data that
affects the trading efficacy introduces new risks relating
to the parameters used for the portfolio selection method.
Since these risks are not managed directly or adequately
exploited in many of the existing approaches, they can
negatively affect the trading algorithm’s performance.
We address these issues by utilizing a Bayesian nonpara-
metric approach to modelling a relationship between the
parameters and the performance criterion in every period
using a spatiotemporal Gaussian process (GP) prior. We
then propose a mechanism for using adaptive Bayesian
optimization for tuning the parameters of online portfo-
lio selection algorithms. The technique enables the meth-
ods to adapt to changing market conditions by having a
handle on the uncertainty of the model, parameters and
data. We consider a range of investment strategies driven
by widely accepted trading characteristics. Our formu-
lation thus provides an oracle for tuning existing algo-
rithms and has the advantage of delivering interpretable
performance improvements. This interpretability offers
useful algorithmic insights to practitioners.
This paper is structured as follows. Section 2 highlights
some background and Section 3 outlines the problem set-
ting. Section 4 describes the adaptive algorithm configu-
ration oracle. Lastly, Section 5 includes experiments and
Section 6 the discussions.
2 BACKGROUND
2.1 BAYESIAN OPTIMIZATION
Let us consider an optimization problem
x
⋆ = arg min
x∈X
f(x), (1)
where x ∈ X ⊂ RD and f is unknown, noisy and ex-
pensive to evaluate. Bayesian optimization (BO) is a se-
quential design strategy for optimizing a function of this
nature. BO uses a surrogate model to learn the latent ob-
jective function from available samples and searches for
a suitable point to sample the objective function. This
search is performed using some predefined heuristics to
get closer to the optimum. The general strategy is to
have heuristics that intelligently and automatically ex-
plore and exploit the objective function f(x). In prac-
tice, this sampling choice is achieved by performing a
secondary optimization of a surrogate-dependent acquisi-
tion function a(x). Popular acquisition functions that are
often used in practice are the expected improvement (EI)
[Mockus, 1975] and upper confidence bounds (UCB)
[Srinivas et al., 2012]. After the proposal input point is
obtained, the objective function is evaluated at that point,
and the process is repeated. For a detailed survey of
Bayesian optimization, see Shahriari et al. [2016].
2.2 GAUSSIAN PROCESSES
A popular surrogate model for Bayesian optimization is
a Gaussian process (GP) prior. A GP GP(µ,K) is a col-
lection of random variables where any finite subset has
a joint Gaussian distribution. It describes a prior distri-
bution over functions, and it is completely specified by a
mean function
µ : X 7→ R,
µ(x) = E
[
f(x)
]
, (2)
and covariance function (or kernel)
K : X × X 7→ R,
K(x, x′) = E
[
(f(x)− µ(x))(f(x′)− µ(x′))
]
, (3)
where K(·, ·) ≤ 1. For a detailed overview, see
Rasmussen and Williams [2006].
2.3 ADAPTIVE BAYESIAN OPTIMIZATION
Adaptive Bayesian optimization [Nyikosa et al., 2018]
extends standard Bayesian optimization to solve expen-
sive and latent dynamic optimization problems. A dy-
namic optimization problem (DOP) [Cruz et al., 2011] is
regarded to be:
DOP =
{ minimize f(x, t)
s.t. {x, t} ∈ F (t) ⊆ S, t ∈ T
}
(4)
where:
• S ∈ RD, S is the search space.
• t ∈ R is the time.
• f : S×T 7→ R is the objective function that assigns
a numerical value (f(x, t) ∈ R) to each possible
solution (x ∈ S) at time t.
• F (t) is the set of all feasible solutions {x, t} ∈
F (t) ⊆ S at time t.
A DOP is characterized by a situation where the objec-
tive function, or its constraints, change with time. The
solution of a DOP aims to efficiently keep track of the
movement of the minimum through the solution space
within a fixed and pre-defined horizon of iterations. It is
assumed that the temporal evolution is an inherent prop-
erty of the DOP such that the evaluations of the optimiza-
tion algorithm do not modify the DOP.
BO is extended in two ways to deal with DOPs. First, the
DOP is modelled using a spatiotemporal GP prior with a
separable kernel of the form
K(f(x, t), f(x′, t′)) = KS(x, x
′)⊙KT(t, t
′), (5)
where KS(·, ·) and KT(·, ·) are the spatial and temporal
covariance functions, respectively, and ⊙ is an element-
wise or Hadamard product.
Secondly, temporal length-scale information from the
trained spatiotemporal GP model is used to set the
bounds of the feasible region F (t) in every iteration. The
bounds are set such that the feasible region represents the
part of f ’s domain where the Gaussian process model is
most informative in forecasting future changes relative to
the current time t. This region is defined by a set of box
constraints on both the temporal and spatial variables for
the acquisition function optimization. This optimization
determines the optimal time t, which is a short temporal
distance into the future, to evaluate the function at x. This
feasible region is adjusted in every iteration based on the
Bayesian updates from previous steps. Consequently, the
algorithm determineswhere and when to evaluate f to in-
duce the tracking behaviour. Therefore, performing the
search in this region keeps track of a temporally evolving
minimum.
The learnt temporal length-scales for the GP model are
an informative tool for determining if temporal changes
in f are taking place. For example, very short temporal
length-scales mean that there are fast temporal changes
in f while very long temporal length-scales imply there
are no changes over time.
In practice, there are some circumstances where the
times when to make evaluations of f are known in ad-
vance, most commonly in the form of how frequently the
function is evaluated. In such cases, the temporal part
of the box constraints for the feasible region F (t) is set
to be the known time of interest, vastly simplifying the
problem.
The acquisition function used for ABO determines the
type of tracking behaviour induced by the algorithm.
Since most acquisition functions aim to explore and
exploit the objective function automatically, some of
the explore steps lead to suboptimal evaluations. How-
ever, these suboptimal steps are beneficial to future iter-
ations because they provide valuable information for the
Bayesian updates.
When using the UCB acquisition function, adaptive
Bayesian optimization becomes a special case of con-
textual Gaussian process bandit optimization, where the
context under consideration is time. For more details
on the theoretical analyses of this characterization of
Bayesian optimization, see Krause and Ong [2011] and
Bogunovic et al. [2016].
3 PROBLEM SETTING
Let us consider an investment task over a complex finan-
cial market with m assets for T investment periods. In
each period, the asset prices change, and this affects any
investment in those assets by a factor proportional to the
price changes (also called returns).
We describe an investment decision in every trading pe-
riod using a portfolio of assets, mathematically specified
by a portfolio vector w ∈ Rm, whose elements represent
the proportion of wealth invested in each asset. We as-
sume that a portfolio’s investment is self-financed such
that no margin or short-selling is allowed, i.e. there is no
money market. So w is vector such that
∑m
i=1 wi = 1
and wi ≥ 0.
An investment strategy is represented by a procedure that
produces a sequence of portfolios, one for each period,
over the horizon of trading periods. The strategy rein-
vests the portfolio after every period over the horizon.
After T trading periods, a strategy is evaluated by how
much money it has made or lost, how well it managed
risk and how resilient it was to market fluctuations. This
procedure is shown in Algorithm 1.
Algorithm 1Online Portfolio Selection (OLPS) Problem
1: for t = 1, 2, ..., T do
2: Strategy learns portfolio w⋆t
3: Market reveals asset returns
4: Portfolio w⋆t incurs period profits or losses
5: Strategy updates portfolio selection model
6: end for
We are concerned with the step that calculates the best
portfolio for period t highlighted in Line 2, marked in
blue, which we will define as
w
⋆
t = arg max g(wt;D, θ), (6)
where wt is the portfolio at trading period t, D is a colla-
tion of all the market data and information from previous
investment decisions, and θ is a parameter vector for the
strategy criterion function g.
The function g defines trading strategies that use market
characteristics to exploit market conditions. These in-
vestment strategies are based on well-understood market
phenomena and empirical observations. The strategies
described by g depend on data D assembled from a myr-
iad of sources, selected for how informative they are for
unveiling exploitable trading opportunities. These strate-
gies often have parameters θ resulting from the construc-
tion of the method or theoretical analyses. These param-
eters often dictate the mode or degree to which certain
strategy-centric operations are performed. Examples of
these parameters include, but are not limited to, learning
rates, regularization parameters, window sizes, scaling
multipliers, tolerances and heuristic parameters.
The optimization of strategy g shown in Equation 6
is usually done using standard off-the-shelf optimizers.
This optimization seeks to use the rules of the strategy
to find the best portfolio at time t when data D is en-
countered, all under the strategic context described by pa-
rameters θ. These parameters are usually estimated from
backtests or diligently hand-tuned, both done to select pa-
rameters with the best performance on past training data
before the strategy is executed out-of-sample. These es-
timated parameters are then used for the optimization in
Equation 6 in all the future trading periods. However,
as shown by Algorithm 1, noisy and non-stationary mar-
ket information is sequentially revealed to the strategy
in every out-of-sample trading period. The problem that
arises is that the conditions and assumptions that held
true on the backtest data on which θ was estimated on do
not always hold for future time periods. This discrepancy
can negatively affect the algorithm’s performance.
We assert that a suitable remedy for this predicament is
to adaptively tune θ in an online manner as it encounters
new data. This configuration should be done with the
goal of maximizing the utility of using a strategy g for
selecting portfolios in each trading period. A suitable
criterion for this utility is the unseen future return of the
portfolio estimated by g. The difficulty with doing this
is that the objective function that describes this scheme
is: (i) unknown: because we have no analytical form of
the function and it depends on unseen quantities whose
relationship we have not yet discerned; (ii) expensive to
evaluate: because one has to trade on a financial market
and incur some cost after deciding what parameters to
use to obtain the corresponding utility; and (iii) noisy: as
a consequence of being dependent on financial data.
In this chapter, we propose a suitable model for learn-
ing this objective function, and a mechanism for keeping
track of the best parameters that maximize the utility of
using a strategy g in all the trading periods. The main ad-
vantage of solving this problem is that it would provide
an intelligent and effective method for making a strategy
g acclimatise to different information regimes as it en-
counters new data.
4 ADAPTIVE CONFIGURATION
ORACLE
In this section, we introduce our novel approach to adap-
tive parameter configuration for an online portfolio selec-
tion strategy. To address the problem introduced in the
previous section, we start by proposing a parameter con-
figuration map f that defines a relationship between the
compact parameter space P ⊆ RD, the space of trading
periods T ⊆ N+ and the space of performance metrics
M⊆ R. We define this map as
f : P × T 7→M, (7)
where parameters θ ∈ P and performance metrics m ∈
M. This idea behind this relationship is predicated
on the notion that the sequential non-stationary data in-
duces the temporal evolutions of the best parameters of g.
This parameter configuration map f captures a temporal-
parametric relationship that can be exploited to gener-
ate optimal parameters over a horizon of trading peri-
ods. Learning the map f would also allow us to gain
insights into the behaviour of the underlying trading ap-
proach and exploit those insights to adaptively tune θ for
good performance.
We assume that the parameter configuration map f is of
the functional form
f : (θ, t) 7→ m, (8)
where we take the metric m to be the strategy’s return
at period t ∈ T while operating with parameters θ. We
can take log f be a sample from a zero-mean Gaussian
process with covariance functionK
log f ∼ GP(0,K). (9)
We consider K to be a separable spatiotemporal covari-
ance function given by
K({θ, t}, {θ′, t′}) = K P (θ, θ
′)×KT(t, t
′). (10)
The parameter-space kernelKP is taken to be a separable
product Rational Quadratic (RQ) kernel
KP(θ, θ
′) = σ2f
D∏
i=1
(
1 +
(θi − θ
′
i)
2
2αil2i
)−αi
, (11)
where the hyper-parameters σf , li, αi > 0. The choice
for this kernel was inspired by the fact that we assume
the assets that we trade are liquid (easily bought or sold),
so the effect of any small variations in the proportion of
a particular asset on the value of the portfolio will be
smooth. Since each asset will have a different charac-
terization of this smoothness, the rational quadratic ker-
nel provides the advantage of being a scale mixture of
the squared exponential (SE) kernel with varying length-
scales [Rasmussen and Williams, 2006, §4.2]. We take
the temporal kernelKT to be
KT(t, t
′) = exp
(
(t− t′)
l
)
+
(
1 +
(t− t′)2
2αl2
)−α
,
(12)
where l1, l2, α > 0. This temporal kernel was selected to
accommodate both abrupt and smooth temporal changes
of varying degrees.
Now that we have a description of the parameter config-
uration map, the next step is how to use it for adaptively
tuning the settings. To choose the best configuration θ
for the online portfolio selection strategy g at every trad-
ing step t, we are interested in solving
θ
⋆
t = arg max
θ∈St
f(θ, t), (13)
where the parameter configuration map f(θ, t) is the
meta objective function of the OLPS strategy g.
To keep track of the best parameters using the meta ob-
jective function, we resort to adaptive Bayesian optimiza-
tion which will allow us to choose what parameters to
use in every trading period as the strategy g encounters
changing market conditions. We make use of the sim-
plified version of ABO where the times of interest are
known. This is because we know the trading frequency
in this problem a priori. We intelligently evaluate the
learnt Gaussian process model using smart search heuris-
tics, which are encoded by the acquisition function a(·),
that facilitate the selection of the best parameters to use
in the relevant trading periods. The resulting parametric
oracle is highlighted in red within in Algorithm 2, which
shows an updated OLPS procedure.
Algorithm 2 OLPS with the Configuration Oracle
Input: T : number of trading periods in trading horizon
Input: g( · ; θ): OLPS strategy with parameters θ
Input: m: performance metric
Input: GP Prior GP(µ,KP ⊙KT) for f : (θ, t) 7→ m
Output: {θ1, ..., θt} trace of parameters, where t ≤ T
Output: {m1, ...,mt} trace of performance metrics,
where t ≤ T
1: for t = 1, 2, ..., T do
2: Train GP model GP(µ,K)
3: Set bounds of St using information fromKT
4: Select parameters θ⋆t from
θ
⋆
t = arg max
θt ∈St
a(θ, t)
5: Strategy learns portfolio w⋆t by
w
⋆
t = arg max g(wt;D, θ
⋆
t )
6: Market reveals asset returns
7: Portfolio w⋆t incurs period profits or losses
8: Strategy updates portfolio selection model
9: Update data for GP model
10: end for
4.1 STRATEGIC INSIGHTS
The most critical part of the adaptive configuration oracle
is the parameter configuration map f . The importance of
f is more ubiquitous than the configuration task as it gen-
erates insights about the OLPS problem in terms of the
modelled parameters. Learning f leverages observable
information and uncovers intricate patterns for a wide
variety of OLPS strategies. What the oracle does in its
configuration task is to use these insights to propose the
best parameters as time evolving market conditions are
revealed to the OLPS strategy.
Using performance metrics as the output space of the
configurationmap is crucial for uncovering insights from
the data. The performance metrics operate as an opti-
mality criterion that discriminates good parameters from
bad while encoding user-specific objectives. Many prac-
titioners have excellent prior knowledge about the set-
tings for their OLPS methods based on their experience
of using them. This knowledge will usually include the
optimal range of values for good performance and scenar-
ios when particular configurations work excellently. All
this information can be incorporated into the oracle via
the specification of an appropriate Gaussian process prior
and by setting constraints on the non-temporal variables
during the acquisition function optimization.
The temporal length-scales provide additional insights
on whether an OLPS approach would receive perfor-
mance gains from the adaptive tuning of its parameters.
If the learnt temporal length-scale is large when com-
pared to the horizon of trading periods under considera-
tion, then there is no time variation in the best parameters.
On the other hand, if the temporal length-scale is small,
then the best parameters evolve with time.
Since BO explores and exploits f to search for the
best configurations, sub-optimal performance may be in-
curred in some exploration steps which can be costly in
the OLPS setting. However, there is a remedy for this.
The practitioner-based prior art on OLPS configuration
becomes useful in introducing constraints for the search
that leads to less risky performance.
5 EXPERIMENTS
In this section, we present an extensive set of empirical
analyses of our configuration oracle and compare it with
the ‘best’ static settings of some popular online portfolio
selection methods. For all the experiments, the portfolios
are rebalanced on a daily basis. At the end of each trad-
ing day, we reconfigure the OLPS methods, and they cal-
culate the target portfolio for the following market open-
ing. The true market data is only revealed to the OLPS
algorithms after the relevant portfolios have been con-
structed, so all the adaptive parameter configurations and
portfolio calculations are out-of-sample. The oracle op-
erates by picking daily configurations that aimed at max-
imizing the daily return of the generated portfolio. We
first describe the experimental protocols, the nature of
the OLPS algorithms that we configure and then devolve
into the results.
Comparison Measures: In our experiments, we com-
pare various OLPS methods with their best settings as
prescribed by their respective authors and variants adap-
tively tuned by our oracle. We compare the performance
of the methods under criteria that fall into the following
three classes: (i) absolute returns: how much money the
strategy makes over a pre-defined time horizon; (ii) risk:
how much financial risk the strategy induces over that
time horizon; and (iii) risk-adjusted returns: how prof-
itable the the strategy is when risk is taken into account.
The specific measures under these classes are shown in
Table 1. We assume there are no transaction costs for all
our experiments because we are only interested in gaug-
ing the performance improvements resulting from using
our configuration oracle.
We briefly define the measures shown in Table 1 below:
• Cumulative wealth: This is the total wealth a strat-
egy accumulates assuming an initial investment of
$1. This is the most common measure for compar-
ing different trading strategies and we use it as our
main comparator. In general, higher values of cu-
mulative wealth indicate better trading algorithms.
Since portfolio returns are multiplicative, the total
wealth represents the multiple or percentage incre-
ment to the original wealth. This makes cumulative
wealth interpretable.
• Annualized percentage yield: This is the annual rate
of return that accounts for compounding interest.
As with total wealth, higher values indicate better
performance.
• Annualized standard deviation: This is the standard
deviation of the portfolio returns multiplied by the
square root of the number of trading periods in one
year, and it is commonly used as a measure of risk.
Since it has the same units as the returns, the annual-
ized standard deviation is commonly represented as
a percentage. It is also called the volatility risk. Un-
like cumulative wealth, lower values indicate better
risk management.
• Maximum drawdown: A drawdown is a difference
between the maximum and minimum monetary val-
ues of a portfolio during an investment period. The
maximum drawdown is the largest difference in
portfolio values over a time horizon. It is used to
measure the downside risk of a trading strategy. As
with volatility risk, it is usually represented as a
percentage, and lower values indicate good perfor-
mance.
• Annualized Sharpe ratio: This is the average return
earned more than the risk-free rate per unit of total
risk. This is a popular measure for risk-adjusted per-
formance. In general, as with total wealth, higher
values of the Sharpe ratio indicate better trading al-
gorithms.
• Calmer ratio: This measures a strategy’s perfor-
mance relative to its risk. It is calculated by dividing
the average annual rate of return by the maximum
drawdown. It is also called the drawdown ratio. As
with Sharpe ratio, higher values indicate better risk-
adjusted performance.
Tested Strategies: Table 2 shows the OLPS strategies
that were used to test the efficacy of the adaptive con-
figuration oracle. Table 2 also shows the abbreviations
we use for the approaches. We add a suffix ‘-O’ for the
version of the methods that are adaptively tuned by our
oracle. Additionally, Table 3 also shows the classes of
trading ideas that the strategies belong to and includes
the number of available tunable parameters configured
during the experiments.
Datasets: For our empirical analyses, we use publicly
available historical daily prices of stock and index data
from diverse markets in different time periods. The data
used in the experiments is shown in Table 4. These
datasets were collected by authors of the various OLPS
methods, including some of authors of the methods that
we test in this paper, and are commonly used for exper-
iments in the OLPS literature. For more details on the
datasets, their sources, selection criteria and histories of
their use, see Li and Hoi [2012a] and Li and Hoi [2014].
Implementation Details: The OLPS toolbox [Li et al.,
2015] was used for implementations of the adaptively
configured strategies used for the experiments. Bayesian
optimization with the UCB acquisition function was in-
corporated into the configuration steps within the tool-
box. Acquisition function optimization was performed
using Particle Swarm Optimization (PSO). The Gaussian
process priors used were those specified in Section 4 and
trained using maximum a posteriori probability (MAP)
estimation with log-normal hyper-priors on all parameter
space kernel hyper-parameters, and Gamma hyper-priors
on the temporal space kernel hyper-parameters.
The parameters for the first ten trading periods were ran-
domly generated using space-filling latin hypercube sam-
pling with bounds defined by the parameter range con-
straints. To deal with computational complexity of the
Table 1: Comparison measures used in the experiments and their classes.
Criteria Measures
Absolute return Cumulative wealth Annualized percentage yield
Risk Annualized standard deviation Maximum drawdown
Risk-adjusted return Annualized Sharpe ratio Calmer ratio
Table 2: Trading strategies used for experiments and their representative references.
Algorithm Reference
Market –
Best-stock (BS) –
Best Constant Rebalanced Portfolios (BCRP) [Cover, 1991]
Exponential Gradient (EG) [Helmbold et al., 1998]
Online Newton Step (ONS) [Agarwal et al., 2006]
Passive Aggressive Mean Reversion (PAMR) [Li et al., 2012]
Confidence-Weighted Mean Reversion (CWMR) [Li et al., 2013]
Online Moving Average Reversion (OLMAR) [Li and Hoi, 2012b]
Table 3: Classifications and the number tunable of pa-
rameters for the trading strategies.
Classification Algorithm No. of Params
Benchmarks Market 0
BS 0
BCRP 0
Momentum EG 1
ONS 2
Mean reversion CWMR 1
OLMAR 2
PAMR 1
GP as the number of data points increases, for all experi-
ments, we used a maximummoving data window of size
300 of the most recent data points.
All the parameters for the standard versions of the OLPS
methods were set according to their original empirical
studies whose references are stated in Table 2.
Absolute Returns: Table 5 illustrates the main results
for cumulative wealth on the four datasets achieved by
the standard and adaptively tuned OLPS approaches. The
results show that the adaptively-tuned methods achieved
better performance than their standard counterparts on
most of the tests. Figure 1 also shows the annualized
percentage yields of the approaches and shows the same
trend.
For the few adaptively-tuned OLPS methods that per-
Table 4: Summary of four real market datasets.
Dataset # Assets # Days Time Frame
DJIA 30 507 Jan/2001 - Jan/2013
SP500 25 1276 Jan/1998 - Jan/2003
TSE 88 1258 Jan/1994 - Dec/1998
MSCI 24 1043 Apr/2006 - Mar/2010
formed below their standard counterparts, we observed
that after training their models, the time dimension
lengthscales were longer than their corresponding trad-
ing time horizons. This meant that the was no time-
varying behaviour learnt by the GP model of the param-
eter configuration map. Consequently, the exploration
steps induced by adaptive Bayesian optimization lead to
suboptimal returns in some trading periods which in turn
caused the lower overall performance.
Additionally, all the tested methods did not perform well
on the DJIA dataset relative to performances on the other
datasets. This was because the characteristics inherent
to the DJIA dataset not closely match the assumptions
made by the tested strategies. The relatively poorer per-
formance on the DJIA dataset is also reflected in the
smaller improvements due to our oracle on tests involv-
ing the dataset.
The results also show that the degree to which adaptive
tuning affects the total wealth produced by a strategy on
a particular dataset is proportional to how much wealth
is generated by the standard version of that strategy rela-
Table 5: Cumulative wealth for different OLPS methods.
Methods DJIA SP500 TSE MSCI
Market 0.76 1.34 1.61 0.91
BS 1.19 3.78 6.28 1.50
BCRP 1.24 4.04 6.78 1.51
EG 0.81 1.63 1.59 0.93
EG-O 0.81 1.63 1.61 0.92
ONS 1.53 3.34 1.61 0.86
ONS-O 1.53 3.25 1.62 0.99
PAMR 0.68 5.09 264.86 15.23
PAMR-O 1.18 6.73 274.24 15.37
CWMR 0.68 5.90 332.62 17.28
CWMR-O 1.34 9.12 357.24 17.44
OLMAR 1.20 8.63 678.44 22.51
OLMAR-O 1.63 9.59 714.36 28.49
tive to the other methods. This behaviour is particularly
prevalent when we compare the relative improvements of
the momentum-based algorithms (EG and ONS) to those
gained by the mean reversion methods (CWMR, PAMR
and OLMAR), whose improvements are much greater.
Table 6 lists the t-test statistics of the better-performing
adaptively-tuned momentum-based algorithms. We
use the method for measuring the t-statistics of
achieving above-market performance as described in
Grinold and Kahn [1999]. This test identifies the active
returns that are due to the skill of the adaptively-tuned
methods and excludes any return that is a function of the
market’s movement. Therefore, the t-statistic provides a
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Figure 3: Drawdown Risk.
test of the statistical significance of the strategy’s above-
market performance being due to the skill of the algo-
rithm. As rule of thumb, a t-statistic of two or more indi-
cates that the performance of the OLPS strategy is due to
skill rather than luck. This means that the probability of
observing such an active return by luck is only 5%. The
statistics in Table 6 validate the improvements via our
oracle for those methods and show that they were very
less likely due to luck, whose probabilities are at most
8.68% on the non-comporting DJIA dataset. Therefore,
the improvements due to our oracle occurred with high
confidence.
Risk and Risk-Adjusted Returns: An evaluation of the
volatility and drawdown risks for the benchmarks and
OLPS approaches are shown in Figures 2 and 3.
Table 6: Statistical t-test results of the performance by the better-performing methods configured by the oracle.
Method Stat. Attr. DJIA SP500 TSE MSCI
PAMR-O t-statistics 1.3628 2.3966 2.3966 6.1694
p-value 0.0868 0.0083 0.0083 0.0000
CWMR-O t-statistics 1.6768 2.7228 3.9580 6.4074
p-value 0.0471 0.0033 0.0000 0.0000
OLMAR-O t-statistics 1.8263 2.4599 3.9305 6.3824
p-value 0.0342 0.0070 0.0000 0.0000
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Figure 4: Annualized Sharpe Ratio.
The associated risk-adjusted returns in terms of annual-
ized Sharpe and Calmer ratios are also shown in Figures
4 and 5. The results show that the higher the cumulative
wealth, the higher the associated risk. This outcome is
expected as higher rewards, which our oracle maximized
for, are always associated with higher risk. However,
other measures that take risk into account can be used
for the GP model within the oracle to achieve desired the
outcomes within prescribed risk appetites.
6 DISCUSSION
In practice, investment professionals will often have a
predefined set of market characteristics that they want to
exploit and associated criteria that they want to maximise
as they operate within a financial market. This choice of
what characteristics an investor will choose to consider
will depend on how informative they are about market
opportunities. Therefore, parameter configuration maps
can be constructed to match these preferences for both
the characteristics and performance metrics.
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Figure 5: Calmer Ratio.
Additionally, one of the benefits of our oracle is that there
is a lot of prior art and experience on how existing strate-
gies are configured that can be incorporated into the GP
prior of the parameter configuration map. One aspect of
the prior art that is commonplacewith OLPS strategies is
parameter sensitivity analysis which is a time-consuming
process that seeks to study how much a strategy’s perfor-
mance changes with different parameters. Our method of
adaptive configuration is a natural and fine-tuned exten-
sion of the existing scope of parameter sensitivity prac-
tices. It provides the benefit of being able to determine
if a strategy will benefit from adaptive parameter config-
uration (or not) as seen in our experiments. Our method
is more general and thus subsumes the benefits of param-
eter sensitivity studies.
7 CONCLUSION
We described an oracle for adaptively tuning the param-
eters of OLPS methods. The oracle is supported by a
parameter configuration map that is expressed in terms
of a spatiotemporal GP prior. The model is intelligently
searched using adaptive BO to generate a sequence of
parameters for every trading period to maximize the re-
turn in that period. We show the efficacy of our ora-
cle by comparing the performance gains of using it on
known OLPS approaches operating on a diverse set of fi-
nancial datasets. Our experimental analyses also showed
that the oracle can determine if a method would benefit
from adaptive parameter tuning and that it also provides
a more general understanding of parameter sensitivity.
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