Methods to register two sets of data have existed for quite some time. However, these sets of data are rarely error-free. Consequently, any registration based on this data will be affected by the error. Moreover, if the corresponding registration matrix is then used to transform data from one coordinate system to another, any error from the registration will also get propagated to the transformed data. In this paper, we will characterize this propagation of random error, or noise, through a mathematical perspective and will illustrate its use with data obtained from physical experiments and with quasi-simulated sets of data. In addition, we will discuss the limitations of this propagation of error when systematic bias is present in the data.
Introduction
Registering data from two systems, or coordinate frames, is a classic problem in many fields such as metrology, photogrammetry, robotics, and computer vision. The problem consists of finding an optimal orientation and translation to transform the data collected from one system to another. For perfect data, this problem is easy to solve. However, as is typically the case, difficulties arise once errors are introduced into the problem. Specifically, errors in the data, most notably from noise in the data collection systems, affect the accuracy of the registration. Moreover, these errors propagate onto any data transformed by the matrix formulated from the registration. Here, we will mathematically characterize the propagation of random error from data, to registration, to newly transformed data from the corresponding registration matrix. To gain some insight into the problem, consider two data collection systems X and X' that simultaneously track an object. From this tracking, data can be obtained from which a registration matrix Ψ can be built which optimally transforms data from system X to X'. This setup is useful in many metrology and manufacturing applications. For instance, consider two cameras tracking an object. Using common features on the object, visible to each camera, a registration matrix Ψ can be formulated which represents the transformation between the two cameras. This matrix can then be used to transform features on the object into a coordinate system of the camera that does not see the features. As a result, a full reconstruction of the geometry of the object can then be formulated. However, care must be taken with this process as noise will influence the results. For instance, if there are errors in the registration obtained from noisy data, those errors will propagate onto any data transformed using the corresponding registration matrix Ψ. The goal of this paper Two datasets obtained by two systems are registered using the data in the overlapping region on the object. Once registered, all data from one system is transformed to the other system via a registration matrix Ψ. The inset shows the position of a measured point by one system (white circle), the point transformed to the other system (black x), and the uncertainty of the transformed point (black dashed oval). For simplicity, only the uncertainty in the x and y directions are shown.
For this paper, we assume that each system gathers and stores data in matrices ( )
( )
where n X and n ′ X describe the n th pose of an object in the corresponding coordinate system as homogeneous matrices of the form ( ) 
is the skew-symmetric matrix representation of the unit vector u . The vector = ( , , ) T x y z p p p p represents the three degrees of freedom (3DOF) position of the object in the corresponding coordinate system. In addition, I denotes the identity matrix. As a result, each , n n ' X X can be described using six degrees of freedom (6DOF) representing the pose ( , , , , ,
t f r p p p ) of the object. It should be noted that many systems may only be able to collect 3DOF position data of the object. In this situation, the techniques appearing in this paper may be simplified since the 3DOF data is included in the 6DOF data.
The registration matrix Ψ ( )
can be derived by looking at the relationship between X and ' X using existing methods [1] [2] [3] [4] [5] [6] [7] or by using the technique for 6DOF data outlined in Sec. 3. For this paper, we will assume that the optimal orientation Ω is represented as a rotation matrix using the angle-axis representation via three parameters { , , } θ φ ρ such that
where = (cos cos , cos sin ,sin )
is the axis of rotation of Ω , ρ is the angle of rotation of Ω , and
µ is the skew-symmetric matrix representation of the vector µ . In addition, the optimal translation τ is represented using the three parameters { , , } analyzed in this paper. For simplicity, a table of the most common variables used in this paper is shown in Table 1 . Table 1 . Common variables used in this paper. Note that subscripts and superscripts can be used to differentiate coordinate frames and poses.
Symbol Description
Given rotation matrix from angles , , It should be noted that the formulation presented in this paper can be generalized to any representation of Ω that is parametrized by three independent parameters including Euler angles. Regardless of the technique used, the registration parameters ψ derived from the registration matrix Ψ are influenced by errors inherent in the data obtained from systems X and ' X . As a result, the reliability of the registration parameters will depend on the quality of data. If there are systematic biases inherent in the data and they violate the rigid body conditions upon which the process of registration is based, then the resulting registration parameters may not be valid. In this paper, we will assume that any systematic biases in the data are smaller than the random errors occurring in the data from issues such as instrument noise. In such a case, the errors in the registration parameters can be approximated by acquiring, in the same experimental conditions, K repeats of the data. Specifically, for = 1, 2, , k K  datasets k X and k ′ X can be constructed and the corresponding registration parameters k ψ calculated. The mean and standard deviations of the six individual elements of k ψ can then be determined and used to characterize the errors in the registration parameters. However, such a procedure is expensive, in both time and labor, and therefore rarely performed in practical applications. A more realistic approach is to characterize the noise from a given system and then to plug this information into a random error propagation formula to derive an estimate for the errors in the registration parameters corresponding to a single pair of acquired data from system X and ' X . In this paper, we will derive such a propagation formula for the registration parameters determined from 6DOF data. Moreover, we will verify that such determined errors agree with brute force calculations based on many repeated measurements and registrations.
It should be noted that our method of propagating error is an extension of the work done by Haralick [8] on 3DOF data. However, even earlier formulations of error propagation for 3DOF data do exist. Most notably, Sibson [9, 10] was one of the first to mathematically study how errors in the data affect the registration of 3DOF data by using perturbation theory. Since then, modern mathematical formulations have been constructed [8, [11] [12] [13] [14] . Most recently, Dorst [11] created a first order error propagation based on the Polar Decomposition and characterized the error in 3DOF data using an "error axis vector." This vector represents the axis of rotation needed to achieve a perturbed rotation. Though his end formulation has a very nice intuitive description related to the point clouds of the original data, the actual results are in terms of an error axis that may be difficult to interpret. In contrast, Haralick [8] took a more foundational look to calculate how noise in the positional 3DOF data affects the actual registration parameters ψ . In the case that 6DOF data are used, we will extend Haralick's work to show how random errors in the full 6DOF data affects the registration parameters ψ . In addition, once the errors in the registration parameters are known (regardless of the technique), we will show how to propagate the error onto any data transformed by the corresponding registration matrix Ψ. This paper will be organized in the following way. Section 2 will define a method for propagating errors in the registration parameters ψ onto any data transformed by the corresponding registration matrix Ψ. If the registration parameters are unknown, Sec. 3 will define a novel method for calculating them for 6DOF data, while Sec. 4 will define a method for approximating their error. Experiments illustrating the use of these methods on physically obtained data will be shown in Sec. 5 and concluding remarks will be given in Sec. 6. For this work, known scalars will be presented as non-bold letters ( , a A), known vectors as lower-case bold letters ( a ), and known matrices as upper-case bold letters ( A ). Similarly, unknown scalars will be presented as lower-case Greek letters (ψ ), unknown vectors as lower-case bold Greek letters (ψ ), and unknown matrices as upper-case bold Greek letters (Ψ). The j th column of A will be denoted as (:, ) j A , and the Frobenius norm will be denoted using ⋅   ; i.e., 
Propagation of Error to Transformed Data
If we assume the errors of each of the registration parameters are known and approximated by
this section derives a method to propagate these errors onto any data transformed by the registration matrix Ψ corresponding to the registration parameters = { , , , , , } x y z ψ θ φ ρ τ τ τ . We split up this section into Sec. 2.1 which describes how ψ ∆ affects the positional components of the transformed data and Sec. 2.2 which describes how ψ ∆ affects the orientational components of the transformed data. If the registration parameters or the errors in the registration parameters are unknown, Sec. 3 and Sec. 4, respectively, will outline methods to determine them.
Propagation of Error onto the Positional Component
Consider new positional data
with the error approximated by the vector
Here we assume that the data are new in the sense that they are not used in the registration process. We are interested in calculating the error in
i.e., data obtained from registering p with the registration matrix Ψ ( ) 
where the errors in the known variables are approximated as
Here the block structure of ∆k p Σ is due to the registration error ψ ∆ being independent of the positional error ∆p of the positional data p . Note that the errors in each of the components of p can then be approximated by taking the square root of the corresponding diagonal of ∆p Σ .
Propagation of Error onto the Orientational Component
Consider new orientational data = ( , , ) t f r Q Q with error approximated by the three-dimensional vector = ( , , ) .
Again, we assume that the data are new in the sense that they are not used in the registration process. We are interested in calculating the error of the three terms ˆ, , t f r that parameterize .
Note that the error of ˆ= ( , , ) t f r Q Q can be expressed in terms of
In order to compute the individual uncertainties of , , t f r , the quaternion representation of rotation will be used. Since cos( /2) sin( /2) cos cos = = , sin( /2) cos sin 
Moreover, the error of the three terms ˆ, , t f r that parametrize the rotation ˆ= ( , , ) t f r Q Q can be approximated by the covariance matrix
where the Jacobian matrix is 
such that i η is the i -th element of { , , , , , } t f r θ φ ρ and the covariance matrix
where the errors in the known variables are approximated by
Here the block structure of ∆k q Σ is due to the error in the rotational registration parameters λ ∆ being independent of the orientational error ∆q . Note that the error of each component of ˆ( , , ) t f r can then be approximated by taking the square root of the corresponding diagonal of ∆q Σ .
Summary of Propagation of Error
For this section we assume that the registration parameters = { , , , , , } 
Calculating Ω and τ
A method for calculating the optimal orientation Ω and translation τ for 6DOF data is outlined in this section. To begin, note that for error-free data, registering 6DOF data is equivalent to finding a homogeneous matrix Ψ ( )
for all = 1, 2, , n N  . This formulation can be split into the orientational component
and the positional component = .
In the presence of noise, Ω and τ may not be the same for all = 1, 2, , n N  . Thus, an optimization routine has to be formulated to compute the optimal transformations. In earlier work [5] , the authors suggested computing the optimal Ω and τ by simultaneously solving the orientational and positional components as 2 2
However, the solutions will be different depending on the scale of the positional components. In addition, the units for the orientational and positional components are different. These problems can be eliminated by reformulating the orientational component.
To begin notice that in the ideal case
where , ′ p p are the centroids of n p and n ′ p respectively, , n n ' p p are the mean-adjusted points of n p and n ′ p respectively. In addition, for = 1, 2,3 j
As a result, ( ) (:, ) (:, ) = (:, ) (:, ) = (:, ) (:, ) = (:, ) (:, ) . .
Concentrating on the second sum or the positional component of Eq. (35):
Since T can arbitrarily be set to 0 for a given Ω by setting
as is typical with general absolute orientation problems [1] . Thus, Eq. (35) can be restructured using only one unknown Ω
which can be reformulated as a general Procrustes problem 
whose solution
where the singular value decomposition (SVD) of
and D is a diagonal matrix with diagonal entries {1,1, ( )} T det VU .
Summary of 6DOF Registration
To optimally register two sets of 6DOF data
1. Define the mean-centroid points
and define , = (:, ) (:, )
2. Calculate the SVD of 
Errors in the Registration Parameters
The previous section outlined a method for obtaining the optimal orientation Ω and translation τ for noisy 6DOF data. Assuming we can approximate the error in the given 6DOF data as the covariance matrix 
this section derives a methodology for obtaining the errors in the registration parameters = ( , , , shown in [8] . For 6DOF data, we assume that the objective function can be defined as 
for angles of rotation j r and j r′ , respectively and axes of rotation = (cos cos , cos sin ,sin )
= (cos cos , cos sin ,sin ) ,
the given positions are = ( , , )
.
and the projected mean-centered positions are , = (:, ) (:, )
, = (:, ) (:, ) . Using this formulation, the gradient  of the function  can be decomposed as the partials ( )
Taking the Taylor's series expansion of g around the calculated points ( , ) = ( , )
, we obtain a first order approximation:
http://dx.doi.org/10.6028/jres.121.009
Since ψ extremizes ( , )
Since the relative extremum of F is a relative minimum,
must be positive-semidefinite. Typically, this matrix will be positive definite and thus invertible. Therefore,
up to a first order approximation. Moreover, the error in each element of ψ can approximated by looking at the square root of the corresponding diagonal of the covariance matrix
Note that Eq. (119) 
Summary of Calculating Errors in the Registration Parameters
Given data x with errors approximated with the standards deviation vector
the errors in the optimal orientation Ω and translation τ can be approximated by 1. Build the covariance matrix ∆x Σ corresponding to ∆x . 
The error in each element of = { , , , , , } 
Experimental Results
To illustrate the formulations presented in the previous sections, 6DOF data of the object appearing in Fig. 2 at N poses with K repeats are acquired from two systems X and ' X . Specifically, the positional component of each pose was obtained by measuring the same point (point O in Fig. 2 ) by each system X and ' X , while the orientational component was obtained for system X by creating a coordinate frame using data acquired from vector bars attached to the object and the orientational component was obtained for system ' X by creating a coordinate frame using data acquired from markers attached to the object (see Fig. 2 ). This 6DOF data representing pose = 1, 2, ,
Here the first three components describe the orientation of pose n , repeat k and the last three components describe the position of pose n , repeat k . We then assume that the actual n th pose can be approximated as the average of the K repeats , , ,
http://dx.doi.org/10.6028/jres.121.009 Table 2 . Table 2 . Representation of pose at position n in different systems.
Symbol
Description n x 6DOF representation of pose n in system X n X Homogeneous matrix representation of pose n in system X n ' x 6DOF representation of pose n in system ' X n ′ X Homogeneous matrix representation of pose n in system ' X ˆn x Registered 6DOF representation of pose n in system X to system ' X ˆn X Registered homogeneous representation of pose n in system X to system ' X
Data Processing
To check that the data collected from system X are consistent with the data collected from system ' X , the following tests are performed. Rotation matrices
are calculated from the average orientational components of the n th poses n x and n ′ x , respectively. Similarly, the positional vectors
are calculated from the average positional components of the n th poses n x and n ′ x , respectively. Since both systems are tracking the same object at the same pose, we would assume that the relative rotational change ,
As a result, the angle of rotation , Table 3 . Average systematic biases in the rotational and positional data of X and ' X versus the random variability in the data represented as X and ' X and the registered data represented as X . For these systems, the average systematic biases are larger than the random variability in the data resulting in the average distance between X and ' X to be larger than the variability in the data. Another factor affecting registration is random variability in the data due to factors such as the level of instrument noise. The random variability is computed by first calculating the variances of the K repeats for each of the N poses. Then the mean of the variances is computed from all N poses from which the corresponding mean standard deviation can be calculated for each system. Note that these mean standard deviations gauge the variability of the data measured in the same experimental conditions and that these values are independent from the previously calculated parameters which gauge systematic biases. Therefore, it is possible to observe in an experiment different scenarios when the systematic biases are http://dx.doi.org/10.6028/jres.121.009 larger than the variability, comparable to the variability, or less than the variability. From the data, we can see that the average systematic biases are larger than the random variability in the data. As a result, caution is advised for any registration based on this data.
Registration Results
The analytical formulations for propagation of error derived in the previous sections are compared with a brute force method based on the leave-one-out method on experimentally obtained data. Specifically Table 3 . However, the average distance between the registered data ˆn x and n ′ x is larger than the average uncertainty ˆn ∆x This is the result of the systematic biases affecting the systems X and ' X as cautioned in Sec. 5.1. As a result, n ' x does not lie in the uncertainty region ˆn ∆x as shown in left example of Fig. 4 . The next section will further elaborate on the effects of systematic biases on registration.
Effects of Systematic Bias
In order to investigate the effects of systematic biases on the data, quasi-simulated data are generated from the experimentally acquired data by first determining the deviation of the k th repeated measurement from the mean value as , , = .
Then the registration matrix Ψ is computed from all pairs ( , ) n n ' x x . The quasi-simulated data is then determined by setting Through this process, data for a new quasi-simulated system ( ) ' s X is created that depends on s . are generated from experimental data. The black dots depict registered data ˆn x which corresponds to zero systematic biases ( = 0 s ), while the white circles correspond to the original data obtained from system ' X with large systematic biases ( = 1 s ).
Fig. 6.
The goodness of fit ratio ( ) s g calculated from the original experimental 6DOF data from system X registered to the simulated data from system ( ) ' s X for varying scale s values.
Conclusions
This paper focuses on methods to understand how errors in collected data from two systems can be propagated to parameters obtained from the registration of the two systems. These, often error-prone, registration parameters are then used to build a homogeneous matrix to transform data collected in only one system to the other. As a result, any errors in the original collected data that get propagated to the registration parameters will also be propagated onto any transformed data through the corresponding registration matrix. In this paper, mathematical formulas are derived and tested on experimentally obtained data to show how this propagation of error occurs. We found that the original errors in the data can be attributed to systematic biases in the data as well as random variations occurring in the data from sources such as instrument noise. If systematic biases found in the data are larger than the random variations in the data, then the practitioner should be cautious as the approximation of the registered pose unseen by a given system may not accurately represent the actual pose in the system. However, if the systematic biases are less than the random variation appearing in the data, then the methods outlined in this paper are adequate to model the propagation of error from noisy data to registration parameters to transformed data. The relationship between the systematic biases and the random variations in the data can be approximated before registration occurs by simple tests on the data. Therefore, it is recommended that a practitioner performs these tests to validate the accuracy of any resulting registration. However, regardless of the relationship between systematic biases and random variations, it should be noted that the efficient analytical formulations presented in this paper match with the tedious and often time consuming brute force methods. 
