SUMMARY Weighted graph matching is computationally challenging due to the combinatorial nature of the set of permutations. In this paper, a new relaxation approach to weighted graph matching is proposed, by which a new matching algorithm, named alternate iteration algorithm, is designed. It is proved that the algorithm proposed is locally convergent. Experiments are presented to show the effectiveness of the proposed algorithm.
Introduction
Given two graphs with weights on edges, the aim of weighted graph matching is to find an optimal permutation of nodes of one graph such that the permuted graph is closest to the other graph.
Graph matching arises in various fields, for example, computer vision, distributed control, and facility allocation problems [2] . In computer vision, matching the structure one object to another can be formulated as graph matching [1] . In distributed control, a graph is considered as a natural mathematical description for capturing interconnection topology [3] , [4] . Mathematically, facility allocation problem is a typical Quadratic Assignment Problem [5] , which is similar to graph matching.
However, it has been proved that the weighted graph matching is NP-hard [5] . Indeed, the quadratic assignment problems with more 30 nodes are practically intractable [5] . There has been no polynomial time algorithm that can directly solve it with 0-1 integer solutions. The existing matching methods can be divided into two categories. The first category consists of the methods based on some forms of tree search with backtracking [6] , and while the second consists of those methods based on relaxation [7] - [9] . In this paper we will consider methods in the latter category. After some preliminaries are introduced in Section 2, we propose a new relaxation approach to weighted graph matching and then derive a new matching algorithm, named alternate it- † This work was supported by NCET 
The problem of matching two weighted graphsḠ = (V,W) andG = (Ṽ,W) consists of finding a permutation π from {1, 2, · · · ,n} to {1, 2, · · · ,ñ} (generally,n ≤ñ), that makesḠ andG as close as possible with respect to a certain norm.
Generally, the weighted graph matching problem is formulated as [10] 
where Sn ,ñ is the set of permutations from {1, 2, · · · ,n} to {1, 2, · · · ,ñ}.
Definition 1 (Permutation Matrix):
A n × n matrix P = (p i j ) nn is said to be a permutation matrix if p i j ∈ {0, 1} and
Definition 2 (Corresponding Matrix): Ann ×ñ(n ≤ñ) matrix P = (p i j ) is said to be a corresponding matrix if there exists J = { j 1 , j 2 , · · · , jn} such that the matrix P(:, J) = (p i j k )n ×n is a permutation matrix.
Let P(n) be the set of permutation matrices, and P(n,ñ) be the set of corresponding matrices. Then, the weighted graph matching problem can be equivalently formulated in matrix form as follows
where . denotes Frobenius norm X = tr(XX T ) 0.5 . The relation between π * in (1) and P * in (2) is
In the case whenn =ñ, the problem (2) is equivalent to the following one:
which is popularly considered in weighted graph matching.
In this paper, we only consider the case whenn =ñ.
Alternate Iteration Algorithm
In solving the graph matching problem (3) or (2), the combinatorial nature of the set of permutations is the biggest challenge. Generally, methods based on tree search are very time-consuming. Compared with tree search methods, methods based on relaxation are very fast. Noticing the fact that a nonnegative orthogonal matrix is a permutation matrix [2] , in the problem (3) (equivalently, (2)). We relax the admissible set of permutation matrices and meanwhile incorporate a barrier function into the objective functions. The problem resulted is a non-combinatorial problem. Firstly, we formulate and then solve the following optimization problem:
where
is a barrier parameter, and O(n) and M + (n) are the set of orthogonal matrices and the set of non-negative matrices of order n, respectively.
Secondly, we address the following optimization problem
in order to obtain a permutation matrix closest to X * . Obviously, the problem (5) is equivalent to the following linear assignment problem:
It should be noted that in most of linear assignment algorithms the weight matrix is always assumed to be nonnegative. However, such assumption is not restrictive. In fact, for the weight matrix −X * we can make it nonnegative by plus a sufficient large constant matrix, not affecting the solution. A typical linear assignment algorithm, such as the Kuhn-Munkres algorithm, has a complexity O(n 3 ) [11] .
Theorem 2: Let
Then, for all α > 0, (1) F(α) ≤ min{ Ā P − PÃ 2 |P ∈ P(n)} and (2) F(α) is non-decreasing on α and lim
The proof is immediate. It is clear to see that solving (4) is dominative in our method. In the following, we design the algorithm for problem (4).
Alternate Iteration Algorithm:
Step 0. Let k = 0. Given a tolerance ǫ > 0, a barrier parameter α > 0 and a initial point X 0 ∈ M + (n). Step1.Solve the following subproblem :
If k > 0 and
Otherwise, let k = k + 1 and go to Step 2.
Step2.Solve the following subproblem :
Step 1. Below is the convergence theorem for the alternate iteration algorithm.
Theorem 3:
The algorithm always converges monotonically to a local minimum. That is,
are the iterative sequences.
} is non-increasing and bounded below. It means that alternate iteration algorithm converge monotonically to a local minimum.
It, however, should be pointed out that the alterative iteration algorithm is local. Experimentally, it decreases fast during the early few iterations and then slows down as it approaches the local minimum. This is demonstrated by the experiments done in the next section.
The process of alternate iteration algorithm consists of the following three subproblems:
(1) The choice of initial point. Since the algorithm is local, the choice of the initial point is very important. By Birkhoff theorem [12] , any doubly stochastic matrix is a convex combination of finitely many permutation matrices. Accordingly, we here suggest choosing the solution of the quadratic convex programming:
as the initial point, where β > 0 is a barrier coefficient, 1 n is a vector of length n with entry 1 . Experiments presented in the next section show that this choice strategy works well.
(2) Quadratic convex programming (8) . Such a standard quadratic convex programming is easy to be solved ( [13] , [14] ).
(3) Optimization with orthogonal constraints (7) . It is easy to show that the optimization is equivalent to
In the following we prove that the optimization (9) has close-form solution. 
Theorem 4: Let
Proof. Since A = UΛV T is the SVD decomposition, we have that
Experimental Results
The performance of alternate iteration algorithm (AIGM) is compared with the performances of the Linear Programming Graph Matching algorithm (LPGM) [9] and the Improved Eigen-Decomposition Graph Matching algorithm (IEGM) [7] [8]. The LPGM, IEGM algorithms are chosen, since they are considered the most cited algorithms for graph matching.
Weighted graphs set is randomly generated, where each graph has weights ranging from 0 to 1. Matching graph H is generated from each graph G in the set by adding uniformly distributed noise in the range of 0 to 1.4 to each weight in G. Then, the above three graph matching algorithms are applied to graph matching for every pair H and G. In this experiment, we set the size of graph equal to 8 for the purpose of illustration. The estimated probability of a correct vertex-vertex assignment is calculated for a given noise level ǫ, after 100 trials for each algorithm. From a point of view of probability, this reflects how well an algorithm performs for a given noise level. All programs are written in Matlab7.0 and run by PC with PentiumIV3.0GHz££ CPU and 1G RAM.
In Fig.1 
Conclusions
In this paper, a new relaxation approach to weighted graph matching has been proposed, by which a new matching algorithm, named alternate iteration algorithm, is designed. It was proved that the algorithm proposed is locally convergent. Moreover, it has been shown that the alternative iteration algorithm works better than the Linear Programming Graph Matching algorithm as well as the Improved EigenDecomposition Graph Matching algorithm in the comparison experiments done in this paper. However, different from those two algorithms, the AIGM is local, and as a result, the choice of the initial point of AIGM is very important. Particularly, when the difference between two matching graphs becomes larger, the performance of AIGM remains to be improved. In our future work, we will address to the performance improvement of AIGM. 
