Introduction
The transport phenomena at interfaces plays a key role in many physical problems. From the macroscopic viewpoint, an interface is the frontier between two media. In most practical applications, the behaviours at interfaces are usually idealized, assuming the continuity of macroscopic variables such as velocity, temperature, stress, heat flux, etc... However, when the characteristic dimension of the problem decreases, the variations of these physical quantities across the interface become non negligible and more sophisticated models must be adopted.
Macroscopic models accounting for fluid/solid interactions at micro/nanoscales exist in the literature, for example by introducing a slip velocity, a temperature jump and a thermal creep. However at the atomic level, they still depend on physical characteristics which must be identified in each physical situation (To et al., 2015a) . To completely capture the physics, a powerful approach is required to describe accurately the interface. While the Molecular Dynamics is probably one of the most relevant numerical tools to solve this issue, its computational cost restricts its applications to systems of several nanometres only (Allen and Tildesley, 1989; Rapaport, 2004) . The hybrid methods are designed to overcome these limitations by allowing a multi-scale spatial coupling between the molecular and macroscopic approaches. By using an atomistic approach for the small scales in the neighbourhood of the wall and a continuous model for the large scales in the remote region, hybrid methods can capture at the same time the surface effects and the bulk behaviour at a competitive cost. Combining a particle model with the continuum equations of fluid mechanics has received a lot of interest. The most significant contributions to this method generally address fundamental questions, for example the domain decomposition techniques, the choice of macroscopic variables to be coupled, the synchronization between the molecular dynamics and the continuum model, the coupling algorithm in the overlap region, etc... The first hybrid method developed by O'Connell and Thompson (1995) dealt with the steady state Couette problem where the velocity coupling was handled via constrained dynamics. Hadjiconstantinou and Patera (1997) , and Hadjiconstantinou (1999) introduced the temporal coupling to study the flow evolutions past obstacles or moving surfaces. In addition to the velocity, the temperature can be coupled to take into account the heat transfer (Liu et al., 2007) . To improve the atom trajectories in the overlap region, and especially for those near the fictive molecular dynamics boundaries, Werder et al. (2005) proposed to apply an additional force field to mimic the interactions of atoms outside the simulated domain. Associated with the USHER algorithm (Delgado-Buscalioni and Coveney, 2003) , this force field has reduced significantly the density fluctuations which appeared otherwise. The USHER algorithm consists in finding an optimal and compatible location, within the meaning of the potential energy, for inserting a new atom in a dense fluid. This general technique can be applied to simulate heat and mass exchanges in open systems, and it is well adapted for hybrid methods based on fluxes: instead of the primary variables mass, velocity and temperature, the secondary variables mass, momentum and heat flux are considered for the coupling (Flekkøy et al., 2000; Ren and E, 2005) . Regarding applicative aspects, the hybrid atomistic-continuum methods have been widely used in important microfluidic problems, for example to study slip effects at the fluid wall interfaces (Yen et al., 2007) , gas/liquid interfaces (Bugel, 2009; Bugel et al., 2011) , the condensation phenomena (Sun et al., 2009 ), friction of rough surfaces (Sun et al., 2012a,b) , complex microsystems (Lockerby et al., 2013; Borg et al., 2015) . A more detailed review of the numerous studied problems can be found in Mohamed and Mohamad (2010) .
In this work, we are interested in the fluid/solid interaction and we aim to implement a multi-scale spatial approach to study the fluid development in long micro/nano-channels. To capture the variations of the velocity and temperature along the channel, multiple blocks are defined and designed to simulate the heat and momentum transfers at the microscopic level, and to exchange macroscopic informations with the continuum domain. An algorithm, which allows the interaction between a Molecular Dynamics code and a Navier-Stokes and energy solver, is developed for parallel computers. Before being coupled in the present hybrid atomistic-continuum program, both codes were independently developed in our group, validated and used for solving continuum and molecular problems (see e.g Chénier et al., 2006 Chénier et al., , 2008 To et al., 2015b) . The paper is organized as follows. After the introduction, the computation method is detailed in Section 2. Firstly, the domain decomposition between the continuum region and the molecular domain is defined, then the numerical methods are described. Next, the spatial coupling, which takes place in the overlap region, is examined. The temporal or iterative coupling, which ensures the synchronization of the primary variables in the overlap region, is investigated. Lastly, the initialisation process of the hybrid solution is presented by introducing the analytical hybrid method. Next, the validation step is performed in Section 3, first on transient dynamical or thermal analytical solutions and then for flows and heat transfer in channels with a large aspect ratio, before drawing a final conclusion.
Computation method
In this section, we briefly describe our simulation strategy, what mainly consists in a domain decomposition technique between the molecular and continuum regions, and algorithms to couple and synchronize the primary variables arising from the macro and micro-scales.
Domain decomposition
The simulation domain consists of three main regions:
i. the continuum region (C) at the centre of the channel, characterised by the macro-scales and governed by the continuous equations (domain above the dashed line in Fig. 1(a) ),
ii. the molecular/atomistic regions (M) where the particle approach takes place to model fluid/solid interactions at the micro/nano-scales ( Fig. 1(b) is an enlargement of one numbered rectangular block drawn in Fig. 1(a) ),
iii. the overlap region designed to enable the communications between both scales (Fig. 2 ).
To ensure smooth transitions for the macroscopic variables through the overlap region, this zone is subdivided into four smaller layers. From the core flow to the solid boundary, we meet the control layer, the continuum to microscopic C→M layer, the relaxation layer and the microscopic to continuum M→C layer. At the end of the control layer, which is the upper boundary of the molecular region too, a fictive wall is applied to keep constant the number of particles in the molecular domain (incompressible fluid flow). The two layers C→M and M→C are used to exchange the primary variables between the two scales. Notice that the equality of the transport properties in the molecular and continuum regions are necessary to guarantee the flux continuity as well. The part played by the relaxation layer aims to separate the dynamics occurring in the M→C and C→M layers to prevent undesired coupling effects. Further details on the overlap region are presented in Sec. 2.4.
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Figure 1: (a): Scheme of the multi-scale model in a micro-channel of half-height H. The continuum region is governed by the incompressible Navier-Stokes and energy equations (height H C ). A molecular/atomistic description is locally used for the wall and the nearby fluid (height H M ). These two domains are spatially connected thanks to an overlap region (height H O , see 
. Periodic boundary conditions are set in x-and y-directions and a specular wall is used to keep constant the number of atoms in the box (bluish top surface).
A molecular domain is composed of a x-and y-periodic "block" constituted of a FCC(111) crystalline wall and a chosen density of fluid atoms ( Fig. 1(b) ). Whereas a narrow single block is clearly well adapted to simulate periodic or established fluid flows like the Couette flow or the mono-dimensional conduction problem, the computational cost becomes prohibitive when the size of the molecular domain increases too much. To get around this issue, in addition to the aforementioned decomposition domain, a partition of the solid boundary is adopted by using n b similar blocks located all along the solid wall (n b = 4 in Fig. 1(a) ). Their distribution can be uniform or parametrized by a geometric progression with a scale factor r b . The abscissa x i of the block i is then defined as follows: for i = 1, 2, . . . , n b ,
The partitioning of the solid wall is, for example, particularly relevant to simulate the development of fluid flows and heat transfer in micro/nano-channels. In this case, the computation cost can eventually be halved by applying symmetry conditions at the centre of the channel.
Molecular model
The fluid/wall couple used throughout this work is Argon/Platinum (Ar/Pt), whose inter-atomic potentials and the associated parameters are well known in the literature. The Lennard-Jones potential is chosen to model the interactions between two
Relaxation layer, 3∆z/2 M→C, ∆z fluid atoms and a fluid atom with a wall atom. Given the pair distance r, the potential functions are expressed by
where the subscript αβ stands for f f (fluid/fluid) or wf (wall/fluid). The coefficients ε αβ et σ αβ are respectively the potential well-depth and the "diameter". Taking argon as the reference material, the potential parameters for the couple Ar/Pt and their atomic masses m f and m w can be expressed in the reduced Lennard-Jones units (all these parameters can be found in Maruyama and Kimura (1999) ) The solid wall is modelled with three layers of platinum atoms arranged in a FCC(111) lattice. The distance between two equilibrium positions is 0.814 σ (Sun et al., 2009) , what leads to a solid density ρ w = 12.76 m/σ 3 (21450 kg/m 3 ). To allow the thermal vibrations, each solid atom is connected to its nearest neighbours with springs of stiffness k = 3249.1 ε/σ 2 (Maruyama and Kimura, 1999) . The associated harmonic potential is a quadratic function of the atomic displacement measured for the pair distance r between two solid atoms
Moreover, two extra layers of "phantom atoms" (Maruyama and Kimura, 1999; Maruyama, 2000) are added below the three layers to model the semi-infinite wall. The lowest layer is kept stationary (fixed atoms) while the upper layer is used to control the temperature of the solid wall through a Langevin thermostat.
The potentials and the current positions r 1 , r 2 , . . . , r N of all the N atoms of the system being known, we are able to determine the force F i applied to any atom i and its accelerationr i according to Newton's second law. Typically, the equation of motion for a single atom i of type α (fluid or solid) reads
with
Since periodic boundary conditions are applied in x-and y-directions, an external driving force F ext could be added to mimic the pressure contribution. The total potential V tot (r 1 , r 2 , ..., r N ) is composed of three sums, respectively for all pairs of fluid/fluid f f , wall/fluid wf and wall/wall ww atoms. From the practical point of view, it is not necessary to treat all pair interactions: the contributions of pairs in V tot with distances higher than the cut-off radius r c = 2.5 σ are neglected and not considered in the resulting force computation. The equation of motion (2) is integrated using the Leapfrog-Verlet algorithm with the microscopic time step δt = 5 × 10 −3 τ (Rapaport, 2004) , where τ = mσ 2 /ε (2.15 × 10 −12 s) is the time scale.
Although Eq. (2) constitutes the basic motion equation, some care must be taken for the atoms belonging to the lattice crystal and the atoms located inside the C→M layer (Fig. 2) . In the first case, extra forces must be added to maintain the wall at the desired temperature T w . Using the Langevin thermostat, Eq. (2) must be corrected for the solid atoms of the upper phantom layer as follows:
, with α w = 168.3 τ −1 (Maruyama and Kimura, 1999; Maruyama, 2000) the damping constant and R w i a random force vector. Each independent component of R w i is sampled from a Gaussian distribution with a zero mean and a standard deviation 2α w m w k B T w /δt, where k B is the Boltzmann constant (k B = 1.38063 × 10 −23 m 2 kg/s/K). The detailed description of the extra forces to introduce into the equation of motion (2), in order to control the velocity and temperature inside the C→M layer, will be discussed in a section devoted to the coupling between the macroscopic and microscopic scales (see Sec. 2.4.3).
Continuum approach
The continuum domain is governed by the incompressible Navier-Stokes and energy equations:
where D/Dt stands for the material derivative, and u = ue x + we z , p and T are the two-dimensional velocity, the pressure and temperature fields. The quantities ρ, µ, λ and c are the fluid density, the dynamic viscosity, the thermal conductivity and the specific heat. The conditions applied to the physical domain on the top and lateral boundaries will be presented later for each problem, while those enforced at the lower borderline (black square on the blue line in Fig. 2 ) will be detailed in Sec. 2.4.2.
The discrete fields are approximated with a collocated Finite-Volume scheme suitable for some unstructured meshes (Chénier et al., 2006 (Chénier et al., , 2008 . One important requirement the meshes must fulfil is that the straight line joining any adjacent cell centres must intersect their common face at its gravity centre. For example in two dimensions, the variables can be expressed at the centre of the rectangular cells or at the circumcircles for triangular meshes (Delaunay tessellation). The spatial discretisation of the continuous equations is designed to ensure that the discrete variables satisfy the kinetic and "energy" (L 2 -norm) balances similar to the continuous equations. For time dependent problems, a second order Euler discretisation associated with a fully implicit scheme is used. The global algorithm is second order accurate in space and time. The resulting discrete non-linear system is solved with a Newton-Raphson algorithm.
Spatial coupling method and overlap region
The primary variables, velocity u and temperature T , of the hybrid method must be synchronized in time and space between the Molecular Dynamics and the Finite Volume methods to guarantee a correct coupling and to provide an accurate solution. This is performed by exchanging the macroscopic quantities through the overlap region. The continuity of the associated fluxes is then ensured if the macroscopic transport coefficients µ, λ and the specific heat c are identical in the two domains. From classical thermodynamics laws, the relation between specific heat at constant pressure c p and volume c v is given by:
The pressure p = f p (T, ρ), the internal energy U = f U (T, ρ) and their partial derivatives are computed from the analytical equation of state of the Lennard-Jones fluid by Kolafa and Nezbeda (1994) . For an incompressible fluid flow model, the specific heat is given by c = c v = c p . The dynamical viscosity and the thermal conductivity are evaluated from the correlations of Galliéro et al. (2005) and Bugel and Galliéro (2008) respectively. The values are in good agreement with those computed via equilibrium or non-equilibrium Molecular Dynamics simulations (Kubo, 1957; Muller-Plathe, 1999; Meier, 2002; Rapaport, 2004) or extracted from the database by Lemmon et al. (2011) .
Before focusing on the coupling techniques inside the different layers of the overlap region, it is crucial to clearly define the way the mean quantities are calculated from the micro/nano-scales.
Macroscopic quantities and average values
This section briefly introduces the way the macroscopic quantities are calculated from the Molecular Dynamics data. To make easier the presentation of the different averages, a schematic drawing is given in Fig. 3 . This figure shows one simplified molecular block domain of rectangular shape, made up of 4 × 6 subcells, at different times (t = t 1 , . . . , t 4 ) and for three independent but equivalent simulations (same statistical constraints) S 1 , S 2 and S 3 , simply called "samples" thereafter. The spatial average of a quantity Φ, for example over the subcell C (2,3) , for the sample S 1 and at time t 2 writes
with N S1 C (2,3)
(t 2 ) the number of particles in C 2,3 , at time t 2 for the sample S 1 . Since the number of molecules is often too small to obtain an accurate evaluation of the mean quantities, the latter definition is extended for a Time interval (e.g. Φ C (4,5) S3T1−4 in green, Fig. 3 ) and then for different Samples (e.g. Φ C (2,4) S1−3T3−4 in blue, Fig. 3 ). Therefore, the average of a quantity Φ over one Cell, different Samples and during a Time period (CST ) is defined as follows:
where N S is the number of samples, N T the number of discrete temporal iterations and N S k C (t j ) the number of particles contained in cell C at time t j := t 0 + (j − 1) δt and for the sample S k . It is worth pointing out that this writing gives back the usual definitions for averages over space, simply noted Φ C , over space and time, Φ CT , and over space for several samples Φ CS . For example, the instantaneous macroscopic velocity and temperature for the sample S 1 , in a cell having N particles are:
and
Another kind of average technique is often used in the literature as well. It consists in computing the mean fluid velocity by measuring the mean particle velocity in a cell, and then averaging this mean over the different samples. But for systems far from equilibrium, such as those submitted to large temperature or velocity gradients, a bias can arise with this latter definition, contrary to the formula given in Eq. (4) (Tysanner and Garcia, 2004) .
From molecular to continuum: M→C layer
The velocity u M→C and temperature T M→C are calculated by averaging over a time interval q δt and over all samples. Typically, q is the total number of time steps between two successive M→C exchanges. For unsteady problems, qδt = ∆t the time step of the macroscopic model. Using the definitions presented in Sec. 2.4.1, the explicit expression for u M→C reads
where the averaging cell is the M→C layer. In the same way, the temperature T M→C is
average over space & time, for sample S 3 , in cell (4, 5)
average over space, time & all samples in cell (2,4)
Figure 3: Graphical representation of three kinds of averages. One schematic molecular block is drawn at 4 times (t 1 , · · · , t 4 ) and for 3 samples (S 1 , S 2 , S 3 ). This block is also partitioned into 4 × 6 rectangular sub-domains. Averages can be calculated as a function of space (over one or more subdivisions of the domain), time or samples, or any combinations of these variables.
The macroscopic variables u M→C and T M→C are used to define the lower boundary conditions of the continuum domain. When the M→C layer is centred on the edge node of the Finite Volume method (black square in Fig. 2) , the average values are directly applied; otherwise, values on the other boundary nodes (blue triangles in Fig. 2 ) are evaluated through a linear interpolation between two successive molecular blocks.
From continuum to molecular: C→M layer
The velocity u C→M and temperature T C→M are computed by means of the Finite Volume approximation of the Navier-Stokes and energy equations (3). Then, to feed these variables back into the Molecular Dynamics domain, the equation of motion (2) is modified for the N S k CC→M (t j ) particles lying in the C→M layer, at time t j and for the sample S k as follows. First, the constrained dynamics is used to impose a linear profile (Sun et al., 2010) : 
where u c and u f are macroscopic velocities respectively located at the centre (ordinate z c ) and at the middle of the bottom face (ordinate z f ) of the C→M layer (see Fig. 4 for the notations). This latter point is also the centre of a new layer noted C'→M'. The values u c and u f are extrapolated from the Finite Volume approximation of the velocity and its gradient evaluated at the nearest collocation point x K to the centre of the C→M layer. The value of the damping coefficient ξ in Eq. (5) must be chosen carefully. A too small value does not constrain enough the velocity while a too large value could have undesired effects on the temperature field. Based on previous studies, where ξ is either fixed (O'Connell and Thompson, 1995) or related to the number of microscopic iterations q in the coupling algorithm (Sun et al., 2009) , the value ξ = 2 × 10 −2 is chosen in this work. In addition to the aforementioned driving force, which manages the mean velocity of the particles, the temperature is controlled at the desired value by means of the Langevin thermostat (Sun et al., 2009 (Sun et al., , 2010 :
with α f = 1 τ −1 the damping coefficient and R f i (z, t) a force whose components are sampled into a Gaussian distribution of zero mean value and with the standard deviation 2α
is approximated similarly to the above velocity.
Besides the velocity and temperature, the pressure gradient (∂ x p) K ≈ (∂ x p)(x K ) could be transferred from the Finite Volume approximation to the molecular region as an external driving force F ext = (−m/ρ (∂ x p) K ; 0; 0)
T in equation of motion (2) and applied on all unconstrained fluid molecules.
For the sake of clarity, the notations are abridged in the remaining of the presentation by suppressing both the double brackets and the z-dependency for the variables, for example 
Upper bound of the overlap region
Since the upper limit of the overlap region (and molecular domain) is physically unbounded, a fictive specular wall is used to prevent atoms from going, and thus to conserve the total number of particles in the domain which ensures that the density in the both approaches is the same. Whenever an atom crosses this boundary, it is re-inserted immediately at the same location with its normal velocity component inverted. However, the presence of this fictive wall can be the cause of undesired effects, which translate into a non physical organization of the molecules at the vicinity of the boundary, in the form of inhomogeneous distributed atoms in adjacent and parallel layers. To reduce efficiently these spurious oscillations, a boundary force F w (r w ) is added in the equation of motion (2) (Werder et al., 2005) :
This force, function of the distance r w between the particle i and the upper boundary, represents the effect exerted by the ghost atoms located outside the molecular domain on particle i. Its expression, written in terms of radial distribution function g(r) and fluid/fluid potential V f f (r), is given by
with z m = min(r c , r w ) and (x, z) the local cartesian coordinates centred on the fluid particle. The radial distribution function g(r) is evaluated through an analytical expression (Morsali et al., 2005) 
Temporal or iterative coupling
In the hybrid method, the synchronization between the micro and macro-scales depends on the transient or stationary nature of the problem studied.
For an unsteady flow, the microscopic and macroscopic time steps are linked in order to achieve the temporal coupling between the two approaches: ∆t = qδt, q ∈ N ,+ , with a typical value of q = 100. A synthetic description of the hybrid time stepping scheme is shown in Fig. 5 . The first key point is that the temporal integration periods of the continuous and molecular models are staggered by a half macroscopic time step ∆t/2. Assuming that the positions and velocities of all particles are known at time t n+1/2 , the temporal evolution in the microscopic domain is performed by integrating the Newton's second law from t n+1/2 to t n+3/2 with the imposed macroscopic values evaluated at time t n in the C→M layer: u 
Given quantities
boundary = (u, T ) M→C Figure 5 : Temporal coupling in the hybrid scheme. All quantities greyed are assumed to be known. During the temporal integration at molecular level (M) between t n+1/2 and t n+3/2 , the dynamics is constrained in the C→M layer (Fig. 2) so that the averaged microscopic velocity and temperature converge to the corresponding macroscopic variables stemming from the continuum region (C) at time t n : (u, T )
C→M . Then the averaged velocity and temperature calculated at time t n+1 in the M→C layer, (u, T ) M→C , are forwarded to the continuum domain to impose the macroscopic boundary conditions at time t n+1 .
For steady flows, the coupling between the microscopic and macroscopic models is still iterative, but without any temporal synchronization. Let us assume that the macroscopic boundary conditions are known at iteration k. Then the approximated velocity and temperature fields u k and T k are solutions of the discrete Navier-Stokes and energy equations (3) written in their stationary form (time derivatives dropped). Once the steady solution is achieved, the Newton's second law is integrated for the particles over a period qδt with the imposed macroscopic values u k C→M and T k C→M in the C→M layer. The number q of molecular time steps increases substantially, from about 20 000 to 1 000 000, depending on the maximal relative difference between two iterations of the coupling macroscopic variables, namely max (C,ξ) (ξ k−1 C /ξ k C − 1) with C ∈ {C→M; M→C} and ξ ∈ {T, u}. Finally, the new boundary conditions of the macroscopic model at the new iteration k + 1 is updated from the atomistic level. This iterative coupling is shown to be more efficient than a temporal coupling, provided that the steady solution is solely sought.
Initialization step: analytical hybrid model
The hybrid simulation of steady or unsteady problems requires a coherent initialization of the solution, both in the molecular and continuum domains. For example, when the initial solution is isothermal at rest, the mean velocity is zero and the temperature is controlled at the chosen value. Whereas these conditions are easily performed in the continuum domain, more attention must be paid on the molecular region. Firstly, the fluid molecules are arranged in a cubic crystalline pattern, with their velocity components drawn in a Gaussian distribution of zero mean value. Then, the equations of motion (2) are integrated in time with the Berendsen thermostat (Berendsen et al., 1984) applied on the whole fluid particles until the equilibrium is reached. Despite the relevance of the isothermal solution at rest as an inital condition, it could be more suitable to choose more complex temperature and/or velocity profiles, for example to improve the speed of convergence towards a steady solution. The main issue is then to initialize the hybrid solution efficiently, namely by minimizing the computational cost. To to this, we are going to introduce a variant of the hybrid scheme in which the expensive molecular dynamics is substituted by two analytical profiles, one for the horizontal velocity component and the other for the temperature. The resulting method is simply called analytical hybrid method. The analytical solutions must fulfil either the velocity slip or temperature jump conditions at the wall, and the passed values in the C→M layer. The simplest functions are polynomials of degree 1 or 2, depending on whether one or two points are used in the overlap region (z c or z c and z f , see Fig. 4 ). Once the analytical hybrid solution has converged, the dynamics of the fluid particles must be driven in order that the average velocity and temperature correspond to the computed polynomial profiles. This step is similar to the method described for the C→M layer (see Sec. 2.4.3): the whole of the molecular fluid domain is split into 10 to 20 sub-layers in which the particle motion is integrated with a Langevin thermostat adjusted to control the local temperature at the desired values.
To illustrate the iterative procedure of convergence of the analytical hybrid method, the stationary no-slip Poiseuille flow is simulated with linear and quadratic approximations (Fig. 6) . It is worth noticing that the coupling algorithm is basically the same for the standard hybrid method and the analytical hybrid method: communications between the core region and the block domain still occur in the overlap region, but the averaged values are substituted by the analytical values. The coupling algorithm is carried out iteratively until the steady-state, i.e for a maximal relative increment of the primary variables transferred inside the C→M and M→C layers less than 0.1%. For the ratio H M,f /H C = 1, the stationary solution is reached after 56 iterations for a second order polynomial and 17 iterations for a linear approximation. Whereas the quadratic model provides a 1% accurate solution to the exact parabolic profile over the whole computation domain (Fig. 6(b) ), this relative difference reaches 24% in the linear case ( Fig. 6(a) ). However in the spirit of the molecular hybrid method, the ratio H M,f /H C must remain small enough in order to neglect the average vertical velocity component in the M→C layer. Thus, if this ratio is set to 1/25, the linear model converges within 11 iterations only, and the analytic hybrid solution departs from about 0.2% of the Poiseuille profile. Given the number of iterations and the stopping criterion of the iterative coupling, the choice of a linear approximation inside the block domain seems to be the better compromise between the accuracy and the computational cost.
Results of the hybrid method
Before addressing in details the hybrid method with multiple molecular blocks, classic test problems with a unique coupling region are handled.
Validation for a single molecular block
In this section, the solutions are unsteady, one dimensional and the domain is simulated over the total height H. The lengths of the continuum and fluid particle domains are identical, H C = H M,f = 119. The continuum region is covered with a triangular Delaunay tessellation based on the discretisation of the horizontal and vertical boundaries into 8 and 40 uniform segments respectively. The ratio between the continuum and molecular time steps is q = 150. The macroscopic variables stemming from the molecular dynamics are calculated according to Eq. (4) in 10 vertical sub-domains of length H M,f /10, during one macroscopic time step ∆t = qδt (N T = q) and for the whole of the independent samples (N S = 40).
To limit the velocity and temperature jumps occurring at the fluid-wall interface, the atomic wall is substituted by a stochastic wall model: when a particle crosses the interface plane, it is re-inserted with a velocity whose the tangential and normal components are sampled from a Gaussian and Rayleigh distributions respectively, with zero mean values and standard deviations corresponding to the wall temperature T w .
The first validation test concerns the transient Couette flow between two parallel plates. After an equilibration period at the wall temperature T w = 1 ε/k B , the upper plate in the continuum region is suddenly set in motion at a constant horizontal velocity u 0 = 1 σ/τ (158.03 m/s), while the lower wall in the atomic region stays at rest. In order to keep constant the macroscopic transport coefficients in both continuum and molecular domains and to limit the heat production due to the viscous dissipation, the temperature in the whole system must be controlled close to the wall temperature T w at which µ, λ and c are evaluated. To that purpose, the temperature in the C→M layer is kept to T C→M = T w . Figure 7 (a) shows the normalized x-velocity u/u 0 as a function of the reduced height z/H, and for different time intervals (τ 1 -τ 2 ). Empty and filled circles stand for molecular and continuum hybrid solutions, while the continuous line represents the mean analytical velocity profile
obtained by solving the isothermal Navier-Stokes equations with no-slip boundary conditions at walls. The hybrid and analytical solutions match very well. The relative difference is very small (less to 1% in L 2 norm). The discrepancy is essentially due to the calculation of the macroscopic field in the molecular domain. This could be reduced by improving the calculations of the averages, either with additional samples or molecules in the y-direction (L y is then also modified according to the desired density). The efficiency of the coupling algorithm is also visible in the overlap region where the solutions achieved by two approaches are very close to each other (z/H ∈ [0.36; 0.56]).
The second test case is the transient thermal conduction problem with stationary walls. After an initialization step devoted to the computation of the equilibrium state at T w = 1 ε/k B (120 K), the temperature of the upper plate is suddenly increased to T 2 = 1.5 ε/k B (180 K), while the temperature of the bottom plate is kept at T 1 = T w . In the C→M layer, the mean velocity u C→M is set to be zero during the simulation to avoid the appearance of a spurious velocity. Macroscopic coefficients are evaluated at the intermediate temperature (T 1 + T 2 )/2. Similarly to the Couette flow problem, the hybrid and analytical reduced temperatures T (z)/T 1 are shown in Fig. 7(b) as a function of the dimensionless height z/H, and for different time intervals. The expression of the analytical solution is identical to Eq. (9), provided that the reduced velocity is replaced by (T (z) − T 1 )/(T 2 − T 1 ) and the kinematic viscosity is substituted by the thermal diffusivity coefficient α = λ/(ρc). Again, the hybrid results are in very good agreement with the analytical solution. Figure 7: (a) Mean velocity u(z/H)/u 0 and (b) temperature T (z/H)/T 1 profiles for different time intervals. Continuous curves indicate the analytical solutions, filled and empty symbols stand for continuum and particle solutions of the hybrid method. The half lengths of the error bars represent the standard deviations and illustrate the scattering of the spatiotemporal averages over the N S = 40 independent samples.
Hybrid scheme for multiple molecular blocks
The aim of this section is to validate our hybrid method to simulate multi-scale fluid flows and heat transfer. As a significant test case, we are interested in computing the hydrodynamic development of a fluid flow in the entrance region of a channel of height 2H and length L 2H, using several molecular blocks to model the fluid/wall interaction at the atomic level. For symmetry purpose, only the half height H of the channel is simulated (see Fig. 1(a) ). The atomic wall is maintained isotherm at T = T w . The fluid enters into the channel at the wall temperature T w , with a velocity profile u(z), and the flow is assumed fully developed at the outlet. The ratio between the heights of the fluid molecular domain and continuum domain is set to H M,f /H C = 1/25. The computations have been carried out for H M,f = 99.44 σ leading to H = 2545.6 σ (866.8 nm). The length and the wall temperature are L = 4000 H (3.46 mm) and T w = 1.1 ε/k B (132 K). The continuum region of height H C is discretised in N x × N z = 48000 × 30 rectangular control volumes with refined cells near the inlet and close to the wall. The macroscopic coefficients evaluated at T w are µ = 2.073 √ mε/σ 2 (1.874 × 10 −4 Pa · s), λ = 6.832 k B √ mε/σ 2 (1.285 × 10 −1 W/m/K) and c = 2.375 k B /m (4.945 × 10 2 J/kg/K). To compare efficiently the solution of the hybrid scheme and the one arising from the pure Finite Volume approach on the full half-height of the channel, the inlet velocity profile must cancel at walls. A parabolic boundary layer profile u(z)/u 0 = z(2δ − z)/δ 2 is then chosen in the vicinity of the wall for 0 ≤ z ≤ δ, connected to a uniform velocity profile in the core region for δ ≤ z ≤ H. In our simulation, u 0 = 1 σ/τ (158.03 m/s) and δ = 0.2H. The resulting Reynolds number, based on the half-height H, is Re ≈ 1000, less than the linear critical Reynolds value Re c = 5780 for the plane Poiseuille flow (Thomas, 1953) .
Distribution of the molecular blocks
Since the number of the molecular blocks and their position play a key role in the accuracy of the hybrid solution, these parameters must be systematically investigated. To perform such studies at a reasonable CPU-cost, the analytical hybrid scheme (Sec. 2.6) with no slip velocity and temperature jump at the solid wall is chosen. The hybrid solution is compared to the Finite Volume solution computed on the same structured grid at which a unique row of 48000 cells is added to cover the molecular domain of height H M,f .To measure the discrepancies between both solutions, the relative errors in L 2 -norm are calculated in the entrance region (for x ≤ 50H) and in the whole domain.
For a uniform distribution of the blocks along the channel (Fig. 8) , about n b = 20 blocks are required to achieve a 1% relative error in the whole domain. But this measure is not really appropriate since velocity field strongly evolves in the entrance region before becoming almost independent of the axial coordinate in the fully developed region. If we consider the deviation of the solutions in the entrance region, the disparity increases significantly. To keep a relative error less than 1%, n b = 200 blocks are now necessary. From n b ≈ 2000, the relative error of the velocity field saturates slightly above 0.1%, a value which corresponds to the error of the coupling algorithm for a Poiseuille flow with a single block of height ratio H M,f /H C = 1/25 (see Sec. 2.6). It is interesting to remark that the number of coupling iterations remains close to 10 for a stopping criterion based on the relative difference between the exchanged values in all the overlap regions less than 0.1%, whatever the number of blocks used in the simulation. Once the number of blocks is determined, the initialization and then the simulation with the molecular hybrid scheme can start. However, it is clear that such simulation with hundreds blocks is far to be feasible: whereas a steady solution achieved with the Finite Volume method costs few minutes, the molecular simulation on each block takes several CPU days. Hence, the minimization of the number of blocks is a fundamental issue to hope obtaining the stationary solutions in a acceptable human time, using about hundred cores in parallel. Therefore, to keep a realistic CPU-time, the number of blocks must not exceed n b = 20. Given this restrictive condition, it is necessary to modify the block distribution along the wall in order to optimize their arrangement. Figure 9 shows the relative error of the velocity and temperature between the analytical hybrid method and the reference solution as a function of the block distribution defined by the common ratio r b (Eq. (1)). The deviation from the Finite Volume solution is clearly larger for the velocity than the temperature. Moreover, the maximal discrepancies are mainly located in the entrance region (encapsulated frames in Figs. 9(a) and 9(b)). On the whole, the optimal common ratio increases with the decrease in the number of blocks n b . The slopes of the curves also indicate that overestimating the common ratio r p produces a much smaller deviation than an underestimation would do.
Multi scale fluid flow and heat transfer simulation
A number of 8 identical molecular blocks is adopted. They are distributed according to a geometric progression, with a common ratio fixed to r b = 4 (Fig. 9) . Each block, of dimensions (L x ; L y ; H M,f ) = (9.87; 9.77; 99.44) σ, is composed of 7776 argon atoms to capture the fluid/solid interactions along the x-direction. The steady state is obtained by solving the equations of system (3) where the temporal derivatives are disregarded. The initialization of the iterative process is carried out with the analytical hybrid method. As indicated in the third column (LM) in Tab. 1, the initial field departs from less than 0.5% to the Finite Volume solution (second column) on the whole of cross sections corresponding to the 8 blocks. The velocity and temperature profiles presented in Figs. 10 and 11 are averaged over 1 million of microscopic time steps ) show the velocity and temperature profiles in the cross sections corresponding to the abscissa of the different blocks. The solutions of the particle and continuum regions for the hybrid scheme are presented with empty and filled circles, respectively; the Finite Volume solution is drawn with continuous lines. As can be seen in the different enlargements, the couplings into the overlap region work well. The velocity and temperature fields between the hybrid and Finite Volume solutions are in very good accordance, respectively less than 0.5% and 1% (Tab. 1, forth column labelled SW).
Let us now study the fluid flow and heat transfer when the wall is modelled by a crystalline pattern. Thus, in addition to the 7776 argon atoms, 840 platinum atoms make up the wall. These atoms are organized in a face-centred cubic crystalline lattice, closely packed in parallel layers to the diagonal plane (FCC (111)). The velocity and temperature profiles are shown in Fig. 11 in the different slices corresponding to the positions of the 8 molecular blocks. The heigh H still denotes the gap between the wall and the channel axis (see Fig. 1(a) ). The z-axis origin coincides with the top layer of the atomic wall. The velocity discrepancy, stemming from the simulations performed with the stochastic wall ( Fig. 10(a) ) and the atomic wall ( Fig. 11(a) ), appears to be very small. This observation is confirmed by the calculation of the relative differences between the maximal velocities in the different block sections which do not exceed 0.1% (Tab. 1, fifth column labelled AW). On the other No. hand, the relative gaps between the temperature profiles presented in Figs. 10(b) and 11(b) are clearly more significant, up to 2.5% (Tab. 1), because of the temperature slip at the solid/fluid interface.
The conservation of the mass flux should be satisfied through each channel cross section which consists of the core flow region and the domain close to the fluid/wall interface. In the present hybrid method, only the mass flow rate in the bulk is explicitly resolved by the second order Finite Volume scheme. However, the global mass flow rates reported in Tab. 2, for both the linear model and the atomic/continuum hybrid method, deviate from less than 0.3% of Q 0 , the analytical flow rate based on the inlet velocity profile. These relative differences are clearly negligible, what demonstrates the reliability of the present hybrid method.
Let us focus on the results obtained with the atomic wall in order to examine more thoroughly the temperature and the fluid flow at the solid interface. Figure 12 (a) presents the normalized velocity slip and temperature jump as a function of the reduced axial coordinate. The velocity slip decreases from 2.25% of the reference inlet velocity u 0 to about 0.75% for x/H 60. From x/H ≈ 250, the flow velocity is fully developed as it is shown in Fig. 11(a) where the different velocity profiles are perfectly superimposed. The temperature jump, normalized with respect to the wall temperature T w , increases in the entrance region from 1% in the inlet section to 3.25% at x/H ≈ 3.5. Then, it gradually decreases to reach about 2% close to x/H = 60 before increasing again to about 2.8% and remaining almost constant from x/H = 1000 to 4000. If we are interested in the temperature variations, the temperature jump should rather be related to the maximal temperature gap in the channel. In that case, the percentages presented here-above must be multiplied by 5: the temperature jump then varies from about 5% to 15%, what is far to be negligible (see Fig. 11(b) ). The dynamical (thermal) slip length L s−u (L s−T ) is defined as the distance inside the wall at which the extrapolated fluid In accordance with the preceding results, L s−u /H is very small, about 2.7 × 10 −3 ± 5%, and nearly constant all along the channel flow. In the entrance section (the first molecular block), the reduced temperature slip length is negative, what is a accordance with the weak decreasing temperature profile drawn in red colour in the sub- figure 11(b) . This surprising and unexpected result is currently not completely clear. The explanation could be related to the inlet boundary conditions. Indeed, the combined choice of a non uniform velocity profile and a temperature kept uniform at T w is probably incompatible because of the heat source produced by shear stress which should increase the temperature beyond T w . From the second block at x/H = 0.732, L s−T /H becomes positive and ranges between 7.5% to 12.5%, what confirms that the relative jump for the temperature is much higher than for the velocity.
Conclusion
In this paper, we have developed a multi-scale approach to solve the fluid flow and heat transfer in micro/nano-channels. The numerical method is based on an atomistic-continuum hybrid scheme which couples the Molecular Dynamics to simulate the complexity of the interactions occurring between the wall/fluid atoms, and the Finite Volume approximation in the core fluid region. To capture the variations of the macroscopic quantities in the channel, a set of small molecular dynamics blocks is distributed all along the wall/fluid interface. The validity of the multi-scale coupling is shown through comparisons with analytical solutions for two transient test cases: the Couette flow and the heat transfer problems between two parallel plates. On the basis of the so called "analytical hybrid" method used to initialise the hybrid solution, as the number of iterations to achieve the convergence as the number and distribution law of the molecular blocks are studied. The hybrid method has been successfully applied to simulate the fluid flow in liquid phase and heat transfer in a long micro-channel, for stochastic and atomistic walls. In this latter situation, the slip velocity, the temperature jump and the dynamic and thermal slip lengths are studied as a function to the distance from the inlet section. Whereas the slip velocity is clearly negligible, the temperature jump ranges between 5% to 15% of the maximal temperature gap produced by the viscous stresses. The thermal slip length is nearly constant, about 10% of the channel half-height, except in the inlet section where it seems to turn out to be negative.
