We use a Bayesian approach to optimally solve problems in noisy binary search. We deal with two variants:
Introduction
Noisy binary search has been studied extensively (see [24, 25, 21, 2, 10, 5, 12, 3, 18, 19, 20, 22] ). In the basic model we attempt to determine a variable s ∈ {1, . . . , n} by queries of the form "s > a"? for any value a. In the noisy model, we get the correct answer with probability p, with independent errors for each query. In the adversarial model, an opponent chooses which queries are answered incorrectly, up to some limit. Our work focuses on the noisy non-adversarial model.
Generalizing noiseless binary search to the case when k questions can be asked in parallel is trivial: recursively divide the search space into k + 1 equal sections. This model, and its noisy variant, are important (for example) when one can send a few queries in a single data packet, or when one can ask the second query before getting an answer to the first. * Research supported by the Israel Science Foundation.
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Previous Results
For an extensive survey on this subject we refer the reader to Pelc's work, [22] .
The problem of binary search with probabilistic noise was first introduced by Rény [24] , but for a stronger type of queries. Ulam [27] restated this problem, allowing only comparisons. An algorithm for solving Ulam's game was first proposed by Rivest et. al. in [25] . They gave an algorithm with query complexity O(log n) which succeeds if the number of errors is constant. Following their results, a long line of researchers have tried to handle a constant fraction r of errors. Dhagat, Gács and Winkler [10] showed that this is impossible for r ≥ 1/3, and gave an O(log n) algorithm for any r < 1/3. The constant in the O notation was improved by Pedrotti in [20] , to 8 ln 2 3 log n (1−3r) 2 (1+3r) . Another variant of the adversarial problem is the Prefix-Bounded model. In this model, any initial sequence of i answers has at most ri adversarial mistakes for some constant r. Borgstrom and Kosaraju [5] gave an O(log n) algorithm for any r < 1/2 fraction of errors for this case.
Assuming probabilistic noise, Feige et. al. showed [12] that one can perform binary search using Θ(log n/(1 − H(p))) queries, where H(p) is the entropy function. The algorithm proceeds by repeating every query many times to obtain a constant error probability, and then traverses the search tree, backtracking when needed. This leads to constants which are too large for our applications, and has no easy generalization when multiple queries are made simultaneously (the batch learning model). Aslam showed a reduction of probabilistic errors to an adversarial PrefixBounded model [3] . Aslam's algorithm has the same multiplicative factor that arises in the adversarial algorithm, and might not be applicable to generalizations of noisy search.
Noisy binary search has also been defined in the k-batch model (see Orr [19] for applications of batch learning in a more general model), but much less is known there. Cicalese, Mundici and Vaccaro [9] gave an optimal solution for a constant number of adversarial errors, and two batches of queries. We are not aware of any results regarding the probabilistic batch model. For an extensive survey on the subject see Pelc [22] , who also states the k-batch model (in probabilistic and adversarial flavors) as an important open problem.
Quantum Binary Search An equivalent formulation of binary search is giving the algorithm oracle access to a threshold function f s (x) for some unknown s. Applying f s (x) returns 1 if x > s, and 0 otherwise. The algorithm can apply the function on inputs x (in a noisy manner), and its goal is to find s. This model can be generalized by turning the oracle into a quantum one. Formally, the algorithm is given access to an oracle O s for some fixed but unknown s, where O s |x, t = |x, f s (x) ⊕ t . Determining the exact complexity of quantum binary search is an interesting open problem.
Farhi et al. presented in [11] two quantum algorithms for searching an ordered list. They first presented a "greedy" algorithm with small error probability that clearly outperformed classical algorithms. However, they could not analyze its asymptotic complexity, and therefore did not use it. Instead, they devised another algorithm, which can find the correct element in a sorted list of length 52 using just 3 queries. Applying this recursively gives a 0.53 log 2 n quantum search algorithm. This was later improved by Jacokes, Landahl and Brooks [16] by searching lists of 434 elements using 4 queries. Another improvement by Childs, Landahl and Parrilo [7] enables searching lists of 605 elements using 4 comparisons, and gives a query complexity of 0.433 log 2 n queries. We note that these algorithms are exact. Since Farhi et al.'s greedy algorithm has small error probability, iterating it on a fixed size list results in a noisy binary search algorithm. However, without an exact analysis of noisy binary search, the resulting bounds are not strong enough.
The lower bounds for binary search were first treated by Ambainis, who showed [1] that quantum binary search has complexity Ω(log n). Using the quantum adversary method of Ambainis, but applying unequal weights to different inputs, Hoyer, Neerbek and Shi gave a lower bound of 1 π ln(n) ≈ 0.202 log n queries [15] . Childs and Lee showed that using the generalized adversary method cannot improve this by much [8] .
Our Results
Intuitively, our algorithm, for the classical binary search problem, always asks the query which yields the maximal amount of information. This is done using a Bayesian learner which tries to determine the place of the element we are looking for. Usually, myopic learning algorithms are not optimal, but in this case we show that greedy behavior is in fact optimal.
We give an intuitive description of the algorithm. Assume that s is chosen uniformly from the list. Choose an element x in the list such that Pr(x > s) ≈ 0.5. Compare x and s, and give the updated Bayesian probabilities to all the elements in the list. Repeat the process until one element has relatively high probability, and then test its surroundings recursively. Note that if p = 1 then the algorithm performs standard binary search -after the first step half the elements have probability zero, and the rest will have uniform distribution.
Letting I(p) = 1 − H(p), each noisy query provides at most I(p) bits of information. Thus the best time bound we can hope for is (1 − ) log n/I(P ), where the factor (1 − ) comes from Shanon. We show Theorem 1.1. There exists a (classical) algorithm which finds s in a sorted list of n elements with probability 1 − δ using an expected
noisy queries, where each query has (independent) probability p > 1/2 of being answered correctly. This is tight up to an additive term which is polynomial in loglog n, log(1/δ) and I(p).
We present a similar Bayesian strategy when we are allowed to compare our element in parallel with a constant set of elements (see Subsection 2.5).
A surprising application of this classical noisy search algorithm is a faster quantum algorithm for binary search. Using the generalized variant, when we can compare our element to a set of elements in parallel, we can recursively use the greedy quantum binary search of Farhi et al. [11] . Measuring after r queries in their algorithm corresponds to sampling the intervals according to a probability distribution which is concentrated near the correct interval. If the entropy of this distribution over the k equal probability intervals is H r , then the average information is I r = log(k) − H r , and the expected number of queries is r·log n Ir . Using this we show: Theorem 1.2. The expected quantum query complexity of searching an ordered list without errors is less than 0.32 log n.
We prove a quantum lower bound, which shows that quantum algorithms faced with a noisy oracle cannot be much better than their classical counterparts, by showing that they require at least
queries. Allowing the quantum algorithm to err with probability δ reduces the complexity of the upper bound and the lower bound by the same classical factor (1 − δ).
Applications of Noisy Binary Search
Practical uses for optimal noisy search can occur (for example) in biology. This is especially important when each "noisy comparison" is a biological experiment, which is being used to find the value of some quantity, by comparing it to different thresholds. Experiments have an error probability, and performing them can be very time consuming. One example for this scenario is trying to determine the supermolecular organization of protein complexes and isolating active proteins in their native form [26, 13] . In both cases, the 3-dimensional conformation of the proteins should be conserved, and solubilization methods are based on different percentages of mild detergents. Determining the right percentage can be done by noisy binary search, running a gel for each query.
The algorithm has theoretical applications as well. For example, it can be used to achieve the results of Karp and Kleinberg [17] . Our main application is to obtain better bounds on the query complexity of quantum binary search.
Classical Noisy Search

Problem Setting
Let x 1 ≥ . . . ≥ x n be n elements, and assume we have a value s such that x 1 ≥ s ≥ x n , and want to find i such that
. Comparing x i and s is done with f (i) → {0, 1}, which returns 1 if x i > s and 0 if x i ≤ s. Each evaluation of f returns the correct answer with probability p > 1/2. Note that calculating f twice at the same place may return different answers.
In this noisy environment, we must let our algorithm err. We bound the error probability by a given δ > 0.
Algorithm
The algorithm uses an array of n cells a 1 , . . . , a n , where a i denotes the probability that x i ≥ s ≥ x i+1 . The initialization of the array is a i = 1/n, as if we could assume that we have a uniform prior for s. Each step, the algorithm chooses an index i such that t = i j=1 a j < 0.5 but i+1 j=1 a j ≥ 0.5 and compares s to x i . According to the result of the comparison (which could be wrong) the algorithm updates the probabilities a 1 , . . . , a n . If the result of the comparison was that x i > s, we multiply a j for j ≤ i by (1 − p), multiply a j for j > i by p and normalize so that the values a 1 , . . . , a n sum up to 1. The normalization depends on the sum t = i j=1 a j . Assuming the result of the comparison was x i > s, the normalization is
If the result was that x i ≤ s, the normalization is pt + (1 − p)(1 − t). Note that if |t − 1/2| is small, as will be the case in our algorithm, the normalization is roughly a multiplication by 2. In order to use this idea we need to address two technical issues:
It is not always possible to find an element such that
Pr(x i > s) = 1/2. Therefore, we use a constant called par ("par" stands for partition) which is an upper bound for | i j=1 a j − 1/2| = |t − 1/2| ≤ par . Its value will be chosen later.
2. It is hard to distinguish between elements which are very close to each other. Therefore, the algorithm does not necessarily find the index of s, but rather an index i such that there are at most l sur (for "surroundings") elements between x i and s. We can then iterate the algorithm, this time searching the elements
gives the right running time, adding the additive O(loglog n) term.
The exact values for l sur will be chosen later.
If there is an index
• If it is in the surroundings, search x i−lsur . . . x i+lsur recursively.
• If s is not there, restart the algorithm.
The recursive step is only needed three times; after that the search space is of size polylog log log n, and can be checked.
2. Else, find an index i such that
3. Compare s and x i ; update the probabilities. Go to 1.
Algorithm 1, for δ ≤ 1/ log n Theorem 2.1. The expected query complexity of Algorithm 1 is
The proof will occupy the rest of this section. We note, in passing, that the lower bound is very similar to the upper bound; see 2.8.
Assuming Theorem 2.1, we now prove Theorem 1.1.
Proof. Remember Theorem 1.1 gives query complexity of
If δ < 1/ log n, the difference between the bounds in Theorems 1.1, 2.1 is absorbed by the big−O notation of the low order terms. If δ > 1/ log n, we modify the algorithm as follows: with probability c = δ − 1/ log n we choose a random element (i.e., we fail immediately); with probability 1 − c, run Algorithm 1 with δ = 1/ log n. The failure probability is c + 1−c log n < c + 1 log n = δ and the expected query complexity is
Again the O notation in the low order terms gives the bound.
Previous noisy search algorithms have already used weights, see for example [25, 5, 17] . However, we choose weights optimally, and use information even when p is very close to 1/2 (see for example the usage of good in [17] ). This gives us better results, and enables optimal generalization to the batch model. Uniform Prior. In order to simplify analysis, we only consider the case where the a priori distribution is uniform. We first prove a reduction from the case where the distribution is nonuniform, following [11] . Our problem is equivalent to the following: given a monotone nondecreasing boolean array A, find its first 1 by querying elements. Pick k randomly and uniformly between 1 and n. Define a new array B of length n as follows:
The transition point in B is uniformly distributed, since k is. Apply the algorithm to the array B (it is easy to see how to translate queries of B into queries of A). From this we can find the transition point of B, and deduce the transition point of A. Note that B must be monotone; however, it can be either increasing or decreasing. To distinguish these two cases, we start with O(log(1/δ)/I(p)) queries of B [1] ; this reduces the error probability sufficiently so as not to impact the overall error probability, and the query cost is swallowed by the big-O term in Theorem 1.1.
It is also possible to reduce the problem to the uniform prior case using by searching in an array of length 2n. This is done by extending the functions as in [11] . In this reduction, we search for a transition point, and the direction is not important.
Analysis of the Algorithm
The following lemma is immediate: Lemma 2.2. If the algorithm reached Step (2) then there is an index i such that 1/2 − par ≤ i j=1 a j < 1/2. We now need to prove two main claims-that the algorithm terminates quickly, and that when it does, s will, with high probability, be near i. The first claim is stated as Lemma 2.5 and is based on Lemma 2.3 and Lemma 2.4. To state these lemmas we need to use the entropy function H(a 1 , . . . , a n ) = n i=1 −a i log(a i ) and the information function I(a 1 , . . . a n ) = log n − H(a 1 , . . . a n ). From the convexity of entropy, it follows that: Lemma 2.3. If ∀i, a i < par then H(a 1 , . . . , a n ) ≥ log(1/ par ).
This means that if H(a 1 , . . . , a n ) < log(1/ par ) then ∃i : a i ≥ par . Lemma 2.4. Let a 1 , . . . , a n be the probabilities before the comparison in step 3, and b 1 , . . . , b n be the updated probabilities after the comparison. Then:
and taking par = (1/24logn) −1/2 , this is at least I(p)(1 − 1 3 log n ).
Proof. Assume that the partition was between k and k + 1.
Call the result of the comparison r, i.e., r = 0 if the result was that x k > s, and r = 1 otherwise. Define t = k i=1 a i , and let α = 1 pt+(1−p)(1−t) be the normalization constant used by the algorithm if r = 0. We look at the information in this case:
Analyzing the first sum:
Substituting into the original equation: p)H(a k+1 , . . . , a n ) To analyze the expected information gain, we need to know the distribution of r. Fortunately, Pr(r = 0) = pt + (1 − p)(1 − t) = 1/α. When r = 1 the calculation is similar, but the normalization factor changes to β = 
Noting the normalization sums to one,
We have: H(a 1 , . . . , a n ) + pt log(α)
So the expected information increase after the query is
We will soon simplify this further and choose a value for par to make it close enough to I(p). However, we already showed that expected increase does not depend on the actual values of a 1 , . . . , a n , or on the information before the query, other than how balanced the partition is (given by t). Now:
We now need to bound H(1/α). For an ideal partition t = 1/2 we will have H(1/α) = 1, and the expected information increase in each query would be I(p), which is optimal. However, t deviates from 1/2 by at most par , and we should now choose par small enough to get the desired runtime. As t ≥ 1/2 − par , we have
where the last inequality follows from the fact that for
Manipulating this inequality gives
. Using this and substituting par ≤ (1/24 log n) −1/2 ,
Putting it all together, the expected information gain is at least
≥ I(p) − I(p)/3 log n = I(p) 1 − 1 3 log n which completes the proof.
Note that par is not a function of p. This is important if p = o(1). Lemma 2.5. The expected number of comparisons before reaching the recursion condition in stage 1 is at most log n/I(p) + O(1/I(p)). H(a 1 , . . . , a n ) < log(1/ par ) then we have reached the recursion condition. As the initial entropy is log n and the expected information gain per comparison is I(p)(1 − 1/3 log n) (by Lemma 2.4), the expected number of comparisons is at most log n − log(1/ par ) I(p)(1 − 1/3 log n) ≤ log n I(p)(1 − 1/3 log n)
Proof. By Lemma 2.3, if
using the fact that 1/(c − x) < 1/c + 2x/c for c > 2x ≥ 0.
We now prove that with high probability, when the algorithm halts, s is in the correct surroundings. We begin by showing that the probability for a large majority of wrong answers in a small consecutive section is bounded. We then apply a union bound on all small consecutive sections, to get the result. Finally, we show that if the right element is not in the recursive surroundings then such an improbable section exists. Lemma 2.6. Let r = 12p(1−p)loglog n 2p−1
, and assume x i−1 ≥ s ≥ x i . Let q 1 , . . . , q t denote all the comparisons made until the algorithm stopped, sorted in descending order by the element which was compared to s (repetitions are possible). Let A(k) denote the answer given by the oracle to q k , that is A(k) = 1 with probability p if the k'th largest comparison compared s to an element which is larger than it. Let q j , . . . q t denote the comparisons to elements smaller than s. Then Pr(∃x : ∃y ≥ j : y+2x+r k=y A(k) > x + r) < 1/ log n To continue, we need some bound on t, the number of queries. We know the expected number of comparisons until we halt. Let Q be the random variable measuring the query complexity of the algorithm, and let > 0 is fixed. By Markov's inequality, we have that
We can assume that t < 2(log n) 2 /I(p), by paying a probability cost of 0.5/ log n. We now use a union bound. Note that x is bounded by t. Fix x and y, and consider their contribution to the sum. This is bounded by the probability that B(2x + r, 1 − p) ≥ x + r, where B is the binomial distribution. Approximating by the normal distribution (which is applicable because r = Ω(loglog n) is not a constant), we get a standard deviation of p(1 − p)(2x + r) and an expectancy of (2x + r)(1 − p), so the bound is roughly
. To find the worst case, we differentiate the exponent by x and find the minimum (without the minus sign). This yields x = r(1−p) 2p−1 , and substituting gives the exponent as
4p (1−p) . If the expression is less than 0.5/ log 3 n, the total contribution from the log 2 n pairs is bounded by 0.5/ log n, as desired. Taking the logarithm of both sides, we get
Lemma 2.7. Suppose a j ≥ par in step 1. Let r = 12 log log(n)p(1−p) 2p−1
, and l sur = (
. Then with probability ≥ 1 − 1/ log n we have x j−lsur ≥ s ≥ x j+lsur .
Proof. Assume otherwise, and let x i−1 ≥ s ≥ x i . As the lemma is symmetric we can assume without loss of generality that j > i + l sur . By the pigeonhole principle, there is some k
Since every update consists of multiplying some of the elements by p and some by 1 − p (up to normalization), we can see that this implies that, for some x, there were 2x + r comparisons made which differentiated between a j and a k , of which x + r pointed towards a j (remember that the correct direction is towards a k , which is the direction in which a i , the correct answer, is found). We now use Lemma 2.6 to bound the probability of this event.
In order to calculate the query complexity of the entire algorithm, we need an estimate for l sur , as we recursively examine a neighborhood of size 2l sur + 1. Note that for 1/2 < p < 1 and a > 0, we have
So we get l sur < e 6loglog n / par = O(log n 6 log e / par ). We can now bound the expected query complexity of the algorithm for δ < 1/ log n. Denote the expected query complexity until the test in step 1 succeeds by T . Once the test succeeds, we pay a cost of O(log(1/δ) + log log n) queries; then, with probability 1/ log n the algorithm will restart, and with probability 1 − 1/ log n it will continue recursively, operating on a polylogarithmic number of elements (of size 2l sur + 1). This means that the query complexity cost added by the case where the algorithm restarts is O((T + log log n + log(1/δ))/ log n), which is negligible (following the same idea as in the proof of Theorem 1.1 from Theorem 2.1).
By Lemma 2.5 the expected runtime until I(a 1 , . . . a n ) > log n − log(1/ par ) is log n/I(p) + c/I(p) for some constant c. This concludes the proof of Theorem 2.1.
Lower Bounds
Theorem 2.8. (Lower bound) Let A be a classical noisy binary search algorithm with success probability greater than 1 − δ, then its expected number of comparisons is at least
Proof Sketch: The lower bound is based on a reduction to information theory. Assume Alice wishes to send Bob log n bits, through a classical binary symmetric channel with noise p. Further, assume that Bob has a perfect backward channel-that is, Bob can send Alice bits for free. Given a classical noisy binary search algorithm A, Alice and Bob can solve this problem in the following manner.
Alice chooses the correct element to be in the place determined by the log n bits. Alice and Bob then play the parts of oracle and questioner, with Bob asking comparison questions according to A (transmitted on the noiseless channel) and Alice answering on the noisy channel. When A concludes, Bob knows the position of the element and thus has received log n bits of information.
This enables us to transform lower bounds on variable length coding with feedback (when there is an error probability) to lower bounds on the expected runtime of A. The bound now follows from information theory.
Using this claim, we can show that the probability that our algorithm halts prematurely (when we run it with small δ) is very low. As we know the expected runtime of our algorithm, a generalized Markov gives us some concentration on its query complexity.
Generalized Noisy Binary Search
In a binary search, the algorithm partitions a sorted array of items into two parts, and the oracle returns which part contains the desired element. Our generalization is to let the algorithm partition the sorted array according to k elements, and the oracle returns which interval between them contains the correct element.
Generalizing the noise model can be done in a few ways. One way is to assume that the algorithm actually makes k different comparisons in parallel, where each of them is noisy with probability p, and the probabilities for noise in different comparisons are independent. This model may be useful for biological applications. We use a different model, which is more suited to the quantum case. Instead of assuming that we get k bits (which is redundant in the noise-free case), we assume that we get one answer, which tells us which are the two elements (out of the k chosen elements) such that s is between these elements. There is now one correct answer, and k wrong ones, so we need to specify the probability for each kind of error. This is done by taking k +1 probabilities (which add to 1), where the hth probability is the probability that the oracle returns j+h mod (k+1) instead of j, the correct reply.
Formally, let g : {1, . . . , n − 1} k → {0, . . . , k}. If g is given k indices, i 1 > i 2 > . . . > i k , it outputs the answer j if x ij ≥ s ≥ x ij+1 , where we take i 0 = 1 and i k+1 = n. The error probability is taken into account by associating k + 1 known numbers p 0 , . . . , p k to g, such that if x ij ≥ s ≥ x ij+1 then the result j + h mod (k + 1) would appear with probability p h .
The optimal algorithm for this case is very similar to the case k = 1 (which is f ). In each step, partition the array into k + 1 parts with (almost) equal probability, and ask which part contains the desired element. The only difference will be in the recursion condition. Instead of taking the surroundings of the most likely element, we pass to the next stage all the elements with weight greater than pass , which will be determined later. Let a 1 , . . . , a n , par be as before (albeit with different values this time).
1. If there is a value i such that a i > par , halt. If the algorithm halts, take a set of all the elements with weight greater than pass and run on it recursively. Note that it is possible to run recursively on a set of cells which are not a continues segment by ignoring all the cells which are not in the set. If s is not in this set, restart the algorithm.
2. Else, let i 1 , . . . i k be indices such that the sum of the elements between two indices does not deviate from 1/k by more than par :
. Apply g(i 1 , . . . , i k ) and update the probabilities according to Bayes's rule, using the p j 's.
We use par = 1/(6k + 6) log n, and pass is polynomial in I(p), log(n), k. The analysis of the runtime and the correctness proof can be found in the full version of the paper [4] .
Remember I(p 0 , . . . , p k ) = log(k +1)−H(p 0 , . . . , p k ). Theorem 2.9. The algorithm presented finds the right element with probability 1 − δ in an expected query complexity of
The same generalization to δ > loglog n/ log n gives the factor of 1 − δ.
3 Quantum Search With a Non-Faulty Oracle
Farhi et al. presented in [11] a "greedy" algorithm which, given t queries and an array of size K, attempts to find the correct element but has some error probability. In fact, their algorithm actually does more. Assume that the elements given to their algorithm are y 0 , .., y K−1 and the spe-cial element s. Again we are trying to find i which satisfies y i ≥ s ≥ y i+1 . Their algorithms outputs a quantum register with the superposition Σ K−1 j=0 β j |(j + i) (with all indices taken mod K) for fixed β 0 , . . . , β K−1 which are not a function of s. Let p j = |β j | 2 . When measuring the register we obtain the correct value with probability p 0 . The exact numbers p 0 , . . . p K−1 are determined by the number of oracle queries t. We now use their algorithm (with proper values for K and t) as a subroutine in our generalized search algorithm with k = K. Figure 1 . The probability for measuring each element out of 1024 elements after 3 queries. The probability to find the right element is 0.598. The entropy of this distribution is 2.817 bits, the information gain is 7.182, and it yields a quantum search algorithm with complexity 0.417 log n We present a table which describes the algorithm for K = 2 26 . The second column gives the probability of finding the right element after t queries, while third column gives the information of the distribution. The last column gives the resulting query complexity of searching a sorted list of n elements using t queries on 2 26 elements as a subroutine, and is calculated by dividing the information gain by t.
Number 0.321 log n For each fixed size K, increasing t above some threshold does not help the algorithm. Another result (which cannot be seen from this table) is that increasing K always improves the query complexity (for the optimal choice of t). This raises the question of whether an exact analysis of the greedy algorithm gives the optimal quantum algorithm. For every size of K we checked, the success probability for the optimal t was quite low (about 0.6). This means that the measurement distribution is important, and not just the probability of finding the right element. Figure 1 shows this distribution for 1024 elements and 3 queries.
Using K = 2 26 and t = 7 gives a distribution Q with I(p 0 , . . . , p k ) = 22.3138. This gives us an algorithm which requires less than 0.314 log n oracle questions with o(1) failure probability. This gives Theorem 1.2. More computation would probably give better numerical results.
Quantum Lower Bounds
Noisy Quantum Search
Let O be a quantum search oracle, O(|x, c ) = |x, (0 ⊕ c) if x ≥ s and |x, (1 ⊕ c) if x < s. We want to define a noisy version of the oracle, which will generalize the classical noisy oracle, that is, we want to it to have a probability for the correct answer, as well as a probability for the wrong one 1 . We thus define O(|x, c ) =
where f (x) = 0 if and only if x > s (see [15, 6, 14] ). Clearly the complexity of the optimal algorithm, as a function of p, cannot be worse than in the classical case. We show that, up to a constant factor, the dependence is identical in the quantum and classical cases.
In [15] , Lemma 5, it is stated that
using the Cauchy-Schwarz inequality for the proof. In the case of a noisy oracle, an identical proof shows that
Using this tighter bound in the rest of [15] we get: Theorem 4.1. Any noisy quantum algorithm requires at least
queries.
Lower Bounds for Quantum Search with a (high) Probability of Error
Our techniques enable us to give a better lower bound for the number of queries that a quantum noiseless algo-rithm needs to the find the right element in a sorted list with probability at least 1 − δ. Theorem 4.2. Any quantum algorithm which finds the right element in an array of length k with success probability greater than 1 − δ requires at least t ≥ ln(2)
Proof. Given a quantum algorithm on an array of size k with success probability 1 − δ, we can use it as a basis for the recursive step for the algorithm in Section 2.5, by taking probabilities
and we gain I(p 0 , . . . , p k )/t bits of information per query. However, we know from [15] that any perfect quantum search algorithm for an ordered list needs at least ln n π queries. This means that the average information gain per query is at most π/ ln(2) bits per query, so 1 t (log(k) + (1 − δ) log(1 − δ) + δ log(δ/(k − 1))) ≤ π ln (2) Manipulating this gives the result.
This bound is nontrivial as long as δ < 1 − 1 k , which is much better than the previously best lower bound of
by [15] which is trivial for δ > 1/2.
Open Problems
An interesting classical open problem is to study the classical generalization of noisy binary search with independent answers. Giving upper and lower bounds is important, especially as a function of k.
We believe that tight asymptotic analysis of the greedy algorithm can lead to algorithms that are better than the one presented here. Also, trying to decrease the entropy at each stage (and not just maximize the probability to get the correct answer if we measure immediately), could help decrease the complexity.
A A Review of the Greedy Algorithm
In this appendix we give a short presentation of the quantum algorithm of Farhi et al. (in [11] ), which is being thoroughly used in our paper. As a part of this description we present the reduction to translationally invariant algorithms.
Farhi et al. solve a different problem which is equivalent to search. They define n functions f j (x) by f j (x) = −1, x < j 1, x ≥ j for j ∈ {1, . . . , n}. A query in this problem is giving the oracle a value x, and getting f j (x) for some fixed but unknown j. The goal of the algorithm is to find j. They then double the domain of the functions and define F j (x) by
and use the fact that F j+1 (x) = F j (x − 1) to analyze their algorithm only for j = 0. They also define G j |x = F j (x)|x and T |x = |x + 1 . This means that their algorithm can be described as
followed by a projective measurement which decides the result. Noticing that T j G j T −j = G 0 , Farhi et al. found a base which they denote |0+ , . . . , |n − 1+ , |0− , . . . |n − 1− such that T j |0± = |j± , and when the measurement results in j±, the algorithm outputs that it got the jth oracle as an input 2 . Demanding that V l = T V l−1 T −1 , it is possible to calculate the success probability of any given algorithm, by looking at the inner product V k G 0 V k−1 . . . V 1 G 0 V 0 |0 |0± . For any given state |ψ , it is possible to calculate which V will maximize V G 0 ψ|0± . Farhi et al. define the greedy algorithm recursively starting from V 0 , such that each V l is chosen to maximize the overlap of |V l−1 G 0 , . . . V 1 G 0 V 0 with |0± . Analyzing analytically the behavior of the greedy algorithm is an interesting open problem. Its behavior for finite (albeit large) size is the basis for our algorithm. It is interesting to note that the full distribution is important and not just the probability for a correct answer (which is what the algorithm maximizes).
