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An acyclic orientation of an undirected graph is an orientation of its edges such
that the resulting directed graph contains no cycles. The random graph G is an, p
probability space consisting of subgraphs of K that are obtained by selecting eachn
K -edge with independent probability p. The random graph Qn is definedn 2, p
analogously and consists of subgraphs of the n-cube, Qn. In this paper we first2
derive a bijection between certain equivalence classes of permutations and acyclic
 .orientations. Second, we present a lower and an upper bound on the r.v. a Gn, p
that counts the number of acyclic orientations of G . Finally we study then, p
 .  n .  .  n .distribution of a G and a Q and show that log a G and log a Qn, p 2, p 2 n, p 2 2, p
are sharply concentrated at their respective expectation values. Q 1998 Academic
Press
Key Words: Random graph; acyclic orientation.
1. INTRODUCTION AND STATEMENT OF RESULTS
w x  4Let Y be an undirected, loop-free graph with vertex set v Y s 1, . . . , n
w x  4and edge set e Y . We set N s 1, . . . , n . An acyclic orientation of Y is an
mapping
w x w x w x  4O Y : e Y ª v Y = v Y , i , k ¬ a, b , .  .
a, b g i , k , k , i , 1.1 4 .  .  .  .
 .such that there exists no closed Y-path j , y , . . . , y , j s j with1 1 ry1 r 1
 . .  .O Y y s j , j , i s 1, . . . , r y 1. The set of acyclic orientations of Yi i iq1
 .  . <  . <is denoted by Acyc Y and a Y s Acyc Y .
Acyclic orientations of graphs are of interest in theoretical computer
science, since they provide lower bounds on the computational complexity
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acyclic orientations, however, comes from a certain class of finite dynami-
w xcal systems 3 defined as follows:
 . <  . <Let S i be the set of Y-vertices adjacent to vertex i and set d s S i .1 i 1
 .  4We denote the increasing sequence of elements of the set S i j i by1
ÄB i s j , . . . , i , . . . , j , 1.2 .  . .1 1 d i
and set d s max d . We will assume that each vertex i has a binary1F iF n i
 .state x and write x s x , . . . , x . For each k s 1, . . . , d q 1 let f :i 1 n k
F k ª F be a given symmetric function and for i g N we define in view2 2 n
 .of 1.2
w x n d iq1proj i : F ª F , x , . . . , x ¬ x , . . . , x , . . . , x . .  .2 2 1 n j i j1 d i
For every vertex i with d s k the function f induces the mapping F :i k i
F n ª F n,2 2
w xF x s x , . . . , x , f (proj i x , x , . . . , x . .  . .i 1 iy1 d q1 iq1 ni
That is, F updates the state of vertex i as a function of the states of thei
Ä  .elements of B i and leaves all other vertex states invariant. We refer to1
 . the multi set F as F. Let p g S which, fixing the natural orderingi i n
 .  ..1, . . . , n corresponds to an n-tuple i , . . . , i ; composing the maps F1 n i
yields the dynamical system
n
n nF , p s F : F ª F . .  p  i. 2 2
is1
The problem under study is to analyze the set of all permutations p 9
 .  .satisfying F , p 9 s F , p . This question motivates the introduction of
 .  .the graph U Y with vertex set S and in which two vertices i , . . . , i andn 1 n
 .  .h , . . . , h are adjacent iff a they differ by a transposition of consecutive1 n
 .coordinates i , i and b i , i are not adjacent in Y. Let ; be thek kq1 k kq1 Y
 .  .transitive closure of the adjacency relation in U Y . Then the U Y -com-
ponents, independent of the maps F , represent equivalence classes ofi
 .dynamical systems. In fact, Proposition 1 see Section 2 shows that each
 .U Y -component corresponds uniquely to an acyclic orientation of Y.
 .Accordingly, a Y provides an upper bound on the number of equivalence
 .classes of dynamical systems of the form F , p , p g S .n
 .  .Let a Y be the vertex independence number of Y. By definition
 .there are at most a Y independent vertices and clearly we have at most
 .nn! linear orderings. From this we immediately deduce that n!ra Y F
 . w xa Y . Kahale and Schulman 9 prove a bound in terms of the degree-
sequence of Y
n
1rd q1.ia Y G d q 1 ! . .  . i
is1
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lw x  .Linial 10 derives for graphs with q h edges, 0 F h - l ,2
a Y G l ! h q 1 . .  .
w x w xIn 11 and 8 the following upper bound for the number of acyclic
 . n  . w xorientations is given: a Y F  d q 1 and in 9 an upper bound isis1 i
proved in terms of the number of spanning trees of Y.
The paper is structured as follows: in Section 2 we introduce the graph
 .  .U Y , analyze in Lemma 1 the path-structure of U Y , and establish in
Proposition 1 a bijection between the set of equivalence classes S r;n Y
 .and the set of acyclic orientations Acyc Y . Lemma 1 and Proposition 1
will be needed for the proof of Theorem 1.
In Section 3 we study acyclic orientations of the random graph G , i.e.,n, p
the probability space consisting of all K -subgraphs where each edge isn
selected with independent probability p, and give bounds on the r.v.
 .a G . We proven, p
THEOREM 1. Let G be a random graph, and suppose u tends to `n, p n
arbitrarily slowly. Then we ha¨e for arbitrary probability p
y1n
iy1 nu 1 y 1 y p p n!F a G a.s. 1.3 .  . .n n , p
is1
 .2   ..Further, for constant 0 - p - 1 and h s e y p r p 1 y p there exist
e g R , p - e - 1, such thatq
a G .n , p
y1r2y1r3.ny1yu e ny1.v. yh ny1.r2F 2 q u 2ph n y 1 e n! a.s. .n
1.4 .
In Section 4 we analyze the distribution of the logarithm of the number
of acyclic orientations for two random graph models. The first random
graph model is G and the second consists of random subgraphs of then, p
n n  . nn-cube, Q . Q -vertices are n-tuples x , . . . , x , x s 0, 1 and two Q -2 2 1 n i 2
vertices are adjacent iff they differ in exactly one coordinate. The random
n w n xgraph Q has vertex set v Q and its edge set is obtained by selecting2, p 2
each Qn-edge with independent probability p. The main result is that2
 .  n .log a G and log a Q are sharply concentrated at their correspond-2 n, p 2 2, p
ing expectation values.
THEOREM 2. For the random graph G and arbitrary probability p, then, p
following holds:
2yl r2’m log a G y E log a G ) l n n y 1 r2 - 2 e , . .  . 5n , p 2 n , p 2 n , p /
1.5 .
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w  .  .x w  .xwhere n log n y log e y log p y o 1 F E log a G . For the ran-2 2 2 2 n, p
dom graph Qn and arbitrary probability p we ha¨e2, p
2n n ny1 yl r2’m log a Q y E log a Q ) l n2 - 2 e , 1.6 . .  . 5n , p 2 2, p 2 2, p /
 n .and for p such that pn ) 1 and e ) 0 sufficiently small e 2 y 1 F
w  n .xE log a Q holds.2 2, p
 .Theorem 2 is proved by constructing a martingale X over G andi n, p
n  .  n .Q whose limit r.v. is log a G and log a Q , respectively, and then2, p 2 n, p 2 2, p
applying a large deviation estimate for martingales.
 .2. A BIJECTION FOR Acyc Y
 .DEFINITION 1. Let U Y be the graph having vertex set S and in whichn
 .  .  .two different vertices i , . . . , i , h , . . . , h are adjacent iff a i s h ,1 n 1 n l l
 .  4 w xl / k, k q 1, and b i , i f e Y .k kq1
 4We refer to the graph with vertex set 1, . . . , n and empty edge set as YB
 . w x and write p ; p 9 iff p and p 9 occur in a U Y -path and set p s p 9 NY
4p 9 ; p .Y
 .LEMMA 1. Let Y be a graph and p 9 g S . Then there exists a U Y -pathn
  .connecting p 9 and id if and only if for all p 9-in¨ersion pairs i.e., pairs l, s
 .  ..with the property that there exist i - k such that p 9 i s l ) s s p 9 k
 4 w xl, s f e Y holds.
 .  .Proof. Let p 9 s i , . . . , i / id and let l, s be a p 9-inversion pair;1 n
 .  .i.e., there are i - k such that p 9 i s l ) s s p 9 k . Since p 9 and id are
 .  .connected the corresponding U Y -path contains two U Y -vertices p , p1 2
 .  .of the form p s . . . , s, l, . . . and p s . . . , l, s . . . . By definition of1 2
 .  4 w xU Y we then have s, l f e Y . Clearly, if there exists no p 9-inversion
 .  4pair we have p 9 s id. Further, if for all p 9-inversion pairs l, s , l, s f
w x  .e Y holds it is straightforward to construct a U Y -path connecting p 9
and id, completing the proof of the lemma.
 .Now p s i , . . . , i g S induces a linear ordering - defined by1 n n p
i - i if and only if r - h, where - is the natural ordering. Suppose yr p h
 4is a Y-edge with extremities j, j9 . Without loss of generality we can
 .  .assume that j - j9 and by setting o y s j and t y s j9 we derive anp
 . .orientation O Y p of Y. This orientation is in fact acyclic; i.e., there
 .exists no path of the form i , y , i , y , i , . . . , y , i s i , where0 0 1 1 2 ny1 n 0
 .  .i , i s O y . Therefore we have a mappingj jq1 j
f 9 Y , : S ª Acyc Y . 2.1 .  .  .n
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 . w xLet P s i , . . . , i be a Y-path, and let L P s m be its length. We0 m
write
w xP * O Y m ; i , i : ' y g e Y : i , i s O y . .  .  .  .l lq1 l l lq1 l
 .  .  .Further, for O Y g Acyc Y let P i be the set of Y-paths that termi-k
nate at i and let f be the mappingk O Y .
w xf : v Y ª Z, i ¬ max L P i N P i * O Y . 2.2 4 .  .  .  .O Y . k k k
PROPOSITION 1. There exists a bijection
w xf Y , : S r; ª Acyc Y . 2.3 .  .  .n Y
 .  .   ..  .Proof. We consider f 9 Y, : S ª Acyc Y see 2.1 . First, f 9 Y, isn
w x constant on equivalence classes p . To prove this it suffices using
 . .induction on the length of a U Y -path to consider two permutations
 .p , p 9 that are adjacent in U Y . By definition the latter differ only by the
 4transposition of two consecutive coordinates i , i that are not extremitiesr s
 .  .of a Y-edge, whence f 9 Y, p s f 9 Y, p 9 . Hence we have a mapping
 . w x  .  .f Y, : S r; ª Acyc Y and it remains to show that f Y, is bijec-n Y
 .tive. Let O Y be an acyclic orientation; we consider the partition
 y1  ..   .. y1  .  1.  l h.4 1.f h see 2.2 . Suppose f h s i , . . . , i and i -O Y . hg N O Y . h h jn
??? - i l j., j s 1, . . . , m. It is straightforward to verify thatj
w xg Y , : Acyc Y ª S r; , g Y , O Y .  .  . .n Y
1.  l . 1.  l .1 ms i , . . . , i , . . . , i , . . . , i 2.4 . .1 1 m m Y
 .  .is a well-defined mapping with the properties g Y, ( f Y, s id and
 .  .f Y, ( g Y, s id, whence Proposition 1.
 1.  l 1. 1.  lm..We refer to the element p * s i , . . . , i , . . . , i , . . . , i , where1 1 m m
 1.  l h.4 y1  . 1.  l j.   ..i , . . . , i s f h and i - ??? - i , j s 1, . . . , m see 2.4 ash h O Y . j j
w xthe canonical element of p . p * is related to the Cartier]Foata normal
 w x.form see 4 .
Remark. I am thankful to a referee for pointing out that Proposition 1
follows from the Cartier]Foata normal form of a word of length n without
w xrepetitions. Also this result is known to Gessel 6 . The Cartier]Foata
normal form is derived in the context of their partially commutative
w xmonoid model in 4 . Furthermore Proposition 1 is related to a result of
w xGessel 6 , who deduced from Cartier]Foata's partially commutative
monoid model Stanley's relation between chromatic polynomials and acyclic
w xorientations 13 .
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 .3. BOUNDS ON a Gn, p
Let G be the probability space consisting of all K -subgraphs wheren, p n
each edge is selected with independent probability p. In this section we
prove Theorem 1.
Proof of Theorem 1. We first prove the validity of the lower bound. In
fact we prove that for arbitrary probability p the following holds:
y1n
iy1 n;0 F p F 1, u 1 y 1 y p p n!F a G a.s. .  .n n , p
is1
3.1 .
w x  4  .Let Y be an undirected graph with vertex set v Y s 1, . . . , n , C Y ss
<w x <   . 4   . 4s , and C Y s k s s N C Y s k . We first observeY s s
y1
1
a G G C Y n!. 3.2 .  . . n , p sn! sgSn
 . w x  .To prove this we consider the bijection f Y, : S r; ª Acyc Y , fromn Y
which we conclude
n!
a Y s C Y s k rk . 3.3 4 .  .  . s
ks1
Suppose now a g R , i g N , such that  a s 1. Then, clearly,i q m i i
w xy1 < 4 < a ri G  ia and, setting a s C s i rn!, we derivei i i i i s
y1n! n!
C Y s k rk G n! k C Y s k rn! . 3.4 4  4 .  .  . s s
ks1 ks1
 . n! <  . 4 <  .3.2 follows from  k C Y s k s  C Y . We next proveks1 s s g S sn
that for the random graph G the following holds:n, p
n1 iynE C s p 1 y 1 y p . 3.5 .  . sn! is1sgSn
Obviously,  C : G ª Z is a positive, integer-valued r.v. and wes g S s n, pn
conclude
1
w xE C s E C . s idn! sgSn
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Let p g S and I be the indicator variable for the event id and p aren p
4  .  .  .Invp .  .connected . Lemma 1 implies i E I s 1 y p and ii C sp id




E C s p g S N Inv p s i 1 y p 4 .  .  .id n
is0
n
iyns p 1 y 1 y p , .
is1
w xsince the rhs is the generating function for the number of inversions 5
 .and 3.5 follows. Since  C is a positive, integer-valued r.v. we haves g S sn
m C ) l F E C l. 3.6 . n , p s s 5 /
sgS sgSn n
 .Let u tend to ` arbitrarily slowly. We conclude, in view of 3.6 ,n
y1 n1 y1iy1 nlim m C G u p 1 y 1 y p s 1 . n , p s n 5n!nª`  /is1sgSn
 .and obtain, regarding 3.2 ,
n y1iy1 n'c g R , a G G n!u p 1 y 1 y p a.s., . . p q n , p n
is1
 .completing the proof of 3.1 .
To prove the validity of the upper bound we consider
w xf Y , : S r; ª Acyc Y . .  .n Y
 .We fix s s i , . . . , i g S , set1 n n
w x 4f Y , s s i , i N i , i g e Y , 4 .  .l lq1 l lq1
  . u  .v4and consider for 0 - e - 1 the event B s Y N f Y, s ) e n y 1s , e
and its indicator r.v. I . For fixed s g S and p - e - 1 we consider theB ns , e
bipartition
 4Y - K s B j CB , 3.7 .n s , e s , e
and we obtain, using the Moivre]Laplace theorem,
ny1
ny1yin y 1 im B s p 1 y p .  .n , p s , e  /i
u  .vis e ny1 q1
1r2 2p 1 y p e y p n y 1 .  .  . .
F exp y .2  /p 1 y p 2 .2p e y p n y 1 .  .
3.8 .
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 .2   ..Thus, setting h s e y p r p 1 y p we have
y1r2 yh ny1.r2E I F 2ph n y 1 e . .Bs , e
We proceed by showing that for Y g CB the following holds:s , e
1r3.ny1yu e ny1.v.w xs G 2 . 3.9 .Y
 .3.9 follows immediately from the fact that there are by assumption
u  .v  .  4 w xG n y 1 y e n y 1 pairs of the form i , i where i , i f e Yl lq1 l lq1
1  u  .v.and that at least G n y 1 y e n y 1 of those are pairwise disjoint.3
 .  .In view of Proposition 1, 3.3 , and 3.7 we derive
a G F 2y1 r3.ny1yue ny1.v. I q I , 3.10 . .  n , p C B Bs , e s , e
sgS sgSn n
where I is the indicator r.v. of CB . Since  I is an integer-C B s , e s g S Bs , e n s , e
 4. w xvalued r.v. we have m  I ) l F E  I rl , whencen, p s g S B s g S Bn s , e n s , e
y1r2 yh ny1.r2lim m I F u 2ph n y 1 e n! s 1. .n , p B n 5s , e /nª` sgSn
3.11 .
 .  .We conclude from 3.10 and 3.11
a G .n , p
y1r2y1r3.ny1yu e ny1.v. yh ny1.r2F 2 q u 2ph n y 1 e n! a.s. .n
3.12 .
and the proof of Theorem 1 is complete.
 .4. A CONCENTRATION RESULT FOR log a G AND2 n, p
 n .log a Q2 2, p
In this section we prove Theorem 2. Its proof is analogous to a result of
w xShamir and Spencer 12 , who showed that the chromatic number of a
random graph is localized at its mean. The central idea here will be the
construction of a certain martingale and the application of Azuma's
w xinequality 2 .
 .Let V, F be a measurable space and let I ; N be some index set. A
 .filtration F is a multi set of s-subfields of F with the property F ; Fi j i
 .  .for j F i. A martingale w.r.t. F is a multi set of r.v.s X , such that X isi i i
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w x w xF -measurable and E X N F s X for j F i. Here E X N F denotes thei i j j i j
conditional expectation of X w.r.t. F . Azuma's inequality can now bei j
stated as follows.
THEOREM 3. Let X , . . . , X be a martingale with the property0 m
< <X y X F 1, 0 F i F m.iq1 i
Then we ha¨e
2yl r2’< <;l ) 0, Prob X y X ) l m - 2 e . 4.1 . 4 .m 0
Let W be an arbitrary graph and let y , . . . , y be some labeling of its1 m
 .  44edges. Then we set V s b , . . . , b N b g 0, 1 and F to be the power1 m i
set of V. W induces the random graph W which is obtained by selectingp
 4.all W-edges with independent probability p and has the measure m Yp
<ewY x < . <ewW x <y <ewY x <s p 1 y p . We will write for 1 F i F m
Y * b , . . . , b .1 i
w x w xm ;b , b s 1, y g e Y n ;b , b s 0, y f e Y .k k k l l l
 .  4.Then the filtration F is given by F s s Y - W andi 0 F iF m 0
;1 F i F m ,
i 4F s s Y - W N Y * b , . . . , b N b , . . . , b g 0, 1 , 4 .  . 4 /i 1 i 1 i
 .where s denotes the s-field generated by the corresponding sets.
 4 4. i   .  ..Clearly, it holds that F s s Y N Y - W . Let B s b Y , . . . , b Y .m Y 1 i
We define
 4 iX Y s log a Y 9 ? m Y 9 N Z9 * B , 4.2 .  .  . 4 .i 2 p Y
iY 9*BY
 4  i 4.  4.  i 4.  .where m Y 9 N Z9 * B s m Y 9 rm Z9 * B . That is, X Y isp Y p p Y i
 .the conditional expectation of log a W w.r.t. all W-subgraphs Y 9 that2 p
i  .have the property Y 9 * B . Hence we have by construction E X N F sY iq1 i
 .  .X . Thus X , . . . , X is a finite martingale with the properties X si 0 m 0
w  .x  .E log a W and X s log a W . To prove Theorem 2 we need the2 p m 2 p
following lemma.
LEMMA 2. Let Y, Y 9 be two graphs that differ by alteration of exactly one
edge. Then
log a Y y log a Y 9 F 1. 4.3 .  .  .2 2
 .  .The martingale X constructed in 4.2 has the propertyi
< <X y X F 1. 4.4 .iq1 i
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w x w xProof. Without loss of generality we can assume that v Y s v Y 9 s
 4 w x w x  41, . . . , n and e Y 9 s e Y j y . Clearly, each acyclic orientation O of0
Y extends to an acyclic orientation O9 of Y 9 in at least one and at most
 .  .  .  .two possible ways, whence a Y 9 F 2 a Y . Thus log a Y 9 F log a Y q 12 2
and the first assertion follows. For Y 9 * Biq1 let Y 0 be the graphY
 .  4 differing from Y 9 exactly by the edge y and m H s m H N Z *iq1 i p
i 4.B . ThenY
X Y s log a Y 9 ? m Y 9 q log a Y 0 ? m Y 0 .  .  .  .  .i 2 i 2 i
iq1Y 9*BY
iq1m Z * B .p Y 9s log a Y 9 ? . 2 im Z * B .iq1 p YY 9*BY
iq1m Z * B .p Y 0qlog Y 0 ? ? m Y 9 , .  .a iq1im Z * B .p Y
 4  iq14.  4  iq14.using the equality m Y 0 N Z * B s m Y 9 N Z * B . Settingp Y 0 p Y 9
 iq1.   i ..m s m Z * B r m Z * B we have m q m s 1 and deriveH p H p Y Y 9 Y 0
< <X Y y X Y .  .iq1 i
s log a Y 9 y log a Y 0 ? m ? m Y 9 . .  .  . 2 2 Y 0 iq1
iq1Y 9*BY
 . <  . <  .iq1In view of 4.3 the rhs is F  m Y 9 , whence 4.4 , and theY 9* B iq1Y
lemma follows.
 .Proof of Theorem 2. Suppose W s K , by 4.2 we can define a martin-n
gale
nX , . . . , X . /0  2
such that
nX s E log a G and X s log a G . .  ..0 2 n , p  2 n , p2
< <According to Lemma 2 this martingale has the property X y X F 1,iq1 i
n .0 F i F y 1, and Theorem 3 implies2
;l ) 0,
1r2




w  .  .xTheorem 1 immediately implies n log n y log e y log p y o 1 F2 2 2
w  .x  .E log a G and 1.5 follows. To prove the second assertion we take2 n, p
n < w n x < ny1W s Q . Clearly, e Q s n2 and in complete analogy we can con-2 2
 .ny 1 ny1struct a martingale X , . . . , X with the properties X s0 n2 n2
 n . < < ny1log a Q and X y X F 1 for 0 F i F n2 y 1. Theorem 3 im-2 2, p iq1 i
plies
;l ) 0,
21r2n n ny1 yl r2w xm log a Q y E log a Q ) l n2 - 2 e . .  . 5n , p 2 2, p 2 2, p /
w n xThus it remains to establish the lower bound on E log Q . Ajtai et al.2 2, p
w x nhave shown 1 that if pn ) 1 then Q exhibits a.s. a largest component2, p
C 1. of size G e 2 n, e ) 0. Accordingly we can choose a spanning tree Tn n
of C 1. that contains e 2 n y 1 edges. Any acyclic orientation of T can ben n
extended to an acyclic orientation of Qn from which we conclude2
pn ) 1 « 2 e 2 ny1 F a Qn a.s. .2, p
w  n .x nIt follows that E log a Q G e 2 y 1, completing the proof of the2 2, p
theorem.
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