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APPROXIMATION OF SCHRO¨DINGER UNITARY GROUPS OF
OPERATORS BY PARTICULAR PROJECTION METHODS
FREDY VIDES
Abstract. In this paper we work with the approximation of unitary groups of
operators of the form e−itH where H ∈ L (H) is the self-adjoint Hamiltonian
of a given Hermitian quantum dynamical system modeled in the discretizable
Hilbert space H = H(G), to perform such approximations we implement some
techniques from operator theory that we name particular projection methods
by compatibility with quantum theory conventions. Once particular represen-
tations are defined we study the interelation between some of them properties
with the original operators that they mimic. In the end some estimates for
numerical implementation are presented to verify the theoretical discussion.
1. Introduction
In this work we will focus our attention in the approximation of Schro¨dinger
semigroups of operators that will in be described in general by the set {Ut := e
−itH :
t ∈ R}, whose elements clearly satisfy the semigroups conditions: (i) U0 = 1, (ii)
Ut◦Us(·) = Ut+s(·) and (iii) limh→0+ Uhx = x, ∀x ∈ D ⊆ H(G), besides by theorem
T.A.3 the condtion (iv) ‖Utu0‖ = ‖u0‖ , t ∈ R, will be also satisfied when H is self
adjoint, wich means that Ut is unitary for any t ∈ R. In the expression presented
above the operator H ∈ L (H) is the Hamiltonian of a given quantum dynamical
system whose abstract evolution equation is given by:
Eψ(t) = Hψ(t) (1.1)
with ψ(0) = ψ0 ∈ H and where E −→
i
~
∂t, here H ∈ L (H) will in general have
the form H = p†p + V (·) with p† −→ − i
~
∇ + b and with V ∈ Cα=1(B ⊂ H), for
simplicity, in this work we will consider our scale such that ~ = 1, also we will
have that in some suitable sense the operator H ∈ L (H) will be restricted by some
boundary conditions related to the media where a particular quantum dynamical
system evolves.
In the following sections we will implement some operator theory techniques in
the theoretical analysis of the approximation schemes of the Schro¨dinger semigroups
and in the end some numerical implementations will be presented.
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2. Basics of Quantum Dynamical Systems
Quantum dynamical systems can be studied using several types of operators, in
this work we will consider in general quantum dynamical systems that evolve in a
particular discretizable space of states H(G), i.e., a separable reproducing kernel
Hilbert Space with G ⊂⊂ RN . A vector ψ(t) ∈ H(G) that satisfies (1.1) receives
the name of wave function, the evolution of a given quatum system can be described
using the wave function, the time evolution of the wave function can be computed
using the corresponding Schro¨dinger semigroup related to a particular quantum
dynamical system using the following expression
ψ(t) = e−itHψ0. (2.1)
The vector ψ(t) ∈ H(G) can also be considered like a probability amplitud related
to measurements concerning to the position of the particles in a quantum system
modeled by an abstract Shro¨dinger evolution equation like (1.1). Usually we can
express quantum evolution equations using the Dirac’s braket notation, we usually
have that the ket operation |·〉 : H→ H, is defined explicitly by
|φ〉 := φ, φ ∈ H, (2.2)
on the other hand we have that the bra operation 〈·| [·] : H×H → C, is defined by
〈φ| [·] := 〈·, φ〉 , φ ∈ H, (2.3)
it can be seen that the natural inner product of the space of states H can be
expressed using the Dirac’s braket notation in the form
〈ξ, φ〉 = 〈φ| [ξ] = 〈φ| |ξ〉 = 〈φ|ξ〉 , ξ, φ ∈ H, (2.4)
for any quantum operator A ∈ L (H) and any pair ξ, φ ∈ H, the operation 〈Aξ, φ〉
can be expressed explicitly by
〈Aξ, φ〉 = 〈φ| [Aξ] = 〈φ|A |ξ〉 = 〈φ|Aξ〉 , ξ, φ ∈ H. (2.5)
The probability density for a specific time will be given by |ψ(t)|2 = ψ(t)ψ(t), this
statistical approach of the wave function, and the corresponding inner product of
H(G) alows us to compute the expectation 〈B〉t ∈ R of a given observable B, i.e.
a quantum operator B ∈ L (H), using the following expression:
〈B〉t :=
〈Bψ(t), ψ(t)〉H(G)
〈ψ(t), ψ(t)〉H(G)
(2.6)
wich in Dirac’s braket notation is equivalent to
〈B〉t =
〈ψ(t)|B |ψ(t)〉
〈ψ(t)|ψ(t)〉
. (2.7)
For any two operators A,B ∈ L (H(G)) on discretizable quantum space of states
H(G) we can define a commutator operation by
[A,B] := AB −BA (2.8)
we will have that two operators X,Y ∈ L (H(G)) commute if, and only if [X,Y ] =
0, when two operators commute we also say that they are compatible. In general
the operation [·, ·] : L (H)×L (H)→ H defines an operator in L (H). If we obtain
a nomalized representation |Ψ(t)〉 := |ψ(t)〉 / ‖ψ(t)‖ of the wave function ψ(t) ∈ H,
then (2.7) can be represented by
〈B〉t = 〈Ψ(t)|B |Ψ(t)〉 . (2.9)
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Theorem 2.1. Constants of Motion. If a quantum operator A ∈ L (H) is constant
in time and compatible with the Hamiltonian H ∈ L (H) in (1.1), and if H ∈ L (H)
is symmetric then 〈A〉t defines a constant of motion.
Proof. Since H ∈ L (H) si symmetric, it can be seen that
d
dt
〈A〉t = i 〈Ψ(t)|HA |Ψ(t)〉 − i 〈Ψ(t)|AH |Ψ(t)〉
= i 〈Ψ(t)| [H,A] |Ψ(t)〉
since we also have that A and H are compatible, then [H,A] = 0 and ddt 〈A〉t = 0,
therefore 〈A〉t is a constant of motion. 
3. Particular Projection Methods
In this section we will describe the approximation techniques implemented for
spatial discretization of the operators related to the dynamics and physical mea-
surements of the quantum systems described here.
3.1. Particular Projection in H(G). In this section and some other below we
will work with the spatial discretization of operators that are present in a quantum
dynamical system in Schro¨-dinger picture. When we want to build a discretization
of a given spatial operator we first need to define a grid, wich is set Gm,h ⊂ G ⊂ R
N
that depends in some suitable sense of the parameters m ∈ Z+ and h ∈ R+, in
particular the cardinality of the grid denoted by Nm,h := |Gm,h| depends on m,h
throug the following rules Nm,h ≥ Nm′,h,m ≥ m
′ and Nm,h ≥ Nm,h′, h ≤ h
′.
Once we have defined a grid Gm,h ⊂ G on the media where a quantum dynamical
system evolves, we can define a particular projection PS ∈ L (H(G),HS(G)) for
HS 6 H, with respect to this grid, wich is a projection that can be factored in
the form PS := pSp
†
S , where pS ∈ L (H
′
S ,HS) and p
†
S ∈ L (H,H
′
S) are particular
summation and decompostion operators respectively. A particular decomposition
operator p†S ∈ L (H(G),HS(G)) is related to a given grid Gm,h ⊂ G through the
following explicit definition
p†Sv := {ck(v,Gm,h)} ∈ C
Nm,h , v ∈ H(G) (3.1)
the particular summation operator is related to a given set H(G) ⊃ B ⊃ Bm := bk
that is a subset of a particular basis B ⊂ H(G), whose elements are compatible
in some suitable sense with boundary conditions of wave functions in the physical
media, and that satisfies |Bm| = |Gm,h|, thorugh the following expression
pSx :=
∑
k
xkbk, x = {xk} ∈ C
Nm,h (3.2)
the functionals ck(·, Gm,h) used for the definition of particular decomposition oper-
ators are considered in general to satisfy that for any b ∈ Bm, pSp
†
Sb = b, sometimes
we also impose the condition ck(bj , Gm,h) = αjδk,j , with δi,j the Kronecker delta,
the above condition is called pseudo-orthogonality or pseudo-orthonormality when
αj = 1, ∀j. For a given particular projection PS ∈ L (H,HS) we say that it has
approximation order νm, where νm is a number that depends in some sense on the
grid paremeter m, if we have that for any v ∈ H(G) the projection satisfies the
relation
‖PSv − v‖ ≤ cvh
νm (3.3)
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with respect a prescribed norm ‖·‖ in H(G) and where h is the mesh size of the
prescribed grid. Sometimes we represent a paricular projection PS ∈ L (H,HS) in
an alternative form given by Pm,h where m and h are the grid parameter and mesh
size respectively.
3.2. Inner Product Matrices. For a given discretizable Hilbert space H(G)
whose inner product is induced by the inner product map M : H × H → C in
the form
〈u, v〉H :=M[u](v) (3.4)
we can obtain a discrete representation MS of the inner product map M with
respect to a particular projection PS ∈ L (H,HS), through the follwing explicit
definition
(·)∗MS [·] :=M[pS ·](pS ·) (3.5)
the matrix MS receives the name of inner product matrix. The followng result was
proved in [14].
Theorem 3.1. Every inner product matrix is symmetric positive definite.
If for any u, v ∈ H we take u := p†Su and v := p
†
Sv, it can be seen that we can
express the operation 〈PSu, PSv〉 using the inner product matrix in the following
way
〈PSu, PSv〉 :=M[pSp
†
Su](pSp
†
Sv) = v
∗
MSu (3.6)
since MS is symmetric positive definite, and if we denote by WS the formal square
root of MS , we can obtain an alternative expression for the above operation that
will be given by
〈PSu, PSv〉 = (WSv)
∗(WSu) = 〈WSu,WSv〉2 (3.7)
where 〈·, ·〉2 is the complex euclidian inner product. In a similar way one can
express the operation ‖PSu‖, where ‖·‖ is the norm induced by 〈·, ·〉 in H through
the following relations
‖PSu‖ := (〈PSu, PSu〉)
1/2 = (〈WSu,WSu〉2)
1/2 = ‖WSu‖2 . (3.8)
We can express kets and bras in a discrete frame with respect to a particular
projection PS ∈ L (H), using the rules
|ψ〉
p†S−−→ |Ψ〉 := Ψ (3.9)
〈ψ|
(p†
S
)∗
−−−→ 〈Ψ| := Ψ∗M (3.10)
for ket and bra operations respectively.
3.3. Particular Representation of operators. We can obtain discrete repre-
sentations of operators in L (H,H′) for H,H′ dicretizable Hilbert spaces, with
respect to particular projections PS ∈ L (H) and QV ∈ L (H
′), the correspond-
ing discretization will receive the name of particular representation, for any given
A ∈ L (H,H′) we denote its particular representation with respect to PS and QV
by A ∈ CNV×NS and we define it explicitly in the following way
A := q†VApS (3.11)
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A particular representation A ∈ CNV×NS is said to have approximation order µm,
with µm a number that depends on a given grid parameter m related to the par-
ticular projections, if it satisfies the relation
‖QVAPSu−QVAu‖ =
∥∥∥WV(Au− q†VAu)
∥∥∥
2
≤ cuh
µm (3.12)
with respect to a prescribed norm ‖·‖ in H′, where h is the mesh size of the pre-
scribed grid, an alternative expression for this property can be obtained when
H = H′ and PS = QV , taking cA := supu cu, for cu in the above equation, and then
writing:
‖[PS , A]‖ ≤ cAh
µm (3.13)
when h→ 0+ we say that the pair PS , A ∈ L (H) almost commute.
Remark 3.1. It is important to note that for any given B ∈ L (H) and any
particular projector PS ∈ L (H,HS), we will have that PSφ = φ, ∀φ ∈ HS := PSH
and Bφ = PSBφ, ∀φ ∈ HS .
3.4. Exactly Factorizable Operators. Given two Hilbert spaces X,Y , an oper-
ator A : X −→ X is said to exactly factorizable, if it can be writen in the form
A := BC, with C : X −→ Y and B : Y −→ X , in this article we will focus our
attention on exactly factorizable operators of the form A := BC, with B† := αC,
for α = ±1 ∈ R\{0}, these conditions imply that
〈Au, v〉X =
〈
Cu,B†v
〉
Y
= α 〈Cu,Cv〉Y (3.14)
wich permits us to obtain the following relation
〈Au, v〉X = α 〈Cu,Cv〉Y =
〈
u, αC†Cv
〉
Y
= 〈u,BCv〉X = 〈u,Av〉X (3.15)
wich implies that exactly factorizable operators of this type are self-adjoint. Now if
we take two finite rank particular projections PS ∈ L (X,XS) and QV ∈ L (Y, YS),
and if we define the particular representations A := p†SBpS , B := p
†
SBqV and
C := q†VCpS for A, B and C respectively, we can first note that
V ∗MVCU = 〈CU, V 〉V =
〈
U,C†V
〉
S
= V ∗(C†)∗MSU (3.16)
wich implies that C† := M−1S C
∗MV , then from the definition of particular pro-
jections we can obtain the following relations
V ∗MSAU = 〈AU, V 〉S (3.17)
= α 〈CU,CV 〉V (3.18)
= α(CV )∗MVCU (3.19)
= V ∗C∗MV [αC]U. (3.20)
The above expressions permit us to representA by A :=M−1S C
∗MV [αC] = αC
†C,
and from this we will have that the particular representation of A preserves self-
adjointness and operator sign (positive/negative) according to α ∈ R\{0}.
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4. Discrete Time Integration and Matrix Schro¨dinger Unitary
Groups
As we discussed in §1, we will consider that the Hamiltonians H ∈ L (H(G)) in
Scro¨dinger models like (1.1), have the form H = H0 + V (·), where H0 defined by
H0 := p
†p (4.1)
and with p ∈ L (H,H′) and p† ∈ L (H′,H), we will consider that V ∈ Cα=1(D),
D ⊆ H ∩H′. The abstract initial value problem{
|ψ′(t)〉 = −iH0 |ψ(t)〉 − iV (|ψ(t)〉)
|ψ(0)〉 = |ψ0〉
(4.2)
derived from (1.1), can be rewrited introducing the integrating factor eitH0 , in the
form
|ψ(t)〉 = e−itH0 |ψ0〉+
∫ t
0
ei(s−t)H0V (|ψ(t)〉)ds (4.3)
it can be seen that H0 is exactly factorizable, hence, self-adjoint and by theorem
T.A.3 we will have that e±itH0 , t ∈ R will be unitary, since we also have that
V ∈ Cα=1(D), we can derive the following result.
Theorem 4.1. The operator U ∈ B(D) defined by
U(φ) := e−itH0 |ψ0〉+
∫ t
0
ei(s−t)H0V (|φ(t)〉)ds (4.4)
is a strict contraction with respect to the norm ‖·‖C([−T,T ],D(G)) defined by
‖ξ‖C([−T,T ],D(G)) := sup
t∈[−T,T ]
‖ξ‖D(G) , ξ ∈ D(G). (4.5)
when T < 1/cV .
Proof. Since for any t ∈ R e±itH0 is unitary and since V ∈ Cα=1(D) we will have
that
‖U(|φ〉)− U(|ω〉)‖C([−T,T ],D(G)) =∥∥∥∥
∫ t
0
ei(s−t)H0 [V (|φ(t)〉)− V (|ω(t)〉)]ds
∥∥∥∥
C([−T,T ],D(G))
≤
cV ‖|φ(t)〉 − |ω(t)〉‖C([−T,T ],D(G))
∫ t
0
ds ≤
cV T ‖|φ(t)〉 − |ω(t)〉‖C([−T,T ],D(G))
taking T < 1/cV the result follows. 
Corollary 4.1. There exists a unique solution for (4.2) in a time interval [−T, T ]
⊆ R, where T ∈ R+ satisfies the restriction presented in the theorem above.
Proof. Follows from T.A.1. 
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4.1. Matrix Schro¨dinger Unitary Groups. If we consider that the space of
states is discretizable, then we can compute a particular representation H0 of H0,
of approximation order νm, that is exactly facotrizable since H0 can be exactly
factored, hence self adjoint, and will be the generator of a matrix unitary group
{Uˆ := e−itH0}. It can be seen that the successive approximation method can
be performed in two stages in order to compute an approximate discrete solution
to (4.2) in time and space. First we can obtain a generic representation of the
approximate expression of particular elements of the discrete Schro¨dinger semigroup
{Uk := e
−ikhH0 , h ∈ R+, k ∈ Z}, this can be done using a Picard type method in
the following way. We start with the problem
i |Ψ′(t)〉 = H0 |Ψ(t)〉 (4.6)
with |Ψ(0)〉 = |Ψ0〉, using the succesive approximation method with approximation
operator defined explicitly by
T (Ψ(t)) := |Ψ0〉+
∫ t
0
H0 |Ψ(t)〉 (4.7)
we can obtain the approximatin sequence defined in D.A.2 explicitly given by
|Ψn(h)〉 := U |Ψ0〉 =
n∑
k=0
1
k!
(−iτH0)
k |Ψ0〉 (4.8)
where τ ∈ R+ satisfies the Picard’s restriction τ <
∥∥WHH0W−1H ∥∥−12 . It can be seen
that for these types of initial value problems the succesive approximation method
produces a solution that coincides with the Taylor expansion of the exponential
matrix e−iτH0 , we can take adavantage of this using the Pade´ approximant of e−iτH0
in the interval [0, τ ] ⊂ R for τ ∈ R+ a basic time step, denoted by U ∈MNm,h(C)
and defined by U := Rpp(−iτH0), p := ⌊n/2⌋ where Rpp(−iτH0) is defined by:
Rpp(−iτH0) := Dpp(−iτH0)
−1Npp(−iτH0) (4.9)
with
Npq(−iτH0) :=
p∑
j=0
(p+ q − j)!p!
(p+ q)!j!(p− j)!
(−iτH0) (4.10)
Dpq(−iτH0) :=
q∑
j=0
(p+ q − j)!q!
(p+ q)!j!(q − j)!
(iτH0) (4.11)
It can be seen that taking S := Npp(−iτH0), we will have that Dpp(−iτH0) = S
†,
and if we take S+ := (S†)−1, then we can express (4.9) in the form
U = S+S (4.12)
From the relation of (4.9) with the Taylor expansion and succesive approximation of
e−iτH0 and the Picard’s resctriction for τ = hτ ‖H0‖
−1
H
< ‖H0‖
−1
H
, with 0 < hτ < 1
in (4.8), we can obtain the following estimate
Lemma 4.1.
∥∥e−iτH0 − U∥∥
2
≤
∣∣∣ 1(2p+1)! − cp,2p+1
∣∣∣ h2p+1τ
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Proof.
∥∥e−iτH0 − U∥∥
2
≤
∥∥∥∥∥∥
∞∑
k=2p+1
(
1
k!
− cp,k)(−iτH0)
k
∥∥∥∥∥∥
2
(4.13)
≤
∣∣∣∣ 1(2p+ 1)! − cp,2p+1
∣∣∣∣ | − τ |2p+1 ‖H0‖2p+12 (4.14)
≤
∣∣∣∣ 1(2p+ 1)! − cp,2p+1
∣∣∣∣ h2p+1τ . (4.15)

Now if we want to compute the approximation of e−itH0 corresponding to the
interval [0, t] ⊂ R, with t := mτ,m ∈ Z+, we will have that e−itH0 = (e−iτH0)m
becomes approximated by Um, giving this an explicit definition for the discrete
unitary group {Uk := U
k, k ∈ Z+}. Since H0 will be considered in general self
adjoint, i.e., H†0 = H0, we will have that H0 is normal, hence can be factored in the
form H0 = VD0V
∗, with D0 := diag{di}, and taking Λ0 := Rpp(−iτD0) we obtain
U = S+S (4.16)
= VΛ+0 V
∗
VΛ0V
∗ (4.17)
= VΛ+0 Λ0V
∗ (4.18)
wich implies the following result.
Lemma 4.2. U∗U = 1.
Proof.
U
∗
U = VΛ∗0Λ
−1
0 V
∗
VΛ+0 Λ0V
∗ (4.19)
= VΛ∗0Λ
−1
0 Λ
+
0 Λ0V
∗ (4.20)
= VΛ∗0Λ
+
0 Λ
−1
0 Λ0V
∗ (4.21)
= VV∗ (4.22)
= 1 (4.23)

from the above relations can see that the operator
Uˆ :=W−1
H
UWH (4.24)
satisfies the following relations∥∥∥UˆΦ∥∥∥ = ∥∥WHW−1H UWHΦ∥∥2 = ‖UWHΦ‖2 = ‖WHΦ‖2 = ‖Φ‖ (4.25)
wich implies that ‖Uˆ‖ = 1, the adjoint of Uˆ can be obtained in the following way:
Uˆ
† = M−1
H
Uˆ
∗
MH (4.26)
= M−1
H
(W−1
H
UWH)
∗
MH (4.27)
= M−1
H
W
∗
HU
∗
W
+
H
MH (4.28)
= W−1
H
W
+
H
W
∗
HU
∗
W
+
H
W
∗
HWH (4.29)
= W−1
H
U
∗
WH (4.30)
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the discrete Schro¨dinger unitary group relative to H0, will have the form {Uˆk :=
Uˆk(·), k ∈ Z+}, wich is consistent with the normalization presented at §2. It can
be seen that
Uˆ
†
Uˆ = 1 = UˆUˆ† (4.31)
and this implies that the discrete time reversal Schro¨dinger unitary group will be
given by {Uˆ−k := (Uˆ
†)k(·), k ∈ Z+} and will be coherent with the local time
reversibility of Schro¨dinger unitary groups. From lemma L.4.1 we can obtain the
following.
Lemma 4.3.
∥∥∥e−imτH0 − Uˆm∥∥∥ ≤ m2p+1(2p+1)!h2p+1τ .
Proof. If we denote by cp,k the multinomial Pade´ coefficients, then we will get
∥∥∥e−imτH0 − Uˆm∥∥∥ =
∥∥∥∥∥
∞∑
k=0
(−imτH0)
k
k!
− (
∞∑
k=0
cp,k(−iτH0)
k)m
∥∥∥∥∥ (4.32)
≤
∥∥∥∥∥∥
∞∑
k=2p+1
(
mk
k!
− cp,k)(−iτH0)
k
∥∥∥∥∥∥ (4.33)
≤
∣∣∣∣ m
2p+1
(2p+ 1)!
− cp,2p+1
∣∣∣∣ | − τ |2p+1 ‖H0‖2p+1 (4.34)
≤
m2p+1
(2p+ 1)!
h2p+1τ . (4.35)

If for a given self-adjoint operator H1 ∈ L (H) we compute its representation
with respect to a particular projection PS denoted by H1, then we can obtain the
following convergence result.
Lemma 4.4.
∥∥∥e−imτH1 − Uˆm
∥∥∥ ≤ c1hνmx + c2h2p+1τ .
Proof. By the properties of particular projections we get that∥∥∥e−imτH1 − Uˆm∥∥∥ ≤ ∥∥e−imτH1 − e−imτH1∥∥+
∥∥∥e−imτH1 − Uˆm∥∥∥ (4.36)
≤ cH1h
νm +
m2p+1
(2p+ 1)!
h2p+1τ (4.37)
and taking c1 := cH1 and c2 :=
m2p+1
(2p+1)! the result follows. 
Now if for a particular representation H0 of H0 we denote by {Uˆk, k ∈ Z
+} and
by {Uˆ−k, k ∈ Z
+} the direct and reverse Schro¨dinger semigroups respectively, we
can obtain a fully discrete representation for (4.4) in the form
Sˆk(·) := Uˆk |Ψ0〉+
k∑
j=0
wkj (τ)Uˆk−jV (·) (4.38)
in this expression {wkj (τ)} are chosen such that the integration in time is exact for
the polynomial structure of the Taylor similar part of Uˆ, wich allows Sˆk to mimic
the operator defined in (4.4). Using the properties of particula projection methods
we can derive the following discrete results.
10 FREDY VIDES
Theorem 4.2. The operator Sˆk is a strict contraction with respect to the norm
‖·‖C([−τ,τ ],D(G)), when V ∈ C
α=1(D ⊂ H) and h < 1/cV .
Proof. First it is important to note, that since the quadrature rule defined by
the sequence {wkj (τ)} is exact for the polynomial structure of Uˆ and if we take
Ψj := Ψ(jτ/k) for any given function Ψ ∈ C([−τ, τ ],H(G)), we will have that
∥∥∥Sˆk(Φ(t)) − Sˆk(Υ(t))
∥∥∥
H
=
∥∥∥∥∥∥
k∑
j=0
wkj (τ)Uˆk−j(V (Φ
j)− V (Υj))
∥∥∥∥∥∥
H
≤
k∑
j=0
wkj (τ)
∥∥∥Uˆk−j
∥∥∥
H
∥∥V (Φj)− V (Υj)∥∥
H
≤
k∑
j=0
wkj (τ)cV
∥∥Φj −Υj∥∥
H
the last relation implies that∥∥∥Sˆk(Φ(t))− Sˆk(Υ(t))
∥∥∥
C([−τ,τ ],D(G))
= sup
t∈[−τ,τ ]
∥∥∥Sˆk(Φ(t)) − Sˆk(Υ(t))
∥∥∥
H
≤

 k∑
j=0
wkj (τ)

 cV sup
j
∥∥Φj −Υj∥∥
H
≤ cV τ ‖Φ−Υ‖C([−τ,τ ],D(G))
and taking τ < 1/cV the result follows. 
Corollary 4.2. The semidiscrete Schro¨dinger initial value problem{
i |Ψ′(t)〉 = H0 |Ψ(t)〉+ V (|Ψ(t)〉)
|Ψ(0)〉 = Ψ0
(4.39)
has a unique solution determined by |Ψ0〉 on an interval [−τ, τ ] for τ < 1/cV .
Proof. Follows from T.A.1. 
Lemma 4.5. A solution |Ψ(t)〉 to (4.39) satisfy the following estimate with respect
to the its appoximating sequence
‖|Ψ(t)〉 − |Ψn(t)〉‖C([−τ,τ ],D(G)) ≤
(cV τ)
n
1− (cV τ)
(2 ‖|Ψ0〉‖C([−τ,τ ],D(G))+MV τ) (4.40)
where MV := supx ‖V (x)‖H.
Proof. It can be seen that
‖|Ψ1(τ)〉 − |Ψ0(τ)〉‖H =
∥∥∥Sˆ(|Ψ0〉)− |Ψ0〉
∥∥∥
H
(4.41)
=
∥∥∥∥∥∥Uˆk |Ψ0〉+
k∑
j=0
wj(k)Uˆk−jV (|Ψ0〉)− |Ψ0〉
∥∥∥∥∥∥
H
(4.42)
≤ 2 ‖|Ψ0〉‖H +
k∑
j=0
wj(k)
∥∥∥Uˆk−j
∥∥∥
H
‖V (|Ψ0〉)‖H (4.43)
≤ 2 ‖|Ψ0〉‖H + τ ‖V (|Ψ0〉)‖H (4.44)
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also it can be seen that supτ ‖|Ψ1(τ)〉 − |Ψ0(τ)〉‖H ≤ 2 ‖|Ψ0〉‖C([−τ,τ ],D(G))+MV τ ,
replacing above expressions in R.A.1 and taking τ < 1/cV and K = cV τ the result
follows. 
Theorem 4.3. If we denote by |ψ(t)〉 ∈ H and by |Ψn(t)〉 ∈ H the exact solution
to (4.2) and the n-th time approximating solution to (4.39) respectively and if we
have that particular representations of quantum operators in H have approximation
order νm. Then we will have that |ψ(t)〉 ∈ H and |Ψn(t)〉 ∈ H satisfy the following
estimate
‖|ψ(t)〉 − |Ψn(t)〉‖C([−τ,τ ],D(G)) ≤ cψh
νm+
(cV τ)
n
1− (cV τ)
(2 ‖|Ψ0〉‖C([−τ,τ ],D(G))+MV τ)
(4.45)
Proof. If we denote by |Ψ(t)〉 ∈ H the exact solution to (4.39) then we will have that,
since particular representations of quantum operators in H have approximation
order νm, we will have that ‖|ψ(t)〉 − |Ψ(t)〉‖H ≤ Cψ(t)h
νm , ∀t ∈ [−τ, τ ], 0 < τ <∞,
taking cψ := supt Cψ(t), we will obtain the relation ‖|ψ(t)〉 − |Ψ(t)〉‖C([−τ,τ ],D(G)) ≤
cψh
νm . Hence
‖|ψ(t)〉 − |Ψn(t)〉‖C([−τ,τ ],D(G)) ≤ ‖|ψ(t)〉 − |Ψ(t)〉‖C([−τ,τ ],D(G))
+ ‖|Ψ(t)〉 − |Ψn(t)〉‖C([−τ,τ ],D(G))
≤ cψh
νm +
(cV τ)
n
1− (cV τ)
(2 ‖|Ψ0〉‖C([−τ,τ ],D(G))
+MV τ).
wich provides the desired result. 
Remark 4.1. Remark R.3.1 implies that for any two compatible operators A,B ∈
L (H) we will have that
O = PS0PS = PS [A,B]PS (4.46)
= PS(AB −BA)PS (4.47)
= PSABPS − PSBAPS (4.48)
= PSAPSBPS − PSBPSAPS (4.49)
= PSAP
2
SBPS − PSBP
2
SAPS (4.50)
= ASBS −BSAS (4.51)
= [AS , BS ]. (4.52)
Corollary 4.3. Discrete constants of motion. A particular projection A ∈ L (H)
of an operator A ∈ L (H) that is compatible with H0 ∈ L (H) defines a constant of
motion 〈A〉t for the system modeled by:{
i∂t |Ψ(t)〉 = H0 |Ψ(t)〉
|Ψ(0)〉 = Ψ0
(4.53)
where H0 := p
†
SH0pS and H0 := p
†
SH0pS .
Proof. From R.4.1 we get that [A,H0] = O, then the result follows from T.2.1 
Remark 4.2. It is important to observe that [Am,h, Bm,h] = O, ∀h ∈ R+, then we
will have that [A,B] = 0, with A := limh→0+ Am,h and B := limh→0+ Bm,h.
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5. Examples
In this section we will present some examples of particular implementation of
approximation schemes and some related estimates.
Example 5.1. Quantum Harmonic Oscillator. Given a quantum system on a
square box G = [0, L]×[0, L], L <∞ whose time evolution is described by a quantum
harmonic oscillator equation that has the form
i
∂
∂t
|ψ(t)〉 := ∆2 |ψ(t)〉+ (x
2 + y2) |ψ(t)〉 (5.1)
with ψ(0) = ψ0 ∈ S(G) ⊂ H(G)and if the model is restricted to physical condi-
tions that prevent any representative particle to be located an the boundary, i.e.,
| |ψ(t)〉 |2 = 0, x ∈ ∂G, t ∈ R. Physical restrictions imply null Dirichlet boundary
conditions for (5.1). If we take H0 := ∆2 := ∇ · ∇ = p
†p, wich is clearly exactly
factorizable, and if we take its particular projection to H a spectral element space
of first order, then we can express (5.1) in the form
i
d
dt
|Ψ(t)〉 :=M−1P∗M′P |Ψ(t)〉+ (X2 + Y2) |Ψ(t)〉 (5.2)
with |Ψ(0)〉 = Ψ0. It can be seen that V (·) ∈ C
α=1(D(G) ⊂ H(G)) is linear
and that cV := 2L
2. Using Cea’s lemma and a procedure similar to the followed
in Chapter VII §5 in [5], it can be seen that the particular representation in (5.2)
has approximation order νm = 2. Also from (3.20) we can observe that H1 :=
H0+X
2+Y2 is self-adjoint, hence iH1 is conservative and e
±itH1 will be unitary with
respecto to ‖·‖
H
. If we take Uˆ to be given by the Crank-Nicholson approximation
Uˆ := (1 + iτH1)
−1(1 − iτH1) wich is clearly a Pade´ approximant of e
−itH1 and if
we replace this approximation in (4.38), since all the conditions are satisfied, then
by C.4.2 and L.4.4 we will have that there exists an approximate solution |Ψ1(t)〉
to (5.2) that converges to the exact solution to (5.1) according to the estimate
‖|ψ(t)〉 − |Ψ1(t)〉‖ ≤ cψh
2 +
m3
6
h3τ (5.3)
where h ∈ R+ is the mesh size of the particular grid G1,h ⊂ G implemented. It is
also important to note that if we denote the energy expectation evolution by 〈E〉t
and its discrete representation by 〈E〉n then it can be seen that
δτ 〈E〉n =
1
τ
(〈E〉n+1 − 〈E〉n) (5.4)
=
1
τ
(〈Uˆn+1Ψ0|H1 |Uˆ
n+1Ψ0〉 − 〈Uˆ
nΨ0|H1 |Uˆ
nΨ0〉) (5.5)
= 〈
1
τ
(Uˆ− 1)UˆnΨ0|H1 |Uˆ
nΨ0〉
+ 〈UˆnΨ0|H1 |
1
τ
(Uˆ− 1)UˆnΨ0〉
+ 〈(Uˆ− 1)UˆnΨ0|H1 |
1
τ
(Uˆ− 1)UˆnΨ0〉 (5.6)
now it can be seen that the total variation for τ = 0 gives
δ0 〈E〉n = i 〈Uˆ
nΨ0| [H1,H1] |Uˆ
nΨ0〉 = 0 (5.7)
wich means that δ0 kills 〈E〉n, ∀n, i.e., 〈E〉n is a discrete constant of motion.
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Example 5.2. Nonlinear Schro¨dinger Equation. For quantum dynamical systems
described by a nonlinear Schro¨dinger equation of the form
i
∂
∂t
|ψ(t)〉 := ∆2 |ψ(t)〉+ α|ψ(t)|
n |ψ(t)〉 (5.8)
with |ψ(0)〉 := |ψ0〉, 2 ≤ n ∈ Z
+ and α ∈ C. If we have that the quantum
dynamical systems in this example evolve in the same media described in example I
and have the same physical localization restrictions for its representative particles.
Then the only condition that we need to check is the locally Lipschitz condition of
V (X) := α|X |nX, so we will need to restrict our attention to functions on a set
S(G) ⊂ H that is caracterized by S(G) := {φ ∈ H(G) : ‖φ‖ ≤ r,R+ ∋ r < ∞},
now, since ||X |nX − |Y |nY | ≤ Cn(|X |
n + |Y |n)|X − Y |, where Cn > 0 is a value
that depends on n, we will have that cV := 2|α|Cnr
n is the Lipschitz constant of
V (·) with respect to ‖·‖H(G). If we use the same spatial particular projection than
in the first example reewriting (5.8) in the form
i
d
dt
|Ψ(t)〉 :=M−1P∗M′P |Ψ(t)〉+ α|Ψ(t)|n |Ψ(t)〉 (5.9)
and if we also approximate U using the Crank-Nicholson approximation then by
C.4.2 and T.4.3 we will have that there exists an approximate solution |Ψ1(t)〉 to
problems of the form (5.9) that converges to the exact solution to (5.1) according
to the estimate
‖|ψ(t)〉 − |Ψ1(t)〉‖C([−τ,τ ],D(G)) ≤ cψh
2 +
2|α|Cnr
n+1τ
1− 2|α|Cnrnτ
(2 + |α|rnτ) (5.10)
where h ∈ R+ is the mesh size of the particular grid G1,h ⊂ G implemented.
In a similar way we can implement the operator techniques used here to study
convergence and other related properties for other particular projectors with differ-
ent approximation orders, also other Pade´ approximants than the Crank-Nicholson
scheme can be used for the approximation of the integrating factor.
6. Conclusion
Particular projection methods can be implemented in the functional numerical
analysis of several types of Schro¨dinger evolution equations, in this work we intro-
duce some of the strategies that can be used and also we derive some estimates
that can be very useful when we deal with the numerical solution of such important
equations in quantum physics.
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Appendix A. Some Results from Functional Analysis
In this section we present some important results from functional analysis that
are used in this work.
Definition A.1. An operator T ∈ B(X) with X a Banach space, for wich
‖T (x)− T (y)‖ ≤ ‖x− y‖ , x, y ∈ X (A.1)
is called a contraction. If there is a K < 1 for wich ‖T (x)− T (y)‖ ≤ K ‖x− y‖, T
is called a strict contraction.
Theorem A.1. Contraction Mapping Principle. A strict contraction T ∈ B(X)
on a Banach space X has a unique fixed point, ie., there exists a unique x ∈ X
such that T (x) = x.
Definition A.2. Succesive approximation methods for fixed points. Given a strict
contraction T ∈ L (X) on a banach space X, the sequence {xn} defined for some
y ∈ X in the form
xn :=
{
y, n = 0
T (xn−1), n ≥ 1
(A.2)
will be called an approximation sequence to x, and the iterative method will receive
the name of successive approximations method.
Remark A.1. A fixed point x ∈ X of a contraction T ∈ B(X) in a Banach space
X, satisfies the following estimate
‖x− xm‖ ≤ K
m(1 −K)−1 ‖x1 − x0‖ . (A.3)
with respect to its approximating sequence.
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Definition A.3. Locally Lipschitz Functions. A function f is locally Lipschitz
,i.e., f ∈ Cα=1(Br(0)), with Br(0) a closed ball of radius r centered in 0, if for
0 < εr ∈ R that depends on r, small enough, there exists cf <∞ with
‖f(u)− f(v)‖Hm(G) ≤ cf ‖u− v‖Hm(G) (A.4)
when ‖u− v‖Hm(G) ≤ εr.
Definition A.4. Dissipative Operator. An elliptic operator A ∈ L (Hn(G)) is said
to be dissipative if we have that
Re 〈Ax, x〉 ≤ 0 , x ∈ dom(A). (A.5)
in particular if equality holds, then A is said to be conservative.
Theorem A.2. If A ∈ L(H(G)) where H(G) is a discretizable Hilbert space, and
if A is closed, densely defined and dissipative then it generates a contractive semi-
group.
Theorem A.3. Stone’s Theorem. A densely defined operator iA ∈ L (H) in a
complex Hilbert space H is the generator of a strongly continuous unitary group on
H if and only if A is self-adjoint.
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