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Abstract 
In this study, unsupervised novelty detection was applied to determine automatically both the type of fuel and the blending ratio 
of the fuel mixture based on analysis vibrational signals during operation of a four-stroke combustion engine fueled with gasoline 
and gasoline blends with ethanol and methanol. Three types of fuel were utilized: unleaded gasoline as base fuel compared to the 
mixture of two alcohols, ethanol and methanol in admixture with gasoline, as a percentage ratio of around 10%, 20% and 30%, 
respectively. The engine tests were performed at 1000, 1300, 1600 and 1900 rpm. The collections of measurements were 
conducted by a triaxial accelerometer. Features in time and frequency were calculated from the signals received. The 
classification of the type of fuel and fuel blend ratio was achieved using an active learning method based on incremental 
application of One Class Principal Component Analysis (OCPCA) for novelty detection. 
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1. Introduction 
Bio-fuels can be used for power generation in a number of ways. One possibility is to produce liquid or gaseous 
bio-fuels that can be burned in engines that normally burn fossil fuels. Bio-fuels also include alcohols, such as, 
ethanol and methanol. Sucrose and starch can be converted into ethanol by hydrolysis and fermentation. There is 
also the possibility of converting sugar from whey and starch, or sugar from wastes, into ethanol by fermentation. 
Ethanol has a lower calorific value and is both hygroscopic and corrosive. However, in practice, ethanol may do 
well as a fuel in spark ignition (SI) engines, either as pure ethanol, or when used as a blend with fossil fuels (Szklo 
et al., 2007).Methanol can be blended with gasoline up to 15% by volume and used as fuel in SI engines without 
major modifications required.   
There is a considerable amount of literature regarding various ethanol and methanol blends with gasoline. Liu et 
al. (2007) showed that the engine power and torque decreased with increasing percentage of methanol in the fuel 
under wide open throttle conditions.  
The effects of using ethanol and methanol unleaded gasoline blends on emissions have been investigated by a 
number of researchers, but while the effects of using alcohols on spark ignition engine performance and emissions 
have been thoroughly investigated, very little research has been done on the engine vibrational behaviour. Keskin 
(2010) investigated the effects of ethanol-gasoline-oil blends on spark ignition engine vibration characteristics, as 
well as, its noise emissions. The experimental results indicated that when fuel blends were used, vibration 
amplitudes and noise emission of the engine showed an increasing trend especially at 1500 and 2500 rpm. The 
author concluded that these results are probably due to oxygen content and higher latent heat of evaporation of 
ethanol, in which the increasing rate of pressure and peak pressure values in the cylinder rise during the combustion 
processes. 
In this study, a detailed experimental investigation of the vibration behavior of a four-stroke internal combustion 
engine fueled with blends of gasoline, ethanol and methanol by developing a new method for Active Learning with 
One Class Classifiers is presented. Three types of fuel were utilized: unleaded gasoline as base fuel so as to be 
compared   with the mixture of two alcohols, ethanol and methanol in admixture with gasoline as a percentage ratio 
of around 10%, 20% and 30%. The motor was tested at 1000, 1300, 1600 and 1900 rpm. Data acquisition was 
carried out by a triaxial accelerometer. Time and frequency domain features were calculated from the collected 
signals. Each of the three axes demonstrates a different degree of sensitivity to the used blend depending on its ratio 
due to the engine’s different response to different blends of fuel, taking into account the nature of vibration. In the 
presented study, precise mixture identification resulted from vibration characteristics, by proposing an original 
scheme for Active Learning   based on One Class Principal Component Analysis. Firstly, the experimental setup is 
presented, followed by signal processing, feature extraction and One Class Classifiers. Then results and discussion 
are presented followed by conclusions. 
2. Experimental set up 
The experimental test rig used in this study consisted of a SI engine, a hydraulic dynamometer and a vibration 
sensor connected to signal acquisition hardware. The experimental set-up is shown in Fig. 1. A single cylinder, 
carburetted, four-stroke, spark ignition non-road engine (type Bernard moteures 19A), was chosen. This engine had a 
56 mm bore and a 58 mm stroke (total displacement 143 cm3). Its rated power was 2.2 kW. The ignition system was 
composed of the conventional coil and spark plug arrangement with the primary coil circuit operating on a pulse 
generator unit. The engine was coupled to a hydraulic dynamometer through elastic couplings. The dynamometer 
was equipped with an instrument panel fitted with a torque gauge and switches for the load remote control. 
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Fig.1.(1) Engine, (2) Shaft, (3) Hydraulic Dynamometer, (4) Dynamometer control unit,(5) Triaxial piezoelectric accelerometer, (6) Vibration 
analyzer, (7) Laptop PC. 
 
A series of experiments were carried out using pure gasoline, and various gasoline-ethanol and gasoline-methanol 
fuel blends, at different volume percentages namely: 10%, 20% and 30%, reported for short as E10, E20, E30, M10, 
M20 and M30 respectively. The fuel blends were prepared just before starting the experiments to ensure that the fuel 
blend was homogeneous and prevent the reaction of ethanol with water vapour. The engine was started and allowed 
to warm up for a period of 20 up to 30 min. Before running the engine with a new fuel blend, it was allowed to run 
for sufficient time to consume the remaining fuel from the previous experiment. All the blends were tested under 
varying load conditions and at different engine speeds. The rotational speed of the engine in the series of runs was 
1900, 1600, 1300 and 1000 rpm. 
3. Signal processing and feature extraction 
The first and maybe the most important step in any fault diagnosis problem, is the feature extraction from the raw 
signal. The aim of this is to reflect the general changes of the machine operation conditions. However, though some 
features are closely related to the fault, others are not. In this paper, twenty four (24) features parameters, twelve 
(12) time-domain (T1-T12) and twelve (12) frequency-domain (F1-F12) were selected (Lei, 2008; Moshou, et al., 
2010).  
3.1. Time –domain feature 
The first eleven features were introduced by Lei et al., 2008. These were Mean value (T1), Standard deviation 
(T2), (T3),Root mean square (T4), Peak (T5), Skewness (T6), Kurtosis (T7), Crest factor (T8), Clearance factor 
(T9), Shape indicator (T10) and Impulse Indicator (T11). The twelfth one was introduced by Moshou et al., 2010 
and regards the linear integral of the acceleration signal (Line integral, T12). All the used features provide statistical 
information about the nature of data, and were found to be reasonably good features for bearing fault detection. 
These features are shown in Table 1. Bulleted lists may be included and should look like this: 
 
 
Table 1.Time-domain feature parameters. 
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where x(n) for the time-domain feature is a signal series for n=1,2,….,N, N is the number of data points. Especially 
for the line integral N is the number of sample points (equal to 500) in the non-overlapping windows used to 
calculate Kurtosis and the other features and the newly proposed line integral feature and Ts is the sampling period. 
Given the high sampling rate of 48 kHz and the domination of the signal from high frequencies (especially due to 
the presence of faults), the final approximation contains only acceleration values. 
3.2. Frequency-domain features 
Frequency-domain is another description of a signal. This type of description includes some information that 
cannot be found in time-domain. In this study another twelve features (Lei et al., 2008) were used in order to feed 
the One Class Classifier with additional information with respect to the time domain features. These twelve features 
were based on the Fourier transform of the vibration signals. Feature F1 may indicate the vibration energy in the 
frequency-domain. Features F2-F4, F6and F10-F12 may describe the convergence of the spectrum power. Finally F5 
and F7-F9 give information about the position change of main frequencies.  
 
Table 2.Frequency-domain feature parameters 
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where s(k) is a spectrum for k=1,2,…,K, K is the number of spectrum lines and fk is the frequency value of the kth 
spectrum line. 
4. One Class Classifiers 
In safety critical applications, it is important to detect the occurrence of abnormal events as quickly as possible 
before significant performance degradation results. 
Therefore, contrary to the approach followed for the cases where there are specific abnormal situations clearly 
defined, in usual cases only the observations corresponding to a  normal situation can be used as target classification 
class and subsequently one-class classification methods are preferred. One-class classification has the following 
characteristics: 
 
•Only information of target class (not outlier class) is available;  
•Boundary between classes has to be estimated from data of only genuine class;  
•Task: to define a boundary around the target class (to accept as much of the target objects as possible, to 
minimize the chance of accepting outlier objects). 
 
As shown if Fig. 2, given a target domain XT there are two errors that can be defined EI related to false rejected 
target objects and EII related to false accepted outlier objects. The circular area corresponds to the rough description 
of the target domain by the selected one class classifier (Tax, 2001). 
Using a uniform outlier distribution also means that when EII is minimized, the data description with minimal 
volume is obtained. So instead of minimizing both EI and EII, a combination of EI and the volume of the description 
can be minimized to obtain a good data description. 
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Fig. 2.Domains of target dataset and one-class classifier. 
 
Principal Component Analysis (PCA) (or the Karhunen-Loeve transform) (Bishop, 1995) is used for data 
distributed in a linear subspace. The PCA mapping finds the orthonormal subspace which captures the variance in 
the data as best as possible (in the squared error sense). The simplest optimization procedure uses eigenvalue 
decomposition to compute the eigenvectors of the target covariance matrix. The eigenvectors with the largest 
eigenvalues are the principal axis of the d-dimensional data and point in the direction of the largest variance. These 
vectors are used as basis vectors W for the mapped data. The number of basis vectors M is optimized to explain a 
certain, user defined, fraction of the variance in the data. 
The reconstruction error of an object z is now defined as the squared distance from the original object and its 
mapped version (Tax, 2001): 
 2 21( ) ( ( ) ( )T T TPCAd z z W W W W z z WW z
                                                                                        (25) 
 
At first, a one class PCA (OCPCA) is obtained from normal operation data. Then the feature vector 
corresponding to the unidentified measurement is transformed using  the transformation obtained from the base line 
data. If the distance calculated from the Eq. exceeds a predetermined threshold, the process is probably in a fault 
situation. This conclusion is based on the assumption that a large reconstruction error corresponding to the operation 
point belonging to the space not covered by the training data. Therefore, the situation is new and something is 
possibly considered as abnormal. Depending on how far away the current process is deviating from the normal 
operation state, a quantitative degradation index can be calculated. 
In the mixture detection application, the one-class PCA (OCPCA) builds a model from training on an existent 
type of fuel and then classifies test data as either normal or outlier based on its geometrical deviation from the 
healthy training data. During novelty recognition, the unseen exemplar from an unknown fuel type and the OCPCA 
algorithm calculates the reconstruction error for this example. 
There are many different heuristics to define a threshold depending on the utility of the threshold and the 
particular structure of the data set. A simple way to determine a threshold (d) relies on the distances between the 
PCA reconstruction of an observation and the observation itself which corresponds to the target vectors in the 
training set leading directly to a measure of the reconstruction error. These distances have to be calculated first 
according to Eq.26: 
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where N represents the training data. 
 
The threshold is determined according to the pseudo-code given here which is further explained below: 
distances_sorted=sort(distances); 
frac=round(fraction_targets*length(target_set)); 
threshold=(distances_sorted(frac)+distances_sorted(frac+1))/2; 
By selecting the threshold to represent a fraction of the distances for the whole training set we can get distance 
values representing the most proximal to the reconstruction vectors when the distances are sorted. In this case the 
reconstruction errors might be due to outliers so the fraction error would represent the distances that were calculated 
for a distribution of the distances including outlier values. By taking the 95% fraction of the distances between data 
and PCA based reconstruction as belonging to the dataset we define a description hypersphere that has a radius 
including the 95% of the data. This leaves 5% outliers that will be classified as such since they exceed the target set 
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description radius. Corresponding to Fig. 2 this would be the contributing factor to EI while we have minimized the 
target data description by thresholding according to a fraction of the data. In plain terms it means that by tightening 
the target data description we can afford to a number of false rejects in order to obtain a more accurate novelty 
detection which would be impossible with a very wide region of acceptance due to a very high threshold.  
An active learning method comprising of novelty detection and incremental class augmentation based on OCPCA, 
was implemented. A baseline set of unleaded gasoline vibration signatures were used as initial set. Then at each step, 
vibration signatures from fuel mixtures were presented to the one-class classifier and after outlier detection, this fuel 
type class was incrementally added in a multi-class classifier based on one-class binary classifiers. This step was 
repeated until all fuel type classes were augmented. In this way, the active learning scheme can achieve continuous 
incremental learning upon encountering new fuel types.  
The detailed active learning scheme comprised the following steps: 
 
1) The initial training set comprised of feature vectors which were consisting of 72 features extracted from the 
vibration signals that were caused by the combustion of the engine which was using different admixtures of 
gasoline and methanol or ethanol. From each blend ratio (7 types) a total of 3524 vectors were used while 
in the case of 3 classes 10572 vectors where used for the mixtures of unleaded gasoline-methanol and 
unleaded gasoline-ethanol. In the three class case, 3524 vector were used for gasoline identification. 
2) Each of the different types of one class classifiers are trained with the training vectors from the target set 
(unleaded gasoline). 
3) The trained one-class classifiers were tested with 3524 vectors from one type of unleaded gasoline-
methanol mixture. The criterion of success is the ability to classify the unknown fuel mixture as outlier in 
comparison with the unleaded gasoline which is considered as the baseline set. 
4) The initial target set is augmented with outlier values from the just detected outlier mixture and the 
resulting set is    considered as the new baseline set The procedure of outlier detection is repeated but the 
criterion of success is the ability to classify new types of fuels as outlier a comparison with the newly 
augmented baseline set that includes the unleaded gasoline and the incorporated blends (gasoline, methanol, 
ethanol). 
5) In the case that the new sample belongs to a class that is already included      the target set the detection of 
outliers is executed per class internally in the baseline set and the sample is classified in one of the existent 
subclasses of the baseline set.  
6) Steps 4 and 5 are repeated and more specifically, the detection of the outliers and the augmentation are 
executed for unknown data that could belong to the already existent fuel type categories or could concern 
new unclassified categories of fuel types. In the current work the repetition of the steps terminated after the 
creation of 7 different classes that correspond to the unleaded gasoline and the six fuel mixtures that were 
investigated.  
It must be noted that the overall procedure from steps 1 to 6   does not require external intervention but 
relies solely on outlier detection and augmentation steps that are performed automatically. 
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5. Results and discussion 
For the fuel mixture detection OCPCA was used following the active learning procedure that was presented in the 
previous section. A validation set was used to test the generalisation performance of the OCPCA. The retained   
principal components explained 90% of the variance and a threshold for outliers was defined at 5%.  The 
implementation used the simulation software Matlab 2012a (Mathworks). Twenty four from each accelerometer axis 
were used resulting in 72 features. The fusion (by direct concatenation) of 72 vibration features from all axes of the 
triaxial   accelerometer resulted in more accurate mixture recognition as one can deduce from the results presented 
in Table 3. 
In Tables 3 and 4, the diagonal elements of the matrix concern the percentages of successful recognition 
according to OCPCA estimation in the direction of the columns which is related to real category in the direction of 
the lines. 
 
Table 3.Confusion Table for 3 class OCPCA estimation showing the misclassification of  the real status as one of the different 
fuel types. 
 One Class PCA Estimation (%) 
R
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 Unleaded gasoline Methanol Blend Ethanol Blend Outlier 
Unleaded gasoline 48.13 13.50 34.85 3.52 
Methanol Blend 1.91 78.45 17.02 2.62 
Ethanol Blend 16.90 32.07 48.23 2.81 
 
 
Table 4.Confusion Table for 7 class OCPCA estimation showing the misclassification of the real status as one of the different fuel types 
according to the methanol- ethanol ratio. 
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Unleaded gasoline 51.22 3.97 2.78 7.35 16.23 3.77 12.03 2.64 
Unleaded gasoline-
Methanol 
(90%-10%) 
1.82 55.56 7.80 24.77 3.75 1.48 2.55 2.27 
Unleaded gasoline-
Methanol 
(80-20%) 
2.80 20.63 11.29 47.45 6.16 1.99 8.54 1.13 
Unleaded gasoline-
Methanol 
(70%-30%) 
2.98 17.20 11.69 48.55 7.038 2.33 8.48 1.73 
Unleaded gasoline-
Ethanol 
(90%-10%) 
16.43 5.02 4.34 18.67 36.89 10.87 5.90 1.87 
Unleaded gasoline-
Ethanol 
(80%-20%) 
12.68 4.54 3.83 20.49 36.58 16.20 3.60 2.07 
Unleaded gasoline-
Ethanol 
(70%-30%) 
12.32 6.53 6.92 20.20 5.08 1.13 44.95 2.86 
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The off diagonal elements indicate misclassification percentages. These are presented  as upper diagonal in the 
case of unleaded gasoline   has been misclassified as one of the blends or methanol blend has been misclassified as 
ethanol blend. On the other hand, the lower diagonal presents misclassifications of one of the blends which have 
been estimated falsely as unleaded gasoline by OCPCA, or the ethanol blend has been recognized incorrectly as 
methanol blend. The last column of each Table represents the outlier samples derived from all real categories and 
have been falsely recognized as such. Similarly in the case of seven classes, the off diagonal elements indicate 
misclassification percentages but between different blends. 
6. Conclusions 
In this study, unsupervised novelty detection was applied to determine automatically both the type of fuel and the 
blending ratio of the fuel mixture based on analysis vibrational signals during operation of a four-stroke combustion 
engine fueled with gasoline and gasoline blends with ethanol and methanol. The classification of the type of fuel and 
fuel blend ratio was achieved using an active learning method based on the detection of innovation by introducing a 
new method for Active Learning with One Class Principal Component Analysis. The results indicate that is possible 
to recognize the blend types and also the corresponding methanol and ethanol ratios by indicating the most probable 
class of fuel type. It is also estimated that other novelty detection techniques might provide with a more precise and 
accurate identification of the fuel type and blend ratio. The proposed technique can be applied to active learning of 
new fuel types appearing in the future. 
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