Abstract: This paper presents an inverse dynamic model estimation based on an artificial neural network of a complete new parallel robot manipulator prototype 6-PGK with six degrees of freedom, built at Petru Maior University of Tirgu-Mures. The model estimation of the parallel robot manipulator is performed with a feedforward artificial neural network. In the control engineering domain there are control structures that need the direct or inverse model of the process for ensuring the process control at the imposed performances. Usually, the determination of the direct/inverse mathematical model is a difficult or impossible task to be achieved. In these cases different non-parametric or parametric, off-line or on-line identification methods are used. A solution that may support the on-line parametric methods is represented by the feedforward artificial neural networks. By implementing feedforward artificial neural networks as a nonlinear autoregressive model with exogenous inputs, the authors investigate the possibility of choosing the optimum parameters that characterize the neural network so that it approximates as better as possible the model of the 6-PGK prototype robot. Finally an innovative algorithm is developed for obtaining the optimal configuration parameters set of the feedforward artificial neural network. The proposed algorithm helps in setting the optimal parameters of the neural network that offer high opportunities to provide satisfactory identification of the robot model. Experimental results obtained by a structure derived from the proposed solution demonstrate a good approximation related to the studied system, which is characterized by nonlinearities and high complexity.
Introduction
In robotics, the class of parallel robots represent a constructive solution suitable for many industrial, medical or domestic applications, like flight simulators and entertainment rides [1] , micromanufacturing [2] , tool machine [3] , pick and place operation [4] , earthquake motion simulator [4] , medical haptic devices [6] , laparoscopic surgery [7] , or even space docking technology [8] .
Even if parallel robots have a reduced workspace [9] , their benefits over their serial counterparts are various: stability and rigidity of contacts during haptic interaction [10] , high accuracy, high stiffness, high payload capability, low moving inertia [11] , good dexterity, compact size, large power to weight ratio [12] . Along with these advantages, there still exist many difficulties in the actual control process.
A classic approach in controlling robots consists in the employment of the dynamic model. Various methods have been proposed to derive the dynamic model of the parallel manipulator, like the generalized momentum approach [13] , principle of virtual work [14] screw theory [15] and Hamilton's principle [16] , the recursive matrix method [17] or the Lagrangian approach [11] , which describes the dynamics of mechanical system from the concepts of work and energy [13] .
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All these approaches are equivalent as they are describing the same physical system, and lead to equivalent dynamic equations, which present different levels of complexity and associated computational loads.
The analytical calculus involved in the dynamic equation is very tedious, thus presenting an elevated risk for errors. Furthermore, the duration of numerical computations is getting longer when the number of mechanism's degrees of freedom is increased.
The dynamic model based control arises numerous difficulties because of the time-varying and coupling of the equations. Unfortunately, the present-day commercial controllers cannot provide satisfying performance for control.
In recent years an important credit in obtaining new enhancements is granted to the support offered by artificial intelligence techniques.
The role of artificial intelligence related to the parallel robots aims with predilection the modeling and control domain in terms of kinematics or dynamics. Moreover these strategies are designed to improve the classical control strategies, in terms of increasing the current performances, to add new properties such as robustness and improvement of the real-time behavior using fuzzy systems or different types of neural networks (NNET).
Compared to the mathematical model of the kinematics, neural networks provide significantly better mapping between manipulator's task space and joint space, as demonstrated by Uzunovic et al. [2] .
Achili et al. in [18] proposed an adaptive force/position controller for parallel robot with constrained motions based on multi-layer perceptron neural network. The solution presents the major advantage of obtaining the control law without the prior knowledge of the inverse dynamic model and being able to take into account the endogenous disturbance (uncertainties and nonlinearities related to the robot dynamics) and to compensate exogenous disturbances.
Peng et al. [19] design a control system for a parallel mechanism consisting from a combination of linear controllers and two neural networks. The aim of this control system is to compensate the nonlinearities from the model of the system and the dynamic model estimation for improved accuracy of trajectory.
Le et al. [11] investigate the enhancement of the classical nonlinear PD torque controller by using neural networks for on-line self gain tuning. The proposed solution consists in a self gain tuning control law for minimizing the error in tracking trajectories of the parallel manipulators characterized by simple structure suitable for low computation effort in real-time implementations.
Yu and Weng in [20] propose a robust control structure for parallel manipulators based on H ∞ tracking adaptive fuzzy integral sliding mode control scheme mainly able to handle the nonlinear unmodeled dynamics and to compensate external disturbances.
All these solutions benefit from the advantages of various artificial intelligence techniques, but underline the difficulty of implementing them, starting from the the structure, the different parameters values or choice of training methods, and finally reaching the problem of required computational effort.
Recent research in the field of robot control is conducted in new directions based on bioinspired approach that proved their efficiency on other fields of robotics, like the simplified fuzzy controller using neural network based on genetic algorithm learning for mobile robots [21] , the communications and social structure of whale pods applied to cooperative robot structures [22] or fast genetic algorithm for robot soccer and planet exploration citelee. We consider that this direction of research may find applicability in the case of parallel robots, for the potential offered in solving many complex problems such as those in the case of parallel robot control discussed in this paper.
From the above explored literature we conclude that in the case of parallel robots there is a need to find adequate solutions for the real time control which involve increasing the trajectory following performance and low computational effort. The objective of the paper is to build and implement an artificial neural network based on the inverse dynamic model estimation of a complete new parallel robot manipulator 6-PGK type with 6 degrees of freedom built at Petru Maior University of Tirgu-Mures.
2 The 6-PGK Parallel Robot Dynamics
The 6-PGK Parallel Robot Manipulator Design
The six controlled degrees of freedom (DOF) parallel robot configuration is a structure proposed by Stewart and Hunt and widely referred as Stewart platform [23] [24] [25] [26] . The parallel kinematic link system proposed by D. Stewart is one of a 6-DOF robot manipulator used as a flight simulator [25, 26] .
The basic geometric structure of the 6-PGK parallel robot manipulator developed at Petru Maior University consists in a mobile platform (supporting the end-effector) connected to the adjacent links at six distinct points (i=1,2,. . . ,6) at the level III by cardanic kinematic pairs ( Figure 1 ) [27] . Six legs connect the platform to the base. Each leg has an actuated translational Figure 1: The structure of the 6-PGK parallel robot [27] kinematic pair at level I and a spherical kinematic pair at level II. The translational kinematic pairs form the angles λ i with the vertical axis in points B i . The location (position and orientation) of the end-effector and of the manipulated object are expressed in the fixed reference frame OXY Z by the generalized coordinates of the manipulated object X p , Y p , Z p , ψ, φ, θ denoted q p i (i=1,2,. . . ,6), and in the mobile frame oxyz by the x p , y p , z p coordinates. The displacements in the actuated translational kinematic pairs (actuator displacements) are the generalized coordinates of the parallel robot q i (i=1, . . . , 6).
Parallel Robot Manipulator Dynamics Modeling
The dynamics modeling in case of robot manipulators refers to establishing a mathematical model that relates the time evolution of its end-effector in terms of positions, velocity and acceleration with the forces and moments acting upon it [28] .
In order to get the position of the mobile platform with respect to generalized coordinates of the robot, the in-out equations are employed, which solve the positional problem of the robot. They relate the generalized coordinates of the robot to the generalized coordinates of the manipulated object [27] :
where b i , c i are coefficients according to the robot mechanical parameters [27] . Determination of the velocity and acceleration of the mobile platform [q p ] with respect to generalized coordinates of the robot is performed using the kinematics equations:
obtained by deriving the in-out equations (1) with respect to time, where [J] is the Jacobian matrix [27] . The dynamic modeling determines the generalized forces [Q j ] that are required by the actuators to balance the forces applied to the robot.
In the case of the 6-PGK parallel robot, by employing the Lagrange method, the dynamic equations are obtained [27] :
where Q j are the generalized forces due to the non-conservative forces, m i are masses of the motor links, J kl are the elements of the inertia matrix of the mobile platform of mass m 0 and manipulated object of mass m p , their sum is M = m 0 + m p , then α′, . . . , γ′′′ are terms of the rotational matrix that relates the coordinates fixed in mobile frame to the base coordinates and ω x , ω y , ω z are the angular velocity terms in OXY Z system. The generalized motor forces are deduced from equation [27] :
where l i,j are terms of the inverse Jacobian matrix.
The inverse dynamic model is useful for the robotic system control. It consists in determination in real time of the generalized motor forces Q m i from equations (4), by solving the positional problem from equation (1), the kinematic problem from equation (2) and the dynamic model from equation (3) .
Parallel robots with a high number of degrees of freedom, in particular six degrees like the 6-PGK parallel robot, are modeled by complex dynamic equations, comprising a large number of parameters. Solving them requires crossing a high number of iterations and selection of admissible real solutions. The complexity of the program, the large number of loops, testing all solutions, selecting the nearest current configuration solution, can induce errors in configuration identification. Therefore in current industrial exploitation, parallel robots control requires the use of simple and effective control methods.
FANN Based Dynamic Model of the 6-PGK Parallel Robot Manipulator

FANN Structure for Robot Dynamic Modeling
For the 6-PGK parallel robot manipulator modeling a feed-forward artificial neural network (FANN) with one hidden layer has been designed. The FANN is implemented as a nonlinear autoregressive model with exogenous inputs (NARX) model. The NARX model is based on the linear ARX model, which is commonly used in time-series modeling. [30] The numbers of the inputs of the used FANN is determined by the numbers of the generalized coordinates of the robot, the number of the generalized forces and the number of theirs considered past values. The numbers of the outputs of the used FANN is given by the numbers of the generalized forces from the dynamical model of the robot.
By using the compact structure of an artificial neuron presented in [29] we can summarize the mathematical processing that occurs inside of an artificial neuron from the used FANN as:
where are denoted by: x j (j = 1, . . . , n) -the inputs of the neuron, ω j (j = 1, . . . , n) -the weights of the inputs x j , θ -the weight of the offset input, n -the numbers of the inputs of the neuron, F is the activation function, a -the activation of the neuron. The type of the activation function and the numbers of the inputs corresponding to each neuron depend on the layer to which it belongs. For the neurons from the hidden layer are used two types of the activation function: the hyperbolic tangent function (HTF) type and the radial basis function (RBF) type [30] . The numbers of the inputs of the neurons from this layer is given by the maximum lags associated with robot output (n Q ) and input (n qp ) signals described by relation 6(n qp + n Q ), which also represents the number of the inputs of the FANN. The activation function of the neurons from the output layer is the linear type function and the number of the inputs of these neurons equals the number of the neurons from the hidden layer of the FANN. For the training of the FANN the gradient descent backpropagation algorithm was used [30] . The training of the used FANN was achieved by presenting to their inputs and outputs the training set of the N pairs of the vectors:
where x i (k) is an input training vector (k = 1, . . . , N ) with 6(n qp + n Q ) elements and a o d (k) is the desired target output vector (with 6 elements) of the FANN corresponding to the input training vector x i (k).
FANN Optimal Parameters Determination
Analytical determination of the FANN parameters is an uncommon task, thus the empirical approach is more often used. The optimum determination however is a more complex task, so in this section a tested methodology for determination of these parameters is proposed.
Usually, the investigation of a system starts from the searching of the parameters that influence the behavior of the studied system. The same approach was established for the present work. In the case of the proposed structure of neural network the following four parameters were considered: learning rate (γ), the number of the neurons on the hidden layer (n h ), the number of the past values of the generalized forces (n Q ) and the number of the past values of the generalized coordinates (n q ). In order to study the influence of these parameters on the neural network behavior for building the FANN training data sets the generalized coordinates trajectory of the robot and the corresponding trajectories for generalized motor forces will be used.
An adequate solution for the process of searching through the experimental set can be performed by visual analysis of all the available results (large sets of plotted trajectories). But this approach presents a major drawback from time needed for analysis and required storage resources. In order to facilitate and automatize the evaluation process, quality measures can be used. An option is represented by the mean squared error or the mean absolute error. However, both measures present major difficulty in the case of establishing of a threshold value to aid in deciding the quality of the robot model identification. In order to overcome the mentioned drawbacks for the evaluation process the authors propose an automated method and the usage of a quality measure based on signal-to-noise ratio (SNR). For the 6-PGK prototype robot the SNR is given by the following equation:
where Q mi represents the generalized motor trajectory forces given by the inverse dynamical model of the robot, Q mi F ANN represents the generalized motor trajectory forces given by the FANN and N is the number of the trajectory samples.
The proposed SNR quality measured was derived from the signal-to-noise ratio used for evaluation of unidimensional electrical signals.
The algorithm for FANN optimal parameters determination is presented below.
General Algorithm for Choosing the Structure of the FANN
Let us consider the following parameters which influence the behavior of the FANN: learning rate (γ), the number of the neurons (n h ) from hidden layer, the number of the past values for the input (n qp ) and output (n Q ) variables employed to build the robot regressors vectors (input vectors of the FANN) used in training and simulation of the FANN. These parameters are referred as "FANN parameters". The steps of the proposed algorithm for choosing the structure of the FANN are:
Step 0. Select (experimentally): the number of the initial sets of values for the FANN weights and the corresponding weights values (that are random real numbers in the range [−0.5, 0.5]), having built a collection of initial sets of values for the FANN weights, the signal-to-noise ratio threshold SN R thold , the sets of values for the FANN parameters. To each set of values of the FANN parameters is attached a set of counter variables of the same size as the size of the value of the considered set. Thus for a FANN parameter to each value (from the set of values of the considered FANN parameter) it corresponds a counter variable. The value of the counter variables is initialized with zero;
Step 1. Set the following values of the FANN parameters with start values n h = n hStart , n Q = n QStart , n qp = n qpStart . These values are drawn from the sets of the FANN parameter values;
Step 2. Keeping constant the values of the FANN parameters n h = n hStart , n Q = n QStart , n qp = n qpStart establish the optimal learning rate γ opt based on the Algorithm for Evaluation and Determination of the Optimum Value for the FANN parameters;
Step 3. Keeping constant the value of the parameters γ=γ opt , n Q =n QStart , n qp =n qpStart establish the optimal number of hidden layer neurons (n h opt ) based on the Algorithm for Evaluation and Determination of the Optimum Value for the FANN parameters;
Step 4. Keeping constant the value of the FANN parameters gamma = γ opt , n h = n h opt establish optimal values of the number of the past samples for the input and output variables of the robot model (n Qopt , n qpopt ) based on the Algorithm for Evaluation and Determination of the Optimum Value for the FANN parameters to which the following changes are made corresponding to the steps Step 4′′, Step 6′′ and Step 7 ;
Step 5. Keeping constant the value of the FANN parameters gamma = γ opt , n h = n h opt and n q = n q opt it is tested the estimation and identification algorithm considering other trajectories for input and output variables of the robot (or model of the robot).
Algorithm for Evaluation and Determination of the Optimum Value for the FANN
For each value from the set of values corresponding to the FANN parameter set to be evaluated, the following steps will be executed separately for the each set of the initial weights:
Step 1′. Initialize the weights of the FANN with the corresponding initial selected set of weights;
Step 2′. Run the estimation and identification algorithm calculating the signal-to-noise ratio (SNR) based on the relation (6) for each output path (trajectory corresponding to a generalized forces), thus corresponding to each set of initial weights, a set of six values of the noise-to-signal ratio will be obtained;
Step 3′. Compute the average of the signal-to-noise ratio SN R med as mean value of the six signal-to-noise ratio determined in Step 2 ;
Step 4′. Compare the value of SN R med with the threshold value SN R thold . If the average is greater than the threshold then increment the counter variable corresponding to the current value of the FANN parameter and go to Step 5′;
Step 4′′. Compare the value of the SN R med with the threshold value SN R thold . If the average value is greater than the threshold value, then increment the counter variable corresponding to the current values combination for the two FANN parameters;
Step 5′. If the sets of initial values for weights are not exhausted select a new set of values for weights and jump to Step 1′. If the sets of initial values for weights were exhausted continue with Step 6′;
Step 6′. Using the values of the counter variables, the success rates corresponding to each FANN parameter value is computed by SR i = counter i no. of the initial weights sets · 100 [%] where i = 1, . . . , no. of the FANN parameter values. Go to Step 7′;
Step 6′′. Using the values of the counter variables, the success rates corresponding to each combination of the FANN parameters values are computed and go to Step 7′′;
Step 7′. Choose the FANN parameter value for which the success rate is the largest. Finally this value will be considered as the optimal value for the evaluated FANN parameter;
Step 7′′. Choose a pair of values of the two FANN parameters for which the success rate is the largest. Finally the values of the selected pair will be considered as the optimal for the two parameters of the FANN evaluated.
Experimental Results and Discussions
For the implementation and testing of the parallel robot modeling, Matlab platform and its Neural Network Toolbox were used. In order to investigate the performance of the FANN based modeling the model of the parallel robot based on equations 1 and 2 was implemented.
In Figure 2 six desired trajectories are presented for the generalized coordinates of the manipulated object (X p , Y p , Z p , ψ, φ, θ denoted q p i , i = 1, . . . , 6). These trajectories are placed in parallel surfaces having the same 3D spatial shape at different elevation. These trajectories represent the input trajectories for the Inverse Dynamic Model of the 6-PGK Parallel Robot Manipulator. In order to study the influence of the FANN parameters on the neural network behavior for building the FANN training data sets, one of the spatial generalized coordinates trajectory was used, which has the red Z p line from Figure 2 and the corresponding red trajectories for generalized motor forces from Figure 3 .
In Figure 3 six desired trajectories for the generalized motor forces (Q mj , j = 1, . . . , 6) are presented. These trajectories represent the output trajectories of the Inverse Dynamic Model of the 6-PGK Parallel Robot Manipulator corresponding to the input trajectories from Figure 2 .
The training data are set up using the trajectories presented in Figures 2 and 3 , trajectories that consist from 2001 points each.
The estimation and identification algorithm is applied in each time step and consists of two phases: -the estimation phase -based on the curent input vector, the FANN computes the curent estimated vector of generalized forces; -the identification phase -based on curent input/output trainig vectors the FANN is trained.
An input training vector x i (k), k = 0, . . . , N − 1 and an output training vector a o d (k), k = 0, . . . , N − 1 , from the training vectors set, are constructed as follow:
The order of the vectors in the vectors training set corresponds to the order of the time sample from the time axis. Taking into account this observation, the input training vector from (7) and the training output vector from (8) can be expressed in relation with time:
where T is the sampling time.
The results obtained by using the above algorithms are presented as follows. The experimental study was started from the following FANN parameters values: n h = 5, n Q = 1, n qp = 1, 20 initial weights sets values, SNR thold = 44.5[dB], γ = 0.01, 0.05, 0.1, . . . , 0.98, 1. During the Step 2 of the general algorithm the success rates of γ were computed and then synthesized in Figure  4 . The analysis of Figure 4 led to the selecting of the value of 0.25 as the optimal value for the γ parameter. During
Step 3 the success rates of n h were computed and then synthesized in Figure 5 . The analysis of Figure 5 led to the selecting of the value of 7 as the optimal value for the n h parameter. Further, after the evaluation of Step 4 the results are synthesized in Table  1 . The values of the lag for n Q are taken successively from 1 to 5. The values for n qp are taken successively from 1 to n Q .
Analyzing the experimental results presented in Table 1 were selected as optimal values n qp = 1 and n Q = 1.
In case of the FANN with RBF the proposed algorithm generate the following parameters: γ = 0.25, n h = 6, n Q = 1 and n qp = 1.
Comparing data from Table 1 and Table 2 , Figures 4, 5, 6 and 7 shows that FANN with RBF offer a better chance of achieving a good estimation even if the learning rate hasn't a 100% success rate. In order to evaluate the behavior of the built FANN, in Figure 8 a test motor forces trajectories of the parallel robot and the estimated trajectory generated by the FANN are presented comparatively.
In Figure 9 the estimation error trajectories related to the trajectories from Figure 8 is shown. The experimental results demonstrate a good approximation related to the studied system which is characterized by nonlinearities and high complexity. 
Conclusions
This paper proposed to build an on-line feedforward artificial neural network with the aim of estimating the inverse dynamic model of the 6-PGK prototype parallel robot.
The presented solution was adopted in order to perform an on-line parametric identification of the inverse dynamic model of the robot. The chosen solution was adopted mainly for the use when the robots are characterized by the nonlinearities and high mathematical model complexity.
The implementation of the feedforward artificial neural networks allowed to obtain a nonlinear autoregressive model with exogenous input behavior, for which a new method for finding optimum parameters that approximate as better as possible the model of the 6-PGK robot was obtained. In addition, the proposed solution offers, with the best estimation results, the minimal computational load structure of the neural network.
Even if the FANN has a minimal internal structure, a slower training learning method, it offers a robust and efficient estimation method of the parallel robot motor trajectories, despite its complex and nonlinear mathematical model.
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