Sequence diagrams are widely used to describe the behavior of software during the design phase. Sequence diagrams have significant practical value. However, a systematic way of understanding and specifying the formal semantics of sequence diagrams does not exist. Analyzing the design properties may reveal software faults before software implementation, thereby improving the software quality and reducing development costs. We propose to use the theorem proof assistant Coq to mechanize the semantics of sequence diagrams and the refinement relations on models. In this framework, the syntax of a sequence diagram is represented as inductive types, and the semantic function is represented as inductive predicates. Based on mechanized trace semantics, the desired properties of both semantics and the refinement relation can be stated as lemmas. The proof of each lemma ensures that the semantics and the refinement relation satisfy the specified properties. Our work demonstrates the viability of using Coq to mechanize the semantics of software design models and provide increased reliability guarantee in model-based development.
Introduction
Ensuring the desirable properties of critical software systems requires suitable methods and languages to specify the systems, as well as effective methods and tools to analyze the system. An analysis at the level of specifications can reveal system design problems even before system construction. Therefore, performing this analysis benefits system development. In model-based development, models are used as primary artifacts to drive the development. Although formal methods and techniques are expensive, they can help analyze systems and verify the desirable properties of design models, particularly safety-critical systems. UML sequence diagrams [2] are specification languages widely used to describe software behavior. There is a growing need for the formalized semantics of sequence diagrams when they are used for software modeling and other related software tasks (such as simulation, testing, and automated program analysis). Software design is an iterative process. Starting with an initial design model, a series of design models with each model refining its predecessor is obtained. Each intermediate model needs to be verified against its predecessor. The need for such verification also arises with software evolution. A model must refine its predecessor in such a way that the model exhibits the behavior required by the predecessor. However, the lack of formal semantics makes it difficult to ensure that a sequence diagram model correctly refines its predecessor. Hence, it is highly desirable to formalize this refinement relationship such that its correctness can be formally verified.
In this paper, we explore the idea of using Coq to formalize and mechanize the semantics of sequence diagrams and the refinement relation between models. Coq [1] is a theorem proof assistant. The Calculus of Inductive Constructions (CIC) [26] is the underlying core language of Coq. CIC is based on the calculus of constructions extended by inductive definitions as they are known from the constructive type theory. In our framework, the syntax of a sequence diagram is represented as inductive types and the semantic function is represented as inductive predicates. Based on the mechanized trace semantics, the desired properties of both semantics and refinement relation can be stated as lemmas. The proof of each lemma ensures that the semantics and the refinement relation satisfy certain properties. Due to its very considerable expressive power and industrial-strength support, there has been much effort in using Coq to implement mechanized semantics of programming languages. A compelling example is the use of Coq to develop and verify formally a compiler of a large subset of the C programming language [16] . The concept of mechanized semantics is proposed in [15] , as well as its application in program proofing and compiler verification. This paper demonstrates that Coq can also be used to mechanize the semantics of software design models.
We use Coq to mechanize the trace semantics of UML sequence diagrams and the refinement relation, and then mechanically prove that the semantics and the relation have desirable properties, as previously usually performed by the paper-and-pencil method. The main contributions of this work include the following.
1. The trace semantics is mechanized in Coq for a subset of UML sequence diagrams. The trace semantics captures the positive behavior of sequence diagrams and forms a basis for semantics-based refinement relation. Positive behaviors are valid, legal, or desirable behaviors described in sequence diagrams [2] . While the trace semantics of sequence diagrams in [5] , [12] , and [23] ignore guard conditions, our trace semantics encodes guard conditions as elements of traces. We mechanically prove that the semantics possesses substitutivity, which is absent in the trace semantics in [5] , [12] , and [23] . Substitutivity guarantees that a component of a sequence diagram can be replaced with a semantically equivalent component without changing the semantics of the sequence diagram.
2. We use Coq to study the refinement relation on sequence diagrams. We mechanically prove that the refinement relation is reflexive, transitive, and context insensitive. Transitivity implies that the correctness of a multi-step refinement can be checked by verifying the correctness of each individual refinement step.
Context insensitivity implies that a sequence diagram can be compositionally refined.
3. We demonstrate the idea that Coq can also be used to mechanize the semantics of software design models. Given the expressiveness of Coq, it provides a number of ways to represent data and properties, each with different tradeoffs. This paper discusses the use of Coq to mechanize the semantics of sequence diagrams.
The rest of the paper is structured as follows. Section 2 recalls the formal trace semantics of sequence diagrams and briefly introduces Coq. Section 3 describes how to use Coq to mechanize the trace semantics. We present the desired properties of trace semantics and their proofs in Section 4. The mechanized refinement relation and its properties are presented in Section 5. Section 6 describes the related work, and Section 7 concludes. All codes and proofs can be found at https://github.com/lisa-dou/Mechanized-SD/.
Background

Abstract Syntax
A sequence diagram specifies the runtime behavior of a system in a graphical manner. Different objects or pro- Let N ame be a denumerable set of names of messages, lifelines, system variables, and values. An event e in Evt has the following structure. An event sending a message with signal S ∈ N ame, transmitter T ∈ N ame, receiver R ∈ N ame is written as (!, S, T, R), and its corresponding receiving event is written as (?, S, T, R). We abstract the details of guard conditions c in Cnd and require that the collection of guard conditions be closed under classical logical negation ( ), conjunction (∧), and disjunction (∨) operations. We write c 1 |= c 2 if and only if c 2 is true in all value assignments in which c 1 is true. Let τ represent unobservable events. The abstract syntax for sequence diagrams in Sd is given below.
Semantics
This section presents the semantic domain and semantic equations for the trace semantics. Let be an alphabet. * denotes the set of all strings over . A language L over is a set of strings over . The Kleene closure of L is denoted as L
* . An interleave of two strings is a set of strings obtained by interleaving the two strings in all possible ways. Let x, y ∈ and u, v ∈ * . This definition of the interleave operator comes from [23] .
where • is the language concatenation operator and ε represents the empty string.
Let ⊕ be a binary operation on domain S. Then ⊕ # defined below is a binary operation on the power set ℘(S)
The semantics of the UML2.0 sequence diagram is trace based. The standard states that the semantics of a sequence diagram is a pair of trace (p, n), such that p is interpreted as positive (valid) traces and n is interpreted as negative (invalid) traces [19] . This paper only focuses on positive behaviors. A trace is a sequence of tokens, each of which is either an event or a guard condition. The domains of tokens and traces are respectively
The semantics of a sequence diagram is a set of positive traces. The semantic domain is
Semantic Function
The semantics of a sequence diagram D is denoted as D , which is defined as the least solution to a system of semantic equations.
Unobservable and observable events have obvious semantics. In the semantics for a strict fragment, the concatenation of a trace in D 1 and a trace in D 2 results in a trace in strict(D 1 , D 2 ) . In the semantics for a par fragment, the interleaving of a trace in D 1 and a trace in D 1 results in a trace in par(D 1 , D 2 ) . Alt, opt and loop fragments introduce guards to traces. Define c ⊲ σ = cσ where c ∈ Cnd and σ ∈ T r . Let c ⊲ # M = {c ⊲ t|t ∈ M } . We use a natural number n to indicate the counter in the loop fragment.
Theorem Proof Assistant -Coq
Coq [26] is an interactive theorem proof assistant. Coq mechanically checks proofs for assertions, helps search for formal proofs, and extracts a certified program from the proofs of a formal specification.
In Coq, we can use inductive definition to define types. The natural numbers are the simplest common example of inductive type:
Inductive nat : Set := | O : nat | S : nat -> nat O is zero and S represents the successor function. Using these constructors, we can write 1 as S O, 2 as S (S O), and so on. We can also define inductive predicates. For example, even is an inductive predicate that tells whether a number is even:
forall n , even n -> even (S (S n)).
The type of even is nat -> Prop. This is the type of total functions from natural numbers to logical propositions [20] . even n is the proof that n is even. O even is the proof that 0 is even. plus 2 even is the proof rule that takes two arguments (a number n and a proof that n is even), and proves that S (S n) is even. The keyword Definition is the notation of Coq that is used to define new types as follows.
Definition string_pair : Set := string * string.
Here, string pair defines the type of pairs of strings. Using a built-in Coq notation, we can write an example of this type as ("a","b"). The type of list nat is the list of elements of type nat. The empty list is written nil and the list containing 1 and 2 is written as 1::2::nil.
The notation "++" is used to concatenate two lists. In Coq, the keyword Lemma can be used to signify proofs. An induction on the structure of the type is needed when proving properties of the inductive type. For instance, to prove the following lemma:
Lemma trivial : forall n, 0 <= n.
an induction on the structure of natural number n divides it into two sub-goals. The first sub-goal is 0 <= 0 which can be easily achieved by applying the first constructor of <= named le n. The second sub-goal is 0 < S (S n) with an induction hypothesis 0 <= n, which can be achieved by applying the second constructor of <= named le S and the induction hypothesis 0 <= n. This is the basic process of the verification technique. We can see that in Coq, the interpretation of propositions is constructive. A proposition is defined by specifying a proof for it, and a proposition is true if and only if a proof for it is constructed.
Mechanized Trace Semantics
In this section, we show how to mechanize the trace semantics of sequence diagrams in Coq. Only important rules and proofs are shown in this paper because of space limitations. For simplicity, we formalize identifiers in the guard as natural numbers. A new inductive type id is defined to distinguish identifiers from numbers [22] . The semantic model is defined as follows: Coq can represent data and properties in many ways, but each with different tradeoffs. A number of design decisions that are initially assumed "right " may ultimately lead to complicated proofs [10] . In practice, we discovered that using trace -> Prop instead of set trace to encode "a set of traces" yields a more appropriate representation. The Coq representation of sequence diagrams is defined as an inductive type, which enables reasoning by case analysis and induction. We use the inductive predicate interp to describe the semantic function of sequence diagrams, written as "=>". We initially mechanized the semantic model as set trace and used a recursive function to represent the semantic function, which seemed to be natural and convenient. However, we discovered that using set trace complicated reasoning about these traces because of the par interaction operator. The number of traces in the set uncontrollably grew rapidly if par was involved. Furthermore, given the termination of functions in Coq, this approach cannot be used to describe the semantics for languages with general loops or general recursion. Hence, we use a different relational presentation that uses an inductive predicate to relate a state, a sequence diagram, and a semantic model.
Properties of Trace Semantics
Based on the mechanized trace semantics presented in the previous section, we translate the properties of trace semantics into Coq lemmas. For example, the abstract syntax requires that a sequence diagram specifies at least one trace.
Lemma 1 Let
We can define lemma 1 in Coq as follows :
forall (sd : seqDiag), exists t, sd => t.
Our definition of sequence diagrams as an inductive type enables the proof of trace exist to be straightforward. Generally, we need to perform induction on the structure of sd and explicitly provide witnesses for each case. The complete proof can be found under the link mentioned earlier. This example shows our idea of using CIC to formalize and mechanize the semantics of sequence diagrams. The proof of each lemma ensures that the semantics of sequence diagrams satisfy the desired properties. This approach helps guarantee the correctness of the desired properties of the semantics.
Our trace semantics of sequence diagrams possesses substitutivity. Substitutivity is a desirable property because it allows any fragment in a sequence diagram to be replaced with a semantically equivalent fragment. We adapt the concept of context from term rewriting. A context is a sequence diagram with one of its fragments replaced with the special symbol x. Let D be a sequence diagram and C a context. The embedding of D into C, denoted as C[D] is the sequence diagram obtained from replacing x with D. Two sequence diagrams are considered equivalent if they have the same meaning. The following lemma shows that the semantics possesses substitutivity.
Lemma 2 Let C be a context and
To prove the lemma, the context is defined as a Coq function context, which is further constrained by the inductive predicate iscx. By this approach, replacing x with D can be simply done by performing the function application C D. Consequently, contexts can be easily composed. Using iscx, lemma 2 can be expressed in Coq as follows:
The proof of context insensitive is accomplished by introducing hypotheses, performing induction on iscx C, and using inductive hypotheses for each case.
Refinement Relation and its Properties
This section formalizes the notion of sequence diagram refinement. When the designer refines a sequence diagram by making it more detailed, the designer must ensure that any implementation of the refined model is an implementation of the original model. In the following simulation relation on traces, guard conditions are taken into account.
Definition 1 Let c 1 , c 2 ∈ Cnd, e 1 , e 2 ∈ Evt and α, β ∈ T r. The trace simulation relation ⋉ is defined inductively as follows.
• c 1 ⋉ c 2 if c 2 |= c 1
• e 1 ⋉ e 2 if e 1 = e 2
• α ⋉ β if there is a strictly increasing function
Lemma 3 is the consequence of the reflexivity and transitivity of |=.
Lemma 3 ⋉ is reflexive and transitive.
In this work, the simulation relation on traces is defined by the inductive predicate simulate. A function beval is defined to evaluate a condition and reduce the condition to a boolean value in the state st. The proposition reflexive and transitive, which are defined in the standard library Relations of Coq are used to describe the reflexive and transitive properties of a relation, respectively. We translate lemma 3 into lemma simu refl and simu trans in Coq as follows:
Definition state := id -> bool. Inductive simulate (st : state) : trace -> trace -> Prop := | Sba : simulate st nil nil | Scd : forall c1 c2 t t', beval st (Bimp c2 c1) = true -> simulate st t t' -> simulate st ((cd c1) :: t) ((cd c2) :: t') | Sev : forall t t' e, simulate st t t' -> simulate st ((ev e) :: t) ((ev e) :: t') | Sadd : forall e t t', simulate st t t' -> simulate st t ((ev e) :: t'). Lemma simu_refl : forall st : state, reflexive _ (simulate st). Lemma simu_trans : forall st : state, transitive _ (simulate st).
Definition 2 Let
D 1 , D 2 ∈ Sd. D 2 is said to refine D 1 , denoted D 2 D 1 , if ∀t 1 ∈ D 1 .∃t 2 ∈ D 2 .t 1 ⋉ t 2 .
Theorem 1 The refinement relation is reflexive, transitive, and context-insensitive, i.e. 1) D D for any
for any D1, D2 ∈ Sd and any context C.
The refinement relation is transitive, implying that the correctness of a multi-step refinement can be checked by verifying the correctness of each individual refinement step. The refinement relation also possesses substitutivity, implying that a sequence diagram can be compositionally refined . In Coq, the refinement relation is defined based on the definition of simulation. We write theorem 1 as three sub lemmas refine refl, refine trans, and refine context insensitive.
Definition refine (st : state)(m1 : model) (m2 : model) : Prop := forall t1, m1 t1 -> exists t2, m2 t2 /\ simulate st t1 t2. Lemma refine_refl : forall st : state, reflexive _ (refine st). Lemma refine_trans : forall st : state, transitive _ (refine st). Theorem refine_context_insensitive :
The proofs of simu refl, simu trans, refine refl and refine trans are straightforward. To prove refine context insensitive, an auxiliary lemma simu exist is proved to describe the properties of the simulate relation. When proving lemma simu exist, the witnesses have to be explicitly constructed because of the existential quantifier. We first attempted to prove the lemma by performing induction on a and b. However, the proof becomes stuck in the recursion of inference rules of interleave. Finally, we find that we should perform induction on a // z and give the witness to the three sub-cases. The sketch of the proof is shown as follows:
1. a and z are both nil. The witness is b.
2. a = (x :: v) and az = (x :: t) for some (v // z t) (where z = u). We know that b simulates a, so we want to pick the initial segment of b which simulates x. By doing induction on the simulation of a by b and inversion a = (x :: v), we obtain three sub goals:
(a) simulation between condition c1 in a and condition c2 in b. We destruct the inductive hypothesis of interleave and get trace m so that t' // u m and simulate st t m hold in the (b) simulation between events e in both a and b. We destruct the inductive hypothesis of interleave and get trace m so that t' // u m and simulate st t m hold in the context of simulate st v t'. The witness is (ev e :: m).
(c) b has an extra event e. We use the inductive hypothesis of simulate and get trace x0 so that t' // u x0 and simulate st (x :: t) x0 hold in the context of simulate st (x :: v) t'. The witness is (ev e :: x0). Lemma refine context insensitive can be proved by performing induction on iscx C and providing a witness for each case. When proving the icpl and icpr cases, lemma simu exist is applied to find the trace needed.
An important benefit from lemma refine trans and refine context insensitive is that sequence diagrams can be refined in a stepwise and component-wise manner.
Example 2 Figure 1 shows that sequence diagram RefineD2 refines sequence diagram RefineD1. The diagrams can be transformed as follows in Coq: If the proof fails for two particular sequence diagram models, then the refinement relationship does not hold between the models. This process provides valuable information to the designer that the refinement step is illegal and can help them correct the system design.
Related Work
Various formal semantics have been proposed for UML sequence diagrams over the years [21] . In this section, we focus on the mechanized semantics and refinement of sequence diagrams.
In [5] , [6] and [23] , the semantics of a sequence diagram is a pair consisting of a set of positive traces and a set of negative traces. In [12] , the semantics of a sequence diagram is defined as a set of obligations that must be fulfilled. Each obligation is a pair consisting of a set of positive traces and a set of negative traces. Without the fragment operator xalt which is introduced to capture the mandatory nondeterminism, the semantics of a sequence diagram contains a single obligation and is equivalent to that of [23] . In [19] , a type of operational semantics (extended later in [18] ) for sequence diagrams is introduced, which is sound and complete with respect to the trace semantics of [12] . The operational semantics is implemented in Maude and can be regarded as mechanized operational semantics. The trace semantics of sequences diagrams in [5] , [12] , and [23] do not consider guard conditions. No discussion on refinement is presented in [19] . The refinements in [6] , [12] , and [23] are defined as eliminating positive traces and making them proscribed. The refinement verification in [18] is based on the definitions of refinement given in [12] . The properties of context-insensitivity are not discussed in the above work. In addition, the semantics and the refinement definitions in the above work are all described only on paper; thus, the properties are not machinecheckable.
In [3] , [8] and [9] , a sequence diagram is translated into a Petri net, with the lifelines translated into processes, actions to transitions, and messages to communication places. In [4] , [14] and [24] , a sequence diagram is translated into an abstract state machine (ASM). Refinement is not considered in [3] , [8] , [9] , [4] , [14] , or [24] . In [11] , safety and liveness semantics for sequence diagrams is given in terms of Büchi automata, and refinement is defined as set containment. Sequence diagrams are translated into automata for model checking using the SPIN model checker in [13] ; however, refinement is not discussed.
Interactive proof assistants have great potential to help the creation of proofs which are traditionally performed only on paper. In this booming field of mechanized semantics, the Coq proof assistant and its application in the CompCert [7] project are the representative ones. CompCert is a compiler that translates Clight into a PowerPC assembly code. Coq is used to program CompCert and prove its correctness. Using Coq and its extensional library Ynot [25] , a lightweight, fully verified relational database management system (RDBMS) is implemented in [10] . The functional specification of RDBMS behaviors, its implementation, and proof of implementation that meets the specification are written and verified in Coq. Inspired by their work, we show in this paper that Coq can also be used to mechanize the semantics of software design models and support model-based development by analyzing the relations on models or specifications.
Conclusion and Future Work
The refinement of sequence diagrams is an important task in model-based development. In this paper, we propose to use the theorem proof assistant -Coq to mechanize the semantics of UML sequence diagrams, as well as mechanize the refinement relation on sequence diagrams. The mechanized semantics and the refinement relation can be used to underpin sequence diagram tools. We have developed a tool that can automatically transform sequence diagram models into inductive definitions in Coq. This work provides increased reliability guarantee for future designs and implementation of large-scale, complex software systems.
Our future studies are directed towards the extension of the semantics and the refinement relation to include the interaction operator seq and neg etc.
