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I. INTRODUCTION
A WIRELESS ad hoc network is a collection of wireless mobile nodes that dynamically form a temporary network without an infrastructure. With the increase in the bandwidth of wireless channels, and in the computing power of mobile devices, video applications are expected to become widespread in wireless ad hoc networks in a near future.
There are many challenges to support video communication over wireless ad hoc networks. An end-to-end connection route in wireless ad hoc networks generally consists of multiple wireless links, which have much smaller throughput and higher random packet loss than single hop wireless connections in a wireless network with an infrastructure. Due to the mobility of wireless nodes, the established connection routes between senders and receivers are likely to be broken during video transmission, causing interruptions, freezes, or jerkiness in the received video signal. These constraints and challenges, in combination with the delay and loss sensitive nature of video applications, make video communication over wireless ad hoc networks a challenging proposition.
Recent efforts on multipath routing of multiple description coded (MDC) video have successfully demonstrated improved robustness in video communication applications [4] - [8] ; this is done either by assuming that the set of paths is given, or by simply selecting two node/link disjoint paths. A number of recent papers have addressed the difficult problem of selecting optimal paths for MDC video streaming [9] - [11] . Begen et al. have studied how to select multiple paths that maximize the average video quality at clients on Internet overlay networks [9] . Mao et al. have further proposed a meta-heuristic approach based on Genetic Algorithms to solve the path selection problem [10] . In [11] , the authors propose to select two paths with minimal correlation for MDC streaming over Internet overlay networks. In [17] , the authors address the problem of minimizing the joint failure probability of two overlay paths, assuming that joint failure probability of every two links are given. These approaches however are too complex to be performed in real-time. Also these models consider neither the interference of flows on neighboring links, nor the influence of the incoming video flow on the characteristics of links; this is needed in current wireless ad hoc networks, because a new video flow generally consumes a large percentage of wireless resource, thus changing characteristics of wireless links significantly.
In [23] , layered video coding combined with a selective ARQ scheme is proposed, in which base layer and enhancement layer packets are transmitted over different paths, and only base layer packets are retransmitted. In [24] , a framework for simultaneous streaming of video from multiple mirror sites to a single receiver in the Internet is proposed. In [25] , A rate allocation scheme with FEC is proposed for path diversity based video streaming on the Internet. In [26] , a video client determines how to allocate rate between several throughput-limited forwarders to maximize received video quality.
Multipath routing for wireless ad hoc networks has been an active research area recently [27] - [36] . Most existing approaches focus on how to obtain multiple node/link disjoint paths. In [36] , the authors propose a heuristic algorithm to select multiple paths to achieve the best reliability, assuming the independence of failure probability of different links.
In this paper, we propose a technique for choosing two nodedisjoint paths, which achieve minimum concurrent packet drop probability (PDP) of all path pairs. Our motivation is to increase robustness of video applications over wireless ad hoc networks. For MDC streaming, different descriptions are transmitted on different paths in order to fully utilize path diversity, and the worst case scenario occurs when all descriptions are missing. Streaming over the Path Pair with Minimum concurrent Packet Drop Probability, denoted by PP_MDP, minimizes the probability of concurrent loss of all the descriptions, thus optimizing the worst case video quality over all times.
In this paper, we use a conflict graph [12] - [14] to model effects of interference between different wireless links. The conflict graph indicates which groups of links interfere with each other, and hence can not be active simultaneously. We propose a model to estimate the concurrent PDP of two node-disjoint paths, given an estimate of cross traffic flows' rates, and bit-rate of the video flow. We show that the above optimization is an NP-hard problem. We then propose a heuristic PDP aware multipath routing protocol based on our model, whose performance is shown to be close to that of the "optimal routing," and better than that of the node-disjoint multipath routing, and the shortestwidest routing.
Our approach differs from previous work in two significant ways. First, our proposed multipath selection model estimates the concurrent congestion probability of two paths by taking into account the interference between different links, which reflects actual constraints of a wireless ad hoc network. Second, our proposed heuristic interference aware multipath (IWM) protocol provides reasonable approximation to the solution of the optimal multipath selection problem for video streaming over wireless ad hoc networks.
The rest of this paper is organized as follows. In Section II, we propose a method to estimate the concurrent PDP of two node-disjoint paths, and formulate the optimal multipath selection problem for video streaming over wireless ad hoc networks. Section III presents a heuristic PDP aware multipath routing protocol. We show our simulation results in Section IV, and introduce the testbed implementation and experimental results in Section V. Section VI concludes the paper.
II. OPTIMUM MULTIPATH SELECTION
Our goal is to minimize concurrent PDP of two node-disjoint paths in a wireless ad hoc network which is equivalent to optimizing the worst case video quality at clients. The node-disjoint constraint is useful for mobile wireless ad hoc networks, because it can significantly decorrelate packet drop between different paths.
A. Envisioned Network Model
We consider a wireless ad hoc network with nodes arbitrarily distributed in a plane. Let , denote the nodes, and denote the distance between nodes and . Each node is equipped with a radio with communication range
, and a potentially larger interference range . Our interference model is similar to that of the protocol model introduced in [13] , [14] , with changes to reflect the implementation of 802.11 MAC protocol in NS-2 [16] . The 802.11 MAC protocol defines two access methods, distributed coordination function (DCF) and point coordination function (PCF). We focus on DCF in our research, as it is more popular than PCF. DCF applies a carrier sense multiple access with collision avoidance mechanism (CSMA/CA). When a station wants to transmit a packet, it senses the medium first. If the medium is sensed as free for a specified time period, the station is allowed to send. Each correctly received unicast packet is followed by an acknowledgement (ACK) packet to the sender. The sender retransmits the packets for a limited number of times until it receives the ACK packet. In order to avoid hidden terminal problem, the standard also defines an optional request-to-send/clear-to-send (RTS/CTS) scheme, which reserves the wireless channel for transmission of a data packet.
1) Protocol Interference Model:
Suppose node wishes to transmit to node . We use to denote the signal strength of 's transmission as received at node . The transmission between nodes and is successful if all of the following conditions are satisfied:.
• ; intuitively this is equivalent to nodes and being within each other's communication range.
• Any node , such that is not transmitting. This is motivated by the CSMA/CA scheme in the 802.11 MAC protocol, which states that node can not transmit if any node in its interference range is transmitting.
• Any node , such that , is not transmitting, where denotes the capture threshold, with default value of 10 in NS-2. This implies that no node with sufficiently large signal strength interfering with link to is transmitting. The main difference between the Protocol Interference Model applied in this paper and the model used in [13] , [14] is that the latter requires only the receiver to be free of interference, whereas our model requires both the receiver and the sender be free of interference, reflecting the 802.11 MAC better.
A wireless ad hoc network can be modelled as a directed graph , whose vertices correspond to wireless stations, and the edges correspond to wireless links. There is a link from vertex to vertex if and only if . As in [12] - [14] , we make use of a "conflict graph" to model the interference relationship between different links of a network. Every directed link in the graph is represented by a node in the directed conflict graph
. Without confusion, we use to denote both a link in the original graph, and a node in the corresponding conflict graph. If the transmission over link makes the transmission over link unsuccessful, link interferes with link , resulting in a directed link from node to node in the conflict graph. To avoid confusion in the paper, we use the terms "node" and "link" in reference to the connectivity graph , while using "CG-node" and "CG-link" to refer the conflict graph . For simplicity, in the above protocol interference model, we assume that communication and interference ranges are the same for all nodes. For a more general case, where different nodes have different communication and interference ranges, we can replace and with specific values. In this case, we can still obtain a conflict graph, which describes interference relationship between different links. As such, this assumption does not affect the results in this paper.
B. The Optimal Multipath Selection Problem
The main objective of the optimal multipath selection problem for MDC video streaming over wireless ad hoc networks is to select two node-disjoint paths with minimum concurrent PDP.
Definition 1: A path connecting nodes and in a graph , is a sequence of nodes , which satisfy the following two conditions. (a)
, we have ; (b) no node appears more than once. The set of the nodes on this path is represented by , and the set of the links on this path is denoted by . Let and be any two paths connecting nodes and , and denote the set of links on each path respectively, and and denote the set of the nodes on each path respectively. We define two indication vectors and to represent and respectively, where is set to 1 if link and is set to 0 otherwise. Similarly is set to 1 if link and is set to 0 otherwise. The dimension of vectors and is the number of links in the graph.
For the optimal multipath selection, we select two node-disjoint paths with minimum concurrent PDP. This corresponds to the following optimization problem:
Equations (1) and (2) are flow constraints to guarantee the first path to connect the source and the destination . They represent: (a) for each node in the first path, except for the source and the destination, both the number of incoming links and the number of outgoing links are 1; (b) for the source node, the number of outgoing links is 1; (c) for the destination node, the number of incoming links is 1. Similarly, (3) and (4) are flow constraints for the second path. Equation (5) is the node-disjoint constraint to ensure that the two selected paths do not share nodes.
We can show the following claim for the optimal multipath selection problem.
1) Claim 1: The optimal multipath selection over wireless ad hoc networks as defined in (1) through (5) is NP-hard.
The proof is shown in [43] . Since the optimal multipath selection problem is NP-hard, the required computation needed by the optimal solution will be very high. One approach is to enumerate all possible pairs of node-disjoint paths from a source to a destination , estimate the concurrent PDP for each path pair using the scheme to be discussed in Section II.C, and choose the best one. We refer to this solution as the Optimal Multipath Routing (OMR). Unfortunately as computation complexity of the OMR grows exponentially with the size of the network, it can not be run in real time. For instance, it takes a Matlab implementation of OMR approximately 8.2 s to select the best path pair in a network of 49 nodes, and 237.6 s in a network of 100 nodes. However, as will be seen shortly, OMR can be used to provide an upper bound on the performance of other low complexity heuristic schemes that can be run in real time. In Section III, we propose one such heuristic solution, and compare its performance with OMR. Before doing so, we will first develop a technique for estimating concurrent PDP in the next section.
C. Concurrent PDP of Two Node-Disjoint Paths
In this section, we show how to compute the concurrent PDP of any given two node-disjoint paths connecting the same source and destination nodes.
We assume that we have already estimated the flow rates over each link . Before computing the PDP, we hypothetically include the new arriving video flow into the network by increasing the flow rate over each link in by the amount of video flow rate that will be transmitted over that link.
We define random variables packet drop in link otherwise packet drop in link otherwise.
We refer to the correlation of two random variables and as follows: (6) We now argue that PDP of two node-disjoint links have low correlation. In a wireless ad hoc network, congestion, contention, time-varying wireless channel, and mobility of nodes are four main factors contributing for packet loss. We argue that PDP due to each of the above factors is little correlated, thus PDP of two node-disjoint links is little correlated. First, packet drop due to mobility of two node-disjoint links is independent of each other, assuming nodes' movement is independent of each other. Second, PDP due to contention or wireless channel error is generally small, because of the 802.11 MAC layer retransmission scheme. According to the standard, large packets are retransmitted up to four times and small packets are retransmitted up to seven times. PDP due to channel error is 0.4% after four retransmissions, even if PDP due to channel error without retransmission is as high as 25%. Thus, we do not need to consider their contributions here. Third, as for congestion, even though two node-disjoint links may interfere with each other, causing their PDP to be correlated, we expect that the random backoff scheme in the 802.11 MAC layer protocol reduces the correlation significantly.
We have applied NS simulations to verify the above conjecture. We deploy 12 nodes in a 100 by 100 square meters area, with all links interfering with each other. We transmit two UDP flows of 500 kbps each over two node-disjoint links, and vary the number of cross traffic flows, whose bitrates are uniformly distributed in the range of [200, 300] kbps over other links. The cross traffic flows do not share nodes with each other. We have used trace files in NS to verify that using these parameters, the main cause of packet drop is congestion. We apply sequence number to packets of these two UDP flows. Concurrent packet drop is increased by one if two packets of two flows with the same sequence number are both dropped. The correlation between packet drop of two UDP flows as computed by (6) are shown in Table I . The results show that if packet drop rate over each link is small, the correlation between packet drop over two node-disjoint links is also small. We carried out 30 groups of simulations, and arrived at similar conclusions. Our conclusions may be extended to other scenarios with hidden terminal nodes, in which two links do not interfere with each other directly, because in these cases two links are less correlated than those in our simulations.
Since correlation between packet drop over two node-disjoint links is small, so is the correlation between packet drop over two node-disjoint paths. This is because two node disjoint paths only share two nodes, i.e., source and destination. Thus, we can compute the concurrent PDP over two node-disjoint paths and as follows:
In the next section, we will show how to estimate PDP over one link in order to compute the concurrent PDP of two nodedisjoint paths.
D. Computing PDP Over a Link
In order to complete the computation of the concurrent PDP of two node-disjoint paths, we now show how to estimate PDP over one link, assuming that we have already estimated the flow rates over each link . As stated earlier, in a wireless ad hoc network, congestion, contention, time-varying wireless channel errors, and mobility of nodes are four main reasons for packet loss. Thus, PDP over link can be represented as (8) where , , , and are packet drop over link due to congestion, contention, wireless channel error, and mobility, respectively. It is possible to apply the broadcast packet technique described by De Couto et al. [40] to estimate PDP due to contention and wireless channel error, and apply results on link availability [42] to estimate the PDP over a link due to mobility. In this chapter, we only focus on PDP due to congestion, since we assume 1) static scenarios and 2) packet loss caused by channel error and contention is mostly recovered by 802.11 MAC layer retransmissions.
In the remainder of this section, we describe how to compute PDP over link due to congestion . For brevity, we refer to PDP due to congestion as PDP-congestion in the rest of this section. One possibility is to measure packet drop due to interface queue (ifq) overflow at each node, and use the ifq packet drop rate at node to approximate . The disadvantage of this method is that it does not consider the influence of the incoming video flow on the packet drop rate of the link. In current wireless ad hoc networks, a new video flow generally consumes a large percentage of wireless resource, which can change PDP-congestion significantly. Thus, we propose a new scheme to estimate a link's PDP-congestion based on the estimation of equivalent bandwidth used in the link's neighborhood.
We define the interfering link set, consisting of all the links that interfere with link as follows:
where is the link set consisting of all the links in the graph. Assuming all flows are long lived, and the buffer size of each node is small, a naive way to compute the PDP-congestion of link is as follows: (9) where corresponds to the aggregate incoming flow rate into the link of the set , and C is the channel capacity. However (9) unnecessarily overestimates the PDP-congestion, since simply summing up all flow rates overestimates the bandwidth needed for transmitting all flows [14] , and as such can not effectively differentiate between congested and uncongested links. Later in the paper, we will show that we can break a link's interfering links set into several disjoint independent sets, reducing the required bandwidth for transmitting all flows.
We now propose a method to estimate the PDP-congestion more accurately. Note that set represents both an interfering link set in the connectivity graph, which consists of all the links that interfere with link , and a CG-node set in the corresponding conflict graph. We partition the interfering link set into several disjoint subsets, such that each subset is an independent set. In a conflict graph, an independent set denoted by , is defined to be a set of CG-nodes that have no edges between them. Intuitively, this corresponds to any set of links whose transmissions do not interfere with each other. Note that for each link there are multiple possible partitions. The set of independent sets resulting from a particular partition of is denoted by , and can be represented as follows:
where is the independent set, and is the number of subsets in this particular partition. Physically, each independent set is selected by the MAC layer protocol with some probability at each time.
Assume that we can compute all the possible partitions of set , calling them , where is the number of partitions. We model the selection of an independent set at time as a two level process. First, the MAC layer selects partition with probability ; second, it selects one independent set in the partition using the corresponding schedule for that partition, to be described shortly. The estimation of PDP-congestion of link can be written as (10) We define a link is an active link, if either of its two nodes have available packets to transmit through it. At a given time , we define an independent set to be an active independent set, if at least one of the links in the independent set is active. From the definition of the independent set and partition, we know that all links in the same independent set can transmit simultaneously, but not those links in different independent sets. For a given partition of the set with independent sets, we define the corresponding schedule as follows. Let denote the number of active independent sets in the partition at time . The corresponding schedule allows the active independent set at time to access the shared wireless medium with probability . In essence the corresponding schedule for a partition allows every active independent set to access the shared wireless medium according to some predefined schedule. All active links in one independent set can transmit at time , if the independent set is assigned by the MAC layer to access the wireless medium at that time.
We can define equivalent rate of flows over all links in the independent set as follows: (11) where is the aggregate incoming flow rate over the link in the independent set . Since links of the same independent set transmit simultaneously, the equivalent rate of an independent set, which is the maximum rate among all the links, is link 's channel resource needed by all the links in the independent set per unit of time.
Given a partition of the set , assuming that the corresponding schedule is applied by the MAC layer, and all flows are long lived, we can estimate the PDP-congestion of link as follows: (12) Note that we treat an independent set as a super-flow; since all independent sets share the resources, we add the equivalent rates for different independent sets in order to compute PDP-congestion. In deriving (12), we assume the durations of the long lived flows to be large enough and the buffer sizes at the nodes to be small enough so that we can ignore the time it takes to fill the buffer to compute PDP-congestion. In practice, if the buffer sizes are large, (12) would overestimate . Combining (10) and (12), it is possible to obtain PDP-congestion of link . Unfortunately, computing all of the independent sets in a graph grows exponentially in the number of nodes [13] ; also it is difficult to estimate the probability that the 802.11 MAC layer selects partition , ; as such, the computational overhead of the above method is too high and the implementation is impractical. To circumvent this, we name the partition that minimizes as the most efficient partition. We show that is the lower bound of link 's PDP-congestion in [43] . Since computing the actual PDP-congestion is prohibitively computing-intensive, our approach is to use its lower bound instead, i.e., the PDP-congestion of the most efficient partition, as a metric in comparing PDP of two links, and subsequently two paths. Specifically, from (12), we get (13) where denotes the most efficient partition. As such, we will shortly propose a greedy algorithm to approximately find the most efficient partition. We note that using the most efficient partition results in underestimating the interference around link , and the PDP. Nevertheless, we have verified through simulations that it is sufficient to use the lower bound of each link's PDP as an approximation to our metric in order to compare and select paths. Also, it can be argued that with the development of more efficient MAC layer protocol in the future, our estimation approaches the optimal results.
E. Estimating the Most Efficient Partition
We now propose a greedy partition algorithm to estimate the most efficient partition. The basic idea of the greedy partitioning algorithm is to combine links with large flow rates together in order to reduce the sum of equivalent flow rates of independent sets, thus minimizing the probability . The algorithm first selects the link with the largest flow rate into the first independent set, then selects other qualified links into the same independent set in the order of flow rate. After obtaining one independent set, the algorithm repeats the above process to obtain other independent sets, until every link in the interfering link set is in one independent set.
F. Summary and Implementation Issues
In our current implementation, we apply a centralized approach in order to estimate PDP. Each node measures flow rate and packet loss probability of broadcast packets of links to which it is connected, and broadcasts this information to the network periodically. In the end, each node receives flow rate and packet loss probability of broadcast packets of all other links.
In order to estimate flow rate of each link, the routing agent of each node parses all the outgoing packets, obtaining next hop and the packet's size. The number of bytes transmitted over a link in a time window can be computed through summing up the size of all packets transmitted through this link during the time window. The flow rate can be computed using a moving window average scheme, and updated as follows: (14) where , , represent current flow rate, previously estimated flow rate, and length of time window respectively. is a parameter that can be used to trade off importance of past measurements versus new ones.
The procedure of estimating concurrent PDP of two paths can be summarized as follows.
• Given flow rate of links interfering with link , PDP over link due to congestion is estimated by first estimating the most efficient partition and then applying (13) . Our current implementation in this paper does not take into account PDP over a link due to mobility.
• Using (8), we compute PDP over link from PDP over link due to channel error, contention and congestion.
• Using (7), we compute concurrent PDP of two paths from PDP over a link. To summarize, in Section II, we have developed a technique to estimate PDP of two node disjoint paths. We can use this in the next section to arrive at a practical path selection algorithm.
III. A HEURISTIC SOLUTION TO THE OPTIMUM MULTIPATH SELECTION
Since the optimal multipath selection problem is NP-hard and the OMR algorithm described in Section II is prohibitively compute intensive, in this section we propose a heuristic solution, called Interference aWare Multipath Routing (IWM), for choosing two paths with minimum concurrent PDP. IWM applies the technique summarized in Section II-F to estimate PDP of each path. The basic idea behind IWM is to obtain a path with approximately minimum PDP as the first path. After updating all the link metrics of the network graph, such as flow rate, IWM finds the second path with approximately minimum PDP based on the new graph.
A. Centralized Implementation
We begin by proposing a centralized protocol. We assume that flow rate and packet loss probability of broadcast packets of each link, are distributed over the entire network periodically. Thus, the sender knows both the topology of the network and characteristics of each link. In this case, the sender is able to compute the PDP given any two paths in the network.
By assuming that the PDP of each link is small, we approximate represented in (7) as follows:
(15) Therefore, we relax the optimal multipath selection problem by allowing the first path to minimize PDP and the second path to minimize PDP among all node disjoint paths with the first one. Note that this approach is similar to the one proposed in [11] . The main difference is that our metric is PDP while theirs is correlation. Specifically, we apply the techniques described in Section II-D to compute PDP for each link in wireless ad hoc networks.
The optimization problem of finding the first path can be formulated as follows:
such that the constraint in (1) is satisfied.
as defined by (8) denotes the PDP over link , which can be viewed as the cost assigned to link .
is estimated through the procedure described in Section II-F. To obtain the first path, we solve this optimization problem using the Dijkstra's algorithm, whose complexity is polynomial [39] .
After obtaining the first path, we first update flow rate over each link, by taking into account the incoming video flow rate into corresponding links. Given the first path, for computing the second path, we define a link cost as follows: (16) where destination node of link in otherwise is a penalty factor to maintain the node-disjointness between the two paths. is chosen to be an arbitrarily large constant to trade off between disjointness and minimizing PDP.
The optimization problem to find the second path is formulated as follows such that the constraints in (3) are satisfied. We also apply the Dijkstra's algorithm to solve this optimization problem. Thus, the complexity of IWM is polynomial and is comparable to other Link State routing algorithms [20] .
The advantage of the proposed centralized approach is that it is very easy to implement. Also when a node needs to transmit video applications, it can compute two paths from the link state cache immediately, i.e., there is no startup delay with this approach. However there are several disadvantages of the centralized approach.
• Each node has to collect link state information of all the links in the network and store them to the link state cache. In order to build and maintain the link state cache, each node needs to periodically broadcast characteristics of its links to the entire network. Collecting link state information requires a large amount of control overhead. Two techniques can be applied to reduce the amount of control overhead. The first one is multipoint relay (MPR) used by optimized link state routing (OLSR) [37] . The second one is partial topology information report technique applied by topology broadcast based on reverse-path forwarding (TBRPF) [38] .
• The period for updating the link state information can not be too short, otherwise the amount of control overhead becomes prohibitively large. So this approach is only suitable for static networks or networks with slow moving nodes. For the kind of network, whose condition changes very fast, the link state information in the cache is not accurate, affecting the selection of the best path pair. In our simulations and experiments, we set the period of updating the link state information to 1 second. The video sender recalculates the best two paths after it obtains updated link state information, and changes the two current paths to the new ones if the performance gain is above a certain threshold. Thus, our algorithm can perform well when cross traffic flows are more dynamic.
B. Distributed Implementation
In order to reduce the amount of control overhead, we further propose a distributed protocol for IWM. The basic idea behind the distributed implementation of the IWM is that the protocol builds two paths in two steps. In the first step, the sender initiates a route discovery process by sending out a Route Query (RREQ) message. The RREQ message carries a value representing cost of the path traversed by the message. When a node receives a non-duplicate RREQ message, before forwarding it, it updates the path cost as follows: (17) where the is PDP of the link connecting the previous hop and the current node, which is computed based on the link's two hop neighbors' information and (8). The receiver collects paths carried in arrived RREQ messages within a short time period , where is the time that the first RREQ message arrives. Then the receiver selects the path with the smallest path cost and sends a Route Reply (RRER) message carrying the path back to the sender. After receiving the RRER message carrying the first path, the sender sends out another RREQ message with a different sequence number. We use odd sequence numbers representing RREQ messages for the first path, and even ones for the second path. This time, the RREQ message carries both the path cost and the nodes' IDs of the first path. The middle nodes update a path cost carried by a RREQ message as shown in (17), except the is represented by (16) . The sender will select the second path in a similar way.
In order to increase the probability of selecting the best path pair without increasing too much routing overhead, we further propose two enhancement techniques.
• When receiving a duplicate RREQ message, instead of simply discarding it, the middle node first compares the value carried in the message with the minimum path cost value stored in the node for the same route discovery process. If the value carried in the current message is smaller, the middle node updates the minimum stored path cost value, and forwards the newly received RREQ message.
• When a node forwards a RREQ message, the node applies an extra forwarding delay, which is proportional to the path cost carried in the message. Thus, the path with smaller cost has a larger chance to arrive at the receiver. This way, the receiver has a better chance of selecting the ideal best path. In order to learn two hop neighbors' information, each node sends beacon messages to its neighbors periodically. The beacon message carries both characteristics of links connected to the current node, and information of links connected to the current node's neighbors. Thus, each node can learn its two hop neighbors' links' characteristics through exchanging beacon messages.
IV. NUMERICAL RESULTS
In this section, we present simulation results to demonstrate the efficacy of the proposed multipath selection scheme for a streaming application.
A. Methodology
We use a simulation model based on NS-2 [16] . The distributed coordination function (DCF) of IEEE 802.11 for wireless LANs is used as the MAC layer. The radio model is a shared-media radio with a transmission rate of 2 Mbps, a radio range of 250 meters, and an interference range of 550 meters. A detailed description of the simulation environment and the models is available in [21] .
Note that the wireless channel capacity can not be fully utilized due to the inefficiencies in the distributed nature of the 802.11 MAC protocol [22] . Based on our observation, we choose the empirical capacity, , to be 1.0 Mbps, in our PDP estimation model. We assume that each node knows the flow rate of other links. In our simulations, we mostly study the case of static wireless ad hoc networks with stationary nodes, and assume PDP due to contention and channel error is very small after retransmissions. Thus, in this section, the only contribution to PDP is assumed to be congestion.
We randomly choose one video sender and one video receiver. Standard MPEG QCIF sequence Foreman is MDC coded with MP-MDVC [2] . We encode each frame into two descriptions, and the group-of-pictures (GOP) size is chosen to be 15. Intra-frame encoding is identical for both descriptions. For each description, an I-frame is packetized into two packets, and two consecutive P-frames are packetized into one packet, in order to make each packet smaller than Maximum Transmission Unit (MTU) of 802.11's link layer, and to reduce the number of total packets. For the same visual quality, as measured by Peak Signal to Noise Ratio (PSNR), the bit-rate needed for MDC is around 30% larger than that for Single Description Coding (SDC). This is due to inevitable compression inefficiency of MDC as compared to SDC [2] , [3] .
To describe our performance metrics, we first define a "bad" frame.
Definition 2: A description of an I-frame is decodable at the playback deadline, if both packets corresponding to the description are received. A description of a P-frame is decodable, if at the playback deadline, both the packet corresponding to the description is received, and the same description of the previous frame is decodable. A frame of a MDC stream is called a bad frame, if none of its two descriptions is decodable.
We evaluate the performance of video streaming applications using the following metrics.
1) The ratio of bad frames: The ratio of bad frames is the ratio of the number of bad frames to the total number of video frames that should have been decoded in the receiver. Note that the ratio of bad frames is different from packet delivery ratio or the number of packet loss bursts. This metric is related to the quality of received video due to the following two reasons. First it considers the dependency between different frames. Second this metric reflects the fact that MDC can to some extent conceal the undesirable effects caused by missing packets.
2) The number of bad periods: A bad period consists of contiguous bad frames. This metric reflects the number of times received video is interrupted by the bad frames.
B. Verification of the Proposed Multipath Selection Model for Centralized IWM
In this section, we verify that concurrent PDP could be a reasonable indicator for streaming applications' performance. We do this by comparing the results of NS simulations for ratio of bad frames and that of the estimation model based on concurrent PDP. Intuitively, we would expect these two terms to be related, and that the lower concurrent PDP of two paths, the lower the ratio of bad frames observed at the receiver side.
We consider a grid network consisting of 49 nodes, placed in a 7 7 grid. The distance between neighboring nodes is 200 meters, slightly shorter than the communication range. We randomly choose a video sender and receiver. The shortest path between the sender and the receiver is five hops. The bitrate of the MDC video flow is 121.7 kbps. We insert 20 one-hop cross traffic flows, whose bit-rates are uniformly selected in the range of [0,200.0] kbps, and packet size is 512 bytes.
We manually select six paths connecting the sender and the receiver, and consider 21 transmission scenarios as follows: 15 path pairs with all possible combinations of every two paths, plus 6 single paths. We transmit a different description of the video flow over each path in a path pair case, and both descriptions over one path in a single path case.
We obtain ratio of bad frames for different transmission scenarios through packet level NS simulations. Each simulation lasts 3000 s in order to obtain statistically reliable results. We also compute concurrent PDP for each transmission scenario through the estimation model summarized in Section II-F. We then order each transmission scenario based on bad frame ratio for NS simulation results and concurrent PDP for the estimation results, and show the rank of each transmission scenario in Fig. 1 . As seen, the results of the estimation model match those obtained by the NS simulation quite well. Based on the estimation model, the 3 best transmission scenarios are 1, 2, and 3, which also happen to be best performing transmission scenarios according to NS simulations. This means that if we select the optimal transmission scenario based on the concurrent PDP estimation model of Section II-F, we are likely to have chosen the best performing transmission scenario in terms of the ratio of bad frames. We have also tested our PDP estimation model with other networks, whose nodes are placed randomly, and have reached similar conclusions [43] . 
C. Performance of the Centralized IWM
In this section, we use NS simulations to compare OMR, Centralized IWM, the node-disjoint multipath routing (NDM), and the shortest widest path routing (SWP) [19] . For OMR and IWM we use the PDP estimation method summarized in Section II-F, where flow rates are assumed to be perfectly known at every node.
We have tested these four protocols in the 7 7 grid network described in the previous section. The bit-rates of cross flows are changed every 30 s. All other settings are identical to those of simulations in Section IV-B.
We run 30 simulations for different network topologies and select different senders and receivers in each scenario. Each simulation lasts 900 s. Fig. 2(a) and (b) shows the ratio of bad frames and the number of bad periods of all 30 runs of the four schemes respectively. We sort the results based on the performance of SWP. As seen, the average performance of IWM is very close to that of OMR, and is better than that of NDM and SWP, even though its computational complexity is as low as NDM and SWP. Note that although OMR should outperform IWM in theory, due to the approximations we make in computing the concurrent PDP, in a few runs IWM outperforms OMR.
We count a protocol as the best under a scenario, if its ratio of bad frames is no more than 5 percent higher than the lowest among all the other protocols. Specifically, as shown in Table II ,IWM performs close to the best among all protocols in 26 out of 30 runs. Fig. 3 shows the length of the achievable shortest path between the sender and the receiver in all 30 scenarios. IWM is particularly effective when the distance between the sender and the receiver is large, e.g., runs #18, #23, #26 . In this case, IWM distributes the video traffic between two paths which are far from each other. This has two advantages. First, packet drop over two paths far from each other are independent. Second, the aggregate bandwidth of two paths far from each other is larger. Thus, IWM outperforms NDM and SWP in this case. On the other hand, when the sender and the receiver are close to each other, e.g., runs #1, #2, #3, the gain brought by longer detoured paths are offset by the extra resource consumed. In this case, IWM selects two paths close to each other or even a single path, resulting in similar performance to NDM and SWP. Both the simulation results and the analysis show that the relaxation of the optimal multipath selection problem used by IWM is very efficient.
We have also run simulations over a random wireless network consisting of 100 nodes, distributed in a 1250 by 1250 meters square area. Similar conclusions are reached in this scenario [43] .
We have also compared performance of NDM and Centralized IWM as a function of frequency of change in the bit-rate of cross traffic flows. We assume that there are 20 one-hop random   TABLE II  SUMMARY FOR THE GRID NETWORK: RATIO OF BAD FRAMES   TABLE III  SUMMARY FOR THE GRID NETWORK: NUMBER OF BAD PERIODS   TABLE IV  SUMMARY 
D. Performance of the Distributed IWM
In this section, we compare Centralized IWM, Distributed IWM, NDM and SWP. We test these four protocols in the 7 7 grid network described in Section IV-C. The bit-rates of cross flows are changed every 100 s. All other settings are identical to those of simulations in Section IV-C. We run 30 simulations for different network topologies and select different senders and receivers in each scenario. Each simulation lasts 1500 s. There are 20 cross traffic flows in the network, whose bitrates are selected uniformly between 0 and 180 kbps. Fig. 4 (a) and (b) shows the ratio of bad frames and the number of bad periods of all 30 runs of the four schemes respectively. We sort the results based on the performance of distributed IWM. Simulation results show that the average performance of Distributed IWM is better that of NDM and SWP, but is worse than Centralized IWM. As shown in Table VI , the average ratio of bad frames of Centralized IWM, Distributed IWM, NDM and SWP are 0.0334, 0.0684, 0.1041, 0.1009 respectively. Distributed IWM has the lowest ratio of bad frames among all protocols in 18 out of 30 runs, and has the lowest number of bad periods in 13 out of 30 runs. In summary, the performance of Distributed IWM lies between Centralized IWM and NDM or SWP. There are mainly two reasons for the performance gap Second, during the process of flooding RREQ messages to the network, and sending RRER messages back to the sender, some useful RREQ messages might be dropped or lost in the middle of the network, thus the sender might not obtain the best path all the time.
V. TESTBED IMPLEMENTATION AND EVALUATION
To demonstrate the feasibility of the proposed multipath selection framework and the Centralized IWM, we have built a small wireless ad hoc network testbed, consisting of desktops and laptops. In this section, we summarize the key components of the testbed, and report the results obtained from the performance study conducted on it.
A. Software Architecture
We have implemented the proposed IWM protocol in the mesh connectivity layer (MCL), which is an ad hoc routing framework provided by Microsoft Research [30] . MCL implements a virtual network adapter, i.e., an interposition layer between layer 2 ( the link layer ) and layer 3 ( the network layer). The original MCL maintains a link cache in each node to store loss rate and bandwidth information of each link. Also the original MCL implements a routing protocol named link quality source routing (LQSR) to route packets. The LQSR supports different link-quality metrics, e.g., weighted cumulative expected transmission time (WCETT) and expected transmission count (ETX) [30] . In our experiments, LQSR uses WCETT as the link-quality metric.
It may be argued that applying LQSR with WCETT twice, could result in two node-disjoint paths with similar performance to IWM. However, LQSR attempts to obtain the path with the largest bandwidth, rather than the one with largest available bandwidth. Specifically, unlike IWM, LQSR does not take into account the impact of interference from cross traffic flows and the video flow itself on the path selection. The two paths resulting from LQSR are likely to be close to each other, because the metrics for different paths are computed with the same network parameters. Rather, IWM considers both cross traffic flows and video flow in order to compute PDP. As such, the two paths obtained by IWM adapt to available bandwidth resources. When there is sufficient bandwidth, the two paths obtained by IWM are likely to be close to each other, otherwise the two paths are distributed within different regions of network to minimize PDP.
We have made two major modifications to MCL. First we implement IWM inside the MCL framework such that it coexists with the LQSR in MCL. When forwarding a packet, the MCL uses one bit of information transmitted from the upper layer to decide which routing protocol to use. If the packet is high priority video packet, MCL uses IWM to route it, otherwise, it still uses LQSR. This way, we can run IWM and LQSR simultaneously in the network, and compare them under same network conditions. In our experiments, IWM is used to route MDC packets and LQSR is used to route SDC packets. 1 The second modification we have made is to enable the estimation of flow rate of each link in order to compute the PDP using the scheme described in Section II-F. We set in (14) to be 0.1.
We have also implemented both MDC and SDC streaming protocol in the application layer. In the streaming protocol, we have implemented timestamping, sequence numbering, feedback functions and the rate control scheme to be described in the next section. UDP sockets are used at the transport layer. The deadline of each frame is 2 s after the transmission time. If a packet is received after its deadline, it is discarded.
In our multipath selection framework, we need a rate control scheme to determine the video application's sending rate. This way the sending rate can be adjusted according to the amount of congestion in the network. For simplicity, we opt to employ an additive increase multiplicative decrease (AIMD) algorithm, which is the default congestion control mechanism used in TCP today [43] .
For simplicity, we change the transmission bit-rate through changing the number of transmitted video frames per unit time without even dropping a frame. This has the effect of changing the playback duration of a given chip at the receiver. Our motivation for doing so is purely ease of implementation. This way, we do not have to implement fine grain or temporal scalability in order to compute our metrics, such as ratio of bad frames or bad periods. For a fixed GOP, this method results in the same metrics as modifying the encoding and decoding rate on-the-fly, i.e., applying temporal scalability. For example, assuming GOP of 15, if frame #4 is non-decodable, the number of bad frames for both methods is 12.
B. Testbed Setup
We deploy an 11-node wireless ad hoc network testbed on the third floor of Cory Hall, the office building of EECS, University of California at Berkeley. The nodes are placed in offices and in the aisles, which are separated from each other with floor-toceiling walls and solid wood doors.
Each node in the testbed is either a standard desktop or laptop running Windows XP. Each desktop is equipped with either a Linksys 802.11 a/b/g PCI card or a Netgear 802.11 a/b/g PCI card. Similarly, each laptop is equipped with either a Linksys 802.11 a/b/g PCMCIA card or a Netgear 802.11 a/b/g PCMCIA card. All cards operate in the ad hoc mode.
All of our experiments were conducted over IPv4 using statically assigned addresses. Except for configuring ad hoc mode and fixing the frequency band and channel number, we use the default configuration for the radios. The cards all perform autorate selection.
C. 802.11g Wireless Ad Hoc Network Result
We first performed a series of tests to show the performance of our proposed IWM in 802.11g wireless ad hoc network. We carried out eight 300 second long experiments. Only nodes 1 to 9 are activated in this scenario. Nodes 1 and 2 are MDC and SDC video senders respectively, and nodes 8 and 9 are MDC and SDC video receivers respectively. In ad hoc mode, both Netgear and Linksys cards' maximum throughput is only 11 Mbps.
We compare our proposed IWM and MDC with LQSR using metric WCETT and SDC. Metric WCETT has been shown to be more effective than other path selection metrics, e.g., ETX and shortest path, for single path routing [30] . Fig. 5 shows the result of PSNR of the received video for all eight runs. In seven out of eight runs, IWM outperforms LQSR by several decibels, and on average, IWM outperforms LQSR by 2.8 dB. Since MDC's bit-rate is 30% higher than SDC's, it is possible that in some scenario, i.e., run 6, LQSR with SDC outperforms IWM with MDC.
D. 802.11a Wireless Ad Hoc Network Result: Static Nodes
We have performed a series of tests in 802.11a wireless ad hoc networks. We have carried out ten 360 second long experiments with varying cross traffic level. The maximum throughput of each link is 54 Mbps. The senders and receivers are the same as those of the previous experiments. In runs 1 through run 8, there are two one hop UDP cross traffic, whose bit-rate is changed every 30 s based on uniform distribution. In runs 9 and 10, the cross traffic is one two-hop TCP connection. Fig. 6 (a) and (b) shows the result of the ratio of bad frames and the number of bad periods of all ten runs. The horizontal axis shows the average bit-rate of combined cross traffic. As seen, IWM/MDC significantly outperforms LQSR/SDC in nine out of ten runs, and the performance gap with IWM/MDC and LQSR/SDC increases as cross traffic increases. Once again, this shows the advantage of path diversity with MDC over single path transmission of SDC video. Fig. 7 compares PSNR of two schemes for all ten runs. On average, IWM/MDC outperforms LQSR/SDC by 1.1 dB, and in eight out of ten runs. The reason for slightly worse performance in runs 2 and 3 is low packet loss rate for both schemes in these runs. As a result, the PSNR of received video in these runs are close to the PSNRs of original MDC and SDC videos respectively. The PSNR of encoded MDC is slightly lower than that of encoded SDC, because in practice it is very hard to make two video flows achieve the exact same PSNRs.In general, we would expect performance gain of IWM/MDC over LQSR/SDC to become wider as packet drop probability increases, which is also in agreement with the results in Fig. 6 .
We plot PSNR, loss traces and frame rate traces of run 7, i.e., the first run with cross traffic 8000 kbps, using LQSR/SDC and IWM/MDC in Figs. 9 and 8 respectively. IWM/MDC outperforms LQSR/SDC by 1.1 dB in run 7. As seen in Fig. 8(a) , for IWM/MDC, PSNR drops gracefully, when there is packet loss in only one substream. As seen in Fig. 8(b) , most of the time, packet losses of two substreams do not overlap, thus reducing both the number and the amount of PSNR drops. The PSNR curve of LQSR/SDC shown in Fig. 9 (a) has more frequent and severe drops than that of IWM/MDC; this is because PSNR drops for every packet drop in SDC video, and would drop severely when there is a burst of packet loss. As seen in Fig. 8(e) , our simple rate/frame control scheme adjusts the video rate promptly, whenever there is packet drop in any path, and keeps the maximum sending rate, whenever there is no packet drop. 
E. 802.11a Wireless Ad Hoc Network Result: Moving Nodes
We also carried out experiments with one moving node in 802.11a wireless ad hoc networks. In these experiments, we do not take into account PDP due to mobility even though the nodes are slowly moving. During the experiment, we randomly select one laptop, move it to a random position, and repeat the process. The senders and receivers are the same as those of previous experiments. At any time, there is always one laptop moving. Figs. 10 and 11 show the results of three 600 s experimental run.
As seen in Fig. 10 , the ratio of bad frames and the number of bad periods are both greatly reduced for IWM/MDC in all three runs. With the continuous movement of one node, one path is broken from time to time. If the path selected by LQSR is broken during the video transmission, the SDC receiver suffers from packet loss and interruption of video playback. In contrast, even if one path selected by IWM is broken, the received video quality is still acceptable. Fig. 11 compares PSNR of two schemes. Averaged over three runs, IWM outperforms LQSR by 2.1 dBs.
VI. CONCLUSION AND FUTURE WORK
In this paper, we propose a novel multipath streaming framework over wireless ad hoc networks. We have proposed a model to estimate the concurrent PDP of two paths by taking into account the interference between different links, and formulate an optimization problem in order to select two paths with minimum concurrent PDP, which optimizes the worst case MDC video quality over all times. Then we propose a heuristic IWM routing protocol based on our path selection model, whose performance is shown to be close to that of the "optimal routing", and better than that of existing schemes, through both NS simulations and actual experiments in a testbed.
In this paper, we show the performance of our proposed protocol when there is only one video session in the network. It would be interesting to see how multiple video sessions perform with our protocol. It is possible to prevent multiple video sessions from selecting paths simultaneously by applying random jitter to path update interval of each video session. Using our protocol, the second video session would not select links used by the first video session, if these links do not have sufficient bandwidth for two streams. Another area of future work is to investigate how the performance of our proposed protocol scales with network size. We would also like to study the tradeoff between protocol overhead and performance in the future.
