In this article, we examine L p -solutions of fractional integral equations in Banach spaces involving the Riemann-Liouville integral operator. Using a compactness type condition, we obtain local and global existence of solutions. Also other types of existence and uniqueness results are established. At the end, an application is given to illustrate the main result.
Introduction
The subject of fractional calculus has flourished over the last decade due to engineering applications in the fields of feedback control, systems theory, and signals processing and many other areas of sciences. In recent years we have seen developments in the theory of fractional differential equations; we refer the reader to [5] , [8] , [10] and [12] - [15] . In the literature there are only a few contributions to the L p -solution theory of fractional differential equations. Recently T.A. Burton and I.K. Purnaras [3] studied L p -solutions of integro-differential equations with convex kernels and weak singularities. The authors of [4] investigated the L p -solutions of fractional differential equations. The existence of L p -solutions of nth order nonlinear differential equations was investigated in [11] . Several results concerning the existence c 2014 Diogenes Co., Sofia pp. 259-276 , DOI: 10.2478/s13540-014-0166-4 of L p -solutions of Volterra-Urysohn functional equations of fractional type were given in [16] . Existence results for fractional differential equations under compactness type condition were discussed in [1] , [2] and [7] . In this article we study L p -solutions of fractional integral equations in Banach spaces using a compactness type condition.
The paper is organized as follows. In Section 2, we recall some definitions and results used in this paper. In Section 3, we discuss L p solutions of fractional integral equations in Banach spaces involving the RiemannLiouville integral operator and in Section 4 we consider the existence of local and global solutions and uniqueness results under compactness type conditions. In Section 5, an example is given to illustrate our existence and uniqueness result.
Preliminaries
Let (E, . ) be a real Banach space and . Let A be a bounded subset of E and define
is called the Kuratowski measure of noncompactness. Let A, B be two bounded subsets of E. Then the Kuratowski measure of noncompactness has the following properties (see [9] ): 
where c 1 is a positive constant depending on c. Then there exists a number 0 < T ≤ a such that the equation
has a maximal solution γ(t) and a minimal solution (2) 
Let u : [0, a] → E be a Bochner integrable function. The fractional integral of order α > 0 of u is given by
provided the expression on the right hand side is defined.
Existence and Uniqueness
Consider the fractional integral equation of order α > 0
where f : J × E → E is a given function. Let us list some conditions: (H 1 ) 0 < α < 1 and p, q, r > 1 such that
is a function from J × E into E such that f is strongly measurable in t and continuous in u, and
where c ∈ L q (J, R + ) and b ≥ 0.
The fractional derivative of order 0
provided the right side is pointwise defined on [0, ∞). (1) is equivalent with the Caputo fractional differential equation
If lim (1) is equivalent with the Riemann-Liouville fractional differential equation
for all 0 ≤ t ≤ a n ;
and hence
for all t ∈ J, where
Then y n ∈ C(J, R + ) for all n = 1, 2, 3, ... and by (6), we obtain
Then for any constant ξ
Hence from Theorem 2.3, there exits a positive number T with 0 < T ≤ a such that
and then Theorem 2.4 implies that
Let
Then by (7), we have
Define the operator T :
and for a n ≤ t ≤ a, we obtain
Thus, for all t ∈ J,
It follows from (10) and (11) that
where
From (6) and (10), we have
Let h > 0. Then
If t, t + h ∈ [0, a n ], then we have
Consider the function
and
For each ε > 0, there exists n 0 ≥ 1 such that
Further, by Theorem 2.1 and (4), we obtain
Since ε is arbitrary, we have
Consequently, by Gronwall's inequality, we have
It follows from (14)- (16), (19) and Theorem 2. (13) and using the continuity of T , we obtain u * = T u * , and hence the integral equation (1) 
Then, there is a positive number T with 0 < T ≤ a such that (1) has a unique solution in
P r o o f. It is easy to see that (20) implies (4). Hence, by Theorem 3.1, there exists a 0 < T ≤ a such that (1) has at least one solution
Thus, by Gronwall's inequality, we have
Now we show that
where {u n (t)} is defined by (5) . If (22) is not true, then there exists an ε 0 > 0 and a subsequence {u n i (t)} such that
The set {u n } is relatively compact in
Without loss of generality, we may assume that {u n i } itself converges to u, i.e.
From (13) and (24), we obtain u = T u, which implies that u is a solution of the integral equation (1) 
Further, assume that
. Then (1) has at least one solution in
P r o o f. Let u n (t) be the Tonelli sequence defined by (5) . Then u n ∈ C(J, R + ) and by (8) 
for all t ∈ J. Consider the integral equation
We show that equation (4) has a unique solution in C(J, R + ). Let
Then Φ : [0, ∞) → [0, Φ(∞)) is a strictly increasing and continuously differentiable function and Ψ : J → Ψ(a) is a nondecreasing and absolutely continuous function. From (2) and (5)- (7) it is clear that Ψ(a) < Φ(∞), so there is a unique 0 < z 0 < ∞ such that Ψ(a) = Φ(z 0 ). Let
Then F : J → [0, z 0 ] is a nondecreasing and absolutely continuous function, which satisfies Φ (F (t))F (t) = Ψ (t), a.e. t ∈ J, (9) i.e.
Hence, by induction, (11) holds for all t ∈ J. Using (11), (11) and the same argument as in the proof of Theorem 3.1, we can show that u n (t) − T u n (t) p,0 → 0 as n → ∞.
u n (t + h) − u n (t) ≤ k(t, h), n = 1, 2, 3, ... 
It follows from (14)- (16), (17) and Theorem 2.2 that {u n } is relatively compact in L p (J, E). Hence there is a subsequence {u n i } which converges in L p (J, E) to some u * ∈ L p (J, E). Let n i → ∞ in (13) and using the continuity of T , we obtain u * = T u * , which implies that u * (t) ∈ L p (J, E) is a global solution of the integral equation (1) . (J, E) . Moreover, the Tonelli approximation sequence {u n (t)} defined by (5) converges in the norm of L p (J, E) to u * (t). P r o o f. We can prove this result using the same argument as in Theorem 3.2. 2
Example
Example 5.1. Consider the infinite system of nonlinear integral equations u n (t)= 1 √ n (t−2)t μ + 1 Γ(α) 
