Using median-unbiased estimation based on Augmented-Dickey-Fuller (ADF) regressions, recent research has questioned the validity of Rogoff's "remarkable consensus" of 3-5 year half-lives of deviations from PPP. The confidence intervals of these half-life estimates, however, are extremely wide, with lower bounds of about one year and upper bounds of infinity. We extend median-unbiased estimation to the DF-GLS regression of Elliott, Rothenberg, and Stock (1996). We find that combining medianunbiased estimation with this regression has the potential to tighten confidence intervals for the half-lives. Using long horizon real exchange rate data, we find that the typical lower bound of the confidence intervals for median-unbiased half-lives is just under 3 years. Thus, while previous confidence intervals for median-unbiased half-lives are consistent with virtually anything, our tighter confidence intervals are inconsistent with economic models with nominal rigidities as candidates for explaining the observed behavior of real exchange rates and move us away from solving the PPP puzzle.
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Introduction
During the past decade, a number of studies using long-horizon data have changed the focus of research on Purchasing Power Parity (PPP) from the narrow question of whether or not the real exchange rate contains a unit root to the broader question of the persistence of deviations from PPP. Abuaf and Jorion (1990) , Diebold, Husted and Rush (1991) , Glen (1992) , Cheung and Lai (1994) , and Lothian and Taylor (1996) all reach the same conclusion: the hypothesis of a unit root in real exchange rates can be rejected and the half-life of the PPP deviations varies between 3 and 5 years. 1 In his well-known survey, Rogoff (1996) discusses the "remarkable consensus" of these half-lives and coins the phrase "purchasing power parity puzzle" to describe the difficulty in reconciling these slow speeds of adjustment with the high short-run volatility of real exchange rates. The slow speed of adjustment is problematic for models with nominal rigidities which predict faster convergence to PPP of 1 to 2 year half-lives.
Although the 3 to 5 year consensus has become the common starting point in attempts to "solve" the PPP puzzle, the consensus itself is problematic. The studies cited above generally calculate least squares point estimates of the half-lives from first order autoregressive processes. Point estimates alone do not provide a complete measure of persistence. Cheung and Lai (2000) supplement point estimates with conventional bootstrap confidence intervals in order to measure the precision of the half-life estimates.
Their confidence intervals, however, are not valid under the unit root null and, even if long run PPP holds, are biased downwards in small samples. 2 In addition, the least squares estimates of half-lives are biased downward, providing an inaccurate picture of the speed of adjustment to PPP.
Two recent papers address these issues using classical estimation techniques.
3 Murray and Papell (2002) use the median-unbiased estimation methods of Andrews (1993) and the approximately median-unbiased methods of Andrews and Chen (1994) for Dickey-Fuller (DF) and Augmented Dickey-Fuller (ADF) regressions respectively. They calculate point estimates and confidence intervals for half-lives of PPP deviations for 1 Engel (2000) raises the question of whether these rejections are caused by size distortions. 2 See Kilian (1998) , Hansen (1999) , Kilian (1999) , and Inoue and Kilian (2002) Taylor's work is that, for the first time, it is possible to investigate real exchange rate persistence using long-horizon data with approximately the same set of advanced countries as is commonly used in studies with post-1973 data.
The purpose of this paper is to improve inference on the persistence of PPP deviations in long-horizon real exchange rates. We extend the methodology developed by Andrews (1993) and Andrews and Chen (1994) years.
The major result in both Murray and Papell (2002) and Rossi (2005) is that, for quarterly post 1973 real exchange rates, the confidence intervals of the half lives were so wide as to be consistent with virtually anything. 6 We find a very different result here.
The median lower bound of our 95% confidence intervals is just under 3 years. Since the half-lives that would be predicted from models with nominal rigidities are generally 1 to 2 years, our results are inconsistent with the predictions from such models. While we obtain greater information about the persistence of shocks to the real exchange rate, the PPP puzzle becomes more problematic. 4
Median-Unbiased Estimation in DF-GLS Regressions.
Murray and Papell (2002) use the median-unbiased techniques of Andrews (1993) and Andrews and Chen (1994) to compute point estimates and confidence intervals for PPP half-lives. Since these estimates are based on ADF regressions, they do not optimally exploit the sample information. We propose an extension of the Andrews (1993) and Andrews and Chen (1994) methodology to the DF-GLS regression. The objective here is to obtain tighter confidence intervals than those of Murray and Papell (2002) to potentially shed more light on the PPP puzzle.
The extension of median-unbiased estimation to DF-GLS regressions is straightforward. Andrews' (1993) exactly median-unbiased estimator is based on DF
whereas the Andrews and Chen's (1994) approximately median-unbiased estimator is based on the ADF regression
where k lagged differences are included to account for serial correlation.
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Instead of working with the data in levels as in the ADF regressions, we simply work with the GLS demeaned (or detrended) data in the auxiliary DF-GLS regression
where  t q is the GLS demeaned real exchange rate. That is, real exchange rates, but the set of counties is non overlapping with the series used here, and they are constructed with WPIs rather than CPIs as in Taylor (2002). 7 The regression with only a constant and a lagged dependent variable is Case 2 in Andrews (1993) . Cases 1 and 3 have no deterministic regressors, and a constant and time trend respectively. Since we are interested in the strict interpretation of PPP, for our purposes Case 2 is appropriate. 8 We note that the αs in equations (2) and (3) are in general not the same, but we use the same notation for convenience.
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demeaning, none are present in the above regression. 9 When k = 0, as in Andrews (1993) , the median-unbiased estimator is exact, and when k > 0, as in Andrews and Chen (1994) , the median-unbiased estimator is approximate.
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Exactly Median-Unbiased Estimation
We compute our exactly median-unbiased estimator for equation (3) with k = 0 for the sample sizes considered by Andrews (1993) . We also report 90% confidence intervals. Specifically, for each value of  , we generate 10 5 AR(1) processes with iid Gaussian innovations. To find the median-unbiased estimator, we find the value of  such that the median of the least squares estimator is equal to the least squares estimate.
For example, if LS
 , the least squares estimate of  , is 0.915 and
the median-unbiased estimate of  based on the DF-GLS regression, is 0.930. A similar exercise leads to the construction of confidence intervals. Our estimator is reported in the first row of Table 1 , and Andrews' estimator, based on equation (1), is reported in the second row of Table 1 .
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The median-unbiased estimator of  in the AR(1) case is only exact if the distribution of the innovations is correctly specified. If the errors are non Gaussian, which they are likely to be in most economic time series, then the above procedure will not produce exactly median-unbiased estimates. However, Andrews (1993) demonstrates that the median-unbiased estimator is quite robust to departures from Normality.
Specifically, if the error terms are skewed and kurtotic, but have finite variance, then the approximation error resulting from incorrectly assuming Gaussian errors is quite small. , the upper bounds from the DF-GLS regressions are higher than from the ADF regressions. Even though both the upper are lower bounds are higher, the confidence intervals are uniformly tighter in the DF-GLS case. This demonstrates that our proposed methodology has the potential to extract more information on the persistence of shocks to real exchange rates than it has been previously available.
Approximately Median-Unbiased Estimation
When k > 0, even if the distribution of the innovations is correctly specified, the median-unbiased estimator is no longer exact, but approximate. In addition, the half-life, which is based on the impulse response function, is a nonlinear transformation of an approximately median-unbiased estimate, and is therefore biased. In this subsection, we conduct a simulation study of the half-life estimate to determine how our proposed halflife estimator performs relative to that of Andrews and Chen (1994) , in terms of bias and precision.
We consider four values of  : 0.85, 0.90, 0.95, and 1. For each value of  , we generate multiple parameterizations, either 2 nd or 3 rd order autoregressions. The true halflives of all the parameterizations we consider range from 3.3 years to infinity. For each parameterization, we generate 10 5 artificial AR processes with iid Gaussian innovations and compute the approximately median-unbiased estimate of the half-life, as well as the 95% confidence interval, using our proposed methodology, as well as that of Andrews and Chen (1994) . The half-life is computed directly from the impulse response function, and is defined as the number of periods required for the impulse response function to fall permanently below one half. In the simulations, the value of k is set to its true value at each iteration, although in practice it would have to be estimated. The results are reported in Table 2 . 7 There are three main features of (2007), who show that, in the context of models with two breaks, structural change causes a sharp decrease in power even if there are two equal breaks of opposite sign. We use these results to determine which of our 16 real exchange rates can be analyzed without having to account for structural breaks. Specifically, if the null hypothesis of a unit root is rejected with a DF-GLS test, we conclude that the series is I(0) and free of substantial structural change, given the low probability of obtaining such a rejection when structural change is present.
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Lopez, Murray, and Papell (2005) perform the DF-GLS unit root test on our 16 real exchange rates, using the modified
Akaike information criterion (MAIC) lag selection of Ng and Perron (2001). They reject
the unit root null at the 5% level for 9 dollar denominated real exchange rates: Australia, Belgium, Finland, Germany, Italy, The Netherlands, Spain, Sweden, and the UK. We will focus only on these 9 real exchange rates.
We compute median-unbiased estimates of half-lives, and 95% confidence intervals, for our remaining 9 stationary dollar denominated real exchange rates. As in our previous simulation experiment, the half-life is defined as the number of years required for a unit shock to dissipate by one-half, and is based directly on the impulse response function for each real exchange rate. In Table 3 , we report half-life estimates from DF-GLS regressions where the lag length has been chosen using MAIC.
The point estimates of the half-lives in Table 3 are larger than what has been previously reported in the literature. The median point estimate is 7.46 years, with 5 of the 9 half-lives lying outside Rogoff's (1996) We would like to know whether the larger point estimates and lower bounds of the confidence intervals that we report in Table 3 (compared with previous work) are solely caused by differences in techniques, or if differences in the data also play a role. To assess this, we also compute median-unbiased half-lives and 95% confidence intervals based on ADF regressions with general-to specific (GS) lag selection.
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These are reported in Table 4 .
The point estimates of the half-lives from ADF regressions in Table 4 are also larger than what has been previously reported in the literature. The median point estimate is 14 Although we do not report them, we have constructed confidence intervals for α, and thus the half-life, based on the OLS estimates. We used the delta-method, as well as both a parametric and a nonparametric bootstrap. In every case, these confidence intervals are shifted to the left of those reported in Table 3 , and the coverage probabilities are much less than 95%. 15 General-to-Specific lag selection starts with a maximum lag, typically 8 in annual data, and does a sequence of hypothesis tests to determine the significance of the coefficient on the longest lagged first difference term. The procedure stops once a significant coefficient is found. See Hall (1994) and Ng and Perron (1995) for further discussion.
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4.95 years, with 4 of the 9 half-lives lying outside Rogoff's (1996) 3-5 year interval. As with the DF-GLS regressions in Table 3, It is also the case that our technique is partially responsible for the tightening of the intervals, although this may not be immediately apparent given that the median confidence interval in Table 4 is tighter than the median confidence interval in Table 3 .
This is purely an artifact of lag selection. If Table 3 and 4 is clear. Using the largest available dataset, we are unable to reconcile the predictions of exchange rate models with nominal rigidities with the behavior of real exchange rates. Therefore, while tighter confidence intervals translate to more information about the persistence of deviations from PPP, this increase in information moves us away from solving the PPP puzzle.
Conclusion
Rogoff's (1996) "remarkable consensus" of 3-5 year half-lives of PPP deviations was based on studies using biased estimates that underestimate the magnitude of the PPP puzzle. Subsequent work using data for industrialized countries from the post-1973 flexible exchange rate period has obtained ambiguous conclusions. In Murray and Papell (2002) and Rossi (2005) , the confidence intervals for half-lives are so wide that they are 11 consistent with virtually anything. They range from a speed of reversion to PPP that is predicted by models with nominal rigidities (half-lives between 1 and 2 years) to the failure of PPP to hold in the long run (infinite half-lives).
In this paper, we investigate the purchasing power parity puzzle for Taylor's longhorizon data using more precise techniques. We extend the median-unbiased estimation methodology developed by Andrews (1993) and Andrews and Chen (1994) to the DF-GLS regression of Elliott, Rothenberg, and Stock (1996) , and report both point estimates and confidence intervals. Our simulations show that combining the DF-GLS regression with the median unbiased correction leads to tighter confidence intervals than when median unbiased technique is applied to the widely used ADF regression Rogoff (1996) argues that the combination of high short-run real exchange rate volatility and "glacial" speeds of mean reversion produce the PPP puzzle. Using the largest available data and an improved estimator, we find half-lives of PPP deviations to be much larger than his 3 -5 year consensus. Another contribution of our work is to augment the information conveyed by point estimates with confidence intervals. In our earlier work, median-unbiased confidence intervals for PPP deviations were too wide to be informative. In this paper we see something much different. Similar to previous work, the upper bounds of the confidence intervals are quite high. In contrast to previous work, however, the lower bounds are also so high that we can rule out consistency with 
