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Abstract. The computation of quadratic functionals of the solution to a lin-
ear stochastic partial differential equation with multiplicative noise is consid-
ered. An operator valued Lyapunov equation, whose solution admits a deter-
ministic representation of the functional, is used for this purpose and error
estimates are shown in suitable operator norms for a fully discrete approxi-
mation of this equation. Weak error rates are also derived for a fully discrete
approximation of the stochastic partial differential equation using the results
obtained from the approximation of the Lyapunov equation. In the setting of
finite element approximations, a computational complexity comparison reveals
that approximating the Lyapunov equation allows for cheaper computation of
quadratic functionals compared to applying Monte Carlo or covariance-based
methods directly to the discretized stochastic partial differential equation. Nu-
merical simulations illustrate the theoretical results.
1. Introduction
The use of Lyapunov and Riccati equations in the context of stochastic partial
differential equations (SPDEs for short) has been studied in the fields of linear
quadratic control theory and filtering since the late 1970s starting with [21], which
contains the first results in a semigroup framework. In the article we exploit the
relation between SPDEs and Lyapunov equations in both directions. SPDEs driven
by white noise motivate the study of Lyapunov equations under more generalized
assumptions than previously obtained in the literature. Numerical discretization
schemes for Lyapunov equations lead at the same time to efficient algorithms to
compute quadratic functionals of SPDE solutions. To give the reader a better idea
of our main objectives, let us start with a short introduction of the considered
framework.
Consider the stochastic evolution equation
(1) dX(t) +AX(t) dt = B(X(t)) dW (t)
for t ∈ T := [0, T ], T < ∞, with initial condition X(0) = X0 in a Hilbert space
H, driven by a cylindrical Wiener process W in another Hilbert space U . Here the
operator −A is the generator of an analytic semigroup and B(v), v ∈ H, is a linear
operator from U to H. When H = L2(D) (the set of all square integrable functions
on some bounded domain D ⊂ Rd, d = 1, 2, 3) and −A is a differential operator
such as the Laplace operator ∆, (1) is said to be a stochastic partial differential
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equation (SPDE). Such equations have many applications in engineering, finance
and the natural sciences. A natural quantity of interest for the solution to this
equation is the quadratic functional Φ given by
(2) Φ(x) := E
[ ∫ T
0
‖RX(t)‖2 dt+ ‖GX(T )‖2
∣∣∣X(0) = x]
for x ∈ H, where G and R are linear operators on H. The efficient computation
of this functional is for example important in numerical studies of the mean square
stability of (1) (see [24]).
In this paper the goal is to study a Lyapunov equation that allows us to ap-
proximate Φ numerically. In particular our results are applicable when A = −∆,
H = L2(D), U ⊆ H and B is a pointwise multiplication operator (this setting
includes the so called parabolic Anderson model), with the equation being approxi-
mated on a finite dimensional space Vh ⊂ H that can, for example, be chosen to be
the finite element space of piecewise linear functions on a mesh of D with maximal
mesh size h. More specifically, the problem is to find L : T → L(H), where L(H)
is the set of bounded linear operators on H, such that
(3)
d
dt
〈L(t)φ, ψ〉+ a(L(t)φ, ψ) + a(L(t)ψ, φ) = 〈Rφ,Rψ〉+ 〈L(t)B(φ), B(ψ)〉L02
for all φ, ψ ∈ D(A) ⊂ H, with L(0) = G∗G. Here a is the bilinear form associated
with A and L02 is the set of all Hilbert–Schmidt operators from U to H. We show
that this equation has a solution L fulfilling 〈L(T )x, x〉 = Φ(x) for x ∈ H or, more
generally, that
(4) 〈L(t)x, y〉 = E
[ ∫ t
0
〈RX(s), RY (s)〉ds+ 〈GX(t), GY (t)〉 ∣∣X0 = x, Y0 = y]
for t ∈ T and x, y ∈ H.
While we already mentioned that the research started in the late 1970s, we want
to add at this point [11, 14, 15, 16, 17, 20, 29] which contain generalizations in
different directions. Except for [20], these papers only consider trace-class or finite
dimensional Wiener processes. Moreover, results on the numerical approximation
of Lyapunov and Riccati equations for stochastic problems are rare. We mention
[25] but note that the authors of this paper only consider finite dimensional noise.
To the best of our knowledge, this work is the first to provide rigorous a priori
convergence rates for a fully discrete numerical approximation of the Lyapunov
equation (3). Moreover, we use this approximation to establish weak convergence
rates (with respect to the functional Φ) for semi- and fully discrete approximations
of the SPDE (1) itself. We believe we are the first to consider the use of Lyapunov
equations for this purpose. Furthermore, we provide a detailed explanation on how
to implement the fully discrete approximations in practice and compare the com-
putational complexity of computing the functional Φ using either a discretization
of (3) or of (1).
The manuscript is organized as follows. In Section 2 the abstract setting and
notation of the paper are introduced along with assumptions on a family (Vh)h∈(0,1]
of finite dimensional subspaces of H. In Section 3 we show that (3) admits a so
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called mild solution, for which we deduce spatial and temporal regularity results.
Next, we construct semidiscrete approximations Xh and Lh of X and L in Vh and
L(Vh), respectively, and use Itoˆ’s formula to show that 〈Lh(T )x, x〉 = Φh(x) for
all x ∈ Vh, where Φh denotes the functional (2) with Xh used instead of X. After
showing that Lh → L and Xh → X as h → 0, we deduce (4) from this result.
Section 4 and Section 5 are devoted to convergence analyses of fully discrete semi-
implicit schemes for the approximation of (3) and (1), respectively. By deriving a
relationship between the convergence rate of the discretizations and the regularity
of the noise W , this allows us to compare the computational complexity of three
numerical methods for the approximation of Φ in Section 6, one based on (3) and
two based on (1). We show that the method based on (3) is the superior one
when considering finite element discretizations. Numerical simulations illustrate
the theoretical results on the convergence rate for the fully discrete approximations
of (1) and (3).
2. Notation and abstract setting
We start by introducing some notation. For separable Hilbert spaces U and V
we denote by L(U, V ) the Banach space of all bounded linear operators U → V
equipped with the operator norm, where we abbreviate L(U) = L(U,U). The space
Σ(U) ⊂ L(U) is the closed subspace of all self-adjoint operators and Σ+(U) ⊂ Σ(U)
is the restriction to all operators that are additionally non-negative definite. By
L2(U, V ) ⊂ L(U, V ) we denote the space of all Hilbert–Schmidt operators U → V .
This is a Hilbert space with norm and inner product given by
‖T‖2L2(U,V ) :=
∑
i∈N
‖Tei‖2V , 〈T, S〉L2(U,V ) :=
∑
i∈N
〈Tei, Sei〉,
where (ei)
∞
i=1 is an orthonormal basis of U . The definition is independent of the
choice of basis. For an interval I ⊂ R we denote by C(I,L(U)) and Cs(I,L(U)) the
spaces of continuous and strongly continuous functions from I to L(U), respectively.
The beta function B : (0,∞) × (0,∞) → R is given by B(x, y) = ∫ 1
0
tx−1(1 −
t)y−1 dt. By a change of variable the following very useful identity is obtained: For
all t1 ≤ t2, x, y ∈ (0,∞)
(5)
∫ t2
t1
(s− t1)x−1(t2 − s)y−1 ds = B(x, y) |t2 − t1|x+y−1.
We next introduce the setting that we consider throughout the article and start
with the abstract PDE setting. Here U and H are fixed separable Hilbert spaces
and by 〈·, ·〉 and ‖ · ‖ we denote the inner product of H and its induced norm,
respectively.
Assumption 2.1. The equations (1) and (2) satisfy the following conditions:
(i) The linear operator A : D(A) ⊂ H → H is densely defined, self-adjoint
and positive definite with compact inverse.
(ii) The process W = (W (t))t∈T is an adapted cylindrical IU -Wiener process
on a filtered probability space (Ω,F , (Ft)t∈T,P).
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(iii) For a fixed regularity parameter β ∈ (0, 1] the linear operator B satisfies
‖A(β−1)/2B‖L(H,L2(U,H)) <∞.
(iv) The linear operators R and G satisfy ‖R‖L(H) <∞ and ‖G‖L(H) <∞.
Fractional powers (Ar/2)r∈R of A, such as A(β−1)/2 in the assumption above, are
well-defined and enable us to define the spaces (H˙r)r∈R, which are used to measure
spatial regularity. More specifically, for r ≥ 0
H˙r = {φ ∈ H, ‖φ‖H˙r = ‖A
r
2φ‖ <∞}
and for r < 0 the space H˙r is the closure of H under the ‖Ar/2 · ‖-norm and
H˙r = (H˙−r)′, the dual space of H˙−r with respect to 〈·, ·〉. In that way we obtain
a family (H˙r)r∈R of separable Hilbert spaces with the property that H˙r ⊂ H˙s
whenever r ≥ s ∈ R, where the embedding is dense and continuous. Moreover, by
[5, Lemma 2.1], for every s ∈ R, Ar/2 can be uniquely extended to an operator in
L(H˙s, H˙s−r). We make no notational distinction between Ar/2 and its extension.
We define the bilinear form a : H˙1 × H˙1 → R for φ, ψ ∈ H˙1 by
(6) a(φ, ψ) = 〈A 12φ,A 12ψ〉.
The operator −A is the generator of an analytic semigroup S := (S(t))t≥0 of
bounded linear operators on H that extends to H˙r, r < 0. As for A, we do not
differentiate between the semigroup S and its extension. From the analyticity of
the semigroup there exists a family (Cθ)θ≥0 of constants such that for all θ ∈ [0,∞)
(7) sup
t>0
t
θ
2
∥∥A θ2S(t)∥∥L(H) ≤ Cθ
and for all θ ∈ [0, 2]
(8) sup
t>0
t−
θ
2
∥∥A− θ2 (S(t)− idH)∥∥L(H) ≤ Cθ.
These regularity estimates play an essential role in our proofs.
The assumption on the process W includes white noise in H (by letting U = H)
as well as H-valued trace-class Q-Wiener processes (by letting U = Q1/2(H), cf.
[26, Theorem 7.13]). We introduce the notation L02 = L2(U,H) and note that
for predictable stochastic processes Ψ ∈ L2(T × Ω;L02) the stochastic integral∫ T
0
Ψ(t) dW (t) ∈ L2(Ω;H) is well-defined.
We are now in place to introduce the setting for the stochastic equation (1) that
we are interested in. With the introduced framework, (1) admits by [2, Theorem 2.9]
an up to modification unique mild solution, i.e., a predictable processX : T×Ω→ H
that satisfies
(9) sup
t∈T
‖X(t)‖L2(Ω;H) . ‖X0‖ <∞
and for all t ∈ T, P-a.s.
(10) X(t) = S(t)X0 +
∫ t
0
S(t− s)B(X(s)) dW (s).
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Next, we introduce spatial approximation spaces. Let (Vh)h∈(0,1] be a family of
finite dimensional subspaces of H˙1, where h denotes the refinement parameter. We
equip Vh with the same inner product as H so that for an operator T ∈ L(Vh),∥∥T∥∥L(Vh) = ∥∥TPh∥∥L(H).
Here Ph : H˙
−1 → Vh is the generalized orthogonal projector (see, e.g., [23, Section
3.2]) which coincides with the standard orthogonal projector when restricted to H.
Let Ah : Vh → Vh be the unique operator defined for φh, ψh ∈ Vh by
〈Ahφh, ψh〉 = a(φh, ψh).
This implies that Ah is self-adjoint and positive definite on Vh. Therefore, −Ah
generates an analytic semigroup, Sh : [0,∞)→ L(Vh) on Vh and fractional powers
of Ah are defined in the same way as for A. For brevity, we write A
θ/2
h for A
θ/2
h Ph
and Sh(t) for Sh(t)Ph, θ ∈ R, t ∈ [0, T ]. By [23, (3.12)] and [23, Lemma B.9(ii)]
there exists (Dθ)θ≥0 so that for all θ ≥ 0
(11) sup
h∈(0,1],t>0
t
θ
2 ‖A θ2hSh(t)‖L(H) ≤ Dθ
and for all θ ∈ [0, 2] that
(12) sup
h∈(0,1],t>0
t−
θ
2 ‖A− θ2h (Sh(t)− Ph)‖L(H) ≤ Dθ.
To guarantee that (Vh)h∈(0,1] has appropriate approximation properties and in-
cludes finite element approximations, we make the following assumption.
Assumption 2.2. There exists a family of constants (Dθ)θ≥−1 such that
(i) for θ ∈ {1, 2}, h ∈ (0, 1]: ∥∥(A−1h PhA− idH)A−θ/2∥∥L(H) ≤ Dθhθ,
(ii) for θ ∈ [0, 2], h ∈ (0, 1]: ‖A−θ/2(Ph − idH)‖L(H) ≤ Dθhθ,
(iii) for θ ∈ [0, 2], h ∈ (0, 1]: ∥∥Aθ/2h ∥∥L(H) ≤ Dθh−θ and
(iv) for θ ∈ [−1, 1], φ ∈ H˙θ: suph∈(0,1]
∥∥Aθ/2h φ∥∥ ≤ Dθ∥∥Aθ/2φ∥∥ .
Example 2.3. The assumption above holds in the following finite element setting.
Let H = L2(D) for some bounded, convex polygonal domain D ⊂ Rd, d ∈ {1, 2, 3}
and A = −∆ denote the Laplace operator with zero Dirichlet boundary conditions.
Let (Th)h∈(0,1] be a regular family of triangulations of D and let Vh be the space
of all continuous functions that are piecewise polynomials of some fixed degree on
Th. Then (i) and (ii) hold true, see, e.g., [30, Chapters 1-3]. If we in addition to
this assume that the family (Th)h∈(0,1] is quasi-uniform, then we also have (iii) and
(iv), see, e.g., [30, (3.28)] and [9]. Note that (iv) is always true for positive θ.
A consequence of (iv) (cf. [4]) is the existence of constants (Dθ)θ≥−1 such that
for all θ ∈ [−1, 1]
(13) sup
h∈(0,1)
∥∥A θ2A− θ2h ∥∥L(H) ≤ Dθ sup
h∈(0,1)
∥∥A θ2hA− θ2h ∥∥L(H) = Dθ.
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Using also (i) and (iii) one can show (cf. the proof of [22, Theorem 4.4]) the existence
of constants (Dθ)θ≥−1 such that for all θ ∈ [−1, 2]
(14) sup
h∈(0,1)
∥∥A θ2hA− θ2 ∥∥L(H) ≤ Dθ∥∥A θ2A− θ2 ∥∥L(H) = Dθ.
Finally, we note another consequence of (i), which is proven analogously to [3,
Lemma 5.1], replacing the use of [23, Lemma 3.12] with [23, Lemma 3.8], using also
(14) and the fact that Eh(t) is self-adjoint for all t ∈ T: There exists (Dθ)θ≥0 such
that for all h ∈ (0, 1], µ ∈ [0, 2) and θ ∈ [0, 1] with µ+ θ < 2,
(15) sup
t>0
t
µ+θ
2 ‖Eh(t)A θ2 ‖L(H) = sup
t>0
t
µ+θ
2 ‖A θ2Eh(t)‖L(H) ≤ Dθhµ.
We use Eh : (0, 1]→ L(H) to denote the error operator Eh := S − Sh. In the next
sections, we frequently use these two bounds with µ = 2ρ.
We next introduce the setting for the full discretization in space and time. Let
T > 0, T = [0, T ], T0 = (0, T ]. For τ ∈ (0, 1] let (tn)n∈N0 ⊂ R be the uniform
discretization of T given by tn = τn and Nτ = inf{n ∈ N : tn /∈ T}. Let us
denote by Sh,τ the backward Euler approximation of the semigroup at time τ , i.e.,
Sh,τ = (Ph + τAh)
−1. The discrete family (Snh,k)n∈{0,...,Nτ} of powers of Sh,τ acts
as a fully discrete approximation of the semigroup S on T. We again write, for
brevity, Snh,k for S
n
h,kPh.
Let us now collect some properties of the discrete approximation Sh,τ of the
semigroup and the error operator Enh,τ := S
n
h,τ − Sh(tn). There exists a sequence
of constants (Dθ)θ≥0 such that for all θ ∈ [0, 2] and τ ∈ (0, 1]
(16) sup
h∈(0,1],n∈{1,...,Nτ}
t
θ
2
n ‖A
θ
2
hS
n
h,τ‖L(H) ≤ Dθ,
for all θ ∈ [0, 1], ρ ∈ [0, 2] and τ ∈ (0, 1]
(17) sup
h∈(0,1],n∈{1,...,Nτ}
t
ρ+θ
2
n ‖A
θ
2
hE
n
h,τ‖L(H) ≤ Dθτρ/2,
and for all θ ∈ [0, 1] and τ ∈ (0, 1]
(18) sup
h∈(0,1]
‖A−θh (Sh,τ − Ph)‖L(H) ≤ Dθτθ.
For a proof of (16) see, e.g., [30, Lemma 7.3]. We show (17) in Proposition A.1 and
the well-known result (18) can be shown in a similar way, see, e.g., [23, Lemma B.9].
We write a . b if there exists a generic constant C such that a ≤ Cb and the size
of the constant is of minor relevance. For later use and convenience we also make
use of the notations b = ‖A(β−1)/2B‖L(H,L02) = ‖B‖L(H,L2(U,H˙β−1)), r = ‖R‖L(H)
and g = ‖G‖L(H). The notation for constants introduced in this section is used to
simplify the understanding of the proofs when we want to keep track of the involved
quantities.
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3. The Lyapunov equation and its relation to the SPDE
We recall that we are interested in computing the quadratic functional (2) of the
solution to (1). The goal of this section is to show that the solution L = (L(t))t∈T to
the Lyapunov equation (3) exists, is unique, and with respect to the test function Φ
and the initial value X0, satisfies Φ(X0) = 〈L(T )X0, X0〉. Our approach is to first
write down the Lyapunov equation in mild form. Then in Section 3.1, we show
that the mild solution exists, is unique, and coincides with the weak solution.
Furthermore we prove regularity properties.
In the next step in Section 3.2, we consider a space discretization by finite di-
mensional subspaces of H˙1 and show that the semidiscrete approximations converge
to the solutions of the Lyapunov equation and SPDE (1) respectively. Finally, we
deduce a connection between the quadratic functional of the semidiscrete solution
to the SPDE and the solution to the semidiscrete Lyapunov equation in Section 3.3.
Combined with the earlier results, this is used in Theorem 3.7 to prove one of our
main results, the representation (4) of the solution to the Lyapunov equation in
terms of the solution to the SPDE.
3.1. Existence, uniqueness and regularity. The variational form (3) of the
Lyapunov equation is natural for numerics. For the analysis, on the other hand, it
is more natural to work in the semigroup framework, which allows for a regularity
analysis. The mild form of the Lyapunov equation reads: Find L : T→ L(H) such
that for all t ∈ T and φ ∈ H
(19) L(t)φ = S(t)G∗GS(t)φ+
∫ t
0
S(t− s)(R∗R+B∗L(s)B)S(t− s)φ ds.
We have φ inside the integral since the mapping [0, t] 3 s 7→ S(t − s)(R∗R +
B∗L(s)B
)
S(t − s) ∈ L(H) is not necessarily Bochner integrable due to the semi-
group being only strongly measurable. With some abuse of notation, we let B∗
denote the operator in L(L2(U, H˙1−β), H) that for all K ∈ L2(U, H˙1−β) and v ∈ H
satisfies
〈B∗K, v〉 = 〈K,Bv〉L02 = 〈A
1−β
2 K,A
β−1
2 Bv〉L02 .
For this operator we have ‖B∗A(β−1)/2‖L(L02,H) = ‖A(β−1)/2B‖L(H,L02) = b.
Let V be the space of all operator-valued functions Υ: T→ L(H) satisfying that
Υ ∈ Cs(T,L(H)) ∩ C(T0,L(H˙β−1, H˙1−β))
with β ∈ (0, 1] fixed in Section 2, and that
sup
t∈T
∥∥Υ(t)∥∥L(H) + sup
t∈T0
t1−β
∥∥A 1−β2 Υ(t)A 1−β2 ∥∥L(H) <∞.
On this space we introduce the family (||| · |||σ)σ∈R of equivalent norms given by
|||Υ|||σ := sup
t∈T
e−σt
∥∥Υ(t)∥∥L(H) + sup
t∈T0
t1−βe−σt
∥∥A 1−β2 Υ(t)A 1−β2 ∥∥L(H).
The space (V, ||| · |||σ) is a Banach space because the norm is the sum of two proper
Banach norms.
8 A. ANDERSSON, A. LANG, A. PETERSSON, AND L. SCHROER
A mild solution to the Lyapunov equation (3) is an operator-valued function
L ∈ V which for all t ∈ T and φ ∈ H satisfies (19).
In what follows we establish the solution theory for the Lyapunov equation. We
start with showing in Theorem 3.1 existence, uniqueness and regularity of a mild
solution to (19) and in Theorem 3.2 we prove that the mild solution also solves
the variational Lyapunov equation (3) and vice versa. A connection to a related
Kolmogorov PDE is stated in Corollary 3.3.
Theorem 3.1. There exists a unique mild solution L ∈ V to (19) that satisfies
L(T) ⊂ Σ+(H). Moreover, the solution satisfies the following regularity estimates:
(i) For all θ1, θ2 ∈ [0, 2) with θ1 + θ2 < 2, L(T0) ⊂ L(H˙−θ2 , H˙θ1) and there
exists a constant C > 0 such that for all t ∈ T0
‖L(t)‖L(H˙−θ2 ,H˙θ1 ) =
∥∥A θ12 L(t)A θ22 ∥∥L(H) ≤ Ct− θ1+θ22 .
(ii) For all θ1, θ2 ∈ [0, 2), ξ ∈ [0, 1) with θ1+θ2+2ξ < 2, there exists a constant
C > 0 such that for all 0 < t1 ≤ t2
‖L(t2)− L(t1)‖L(H˙−θ2 ,H˙θ1 ) =
∥∥A θ12 (L(t2)− L(t1))A θ22 ∥∥L(H)
≤ Ct−
θ1+θ2+2ξ
2
1 |t2 − t1|ξ.
Proof. The proof is based on a global fixed point argument in V. Equation (19) is
written in the form of a fixed point equation
L = H(L) := I + J +K(L),
with I,J ∈ V, K : V → V acting on φ ∈ H by
I(t)φ = S(t)G∗GS(t)φ,
J (t)φ =
∫ t
0
S(t− s)R∗RS(t− s)φ ds,
K(Υ)(t)φ =
∫ t
0
S(t− s)B∗Υ(s)BS(t− s)φds.
Existence of a unique solution in V follows by the Banach fixed point theorem by
proving that H is well-defined and that for some σ > 0 the fixed point map H is a
contraction, i.e., that there exists η ∈ (0, 1) such that for all Υ1,Υ2 ∈ V
(20) |||H(Υ1)−H(Υ2)|||σ = |||K(Υ1)−K(Υ2)|||σ = |||K(Υ1−Υ2)|||σ ≤ η |||Υ1−Υ2|||σ.
The proof is organized as follows: We start by proving that |||I|||0 + |||J |||0 + |||K|||0 <
∞ and continue by showing that I, J and K(Υ) with Υ ∈ V are strongly and
uniformly continuous on T and T0, respectively. From this we conclude that I, J ,
K are well-defined and derive bounds to show the contraction property (20) of H
and the claimed regularity estimates.
To prove that |||I|||0 <∞ we observe, using (7), that for all θ1, θ2 ≥ 0 and t ∈ T0
(21)
∥∥A θ12 I(t)A θ22 ∥∥L(H) ≤ g2∥∥A θ12 S(t)∥∥L(H)∥∥S(t)A θ22 ∥∥L(H) ≤ g2Cθ1Cθ2t− θ1+θ22 .
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Setting θ1 = θ2 = 1− β and θ1 = θ2 = 0, respectively, shows the desired bound
(22) |||I|||0 ≤ g2(C20 + C21−β) <∞.
For J we use (7) to obtain that for all θ1, θ2 ≥ 0, t ∈ T0, s ∈ [0, t) and φ ∈ H
(23)
∥∥A θ12 S(t− s)R∗RS(t− s)A θ22 φ∥∥ ≤ r2Cθ1Cθ2‖φ‖(t− s)− θ1+θ22 .
Together with the strong continuity of the mapping, which we show for completeness
in Lemma A.2 in the appendix, this bound implies that Aθ1/2S(t − ·)R∗RS(t −
·)Aθ2/2φ ∈ L1([0, t], H) when θ1, θ2 ∈ [0, 2) with θ1 + θ2 < 2, and in particular that
the Bochner integral in J is well-defined. It also shows that J can be extended to
a mapping T0 → L(H˙−θ2 , H˙θ1). Next, for t ∈ T0∥∥A θ12 J (t)A θ22 ∥∥L(H) = sup
φ∈H,‖φ‖=1
∥∥∥∫ t
0
A
θ1
2 S(t− s)R∗RS(t− s)A θ22 φ ds
∥∥∥
≤
∫ t
0
sup
φ∈H,‖φ‖=1
∥∥∥A θ12 S(t− s)R∗RS(t− s)A θ22 φ∥∥∥ds
=
∫ t
0
∥∥∥A θ12 S(t− s)R∗RS(t− s)A θ22 ∥∥∥
L(H)
ds.
(24)
Using (23) we have for t ∈ T0
(25)
∥∥A θ12 J (t)A θ22 ∥∥L(H) ≤ 2r2Cθ1Cθ22− θ1 − θ2 t1− θ1−θ22 .
Setting θ1 = θ2 = 1− β and θ1 = θ2 = 0, respectively, shows that
(26) |||J |||0 ≤ r2
(
C20T + C
2
1−ββ
−1T β
)
<∞.
We now turn our attention to K. For all θ1, θ2 ≥ 0, t ∈ T0, s ∈ (0, t), Υ ∈ V, φ ∈ H
we have by using (7) that∥∥A θ12 S(t− s)B∗Υ(s)BS(t− s)A θ22 φ∥∥
≤ b2Cθ1Cθ2 |||Υ|||σ‖φ‖eσssβ−1(t− s)−
θ1+θ2
2 .
(27)
Combining this with the strong continuity shown in Lemma A.2 implies that for
θ1, θ2 ∈ [0, 2) with θ1 + θ2 < 2, Aθ1/2S(t− ·)B∗Υ(·)BS(t− ·)Aθ2/2φ ∈ L1([0, t], H)
and in particular that the Bochner integral in K is well-defined. Similarly to J ,
it also implies that K(Υ) can be extended to T → L(H˙−θ2 , H˙θ1). Using (27) we
obtain, similarly to (24), the bound
(28)
∥∥A θ12 K(Υ)(t)A θ22 ∥∥L(H) ≤ b2Cθ1Cθ2
(∫ t
0
eσssβ−1(t− s)− θ1+θ22 ds
)
|||Υ|||σ.
For the case σ = 0 we conclude from (5) that
(29)
∥∥A θ12 K(Υ)(t)A θ22 ∥∥L(H) ≤ b2Cθ1Cθ2tβ− θ1+θ22 B(β, 1− θ1 + θ22 )|||Υ|||0.
Setting again θ1 = θ2 = 1− β and θ1 = θ2 = 0, respectively, yields
(30) |||K(Υ)|||0 ≤ b2
(
C20B(β, 1)T + C
2
1−βB(β, β)T
β
)
|||Υ|||0 <∞,
and combining (22), (26), (30) implies that |||H(Υ)|||0 <∞.
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Next we show continuity of I, J and K(Υ) on T0 and T. For this purpose we
prove Ho¨lder continuity in operator norms on (0, T ) and strong continuity at zero
separately. The Ho¨lder continuity also implies (ii) once existence and uniqueness
have been established. For all θ1, θ2 ≥ 0, ξ ∈ [0, 1] and t1, t2 ∈ T0 with t1 < t2, we
bound using (7), (8) and the semigroup property of S∥∥A θ12 (I(t2)− I(t1))A θ22 ∥∥L(H)
≤ g2∥∥A θ12 S(t1)Aξ∥∥L(H)∥∥A−ξ(S(t2 − t1)− idH)∥∥L(H)∥∥S(t2)A θ22 ∥∥L(H)
+ g2
∥∥A θ12 S(t1)∥∥L(H)∥∥(S(t2 − t1)− idH)A−ξ∥∥L(H)∥∥AξS(t1)A θ22 ∥∥L(H)
≤ g2C2ξ
(
Cθ1+2ξCθ2 + Cθ1Cθ2+2ξ
)
t
− θ1+θ22 −ξ
1 |t2 − t1|ξ.
(31)
This shows in particular strong continuity I ∈ Cs(T0,L(H)) and uniform continuity
I ∈ C(T0,L(H˙β−1, H˙1−β)). To prove I ∈ V it remains to prove strong continuity
I ∈ Cs(T,L(H)) and for this we have by the strong continuity (8) of S for φ ∈ H
lim
t→0
∥∥(I(t)− I(0))φ∥∥ ≤ lim
t→0
∥∥(S(t)− idH)G∗GS(t)φ∥∥
+ lim
t→0
∥∥G∗G(S(t)− idH)φ∥∥ = 0.
Let us continue with K. We observe that for φ ∈ H, Υ ∈ V and t1, t2 ∈ T0 with
t1 < t2 that(K(Υ)(t2)−K(Υ)(t1))φ
=
∫ t1
0
(S(t2 − s)− S(t1 − s))B∗Υ(s)BS(t2 − s)φ ds
+
∫ t1
0
S(t1 − s)B∗Υ(s)B(S(t2 − s)− S(t1 − s))φ ds
+
∫ t2
t1
S(t2 − s)B∗Υ(s)BS(t2 − s)φds.
Similarly to (24), this yields by using the semigroup property of S and (8) that∥∥A θ12 (K(Υ)(t2)−K(Υ)(t1))A θ22 ∥∥L(H)
≤ b2
∫ t1
0
∥∥A θ12 S(t1 − s)Aξ∥∥L(H)∥∥A−ξ(S(t2 − t1)− idH)∥∥L(H)
× ∥∥A 1−β2 Υ(s)A 1−β2 ∥∥L(H)∥∥S(t2 − s)A θ22 ∥∥L(H) ds
+ b2
∫ t1
0
∥∥A θ12 S(t1 − s)∥∥L(H)∥∥A 1−β2 Υ(s)A 1−β2 ∥∥L(H)
× ∥∥S(t1 − s)Aξ+ θ22 ∥∥L(H)∥∥A−ξ(S(t2 − t1)− idH)∥∥L(H) ds
+ b2
∫ t2
t1
∥∥A θ12 S(t2 − s)∥∥L(H)∥∥A 1−β2 Υ(s)A 1−β2 ∥∥L(H)
× ∥∥S(t2 − s)A θ22 ∥∥L(H) ds,
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and thus using (7) and (8)∥∥A θ12 (K(Υ)(t2)−K(Υ)(t1))A θ22 ∥∥L(H)
≤ b2CξCθ1+2ξCθ2 |||Υ|||0
(∫ t1
0
sβ−1(t1 − s)−
θ1
2 −ξ(t2 − s)−
θ2
2 ds
)
|t2 − t1|ξ
+ b2C2ξCθ1Cθ2+2ξ|||Υ|||0
(∫ t1
0
sβ−1(t1 − s)−
θ1+θ2
2 −ξ ds
)
|t2 − t1|ξ
+ b2Cθ1Cθ2 |||Υ|||0
∫ t2
t1
sβ−1(t2 − s)−
θ1+θ2
2 ds.
Since for s ∈ [0, t1), (t2 − s)−θ2/2 ≤ (t1 − s)−θ2/2 and for s ∈ (t1, t2], sβ−1 ≤
T βt
−ξ−(θ1+θ2)/2
1 s
ξ+(θ1+θ2)/2−1 ≤ T βt−ξ−(θ1+θ2)/21 (s− t1)ξ+(θ1+θ2)/2−1, we have∥∥A θ12 (K(Υ)(t2)−K(Υ)(t1))A θ22 ∥∥L(H)
≤ b2C2ξ
(
Cθ1+2ξCθ2 + Cθ1Cθ2+2ξ
)|||Υ|||0
(∫ t1
0
sβ−1(t1 − s)−
θ1+θ2
2 −ξ ds
)
|t2 − t1|ξ
+ b2Cθ1Cθ2 |||Υ|||0T βt
−ξ− θ1+θ22
1
∫ t2
t1
(s− t1)ξ+
θ1+θ2
2 −1(t2 − s)−
θ1+θ2
2 ds.
Using (5) we therefore obtain
(32)
∥∥Aθ1(K(Υ)(t2)−K(Υ)(t1))Aθ2∥∥L(H) . t− θ1+θ22 −ξ1 |t2 − t1|ξ.
This implies the desired continuity on T0. For the continuity at zero we use (7) to
see that∥∥(K(Υ)(t)−K(Υ)(0))φ∥∥ = ∥∥∥∫ t
0
S(t− s)B∗Υ(s)BS(t− s)φds
∥∥∥ ≤ b2C20 tβ |||Υ|||0
β
and as a consequence limt→0 ‖(K(Υ)(t) − K(Υ)(0))φ‖ = 0. We conclude that
K(Υ) ∈ V. The proof of J ∈ V is similar and therefore omitted. In conclusion we
have shown that the fixed point map H is well-defined.
It remains to prove the contraction property (20). For σ ∈ R the same arguments
as in the proof of [2, Theorem 2.9] imply that for all λ ∈ [0, 1)
lim
σ↑∞
(
sup
t∈T0
t1−β
∫ t
0
e−σ(t−s)sβ−1(t− s)−λ ds
)
= 0.
Combining this with (28) implies the existence of σ > 0 and η ∈ (0, 1) such that
|||K(Υ)|||σ ≤ b2
(
C20 sup
t∈T0
∫ t
0
e−σ(t−s)sβ−1 ds
+ C21−β sup
t∈T0
t1−β
∫ t
0
e−σ(t−s)sβ−1(t− s)β−1 ds
)
|||Υ|||σ ≤ η|||Υ|||σ.
We have therefore shown that H is a contraction with respect to the ||| · |||σ-norm for
sufficiently large σ > 0. The Banach fixed point theorem guarantees the existence
and uniqueness of a fixed point L to the mapping H. This is the unique mild
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solution to (19). To prove that L(T) ⊂ Σ(H) we consider V ′ = Cs(T,Σ(H)) ∩
C(T0,L(H˙β−1, H˙1−β)) ⊂ V, which is a Banach subspace of V since Σ(H) is a
closed subspace of L(H), along with the restriction H′ : V ′ → V ′ of the fixed point
map H : V → V to V ′. It is a contraction with the same ||| · |||σ-norm as H. One
easily checks that H′(Υ′)(t) is self-adjoint for self-adjoint Υ′ ∈ V ′ and thus H′ is
well-defined. Therefore, a second application of the Banach fixed point theorem
yields a unique L′ ∈ V ′ such that H′(L′) = L′. Since V ′ ⊂ V and L ∈ V is unique,
L = L′ and thus L(T) ⊂ Σ(H). Moreover, Theorem 3.7 in the end of this section
shows that L(T) ⊂ Σ+(H) and we stress that neither of the proofs of Theorem 3.2,
Propositions 3.4–3.5, Lemma 3.6 leading to Theorem 3.7 relies on the positivity of
L. The bounds (21), (25) and (29) imply (i). The bounds (31), (32) imply the
Ho¨lder regularity stated in (ii). 
Having shown the existence of a mild solution, we continue in the next theo-
rem with showing the equivalence of mild solutions in the sense of (19) and weak
solutions in the sense of (3).
Theorem 3.2. Let L ∈ V satisfy L0 = G∗G. Then, L satisfies (19) if and only if
it satisfies the variational form (3) of the Lyapunov equation for all test functions
φ, ψ ∈ H˙2 and in that case (3) is valid for all φ, ψ ∈ H˙ε, ε > 0.
Proof. We write F := R∗R+B∗LB. Let L be a mild solution, i.e., L satisfies (19).
Since for all t ∈ T, φ ∈ H,
L(t)φ = S(t)G∗GS(t)φ+
∫ t
0
S(t− s)F (s)S(t− s)φds,
we obtain for t+ h ≤ T and φ ∈ H
L(t+ h)φ = S(h)S(t)G∗GS(t)S(h)φ+
∫ t+h
0
S(t+ h− r)F (r)S(t+ h− r)φdr
= S(h)L(s)S(h)φ+
∫ t+h
t
S(t+ h− r)F (r)S(t+ h− r)φ dr.
Therefore, for φ, ψ ∈ H˙2
〈L(t+ h)φ, ψ〉 = 〈L(t)S(h)φ, S(h)ψ〉
+
∫ t+h
t
〈S(t+ h− r)F (r)φ, S(t+ h− r)ψ〉dr,
and subtracting 〈L(t)φ, ψ〉 on both sides and dividing by h > 0 gives〈
L(t+ h)− L(t)
h
φ, ψ
〉
=
〈
L(t)
S(h)− idH
h
φ, S(h)ψ
〉
+
〈
L(t)φ,
S(h)− idH
h
ψ
〉
+
1
h
∫ t+h
t
〈S(t+ h− r)F (r)φ, S(t+ h− r)ψ〉dr.
The semigroup S is strongly differentiable, hence weakly differentiable with deriv-
ative ddt 〈S(t)φ, ψ〉 = −〈AS(t)φ, ψ〉 for φ, ψ ∈ H˙2. In the limit as h→ 0, we obtain,
by the Lebesgue differentiation theorem, the weak form (3). This completes the
first direction of the proof.
APPROXIMATION OF LYAPUNOV EQUATIONS 13
Assume next that the operator-valued function L ∈ V satisfies for t ∈ T0, φ, ψ ∈
H˙2 the variational equation (3). Using (6) we bound∣∣∣ d
dt
〈L(t)φ, ψ〉
∣∣∣ ≤ |a(L(t)φ, ψ)|+ |a(L(t)ψ, φ)|+ |〈Rφ,Rψ〉|+ |〈L(t)Bφ,Bψ〉L02 |
≤ ‖L(t)‖L(H)
(‖Aφ‖‖ψ‖+ ‖φ‖‖Aψ‖)
+
(
r2 + b2
∥∥A 1−β2 L(t)A 1−β2 ∥∥L(H))‖φ‖‖ψ‖
with t ∈ T0, φ, ψ ∈ H˙2. Since ‖φ‖ . ‖Aφ‖ = ‖φ‖H˙2 we conclude that∣∣∣ d
dt
〈L(t)φ, ψ〉
∣∣∣ . (1 + tβ−1)‖φ‖H˙2‖ψ‖H˙2 . tβ−1‖φ‖H˙2‖ψ‖H˙2 .
By the Riesz representation theorem, there exists L˙ : T0 → L(H˙2, H˙−2) satisfying
〈L˙(t)φ, ψ〉 = ddt 〈L(t)φ, ψ〉
for t ∈ T0 and φ, ψ ∈ H˙2. Using now the specific test functions S(t − s)φ and
S(t− s)ψ in the variational formulation (3) yields
〈(L˙(s) +AL(s) + L(s)A)S(t− s)φ, S(t− s)ψ〉 = 〈F (L(s))S(t− s)φ, S(t− s)ψ〉.
By the product rule,
d
ds
〈S(t− s)L(s)S(t− s)φ, ψ〉 = 〈(L˙(s) +AL(s) + L(s)A)S(t− s)φ, S(t− s)ψ〉
= 〈F (L(s))S(t− s)φ, S(t− s)ψ〉,
and therefore, integration from 0 to t yields
〈L(t)φ, ψ〉 = 〈S(t)L(0)S(t)φ, ψ〉+
∫ t
0
〈S(t− s)F (L(s))S(t− s)φ, ψ〉ds
=
〈
S(t)L(0)S(t)φ+
∫ t
0
S(t− s)F (L(s))S(t− s)φds, ψ
〉
.
Since this identity holds for all ψ ∈ H˙2, the mild form of the Lyapunov equation (19)
is satisfied for all φ ∈ H˙2. Due to the density of H˙2 ⊂ H, we can approximate any
φ ∈ H by a sequence in H˙2 and obtain convergence of the above identity, i.e., it
can be extended to elements in H.
It remains to prove that (3) is valid for φ, ψ ∈ H˙ε, ε > 0. For this we rely on the
spatial regularity Theorem 3.1(i). Let ε > 0 and φ, ψ ∈ H˙2. Since L satisfies (3),∣∣∣ d
dt
〈L(t)φ, ψ〉
∣∣∣ ≤ |a(L(t)φ, ψ)|+ |a(L(t)ψ, φ)|+ |〈Rφ,Rψ〉|+ |〈L(t)Bφ,Bψ〉L02 |
≤ ‖A1− ε2L(t)‖L(H)
(‖A ε2φ‖‖ψ‖+ ‖φ‖‖A ε2ψ‖)
+
(
r2 + b2
∥∥A 1−β2 L(t)A 1−β2 ∥∥L(H))‖φ‖‖ψ‖.
The regularity estimate Theorem 3.1(i) allows us to bound further∣∣∣ d
dt
〈L(t)φ, ψ〉
∣∣∣ . t ε2−1‖φ‖H˙ε‖ψ‖H˙ε
for all φ, ψ ∈ H˙ε. Therefore (3) can be extended to all φ, ψ ∈ H˙ε, which concludes
the proof. 
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Before closing this subsection, let us reformulate the variational form of the Lya-
punov equation (3) in the following corollary. In this way we connect the Lyapunov
equation to the Kolmogorov equation related to SPDE (1).
Corollary 3.3. Let L be the unique mild solution to the Lyapunov equation (3).
The function v : T × H → R given by v(t, x) = 〈L(t)x, x〉 satisfies for all ε > 0,
x ∈ H˙ε and t ∈ T the Kolmogorov equation
∂v
∂t
(t, x) +
〈∂v
∂x
(t, x), Ax
〉
=
1
2
〈∂2v
∂x2
(t, x)Bx,Bx
〉
L02
+ ‖Rx‖2
subject to the initial condition v(0, x) = ‖Gx‖2.
Proof. The gradient and Hessian of v are for t ∈ T and x ∈ H given by
∂v
∂x
(t, x) = 2L(t)x,
∂2v
∂x2
(t, x) = 2L(t).
Plugging this into (3) using x as test functions yields the claim. 
3.2. Semidiscrete approximations in space. Let us consider semidiscrete ap-
proximations of the Lyapunov equation (3) and the SPDE (1) in this subsection.
For this purpose we use the approximation spaces (Vh)h∈(0,1] introduced in Sec-
tion 2 with related operators. Let Vh be the space Vh = C(T,L(Vh)) endowed with
the norm
sup
t∈T
∥∥Υh(t)∥∥L(Vh) + supt∈T0 t1−β∥∥A 1−β2h Υh(t)A 1−β2h ∥∥L(Vh).
The semidiscrete Lyapunov equation reads in variational form: Given Lh(0) =
PhG
∗GPh, find Lh ∈ Vh such that for all φh, ψh ∈ Vh
d
dt
〈Lh(t)φh, ψh〉+ a(Lh(t)φh, ψh) + a(Lh(t)ψh, φh)
= 〈Rφh, Rψh〉+ 〈Lh(t)PhBφh, Bψh〉L02 .
(33)
The mild formulation related to (33) is given for all t ∈ T and φh ∈ Vh by
Lh(t)φ = Sh(t)G
∗GSh(t)φh
+
∫ t
0
Sh(t− s)
(
R∗R+B∗Lh(s)PhB
)
Sh(t− s)φh ds.
(34)
Existence and uniqueness of a solution to both equations follow from Theorem 3.1
and Theorem 3.2 applied to Vh. In our next proposition, we show uniform bounds
in h and convergence of the solution to the solution of (3) with respect to the
refinement parameter h.
Proposition 3.4. Let (Lh)h∈(0,1] ⊂ Vh be the family of unique mild solutions
to (34).
(i) For all θ1, θ2 ∈ [0, 2) with θ1 + θ2 < 2 there exists a constant C > 0 such
that for all h ∈ (0, 1)
‖A
θ1
2
h Lh(t)A
θ2
2
h ‖L(H) ≤ Ct−
θ1+θ2
2 .
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(ii) For all θ1, θ2 ∈ [0, 2), ξ ∈ [0, 1) with θ1+θ2+2ξ < 2, there exists a constant
C > 0 such that for all h ∈ (0, 1) and 0 < t1 ≤ t2∥∥A θ12h (Lh(t2)− Lh(t1))A θ22h ∥∥L(H) ≤ Ct− θ1+θ2+2ξ21 |t2 − t1|ξ.
(iii) For all θ1, θ2 ∈ [0, 1], ρ ∈ (0, β) with θ1 + θ2 + 2ρ < 2, there exists a
constant C > 0 such that for h ∈ (0, 1], t ∈ T0∥∥Lh(t)Ph − L(t)∥∥L(H˙−θ2 ,H˙θ1 ) = ∥∥A θ12 (Lh(t)Ph − L(t))A θ22 ∥∥L(H)
≤ Ct− θ1+θ2+2ρ2 h2ρ.
Proof. For every h ∈ (0, 1] Theorem 3.1 guarantees the existence of a constant
C = Ch > 0 such that (i) and (ii) hold. Uniformity in h follows from the uniformity
in (11) and (12) by observing that every constant Cθ in the proof of Theorem 3.1
can be replaced by a constant Dθ in the semidiscrete setting together with the
following argument which is required in the analysis of the term (27) in the proof
of Theorem 3.1: For a uniform bound with respect to B we first observe that, for
arbitrary K ∈ L02,∥∥B∗A β−12h K∥∥H = sup
φ∈H,‖φ‖=1
∣∣〈B∗A β−12h K,φ〉∣∣ = sup
φ∈H,‖φ‖=1
∣∣〈K,A β−12h Bφ〉∣∣L02
≤ ∥∥A β−12h B∥∥L(H,L02)‖K‖L02 ,
and we find similarly that ‖A(β−1)/2h B‖L(H,L02) ≤ ‖B∗A
(β−1)/2
h ‖L(L02,H) so that
‖A(β−1)/2h B‖L(H,L02) = ‖B∗A
(β−1)/2
h ‖L(L02,H). Therefore, for any Y ∈ L(Vh) by (13)∥∥B∗Y PhB∥∥L(H) = ∥∥B∗A β−12h A 1−β2h Y A 1−β2h A β−12h B∥∥L(H)
≤ ∥∥B∗A β−12h ∥∥2L(L02,H)∥∥A 1−β2h Y A 1−β2h ∥∥L(H)
≤ ∥∥B∗A β−12 ∥∥2L(L02,H)∥∥A 1−β2 A β−12h ∥∥2L(H)∥∥A 1−β2h Y A 1−β2h ∥∥L(H)
≤ b2D21−β
∥∥A 1−β2h Y A 1−β2h ∥∥L(H).
(35)
Having shown the first two claims of the proof, we are ready to prove (iii). First
we rewrite LhPh − L using (19) and (34) to obtain for φ ∈ H
Lh(t)Phφ− L(t)φ
= Sh(t)G
∗GSh(t)φ− S(t)G∗GS(t)φ
+
∫ t
0
(
Sh(t− s)R∗RSh(t− s)− S(t− s)R∗RS(t− s)
)
φds
+
∫ t
0
(
Sh(t− s)B∗Lh(s)PhBSh(t− s)− S(t− s)B∗L(s)BS(t− s)
)
φds,
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which yields∥∥A θ12 (Lh(t)Ph − L(t))A θ22 ∥∥L(H)
≤ ∥∥A θ12 (Sh(t)G∗GSh(t)− S(t)G∗GS(t))A θ22 ∥∥L(H)
+
∫ t
0
∥∥A θ12 (Sh(t− s)R∗RSh(t− s)− S(t− s)R∗RS(t− s))A θ22 ∥∥L(H) ds
+
∫ t
0
∥∥A θ12 (Sh(t− s)B∗Lh(s)PhBSh(t− s)
− S(t− s)B∗L(s)BS(t− s))A θ22 ∥∥L(H) ds
=: I + J +K.
We treat the three error terms separately. Using (7), (11) and (15) the term I can
be bounded by
I ≤ ∥∥A θ12 (Sh(t)G∗GEh(t))A θ22 ∥∥L(H) + ∥∥A θ12 (Eh(t)G∗GS(t))A θ22 ∥∥L(H)
≤ g2Dθ1t−
θ1
2
∥∥Eh(t)A θ22 ∥∥L(H) + g2Cθ2t− θ22 ∥∥A θ12 Eh(t)∥∥L(H)
≤ g2Dθ1
(
Dθ2 + Cθ2
)
h2ρt−
θ1+θ2+2ρ
2
and similarly the second term satisfies
J ≤ Dθ1(Dθ2 + Cθ2)r2h2ρ
∫ t
0
(t− s)− θ1+θ2+2ρ2 ds . h2ρt1− θ1+θ2+2ρ2 .
Adding, subtracting, and applying the triangle inequality, we split K into
K ≤
∫ t
0
∥∥A θ12 (Sh(t− s)B∗Lh(s)PhBEh(t− s))A θ22 ∥∥L(H) ds
+
∫ t
0
∥∥A θ12 (Eh(t− s)PhB∗Lh(s)PhBS(t− s))A θ22 ∥∥L(H) ds
+
∫ t
0
∥∥A θ12 S(t− s)(PhB∗Lh(s)PhB −B∗L(s)B)S(t− s)A θ22 ∥∥L(H) ds
=: K1 +K2 +K3.
Let
(36) DL := sup
s∈T0,h∈(0,1]
s1−β‖A
1−β
2
h Lh(s)A
1−β
2
h ‖L(H).
By (5), (11), (13), (14), (15), (i) and (35) we obtain
K1 ≤ D2θ1D1−βDβ−1Dθ2b2h2ρ
∫ t
0
(t− s)− θ1+θ2+2ρ2 ∥∥A 1−β2h Lh(s)A 1−β2h ∥∥L(H) ds
≤ D2θ1D1−βDβ−1Dθ2b2DL h2ρ
∫ t
0
(t− s)− θ1+θ2+2ρ2 sβ−1 ds
. h2ρ tβ−
θ1+θ2+2ρ
2 .
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An analogous argument yields K2 . h2ρ tβ−(θ1+θ2+2ρ)/2. To bound K3 we use (7)
and split
K3 ≤ Cθ1+2ρCθ2
∫ t
0
(t− s)− θ1+θ2+2ρ2 ∥∥A−ρ(Ph − idH)∥∥L(H)∥∥B∗Lh(s)PhB∥∥L(H) ds
+ Cθ1Cθ2
∫ t
0
(t− s)− θ1+θ22 ∥∥B∗(Lh(s)Ph − L(s))B∥∥L(H) ds.
From Assumption 2.2(ii) and (35) we get
K3 . h2ρ
∫ t
0
(t− s)− θ1+θ2−2ρ2 ∥∥A 1−β2h Lh(s)A 1−β2h ∥∥L(H) ds
+
∫ t
0
(t− s)− θ1+θ22 ∥∥A 1−β2 (Lh(s)Ph − L(s))A 1−β2 ∥∥L(H) ds
and further bound using (5) and (36)
K3 . tβ−
θ1+θ2+2ρ
2 DL h
2ρ +
∫ t
0
(t− s)− θ1+θ22 ∥∥A 1−β2 (Lh(s)Ph − L(s))A 1−β2 ∥∥L(H) ds.
We are now in place to collect all estimates and obtain∥∥A θ12 (Lh(t)Ph − L(t))A θ22 ∥∥L(H)
. t−
θ1+θ2+2ρ
2 h2ρ +
∫ t
0
(t− s)− θ1+θ22 ∥∥A 1−β2 (Lh(s)Ph − L(s))A 1−β2 ∥∥L(H) ds,(37)
where we bound all terms in t by the strongest singularity from I. Choosing θ1 =
θ2 = 1 − β and ρ < β ensures that the exponent is bigger than −1, so Gronwall’s
lemma (see, e.g., [19]) is applicable and yields
(38)
∥∥A 1−β2 (Lh(t)Ph − L(t))A 1−β2 ∥∥L(H) . tβ−ρ−1h2ρ
and the general claim follows by a bootstrap argument using (38) in (37) and (5).
This completes the proof. 
Having analyzed the convergence of the semidiscrete Lyapunov equation, let
us continue with the semidiscrete SPDE. We consider a family (Xh)h∈(0,1) ⊂
C(T;L2(Ω;Vh)) of predictable spatially semidiscrete approximations of (10) which
satisfies
(39) sup
h∈(0,1]
sup
t∈T
‖Xh(t)‖L2(Ω;H) . ‖X0‖.
and for all h ∈ (0, 1], t ∈ T, P-a.s.
(40) Xh(t) = Sh(t)X0 +
∫ t
0
Sh(t− s)BXh(s) dW (s).
The existence of the family of approximations follows from [2, Theorem 2.9(ii)]
where one can use (11) to deduce that (39) holds uniformly in h as claimed.
18 A. ANDERSSON, A. LANG, A. PETERSSON, AND L. SCHROER
Proposition 3.5. Let X be the mild solution to (10) and (Xh)h∈(0,1) be the family
of unique mild solutions to (40). For all ρ ∈ (0, β) there exists a constant C > 0
such that for all h ∈ (0, 1], t ∈ T0∥∥X(t)−Xh(t)∥∥L2(Ω;H) ≤ Ct− ρ2 hρ‖X0‖.
Proof. We notice that the difference Yh(t) = X(t)−Xh(t) can be written as
Yh(t) = Eh(t)X0 +
∫ t
0
Eh(t− s)B(X(s)) dW (s) +
∫ t
0
Sh(t− s)BYh(s) dW (s).
Taking norms, using the triangle inequality, the inequality (a + b + c)2 ≤ 3(a2 +
b2 + c2), and applying the Itoˆ isometry yields∥∥Yh(t)∥∥2L2(Ω;H) ≤ 3∥∥Eh(t)X0∥∥2 + 3 ∫ t
0
∥∥Eh(t− s)A 1−β2 A β−12 B(X(s))∥∥2L2(Ω;L02) ds
+ 3
∫ t
0
∥∥Sh(t− s)A 1−β2h A β−12h BYh(s)∥∥2L2(Ω;L02) ds.
Using (15), (11), (14) and (39), this is bounded by∥∥Yh(t)∥∥2L2(Ω;H) . h2ρ‖X0‖(D20t−ρ +D21−βb2 ∫ t
0
(t− s)β−ρ−1 ds
)
+D21−βD
2
β−1b
2
∫ t
0
(t− s)β−1∥∥Yh(s)∥∥2L2(Ω;H) ds.
An application of Gronwall’s lemma completes the proof. 
3.3. Connection of the Lyapunov equation and the SPDE. We are now in
place to prove the connection of the Lyapunov equation and SPDE in Theorem 3.7.
As a first step we establish the analogous result for the semidiscrete problem in
Lemma 3.6. For h ∈ (0, 1], x ∈ Vh and t ∈ T we set
Φh(x, t) := E
[ ∫ t
0
‖RXh(s)‖2 ds+ ‖GXh(t)‖2
∣∣X0 = x].
Lemma 3.6. Let (Lh)h∈(0,1) be the family of unique mild solutions to (34). For
all h ∈ (0, 1), t ∈ T, x ∈ Vh
〈Lh(t)x, x〉 = Φh(x, t).
Proof. Fix t ∈ T0 and let vh : T× Vh → R satisfy for x ∈ Vh that
vh(t, x) = 〈Lh(t)x, x〉.
In a first step, we observe that by (34) and the definition of vh
vh(0, Xh(t))− vh(t,Xh(0)) = ‖GXh(t)‖2 − 〈Lh(t)Xh(0), Xh(0)〉.
The main part of the proof is based on applying the Itoˆ formula to deduce that
vh(0, Xh(t))− vh(t,Xh(0))
= −
∫ t
0
‖RXh(s)‖2 ds+ 2
∫ t
0
〈Lh(s)Xh(s), PhB(Xh(s)) dW (s)〉.
(41)
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Once this has been established, taking expectations on both sides completes the
proof since the stochastic integral vanishes.
We now prove (41). In the following application of the Itoˆ formula, we use
explicit expressions for the derivatives ∂vh∂t ,
∂vh
∂x ,
∂2vh
∂x2 . From (33), for x, φ, ψ ∈ Vh
the time derivative ∂vh∂t satisfies
(42) − ∂vh
∂t
(t, x) = 2〈Lh(t)x,Ahx〉 − ‖Rx‖2 −
∑
n∈N
〈Lh(t)PhB(x)en, PhB(x)en〉,
where (en)
∞
n=1 ⊂ U denotes an arbitrary orthonormal basis. Similarly to Corol-
lary 3.3, by direct calculations the space derivatives ∂vh∂x and
∂2vh
∂x2 are for x, φ, ψ ∈ Vh
given by
(43)
∂vh
∂x
(t, x)(φ) = 2〈Lh(t)x, φ〉, ∂
2vh
∂x2
(t, x)(φ, ψ) = 2〈Lh(t)φ, ψ〉.
Since Ah ∈ L(Vh), the semidiscrete solution Xh is a strong solution, meaning that
P-a.s.
Xh(t) = Xh(0)−
∫ t
0
AhXh(s) ds+
∫ t
0
PhB(Xh(s)) dW (s).
Therefore we can apply the Itoˆ formula [7, Theorem 2.4] to the function [0, t]×Vh 3
(s, x) 7→ vh(t− s, x) to obtain
vh(0, Xh(t))− vh(t,Xh(0))
= −
∫ t
0
∂vh
∂s
(s,Xh(s)) ds−
∫ t
0
∂vh
∂x
(s,Xh(s))(AhXh(s)) ds
+
∫ t
0
∂vh
∂x
(s,Xh(s))(PhB(Xh(s)) dW (s))
+ 12
∑
n∈N
∫ t
0
∂2vh
∂x2
(s,Xh(s))((PhBXh(s))un, (PhBXh(s))un) ds.
Inserting the explicit expression from (42) and (43) proves (41) by cancellations. 
We are finally in place to connect the solution to the Lyapunov equation with
the functional Φ defined for x ∈ H and t ∈ T by
Φ(x, t) := E
[ ∫ t
0
‖RX(s)‖2 ds+ ‖GX(t)‖2 ∣∣X0 = x].
The proof is based on a limiting argument requiring that Lh → L and Xh → X as
h→ 0, which we derived above.
Theorem 3.7. Let X,L be the mild solutions to (10) and (19), respectively. Then
for all t ∈ T0 and x ∈ H
〈L(t)x, x〉 = Φ(x, t)
and more specifically for all X0 ∈ H
Φ(X0) = 〈L(T )X0, X0〉.
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Furthermore, let Y be the mild solution to (10) with a different initial condition.
Then for all t ∈ T0 and x, y ∈ H
〈L(t)x, y〉 = E
[ ∫ t
0
〈RX(s), RY (s)〉ds+ 〈GX(t), GY (t)〉 ∣∣X0 = x, Y0 = y].
Proof. Let us start with the proof of the first claim. By the triangle inequality we
have that
|〈L(t)x, x〉 − Φ(x, t)| ≤ |〈(L(t)− Lh(t)Ph)x, x〉|+ |〈Lh(t)Phx, x〉 − Φh(Phx, t)|
+ |Φh(Phx, t)− Φ(x, t)| .
We prove that the right hand side converges to zero as h goes to 0. Theorem 3.4
with θ1 = θ2 = 0 guarantees that
lim
h↓0
|〈(L(t)− Lh(t)Ph)x, x〉| ≤ lim
h↓0
‖L(t)− Lh(t)Ph‖L(H)‖x‖2 = 0.
The second term vanishes by Lemma 3.6 since 〈Lh(t)Phx, x〉 = 〈Lh(t)Phx, Phx〉.
The strong convergence in Proposition 3.5 and the uniform moment bounds (9) and
(39) imply in particular convergence of the quadratic functional and thus
lim
h↓0
|Φh(Phx, t)− Φ(x, t)| ≤ lim
h↓0
∣∣∣∣∣E
[∫ t
0
(‖RXh(s)‖2 − ‖RX(s)‖2) ds]
∣∣∣∣∣
+ lim
h↓0
∣∣∣E[‖GXh(t)‖2 − ‖GX(t)‖2]∣∣∣ = 0,
i.e., the convergence of the last term.
To prove the second part of the theorem, let us denote by Xx the mild solution
to (10) with initial value X0 = x ∈ H and observe that, due to the linearity of B,
Xx(t) +Xy(t) = Xx+y(t) and Xx(t)−Xy(t) = Xx−y(t) for all t ∈ T0, P-a.s.
We recall the polarization identity
〈x, y〉 = 14
(‖x+ y‖2 − ‖x− y‖2)
and note that, since L(t) is self-adjoint, we obtain similarly that
〈L(t)x, y〉 = 14 (〈L(t)(x+ y), x+ y〉 − 〈L(t)(x− y), x− y〉) .
These facts and the first part of the theorem now imply that
〈L(t)x, y〉 = 14 (〈L(t)(x+ y), x+ y〉 − 〈L(t)(x− y), x− y〉)
= 14
(
E
[ ∫ t
0
‖RXx+y(s)‖2 ds+ ‖GXx+y(t)‖2
]
− E
[ ∫ t
0
‖RXx−y(s)‖2 ds+ ‖GXx−y(t)‖2
])
= E
[ ∫ t
0
1
4
(‖RXx(s) +RXy(s)‖2 − ‖RXx(s)−RXy(s)‖2) ds
+ 14
(‖GXx(t) +GXy(t)‖2 − ‖GXx −GXy(t)‖2) ]
= E
[ ∫ t
0
〈RXx(s), RXy(s)〉ds+ 〈GXx(t), GXy(t)〉
]
,
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which completes the proof. 
Given the connection between the Lyapunov equation and Φ, Theorem 3.7 allows
us to deduce a weak convergence rate of the semidiscrete scheme (40) to the mild
solution in a non-standard way.
Corollary 3.8. Let Φ and Φh be the quadratic functionals in Theorem 3.7 and
Lemma 3.6, respectively. Then, for all ρ ∈ (0, β), there exists a constant C > 0
such that for all h ∈ (0, 1) and t ∈ T0∣∣Φ(X0, t)− Φh(PhX0, t)∣∣ ≤ Ct−ρh2ρ‖X0‖2.
Proof. Lemma 3.6 and Theorem 3.7 imply that∣∣Φh(PhX0, t)− Φ(X0, t)∣∣ = ∣∣〈(Lh(t)Ph − L(t))X0, X0〉∣∣.
The claim follows by Proposition 3.4(iii). 
4. Fully discrete approximation of the Lyapunov equation
This section is devoted to the stability and convergence analysis of a fully discrete
scheme for the Lyapunov equation. It is based on the L(Vh)-valued backward Euler
approximation (Snh,k)n∈{0,...,Nτ} of the semigroup S, introduced in Section 2. The
mild solution
(19) L(t)φ = S(t)G∗GS(t)φ+
∫ t
0
S(t− s)(R∗R+B∗L(s)B)S(t− s)φ ds
of the Lyapunov equation at time t ∈ T evaluated at φ ∈ H suggests that we
define a fully discrete approximation Lnh,τ of L(tn), n ∈ {1, . . . , Nτ}, by the discrete
variation of constants formula
(44) Lnh,τ = S
n
h,τG
∗GSnh,τ + τ
n−1∑
j=0
Sn−jh,τ
(
R∗R+B∗Ljh,τPhB
)
Sn−jh,τ
with L0h,τ = PhG
∗GPh. This is to say, given Ln−1h,τ , L
n
h,τ is obtained by
(45) Lnh,τ = Sh,τL
n−1
h,τ Sh,τ + Sh,τ
(
τR∗R+ τB∗Ln−1h,τ PhB
)
Sh,τ ,
or equivalently
(46) (Ph + τAh)L
n
h,τ (Ph + τAh) = L
n−1
h,τ + τPhR
∗RPh + τPhB∗Ln−1h,τ PhBPh.
Note that Lnh,τ ∈ Σ(Vh) for all n ∈ {1, . . . , Nτ}.
Before proving convergence, let us first derive a result on the regularity of the
fully discrete approximation, which is the analog to Theorem 3.1 and Theorem 3.4.
Theorem 4.1. For all c > 0 and θ1, θ2 ∈ [0, 2) with θ1 + θ2 < 2, there exists a
constant C > 0 satisfying for h ∈ (0, 1], τ ≤ ch2 and n ∈ {1, . . . , Nτ}
‖A
θ1
2
h L
n
h,τA
θ2
2
h ‖L(H) ≤ Ct
− θ1+θ22
n .
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Proof. We fix n ∈ {1, . . . , Nτ}. By multiplying (44) with Aθ1/2h from the left and
A
θ2/2
h from the right we obtain∥∥A θ12h Lnh,τA θ22h ∥∥L(H)
≤ ∥∥A θ12h Snh,τG∗GSnh,τA θ22h ∥∥L(H) + τ n−1∑
j=0
∥∥A θ12h Sn−jh,τ R∗RSn−jh,τ A θ22h ∥∥L(H)
+ τ
n−1∑
j=0
∥∥A θ12h Sn−jh,τ B∗Ljh,τPhBSn−jh,τ A θ22h ∥∥L(H)
≤ g2∥∥A θ12h Snh,τ∥∥L(H)∥∥Snh,τA θ22h ∥∥L(H) + r2τ n−1∑
j=0
∥∥A θ12h Sn−jh,τ ∥∥L(H)∥∥Sn−jh,τ A θ22h ∥∥L(H)
+ τ
n−1∑
j=0
∥∥A θ12h Sn−jh,τ ∥∥L(H)∥∥B∗Ljh,τPhB∥∥L(H)∥∥Sn−jh,τ A θ22h ∥∥L(H).
For the term containing B we have by (35) that
‖B∗Ljh,τPhB‖L(H) ≤ b2D21−β‖A
1−β
2
h L
j
h,τA
1−β
2
h ‖L(H).
For the other terms we use the fact that by (16), for i = 1, 2 and j = 1, . . . , n∥∥A θi2h Sjh,τ∥∥L(H) = ∥∥Sjh,τA θi2h ∥∥L(H) ≤ Dθit− θi2j .
This then yields∥∥A θ12h Lnh,τA θ22h ∥∥L(H)
. t−
θ1+θ2
2
n + τ
n−1∑
j=0
t
− θ1+θ22
n−j + τ
n−1∑
j=0
t
− θ1+θ22
n−j
∥∥A 1−β2h Ljh,τA 1−β2h ∥∥L(H).
For the first sum we have τ
∑n−1
j=0 t
−(θ1+θ2)/2
n−j .
∫ tn
0
t−(θ1+θ2)/2 dt . t1−(θ1+θ2)/2n ,
so taking θ1 = θ2 = 1− β and using the discrete Gronwall lemma (cf. [13]) proves
the claim for this special case and implies for θ1, θ2 ∈ [0, 1), (θ1 + θ2)/2 < 1, in the
above estimate that∥∥A θ12h Lnh,τA θ22h ∥∥L(H) . t− θ1+θ22n (2 + τ∥∥A 1−β2h L0h,τA 1−β2h ∥∥L(H))+ τ n−1∑
j=1
t
− θ1+θ22
n−j t
β−1
j .
The proof is completed by observing that
τ
n−1∑
j=1
t
− θ1+θ22
n−j t
β−1
j .
∫ tn
0
tβ−1(tn − t)−
θ1+θ2
2 dt . tβ−
θ1+θ2
2
n
and that, by the assumption that τ ≤ ch2,
τ
∥∥A 1−β2h L0h,τA 1−β2h ∥∥L(H) ≤ τc20g2h2β−2 ≤ cc20g2h2β . 1. 
Let us close this section with proving convergence of the fully discrete approxi-
mation of the Lyapunov equation.
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Theorem 4.2. For all c > 0, ρ ∈ (0, β) and θ ∈ [0, 1) with ρ+ θ < 1, there exists
a constant C > 0 satisfying for h ∈ (0, 1), τ ≤ ch2 and n ∈ {1, . . . , Nτ}
‖Lnh,τPh − L(tn)‖L(H˙−θ,H˙θ) =
∥∥A θ2 (Lnh,τPh − L(tn))A θ2 ∥∥L(H) ≤ Ct−ρ−θn h2ρ.
Proof. With Proposition 3.4, the triangle inequality, (13) and (14) it suffices to
prove that under the conditions of this theorem, there exists C > 0 such that for
h ∈ (0, 1), τ ≤ ch2 and n ∈ {1, . . . , Nτ}∥∥A θ2h (Lnh,τPh − Lh(tn)Ph)A θ2h ∥∥L(H) ≤ Ct−ρ−θn h2ρ.
We introduce the right-continuous interpolation S˜ = (S˜(t))t∈[0,T ) of Sh,τ given by
S˜(t) :=
Nτ∑
n=1
1[tn−1,tn)(t)S
n
h,τ ,
for which we by (13) and (16) have for r ∈ [0, 1] the existence of a constant Dr such
that for all t ∈ T0
(47) ‖S˜(t)A r2h ‖L(H) = ‖A
r
2
h S˜(t)‖L(H) ≤ Drt−
r
2 .
We also introduce the corresponding error operator E˜ = S˜ − Sh and the extension
to continuous time of the fully discrete solution by L˜(t) = Lnh,τPh, for t ∈ [tn, tn+1).
From (11), (12) and (17) we obtain the existence of a constant Dθ such that for all
t > 0
(48) ‖A θ2h E˜(t)‖L(H) ≤ Dθt−
θ
2−ρτρ.
Using this notation it follows from (44) that for all n ∈ {1, . . . , Nτ} and φ ∈ H
L˜(tn)φ = S
n
h,τG
∗GSnh,τφ+
∫ tn
0
S˜(tn − s)
(
R∗R+B∗L˜(s)PhB
)
S˜(tn − s)φds.
Since A
θ/2
h , Sh, S˜, Lh,τ , Lh and E˜ are self-adjoint at all times, this equality and (34)
yield that for all φ ∈ H〈
A
θ
2
h
(
Lnh,τ − Lh(tn)
)
A
θ
2
hφ, φ
〉
=
〈
A
θ
2
h
(
Snh,τ + Sh(tn)
)
G∗GEnh,τA
θ
2
hφ, φ
〉
+
∫ tn
0
〈
A
θ
2
h
(
S˜(tn − s) + Sh(tn − s)
)
R∗RE˜(tn − s)A
θ
2
hφ, φ
〉
ds
+
∫ tn
0
〈
A
θ
2
h
(
S˜(tn − s) + Sh(tn − s)
)
B∗Lh(s)PhBE˜(tn − s)A
θ
2
hφ, φ
〉
ds
+
∫ tn
0
〈
A
θ
2
h S˜(tn − s)B∗(L˜(s)− Lh(s))PhBS˜(tn − s)A
θ
2
hφ, φ
〉
ds.
Another consequence of A
θ/2
h , Lh,τ and Lh being self-adjoint is that∥∥A θ2h (Lnh,τ − Lh(tn))A θ2h ∥∥L(H) = sup
φ∈H,‖φ‖=1
∣∣〈A θ2h (Lnh,τ − Lh(tn))A θ2hφ, φ〉∣∣,
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which, along with the previous identity, yields∥∥A θ2h (Lnh,τ − Lh(tn))A θ2h ∥∥L(H)
≤ g2∥∥A θ2h (Snh,τ + Sh(tn))∥∥L(H)∥∥Enh,τA θ2h ∥∥L(H)
+ r2
∫ tn
0
∥∥A θ2h (S˜(tn − s) + Sh(tn − s))∥∥L(H)∥∥E˜(tn − s)A θ2h ∥∥L(H) ds
+
∫ tn
0
∥∥A θ2h (S˜(tn − s) + Sh(tn − s))∥∥L(H)∥∥B∗Lh(s)PhBE˜(tn − s)A θ2h ∥∥L(H) ds
+
∫ tn
0
∥∥A θ2h S˜(tn − s)B∗(L˜(s)− Lh(s))PhBS˜(tn − s)A θ2h ∥∥L(H) ds =: 4∑
i=1
Ini .
For the first term we obtain with (17), (16) and (11) that
In1 ≤ g2
∥∥A θ2hEnh,τ∥∥L(H)(∥∥Snh,τA θ2h ∥∥L(H) + ∥∥A θ2hSh(tn)∥∥L(H)) ≤ 2g2D2θt−ρ−θn τρ.
Similarly we use (47), (16) and (48) for the next term to see that
In2 ≤ 2r2D2θ
(∫ tn
0
(tn − s)−θ−ρ ds
)
τρ . τρ.
Using (47), (11), (35), (36), (48) and (5) yields
In3 ≤ b2D21−β
∫ tn
0
(∥∥A θ2h S˜(tn − s)∥∥L(H) + ∥∥A θ2hSh(tn − s)∥∥L(H))
× ∥∥A 1−β2h Lh(s)A 1−β2h ∥∥L(H)∥∥A θ2h E˜(tn − s)∥∥L(H) ds
≤ 2b2D21−βDLD2θ
(∫ tn
0
sβ−1(tn − s)−ρ−θ ds
)
τρ . tβ−ρ−θn τρ.
For the last term, we add and subtract a piecewise constant approximation of Lh,
L˜h(t) = Lh(tn) for t ∈ [tn, tn+1). With (35) we obtain
In4 ≤ b2D21−β
∫ tn
0
∥∥A θ2h S˜(tn − s)∥∥2L(H)(∥∥A 1−β2h (L˜h(s)− Lh(s))A 1−β2h ∥∥L(H)
+
∥∥A 1−β2h (L˜(s)− L˜h(s))A 1−β2h ∥∥L(H))ds.
Proposition 3.4(ii) yields the existence of a constant Dβ,ρ such that for all s ∈
[tj , tj+1) and j ∈ {1, . . . , n− 1}∥∥A 1−β2h (L˜h(s)− Lh(s))A 1−β2h ∥∥L(H) = ∥∥A 1−β2h (Lh(tj)− Lh(s))A 1−β2h ∥∥L(H)
≤ Dβ,ρtβ−ρ−1j |tj − s|ρ ≤ Dβ,ρtβ−ρ−1j τρ.
For s ∈ [0, τ), however, we use (36) and Assumption 2.2(iii) to see that∥∥A 1−β2h (L˜h(s)− Lh(s))A 1−β2h ∥∥L(H)
≤ ∥∥A 1−β2h G∗GA 1−β2h ∥∥L(H) + ∥∥A 1−β2h Lh(s)A 1−β2h ∥∥L(H) ≤ g2D2β−1h2β−2 +DLsβ−1.
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Noting also that by (16), ‖Aθ/2h S˜(tn − s)‖L(H) ≤ Dθt−θ/2n−j for s ∈ [tj , tj+1) and
j ∈ {0, . . . , n− 1} and that L˜h(s)− L˜(s) = 0 for s ∈ [0, τ1), we find that
In4 . t−θn
(∫ τ
0
sβ−1 ds+ τh2β−2
)
+ τ1+ρ
n−1∑
j=1
t−θn−jt
β−ρ−1
j
+ τ
n−1∑
j=1
t−θn−j
∥∥A 1−β2h (Ljh,τ − Lh(tj))A 1−β2h ∥∥L(H)
. t−θn
(
τβ + h2β
)
+ tβ−ρ−θn τ
ρ + τ
n−1∑
j=1
t−θn−j
∥∥A 1−β2h (Ljh,τ − Lh(tj))A 1−β2h ∥∥L(H),
where the last inequality follows by
τ
n−1∑
j=1
t−θn−jt
β−1−ρ
j .
∫ tn
0
(tn − s)−θsβ−1−ρ ds . tβ−ρ−θn
and the assumption that τ ≤ ch2. Collecting the estimates for all four terms yields∥∥A θ2h (Lnh,τ − Lh(tn))A θ2h ∥∥L(H)
. t−θ−ρn (h2β + τρ) + τ
n−1∑
j=1
t−θn−j
∥∥A 1−β2h (Ljh,τ − Lh(tj))A 1−β2h ∥∥L(H).
The choice θ = 1−β implies with the discrete Gronwall lemma and the assumption
τ ≤ ch2 that∥∥A 1−β2h (Lnh,τ − Lh(tn))A 1−β2h ∥∥L(H) . tβ−ρ−1n (h2β + τρ) . tβ−ρ−1n h2ρ,
which shows the claim for this special case. Similarly to Proposition 3.4, the proof
is completed by a bootstrap argument. 
As a consequence, we obtain convergence of the approximation of the quadratic
functional (2) which is stated in the following corollary.
Corollary 4.3. For all c > 0 and ρ ∈ (0, β) there exists a constant C > 0 satisfying
for h ∈ (0, 1), τ ≤ ch2 and x ∈ H∣∣Φ(x)− ΦLh,τ (x)∣∣ ≤ CT−ρh2ρ‖x‖2,
where ΦLh,τ (x) := 〈LNh,τPhx, Phx〉.
Proof. Using Theorems 3.7 and 4.2 with x ∈ H˙0 we directly obtain∣∣Φ(x)− ΦLh,τ (x)∣∣ = |〈(L(T )− LNτh,τPh)x, x〉|
≤ ∥∥(LNτh,τPh − L(T ))∥∥L(H)‖x‖2 . T−ρh2ρ‖x‖2. 
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5. Fully discrete SPDE approximation
The mild solution L of the Lyapunov equation (3) and the mild solution X of
SPDE (1) are related in Theorem 3.7 via 〈L(t)x, x〉 = Φ(x, t), which was shown
using the corresponding relation 〈Lh(t)x, x〉 = Φh(x, t) for the solutions (Lh)h∈(0,1)
of the semidiscrete Lyapunov equations (33) and the solutions (Xh)h∈(0,1) to the
semidiscrete SPDE (40). Similarly, the fully discrete solutions (Lh,τ )h,τ∈(0,1) to (46)
can be related to fully discrete approximations (Xh,τ )h,τ∈(0,1) to SPDE (1) by
showing that |〈LNτh,τPhx, Phx〉− Φh,τ (x,Nτ )| → 0 as h, τ → 0, where
(49) Φh,τ (x, n) := E
[∥∥GXnh,τ∥∥2 + τ n∑
k=1
∥∥RXn−kh,τ ∥∥2 ∣∣∣X0h,τ = Phx
]
for n = 0, . . . , Nτ . In this section we show this and use it to prove a weak conver-
gence result for (Xh,τ )h,τ∈(0,1).
The fully discrete approximation of (1) is obtained by a semi-implicit Euler–
Maruyama scheme. Let (Xh,τ )h,τ∈(0,1) be the family of discrete stochastic processes
satisfying X0h,τ = PhX0 and for all n ∈ {1, . . . , Nτ} P-a.s
(50) Xnh,τ + τAhX
n
h,τ = X
n−1
h,τ +B(X
n−1
h,τ )∆W
n−1,
where ∆Wn := W (tn+1) − W (tn) denotes the increment of the Wiener process.
Using the fact that Sh,τ = (Ph + τAh)
−1 the recursion can be rewritten as
(51) Xnh,τ = Sh,τX
n−1
h,τ + Sh,τB(X
n−1
h,τ )∆W
n−1,
which leads to the discrete variation of constants formula
(52) Xnh,τ = S
n
h,τX0 +
n−1∑
j=0
Sn−jh,τ B(X
j
h,τ )∆W
j .
An induction shows that Xnh,τ ∈ Lp(Ω;H) for all h, τ ∈ (0, 1), n ∈ {1, . . . , Nτ},
p ∈ [2,∞) and by a classical Gronwall argument one obtains for all p ≥ 2 and
0 ≤ r < β the existence of a constant Dp,r such that
(53) sup
h,τ∈(0,1)
sup
n∈{1,...,Nτ}
t
r
2
n‖A
r
2
hX
n
h,τ‖Lp(Ω;H) ≤ Dp,r‖X0‖.
We omit the details and refer to [3, Proposition 3.16] for a proof of a similar stability
result. Apart from this, we use the following lemma in our weak convergence result.
Lemma 5.1. Let K ∈ L(H) and r < β. Then there exists a constant C > 0 such
that for all n ∈ {1, . . . , Nτ}∣∣E[〈(Sh,τ − Ph)KXnh,τ , Xnh,τ 〉]∣∣ ≤ Ct−rn τ r‖K‖L(H)‖X0‖2.
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Proof. We use the Itoˆ isometry and the fact that the centered increment ∆W j is
independent of Xjh,τ in (52) to find that
E
[〈(Sh,τ − Ph)KXnh,τ , Xnh,τ 〉]
= E
[〈(Sh,τ − Ph)KSnh,τX0, Snh,τX0〉]
+ τ
n−1∑
j=0
E
[〈(Sh,τ − Ph)KSn−jh,τ B(Xjh,τ ), Sn−jh,τ B(Xjh,τ )〉L02].
By (18), (16), (14) and (53) we directly obtain from this∣∣E[〈(Sh,τ − Ph)KXnh,τ , Xnh,τ 〉]∣∣
≤ ∣∣〈A−rh (Sh,τ − Ph)KSnh,τX0, ArhSnh,τX0〉∣∣
+ τ
n−1∑
j=0
∣∣E[〈A−rh (Sh,τ − Ph)KA 1−β2h Sn−jh,τ A β−12h B(Xjh,τ ),
A
1−β+2r
2
h S
n−j
h,τ A
β−1
2
h B(X
j
h,τ )〉L02
]∣∣
≤ ‖A−rh (Sh,τ − Ph)‖L(H)‖K‖L(H)
×
(
‖Snh,τ‖L(H)‖ArhSnh,τ‖L(H)‖X0‖2
+ τ
n−1∑
j=0
‖A
1−β
2
h S
n−j
h,τ ‖L(H)‖A
β−1
2
h B‖2L02‖A
1−β+2r
2
h S
n−j
h,τ ‖L(H)E
[‖Xnh,τ‖2])
≤ Drτ r‖K‖L(H)‖X0‖2
(
D0D2rt
−r
n +D1−βD
2
β−1D1−β+2rD2,0τ
n−1∑
j=0
tβ−r−1n−j
)
. τ r‖K‖L(H)‖X0‖2(t−rn + tβ−rn ) . t−rn τ r‖K‖L(H)‖X0‖2. 
The most commonly used way to prove weak convergence of (Xh,τ )h,τ∈(0,1) to
the mild solution X of (1) is by a joint use of the Itoˆ formula and the solution
to a Kolmogorov equation, see, e.g., [4, 10, 31] for SPDEs with additive noise
and [4, 6, 8, 12, 18] for multiplicative noise. In the case of additive noise, the
solution to the Kolmogorov equation is regular enough for the weak convergence
analysis to work out nicely. In the case of multiplicative noise, the solution is less
regular and a straight forward generalization of the methodology for additive noise
to multiplicative noise gives suboptimal rates for β ∈ (1/2, 1) with finite element
approximations, see [4]. For spectral methods this has been solved in [6, 18]. In
the special case that we consider in this paper, the quadratic form of the solution
to the Lyapunov equation solves by Corollary 3.3 the Kolmogorov equation and by
Theorem 3.1 it has the same regularity as in the case of additive noise. Therefore,
a weak convergence result could be obtained by adapting the method of [12] to our
setting. We choose instead to apply Corollary 4.3 along with the following theorem,
which relates the functional Φh,τ to the fully discrete approximation Lh,τ of the
Lyapunov equation. The advantage of this is that we do not require any regularity
assumption on the initial condition. Instead, we have to introduce the coupling
τ ≤ ch2 of the time step and the spatial refinement parameter.
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Theorem 5.2. Let Φh,τ be the functional given by (49) and let L
n
h,τ be given
by (44). For all c > 0 and ρ ∈ (0, β), there exists a constant C > 0 satisfying for
h ∈ (0, 1), τ ≤ ch2, n ∈ {1, . . . , Nτ} and x ∈ H∣∣〈Lnh,τPhx, Phx〉− Φh,τ (x, n)∣∣ ≤ Ct−ρn h2ρ‖x‖2.
Proof. By a telescoping sum argument and the fact that L0h,τ = PhG
∗GPh we
obtain〈
Lnh,τPhx, Phx
〉
=
〈
L0h,τX
n
h,τ , X
n
h,τ
〉
+
n∑
k=1
〈
Lkh,τX
n−k
h,τ , X
n−k
h,τ
〉− 〈Lk−1h,τ Xn−k+1h,τ , Xn−k+1h,τ 〉
= E
[∥∥GXnh,τ∥∥2 + n∑
k=1
〈
Lkh,τX
n−k
h,τ , X
n−k
h,τ
〉− 〈Lk−1h,τ Xn−k+1h,τ , Xn−k+1h,τ 〉
]
so that〈
Lnh,τPhx, Phx
〉− Φh,τ (x, n)
=
n∑
k=1
E
[〈
Lkh,τX
n−k
h,τ , X
n−k
h,τ
〉− 〈Lk−1h,τ Xn−k+1h,τ , Xn−k+1h,τ 〉− τ∥∥RXn−kh,τ ∥∥2]
=:
n∑
k=1
Ink .
(54)
By applying (50), using the Itoˆ isometry and the fact that the centered increment
∆Wn−k is independent of Xn−kh,τ we obtain
E
[〈
Lk−1h,τ X
n−k+1
h,τ , X
n−k+1
h,τ
〉]
= E
[〈
Sh,τL
k−1
h,τ Sh,τX
n−k
h,τ , X
n−k
h,τ
〉]
+ τE
[〈
B∗Sh,τLk−1h,τ Sh,τBX
n−k
h,τ , X
n−k
h,τ
〉]
.
Using this identity along with (45) to obtain a cancellation and the fact that ‖u‖2−
‖v‖2 = 〈u+ v, u− v〉 for u, v ∈ H yields
Ink = τE
[〈(
Sh,τB
∗Lk−1h,τ PhBSh,τ −B∗Sh,τLk−1h,τ Sh,τB
)
Xn−kh,τ , X
n−k
h,τ
〉]
+ τE
[〈
R(Ph + Sh,τ )X
n−k
h,τ , R(Sh,τ − Ph)Xn−kh,τ
〉]
=: In,1k + I
n,2
k .
For the first term In,1k , since L
0
h,τ = PhG
∗GPh, by the triangle inequality, (16),
(14), Assumption 2.2(iii) and (53) we obtain for k = 1
|In,11 | = τ
∣∣E[〈(Sh,τB∗A β−12h A 1−β2h G∗GA 1−β2h A β−12h BSh,τ
−B∗A
β−1
2
h A
1−β
2
h Sh,τG
∗GSh,τA
1−β
2
h A
β−1
2
h B
)
Xn−1h,τ , X
n−1
h,τ
〉]∣∣
≤ 2τg2‖Sh,τ‖2‖A
β−1
2
h B‖2‖A
1−β
2
h ‖2‖Xn−1h,τ ‖2
≤ 2τh2(β−1)g2D20D2β−1b2D21−βD22,0‖x‖2 . τh2(β−1)‖x‖2.
In the case that k = 2, . . . , n, we use the fact that Lk−1h,τ ∈ Σ(Vh) to obtain the split
In,1k = τE
[〈
(Sh,τ − Ph)B∗Lk−1h,τ PhB(Sh,τ + Ph)Xn−kh,τ , Xn−kh,τ
〉]
− τE[〈B∗(Sh,τ − Ph)Lk−1h,τ (Sh,τ + Ph)BXn−kh,τ , Xn−kh,τ 〉] =: Jn,1k − Jn,2k .
APPROXIMATION OF LYAPUNOV EQUATIONS 29
The terms |Jn,1k | and |In,2k | are for n 6= k handled by Lemma 5.1, first with
‖K‖L(H) := ‖B∗A
β−1
2
h A
1−β
2
h L
k−1
h,τ A
1−β
2
h A
β−1
2
h B(Sh,τ + Ph)‖L(H)
≤ D2β−1b2‖A
1−β
2
h L
k−1
h,τ A
1−β
2
h ‖L(H)(1 + ‖Sh,τ‖L(H))
≤ D2β−1b2DL1−β,1−β(1 +D0),
where we used (14), Theorem 4.1 and (16). Here we let DLθ1,θ2 , θ1, θ2 ∈ [0, 2), denote
the constant C of the bound in Theorem 4.1. Then Lemma 5.1 is applied with
‖K‖L(H) := ‖R∗R(Ph + Sh,τ )‖L(H) ≤ r2(1 + ‖Sh,τ‖L(H)) ≤ r2(1 +D0)
using only (16). For n = k, (18) and Assumption 2.2(iii) imply that∣∣〈(Sh,τ − Ph)Kx, x〉∣∣ = ∣∣〈AρhA−ρh (Sh,τ − Ph)Kx, x〉∣∣
≤ ‖Aρh‖L(H)‖A−ρh (Sh,τ − Ph)‖L(H)‖K‖L(H)‖x‖2
≤ D2ρh−2ρDρτρ‖K‖L(H)‖x‖2
for a given operator K ∈ L(H).
This yields that |Jn,1k | and |In,2k | are bounded by a constant times τ1+ρt−ρn−k‖x‖2
if k 6= n and by a constant times τ1+ρh−2ρ‖x‖2 otherwise. For the term |Jn,2k |,
with k 6= n, we obtain from (14), (18), Theorem 4.1, (16) and (53) that
|Jn,2k | = τ
∣∣E[〈B∗A β−12h A−ρh (Sh,τ − Ph)
×A
1−β+2ρ
2
h L
k−1
h,τ A
1−β
2
h (Sh,τ + Ph)A
β−1
2
h BX
n−k
h,τ , X
n−k
h,τ
〉]∣∣
≤ τD2β−1b2‖A−ρh (Sh,τ − Ph)‖L(H)
× ‖A
1−β+2ρ
2
h L
k−1
h,τ A
1−β
2
h ‖L(H)(‖Sh,τ‖L(H) + 1)‖Xn−kh,τ ‖2
≤ τ1+ρtβ−ρ−1k−1 D2β−1b2DρDL1−β+2ρ,1−β(D0 + 1)D22,0‖x‖2 . τ1+ρtβ−ρ−1k−1 ‖x‖2.
For k = n one obtains the same bound without the term D22,0 since (53) is not used.
Collecting the estimates, we use (5), along with the coupling τ ≤ ch2, to bound
(54) for n > 1 by∣∣〈Lnh,τPhx, Phx〉− Φh,τ (x, n)∣∣
≤ ∣∣In,11 ∣∣+ ∣∣In,21 ∣∣+ ∣∣Jn,1n ∣∣+ ∣∣Jn,2n ∣∣+ ∣∣In,2n ∣∣+ n−1∑
k=2
(∣∣Jn,1k ∣∣+ ∣∣Jn,2k ∣∣+ ∣∣In,2k ∣∣)
.
(
τh2β−1 + τ1+ρt−ρn−1 + τ
1+ρh−2ρ + τ1+ρtβ−ρ−1n−1 + τ
1+ρh−2ρ
+ τ1+ρ
n−1∑
k=2
(t−ρn−k + t
β−ρ−1
k−1 + t
−ρ
n−k)
)
‖x‖2
. h2ρ
(
t−ρn + 2τ
n−1∑
k=2
t−ρn−k + τ
n−1∑
k=2
tβ−ρ−1k−1
)
‖x‖2 . h2ρ
(
t−ρn + 2t
1−ρ
n + t
β−ρ
n
)
‖x‖2,
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where we used the facts that τtβ−ρ−1n−1 ≤ T β−ρ, τρt−ρn−1 ≤ 1 and 1 ≤ T ρt−ρn . This
shows the claim in the case that n > 1. For n = 1 it is derived similarly with∣∣〈Lnh,τPhx, Phx〉− Φh,τ (x, n)∣∣ ≤ ∣∣I1,11 ∣∣+ ∣∣I1,21 ∣∣ . (τh2β−1 + h−2ρτ1+ρ)‖x‖2. 
We now obtain our weak convergence result as a direct consequence of Theo-
rem 5.2 and Corollary 4.3. We write Φh,τ (x) := Φh,τ (x,Nτ ) for x ∈ H.
Corollary 5.3. Let Φ and Φh,τ be the functionals given by (2) and (49), respec-
tively. For all c > 0 and ρ ∈ (0, β) there exists a constant C > 0 satisfying for
h ∈ (0, 1), τ ≤ ch2 and x ∈ H∣∣Φ(x)− Φh,τ (x)∣∣ ≤ CT−ρh2ρ‖x‖2.
This section is now finished with a corollary on a Monte Carlo method, which
estimates the expectation in Φh,τ (x) by a sample average. We define the Monte
Carlo estimator of Φh,τ (x) by
ΦMCh,τ,M (x) := M
−1
M∑
j=1
(∥∥∥GXNτ ,x,(j)h,τ ∥∥∥2 + Nτ−1∑
n=0
τ
∥∥∥RXn,x,(j)h,τ ∥∥∥2
)
= M−1
M∑
j=1
∥∥∥GXNτ ,x,(j)h,τ ∥∥∥2 + τM−1 M∑
j=1
Nτ−1∑
n=0
∥∥∥RXn,x,(j)h,τ ∥∥∥2 ,
where (X
n,x,(j)
h,τ )
M
j=1 denotes a sequence of M independent samples of X
n
h,τ with
initial value X0 = Phx.
Corollary 5.4. For all c > 0 and ρ ∈ (0, β) there exists a constant C > 0 satisfying
for h ∈ (0, 1), τ ≤ ch2, M ∈ N and x ∈ H∥∥Φ(x)− ΦMCh,τ,M (x)∥∥L2(Ω;R) ≤ C‖x‖2 (h2ρ +M− 12) .
Proof. A sequence (Y (j))Mj=1 of independent and identically distributed samples of
a real-valued random variable Y ∈ L2(Ω;R) satisfies that
∥∥∥E[Y ]−M−1 M∑
j=1
Y (j)
∥∥∥2
L2(Ω;R)
= M−2
∥∥∥ M∑
j=1
E[Y ]− Y (j)
∥∥∥2
L2(Ω;R)
= M−1 Var(Y )
≤M−1E[Y 2].
Since
Φh,τ (x)− ΦMCh,τ,M (x) =
E [∥∥∥GXNτ ,xh,τ ∥∥∥2]−M−1 M∑
j=1
∥∥∥GXNτ ,x,(j)h,τ ∥∥∥2

+ τ
Nτ−1∑
n=0
E [∥∥∥RXn,xh,τ ∥∥∥2]−M−1 M∑
j=1
∥∥∥RXn,x,(j)h,τ ∥∥∥2
 ,
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we therefore obtain, using the triangle inequality and (53), that∥∥Φh,τ (x)− ΦMCh,τ,M (x)∥∥L2(Ω;R)
≤M− 12
(
g4
∥∥∥XNτ ,xh,τ ∥∥∥2
L4(Ω;R)
+ r4τ
Nτ−1∑
n=0
∥∥∥Xn,xh,τ ∥∥∥2
L4(Ω;R)
)
.M− 12 ‖x‖2
with bound depending neither on h nor on τ . By another application of the triangle
inequality and Corollary 5.3, we get∥∥Φ(x)− ΦMCh,τ,M (x)∥∥L2(Ω;R) ≤ ∣∣Φ(x)− Φh,τ (x)∣∣+ ∥∥Φh,τ (x)− ΦMCh,τ,M (x)∥∥L2(Ω;R)
. ‖x‖2
(
h2ρ +M−
1
2
)
,
which finishes the proof. 
6. Numerical implementation and simulation
The goal of this section is to show how the numerical approximations of Sections 4
and 5 are implemented in practice. Specifically, we derive matrix equations for the
approximation of the quadratic functional Φ. In the first part, we consider the
Lyapunov approximation ΦLh,τ , in the next part the Monte Carlo approximation
ΦMCh,τ and finally a deterministic covariance-based method that allows us to compute
Φh,τ exactly (cf. [28]). The complexity of these methods is then compared in
the specific setting of Example 2.3 and numerical simulations demonstrate our
theoretical results.
6.1. Implementation of the Lyapunov equation. Let us in this section discuss
the numerical implementation of the fully discrete approximation LNτh,τ from (46) of
the solution L(T ) to the Lyapunov equation (3). Let Nh denote the dimension of Vh
and let (φih)
Nh
i=1 be a (not necessarily orthogonal) basis of Vh. By Mh,Ah,Gh and
Rh ∈ RNh×Nh we denote the matrices with entries (Mh)i,j = 〈φih, φjh〉, (Ah)i,j =
a(φih, φ
j
h) = 〈A1/2h φih, A1/2h φjh〉, (Gh)i,j = 〈Gφih, Gφjh〉, and (Rh)i,j = 〈Rφih, Rφjh〉,
i, j ∈ {1, 2, . . . , Nh}, respectively. For n ∈ {0, . . . Nτ} let Lnh,τ be the matrix con-
taining the coefficients in the expansion Lnh,τ =
∑Nh
i,j=1(L
n
h,τ )i,jφ
i
h ⊗ φjh of the ap-
proximation given by (46). Here φih ⊗ φjh denotes the Hilbert tensor product of φih
and φjh, which is identified with an element of L(Vh) via (φih⊗ φjh)ψh = 〈φjh, ψh〉φih
for all ψh ∈ Vh. We now derive a system of equations for these matrices by ap-
plying 〈·, φjh〉 to both sides of (46) applied to φih with i, j ∈ {1, . . . , Nh}. For
n ∈ {1, . . . , Nτ} we have that
〈Lnh,τ (Ph + τAh)φih, (Ph + τAh)φjh〉
=
Nh∑
k,`=1
(Lnh,τ )k,`〈φ`h, (Ph + τAh)φih〉〈φkh, (Ph + τAh)φjh〉
=
Nh∑
k,`=1
(Lnh,τ )k,`
(
〈φ`h, φih〉+ τa(φ`h, φih)
)(
〈φkh, φjh〉+ τa(φkh, φjh)
)
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=
Nh∑
k,`=1
(Lnh,τ )k,`(Mh + τAh)`,i(Mh + τAh)k,j
=
Nh∑
k=1
(Lnh,τ (Mh + τAh))k,i(Mh + τAh)k,j
=
Nh∑
k=1
((Mh + τAh)L
n
h,τ )i,k(Mh + τAh)k,j = ((Mh + τAh)L
n
h,τ (Mh + τAh))i,j .
Similarly, 〈Lnh,τφih, φjh〉 = (MhLnh,τMh)i,j . By (Bh(Ln−1h,τ )) we denote the matrix
with entries (Bh(L
n−1
h,τ ))i,j given by
〈Ln−1h,τ PhB(φih), B(φjh)〉L02
=
∑
m∈N
〈Ln−1h,τ PhB(φih)em, B(φjh)em〉
=
Nh∑
k,`=1
(Ln−1h,τ )k,`
∑
m∈N
〈φ`h, B(φih)em〉〈φkh, B(φjh)em〉
=
Nh∑
k,`=1
(Ln−1h,τ )k,`
∑
m∈N
〈(B(φih))∗φ`h, em〉〈(B(φjh))∗φkh, em〉
=
Nh∑
k,`=1
(Ln−1h,τ )k,`〈(B(φih))∗φ`h, (B(φjh))∗φkh〉U
=
Nh∑
k,`=1
(Ln−1h,τ )k,`〈B(φjh)(B(φih))∗φ`h, φkh〉,
(55)
where (em)
∞
m=1 denotes an orthonormal basis of U . Collecting all terms we obtain
the matrix equation
(56) (Mh + τAh)L
n
h,τ (Mh + τAh) = MhL
n−1
h,τ Mh + τRh + τBh(L
n−1
h,τ ).
To determine the initial value L0h,τ we first see that
(Gh)i,j = 〈L0h,τφih, φjh〉 =
Nh∑
k,`=1
(L0h,τ )k,`〈φ`h, φih〉〈φkh, φjh〉 =
(
MhL
0
h,kMh
)
i,j
and thus L0h,k = M
−1
h GhM
−1
h .
Having implemented the matrix equation (56) one approximates Φ(x) with x ∈ H
by
ΦLh,τ (x) = 〈LNτh,τPhx, Phx〉 =
Nh∑
i,j=1
(LNτh,τ )i,j〈x, φih〉〈x, φjh〉 = x>hMhLNτh,τMhxh,
where x>h denotes the transpose of the vector xh of coefficients x
j
h in the expansion
Phx =
∑Nh
j=1 x
j
hφ
j
h.
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6.2. Implementation of the Monte Carlo method. We now continue with a
method for the computation of ΦMCh,τ,N defined in Section 5. Rewriting the fully
discrete approximation (52) of the SPDE, yields for n ∈ {1, . . . , Nτ}
Xnh,τ = Sh,τX
n−1
h,τ + Sh,τB(X
n−1
h,τ )∆W
n−1
= Sh,τ
(
Ph +BPh(·)∆Wn−1
)
Xn−1h,τ .
(57)
In matrix notation with xnh,τ denoting the vector of coefficients x
n,j
h,τ in the expansion
Xnh,τ =
∑Nh
j=1 x
n,j
h,τφ
j
h this is
(58) (Mh + τAh) x
n
h,τ =
(
Mh + ∆W
n−1
h,τ
)
xn−1h,τ ,
where the matrix ∆Wn−1h,τ has entries (∆W
n−1
h,τ )i,j = 〈B(φjh)∆Wn−1, φih〉 so that
its covariance structure is given by
E[(∆Wn−1h,τ )i,j(∆W
n−1
h,τ )k,`] = 〈B(φjh)(B(φ`h))∗φkh, φih〉
for i, j, k, ` ∈ {1, . . . , Nh}.
Implementing (58) allows us to compute ΦMCh,τ,N (x) for a single x ∈ H with
X0h,τ := x, while the method of the previous section gives Φ
L
h,τ,N (x) for all x ∈ H.
If we want to compute the solution with respect to all initial conditions with a
Monte Carlo method, we can iterate (57) to obtain
Xn,xh,τ =
n−1∏
j=0
Sh,τ
(
Ph +BPh(·)∆W j
)Phx =: Fnh,τPhx.
Denoting by F
n,(j)
h,τ one of M samples of the random operator F
n
h,τ we then note
that
ΦMCh,τ,M (x)
= M−1
M∑
j=1
(∥∥∥GFNτ ,(j)h,τ Phx∥∥∥2 + Nτ−1∑
n=0
τ
∥∥∥RFn,(j)h,τ Phx∥∥∥2
)
= M−1
M∑
j=1
(〈
(F
Nτ ,(j)
h,τ )
∗G∗GFNτ ,(j)h,τ Phx, x
〉
+
Nτ−1∑
n=0
τ
〈
(F
n,(j)
h,τ )
∗R∗RFn,(j)h,τ Phx, x
〉)
=
〈
M−1
M∑
j=1
(
(F
Nτ ,(j)
h,τ )
∗G∗GFNτ ,(j)h,τ +
Nτ−1∑
n=0
τ(F
n,(j)
h,τ )
∗R∗RFn,(j)h,τ
)
Phx, x
〉
.
With
Fnh,τ :=
n−1∏
j=0
(Mh + τAh)
−1
(
Mh + ∆W
j
h,τ
)
,
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the matrix form of this calculation is given by
ΦMCh,τ,M (x) = x
>
h
M−1 M∑
j=1
(
(FNτh,τ )
>GhFNτh,τ +
Nτ−1∑
n=0
τ(Fnh,τ )
>RhFnh,τ
)xh.
6.3. Implementation of a covariance-based method. One advantage of using
Monte Carlo methods for the approximation of Φh,τ (x), x ∈ H, is that the resulting
algorithm is easy to parallelize. One disadvantage in this context of a quadratic
quantity of interest coupled with multiplicative noise is that the solution can be si-
multaneously asymptotically stable in a P-a.s. sense and unstable in a mean square
sense, resulting in the number of samples needed for a satisfactory approximation
in practice being prohibitively large, see [1]. In these cases one can avoid the addi-
tional stochastic error by computing Φh,τ (x) directly. This can be achieved via the
calculation of E
[
Xnh,τ ⊗Xnh,τ
]
for n ∈ {1, . . . , Nh}, which in turn is accomplished
by taking the expectation of a tensorized form of (57) (cf. [27, 28]), yielding
E
[
Xnh,τ ⊗Xnh,τ
]
= (Sh,τ ⊗ Sh,τ )
(
idVh ⊗ idVh +B⊗2h,τ
)
E
[
Xn−1h,τ ⊗Xn−1h,τ
]
=: F⊗h,τE
[
Xn−1h,τ ⊗Xn−1h,τ
]
,
(59)
where B⊗2h,τ := E[PhB(·)∆Wn ⊗ PhB(·)∆Wn] ∈ L(Vh ⊗ Vh) does not depend on n
since the time grid is uniform and the Wiener process has stationary increments.
Similarly to the previous section, Equation (59) allows for the computation of
Φh,τ (x) for a fixed x ∈ H. In order to compute Φh,τ : H → R, i.e., compute Φh,τ (x)
for all x ∈ H in parallel, we iterate (59) to obtain
E
[
Xnh,τ ⊗Xnh,τ
]
= (F⊗h,τ )
n (PhX0 ⊗ PhX0) .
An arbitrary operator Z ∈ L(H) satisfies
(Z ⊗ Z)E [Xnh,τ ⊗Xnh,τ ] = Nh∑
i,j=1
E
[
xn,ih,τx
n,j
h,τ
]
(Zφi ⊗ Zφj)
and
E
[‖ZXnh,τ‖2] = Nh∑
i,j=1
E
[
xn,ih,τx
n,j
h,τ
]
〈Zφi, Zφj〉.
Thus, with f denoting the functional on the algebraic tensor product space H ⊗H
given by f(u⊗ v) = 〈u, v〉 for u, v ∈ H, we find that
Φh,τ (x) = f
((
(G⊗G)(F⊗h,τ )Nτ + τ(R⊗R)
Nτ−1∑
n=0
(F⊗h,τ )
n
)
(Phx⊗ Phx)
)
.
In matrix form this becomes
Φh,τ (x) =
(
Vec(Gh)
>(F⊗h,τ )
Nτ + τ
Nτ−1∑
n=0
Vec(Rh)
>(F⊗h,τ )
n
)
(xh ⊗ xh).
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Here Vec denotes the operation of stacking the entries of a matrix into a vector
columnwise and F⊗h,τ is given by
F⊗h,τ :=
(
(Mh + τAh)
−1 ⊗ (Mh + τAh)−1
)
(Mh ⊗Mh + B⊗2h,τ )
where B⊗2h,τ := E
[
∆Wnh,τ ⊗∆Wnh,τ
]
. Note that the tensor product ⊗ in RNh is
also known as the Kronecker product. Using the properties of this product one
shows that for a given deterministic Nh × Nh matrix A the relationship between
B⊗2h,τ and Bh(A) is given by
(60) B⊗2h,τ Vec (A) = Vec
(
E
[
∆Wnh,τA(∆W
n
h,τ )
>]) = τ Vec((Bh(A))>),
with n ∈ {0, . . . , Nτ − 1} arbitrary.
6.4. Computational complexity. Next, we discuss the computational complex-
ity of the methods of the previous three subsections in the context of Example 2.3,
where we recall that A = −∆. We do not consider memory consumption or numer-
ical stability in our analysis.
We assume throughout this section that B is a linear Nemytskij operator, i.e.,
that (B(u)v)(χ) = u(χ)v(χ) for all u, v ∈ H = L2(D) and almost every χ ∈ D ⊂
Rd. We recall that for this operator, when U = H, b = ‖A(β−1)/2B‖L(H,L(H,L02)) <
∞ for all β < 1/2 in d = 1 and for no positive β when d > 1. In the case
that U = Q1/2(H), with Q given by a continuous symmetric positive semidefinite
covariance kernel q, i.e., 〈Qu, v〉 = ∫
D
∫
D
q(χ, ς)u(χ)v(ς) dχdς for all u, v ∈ H,
then b < ∞ for all β ≤ 1 as a consequence of Mercer’s theorem. Note that this
assumption on B also implies that the matrix ∆Wnh,τ is symmetric. Moreover, we
restrict ourselves to the case that Vh is the space of continuous functions that are
piecewise linear on the triangulation Th of the domain D. With this assumption,
we have that Nh = O(h−d).
To start, we consider the complexity for the Lyapunov method, i.e., the com-
putation of ΦLh,τ . We assume that we have access to an elliptic solver with linear
complexity, i.e., that for a given vector v ∈ RNh the vector (Mh + τAh)−1 v can
be computed at a cost of O(Nh) = O(h−d) (this is immediately true for d = 1 since
the matrices are band diagonal, for d > 1 multigrid methods can be considered).
We also assume that Bh(L
n−1
h,τ ) can be calculated at a maximum cost of O(h−2d).
In light of (55), the assumption is justified by the fact that if U = H, then
〈B(φjh)(B(φih))∗φ`h, φkh〉 =
∫
D
φih(χ)φ
j
h(χ)φ
k
h(χ)φ
`
h(χ) dχ = 0
whenever either of the nodes i, j, k, ` is unconnected to any other, so in this case
the cost of the term is O(Nh) = O(h−d). Similarly, if U = Q1/2(H) where Q is
given by a covariance kernel q, then
〈B(φjh)(B(φih))∗φ`h, φkh〉 = 〈QB(φih)φ`h, B(φjh)φkh〉
=
∫
D
∫
D
q(χ, ς)φih(χ)φ
`
h(χ)φ
j
h(ς)φ
k
h(ς) dχdς = 0
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whenever node i is unconnected to node ` or whenever node j is unconnected to
node k in the finite element mesh, so the cost of the term is O(N2h) = O(h−2d).
These two assumptions imply that the cost of solving for Lnh,τ in (56) is O(h−2d).
By Corollary 4.3, in order to achieve an error of O(h2ρ), one has to choose the
time step size τ = O(h2). This means that the total cost of computing ΦLh,τ is
O(N2hNτ ) = O(h−2d−2).
For the complexity of the Monte Carlo method we make the same assumptions
as above. By the assumption on B, ∆Wnh,τ has entries (∆W
n
h,τ )i,j = 〈∆Wn, φiφj〉
that are zero whenever node i is unconnected to node j, so to compute this sparse
matrix, only O(h−d) random variables have to be generated at a cost of O(h−2d),
assuming that an offline Cholesky decomposition method is used. Taking these
facts together shows that the cost of computing ΦMCh,τ,N is O(NNτh−2d). By Corol-
lary 5.4, in order to achieve an error of O(h2ρ) we should choose O(τ) = O(h2) and
O(N−1/2) = O(h2ρ), yielding a total cost of O(h−2d−2−4ρ).
Finally we analyze the cost of computing Φh,τ by the use of the covariance-
based method. By the assumption of the existence of a linear complexity solver
for elliptic problems, by (60) and by the fact that for arbitrary matrices A,H and
K, Vec(HAK) = K> ⊗HVec(A), the cost of computing F⊗h,τv for a given vector
v ∈ RN2h is O(N2h) = O(h−2d). In order to achieve an error of O(h2ρ), we should by
Corollary 5.3 again choose O(τ) = O(h2), meaning that the total cost of computing
Φh,τ is O(h−4d−2).
Method ΦLh,τ Φ
MC
h,τ,M Φh,τ
Cost O(h−2d−2) O(h−2d−2−4ρ) O(h−4d−2)
Table 1. Cost of approximating Φ : H → R up to an error of
O(h2ρ) with the methods of Section 6.
We summarize our findings in Table 1 and note that as long as ρ is chosen
maximal, the Lyapunov method of approximating Φ has the lowest computational
cost. We emphasize that the problem we consider is the approximation of the
functional Φ : H → R, not the approximation of Φ(x) for an individual x ∈ H.
Moreover, we reiterate that no attention has been paid to the memory consumption
of the methods, which can be significant for the Monte Carlo and covariance-based
methods if R 6= 0.
6.5. Numerical simulations. In this section we illustrate our theoretical results
(specifically Corollary 4.3 and Corollary 5.3) in numerical simulations. We consider
the same setting as in Section 6.4, and choose U = H (i.e., the equation is driven by
space-time white noise), d = 1 (with D = (0, 1)), R = 0, G = idH , T = 1 and rescale
A and B by factors 0.05 and 0.65 respectively. We choose an initial value X0(χ) =
χ1[(0,1/2)(χ) + (1 − χ)1[1/2,1)(χ) for χ ∈ D and compute ΦLh,τ (X0) and Φh,τ (X0)
for τ = h2 and h = 2−1, 2−2, . . . , 2−8, where the latter quantity is computed with
the covariance-based method of Section 6.3. The errors |ΦLh,τ (X0) − Φ(X0)| and
|Φh,τ (X0)−Φ(X0)| are shown in Figure 1(a). Here we have replaced Φ(X0) with the
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(a) Estimates of the errors |ΦTL (X0)−ΦT (X0)|
for a fixed X0 ∈ H.
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Figure 1. Errors and computational costs for ΦTL .
reference solution Φh,τ (X0) computed with h = 2
−10 and τ = h2. All matrices and
vectors are computed exactly, which is possible by our choice of U , except for the
initial value, which is interpolated onto the finite element space. With our choice of
B and U , b <∞ for all β < 1/2, so from Corollary 4.3 and Corollary 5.3 we expect a
convergence rate of essentially O(h). The results of Figure 1(a) are consistent with
this expectation. In Figure 1(b) we show the cost in seconds for the computation
of ΦLh,τ in MATLAB
R© R2018b on a dual-core Intel R© CoreTM i7-5600U 2.60GHz
CPU. The results are consistent with the bound on the computational complexity
in Table 1.
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Appendix A.
For completeness we here include two results of a technical nature. The first
result is a bound on the error resulting from a rational approximation of a semi-
group. This is (17) in the main part of the paper. To the best of our knowledge, it
is not available in the literature, but the proof is similar to those of [30, Theorems
7.1-7.2].
Proposition A.1. Let A : D(A) ⊂ H → H be a densely defined, linear, self-adjoint
and positive definite operator on a separable Hilbert space H, let S = (S(t), t ≥ 0)
be the analytic semigroup generated by −A, let the function R : R+ → R be given
by R(λ) = (1 + λ)−1 and let τ > 0. With tn := τn and Sτ := R(τA), there exists
for all r ∈ [0, 1] a constant Cr > 0, not depending on A, such that for all ρ ∈ [0, 2]
‖A r2 (S(tn)− Snτ )‖L(H) ≤ Crt−
ρ+r
2
n τ
ρ/2.
Proof. First we introduce the notation Fn(λ) := R(λ)
n−e−nλ so that S(tn)−Snτ =
Fn(τA). The bound of the theorem can then be written as
‖A r2Fn(τA)‖L(H) ≤ Crt−
ρ+r
2
n τ
ρ/2 = Crn
− ρ+r2 τ−
r
2
and since (τA)r/2Fn(τA) diagonalizes with respect to the eigenbasis of A, the claim
of the theorem is equivalent to the existence of a constant Cr > 0 such that
|λ r2Fn(λ)| ≤ Crn−
ρ+r
2
for all λ ∈ σ(τA) ⊆ [0,∞), where σ(τA) denotes the spectrum of τA.
We next consider the case λ ∈ [0, 1]. Due to the definition of R, there exist
constants c1 > 0 and 0 < c2 < 1 such that, for λ ∈ [0, 1], |R(λ)− e−λ| ≤ c1λ2 and
|R(λ)| ≤ e−c2λ. Using these bounds we get for λ ≤ 1
|λ r2Fn(λ)| = |λ r2
(
R(λ)− e−λ) n−1∑
j=0
R(λ)n−1−je−jλ|
≤ c1λ r2+2
n−1∑
j=0
e−c2λ(n−1)+(c2−1)jλ ≤ c1ec2λ r2+2ne−c2λn
= c1e
c2n−1−
r
2 (λn)
r
2+2 e−c2λn ≤ Crn−1− r2 .
In the last step, we have used the fact that the mapping x 7→ xr/2+2e−c2x is bounded
on [0,∞).
Next, we assume that λ ∈ (1,∞) and note that then
|λ r2Fn(λ)| ≤
(
λ
r
2nR(λ)
)n
+
(
λ
r
2n e−λ
)n ≤ (λ r2R(λ))n + (λ r2 e−λ)n .
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By inspecting the derivatives of the mappings λ 7→ λr/2R(λ) and λ 7→ λr/2e−λ we
see that as long as r ∈ [0, 1], they map into (0, 1/2) and (0, 1/e) respectively on
(1,∞). Pick c3 > 0 such that 1/2 < e−c3 . Then(
λ
r
2R(λ)
)n
+
(
λ
r
2 e−λ
)n
< 2e−c3n ≤ Crn−2
for λ ∈ (1,∞) and the proof is finished. 
The next result is needed to ensure that the integrals in the proof of Theorem 3.1
are well-defined. The setting and notation is the same as in Sections 2 and 3 of the
main text.
Lemma A.2. For all t ∈ T0, θ1, θ2 ≥ 0 and Υ ∈ V the mappings
[0, t) 3 s 7→ A θ12 S(t− s)R∗RS(t− s)A θ22 ∈ L(H)
and
(0, t) 3 s 7→ A θ12 S(t− s)B∗Υ(s)BS(t− s)A θ22 ∈ L(H)
are strongly continuous.
Proof. We prove the strong continuity of the second mapping in detail. The proof
of the first is done in the same way.
The second mapping is a composition of the mappings (0, t) 3 s 7→ Aθ1/2S(t −
s) ∈ L(H), (0, t) 3 s 7→ B∗Υ(s)B ∈ L(H) and (0, t) 3 s 7→ S(t − s)Aθ2/2 ∈ L(H).
The first and third are strongly continuous as mappings (0, t) → L(H˙θ1 , H) and
(0, t)→ L(H˙θ2 , H), respectively. This property can be extended to (0, t)→ L(H) in
both cases by considering an approximating sequence in H˙θ1 and H˙θ2 , respectively.
Using (7), the strong continuity of S and uniform continuity of Υ we obtain for
s, s˜ ∈ (0, t) and φ ∈ H that∥∥(A θ12 S(t− s)B∗Υ(s)BS(t− s)A θ22 −A θ12 S(t− s˜)B∗Υ(s˜)BS(t− s˜)A θ22 )φ∥∥
≤ ∥∥(A θ12 S(t− s)−Aθ1S(t− s˜))B∗Υ(s)BS(t− s)A θ22 φ∥∥
+
∥∥A θ12 S(t− s˜)B∗(Υ(s)−Υ(s˜))BS(t− s)A θ22 φ∥∥
+
∥∥A θ12 S(t− s˜)B∗Υ(s˜)B(S(t− s)A θ22 − S(t− s˜)A θ22 )φ∥∥
≤ ∥∥(A θ12 S(t− s)−A θ12 S(t− s˜))B∗Υ(s)BS(t− s)A θ22 φ∥∥
+ b2Cθ1Cθ2(t− s˜)−
θ1
2 (t− s)− θ22 ∥∥A 1−β2 (Υ(s)−Υ(s˜))A 1−β2 ∥∥L(H)‖φ‖
+ b2Cθ1(t− s˜)−
θ1
2 s˜β−1|||Υ|||0
∥∥(S(t− s)A θ22 − S(t− s˜)A θ22 )φ∥∥
with the constant notation introduced in Section 2. Since B∗Υ(s)BS(t−s)Aθ2/2φ ∈
H and S is strongly continuous and since Υ: T0 → L(H˙β−1, H˙1−β) is uniformly
continuous, the right hand side converges to zero as s˜ tends to s. This completes
the proof. 
APPROXIMATION OF LYAPUNOV EQUATIONS 41
(Adam Andersson)
Smarter AI Sweden
Vallgatan 3
S–411 16 Go¨teborg, Sweden
E-mail address: adam.andersson@smartr.se
(Annika Lang)
Department of Mathematical Sciences
Chalmers University of Technology & University of Gothenburg
S–412 96 Go¨teborg, Sweden.
E-mail address: annika.lang@chalmers.se
(Andreas Petersson)
Department of Mathematical Sciences
Chalmers University of Technology & University of Gothenburg
S–412 96 Go¨teborg, Sweden.
E-mail address: andreas.petersson@chalmers.se
(Leander Schroer)
Sopra Steria SE
Sprengelstrasse 40
13353 Berlin, Germany
