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SCALING LIMITS OF RANDOM NORMAL MATRIX PROCESSES AT
SINGULAR BOUNDARY POINTS
YACIN AMEUR, NAM-GYU KANG, NIKOLAI MAKAROV, AND ARON WENNMAN
Abstract. We introduce a method for taking microscopic limits of normal matrix ensembles
and apply it to study the behaviour near certain types of singular points on the boundary of
the droplet. Our investigation includes ensembles without restrictions near the boundary, as
well as hard edge ensembles, where the eigenvalues are conﬁned to the droplet. We establish in
both cases existence of new types of determinantal point ﬁelds, which diﬀer from those which
can appear at a regular boundary point, or in the bulk.
The method of rescaled Ward identities was introduced in [4], where the main focus was on
scaling limits of normal matrix eigenvalue ensembles near a regular boundary point of the droplet.
In this note, we apply similar methods and study scaling limits near singular boundary points,
which may be cusps, double points, crossing points, and possibly other types.
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Figure 1. The ﬁgure on the left shows a boundary with two singular points: one
double point and one cusp. The ﬁgure on the right shows a (5, 2)-cusp embedded
in a Hele-Shaw ﬂow of boundaries of droplets.
In the normal matrix model, we start with a suitable real-valued function Q, which we call
the potential. We consider random conﬁgurations (or systems) {ζj}n1 of points in C, having the
interpretation of identical point charges subject to the external ﬁeld nQ. The system is picked
with respect to the probability measure Pn on Cn given by
(0.1) dPn =
1
Zn
e−Hn dVn, Hn :=
n∑
j =k
log
1
| ζj − ζk | + n
n∑
j=1
Q (ζj) .
Here dVn denotes Lebesgue measure in Cn divided by πn and Zn is chosen so that Pn(Cn) = 1.
In the thermodynamic limit n → ∞, the system tends to condensate on a compact set S
known as the droplet, the boundary of which is a ﬁnite union of real-analytic arcs, possibly
containing ﬁnitely many singular points where the arcs meet. We shall here investigate the
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density of eigenvalues near singular boundary points and in particular establish existence of new
kinds of scaling limits (determinantal point-ﬁelds) which emerge by zooming appropriately near
the given singular point.
We shall mainly study singular boundary points where the decisive condition ΔQ > 0 is
satisﬁed; such points are either cusps (of certain types) or double points. For such points, we shall
ﬁnd nontrivial scaling limits located somewhat inside the droplet, by zooming about a moving
location, which approaches the singular point at a proper rate, cf. Figure 2. Another type of
singularity, a crossing point, may emerge at a boundary point where ΔQ = 0, as in the example
of the lemniscate ensemble [9]. In this case we zoom at the singular point itself, but due to the
vanishing of the equilibrium density, we require a relatively coarse scale in order to recover a
nontrivial scaling limit.
In addition, we shall consider scaling limits under hard edge boundary conditions (or hard edge
conﬁnement), leading to yet other families of determinantal point ﬁelds.
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Figure 2. A moving point pn on the (dashed) bisectrix approaching a cusp of
type (ν, 2) with ν odd (left) and ν even (right). To obtain non-trivial scaling
limits, we choose pn so that δn = T/
√
nΔQ where T > 0 is a parameter.
Notational conventions. We write D(p; r) for the open disc centered at p of radius r, C+ for
the open upper half-plane {Im ζ > 0}, and C∗ for the punctured plane C \ {0}. If E is a subset of
C we write Ec = C \E for the complement, while the symbol 1E will stand for the characteristic
function of E. We use the notation Δ = ∂∂¯, so Δ is 1/4 of the usual Laplacian. We write
dA(z) = −(2πi)−1dz ∧ dz¯ for Lebesgue measure in C, normalized so that the unit disc has unit
area. A continuous function f : C2 → C is termed Hermitian if f(z, w) = f(w, z). We say that
f is Hermitian-analytic (or -entire) if f is Hermitian and analytic (entire) as a function of z and
w¯. A Hermitian function c is called a cocycle if c(z, w) = g(z)g(w) for a continuous unimodular
function g. We write Pol(k) for the linear space of analytic polynomials of degree at most k. The
symbol an ∼ bn denotes that bn/an → 1 as n → ∞, where an, bn are positive numbers. We use
the notation an  bn if there exists some constant c > 0 such that an ≥ c bn for all large n. The
notions an  bn and an  bn are deﬁned analogously.
1. Introduction and main results
1.1. External potential and droplet. Our basic setup is as in [4]. We let Q : C → R ∪ {∞}
be a suitable, lower semicontinuous, external potential of suﬃcient growth,
lim inf
ζ→∞
Q(ζ)
log | ζ | 2 > 1.
We assume also that Q be ﬁnite on some open set.
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If μ is a positive, compactly supported Borel measure we deﬁne its logarithmic Q-energy by
(1.1) IQ[μ] =
∫
C
Qdμ+
∫
C2
log
1
| ζ − η | dμ(ζ) dμ(η).
We will use the following basic facts of weighted potential theory, cf. [28].
Under the conditions given above, there exists a unique equilibrium measure σ of unit mass
which minimizes IQ[μ] over all compactly supported Borel probability measures μ on C. The
compact support of the measure σ is called the droplet in the external ﬁeld Q, and is denoted
S = S[Q] := suppσ.
If Q is smooth in some neighbourhood of S, the measure σ is absolutely continuous and of the
form
(1.2) dσ(z) = ΔQ(z)1S(z) dA(z).
Indeed, we assume in the following that Q is real-analytic in some neighbourhood of the boundary
∂S.
Note that ΔQ ≥ 0 on S, since ΔQ · 1S has the meaning of the density of a positive measure.
We will consider boundary points p ∈ ∂S which fall in two categories.
- p is said to be an ordinary boundary point if ΔQ(p) > 0.
- p is said to be a special boundary point if ΔQ(p) = 0.
Ordinary boundary points have been classiﬁed by Sakai [19, 29], providing a suitable platform
to study such points in complete generality. To our knowledge, there does not seem to exist a
similar classiﬁcation of special boundary points, and we shall merely compare with some examples
of such points, which emerge naturally in the recent papers [9, 16].
It is convenient here to brieﬂy overview the elements of Sakai’s theory which are relevant for
our present investigation.
1.2. Sakai’s theory. The famous regularity theorem of Sakai states that if a domain Ω ⊂ C
has a (local) Schwarz function at p ∈ ∂Ω, then p is either a regular point, a double point, or a
conformal cusp of the boundary ∂Ω. Conformal cusps can be classiﬁed according to degree of
tangency, into classes of "(ν, 2)-cusps" for ν ≥ 3. (See [22, 29, 33].)
Another important result of Sakai concerns regularity of free boundaries in obstacle problems:
if u ∈ C1(Ω), u ≥ 0, Δu = 1 in Ω := {u > 0} and 0 ∈ ∂Ω then Ω has a local Schwarz function at
0, and if it is a cusp point then ν ≡ 3 (mod 4). See [30].
In particular, there are no (3, 2)-cusps on a free boundary. There are several versions of this
statement, e.g. maximality of (3, 2)-cusps for Hele-Shaw ﬂows. Figures 1 and 7 illustrate that
(5, 2)-cusps can in fact appear on a free boundary.
A local droplet of Q is more general than an ordinary droplet; this kind of droplet is natural in
connection with hard edge theory. If K is a local droplet and Q is real-analytic in a neighbourhood
of ∂K then Ω = Kc has a Schwarz function at all boundary points, so Sakai’s regularity theorem
can be applied. However, we are this time not dealing with a free boundary, and e.g. the deltoid
in Fig. 5 is a local (and maximal) droplet which has (3, 2)-cusps on its boundary.
It is believed that Sakai’s classiﬁcation theorem for cusps should hold if one replaces "1" in
Δu = 1 by any positive real analytic function, but we are not aware of a detailed proof of this in
the literature. A consequence is that if K is a droplet (rather than just a local droplet) of Q, and
if Q is real-analytic in a neighbourhood of ∂K, then (3, 2)-cusps do not appear on the boundary
of K.
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Since this last fact (exclusion of (3, 2)-cusps) will be crucial in our analysis of free boundary
droplets, we will include a self-contained proof, see Proposition 2.3 below.
1.3. Ward’s equation. We now brieﬂy describe our main tool of Ward identities (or loop equa-
tions). This kind of exact identities are well-known in 1-dimensional random matrix theories and
have for example been used to prove Gaussian ﬁeld convergence for suitable linear statistics (Jo-
hansson’s theorem). On the other hand, powerful techniques such as Riemann-Hilbert methods
have been successfully applied to study many problems concerning eigenvalue spacing in dimension
1.
A new feature of Ward identities in dimension 2 appears in the present work as well as in the
earlier companion paper [4]: if we rescale two-dimensional Ward identities at a natural microscopic
scale, somewhat surprisingly we avoid blow up and obtain equations. This essentially reduces the
question of establishing universality to a problem of supplying an equation with appropriate side
conditions to guarantee uniqueness of a solution. These side conditions necessarily depend on the
nature of the point we are zooming at, and in particular on its position relative to the droplet.
In the case of scaling limits near singular boundary points, a natural side condition is known
as translation invariance. We shall here study point ﬁelds with this property by exploiting the
fact that translation invariant solutions to Ward’s equation were completely classiﬁed in [4].
1.4. Ordinary boundary points. We now turn to a more detailed description of ordinary
boundary points, i.e., points at which ΔQ > 0.
The most common type of boundary point is a regular point. This is a point p such that there
exists a neighbourhood D = D(p; 	) such that D \S is a Jordan domain and D ∩ (∂S) is a simple
real-analytic arc. By Sakai’s regularity theorem, all but ﬁnitely many boundary points of S are
regular. The ﬁnitely many exceptional points are called singular.
When analyzing a singular point, we can without loss of generality assume that it is located on
the outer boundary of S, i.e., on the boundary of the unbounded component U of Cˆ \ S. If there
are other boundary components, they can be treated in the same way.
There are two kinds of ordinary singular boundary points.
A point p ∈ ∂U is called a (conformal) cusp if there is D = D(p; 	) such that D \ S is a
Jordan domain and every conformal map Φ : C+ → D \ U with Φ(0) = p extends analytically
to a neighbourhood of 0 and satisﬁes Φ′(0) = 0. We remark that the cusps which appear at
an ordinary boundary point of S point out of S. (This follows since the complement Sc is a
generalized quadrature domain, see e.g. [32, 33].)
The second possibility is that p is a double point, i.e., that there is a small enough disc D about
p such that D \ S is a union of two Jordan domains, and p is a regular boundary point of each of
them.
One can further classify singular points according to degrees of tangency. We shall now brieﬂy
recall how this works for cusps.
Assume that ∂S has a cusp at the outer boundary ∂U at p = 0. We can assume that a
conformal map Φ : C+ → U satisﬁes Φ(0) = 0 and
Φ′(z) = z + a2z2 + · · ·+ (aν−1 + ib)zν−1 + · · ·
where aj and b are real and b = 0. Then
Φ(z) =
1
2
z2 +
a2
3
z3 + · · ·+ aν−1 + ib
ν
zν + · · · .
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If we write Φ = u+ iv, we ﬁnd
(1.3) u(x) =
1
2
x2 + · · · , v(x) = b
ν
xν + · · · , (x ∈ R).
By deﬁnition, this means that the cusp at 0 is of type (ν, 2).
Some cusps, in particular (3, 2)-cusps, which are generic in Sakai’s theory for boundaries ad-
mitting a Schwarz function, can not appear on a free boundary, at least not at an ordinary point.
However, (ν, 2) cusps for ν ≥ 4, ν ≡ 3 mod 4 do appear, and are treated below.
Droplets with ordinary singular boundary points have been studied in the papers [8, 10, 22,
30, 36], the book [31], and in the thesis [11].
1.5. Rescaled ensembles and limiting point-ﬁelds. Let {ζj}n1 be a random sample from the
distribution (0.1). As in [4], we will denote objects pertinent to this ("non-rescaled") ensemble
by boldface characters. For example, we denote the k-point function by the symbol Rn,k; this is
deﬁned for distinct η1, . . . , ηk, by
Rn,k (η1, . . . , ηk) = lim
ε↓0
1
ε2k
Pn
({There is at least one particle in each disc ND(ηj ;ε)}).
It is well-known that the process with law (0.1) is determinantal, i.e., that we have
Rn,k(ζ1, . . . , ζk) = det(Kn(ζi, ζj))
k
i,j=1,
where Kn is a Hermitian function, which we call a correlation kernel of the process. More precisely,
a correlation kernel Kn may be obtained as the reproducing kernel for the space of weighted
polynomials
w(ζ) = f(ζ)e−nQ(ζ)/2, f ∈ Pol(n− 1)
endowed with the topology of L2(C, dA). (Cf. [28, Ch. IV.7.2] or [26] for proofs.)
Now consider a sequence of points pn ∈ S. We deﬁne the microscopic scale rn at pn to be the
smallest number r∗ > 0 such that
(1.4) n
∫
D(pn;r∗)
ΔQdA = 1.
It is easy to see that if pn → p where ΔQ(p) > 0, then rn ∼ 1/
√
nΔQ(p) as n → ∞.
In the following, we shall often exploit the freedom to choose an n-dependent coordinate system
so that the point pn remains at the origin for all n: pn = 0. We are also free to rotate our
coordinate system so that a given direction coincides with, say, the positive real axis. This is the
passive interpretation. In some instances, we shall prefer to use the active interpretation, where
the coordinate system is static while pn moves around.
Consider now the passive picture pn = 0 and deﬁne a rescaled point processes {zj}n1 by
(1.5) zj = r−1n ζj .
Objects pertaining to the rescaled system {zj}n1 are denoted by plain symbols. For example, the
k-point function of the rescaled system will be written
Rn,k(z1, . . . , zk) := r
2k
n Rn,k(ζ1, . . . , ζk).
The rescaled process is likewise determinantal, but having the rescaled correlation kernel
Kn(z, w) = r
2
nKn(ζ, η), z = r
−1
n ζ, w = r
−1
n η.
Recall that we allow the possibility that Q = +∞ on some portion of C. In general, we deﬁne
the one particle space of the process {zj}n1 to be the set
E = {Q < +∞}.
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Our goal is to discuss non-trivial limiting point ﬁelds {zi}∞1 which are subsequential limits of
the ﬁnite processes {zi}n1 , along some subsequence (nl)∞l=1 of the positive integers. The precise
meaning of such a convergence is that, for each ﬁxed k, we have convergence in L1loc(E
k)
Rnl,k → ρk, (l → ∞),
where ρk is a function on Ck (namely the k-point function of a limiting point ﬁeld).
Below we write Rn = Rn,1 for the 1-point function of {zj}n1 and R = ρ1 for the 1-point function
of a limiting point ﬁeld {zj}∞1 .
Lemma 1. Suppose that Rnl → R in L1loc(E) as l → ∞. Then there exists a unique determinantal
point ﬁeld {zj}∞1 in E with one-point function R, such that {zj}nl1 → {zj}∞1 in the sense of point
ﬁelds.
Proof. Convergence in the sense of point ﬁelds, as well as existence and uniqueness of a scaling
limit, follows from Lenard’s theory [23]-[25]. Alternatively, we can use the Macchi-Soshnikov
theorem (see [34]), since it will be seen below that R(z) = K(z, z) where K is a locally trace class
projection kernel. 
1.6. Special functions. We here list a number of special functions and operations that are used
throughout the paper.
Denote the correlation kernel of the inﬁnite Ginibre ensemble by
G(z, w) := ezw¯−|z|
2/2−|w|2/2.
By the Gaussian kernel γ we mean the entire function
γ(z) =
1√
2π
e−z
2/2.
If ϕ is a suitable "window function" (tempered distribution) on R, we deﬁne the convolution with
γ to be the entire function
Φ(z) = γ ∗ ϕ(z) =
∫ +∞
−∞
ϕ(t)γ(z − t) dt.
In particular, choosing ϕ = 1(−∞,0), we obtain the free boundary function F , which can also
be expressed in terms of the complementary error function as follows
(1.6) F (z) := γ ∗ 1(−∞,0)(z) = 1
2
erfc
( z√
2
)
.
1.7. Limiting kernels near ordinary boundary points. Let us consider ﬁrst the case of a
moving origin 0 = 0n ∈ S such that the condition
(1.7) lim inf
n→∞ ΔQ(0) ≥ const. > 0
is satisﬁed. We consider for the time being any such moving origin, not necessarily converging to
a point of S, but having of course subsequential limits in S, at which ΔQ > 0.
By deﬁnition (see (1.4)) the microscopic scale is rn = (1 + o(1))/
√
nΔQ(0). By a slight abuse
of notation, we will neglect the o(1) term here, writing rn = 1/
√
nΔQ(0). Thus (in all cases when
(1.7) holds) we shall rescale by
zj =
√
nΔQ(0) ζj , j = 1, . . . , n.
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Lemma 2. (i) There exists a sequence of cocycles cn such that every subsequence of the functions
(cnKn) has a further subsequence converging locally uniformly on C2 to a limit K = GΨ,
where Ψ is a Hermitian entire function satisfying the "mass-one inequality"
(1.8)
∫
C
e−|z−w|
2 |Ψ(z, w)|2 dA(w) ≤ Ψ(z, z), (z ∈ C).
(ii) The function R(z) := K(z, z) = Ψ(z, z) is either trivial (i.e., identically zero), or else it is
everywhere strictly positive. Moreover, R ≤ 1 everywhere.
(iii) If R is non-trivial, then Ward’s equation holds pointwise on C
(1.9) ∂¯C = R− 1−Δ logR,
where
C(z) :=
∫
C
B(z, w)
z − w dA(w), B(z, w) :=
|K(z, w)|2
R(z)
.
(iv) If the moving origin 0n is in the "bulk regime" in the sense that
√
n · dist(0n, ∂S) → ∞ as
n → ∞, then R ≡ 1.
Remark on the proof. (i)-(iii) follow from Theorems 1.1-1.3 in [4], if we just observe that the
normal families argument in [4, Section 3] works equally ﬁne when we rescale about an n-dependent
point p = 0n, provided that the decisive condition (1.7) holds. If further
√
n dist(0n, ∂S) → ∞,
then R ≡ 1 by the a priori estimates in [4, Section 5]. 
A limit point K in Theorem 2 will be called a limiting kernel, and R is the corresponding
limiting 1-point function.
There is nothing which prevents a limiting kernel K from being trivial, i.e., we may well have
K = 0. In this case the limit is the trivial point ﬁeld, all of whose k-point functions vanishes
identically. On the other hand, the case when we rescale about a regular boundary point was
recently settled in a fairly general situation:
Theorem. ([20]) Let p be a point on the outer boundary of S and suppose that we rescale in the
outwards normal direction. Suppose also that all points on the outer boundary of S be regular.
Then R(z) = F (z + z¯) where F is the function in (1.6).
By contrast, at an ordinary singular boundary point, we have the following "triviality theorem".
Theorem 1. Let p ∈ ∂S be an ordinary singular boundary point and rescale about p by
(1.10) zj =
√
nΔQ(p)(ζj − p), j = 1, . . . , n.
Then any limiting 1-point function R vanishes identically.
To obtain nontrivial two-dimensional scaling limits (using the scaling (1.10)) we shall rescale
about a moving point located slightly inside the droplet, as follows.
Deﬁnition. Let p ∈ ∂S be an ordinary singular boundary point and ﬁx a positive parameter T .
(i) If ∂S has a cusp at p, we consider the point 0n ∈ S of distance δn = δn(T ) := T/
√
nΔQ(p)
from the boundary ∂S, which is closest to the singular point p. (See Fig. 2.)
(ii) If S has a double point, there are instead two distinct points 0′n, 0′′n in S of distance δn
to ∂S, of minimal distance to p. We let 0n denote one of these two points.
Suppose ﬁrst that S has a (ν, 2)-cusp at p. Rescale about 0 = 0n according to
(1.11) zj =
√
nΔQ(0) ζj , j = 1, . . . , n,
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where the axes of the z-plane are chosen so that the imaginary axis is tangent to the bisectrix,
the positive imaginary direction pointing "towards" the cusp, cf. Figure 2.
We emphasize that, as n → ∞, the droplet looks (locally) more and more like the strip
(1.12) ΣT = {z; −T ≤ Re z ≤ T}.
Theorem 2. If T is suﬃciently large, then each limiting 1-point function R(z) = K(z, z) is
everywhere positive and gives rise to a solution to Ward’s equation. Moreover, R satisﬁes the
estimate
(1.13) R(z) ≤ Ce−2(|x|−T )2 , (x = Re z).
Theorem 3. If S has a double point at p, we rescale as in (1.11) with 0n equal to either 0′n or
0′′n. The conclusions of Theorem 2 then hold also for the limiting 1-point function R about 0n.
Remarks. (i) The assumption in Theorem 2 that the parameter T > 0 be suﬃciently large is made
for technical reasons of the proof. We do not think it should be necessary. This notwithstanding,
we remark that the estimate (1.13) is always true, for all T > 0, as our proof below shows.
(ii) The limiting point ﬁelds, whose existence is guaranteed by Theorems 2 and 3 are necessarily
diﬀerent from those which can appear at a ﬁxed regular boundary point. Indeed, as was observed
in [4], a limiting 1-point function rescaled in the outer normal direction about a regular boundary
point will satisfy the estimate
∣∣R(z)− 1(−∞,0)(x)∣∣ ≤ Ce−cx2 where c is some positive constant.
This estimate is clearly not consistent with (1.13).
(iii) It is interesting to compare with results in the weakly Hermitian case, where the droplet
is a narrow ellipse of height proportional to 1/n. (This is investigated in the papers [15, 1]
and references.) In the "bulk", nontrivial scaling limits emerge at the 1/n-scale, rather than at
rn ∝ 1/
√
n. The relationship to our present setting will be clariﬁed in a separate publication.
We now discuss a family of natural candidates for limiting point ﬁelds in the above setting.
By deﬁnition, a point ﬁeld with 1-point function R is called (vertical) translation invariant if
R(z) = R(x) where x = Re z.
Considering that the limiting droplet is the translation invariant strip (1.12), it seems highly
plausible that each limiting 1-point function R should be translation invariant as well.
In any case, we shall now use theory from [4] to narrow down the set of possible limiting kernels,
under the extra hypothesis of translation invariance.
Theorem 4. The only non-trivial translation invariant solutions R to Ward’s equation (1.9)
satisfying the estimate (1.13) are given by
(1.14) R(z) = FI(2Re z),
where FI is an entire function of the form
FI(z) :=
1√
2π
∫
I
e−(z−t)
2/2 dt
for some interval I contained in [−2T, 2T ].
The limit R in (1.14) corresponds to the locally trace class projection kernel KI on L2(C)
given by KI(z, w) = ezw¯−|z|
2/2−|w|2/2FI(z + w¯), in the sense that R(z) = KI(z, z). (See [4], in
particular Section 8.2, for more about this relationship.) Hence each such R determines a unique
determinantal point ﬁeld by the Macchi-Soshnikov theorem.
We conjecture that each limiting point ﬁeld in Theorem 2 and Theorem 3 is translation invariant,
and thus that (1.14) should give a complete list of scaling limits. More precisely, we conjecture
that the full interval I = [−2T, 2T ] will appear in Theorem 4.
SINGULAR BOUNDARY POINTS 9
-4 -2 0 2 4
0.2
0.4
0.6
0.8
1.0
-4 -2 0 2 4
0.2
0.4
0.6
0.8
1.0
-4 -2 0 2 4
0.2
0.4
0.6
0.8
1.0
Figure 3. The function x → F[−2T,2T ](2x) for T = 1/2, T = 3/2, and T = 5/2.
Observe that the 1-point functions R[−2T,2T ] interpolates in a natural way between R∅ = 0 (at
the singular point) and the Ginibre kernel RR = 1 (the bulk). See Figure 3.
1.8. Lemniscate ensembles. To exemplify special boundary points, we will now take a brief
look at the potential
(1.15) Q = Qk = |ζ|2k − 2k−1/2 Re(ζk).
where k ≥ 2 is an integer. Somewhat more generally, we will consider the n-dependent potential
Vn(ζ) = Q(ζ) +
2c
n
log
1
|ζ|
where c > −1. This potential corresponds to insertion of a charge of strength c at the origin
relative to the external ﬁeld nQ, see [5].
It is known (see [9, 16] and references) that the droplet S corresponding to Q is the interior
of the lemniscate |ζk − 1/√k| = 1/√k, while the equilibrium measure is given by the density
k2|ζ|2k−21S(ζ). In particular, 0 ∈ ∂S and ΔQ(0) = 0, so the origin is a special singular boundary
point.
A natural rescaling is
(1.16) z = r−1n ζ, rn := n
−1/2k.
We write Kn(z, w) = r2nKn(ζ, η) for the rescaled kernel and put V0(z) = |z|2k − 2c log |z|. Also
write dμ0(z) = e−V0(z) dA(z) and let L2a(μ0) be the corresponding Bergman space of entire func-
tions. The Bergman kernel in this space is denoted L0(z, w).
The following compactness result is a special case of [5, Theorem 1.1].
Lemma 3. There exists a sequence of cocycles cn such that
cn(z, w)Kn(z, w) = Ln(z, w)e
−V0(z)/2−V0(w)/2(1 + o(1))
where Ln is Hermitian-entire and o(1) → 0 locally uniformly on C2. Moreover, each subsequence
of the Ln’s has a further subsequence converging locally uniformly on C2 to a Hermitian-entire
limit L which satisﬁes L ≤ L0 in the sense of positive matrices.
Notice that, after the rescaling (1.16), in the limit n → ∞, the droplet takes the form of the
"star" Σ = {z; Re zk ≥ 0} (see Fig. 4).
Let us now consider a limiting holomorphic kernel L in Lemma 3. We write K(z, w) =
L(z, w)e−V0(z)/2−V0(w)/2 and R(z) = K(z, z).
We call a subset Γ of C "conical" if z ∈ Γ and t > 0 imply tz ∈ Γ.
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Figure 4. The droplet S with k = 3. In the right hand picture we have zoomed
at the origin.
Theorem 5. If Γ ⊂ C∗ is a closed conical set such that Γ ⊂ IntΣ, then there is a constant
α = α(Γ) > 0 such that
(1.17) R(z) = ΔQ(z) · (1 +O(e−α|z|2k)), (z ∈ Γ, z → ∞).
Remark on the proof. The proof from the bulk case in [6] works also in the present situation.
In particular, for z ∈ Γ with |z| large, there is room inside S to perform Hörmander estimates
near the corresponding ζ = n−1/2kz. (After all, we just need to be able to squeeze in an n−1/2-
neighbourhood about ζ inside S, in order to apply [6, Lemma 3.3].) 
The lemma shows that there is a unique nontrivial point ﬁeld with 1-point function R. Indeed,
via the theory in [5] we have that R > 0 on C∗ (on C if c ≤ 0), and a Ward equation of the form
∂¯C(z) = R(z)−ΔV0(z)−Δ logR(z),
holds pointwise on C∗ and in the sense of distributions on C. It is also easy to see that R enjoys
the symmetry R(ze2πi/k) = R(z).
By the general theory in [5], we know that a limiting holomorphic kernel L is the Bergman
kernel of some contractively embedded subspace of the Bergman space L2a(μ0), which has the
reproducing kernel
L0(z, w) = kE 1
k ,
1+c
k
(zw¯), Ea,b(z) =
∞∑
j=0
zj
Γ(aj + b)
.
In the case k = 1, c = 0 we know that L has the structure L(z, w) = F (z + w¯)L0(z, w) where F
is the free boundary function (1.6) and L0(z, w) = ezw¯. In other cases, the question of identifying
the exact details of a limit R(z) = L(z, z)e−V0(z) seems to be an open problem.
On a related note, the paper [9] makes use of theory for Riemann-Hilbert problems in order to
study asymptotic properties of orthogonal polynomials with respect to the lemniscate ensemble.
A somewhat related situation in a setting of complex geometry, is studied in the paper [40].
1.9. Ordinary singular points on a hard edge. We will now consider the hard edge case,
where we conﬁne the system {ζj}n1 to the droplet, by redeﬁning Q to be +∞ in the complement
Sc = C \ S.
An analogue in the Hermitian setting is given by the soft/hard edge ensembles of Claeys and
Kuijlaars [12].
We mention without proof the following ﬁeld-theoretical motivation for studying hard edge
ensembles. In the paper [3] it was shown that, for a free boundary ensemble {ζj}n1 , the ﬂuctuations
of eigenvalues converge to a Gaussian free ﬁeld with free boundary conditions as n → ∞. If one
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instead supplies the droplet with hard edge conditions, one obtains Neumann boundary conditions.
Gaussian ﬁelds with Neumann boundary conditions have been studied in the recent papers [21, 27].
We now describe the setting in detail. Assume that Q is real-analytic in some open set Ω ⊂ C.
A compact subset K of Ω is called a local droplet of Q if ΔQ · 1K is an equilibrium measure of
the localized potential
QK := Q · 1K +∞ · 1C\K .
If S is the droplet in potential Q, then S is also a local droplet, but we do not obtain all local
droplets in this way. For example, the deltoid in Figure 5 is a local droplet of the cubic potential
Q(ζ) = |ζ|2 + Re ζ3, but is not a droplet since Q does not have the required growth near ∞, or
alternatively, since the deltoid has (3, 2)-cusps, see Fig. 5. This example shows, by the way, that
(3, 2)-cusps, which cannot appear on a free boundary, might well appear on a hard edge.
-1.0 -0.5 0.5 1.0
-0.5
0.5
1.0
1.5
Figure 5. The deltoid with three maximal (3, 2)-cusps.
We now suppose that Q is real-analytic and strictly subharmonic near a point p ∈ ∂S at which
∂S has a cusp.
As before, we ﬁx a parameter T > 0 and let 0n ∈ S be a closest point to p subject to the
condition dist(0n, ∂S) = Trn where rn = 1/
√
nΔQ(p), see Fig. 2.
Taking on the passive interpretation where 0n = 0 and letting p be on the positive imaginary
axis, we rescale by
zj = r
−1
n ζj , j = 1, . . . , n.
As before, the limiting rescaled droplet is just the strip ΣT = {−T ≤ Re z ≤ T}.
The basic structure result in Lemma 2 generalizes without diﬃculty, providing subsequential
limiting kernels of the form
(1.18) K(z, w) = G(z, w)Ψ(z, w)1ΣT (z)1ΣT (w).
Here Ψ is an Hermitian-analytic function in the interior of ΣT × ΣT , which we call the reduced
holomorphic kernel corresponding to K. (The corresponding holomorphic kernel is L(z, w) =
ezw¯Ψ(z, w).)
We remark that a detailed proof of the structure result (1.18) involves adapting the normal
families argument from [4] to the present case with a hard edge; details are straightforward, and
are therefore skipped.
Applying Ward’s identity with potential QS and rescaling, precisely as in [4, Section 4], we ﬁnd
that each limiting 1-point function R(z) = K(z, z), R = limRnk satisﬁes the hard edge Ward’s
equation (with parameter T )
(1.19) ∂¯C(z) = R(z)− 1−Δ logR(z), z ∈ IntΣT
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where
(1.20) C(z) =
∫
ΣT
B(z, w)
z − w dA(w), B(z, w) =
|K(z, w)|2
R(z)
, z ∈ IntΣT .
Here of course the functions K, B, C are uniquely determined by the diagonal values R(z) =
Ψ(z, z) = K(z, z) = B(z, z), so Ward’s equation is a condition for the single function R.
We remark, by contrast to Lemma 2, that the inequality R ≤ 1 is false in the hard edge setting
(compare Figure 6).
As before, it is natural to assume that the limit R be translation invariant: R(z) = R(Re z).
By polarization this means that
Ψ(z, w) = Φ(z + w¯)
where Φ is a holomorphic function in ΣT . We shall assume that Φ takes the particular form
(1.21) Φ(z) = γ ∗ ϕ(z) =
∫ +∞
−∞
γ(z − t)ϕ(t) dt
where ϕ is a measurable window function of moderate increase (a tempered distribution) on R.
Functions of the type (1.21) play an important role in the sequel; it is convenient to designate
them by a special name.
Deﬁnition. A function Φ representable in the form (1.21) for some window function ϕ on R will
be said to be of error function-type.
Note that the functions F := γ ∗ 1(−∞,0) and FT := γ ∗ 1[−2T,2T ] (from (1.6) and (1.14))
corresponds to the windows ϕ = 1(−∞,0) and ϕ = 1[−2T,2T ], respectively. We will use both of
these kinds of windows in order to construct classes of special functions which model the behaviour
of the particle system near a hard edge.
To this end, we ﬁrst consider the Hermitian entire function FT deﬁned by the window ϕ =
1[−2T,2T ], i.e.,
(1.22) FT (z) = γ ∗ 1(−2T,2T )(z) = F (z − 2T )− F (z + 2T ).
Associated to a Borel measurable subset E ⊂ R we next deﬁne an entire function HE,T by
(1.23) HE,T (z) = γ ∗
[
1E
FT
]
(z) =
1√
2π
∫
E
e−(z−t)
2/2
FT (t)
dt, z ∈ C.
We have the following theorem.
Theorem 6. Suppose that Φ is of error function-type. Then the function R(z) = Φ(z+ z¯) ·1ΣT (z)
satisﬁes Ward’s equation (1.19) in IntΣT if and only if there is an interval I ⊂ R of positive
measure such that Φ = HI,T .
We will also prove a result on limiting reduced kernels Ψ giving rise to solutions to the mass-one
equation in ΣT , i.e., to the equation
(1.24)
∫
ΣT
e−|z−w|
2 |Ψ(z, w)|2 dA(w) = Ψ(z, z), (z ∈ ΣT ).
Theorem 7. Suppose that Ψ is translation invariant, Ψ(z, w) = Φ(z + w¯), where Φ is of error
function-type. Then the mass-one equation (1.24) holds if and only if we have Φ = HE,T where
E is some Borel subset of R of positive measure.
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As a consequence of Theorem 7, we note that the designation
RE,T (z) = HE,T (z + z¯)1ΣT (z)
associates to each Borel set E ⊂ R of positive measure a unique determinantal point ﬁeld in ΣT .
Moreover, by Theorem 6, the functions RI,T with I an interval also give rise to solutions to Ward’s
equation.
Similar to the free boundary case, we conjecture that each limiting point ﬁeld is translation
invariant and is determined by the limiting 1-point function R = R[−2T,2T ],T .
-3 -2 -1 0 1 2 3
0.8
0.9
1.0
1.1
-3 -2 -1 0 1 2 3
0.8
0.9
1.0
1.1
-3 -2 -1 0 1 2 3
0.8
0.9
1.0
1.1
Figure 6. The graph of R[−2T,2T ],T restricted to the reals, for T = 1, T = 2,
and T = 3.
One can also equip lemniscate ensembles with a hard edge and prove existence of yet other
point ﬁelds; details are left to a future investigation.
1.10. Regular points at a hard edge. Suppose we rescale about a regular boundary point so
that the limiting rescaled droplet is the left half-plane L = {z; Re z ≤ 0}. Recall from (1.21) that
a function Φ is of error function-type if it is given as a convolution γ ∗ ϕ of the Gaussian γ with
some window function ϕ.
We have the following result.
Theorem 8. Suppose that R(z) = Φ(z + z¯) · 1L(z) with Φ = γ ∗ ϕ of error function-type. Then
R solves Ward’s equation
∂¯C = R− 1−Δ logR in L, where C(z) :=
∫
L
B(z, w)
z − w dA(w)
if and only if there is an interval I of positive measure such that
Φ = HI := γ ∗
[
1I
F
]
,
where as always F = γ ∗1(−∞,0). Also, Φ = γ ∗ϕ gives rise to a solution to the mass-one equation
in L, i.e., the equation∫
L
e−|z−w|
2 |Φ(z + w¯)|2 dA(w) = Φ(z + z¯), (z ∈ L)
if and only if Φ = HE := γ ∗
[
1E
F
]
for some Borel set E of positive measure.
Remark. When we choose I = (−∞, 0) we recover the hard edge plasma function H, which appears
in the scaling limit at a regular point on the hard edge corresponding to a radially symmetric
potential (cf. [2, 4]),
H(z) = HI(z) =
∫ 0
−∞
γ(z − t)
F (t)
dt.
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To our knowledge, it is not known whether this limit holds for non-symmetric potentials, but we
believe that this should be the case.
It is interesting to note that the function H appeared already in 1982, in the paper [35] due to
E.R. Smith, cf. also [13, Section 15.3.1].
1.11. Plan of the paper. In Section 2 we study the "eﬀective potential" Q − Qˇ locally near a
singular boundary point, where Qˇ is the so-called obstacle function. More precisely, we derive an
asymptotic formula for Q − Qˇ, which is used in Section 3 to deduce the exterior estimate (1.13)
of the 1-point function.
In Section 4 we combine our apriori estimates from Section 3 with the compactness argument
in Lemma 1, in order to prove Theorems 1-3. We also prove Theorem 4 on possible translation
invariant limits, by using theory for Ward’s equation from the paper [4].
The paper is concluded by a complete analysis of translation invariant solutions to Ward’s
equation with hard edge conﬁnement in Section 5.
2. Asymptotic expansion of Q− Qˇ
2.1. Plan of this section. In order to estimate the density Rn(ζ) near a conformal cusp, we shall
ﬁrst establish an asymptotic expansion of Q − Qˇ, where Qˇ is an auxiliary subharmonic function
known as the obstacle function pertaining to the potential (or "obstacle") Q. Using this, we shall
also prove the important fact that (3, 2)-cusps do not appear on a free boundary.
2.2. The obstacle problem near a cusp. By deﬁnition, Qˇ is the largest subharmonic function
which is bounded above by Q and grows at most as log |ζ|2 + O(1) as ζ → ∞. It is well known
that this Qˇ is a C1,1-smooth function on C which coincides with Q on S and is harmonic in C\S,
with Qˇ(ζ) = log |ζ|2 +O(1) as ζ → ∞. (See [18, 28] for details.)
The reader should note that Q−Qˇ ≥ 0 everywhere with equality on S and with strict inequality
in Sc, except possibly for some "shallow points" outside S at which Q = Qˇ, see [18].
Now suppose that the droplet has a conformal cusp at the point 0 ∈ ∂S. We assume without
loss of generality that 0 is on the outer boundary, i.e., that 0 ∈ ∂U where U is the unbounded
component of Sc. We will also assume that the cusp at 0 points in the negative real direction (as
in Fig. 2).
Given these proviso, we ﬁx a (surjective) conformal map Φ : C+ → U such that Φ(0) = 0 and
Φ(i) = ∞, where C+ = {λ ∈ C; Imλ > 0} is the upper half plane. Note that the outer boundary
of S coincides with Φ(R) and (since the cusp is conformal) that Φ extends analytically to some
neighbourhood of the origin.
We can assume that Φ′ has the Taylor expansion near λ = 0
Φ′(λ) = λ+ a2λ2 + a3λ3 + · · · .
Now form the functions
QΦ := Q ◦ Φ, QˇΦ := Qˇ ◦ Φ.
The function QˇΦ is harmonic in C+ and extends across R to a harmonic function V . Write
M(λ) := (QΦ − V ) (λ), λ = σ + iτ.
Thus M = (Q− Qˇ) ◦ Φ in C+.
Note that M ≥ 0 and that M = ∂M = 0 on R.
Lemma 2.1. For λ = σ + iτ , we have
(2.1) M(λ) = 2ΔQ(0)τ 2σ 2 +O(λ 5), (λ → 0).
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Proof. We will deduce a full Taylor expansion of M(σ + iτ), which will be useful at later stages.
Notice that
(∂2σ + ∂
2
τ )M(σ + iτ) = 4ΔM(σ + iτ)(2.2)
∂jσM = ∂
j
σ∂τM = 0 (on R),(2.3)
for j ≥ 1. To see why (2.3) holds true, just notice that the quadratic vanishing along R implies
that M may be written as M(σ + iτ) = τ2f(σ + iτ) where f is smooth up to R. Hence
∂jσ∂τM(σ + iτ)
∣∣
τ=0
= τ2∂jσ∂τf(σ + iτ) + 2τ∂
j
σf(σ + iτ)
∣∣
τ=0
= 0.
We proceed to use the identities (2.2)-(2.3) to simplify the Taylor expansion of M at the origin.
For any indices j ≥ 0 and k ≥ 2 we have
∂jσ∂
k
τM(σ + iτ) = ∂
j
σ∂
k−2
τ (4ΔQΦ − ∂2σM) = 4∂jσ∂k−2τ ΔQΦ − ∂j+2σ ∂k−2τ M.
If we iterate this l times, as long as k − 2l ≥ 2, the right hand side takes the form
4
∑
1≤l≤
k/2
(−1)l−1∂j+2l−2σ ∂k−2lτ ΔQΦ(σ + iτ) + (−1)
k/2∂j+2
k/2σ ∂k−2
k/2τ M(σ + iτ).
Here, we note that the number k − 2k/2 is either 0 or 1. Hence, when evaluating at τ = 0 we
obtain
∂jσ∂
k
τM(σ + iτ)
∣∣
τ=0
= 4
∑
1≤l≤
k/2
(−1)l−1∂j+2l−2σ ∂k−2lτ ΔQΦ(σ + iτ)
∣∣
τ=0
.
For the Taylor expansion of M in τ this means
(2.4) M(σ + iτ) =
∑
k≥2
ck(σ)
k!
τk,
where
ck(σ) = 4
∑
1≤l≤
k/2
(−1)l−1∂2l−2σ ∂k−2lτ ΔQΦ(σ + iτ)
∣∣
τ=0
.
The ﬁrst few terms of this expansion read
(2.5) M(σ + iτ) = 2ΔQΦ(σ) · τ 2 + 4
3!
∂τΔQΦ(σ) · τ 3 + 4
4!
(∂ 2τ − ∂ 2σ )ΔQΦ(σ) · τ 4
+
4
5!
(∂3τ − ∂τ∂2σ)ΔQΦ(σ)τ5 + · · · .
But the Laplacian of QΦ may be computed as follows
ΔQΦ(σ + iτ) = ΔQ(Φ(σ + iτ)) |Φ′(σ + iτ) | 2 = ΔQ(Φ(σ + iτ)) · (σ 2 + τ 2 + . . .),
so in particular ΔQΦ(σ) = ΔQ(σ) · (σ2 +O(σ3)). We have shown that
M(σ + iτ) = 2ΔQ(0) · σ 2τ 2 +O(λ 5), λ = σ + iτ → 0.
The proof of Lemma 2.1 is complete. 
Remark. We want to thank one of the anonymous referees for suggesting the above short proof.
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2.3. First application: a preliminary estimate for the 1-point function. Keeping the
assumptions in the preceding subsection, we now rescale about the cusp-point ζ = 0 by
(2.6) z = i
√
nΔQ(0) ζ.
We shall estimate the rescaled 1-point function Rn(z) = Kn(z, z) and a subsequential limit
R(z) = K(z, z).
Lemma 2.2. For each subsequential limit R = limRnk we have
(2.7) R(z) ≤ Ce− 2 x 2 , (x = Re z).
Proof. Our proof depends on the basic estimate
(2.8) Rn(ζ) ≤ Cne−n(Q−Qˇ)(ζ),
which in fact holds at each point p = pn ∈ C at which Q is smooth and satisﬁes a bound ΔQ ≤ C1
in some disc D(p; c/
√
n) with ﬁxed c > 0.
For completeness, we ﬁrst outline a proof of the well known estimate (2.8).
If f = q · e−nQ/2 is a weighted polynomial, then the function F (ζ) = |f(ζ)|2ean|ζ|2 is logarith-
mically subharmonic in D(p; c/
√
n), provided that a > C1. It now suﬃces to apply the sub mean
value property of F in that disc, followed by the argument in [4, Section 3.4]. This shows (2.8).
The estimate (2.7) now follows from the estimate (2.8) and Lemma 2.1. Indeed, the estimate
(2.8) gives (with a new C depending on ΔQ(p))
(2.9) Rn(z) ≤ Ce−nM(λn(z)), where λn(z) := Φ−1(−iz/
√
nΔQ(p)).
If z = x+ iy, then, since Φ(λ) = λ2/2 +O(λ3) as λ → 0,
(2.10) −x =
√
nΔQ(p) Im
(
λ 2/2 +O(λ 3)
)
=
√
nΔQ(p)
(
στ +O(λ 3)
)
, (λ = σ + iτ → 0).
The estimates (2.1) and (2.10) now give that
nM (λn(z)) = 2x
2 +O(nλn(z)
5), (n → ∞).
Choosing, for example, | z | ≤ log n, we see via (2.9) that the estimate (2.7) holds. 
Remark. We will improve Lemma 2.2 in Section 4 by proving that in fact R ≡ 0 ("triviality
theorem"). Note that formally, Lemma 2.2 is just the special case T = 0 in Theorem 2.
2.4. Second application: impossibility of (3, 2)-cusps. We shall now show that Lemma 2.1
excludes the possibility of a (3, 2)-cusp at the origin (keeping our setting from Subsection 2.2).
As stated earlier, this generalizes a result due to Sakai [30] concerning the Hele-Shaw case where
ΔQ = 1 in a neighbourhood of the droplet.
To this end, we ﬁrst observe (in view of (1.3)) that the outer boundary admits a local param-
eterization
(∂S) ∩D(0; δ) = {x+ iy ∈ D(0; δ) : x = t2/2, y = f(t), t ∈ [−	, 	]},
where
f(t) = cνt
ν +O(tν+1)
and where ν ≥ 3 is the smallest integer such that cν = 0.
We now obtain two diﬀerent cases. If ν is odd, then the cusp is symmetric in the sense that the
boundary ∂S near 0 is approximated by the union of two symmetric curves y = ±cxν/2, x ≥ 0,
where c = 0 is a constant depending on cν . On the other hand, if ν is even, then the cusp is bent,
i.e., the droplet is locally given as the region between two graphs of the form y = cxν/2 + · · · ,
which have a tangency of the order ν/2 at the cusp. These two situations are depicted in Fig. 2.
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In fact, more is true: the only cusps that can appear on the boundary of S satisfy ν ≡ 3 mod 4.
We shall here settle by showing that (3, 2)-cusps can not appear. (This will be of importance later
on.) A general proof that (3 + 4n, 2)-cusps can not appear can be based on [30, Proposition 4.1].
Proposition 2.3. A cusp of type (3, 2) cannot occur on the boundary ∂S.
Proof. Assume without loss of generality that a cusp of type (3, 2) occurs at the origin, and
moreover that it points in the negative real direction. In order to reach a contradiction, we intend
to compute M(iτ) using (2.5), and show that M(iτ) must take on negative values arbitrarily close
to 0. Since the cusp is assumed to be of type (3, 2) the conformal mapping Φ takes the form
Φ(λ) =
1
2
λ2 +
a+ ib
3
λ3 +O(|λ|4)
where b = 0, from which it follows that
ΔQΦ(λ) = ΔQ(Φ(λ)) |Φ′(λ)|2
= ΔQ(Φ(λ))
[
σ2 + τ2 + 2a(σ3 + στ2)− 2b(τ3 + σ2τ) +O(|λ|4)] .
when λ = σ + iτ → 0. A computation of the ﬁrst ﬁve coeﬃcients in the expansion (2.5) now
shows that, as τ → 0,
M(iτ) =
4
5!
(∂3τ − ∂τ∂2σ)ΔQΦ(σ)τ5 +O(τ6)
=
4
5!
(−2b)(3!− 2!)ΔQ(0)τ5 +O(τ6) = − 4
15
bΔQ(0)τ5 + · · ·
from which the assertion follows. 
Example. (5, 2)-cusps actually do appear on the free boundary of some droplets. To see this, one
can consider potentials of the form Qt(ζ) = (1/t)|ζ|2−2c log |ζ−a|−2c log |ζ− a¯| where c > 0 and
a is a non-real complex number. Here the parameter t equals to the area of the droplet (divided
by π). Fixing a and c suitably, the droplet develops a (5, 2)-cusp for a certain critical value t = t0,
see Figure 7. We are grateful to S.-Y. Lee and M. Yang for communicating this example.
-2 -1 1 2
-2
-1
1
2
Figure 7. Droplets pertaining to Qt; one of them has a (5, 2)-cusp.
3. Exterior estimates near singular points: Proof of Theorem 2
The goal of this section is to prove the estimate R(z) ≤ Ce−2(|x|−T )2 in Theorem 2, where R is
the suitably rescaled 1-point function near a singular point and x = Re z. The important point to
bear in mind is that, if we restrict to z with |z| ≤ M for some large M , then the rescaled droplet
is a good approximation of the strip −T ≤ Re z ≤ T .
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We start with the case, where the boundary ∂S has an ordinary (ν, 2)-cusp at the point 0,
pointing in the negative real direction. Here ν ≥ 4 is an integer. The case of a double point is
rather more trivial, and will be handled afterwards.
Fix T > 0 and a large integer n and write δn = T/
√
nΔQ(0). In the following, we consider the
non-rescaled droplet to sit in the ζ = ξ + iη plane.
Let pn ∈ IntS be the unique point closest to 0 such that D(pn; δn) ⊂ S; this means that the
boundary circle {|ζ − pn| = δn} is tangent to ∂S at two points (see Figure 2 or Figure 8).
Let qn denote one of the two points in {|ζ − pn| = δn} ∩ (∂S), say, the upper one, as in Fig. 8.
Notice that both pn and qn converge to 0 as n → ∞, and that we may for example replace
ΔQ(qn) by ΔQ(0) with a vanishing error in the limit, as n → ∞.
We shall start by deducing the asymptotic relation
(3.1) | pn |  n−1/ν , n → ∞
pn
δn
qn
Figure 8. (ν, 2)-cusp with odd ν.
To prove the estimate (3.1), we consider ﬁrst the case when ν is odd. In this case the cusp is
"symmetric" as in Figure 8, i.e., there exists a number c > 0 such that ∂S takes the form
(3.2) η = ±cξν/2(1 + o(1)), (ζ = ξ + iη).
(Cf. (1.3).) This implies that the point pn is approximately real and positive for large n.
As the distance from a point ξ ∈ R+ to the curve (3.2) is no larger than the vertical distance,
which is cξν/2(1 + o(1)), it follows that |pn|ν/2  δn = O(n−1/2).
Next the case when ν is even, i.e., when the cusp is bent as in the right hand picture in Figure
2. Let the graph η = f(ξ), ξ ≥ 0 parameterize the arc of the cusp which lies farthest from the
ξ-axis (the upper arc in Fig. 2).
We roughly estimate | pn | as follows. It is evident that | pn | ≥ ξn, where ξn ∈ R+ is the
unique point closest to the origin, which lies at a distance δn from union of the two curves
{η = ±f(ξ); ξ ≥ 0}. These curves deﬁne a symmetric cusp, to which our earlier argument applies.
As a result, we ﬁnd that ξn  n−1/ν . From this it follows directly that | pn |  n−1/ν , whence
(3.1) is shown also for bent cusps.
A few remarks are in order. First, if ν is odd, an examination of the above argument shows
that we have the stronger asymptotic |pn|  n−1/ν . If ν is even, |pn| might be larger, but
there is always an 	 > 0 (depending on the cusp) such that n|pn| → 0 as n → ∞. Finally, as
|qn| = |pn|+O(n−1/2), corresponding estimates hold also for |qn|.
After these preliminaries, we rescale about qn as follows. Let eiθn be the outer normal to ∂S
at qn and put
(3.3) z = z(ζ) = e−iθn
√
nΔQ(0) (ζ − qn).
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Then the rescaled droplet (restricted to a compact subset of the z-plane) looks roughly like the
strip
−2T < Re z < 0,
and z(qn) = 0.
Let Φ be a conformal map C+ → U where C+ is the upper half-plane and U is the component
of Sc containing ∞. We assume that Φ(0) = 0 and
(3.4) ζ = Φ(λ) =
1
2
λ2 +O(λ3), λ → 0.
As before, Φ(R) parameterizes the outer boundary ∂U of S, and since the cusp at 0 is conformal,
Φ extends analytically across R.
Now let σn be the point in R such that Φ(σn) = qn. We assume without loss that σn > 0.
Locally near the point qn there is an inverse mapping to Φ of the form
(3.5) λ = Φ−1(ζ) = (2ζ)1/2 +O(ζ).
Now ﬁx a point z with |z| ≤ log n and put
(3.6) zn =
zeiθn√
nΔQ(0)
, ζ = qn + zn.
Then the relation z = z(ζ) in (3.3) holds and |zn|  (log n)/
√
n.
At this point, we note the following gradient bound for Φ−1,
(3.7) sup
ζ∈Dn
|(Φ−1)′(ζ)|  n1/2ν , Dn := D
(
qn;
log n√
nΔQ(0)
)
.
To prove this it suﬃces to note that for ζ ∈ Dn we have (Φ−1)′(ζ) = (2ζ)−1/2 + O(1) and
|ζ|  n−1/ν by (3.5) and (3.1), respectively.
Next we deﬁne the complex number εn = αn+ iβn by σn+ εn = Φ−1(ζ) = Φ−1(qn+ zn). Then
by (3.7) we obtain immediately
(3.8) | εn | = |Φ−1(qn + zn)− Φ−1(qn)|  n1/2ν |zn|  log n
n1/2−1/(2ν)
,
and hence (since ν ≥ 4)
(3.9) n | εn |3  n log
3 n
n3/2−3/(2ν)
=
log3 n
n(ν−3)/(2ν)
→ 0, (n → ∞).
By (3.4) and (3.1) we have the estimates |Φ′(σn)|  σn  |qn|1/2  n−1/2ν and by (3.8) we see
that |εn| = o(σn) so Taylor’s formula gives that, as n → ∞,
|σnεn|  |σnεn +O(ε2n)|  |Φ(σn + εn)− qn| = |zn|  (log n)/
√
n.
From this we draw the conclusion that
(3.10) n|Φ′(σn)|2β2n  n|σnεn|2  log2 n.
After these observations, we now prove the required decay about the moving point qn.
Lemma 3.1. Let Rn(z) be the rescaled 1-point function according to the rescaling (3.3). There
is then a constant C such that Rn(z) ≤ Ce−2x2 when |z| ≤ log n and x = Re z > 0.
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Proof. We know that Rn(ζ) ≤ Cne−n(Q−Qˇ)(ζ). Since ζ = Φ(σn + εn), it will suﬃce to show that
(3.11) 2x2 = n(QΦ − QˇΦ)(σn + εn) + o(1),
where z = x+ iy is related to ζ via (3.3).
However, by the estimate (2.5) we have
n(QΦ − QˇΦ)(σn + εn) = 2nΔQ(Φ(σn + αn))|Φ′(σn + αn)|2β2n +O(nβ3n).
It hence follows from (3.8) – (3.10) that
(3.12) n(QΦ − QˇΦ)(σn + εn) = 2nΔQ(0) |Φ′(σn)|2 β2n + o(1).
Indeed (using also the fact that σn· log2 n → 0 as n → ∞) we have
nΔQ(Φ(σn + αn))|Φ′(σn + αn)|2β2n − nΔQ(0) |Φ′(σn + αn)|2 β2n
= O(n|σn + αn|3β2n) = o(1).
Similarly, it is straightforward to check that
nΔQ(0) |Φ′(σn + αn)|2 β2n − nΔQ(0) |Φ′(σn)|2 β2n
= O(n|σnαn|β2n) = o(1).
Inserting in (3.6) the Taylor expansion of Φ about σn we ﬁnd successively that
z = e−iθn
√
nΔQ(0)
(
Φ′(σn)(αn + iβn) +O(|εn|2)
)
, eiθn = i
Φ′(σn)
|Φ′(σn)| ,
x = |Φ′(σn)| ·
√
nΔQ(0) · βn +O(
√
n|εn|2).
Since n|εn|3 → 0 (see (3.9)) we infer that
2x2 = 2nΔQ(0) |Φ′(σn)|2 β2n + o(1).
This ﬁnishes the proof of the lemma, in view of (3.12). 
We turn to the estimate (1.13) in Theorem 2.
Recall the point pn deﬁned at the beginning of the preceding subsection, i.e., the closest point
pn ∈ IntS to 0, having distance T/
√
nΔQ(0) to the boundary.
We now slightly modify the rescaling so that the point pn is mapped to the origin instead of
qn,
z = e−iθn
√
nΔQ(0)(ζ − pn),
and we write Rn for the corresponding rescaled 1-point function. Since
| pn − qn | = T/
√
nΔQ(0)
we obtain from Lemma 3.1 the estimate
(3.13) Rn(z) ≤ Ce− 2 ( | x | −T ) 2 , |z| ≤ log n, x = Re z.
This ﬁnishes the proof of Theorem 2, eq. (3.13), in the case of a cusp.
There remains only to treat the case of a double point. This follows as in the case of a regular
boundary point, using the estimate in [4, Lemma 5.5], which works in both directions normal to
the boundary near the double point. After all, the double point is just another interior point
of each of the analytic arcs which meet at the double point, see Fig. 1. Hence the estimate
Rn(z) ≤ Ce−2(|x|−T )2 follows easily for the 1-point function Rn rescaled about one of the points
0′n or 0′′n appearing in Theorem 2.
By this, the estimate R(z) ≤ Ce−2(|x|−T )2 in Theorem 2 is completely proved. 
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4. Free boundary ensembles
We shall now prove Theorems 1-4.
4.1. The triviality theorem. We now prove Theorem 1. Suppose that p is either a double point
or a cusp of type (ν, 2) where ν > 3 and that ΔQ(p) > 0 and rescale about p according to
z = e−iθ
√
nΔQ(p)(ζ − p)
where eiθ is one of the normal directions to ∂S at p.
Let K = GΨ be a limiting kernel. We must prove that the limiting 1-point function R(z) =
K(z, z) = Ψ(z, z) vanishes identically. To this end, we shall use the corresponding holomorphic
kernel
L(z, w) = ezw¯Ψ(z, w).
We now call on the result in [4, Lemma 4.3], which says that the function S(z) := |z|2+logR(z)
is subharmonic. Combining this with the estimate R(z) ≤ Ce−2x2 for some constant C, obtained
in Lemma 2.2 for cusps (the same estimate holds at a double point, with a much easier proof),
we deduce the bound
S(z) ≤ logC + y2 − x2.
But y2 − x2 is harmonic, so the function S˜ = S − (y2 − x2) is subharmonic and bounded above
by logC. Hence it is constant, i.e.,
R(z) = Ce− 2 x
2
for a (new) constant C. If R is nontrivial we can assume that C = 1. By polarization, then
Ψ(z, w) = e−(z+w¯)
2/2,
so the kernel L(z, w) = ezw¯Ψ(z, w) must satisfy∫
|L(0, w) | 2 e− |w | 2 dA(w) =
∫
|Ψ(0, w) | 2 e− |w | 2 dA(w) =
∫
e− 2 x
2
dA = ∞.
This contradicts the mass-one inequality (1.8), so we must have C = 0. 
We are grateful to H. Hedenmalm for communication in connection with the above proof, [17].
4.2. Proof of the existence theorems. We now prove Theorem 2 and Theorem 3.
Let p be either a (ν, 2)-cusp with ν ≥ 4 or a double point. In both cases we assume that
ΔQ(p) > 0. Also ﬁx a number T > 0. For a given n ∈ Z+, we let pn be a point in S whose
distance to the boundary is T/
√
nΔQ(p) and whose distance to p is minimal.
We rescale about pn,
zj = e
−iθn√nΔQ(p)(ζj − pn), j = 1, . . . , n,
where the angle θn is chosen so that the image of the cusp point p lies on the positive imaginary
axis.
Note that as n → ∞, the image of S near pn looks approximately like the strip
(4.1) ΣT : −T < Re z < T.
Let Kn be a correlation kernel of the rescaled system Θn = {zj}n1 . We write Rn(z) = Kn(z, z).
By Lemma 2 we know that there is a sequence of cocycles cn such that every subsequence of cnKn
has a subsequence converging to GΨ where Ψ is some Hermitian entire function. It remains only
to show that the function R(z) = Ψ(z, z) does not vanish identically if T is large enough.
To this end, we shall use the following estimate found in [4, Theorem 5.4],
|Rn(ζ)− nΔQ(ζ) | ≤ C
(
1 + ne−nΔQ(ζ)·δ(ζ)
2
)
, ζ ∈ S,
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where  is a positive constant and δ(ζ) = dist(ζ, ∂S). If we choose ζ = pn where δ(pn) =
T/
√
nΔQ(pn), we obtain for the rescaled 1-point function Rn that
|Rn(0)− 1 | ≤ C(1/n+ e−T 2).
Choosing n and T suﬃciently large that the right hand side is strictly less than 1, we obtain that
R(0) > 0. By Lemma 2 we then have R > 0 everywhere on C. 
4.3. Translation invariant candidates. We ﬁnally prove Theorem 4. Suppose the 1-point
function R(z) = Φ(z+ z¯) is translation invariant. If R is nontrivial, then R gives rise to a solution
to Ward’s equation by Lemma 2. Hence we can use [4, Theorem 1.6] to conclude that Φ has the
structure
Φ(z) = γ ∗ 1I(z) = 1√
2π
∫
I
e−(z−t)
2/2 dt,
where I ⊂ R is an interval of positive measure. By the estimate R(z) ≤ Ce−2(|z|−T )2 (Theorem
2), we see that I must be included in the interval [−2T, 2T ]. 
5. Hard edge point fields in a strip
In this section, we prove Theorems 6, 7, and 8. For this, we ﬁx a parameter T > 0 and let ΣT
denote the symmetric strip of width 2T
ΣT = {z = x+ iy |x ∈ [−T, T ]}.
5.1. Some preliminaries. Given a Hermitian entire function Ψ, we put
R(z) = Ψ(z, z) · 1ΣT (z),(5.1)
D(z) =
∫
ΣT
e−|z−w|
2
z − w |Ψ(z, w) |
2
dA(w).(5.2)
Note that D = RC on ΣT , where C(z) is the Cauchy transform deﬁned in (1.20).
Lemma 5.1. Ward’s equation is satisﬁed on IntΣT if and only if there is a smooth function P
on IntΣT such that
(5.3) ∂¯P = R− 1 and D = PR− ∂R on IntΣT .
Proof. Ward’s equation means that
(5.4) ∂¯(D/R) = R− 1− ∂¯(∂R/R) on ΣT .
If we let P0 be an arbitrary solution to ∂¯P0 = R− 1, then this can be written
∂¯
(
D
R
− P0 + ∂R
R
)
= 0 on ΣT .
The last identity means that there is a holomorphic function E on ΣT such that D−P0R+∂R =
ER. Letting P = P0 + E we now see that the conditions in (5.3) are satisﬁed. Conversely, if the
conditions in (5.3) hold, then (5.4) holds since ∂¯(D/R) = ∂¯(P − ∂R/R) = R− 1− ∂¯(∂R/R). 
Next we assume translation invariance Ψ(z, w) = Φ(z + w¯) and introduce the function
L(x) := D(x/2)
for x ∈ (−2T, 2T ), so
(5.5) L(x) = −
∫
ΣT−x/2
e−|w|
2
w
|Φ(x+ w)|2 dA(w).
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Lemma 5.2. An error type-function Φ = γ ∗ϕ gives rise to a solution to Ward’s equation if and
only if there is a smooth function G(x) (x ∈ I) of the form
(5.6) G = γ ∗ g, ϕ = g′ + 1,
such that
(5.7) L = GΦ− Φ′ and G′ = Φ− 1 on I.
Proof. It is easily seen that the equation (5.7) is the same as (5.3), where G(x) = P (x/2). In
particular, we have G′ = Φ− 1 = γ ∗ (ϕ− 1). Taking primitive functions, it follows that G = γ ∗ g
where g is some function with g′ = ϕ− 1. This proves (5.6). 
5.2. The Gaussian semi-group. We will use the Fourier transform with normalization
F [f ] (t) = fˆ(t) =
∫ +∞
−∞
f(x)e−itx dx.
Hence F [f ∗ g] = fˆ gˆ where "∗” is the usual convolution product in R.
Let χa(x) = e−ax
2/2 = (
√
2πγ(x))a, where a > 0, γ(x) = 1√
2π
e−x
2/2. We have that γˆ =
√
2πγ
and more generally χˆa =
√
2π
a χ1/a. Hence
χ1/a ∗ χ1/b = cχ1/(a+b),
where c =
√
2πab
a+b .
5.3. Generalized Fourier transform and analytic continuation. If g is a suitable test-
function on R (e.g. g ∈ L∞(R)), the convolution
G(z) := γ ∗ g(z) =
∫ +∞
−∞
γ(z − t)g(t) dt
deﬁnes an entire function, which is the analytic continuation of γ ∗ g(x) to C. For a function G of
this form, we deﬁne the Fourier transform by
Gˆ(t) := γˆ(t)gˆ(t) =
√
2πγ(t)gˆ(t).
By Fourier’s inversion formula, we then have
G(z) =
1
2π
∫ +∞
−∞
Gˆ(t)eizt dt.
This can be seen as another method of analytic continuation.
It follows that for suitable test-functions (or tempered distributions) g we have
(5.8)
∫
R
γ(z − t)g(t) dt = 1√
2π
∫
R
γ(t)gˆ(t)eizt dt.
5.4. Faddeeva’s formula. Consider the complementary error function:
erfc(z) =
2√
π
∫ +∞
z
e−t
2
dt.
The following theorem is well-known in the plasma literature (e.g. [14]).
Theorem 5.3. (Faddeeva’s formula)
i
π
∫ +∞
−∞
e−t
2
z − t dt =
{
e−z
2
erfc(−iz), Im z > 0,
−e−z2 erfc(iz), Im z < 0.
24 YACIN AMEUR, NAM-GYU KANG, NIKOLAI MAKAROV, AND ARON WENNMAN
The theorem follows easily by integration by parts and the observation that
1
z − t = (−2i)
∫ ∞
0
e2i(z−t)u du, (Im z > 0).
It is instructive to give an alternative argument, based on the formula (5.8).
Proof of Faddeeva’s formula. Let g = 1(−∞,0). The Fourier transform is gˆ(t) = it−0i . Inserting
this into (5.8), we ﬁnd that ∫ 0
−∞
γ(iz − t) dt = i√
2π
∫
R
γ(t)
t− 0ie
−zt dt.
Here the left hand side is F (iz) = 12 erfc
(
iz/
√
2
)
while the right hand side is
1√
2π
∫
R
γ(t)
t− 0ie
−zt dt =
i
2π
ez
2/2
∫
R
e−(t+z)
2/2
t− 0i dt =
i
2π
ez
2/2
∫
R
e−t
2/2
t− z dt, (Im z < 0),
where the last equality can be justiﬁed using Cauchy’s theorem. We have shown that
i
2π
∫
R
e−t
2/2
z − t dt = −
1
2
e−z
2/2 erfc
(
iz/
√
2
)
when Im z < 0.
This is equivalent to Faddeeva’s formula. 
5.5. Auxiliary identities. We will use two plasma-functions:
F (z) = γ ∗ 1(−∞,0)(z) = 1
2
erfc
(
z√
2
)
,
E(z) = γ ∗ F (z) = 1
2
erfc
(z
2
)
.
Recall that by Lemma 5.2, a holomorphic function Φ gives rise to a solution to Ward’s equation
if and only if there is a smooth function G(x) (−2T < x < 2T ) such that
(5.9) L = GΦ− Φ′ and G′ = Φ− 1 on (−2T, 2T ).
We shall need to compute the "transforms"
(5.10) K(x, s, t) :=
∫
L−x/2
e−|w|
2
w
eiwteiw¯s dA(w), (x, s, t ∈ R)
and
(5.11) KT (x, s, t) :=
∫
ΣT−x/2
e−|w|
2
w
eiwteiw¯s dA(w), (x ∈ (−2T, 2T ), s, t ∈ R).
For x ∈ (−2T, 2T ), we have
KT (x, s, t) = K(x− 2T, s, t)−K(x+ 2T, s, t).
Lemma 5.4. We have that
iK(x, s, t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
e−st
s
E(x+ i(s+ t))− e
−isx
s
E(x+ i(t− s)), (x ≥ 0),
e−st
s
E(x+ i(s+ t))− e
−isx
s
E(x+ i(t− s)) + e
−isx − 1
s
, (x ≤ 0).
In particular,
(5.12) iK(x, 0, t) =
{
i(x+ it)E(x+ it) + 2iE′(x+ it), (x ≥ 0),
i(x+ it)E(x+ it) + 2iE′(x+ it)− ix, (x ≤ 0).
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Proof. Note that, with w = u+ iv,
K =
1
π
∫ −x/2
−∞
e−u
2+iu(t+s) du
∫ +∞
−∞
e−v
2−v(t−s)
u+ iv
dv
=
1
π
e(t−s)
2/4
∫ −x/2
−∞
e−u
2+iu(t+s) du
∫ +∞
−∞
e−(v+(t−s)/2)
2
u+ iv
dv.
Writing ξ = v + (t− s)/2, the inner integral becomes (say, if u < 0)∫ ∞
−∞
e−ξ
2
u+ i(ξ − (t− s)/2) dξ
= i
∫ ∞
−∞
e−ξ
2
(t− s)/2 + iu− ξ dξ
= −πe−((t−s)/2+iu)2 erfc [i ((t− s)/2− u)] ,
where we have used Faddeeva’s formula. It follows that
(5.13) K = −
∫ −x/2
−∞
e2isu erfc(−u+ i(t− s)/2) du, (x ≥ 0).
For x ≤ 0 we have instead
K = −
∫ 0
−∞
e2isu erfc(−u+ i(t− s)/2) du+
∫ −x/2
0
e2isu erfc(u+ i(s− t)/2) du, (x ≤ 0).
Now observe that, for x ≥ 0, (5.13) implies
−K(x, t, s) =
∫ −x/2
−∞
e2isu erfc(−u+ i(t− s)/2) du
=
[
e2isu
2is
erfc(−u+ i(t− s)/2)
]u=−x/2
u=−∞
−
∫ −x/2
−∞
e2isu
2is
2√
π
e−(u+i(s−t)/2)
2
du
=
e−isx
2is
erfc
(
x+ it− is
2
)
− 1
is
√
π
e−st
∫ −x/2
−∞
e−(u+i(s+t)/2)
2
du
=
e−isx
2is
(
2− erfc
(
x+ is− it
2
))
− e
−st
2is
erfc
(
x+ it+ is
2
)
=
e−isx
is
E(x− is+ it)− e
−st
is
E(x+ it+ is).
We now assume that x ≤ 0 and write K˜(x, s, t) = K(x, s, t)−K(0, s, t) so that
K˜(x, s, t) =
∫ −x/2
0
e2isu erfc(u+ i(s− t)/2) du
=
[
e2isu
2is
erfc(u+ i(s− t)/2)
]u=−x/2
u=0
+
∫ −x/2
0
e2isu
2is
2√
π
e−(u+i(s−t)/2)
2
du
=
e−ixs
2is
erfc
(−x+ is− it
2
)
− 1
2is
erfc
(
is− it
2
)
+
e−st
2is
2√
π
∫ −x/2
0
e−(u−i(s+t)/2)
2
du
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This means that
K˜(x, s, t) =
e−ixs
is
(1− E(x+ it− is))− 1
is
E(is− it) + e
−st
is
(E(x+ it+ is)− E(it+ is)).
The formula (5.12) is immediate. 
Set
(5.14) ET (z) := E(z − 2T )− E(z + 2T ).
By the previous lemma, we have
iKT (x, s, t) =
e−is(x−2T ) − 1
s
+
e−st
s
ET (x+ i(s+ t))(5.15)
− e
−is(x−2T )
s
E(x− 2T + i(t− s)) + e
−is(x+2T )
s
E(x+ 2T + i(t− s))
for x ∈ (−2T, 2T ).
5.6. Translation invariant solutions to Ward’s equation. We now prove Theorem 6.
Let g and ϕ be unknown functions (say in L∞(R)) and put
Φ := γ ∗ ϕ, G := γ ∗ g.
Then Ward’s equation (5.9) is equivalent to the following system:
L = GΦ− Φ′, and(5.16)
ϕ = g′ + 1.(5.17)
We shall refer to the equations (5.16) and (5.17) as Ward’s ﬁrst and second equation, respectively.
Since Φ = G′ + 1 we have
Φˆ(s) = 2π · δ(s) + isGˆ(s),
where δ is Dirac measure at 0. Moreover, by Fourier’s inversion formula, the function L in (5.5)
satisﬁes
(5.18) L(x) =
i
(2π)2

R2
eix(s+t)(iKT )(x, s, t)Φˆ(s)Φˆ(t) dsdt.
It follows that
L = L1 + L2,
where
L1(x) :=
i
2π
∫
eixt(iKT )(x, t, 0)Φˆ(t) dt,(5.19)
L2(x) := − 1
(2π)2

seix(s+t)(iKT )(x, s, t)Gˆ(s)Φˆ(t) dsdt.(5.20)
In order to analyze this decomposition, we shall prove a few lemmas. In the sequel, we denote by
μ the operation of multiplication by the dependent variable,
(5.21) [μf ] (x) := x · f(x).
Lemma 5.5. Suppose that Φ = γ ∗ ϕ. Then
μΦ = γ ∗ [μϕ]− Φ′.
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Proof. Since γ′(x) = −xγ(x) we have
Φ′(x) =
∫
R
γ′(x− t)ϕ(t) dt =
∫
R
(t− x)γ(t− x)ϕ(t) dt = γ ∗ [μϕ] (x)− xΦ(x).
The proof of the lemma is complete. 
The following lemma uses the plasma functions E and F of Section 5.5 as well as the functions
(5.22) a(x) := xF (x)− γ(x), A := γ ∗ a.
Lemma 5.6. We have a′ = F and A(x) = xE(x) + 2E′(x).
Proof. It is clear that a′ = F . For the other statement we shall ﬁrst prove that
(5.23) μE = γ ∗ [μF + γ] .
Indeed, since E = γ ∗ F ,
F [μE] (ξ) = iEˆ′(ξ) = i
(
γˆFˆ
)′
(ξ) = −iξγˆ(ξ)Fˆ (ξ) + iγˆ(ξ)Fˆ ′(ξ),
so
F [μE] (ξ)/γˆ(ξ) = −iξFˆ (ξ) + iFˆ ′(ξ) = F [−F ′(x) + xF (x)] (ξ),
establishing (5.23). But E′ = −γ ∗ γ, so by (5.23), we get
μE + 2E′ = γ ∗ [μF + γ]− 2γ ∗ γ = γ ∗ a.
The proof of the lemma is complete. 
It is clear from the relation (5.12) that the entire function A(z) = zE(z) + 2E′(z) satisﬁes
(5.24) (iKT )(x, 0, t) = −i(x− 2T ) + iAT (x+ it),
where AT (z) = A(z− 2T )−A(z+2T ). From this, we see that the function L1 in (5.19) takes the
form
L1(x) =
i
2π
∫ ∞
−∞
eixt (−i(x− 2T ) + iAT (x+ it)) Φˆ(t) dt.
We now deﬁne
(5.25) MT (x) =
1
2π
∫ ∞
−∞
eixtAT (x+ it)Φˆ(t) dt,
and note that
(5.26) L1(x) = (x− 2T )Φ(x)−MT (x).
Set
aT (z) = a(z − 2T )− a(z + 2T ),
where a is given by (5.22).
Lemma 5.7. We have MT = γ ∗ (ϕaT ).
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Proof. Using AT = γ ∗ aT and Φ = γ ∗ ϕ we compute
2πMT (x) =
∫
R
eixtΦˆ(t) dt
∫
R
γ(x+ it− u)aT (u) du
=
√
2π
∫
R
γ(u)euxaT (u) du
∫
R
eixtγ(x+ it)eiutΦˆ(t) dt
=
√
2π γ(x)
∫
R
γ(u)euxaT (u) du
∫
R
et
2/2+iutΦˆ(t) dt
=
√
2π γ(x)
∫
R
γ(u)euxaT (u) du
∫
R
eiutϕˆ(t) dt
=
√
2π γ(x) · 2π
∫
R
γ(u)euxaT (u)ϕ(u) du
= 2π
∫
R
γ(x− u)aT (u)ϕ(u) = 2π(γ ∗ (ϕaT ))(x).
The proof of the lemma is complete. 
We ﬁnally deﬁne two auxiliary functions NT and PT by
NT (x) =
1
(2π)2

R2
eitxe2isTE(x− 2T + i(t− s))Φˆ(t)Gˆ(s) dsdt(5.27)
− 1
(2π)2

R2
eitxe−2isTE(x+ 2T + i(t− s))Φˆ(t)Gˆ(s) dsdt;
PT (x) =
1
(2π)2

R2
eix(s+t)e−stET (x+ it+ is)Φˆ(t)Gˆ(s) dsdt.(5.28)
In view of the relation (5.15), we have
L2(x) = −G(2T )Φ(x) +G(x)Φ(x) +NT (x)− PT (x).
Now recall that Ward’s ﬁrst equation (5.16) takes the form L = L1 + L2 = GΦ − Φ′. By the
formula (5.26) for L1 and the above expression for L2, Ward’s ﬁrst equation is equivalent to
GΦ− Φ′ = (μ− 2T )Φ−MT +GΦ−G(2T ) · Φ+NT − PT , ([μΦ] (x) = xΦ(x)).
The last equation transforms to
(5.29) Φ′ + μΦ+ cΦ = MT + PT −NT , (c = −G(2T )− 2T ).
Recalling that Φ = γ ∗ ϕ, G = γ ∗ g, and using Lemma 5.5, we obtain the following result.
Lemma 5.8. Ward’s ﬁrst equation (5.29) can be written
γ ∗ [μϕ] + c · γ ∗ ϕ = γ ∗ [mT + pT − nT ]
where MT = γ ∗mT , PT = γ ∗ pT , NT = γ ∗ nT , and c = −G(2T )− 2T .
In order to apply the lemma, we need to solve the equations PT = γ ∗ pT and NT = γ ∗ nT .
This is done in the next two lemmas.
Lemma 5.9. The function PT in (5.28) satisﬁes PT = γ ∗ pT where
pT = gϕFT , FT (z) = F (z − 2T )− F (z + 2T ).
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Proof. Write a = s+ t and
E(x+ ia) =
1
2π
∫
R
eixue−auEˆ(u) du.
Then
PT (x) =
1
(2π)3

R3
eixae−st
(
ei(x−2T )u − ei(x+2T )u)e−auEˆ(u)Φˆ(t)Gˆ(s) dudsdt
=
1
(2π)3

eix(a+u)e−st−au
(
e−2iTu − e2iTu)Eˆ(u)Φˆ(t)Gˆ(s) dudsdt.
Taking Fourier transform with respect to x gives
Pˆ (ξ) =
1
(2π)2

δξ(a+ u)e
−st−au(e−2iTu − e2iTu)Eˆ(u)Φˆ(t)Gˆ(s) dudsdt
=
1
(2π)2

e−st−a(ξ−a)
(
e−2iT (ξ−a) − e2iT (ξ−a))Eˆ(ξ − a)Φˆ(t)Gˆ(s) dsdt.
Since E = γ ∗ F , the last expression equals
1
(2π)2

e−st−a(ξ−a)
(
e−2iT (ξ−a) − e2iT (ξ−a))γˆ(ξ − a)Fˆ (ξ − a)γˆ(t)ϕˆ(t)γˆ(s)gˆ(s) dsdt.
But γˆ(ξ − a) = γˆ(ξ)γˆ(a)eaξ so the integrand is
e−st+a
2
γˆ(ξ)γˆ(a)FˆT (ξ − a)γˆ(t)ϕˆ(t)γˆ(s)gˆ(s) = e−stγˆ(a)−1γˆ(ξ)FˆT (ξ − a)γˆ(t)ϕˆ(t)γˆ(s)gˆ(s),
and since a = s+ t and e−stγˆ(s)γˆ(t) = γˆ(a) this simpliﬁes to
γˆ(ξ)FˆT (ξ − s− t)ϕˆ(t)gˆ(s)
We have shown that
PˆT (ξ)
γˆ(ξ)
=
1
(2π)2

FˆT (ξ − s− t)ϕˆ(t)gˆ(s) dsdt = 1
(2π)2
FˆT ∗ gˆ ∗ ϕˆ(ξ).
Taking inverse Fourier transforms ﬁnishes the proof of the lemma. 
Let γT (x) := γ(x− 2T )− γ(x+ 2T ).
Lemma 5.10. The function NT in (5.27) satisﬁes NT = γ ∗ nT where
nT = ϕ
[
1(−∞,0) ∗ (γT g)
]
.
Proof. By Fourier’s inversion formula, we can write
NT (x) =
1
(2π)3

R3
eitx+iu(x+it−is)
(
e2i(s−u)T − e−2i(s−u)T )Eˆ(u)Φˆ(t)Gˆ(s) dudtds.
Taking Fourier transform in x, using that E = γ ∗ F , we get
NˆT (ξ) =
1
(2π)2

δξ(t+ u)e
u(s−t)(e2i(s−u)T − e−2i(s−u)T )Eˆ(u)Φˆ(t)Gˆ(s) dudtds
=
1
(2π)2

e(ξ−t)(s−t)
(
e−2i(ξ−s−t)T − e2i(ξ−s−t)T )Eˆ(ξ − t)Φˆ(t)Gˆ(s) dtds.
Since Eˆ(ξ − t)Φˆ(t)Gˆ(s) = γˆ(ξ)γˆ(t)eξtFˆ (ξ − t)γˆ(t)ϕˆ(t)Gˆ(s), the last equation simpliﬁes to
NˆT (ξ)
γˆ(ξ)
=
1
(2π)2

eξs−st
(
e−2i(ξ−s−t)T − e2i(ξ−s−t)T )Fˆ (ξ − t)ϕˆ(t)Gˆ(s) dtds.
30 YACIN AMEUR, NAM-GYU KANG, NIKOLAI MAKAROV, AND ARON WENNMAN
We now make the observation that
1
2π
∫
eiξxeξs
(
e−2i(ξ−s−t)T − e2i(ξ−s−t)T )Fˆ (ξ − t) dξ
= eit(x−is)
1
2π
∫
eiv(x−is)
(
e−2i(v−s)T − e2i(v−s)T )Fˆ (v) dv
= eit(x−is)
(
e2isTF (x− 2T − is)− e−2isTF (x+ 2T − is)).
Hence, deﬁning nT (x) by nˆT (ξ) = NˆT (ξ)/γˆ(ξ) and applying the inverse Fourier transform to nˆT ,
we ﬁnd (since γˆ(t) = e−t
2/2 and F = 1(−∞,0) ∗ γ)
2πn(x) =
1
2π

R2
eitx
(
e2isTF (x− 2T − is)− e−2isTF (x+ 2T − is))ϕˆ(t)Gˆ(s) dtds
=
1
(2π)3/2

R2
eitx
[∫ 0
−∞
e2isT e−(x−2T−is+u)
2/2−s2/2 du
]
ϕˆ(t)gˆ(s) dtds
− 1
(2π)3/2

R2
eitx
[∫ 0
−∞
e−2isT e−(x+2T−is+u)
2/2−s2/2 du
]
ϕˆ(t)gˆ(s) dtds
=
1
(2π)3/2
∫
R
eitxϕˆ(t) dt
∫ 0
−∞
(
e−(x+u−2T )
2/2 − e−(x+u+2T )2/2) ∫
R
eis(x+u)gˆ(s) dsdu
=
∫ ∞
−∞
eitxϕˆ(t) dt
1√
2π
∫ 0
−∞
(
e−(x+u−2T )
2/2 − e−(x+u+2T )2/2)g(x+ u) du
= 2πϕ(x)1(−∞,0) ∗ (γT g)(x).
The proof of the lemma is complete. 
We now appeal to Ward’s ﬁrst equation (Lemma 5.8)
γ ∗ (μϕ+ cϕ) = γ ∗ (mT + pT − nT ), (c = −G(2T )− 2T ).
This is equivalent to
(x+ c)ϕ(x) = mT (x) + pT (x)− nT (x), (for a.e. x).
But by the preceding computations, mT = ϕaT , p = gϕFT , and n = ϕ
[
1(−∞,0) ∗ (γT g)
]
so we
obtain the equivalent equation
(5.30) x+ c = aT (x) + g(x)FT (x)−
[
1(−∞,0) ∗ (γT g)
]
(x) when ϕ(x) = 0.
Before proceeding, note that since the distributional derivative 1′(−∞,0) = −δ, we have[
1(−∞,0) ∗ (γT g)
]′
= −γT g.
Thus diﬀerentiating in (5.30), recalling that a′T = FT , we arrive at the equation
1 = FT + (gFT )
′ + γT g.
Since g′ = ϕ− 1 and F ′T = −γT we ﬁnally arrive at
1 = FT + (ϕ− 1)FT − γT g + γT g = ϕFT , a.e. on {ϕ = 0}.
This means that ϕ = 1/FT whenever ϕ = 0, so Ward’s ﬁrst equation is equivalent to that (almost
everywhere)
ϕ =
1e
FT
where e is a Borel subset of R. We can here clearly assume that e be closed.
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We now claim that e is some interval of positive measure. To show this, we ﬁrst rewrite (5.30)
as
x+ C = aT (x) + g(x)FT (x) +
∫ x
0
γT (t)g(t) dt on e.
Here C is some constant. By means of integration by part, up to an additive constant
x = aT (x) +
∫ x
0
FT (t)g
′(t) dt on e.
Since g′ = ϕ− 1 and a′T = FT ,
x =
∫ x
0
FT (t)ϕ(t) dt =
∫ x
0
1e(t) dt on e.
Thus e is connected.
We have proved that Ward’s equation is satisﬁed if and only if
Φ(z) = γ ∗ 1I
FT
(z) =
1√
2π
∫
I
e−(z−t)
2/2
FT (t)
dt,
where I is some interval of positive measure.
The proof of Theorem 6 is ﬁnished. q.e.d.
5.7. The mass-one theorem. We now ﬁnally prove the mass-one theorem (Theorem 7).
Suppose that Φ = γ ∗ ϕ is an error-type function satisfying the mass-one equation in ΣT , i.e.,
Φ(x) =
∫
ΣT
e−|x/2−w|
2 |Φ(x/2 + w)|2 dA(w)
=
∫
ΣT−x/2
e−|w|
2 |Φ(w + x) | 2 dA(w), (−2T < x < 2T ).
(5.31)
Consider the Fourier transform Φˆ = γˆϕˆ (as in Section 5.3) and apply Fourier’s inversion formula:
Φ(x+ u) =
1
2π
∫
R
eis(x+u)Φˆ(s) ds.
The equation (5.31) then becomes
(5.32) Φ(x) =
1
(2π)2

R2
ei(t+s)xΦˆ(s)Φˆ(t) dsdt
∫
ΣT−x/2
e−|w|
2
eiwteiw¯s dA(w).
Lemma 5.11. We have∫
ΣT−x/2
e−|w|
2
eiwteiw¯s dA(w) = e−stET (x+ it+ is).
(Here ET (z) = E(z − 2T )− E(z + 2T ), see (5.14).)
Proof. We shall ﬁrst compute the integral
I(T ) =
∫
L+T−x/2
e−|w|
2
eiwteiw¯s dA(w)
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where L = {z; Re z < 0}. We obtain
I(T ) =
1
π
∫ T−x/2
−∞
e−u
2+iu(t+s) du
∫ +∞
−∞
e−v
2−v(t−s) dv
=
1
π
e−(t+s)
2/4
∫ T−x/2
−∞
e−(u−i(t+s)/2)
2
du e(t−s)
2/4
∫ +∞
−∞
e−(v+(t−s)/2)
2
dv
=
1√
π
e−(s
2+t2)/2
∫ T−x/2
−∞
e−(u−i(t+s)/2)
2
du
= e−st
1√
2π
∫ (−2T+x+i(t+s))/√2
−∞
e−z
2/2 dz = e−stE(−2T + x+ is+ it).
Finally, ∫
ΣT−x/2
e−|w|
2
eiwteiw¯s dA(w) = I(T )− I(−T ).
The proof of the lemma is ﬁnished. 
It follows from the lemma that the mass-one equation is equivalent to that
(5.33) Φ(x) =
1
(2π)2

R2
eix(t+s)e−stET (x+ it+ is)Φˆ(t)Φˆ(s) dtds.
Lemma 5.12. The function Φ = γ ∗ ϕ satisﬁes the mass-one equation if and only if ϕ = ϕ2F .
Proof. If a = s+ t, then
ET (x+ ia) =
1
2π
∫
R
eixue−auEˆT (u) du,
so the mass-one equation (5.33) means that
Φ(x) =
1
(2π)3

R3
eix(a+u)−au−stEˆT (u)Φˆ(s)Φˆ(t) dudsdt.
Taking the Fourier transform with respect to x, we obtain the equivalent equation
Φˆ(ξ) =
1
(2π)2

R3
δξ(a+ u)e
−auEˆT (u) du e−st dsdt
=
1
(2π)2

R2
e−a(ξ−a)EˆT (ξ − a)e−stΦˆ(s)Φˆ(t) dsdt.
Recalling that ET = γ ∗ FT and Φ = γ ∗ ϕ this transforms to
(5.34) ϕˆ(ξ)γˆ(ξ) =
1
(2π)2

R2
e−a(ξ−a)γˆ(ξ − a)FˆT (ξ − a)e−stγˆ(s)ϕˆ(s)γˆ(t)ϕˆ(t) dsdt.
Using that γˆ(ξ − a) = γˆ(ξ)γˆ(a)eaξ and γˆ(a) = γˆ(s)γˆ(t)e−st (since a = s+ t), we ﬁnd
e−a(ξ−a)γˆ(ξ − a)e−stγˆ(s)γˆ(t) = ea2 γˆ(ξ)γˆ(a)2 = γˆ(ξ),
so (5.34) is equivalent to that
ϕˆ(ξ) =
1
(2π)2

R2
FˆT (ξ − s− t)ϕˆ(s)ϕˆ(t) dsdt = 1
(2π)2
FˆT ∗ ϕˆ ∗ ϕˆ(ξ).
Taking inverse Fourier transforms, this gives ϕ = ϕ2FT . 
Proof of Theorem 7. A real-valued Borel function ϕ satisﬁes ϕ = ϕ2FT if and only if ϕ = 1e/FT
for a Borel set e ⊂ R. Hence Theorem 7 is a consequence of the preceding lemma. 
SINGULAR BOUNDARY POINTS 33
5.8. The case of a regular boundary point. If in our above proofs of Theorem 6 and Theorem
7 we replace the functions ET and FT by E and F respectively, we obtain a proof of Theorem 8.
q.e.d.
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