Some singular, nonlinear differential equations arising in boundary layer theory  by Callegari, A & Nachman, A
JOURNAL OF MATHEMATICAL ANALYSIS AND AFPLICATIONS 64, 96-105 (1978) 
Some Singular, Nonlinear Differential Equations 
Arising in Boundary Layer Theory 
A. CALLEGARI * 
State University of New York, College at Purchase, Purchase, New York IO.577 and 
C&rant Institute of Mathematical Sciences, New York University, 
New York, New York 10012 
A. NACHMAN 
Department of Mathematics, Texas A&M Univenity, College Station, Texas 77843 
Submitted by W. F. Ames 
The nonlinear, second-order differential equation which describes boundary 
layer flow when Crocco variables are employed is examined under several 
different endpoint conditions. Uniqueness and analyticity are established for 
boundary conditions corresponding to flow behind weak expansion and shock 
waves and for the flow above a moving conveyor belt. 
Fluid dynamicists have long known that the appearance of boundary layers 
was not restricted to the canonical problem of the motion of a body through a 
viscous fluid. Several other technologically important sources of the boundary 
layer phenomenon are the flows behind expansion and shock waves traveling 
over smooth surfaces and the flow field above a moving conveyor belt. 
All three of the above-mentioned problems have had some initial attention 
paid to them of an approximate or numerical nature [I, 3-S] so that important 
questions touching on welI-posedness, i.e., existence, uniqueness, and analyticity 
remain unanswered. 
Previous work by Callegari and Friedman [2] established the analytical 
importance of the Crocco variables approach to equations of the boundary 
layer type. Indeed, the well-posedness of the classical Blasius problem for the 
boundary layer over a flat plate was completely answered in that work (in the 
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affirmative) using the Crocco formulation and it is our intention to do likewise 
for the three problems mentioned above. 
Each case considered will be a member of the family of nonlinear, singular, 
two-point boundary value problems 
gg” + x = 0, 
&o) == 0, g’(xl) = 0. 
(P) 
For expansion waves (Section 1, Case I), x0 = 1 and x1 < 1. For shock 
waves (Section 1, Case 2), x0 == 1 and xi > 1. And for the conveyor belt 
(Section 2), x,, = 0 and x1 = 1. 
We have elected not to include any rigorous existence theory for (P) in this 
investigation for the simple reason that the proof is long and unilluminating. 
Rather, we shall content ourselves with the observation that one may not appeal 
to any simple analog of the existence proof used in [2] (except for Case 1) and 
instead existence may be established by imbedding (P) into a family of non- 
singular problems whose solutions converge uniformly to the solutions of (P) 
[8]. Moreover the question of uniqueness is easily dealt with for (P) by simply 
setting x = (X - xi) sgn(x,, - x1) and repreating the uniqueness proof from [2]. 
We shall therefore concentrate on the question of analyticity. 
Of major interest in each of our problems is the value of g(xl), as it is propor- 
tional to the drag experienced by the fluid. Indeed, C, , the friction coefficient, 
is in each case given by C, = (2/Re)‘i2g(x,) where the Reynolds number Re 
is based on the shock speed or the conveyor belt speed. A defining transcendental 
relation is provided for each of these unknown amplitudes in the course of 
establishing the analyticity of the solutions and a closed form approximation 
to the relation is suggested in the Conclusion. 
1 
If the partial differential equations describing the boundary layer behind 
a rarefaction or shock wave (with viscosity proportional to temperature) traveling 
down, and perpendicular to, a flat plate are written in terms of a stream function 
and a similarity variable the following Balsius-like system emerges [6]. 
f”(?) +f(d f”(T) = 0, 
f(O) = 0, f’(0) = K, f’(m) = 1. 
Here 0 < K < 1 for rarefaction waves and 1 < K < 6 for shock waves. 
(K = 0 corresponds to the classical Blasius problem.) Adopting the Crocco 
variables 
x =f’(d g = f “(77) 
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results in the system 
gg” -+ x -= 0, 
g’(K) = 0, g(1) 12 0. 
(1) 
(Note: Since (1) is unchanged when g is replaced by -g the sign ofg must be 
established a priori. However, we see that f”(7) = f”(0) exp( - Ji f(t) dt) so 
thatf” is of one sign only. Clearly for 0 < K < 1 we must have f” > 0 and for 
1 < K < 6 we must havef” < 0, both conclusions following directly from the 
conditionsf’(0) = K, f’(a) = 1.) 
Case 1. O<K<l. 
For this range of K we must have g(K) > 0 SO that g(x; K) may be pictured 
as in Fig. 1. 4 
X 
K I 
FIGURE 1 
We now turn to the question of analyticity of the solution for Case 1. This is 
by far the easiest of the three problems considered in terms of establishing 
analyticity in that the analysis of [2] may be used almost verbatim. We include 
a highly condensed version of that proof not so much for the sake of completeness 
as for the sake of comparison with the proofs for the other two cases. 
We conclude this Case 1 section by providing an expression defining the 
unknown amplitude g(K). 
THEOREM 1.1. The solution of system (1) with 0 < K < 1 is analytic on 
W, 1). 
Proof. Since 0 < K < 1 it is clear that 
g’(x) = - 1; J-$ < 0, 
g”(x) = --x/g < 0, 
g”(x) = -(l +g’g”)/g < 0 
and by the recursion relation for g(n+s) (x) provided by Eq. (111.2) of [2] it 
follows that gr”+a(x) < 0. 
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If we set g(K) = a > 0 then the function G(x) = LY -g(z), together with 
all its derivatives, is positive on (K, 1) and hence absolutely monotonic there. 
A theorem due to Bernstein [2] provides that absolutely monotonic functions 
are in fact analytic over the interval of monotonicity and a power series for g(x) 
around x = K has a radius of convergence not less than 1 - K (the length of the 
interval). 
A Tauberian theorem [2] guarantees the convergence of the power series at 
x = 1 to g(1) so that we may write 
g(x) = f g’ (x - K)” 
,n=o * 
and 
This completes the proof. 
The fact that g(“)(K) < 0, n > 1 permits us to conclude that the last equation 
may be reformulated as 
a = ‘f bn/a2n-1 
n-1 
where the b, > 0 may be calculated recursively. It is clear that the above 
expression has a unique positive root but the unpersuaded reader may consult 
[2] for a simple proof. An approximation is supplied in the Conclusion. 
Case 2. 1 < K < 6. 
For this range of K we must have g(K) < 0 and hence the solution must be 
as in Fig. 2. 
This is a significantly harder problem than the Case 1 problem in terms of 
establishing analyticity. 
FIGURE 2 
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To discuss analyticity it is convenient to make the change of variables 
z = K + x so that (1) becomes 
g’(O) = 0, g(K - 1) _: 0, 
(1’) 
g'(z) = joz v dcf. (2’) 
It is clear from (1’) and (2’) that g’(z) > 0 and g”(z) > 0. If we define 01 = g(0) 
then, since 
g”(z) = (1 - g’g”)/g 
we have g”‘(0) = l/a < 0, g”‘(K - 1) = GO and therefore there exists a value za 
such that g”‘(za) = 0. That za is unique follows from the fact that 
g(4)(2) z -(g”” i wn/g 
would be positive at the second root of g” and this is a contradiction. 
The above expression for gc4)(z) and the following general expression for 
g’“+3)(z) establishes, by induction, that g(“)(z) > 0 for z > z3 and k > 3. 
g’“+3yz) = - [i; Q g’P+lgcn+z-P) + f (J glPk(nil--Y~]/g. 
p=o P=l 
Thus the function G(z) = g(z) - OL has the property that it and all its deriva- 
tives are of the same sign on the interval (z3, K - 1). G(z) therefore belongs 
to the class of absolutely monotonic functions on (z3 , K - 1) and once again by 
Bernstein’s theorem we may conclude that G(z) is analytic on (a; , K - 1) with 
the radius of convergence of its power series about z, being not less than 
K-l -x3. 
A Tauberian theorem guarantees the convergence of the power series at 
z = K - 1 to G(K - 1). Since, however, neither za nor g(xa) are known 
quantities we must have another condition at our disposal. Clearly the condition 
at z = 0 is the only candidate and hence we must next show that z3 < (K- 1)/2, 
so that x = 0 is included in the interval of convergence of the power series. 
The following two equations, necessary for establishing the above inequality, 
are immediate consequences of the governing differential equation (1’) and the 
definition of z, . 
is4 = 01 + lZ (z - k)(E - K) $ , (G) 
LX= s *a(K - 0” T. 0 (A) 
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From the fact that g(z) > 01 it follows from (A) that 
Moreover, since (G) implies 
and the convexity of g(z) implies 
&4 G cz (1 - $-qj 
it follows that 
a2 < $(K + l)(K - 1)s 
Hence zs < (K - 1)/2 for all K satisfying 
& (K + l)(K - 1)2 < y 
which is true for K < (1 + P2)/2 N 1.63. 
To establish that xa < (K - I)/2 for the remaining values of K recourse is 
made to the fact that 
Whence l/g 2 4(a - g)/ ala which, when substituted into (A), yields & > Kz3. 
Once again zs < (K - 1)/2 f or all K satisfying (K - 1)/2 > 1/(4K) which is 
true for K > (1 + 3’/“)/2 - 1.36. Thus we have 
LEMMA. z3 < (K - 1)/2 for all K such that 1 < K < 6. 
Having guaranteed that z = 0 lies in the region of analyticity of g(z) we may 
formally write the following four equations. 
&> = ‘!@3) + 
_ CG - K)” (2 - ~3)~ 
gyz,) 4! - “‘; 
,=g(zg) I K--3z3+(~3-K)2 ~3~ I . . . . 
z3 - K dx3) Ev3) 3! 
0 = ‘&3) + $f& (K - 1 - z3) + %& tK - ‘2- z3)2 _ . . . . 
3 
z3&3) 
O1 = gk33) + K--z + 
z3 - K z32 (x3 - K)2 z34 _____ - - **-, 
3 &3) 2 g3@3) 4! 
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since we have proven 
THEOREM 1.2. The so&ion to (1) with 1 < K C: 6 is an analytic functiora 
on (1, K). 
Moreover, the last three of the above four equations constitute a defining 
relationship for a. 
2 
As Ackroyd observed [l], the flow near the leading edge of a very long, 
steadily operating conveyor belt is of the boundary layer type. The industrial 
application of conveyor belts to the transport of slurries and such like therefore 
indicates a need for a rigorous understanding of this boundary layer phenomenon. 
Moreover, since the governing equation, labeled (*) below, essentially describes 
the boundary layer above a flat plate moving with unit velocity in a stationary 
fluid it has an important bearing on the question of reverse flow as recently 
detailed in Klemp and Acrivos [9]. 
The governing equation, using a similarity variable and a stream function 
in the original partial differential equations, is [I, 91 
f “(d +f (df TV) = 0, 
f(0) = 0, f’(0) = 1, f’(c0) = 0. 
Adopting the Crocco variables u = f ‘, g = f U again leads to 
gg” + u = 0, 
g(O) = 0, g’(l) = 0. 
(*) 
(3) 
By the same reasoning as in Section 1 we must have g(u) < 0. For convenience 
we take t = -u so that (See Fig. 3) 
(3’) 
We first examine the behavior of g’(t) as t + 0. The only two possibilities are 
lim,,,g’(t) = + co or S where 0 < S < oo. It is clear that the correct choice 
hinges on the behavior of t/g as t + 0. But 
liz t/g = li+i l/g’. 
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FIGURE 3 
If g’(0) = +co then t/g * 0 but this is contradictory to (3a) since then the 
curve for t/g would have a finite integral on [-1, 01. Hence g’(0) = S. 
We now return to the original variables. Thus 
g’(u) = --s - IOU y. 
The fact that g” = -u/g > 0 (g”(0) = l/S) determines that g’ < 0 and 
monotone increasing on (0, 1). 
and 
g” = (-g + w’)lg2, g”(0) = 1/2sa > 0, 
g”(l) = -l/g(l) > 0. 
Let u3 be the first root of g”‘. Then, since g”‘(0) > 0, it follows that gt4)(u3) < 0. 
However, gt4) = - (g”” + 2g’g”‘)/g and thus g(4)(u3) > 0. So u3 does not exist 
and g”‘(u) > 0. 
We may now proceed by induction. We know that for n > 1 we have the 
recursion formula for g(n+3)(U) from [2] so that 
Assuming g(“)(O) > 0 for K = 2,..., n + 2 guarantees that g(“+3)(0) > 0 while 
g(“+3)(1) > 0 follows from the recursion formula if we assume g(&)(l) > 0, 
for K = 2,..., 12 + 2. 
The contradiction arising from assuming that g(n+2), say, has a first root is 
also transparent, by induction, from the recursion formula and hence g(“)(u) > 0 
n = 2, 3,... . By Bernstein’s theorem it follows that G(u) = g”(u) is an analytic 
function on [0, l] with its Taylor series about u = 0 converging for 1 u 1 < 1. 
Thus we may write 
m P’(O) g”(*) =L2 (n l4 n-2 
104 
and therefore 
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This essentially completes the proof of 
THEOREM 2.1. The solution of system (3) is analytic on [0, I]. 
From (3~) and (3d) the condition g’( 1) = 0 becomes 
S = f b,jS2@ 
n=2 
(3e) 
where the b, > 0 may be calculated recursively. Clearly (3e) also has a unique 
positive root and an approximate value for S is provided in the Conclusion. 
Once the value of S is known we may proceed to compute g(1) from the 
values provided by (3~) and g”(0) = l/S. 
CONCLUSION 
Uniqueness and analyticity of the solutions to three boundary layer problems 
have been provided. Moreover, the amplitude (g(K) or g(1)) in each case proved 
to be the root of a transcendental equation whose coefficients could be explicitly 
calculated. We have thus provided a master equation, as it were, for the amplitude 
in each of the problems. 
In fact, a modest truncation of each of the transcendental relations yields the 
following approximations (see Hsu [3] for numerical work). 
O<K<l: 
/3” - ; (1 + 2K)( 1 - K)2/3 - $ K2( 1 - K)’ = 0 
where /3 = 01~. This equation gives good results for K near 1 and is in the error 
by about 13 y0 for K = 0. 
1 <K<6: 
01 = --K(K - (2K - 1py. 
This is also better when K is near 1 and is in error by about 20”/0 for K = 6. 
Conveyor belt : 
u3 - 02 - 2, -- & = 0 
where 0 = S2. This gives S - $ and g(1) - -0.61 as compared to -0.6276 
provided by Ackroyd [I]. 
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It should also be noted that (P) is an Emden-Fowler equation with a negative 
exponent [7]. The fact that boundary layer problems constitute physically 
important sources of such equations should encourage pure and applied researchers 
to examine this class of differential equations more extensively in the near 
future. 
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