Introduction
In the application of fuzzy logic to expert systems, fuzzy control, and the like, it is not a single logic that is used, but a plethora of distinct logics. The choice used in a speci…c application is often ad hoc-decided on the basis of empirical factors or mere whim.
There is a technical commonality to these logics in that they all arise in the same manner through the speci…cation of an algebra of truth values-that is, a set of truth values equipped with algebraic operations corresponding to each of the logical connectives in question. In our paper [9] we described in detail the technical setup common to these logics and, using tools from universal algebra, we showed how one can use algebra to answer many of the central questions about the logics thus obtained. This chapter is a continuation of the work started there.
Using our results, it is our hope that the users of fuzzy logics will have the option of making their choices of fuzzy logic based on properties of the logics and that they will have tools available to use these logics more e¢ ciently.
In this chapter, after reviewing some of the results and de…nitions from [9] , we apply our methods to the study of fuzzy logics arising from truth value algebras on the unit interval that are strict De Morgan systems. This class of logics includes the ones in which the fuzzy conjunction is given by the usual multiplication of real numbers, a common choice in applications. In [9] we mainly considered applications to the original fuzzy logic introduced by Zadeh and interval-valued fuzzy logic. For these logics the conjunction is idempotent and we showed that in the idempotent setting, these two logics and classical Boolean logic are the only possibilities. As we will see here things are much more unwieldy once we drop idempotence.
The main question we will address is when two choices of truth value algebras within the class of strict De Morgan systems yield the same logic or even comparable logics. Surprisingly, two strict De Morgan systems yield comparable logics if and only if the two algebras are isomorphic. This leaves us with uncountably many logics of this type. We will give a countable set of equational properties that separate these logics and we will explore questions of common extensions and other logical properties.
Propositional Logic
Propositional logic is the study of the properties of logical connectives. The …rst step in studying propositional connectives is to choose which ones one wants to study, and which ones will be needed as basic connectives. In our study for example, we will not consider implication. One can either consider our setting as the reduced logic not involving implication, or, as is often the case in fuzzy logic applications, we are assuming a choice of implication given by a formula over our other connectives, such as material implication. In a De Morgan system, which is the kind of truth value algebra usually considered in fuzzy logic, conjunction (denoted by ), disjunction ( ), negation ( ), and the constants 0 and 1 for the universally false and true statements are taken as basic. However, because we will have De Morgan's laws (x y) = (x) (y) (x y) = (x) (y) and since the negation is an involution ( (x)) = x it follows that the disjunction is de…nable by a formula over the other two connectives:
x y = ( (x) (y)).
Consequently we can leave disjunction out as a basic connective. On the other hand, in a De Morgan system, the conjunction and negation are linked to the conjunction and disjunction given by minimum (denoted by^) and maximum ( _ ), respectively, which were used in Zadeh's original fuzzy logic by the t-norm and order reversal properties among others, e.g.,
For this reason we include these as basic connectives. That is, we will take as the basic connectives _;^; 0; 1; ; and of arity 2,2,0,0,2,1, respectively. Once the connectives have been chosen, we construct the set F of formulas over a set X of propositional variables. It is usually described inductively as the smallest subset of the set of all strings in the variables, connective symbols, and parentheses satisfying:
1. If x is a propositional variable then x is a well-formed formula;
2. If and are well-formed formulas then so are ( ^ ), ( _ ), 0, 1, ( ), ( ).
The set F together with the connectives _;^; 0; 1; ; and is an algebra of type (2; 2; 0; 0; 2; 1).
Logical meaning is imparted by giving a notion of logical equivalence. For all the logics we deal with here this is achieved by specifying a truth value algebra of the form A = ([0; 1] ;^; _; 0; 1; ; ) and de…ning the relation of logical equivalence with respect to the truth value algebra A by
A map h : F ! A being a homomorphism corresponds to saying that h is completely determined by the truth valuation h X : X ! A on the propositional variables by the inductive de…nition:
In algebraic terms what this means is that formulas and are logically equivalent with respect to the truth value algebra A if and only if the equation = holds in the algebra A, that is,
The logic then is the algebra of the same type as A obtained by considering two formulae in F equal whenever they are logically equivalent, that is,
It is a central theorem in universal algebra that this algebra L A is the free algebra on jXj generators in the variety generated by the algebra A.
The variety generated by the algebra A may be obtained as the class of all algebras satisfying all the equations satis…ed in A, that is, V(A) = M od(Eq(A)). But more importantly for our purposes, Birkho¤'s theorem tells us that V(A) may be obtained by taking all homomorphic images of all subalgebras of all Cartesian products of A, that is, V(A) = HSP (A). The upshot of this is that the logic L A is completely determined by the class of algebras V(A) = HSP (A) and that many of the questions of logical interest one can ask about L A may be answered by studying the algebraic properties of this class V(A) = HSP (A). In the next section we illustrate these ideas by a brief overview of the results obtained in [9] .
De Morgan Logics -The Idempotent Case
In this section we only deal with one conjunction, rather than two, so our type is just ; _; :; 0; 1 with arity 2, 2, 1, 0, 0. Classical propositional logic is obtained when we choose A to be the two element Boolean algebra 2 = (f0; 1g;^; _; :; 0; 1)
is the free Boolean algebra freely generated by the set X of variables. And we get the exact same propositional logic no matter which Boolean algebra we choose as the set of truth values since all (non-trivial) Boolean algebras have the same equational theory, or equivalently, they all generate the same variety. The propositional logic underlying what people loosely call fuzzy logic, or LeeChang fuzzy logic [5] , is the logic obtained by taking I = ([0; 1] ;^; _; 0; 1; :) to be the algebra of truth values. Here I is the unit interval of real numbers with the lattice operations induced by the natural order, that is x^y = minfx; yg and x _ y = maxfx; yg, and :x = 1 x as the negation. To understand which kind of logic this choice of truth values gives rise to we need to understand which kind of algebra we are dealing with. We denote the equational class of De Morgan algebras by M. A unary operation on a distributive lattice satisfying 2: and 3: is called a negation.
Example 2 Let 3 denote the three element chain f0; u; 1g with its unique involution. When we choose A to be the De Morgan algebra 3 then we get what is known as Kleene three-valued logic.
Example 3
The algebra I = ([0; 1] ; _;^; :; 0; 1) as described above forms a De Morgan algebra. Using I as the algebra of truth values we get the propositional logic known as (classical) fuzzy logic.
; _;^; :; 0; 1) where L [2] = f(x; y) : x; y 2 L and x yg, _ and^are de…ned coordinate-wise, :(x; y) = (:
is again a De Morgan algebra. Since the pairs (x; y) satisfy x y, they can be thought of as subintervals of L. Indeed the De Morgan algebra I [2] is the one used as the algebra of truth values in the propositional logic known as interval fuzzy logic or practical fuzzy logic [16] .
The nature of each of the logics above is completely determined by which variety of De Morgan algebras is generated by the truth value algebra A in question. Therefore it is of interest to know the subvarieties, that is, the equational subclasses of the class of De Morgan algebras. This has long since been worked out and it turns out that there are very few subvarieties.
We denote the variety of De Morgan algebras by M; the trivial subvariety of M, consisting of all one-element algebras, by M 1 ; the subvariety of M generated by 2, 3, and , by M 0 , M 1 , and M 2 , respectively, where
with :v = v, and :w = w.
Theorem 5 [13] The only subvarieties of M are is an identity in L.
The latter equality is equivalent to the inequality x^:x y _ :y Proof. We know that 3 generates M 1 by the de…nition of M 1 . Also, since I satis…es the inequality x^:x y _ :y we have Var(I) M 1 . On the other hand, I is not Boolean so M 0 is a proper subvariety of Var(I). It follows that Var(I) = M 1 .
Theorem 9
The De Morgan algebras and I [2] both generate the equational class M of all De Morgan algebras. That is, L = L I [2] and interval-valued fuzzy logic is the same as what is sometimes known as diamond logic.
Proof. We know that generates M. And it is easy to see that can be realized as a subalgebra of 3 [2] which can be realized as a subalgebra of I [2] . Thus M = Var( ) Var(3 [2] ) Var(I [2] ). On the other hand, I [2] is a De Morgan algebra, so Var(I [2] ) M. It follows that Var(3
Apart from determining when two truth value algebras yield the same logic, and how many distinct logics are potentially available within a certain equational class, the algebraic theory can also help us determine other properties of logical interest for these logics. For example, notice that if A is any …nite algebra then there is a …nite process for checking whether or not A . The variables occurring in together with the ones occurring in form a …nite subset Y of X. It follows that A if and only ift( ) =t( ) for each t 2 A Y , and A Y is …nite since both A and Y are …nite. Thus the logical equivalence of the propositional logic given by an algebra A is …nitely checkable if the variety generated by A is also generated by a …nite algebra. Thus we get:
Corollary 10 The logical equivalence relation I of Lee-Chang fuzzy logic is decidable via three-valued truth tables.
Corollary 11
The logical equivalence relation I [2] of interval-valued fuzzy logic is decidable via four-valued truth tables.
For more details on this and further results and applications in this direction, including complete descriptions of normal forms for each of these logics, see our paper [8] .
Another logical application of algebraic information is to determining syntactic calculi describing these logics. Birkho¤'s Theorem on the completeness of equational logic gives a scheme for obtaining a syntactic deductive system which will derive all equational consequences of a given set of equations, see, for example, [3, chapter II, section 14]. Thus we may obtain syntactic counterparts to our logics by specifying equational bases for the corresponding varieties of algebras. In each of the idempotent cases our varieties have nice …nite equational bases, so we get syntactic counterparts for these logics:
Corollary 12 All logical equivalences for Chang-Lee fuzzy logic can be derived from the set of logical equivalences corresponding to saying that I is a Kleene algebra, that is the set:
:(x^y) I :x _ :y :(x _ y) I :x^:y ::x I x (x^:x)^(y _ :y) I (x^:x) .
Corollary 13 All logical equivalences for interval-valued fuzzy logic can be derived from the set of logical equivalences corresponding to saying that I [2] is a De Morgan algebra, that is the set:
:(x^y) I :x _ :y :(x _ y) I :x^:y ::x I x.
In conclusion, when looking for an appropriate propositional logic structure for a particular situation, one may study the universal algebraic properties of the corresponding algebras of truth values. If it has already been decided that the algebra of truth values is to be in a certain class for example, then there will be as many choices of distinct logics as there are varieties generated by elements of that class. A common choice of truth value structure in fuzzy logic is a De Morgan system (see [10] ). In [10, 11] we determined which De Morgan systems on I and on I [2] are isomorphic. Of course isomorphic algebras generate the same variety, but non-isomorphic algebras can generate the same variety also, and hence determine the same logic. Any two Boolean algebras generate the same variety, for example, and hence the same propositional logic. As we shall see here though, any two non-isomorphic strict De Morgan systems give rise to non-comparable logics. Consequently, there are uncountably many distinct such logics. This is in sharp contrast to our result in [9] that the conjunctive reduct L (I; ) is independent of the choice of t-norm, strict or nilpotent.
De Morgan Logics -The Strict Case
We now consider di¤erent negations, and from this point on, the notation I will be used to denote the unit interval as a bounded lattice-not including a negation. That is, I = ([0; 1] ; _;^; 0; 1). De…nition 14 A t-norm on I is a binary operation : I I ! I that is associative, commutative, order preserving in each coordinate, and for which the right end point 1 is an identity. A t-norm is convex if whenever x y c x 1 y 1 , then there is an r between x and x 1 and an s between y and y 1 such that c = r s. A t-norm is Archimedean if it is convex and for each a; b 2 (0; 1), there is a positive integer n such that a n = n times z }| { a a a < b. An Archimedean t-norm is strict if in addition we have for all x 2 (0; 1) x x < x. A strict De Morgan system is an algebra A = (I; ; ) where I is the unit interval as a bounded lattice, is a strict t-norm, and is a negation on I.
In our paper [10, Theorem 29] we showed exactly when two De Morgan systems are isomorphic. We state the following corollary of that characterization here as we will use it in proving the main result of this chapter.
Theorem 15
Each strict De Morgan system is isomorphic to a unique De Morgan system I = (I; ; ) where the t-norm is the usual multiplication on the unit interval, and is a negation with …xed-point 1=2.
We are now ready to state and prove our main result. Proof. Since it is clear that isomorphic algebras give the same logic, we may assume we are dealing with algebras of the form I = (I; ; ) and I = (I; ; ) where is the usual multiplication on the unit interval, and and are negations with …xed-points at 1=2. We need to show that if V(I ) V(I ), that is, I 2 V(I ) then = . We show the equality of and in two steps:
Proof. We denote the operation symbols for the t-norm and the negation by and , respectively (Using should not cause any confusion as it will be interpreted as actual multiplication in each of our algebras). For n 2 N we write x n for n times
x. Now consider the terms
The equation s n;`( x) t k (y) (that is, s n;`( x) _ t k (y) = t k (y)) holds in an algebra I if and only if for all a; b 2 I we have
But this is equivalent to the statement:
It is clear that both of these extrema are attained at the …xed point of , which we are assuming to be 1=2. Thus we get, for all n;`; k 2 N,
Similarly we have for n;`; k 2 N (x) ) n ))`is the term dual to s n;`, and t @ k (x) = (x^ (x)) n is the term dual to t k (x). Now, since we are assuming that I 2 V (I ), we have that I satis…es every equation satis…ed by I . In particular for all n;`; k 2 N s n;`( x) t k (y) holds in I implies it holds in I and s @ n;`( x) t @ k (y) holds in I implies it holds in I so for all n;`; k 2 N we have
Since the set f(1=2) k :`; k 2 Ng is dense in the unit interval, it follows that for each
Now for a negation on I with …xed point 1=2, de…ne
Lemma 18 Let be any negation on I, then the set D ( ) is dense in I.
Proof. The sequence f(1=2) n g n2N is a decreasing sequence whose meet is 0, and since is an anti-automorphism of I; it follows that f ((1=2) n )g n2N is an increasing sequence whose join is 1. Thus if we take any " > 0, there is n 0 2 N such that
it follows that the sequencef( ((1=2)
n 0 )) m g m2N gets within " of each element of I.
Lemma 19 If I 2 V (I ), then and agree on D ( ).
Proof. Suppose I 2 V (I ) and let d 2 D ( ). Then there are m; n 2 N so that d = ( (1=2 n )) m and by Lemma 17 we have (1=2 n ) = (1=2 n ) so it follows that we have ( (1=2 n )) m = ( (1=2 n )) m . Now, similarly to our approach in Lemma 17 we consider, for k; l 2 N, the equations
Naming the terms ( ( ( ((x^ (x) ) n )) m ))`= u n;m;`( x) and (x _ :
Similarly we get for all k;`2 N that
is dense in I, it follows that (d) = (d) and we have showed that and agree on D( ) as desired.
We have shown that if I 2 V (I ), then and agree on a dense set. Now, since both functions preserve arbitrary meets and joins (or alternatively because they are continuous), it follows that = .
The two families of equations have played di¤erent roles in the proofs, so we have considered them separately. However, as you may have observed by now, the …rst family is a special case of the second family. Namely, taking n = 1 and applying the De Morgan laws gives
so only the one family of equations is required to separate the logics. Also, by Theorem 15, it follows that there are as many isomorphism classes of strict De Morgan systems as there are negations on I which …x 1=2. Of course there are uncountably many of these. We conclude:
Corollary 20 The fuzzy logics arising from strict De Morgan systems form an uncountable set of pair-wise incomparable logics. Furthermore, these logics are separated by the following family of equations:
(y _ (y)) k : k; l; m; n 2 Ng.
Properties of Strict De Morgan Logics
The fact that there are so many of these logics means that uncountably many won't have …nite equational bases and such nice logical features as we saw in the idempotent case (simply due to cardinality considerations). A priori, there is no reason that some of them can't be …nitely based (have …nite equational bases). The variety of algebras generated by the nilpotent De Morgan system obtained by taking the Lukasiewicz t-norm and the negation where (x) = 1 x is the well-known variety of MValgebras. It is …nitely based. However, it is our conjecture that none of the varieties generated by strict De Morgan systems are …nitely based, but we leave this question for future work. Another question is that of …nite generation: Does there exist a …nite algebra generating a given variety corresponding to a strict De Morgan logic? If this is the case, recall that we can use truth tables to determine logical equivalence in the corresponding logic. In the remainder of this chapter we start an exploration of the subdirectly irreducible elements in the varieties generated by strict De Morgan algebras, allowing us to answer the question of …nite generation in the negative. Given a strict De Morgan system I we are interested in knowing whether or not there is a …nite algebra A such that L I = L A , or in algebraic terms, we want V(I ) = V(A). Here again we have a powerful theory from universal algebra to help us answer this question. Another celebrated result of Birkho¤'s is that any variety is generated by its so called subdirectly irreducible members so we can restrict our attention to these -or to a subclass known to contain these, and Jónsson's Lemma supplies us with such a class: It tells us that if we are dealing with a congruencedistributive variety (which all of these are) then the subdirectly irreducible algebras lie within the class of all homomorphic images of subalgebras of ultraproducts of any generating class for the variety, that is, in our situation:
Subdir:Irred:(V(I )) HSP (I ).
Given this result, we don't necessarily need to worry about exactly what subdirectly irreducible algebras are, we can just look at all algebras in HSP (I ). So …rst of all, what are the elements of P (I )? These are ultraproducts of algebras from the class fI g. But since there is only one algebra, we are really dealing with ultrapowers of I . These are either I itself (if the ultra…lter used is principal) or what can be thought of as a non-standard extension I of I (if the ultra…lter used is free). This situation allows us to use the methods of non-standard analysis in the study of the varieties generated by members of P (I ) and more generally of HSP (I ). For general references on Non-standard Analysis, see for example [17] or [12] . For a brief introduction to these methods as applied to lattice theory in particular, see [7] . Before jumping in to the non-standard extensions, let's consider the trivial ultrapower of I , namely I itself. What are the members of HS(I )?
Example 21 Notice that for each I = ([0; 1]; _;^; 0; 1; ; ), the subset f0; 1g gives a subalgebra 2 = (f0; 1g; _;^; 0; 1;^; :). Notice that on the set f0; 1g multiplication has the exact same action as min or^, and any negation has the same action as the negation given by 1 x, and on f0; 1g any of these are simply the usual Boolean negation, :. That is, apart from having the conjunction repeated twice in its type (which plays no role to speak of), this is just the two-element Boolean algebra. So V(2) V(I ) which says that Boolean logic is a common strengthening of all of these strict De Morgan logics, or in turn that the strict De Morgan logics are all generalizations of Boolean logic. This of course should come as no surprise.
However, subalgebras of I 's yield no other logics.
Proof. Let A 2 S(I ) with A 6 = 2. The …rst thing to observe is that then the set A is dense in [0; 1]. The argument for this is identical to the one given in Lemma 17: Let x 2 A with 0 6 = x 6 = 1. Then fx n g n2N is a sequence that converges to 0, and thus f (x n )g n2N is a sequence that converges to 1. Finally, this implies that the set f( (x n )) m g n;m2N , which is a subset of A, is dense in [0; 1]. Now let s = t be an equation which holds in the subalgebra A. That means that the two term functions s A ; t A : A n ! A (where n is the total number of variables involved in the two terms) are identical, that is, for all a 1 ; : : : ; a n 2 A we have s A (a 1 ; : : : ; a n ) = t A (a 1 ; : : : ; a n ). Furthermore, A being a subalgebra of I exactly means that the term functions on A are just the term functions on I restricted to A. But now since s I and t I are continuous functions, being the composition of continuous functions (since the basic operations on I are all continuous), it follows that they must be identical as soon as they agree on a dense set. That is, s = t 2 Eq(A) implies s = t 2 Eq(I ). But since A is a subalgebra of I , the other inclusion Eq(I ) Eq(A) comes for free. That is, Eq(A) = Eq(I ) and thus V(A) = M od(Eq(A)) = M od(Eq(I )) = V(I ) as desired.
Example 23 For each I = ([0; 1]; _;^; 0; 1; ; ), the algebra 3 = (f0; u; 1g; _;^; 0; 1;^; :) obtained by repeating the lattice meet twice for the three-element Kleene algebra is a homomorphic image using the map
So V((I; )) = V(3) V(I ) which says that Chang-Lee Fuzzy Logic, or equivalently, Kleene logic, is a common strengthening of all of these strict De Morgan logics, or in turn that the strict De Morgan logics are all generalizations of Kleene logic. This also should come as no surprise given that these logics were conceived as weakenings of Zadeh's classical fuzzy logic.
In the interest of studying the homomorphic images of an algebra, we use the universal algebraic concept of a congruence. Given a homomorphic image h : A ! B of A, we can recover B, up to isomorphism, from the equivalence relation ker(h) = f(a; b) 2 A A : h(a) = h(b)g on A induced by the map h. Namely, B is isomorphic to the algebra of equivalence classes of ker(h) with operations de…ned on the classes by taking the corresponding operation in A applied to any choice of representatives of the equivalence classes in question. Furthermore, an equivalence relation on A corresponds to a homomorphic image of A if and only if whenever f : A n ! A is a basic operation of A and a 1 ; : : : ; a n ; b 1 ; : : : ; b n 2 A with a i b i for i = 1; : : : ; n we have f (a 1 ; : : : ; a n ) f (b 1 ; : : : ; b n ). Such equivalence relations on A are called congruence relations of A. The set of all congruences of an algebra A, Con(A), ordered by inclusion, forms a complete lattice. In particular we have a smallest congruence on A and that is of course the diagonal A = f(a; a) : a 2 Ag which corresponds to the homomorphic image id A : A ! A. We also have a largest congruence and that is the all-relation on A: O A = f(a; b) : a; b 2 Ag = A A. It corresponds to the trivial homomorphic image of A, the one element algebra of the same type as A. The non-trivial homomorphic images of A correspond to whatever congruences lie between these two extremes.
Since all of our algebras are among other things lattices, the congruence classes corresponding to any congruence are convex in the underlying order. That is, if two elements a and b with a b are related by a congruence , then (a; b)
2 is contained in . This will be quite useful to us here.
Proposition 24 Let A 6 = 2 be a subalgebra of the strict De Morgan systems I . Then A has only one non-trivial congruence and that is the congruence (A \ (0; 1)) 2 [ f(0; 0); (1; 1)g corresponding to the homomorphic image 3.
Proof. Let A 6 = 2 be a subalgebra of the strict De Morgan systems I and let be a congruence with A 6 = . Then there are a; b 2 A with a 6 = b but with a b. We may assume without loss of generality that a < b. In addition, since a 6 = 1=2 or b 6 = 1=2, using (a) (b) we may assume 1=2 a < b. Now pick c 2 A with 1 c < b a 4
. Then there is n 2 N with c n ; c n+1 2 (a; b). That is, c n c n+1 . Multiplying repeatedly by c on both sides we get c n c n+1 ; c n+1 c n+2 ; c n+2 c n+3 ; : : : and by transitivity we have Now we proceed to consider homomorphic images of subalgebras of non-standard extensions I of I . The …rst thing to notice is that every element of I is near- Proof. Since st(A) is a subalgebra of I and st(A) 6 = 2 it follows by Proposition22 that V(st(A)) = V(I ). But since st(A) is in V(A) and A is in V(I ) it follows that V(st(A)) V(A) V(I ). Putting these two facts together we have V(A) = V(I ) as desired.
Example 27 For each De Morgan system I , de…ne S = st 1 (2) = fx 2 [0; 1] : x 0 or x 1g. Then S is a subalgebra of I since for x; y 2 [0; 1] we have x 0 or y 0 implies x y 0 and x^y 0, x 1 or y 1 implies x _ y 1, x 1 and y 1 implies x y 1 and x^y 1, and x 0 and y 0 implies x _ y 0. Clearly S is the largest subalgebra of I so that st(A) = 2. This is, so to speak, the non-standard version of 2.
We also have a non-standard version of 3 in this sense. We use the commonly accepted notation from non-standard analysis x y to denote x < y and x not in…nitely close to y. Also ((0; 1)) denotes the set fx 2 [0; 1] : 0 x 1g.
Example 28 For each De Morgan system I , de…ne
Then it is straight forward to check that is a congruence of I . Denote the corresponding homomorphic image by H . Notice that H satis…es the equation x^ (x) (y _ (y)) 2 (in fact, it satis…es x^ (x) (y _ (y)) n for each n 2 N ) but does not satisfy x 2 = x. So we have
Of course we don't know yet that the two last inclusions are covering pairs, meaning there are no other subvarieties in between.
Remark 29 Given two De Morgan systems I and I , notice that if (x) = (x) for all x 0 then (x) = (x) for all x 2 st 1 (2) = fx 2 [0; 1] : x 0 or x 1g and thus H = H . Also, by the transfer principle the condition (x) = (x) for all x 0 is equivalent to There exist " > 0 such that for all x < " (x) = (x).
That is and agree on some neighborhood of 0.
So if and agree on some neighborhood of 0 then V(H ) = V(H ) V(I ) \ V(I ) and thus we do sometimes at least have non-trivial common extensions of two strict De Morgan logics.
Proposition 30 Let A be a subalgebra of a non-standard extension I of I , and let be a congruence on A with " ker(st) and A= 6 = 2. Then (A \ ((0; 1))) 2 , that is, and thus V(A= ) V(H ).
Proof. The proof of this result is completely parallel to the proof for I in Proposition 24. Since " ker(st), there are x; y 2 A with x y but x y. Using , we may also assume that 1=2 y. Also since st(A) is dense in [0; 1], there is x 0 2 A with x x 0 y and 1=2 x 0 . So, as in Proposition 24, we may assume that 1=2 x y. Now, using again the denseness of
As in the standard argument, the convex hull of the sequence
is ((0; z n ] and it follows that
and since (z n ) z n the result follows.
Corollary 31 For any De Morgan system I , V(H ) is the largest proper subvariety of V(I ) and thus all proper extensions of L I satisfy x^ (x) (y _ (y)) 2 .
Proof. Let V be a proper subvariety of V(I ). Then V is generated by the subdirectly irreducible algebras in V. Let A be such a subdirectly irreducible element of V. Then A = B= for some subalgebra B of a non-standard extension I of I . If A = B= = 2, then clearly A is in V(H ). If A = B= 2, but ker(st) then st factors through the quotient given by and st(B) which is a subalgebra di¤erent from 2 is in any variety containing A. But V(st(B)) = V(I ), and thus I is in V, a contradiction of V proper. Thus we must have " ker(st) and A = B= 2 and thus by the above result and V(A) V(H ). The corollary follows as V V(H ).
Corollary 32 For any De Morgan system I , V(I ) is not …nitely generated, in fact, it is not generated by its …nite members.
Proof. If V(I ) were generated by its …nite members, then it would be generated by …nite subdirectly irreducibles A in HSP (I ). But if A = B= for some subalgebra B of a non-standard extension I of I and A is …nite then either A = 2 or " ker(st), so that V(A) V(H ). Thus the …nite subdirectly irreducible algebras in V(I ) do not generate V(I ).
Further Questions
As can be seen from the results in the previous section, all indications are pointing in the direction of these logics not acting much like logics. There are no truth tables for checking logical equivalence for any of them. They are all distinct but the least extension for any of them already bunches them together, at least in batches corresponding to H = H , that is, into batches for which and agree on some neighborhood of 0. Of great importance to judging these structures as logics is knowing whether or not there are …nite equational bases for these systems. This is de…nitely an important open question. Of interest is also a full understanding of the subvariety structure of these varieties. For example, we have seen that they are not …nitely generated and that they have the …nitely generated varieties of Boolean algebras and Kleene algebras in common. One question is whether there are any other …nitely generated subvarieties. Looking in the other direction, one may ask for common generalizations. In particular it would be interesting to know what the variety generated by all strict De Morgan systems is.
These are just a few of the questions still open for varieties of strict De Morgan systems. In addition, it would be very interesting to study these same questions in the nilpotent case. The equations used here to separate the varieties generated by strict systems are certainly not enough to separate the nilpotent ones, but maybe some similar methods can be used. Also, we already know of at least one variety generated by a nilpotent De Morgan system which is …nitely based, namely the one generated by the system given by the Lukasiewicz t-norm and the standard negation . This system generates the variety of MV-algebras [4] . So the nilpotent case looks quite di¤erent.
Finally, we have included in our study the lattice operations on the unit interval in our type. This is of course not strictly necessary. One may want to study these logical questions in the setting of the ordered algebraic structures I = (I; ; 0; 1; ; ).
