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EMBEDDINGS OF FUNCTION SPACES VIA THE CAFFARELLI-SILVESTRE
EXTENSION, CAPACITIES AND WOLFF POTENTIALS
PENGTAO LI, SHAOGUANG SHI, RUI HU, AND ZHICHUN ZHAI
Abstract. Let Pα f (x, t) be the Caffarelli-Silvestre extension of a smooth function f (x) : R
n → Rn+1+ :=
R
n × (0,∞). The purpose of this article is twofold. Firstly, we want to characterize a nonnegative measure
µ on Rn+1+ such that f (x) → Pα f (x, t) induces bounded embeddings from the Lebesgue spaces L
p(Rn)
to the Lq(Rn+1+ , µ). On one hand, these embeddings will be characterized by using a newly introduced
Lp−capacity associated with the Caffarelli-Silvestre extension. In doing so, the mixed norm estimates
of Pα f (x, t), the dual form of the L
p−capacity, the Lp−capacity of general balls, and a capacitary strong
type inequality will be established, respectively. On the other hand, when p > q > 1, these embeddings will
also be characterized in terms of the Hedberg-Wolff potential of µ. Secondly, we characterize a nonnegative
measure µ on Rn+1+ such that f (x)→ Pα f (x, t) induces bounded embedding from the homogeneous Sobolev
spaces W˙β,p(Rn) to the Lq(Rn+1+ , µ) in terms of the fractional perimeter of open sets for endpoint cases and
the fractional capacity for general cases.
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1. Introduction
The fractional Laplace operator (−△)α/2 for α ∈ (0, 2) in Rn is defined on the Schwartz class through
the Fourier transform as
̂((−△)α/2 f )(ξ) = (2pi|ξ|)α f̂ (ξ),
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where f̂ (ξ) =
∫
Rn
e−2piix·ξ f (x)dx is the Fourier transform of f , or via the Riesz potential as
(−△)α/2 f (x) =
α2αΓ ((n + α)/2)
2Γ(1 − α/2)pin/2
P.V.
∫
Rn
f (x) − f (y)
|x − y|n+α
dy.
Here Γ(·) is the usual Gamma function and P.V. denotes the Cauchy principal value. The fractional
Laplacian has been widely applied in probability, finance, physical systems, and engineering problems.
The fractional Laplacian is a nonlocal operator because the value of (−△)α/2 f at x depends on the
value of f at infinity. This nonlocal property may cause some issues. Caffarelli and Silvestre in [7]
localized the nonlocal operator (−△)α/2 by adding another variable. they provided the characterization
for the fractional Laplacian (−△)α/2 by solving the harmonic extension problem to the upper half-space
as the weighted operator that maps the Dirichlet boundary condition to the Neumann condition.
Let f be a regular function in Rn. We say that u(x, t) = Pα f (x, t) is the Caffarelli-Silvestre extension
of f to the upper half-space Rn+1+ := R
n × (0,∞), if u is a solution to the problem
(1.1)
 div(t
1−α∇u) = 0, in Rn+1+ ;
u = f , on Rn × {t = 0}.
The Caffarelli-Silvestre extension is well defined for smooth functions through the Poisson kernel
pαt (x) =
c(n, α)tα
(|x|2 + t2)(n+α)/2
as
Pα f (x, t) = p
α
t ∗ f (x, t) = c(n, α)
∫
Rn
f (y)tα
(|x − y|2 + t2)(n+α)/2
dy.
Here f ∗ g means the convolution of f and g, and c(n, α) =
Γ((n+α)/2)
pin/2Γ(α/2)
is the normalized constant such that∫
Rn
pαt (x)dx = 1. Caffarelli and Silvestre [7] proved that
(1.2) (−△)α/2 f (x) = −cα lim
t→0+
t1−α∂tu(x, t), cα =
Γ(α/2)
21−αΓ(1 − α/2)
.
This characterization has dramatically popularized the application of the fractional Laplacian.
The identity (1.2) can be viewed as the consequence of the coincide of energy functionals∫
Rn
|2piξ|α| f̂ (ξ)|2dξ = D(n, α)
∫
R
n+1
+
|∇Pα f (x, t)|
2t1−αdxdt
which is equivalent to
(1.3) ‖ f ‖W˙α/2,2(Rn) = ‖Pα f (x, t)‖W˙1,2α (Rn+1+ )
up to a multiplication constant. Here, W˙
1,2
α (R
n+1
+ ) is the weighted Sobolev space defined as
W˙
1,2
α (R
n+1
+ ) =
{
u(x, t) ∈ W1,1
loc
(Rn+1+ ) :
∫
R
n+1
+
|∇u(x, t)|2t1−αdxdt < ∞
}
.
Let C∞
0
(Rn) stand for all infinitely smooth functions with compact support in Rn. The homogeneous
Sobolev space W˙β,p(Rn) is the completion of C∞
0
(Rn) with respect to the norm
‖ f ‖W˙β,p(Rn) =

‖(−△)β/2 f ‖Lp(Rn), p ∈ (1, n/β);
∫
Rn
‖△k
h
f ‖
p
Lp(Rn)
|h|n+pβ

1/p
, p = 1 or p = n/β, β ∈ (0, n)\N+,
where k = 1 + (β), β = (β) + {β} with {β} ∈ (0, 1) and
△kh f (x) =
△
1
h△
k−1
h f (x), k > 1;
f (x + h) − f (x), k = 1.
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Equality (1.3) allows us to identify fractional (logarithmic) Sobolev inequalities as fractional (loga-
rithmic) Sobolev trace inequalities, see [5, 15]. It also provides us a way to view the fractional perimeters
of a Borel set E ⊂ Rn as the Caffarelli-Silvestre extension of the 1E(the characteristic function of E). See
[6, 12] and the references therein for more details on the fractional perimeter.
Motivated by (1.3), in this paper, we characterize the following two embedding relations via the
Caffarelli-Silvestre extension:
Embedding I: Given α ∈ (0, 2) and a nonnegative Radon measure µ on Rn+1+ ,
(1.4) ‖Pα f (·, ·)‖Lq(Rn+1+ ,µ)
. ‖ f ‖Lp(Rn).
For 0 < p, q < ∞ and a nonnegative Radon measure µ on Rn+1+ , L
q,p(Rn+1+ , µ) and L
q(Rn+1+ , µ) denote
the Lorentz space and the Lebesgue space of all functions on Rn+1+ , respectively, for which
‖g‖Lq,p(Rn+1+ ,µ)
=
{∫ ∞
0
(
µ
(
{x ∈ Rn+1+ : |g(x)| > s}
))p/q
dsp
}1/p
< ∞
and
‖g|Lq(Rn+1+ ,µ)
=
(∫
R
n+1
+
|g(x)|qdµ
)1/q
< ∞,
respectively. Moreover, we denote by Lq,∞(Rn+1+ , µ) the set of all µ−measurable functions f on R
n+1
+ with
‖g‖Lq,∞(Rn+1+ ,µ)
= sup
s>0
s
(
µ
({
x ∈ Rn+1+ : |g(x)| > s
}))1/q
< ∞.
The embedding (1.4) will be characterized by conditions in terms of capacities and Hedberg-Wolff
potentials of µ. Firstly, we introduce the Lp−capacity associated with the Caffarelli-Silvestre extension.
Definition 1.1. Let 1 ≤ p < ∞. For a compact subset K of Rn+1+ , let
C
α,p
R
n+1
+
(K) := inf
{
‖ f ‖
p
Lp(Rn)
: f ≥ 0 & Pα( f ) ≥ 1K
}
.
When O is an open subset of Rn+1+ , we define
C
α,p
R
n+1
+
(O) := sup
{
C
α,p
R
n+1
+
(K) : compact K ⊂ O
}
,
and hence for any set E ⊂ Rn+1+ , one sets
C
α,p
Rn+1+
(E) := inf
{
C
α,p
Rn+1+
(O) : open O ⊃ E
}
.
Then, we establish the mixed norm estimate of Pα f (x, t), the dual form of C
α,p
R
n+1
+
(·), some basic prop-
erties of C
α,p
Rn+1+
(·) and a capacitary strong type inequality.
Embedding II: Given α ∈ (0, 2) and a nonnegative Radon measure µ on Rn+1+ ,
(1.5) ‖Pα f (x, t)‖Lq(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn)
for 0 < β < n, 1 ≤ p < n/β and 1 < q < ∞.
We will show that the embedding (1.5) can be characterized by conditions in terms of the fractional
perimeter of open sets for the endpoint cases and fractional capacities for general cases. The fractional
perimeter and the fractional capacity are defined, respectively, as follows.
Definition 1.2. Let s ∈ (0, 1). The fractional perimeter is defined as
Pers(E) =
∫
E
∫
Rn\E
1
|x − y|n+s
dxdy
for a given measurable set E ⊆ Rn.
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It follows from the definition of ‖ f ‖W˙ s,1(Rn) that Pers(E) =
1
2
‖1E‖W˙ s,1(Rn). On the other hand, there
holds
Pers(E) =
Γ((n + s)/2)
2pin/2Γ(s/2)
∫
R
n+1
+
|∇uE(x, t)|
2t1−sdxdt,
where uE(·, ·) is the solution of equation (1.1) with f = 1E .
For the fractional perimeter, Ambrosio-Philippis-Martinazzi in [4] proved the generalized coarea for-
mula:
(1.6) ‖ f ‖W˙ s,1(Rn) = 2
∫ ∞
0
Pers
({
x : f (x) > t
})
dt
for every nonnegative f ∈ W˙ s,1(Rn).
Denote by T (O) the tent based on an open subset O of Rn :
T (O) =
{
(x, r) ∈ Rn+1+ : B(x, r) ⊆ O
}
with B(x, r) the open ball centered at x ∈ Rn with radius r > 0.
Definition 1.3. Let β ∈ (0, n) and p ∈ (1, n/β).
(i) The fractional capacity of an arbitrary set S ⊂ Rn, denoted by Cap
β,p
Rn
(S ), is defined as
Cap
β,p
Rn
(S ) := inf
{
‖ f ‖
p
W˙β,p(Rn)
: f ∈ C∞0 (R
n), f ≥ 0 on Rn & f ≥ 1S
}
.
(ii) For t ∈ (0,∞), the (p, β)−fractional capacity minimizing function associated with both W˙β,p(Rn) and
a nonnegative measure µ on Rn+1+ , denoted by c
β
p(µ, t), is defined as
c
β
p(µ, t) := inf
{
Cap
β,p
Rn
(O) : bounded open O ⊆ Rn, µ(T (O)) > t
}
.
This article is mainly motivated by the work on embeddings like (1.4) and (1.5) via classical/fractional
heat equations. Xiao in [20] studied the embeddings of the homogeneous Sobolev space W˙1,p(Rn) into
the Lebesgue space Lq(Rn+1+ , µ), under (p, q) ∈ (1,∞) × R+, via the Gauss-Weierstrass heat kernel. For
fractional diffusion equations, motivated by Xiao [20], Zhai in [23] explored the embeddings of the ho-
mogeneous Sobolev space W˙β,p(Rn) into the Lebesgue space Lq(Rn+1+ , µ). By using the L
p−capacities
associated with the fractional heat kernel, Chang-Xiao in [8] and Shi-Xiao in [18] established embed-
dings similar to (1.4).
This article will be organized as follows. In Section 2.1, we investigate the dual form and basic
properties of the Lp−capacity C
α,p
R
n+1
+
(·), and Section 2.2 is devoted to a capacitary strong type inequality
corresponding to C
α,p
R
n+1
+
(·). Section 2.3 describes several technique lemmas on the fractional capacity
Cap
β,p
Rn
(·). In Section 3, we deduce the embedding (1.4) for two cases p ≤ q and p > q, respectively.
Section 4 studies the embedding (1.5) for two cases p ≤ q and p > q.
Some notations: Let us agree to more conventions. U ≈ V represents that there is a constant c > 0
such that c−1V ≤ U ≤ cV whose right inequality is also written as U . V. Similarly, one writes V & U
for V ≥ cU.
2. Preliminaries on capacities
2.1. Lp− capacities associated with the Caffarelli-Silvestre extension. In this section, we will first
establish the dual form of the Lp−capacity associated with the Caffarelli-Silvestre extension. Then, we
will prove some basic properties of the Lp−capacity and the capacitary strong type inequality forC
α,p
R
n+1
+
(·).
To establish the adjoint formulation of the foregoing definition, we need to find out the adjoint operator
of Pα. Note that ∫
Rn+1+
Pα f (x, t)g(x, t)dtdx =
∫
Rn
f (x)
(∫
Rn+1+
pαt (x − z)g(z, t)dzdt
)
dx
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holds for all f ∈ C∞
0
(Rn) and g ∈ C∞
0
(Rn+1+ ). The adjoint operator denoted by P
∗
α can be defined as
(P∗αg)(x) :=
∫
R
n+1
+
pαt (x − z)g(z, t)dzdt, g ∈ C
∞
0 (R
n+1
+ ).
For a Borel measure µ with compact support in Rn+1+ , we define
P∗αµ(x) :=
∫
Rn+1+
pαt (x − z)dµ(z, t).
Proposition 2.1. Given p ∈ (1,∞) and a compact subset K of Rn+1+ , let p
′ = p/(p − 1) and M+(K) be
the class of nonnegative Radon measures supported by K. Then
(i)
C
α,p
Rn+1+
(K) = sup
{
‖µ‖
p
1
: µ ∈ M+(K) & ‖P
∗
αµ‖Lp′ (Rn) ≤ 1
}
.
(ii) There exists a measure µK ∈ M+(K) such that
µK(K) =
∫
Rn
(P∗αµK(x))
p′dx =
∫
R
n+1
+
Pα
(
P∗αµK(x)
)p′
dµK = C
α,p
R
n+1
+
(K).
Proof. (i) We set
C˜
α,p
R
n+1
+
:= sup
{
‖µ‖
p
1
: µ ∈ M+(K) & ‖P
∗
αµ‖Lp′ (Rn) ≤ 1
}
.
Let µ ∈ M+(K) satisfy ‖P
∗
αµ‖Lp′ (Rn) ≤ 1. Since ‖µ‖1 = µ(K), for any f ≥ 0 and Pα f ≥ 1K ,
‖µ‖1 ≤
∫
Rn+1+
Pα f dµ =
∫
Rn
f (x)P∗αµ(x)dx ≤ ‖ f ‖Lp(Rn)‖P
∗
αµ‖Lp′ (Rn) ≤ ‖ f ‖p,
which implies C˜
α,p
R
n+1
+
(K) ≤ C
α,p
R
n+1
+
(K).
Conversely, define 
X := {µ : µ ∈ M+(K) & µ(K) = 1} ;
Y :=
{
f : 0 ≤ f ∈ Lp(Rn) & ‖ f ‖Lp(Rn) ≤ 1
}
;
Z := { f : 0 ≤ f ∈ Lp(Rn) & Pα f ≥ 1K} ;
E(µ, f ) :=
∫
Rn
(P∗αµ)(x) f (x)dx =
∫
Pα f (x, t)dµ(x, t).
By [2, Thorem 2.4.2], minµ∈X sup f∈Y E(µ, f ) = sup f∈Yminµ∈X E(µ, f ). We can get
min
µ∈M+(K)
‖P∗αµ‖Lp′ (Rn)
µ(K)
= sup
f∈Y
min
µ∈X
{∫
R
n+1
+
Pα f (x, t)dµ(x, t)
}
= sup
0≤ f∈Lp(Rn)
min
µ∈X
{∫
K
Pα f (x, t)
‖ f ‖Lp(Rn)
dµ(x, t)
}
= sup
0≤ f∈Lp(Rn)
min
µ∈X
1
‖ f ‖Lp(Rn)
{∫
K
Pα f (x, t)dµ(x, t)
}
= sup
0≤ f∈Lp(Rn)
1
‖ f ‖Lp(Rn)
(
min
(x,t)∈K
Pα f (x, t)
)
min
µ∈X
µ(K)
= sup
0≤ f∈Lp(Rn)
1
‖ f ‖Lp(Rn)
=
(
C
α,p
R
n+1
+
(K)
)−1/p
.
For any µ ∈ M+(K), take µ1 := ‖P
∗
αµ‖
−1
Lp
′
(Rn)
µ. It is obvious that ‖P∗αµ1‖Lp′ (Rn) = 1, and consequently,(
C˜
α,p
Rn+1+
(K)
)1/p
≥ sup
 ‖µ‖1‖P∗αµ‖Lp′ (Rn) : µ ∈ M+(K)
 = sup { ‖µ1‖1 , µ1 ∈ M+(K)},
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which implies
min
µ∈M+(K)
{
‖P∗αµ‖Lp′ (Rn)
µ(K)
}
= min
µ∈M+(K)
{
‖P∗αµ‖Lp′ (Rn)
‖µ‖1
}
≥
(
C˜
α,p
Rn+1+
(K)
)−1/p
.
This gives
(
C
(α)
p (K)
)−1/p
≥
(
C˜
α,p
R
n+1
+
(K)
)−1/p
. The proof of (i) is completed.
Next let us verify (ii). According to (i), we select a sequence {µ j} ⊂ M+(K) such that
lim
j→∞
(µ j(K))
p = C
α,p
R
n+1
+
(K);
‖P∗αµ j‖Lp′ (Rn) ≤ 1.
A direct computation implies that
C
α,p
Rn+1+
(K) = sup
{
‖µ‖
p
1
: µ ∈ M+(K) & ‖P
∗
αµ‖Lp′ (Rn) = 1
}
.
Then, using the fact ‖P∗αµ j‖Lp′ (Rn) = 1, we get∣∣∣∣∣∣
∫
R
n+1
+
Pα f (x, t)dµ j(x, t)
∣∣∣∣∣∣ =
∣∣∣∣∣
∫
Rn
f (x)P∗αµ j(x)dx
∣∣∣∣∣ ≤ ‖P∗αµ j‖Lp′ (Rn)‖ f ‖Lp ≤ ‖ f ‖Lp .
There exists µ ∈ M+(K) such that µ j weak ∗ convergence to µ. Hence µ
p(K) = C
α,p
R
n+1
+
(K) and ‖P∗αµ‖Lp′ (Rn) =
1. Taking µK = (C
α,p
R
n+1
+
(K))1/p
′
µ yields
µK(K) =
∫
K
(C
α,p
Rn+1+
(K))1/p
′
dµ = (C
α,p
Rn+1+
(K))1/p
′
µ(K)
= (C
α,p
R
n+1
+
(K))1/p
′
(C
α,p
R
n+1
+
(K))1/p = C
α,p
R
n+1
+
(K).
On the other hand,∫
Rn
(P∗αµK(x))
p′dx = ‖P∗αµK‖
p′
Lp
′
(Rn)
= (C
α,p
R
n+1
+
(K))‖P∗αµ‖
p′
Lp
′
(Rn)
= C
α,p
R
n+1
+
(K).
This indicates that
(2.1) µK(K) =
∫
Rn
(P∗αµK(x))
p′dx = C
α,p
Rn+1+
(K).
Assume that fK is the function in the definition of C
α,p
R
n+1
+
(K) obeying ‖ fK‖Lp(Rn) = C
α,p
R
n+1
+
(K) and Pα fK ≥
1 on K. Then µK ({(x, t) ∈ K : Pα fK(x, t) ≤ 1}) = 0. By Ho¨lder’s inequality, we can get
C
α,p
Rn+1+
(K) = µK(K) ≤
∫
K
Pα fKdµK(2.2)
≤
∫
Rn
f (x)P∗αµK(x)dx
≤ ‖ fK‖Lp(Rn)‖P
∗
αµK‖Lp′ (Rn)
= (C
α,p
R
n+1
+
(K))1/p
′
(C
α,p
R
n+1
+
(K))1/p = C
α,p
R
n+1
+
(K),
which, together with (2.1), indicates that C
α,p
R
n+1
+
(K) =
∫
Rn
(P∗αµK)
p′dx. Also, it follows from (2.2) that
C
α,p
R
n+1
+
(K) =
∫
Rn
fKP
∗
αµKdx =
∫
R
n+1
+
Pα fK(x, t)dµK(x, t).
Hence ∫
Rn
fKP
∗
αµKdx =
∫
Rn
(P∗αµK)
p′dx = C
α,p
R
n+1
+
(K).
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The above identity implies that Pα fK = Pα(P
∗
αµK)
p′−1 a.e. on K and
C
α,p
R
n+1
+
(K) =
∫
R
n+1
+
Pα fKdµK =
∫
R
n+1
+
Pα(P
∗
αµK)
p′−1dµK ,
which completes the proof of Proposition 2.1. 
Below we investigate some basic properties of C
α,p
R
n+1
+
(·).
Proposition 2.2.
(i) C
α,p
R
n+1
+
(∅) = 0;
(ii) If K1 ⊆ K2 ⊂ R
n+1
+ , then C
α,p
R
n+1
+
(K1) ≤ C
α,p
R
n+1
+
(K2);
(iii) For any sequence {K j}
∞
j=1
of subsets of Rn+1+ ,
C
α,p
R
n+1
+

∞⋃
j=1
K j
 ≤
∞∑
j=1
C
α,p
R
n+1
+
(K j);
(iv) For any K ⊂ Rn+1+ and any x0 ∈ R
n, C
α,p
Rn+1+
(K + (0, x0)) = C
α,p
Rn+1+
(K).
Proof. The statements (i) & (ii) can be deduced from the definition of C
α,p
R
n+1
+
(·) immediately. For (iii),
take f j such that f j ≥ 0 and Pα f j ≥ 1 on K j. Let f = sup
j∈N+
f j. For any (x, t) ∈ ∪
∞
j=1
K j, there exists a j0
such that (x, t) ∈ K j0 and Pα f j0(x, t) ≥ 1. Hence Pα f ≥ 1 on ∪
∞
j=1
K j. On the other hand,
‖ f ‖
p
Lp(Rn)
=
∫
Rn
| f (x)|pdx ≤
∞∑
j=1
∫
Rn
| f j(x)|
pdx =
∞∑
j=1
‖ f j‖
p
Lp(Rn)
,
which indicates C
α,p
R
n+1
+
(∪∞
j=1
K j) ≤
∑∞
j=1C
α,p
R
n+1
+
(K j).
Now we verify (iv). Define fx0 (x) = f (x+ x0). Then ‖ f ‖Lp(Rn) = ‖ fx0‖Lp(Rn). If (x, t) ∈ K + (x0, 0), then
(x − x0, t) ∈ K and verse visa. Take f ≥ 0 such that Pα f ≥ 1K . Changing of variables reaches
Pα fx0 (x, t) =
∫
Rn
pαt (x − y) fx0 (y)dy = Pα f (x − x0, t),
which implies that Pα fx0 (x, t) ≥ 1K+(x0 ,0) is equivalent to Pα f (x − x0, t) ≥ 1K . This gives C
α,p
R
n+1
+
(K +
(0, x0)) = C
α,p
Rn+1+
(K) and the proof of Proposition 2.2 is completed. 
For t0 ≥ 0, x0 ∈ R
n and r0 > 0, define the ball in R
n+1
+ as
Br0(t0, x0) =
{
(x, t) ∈ Rn+1+ : r0 < t − t0 < 2r0, |x − x0| < r0/2
}
.
Let t = r0s, x = r0y and fr0(x) = f (r0x). We can get (x, t) ∈ Br0(0, 0) is equivalent to (y, s) ∈ B1(0, 0). A
direct computation, together with the change of variable, gives
Pα f (x, t) =
∫
Rn
tα
(t2 + |x − z|2)(n+α)/2
f (z)dt
=
∫
Rn
sα
(|y − u|2 + s2)(n+α)/2
fr0(u)du = Pα fr0(y, r).
Then
Pα f (x, t) ≥ 1,∀(x, t) ∈ Br0(0, 0) ⇐⇒ Pα fr0(s, y) ≥ 1,∀(y, s) ∈ Br0(0, 0).
This means that
C
α,p
R
n+1
+
(Br0(0, 0)) = r
n
0C
α,p
R
n+1
+
(B1(0, 0)).
Now we investigate the Lp-capacity of general balls Br0(x0, t0). We first give a space-time estimate for
Pα f .
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Lemma 2.3. Let 1 ≤ r ≤ p ≤ ∞. Then ‖Pα f (·, t)‖Lp(Rn) ≤ t
n(1/p−1/r)‖ f ‖Lr(Rn).
Proof. Let q obey 1/p + 1 = 1/r + 1/q. It is easy to see that
‖pαt (·)‖Lq =
(∫
Rn
∣∣∣∣∣ tα(t2 + |x|2)(n+α)/2
∣∣∣∣∣q dx
)1/q
. tn(1/q−1).
It follows from Young’s inequality that
‖Pα f (·, t)‖Lp ≤ ‖p
α
t ∗ f ‖Lp ≤ ‖p
α
t (·)‖Lq‖ f ‖r ≤ t
n(1/p−1/r)‖ f ‖Lr .

Theorem 2.4. Let (q, p, r) be a triple satisfying 1/q = n(1/r − 1/p), where
1 < r ≤ p <
nr/(n − 1), n > 2r;∞, n ≤ 2r.
Given f ∈ Lr(Rn). Then for 0 < T ≤ ∞, Pα f (·, ·) ∈ L
q(I; Lp(Rn)) ∩ Cb(I; L
r(Rn)) with the estimate
‖Pα f (·, ·)‖Lq(I;Lp(Rn)) . ‖ f ‖Lr(Rn).
Here Cb(I; L
r(Rn)) denotes the space of bounded continuous functions from I to Lr(Rn).
Proof. Case 1: p = r & q = ∞. By Lemma 2.3, we can get
‖Pα f ‖L∞(I;Lr) = sup
t>0
‖pαt ∗ f ‖Lr ≤ sup
t>0
t−n(1/r−1/r)‖ f ‖Lr ≤ ‖ f ‖Lr .
Case 2: p , r. Denote by Ft( f ) = ‖p
α
t ∗ f ‖Lp . Applying Lemma 2.3 again, we also obtain
Ft( f ) = ‖p
α
t ∗ f ‖Lp ≤ t
−n(1/r−1/p)‖ f ‖Lr ≤ t
−1/q‖ f ‖Lr .
On the other hand,
|{t : |Ft( f )| > τ}| ≤
∣∣∣∣{t : t−1/q‖ f ‖Lr > τ}∣∣∣∣ ≤ ∣∣∣∣{t : ‖ f ‖qLr/τq > t}∣∣∣∣ ≤ ‖ f ‖qLr/τq.
The above estimate implies that Ft is a weak (r, q) type operator. Noticing that
|pαt ∗ f (x)| ≤
∫
Rn
tα
(t2 + |x − y|2)(n+α)/2
| f (y)|dy,
we have
|Ft f | = ‖Pα f (t, ·)‖Lp ≤ t
n(1/p−1/p)‖ f ‖Lp ,
i.e., Ft is also a (p,∞) type operator. For any triplet (q, p, r), we can choose another triplet (q1, p1, r1)
such that q1 < q < ∞, r1 < r < p and 1/q = θ/q1 + (1 − θ)/∞,1/r = θ/r1 + (1 − θ)/p.
The Marcinkiewicz interpolation theorem implies that Ft is a strong (r, q) type operator and satisfies
(2.3) ‖Pα f (·, ·)‖Lq(I;Lp) ≤ ‖ f ‖Lr .

For p ∈ (1,∞), choose (p˜, q˜) such that1 ≤ p ≤ p˜ < np/(n − 1);1/q˜ = n(1/p − 1/ p˜).
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Theorem 2.5. If 1 ≤ p < ∞, then for (x0, r0) ∈ R
n+1
+ ,
rn0 . C
α,p
R
n+1
+
(
Br0(x0, t0)
)
. (t0 + r0)
pnr
n(1−p)
0
.
Particularly, if t0 . r0, then
rn0 . C
α,p
R
n+1
+
(
B
(α)
r0 (x0, t0)
)
. rn0.
Proof. Let Br0(x0, t0) be a ball in R
n+1
+ . For any f ≥ 0 satisfying Pα( f ) ≥ 1Br0 (x0 ,t0), by (2.3), we can get
r
n/p˜+1/q˜
0
≤

∫
r0<t−t0<2r0
(∫
|x−x0 |<r0/2
|Pα f (x, t)|
p˜dx
)q˜/p˜
dt

1/q˜
≤ ‖ f ‖Lp ,
which gives r
(n/p˜+1/q˜)p
0
≤ ‖ f ‖
p
Lp
and rn
0
≤ C
α,p
Rn+1+
(Br0(x0, t0)).
For the converse, choose f = 1{x∈Rn: |x−x0 |<r0/2}. If (x, t) ∈ Br0(x0, t0), then |x − x0| < r0/2 and
r0 < t − t0 < 2r0, i.e., t ≥ t0 + r0. We can get
Pα f (x) =
∫
|y−x0 |<r0/2
tα
(t2 + |x − y|2)(n+α)/2
dy ≤
rn
0
(t0 + r0)n
,
equivalently, Pα ((1 + t0/r0)
n f ) ≥ 1. By the definition of C
α,p
R
n+1
+
(·), we obtain
C
α,p
R
n+1
+
(
Br0(x0, t0)
)
≤
∥∥∥∥ (t0 + r0)pn
r
pn
0
f
∥∥∥∥p
Lp
=
(t0 + r0)
n
rn
0
∫
Rn
(
1{x∈Rn : |x−x0 |<r0/2}(y)
)p
dy
= (t0 + r0)
nr
(1−p)n
0
,
which completes the proof of Theorem 2.5. 
2.2. Capacitary strong type inequality. In order to establish the embeddings of Lp(Rn) to Lq(Rn+1+ )
via Pα, we need to prove the capacity strong and weak inequalities. Let L
p
+(R
n) denote the class of all
nonnegative functions in Lp(Rn).
Lemma 2.6. Let p ∈ (1,∞). Then∫ ∞
0
C
α,p
R
n+1
+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) ≥ λ
})
dλp ≤ ‖ f ‖
p
Lp(Rn)
∀ f ∈ L
p
+(R
n).
Proof. Because C∞
0
(Rn) is dense in Lp(Rn), without loss of generality, we only verify the inequality for
any nonnegative function in C∞
0
(Rn). Let f ∈ C∞
0
(Rn) and set
E j :=
{
(x, t) ∈ Rn+1+ : Pα f (x, t) ≥ 2
j
}
.
If µ j stands for the measure corresponding to E j such that
µ j(E j) =
∫
Rn
(P∗αµ j(x))
p′dx =
∫
R
n+1
+
Pα(P
∗
αµ j)
p′−1dµ j = C
α,p
Rn+1+
(E j).
Let S :=
∞∑
j=−∞
2 jpµ j(E j) and T :=
∥∥∥ ∞∑
j=−∞
2 j(p−1)(P∗αµ j)
∥∥∥p′
Lp
′ . Then by Ho¨lder’s inequality,
S ≤
∞∑
j=−∞
2 j(p−1)
∫
R
n+1
+
Pα f dµ j ≤
∫
Rn
f

∞∑
j=−∞
2 j(p−1)(P∗αµ j)
 dx ≤ T 1/p′‖ f ‖Lp .
Below we prove T . S . If this is true, then we can get S . ‖ f ‖
p
Lp
due to
S . ‖ f ‖LpT
1/p′
. ‖ f ‖LpS
1/p′ .
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We obtain that ∫ ∞
0
C
α,p
R
n+1
+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) > λ
})
dλp
=
∞∑
j=−∞
∫ 2 j+1
2 j
C
α,p
Rn+1+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) > λ
})
dλp
.
∞∑
j=−∞
C
α,p
R
n+1
+
(E j)
∫ 2 j+1
2 j
dλp
.
∞∑
j=−∞
2p jµ j(E j) . ‖ f ‖
p
Lp
.
We divide the rest of the proof into two cases.
Case 1: 2 ≤ p < ∞. For k = 0,±1,±2, . . . , let
σk(x) =
∞∑
j=k
2 j(p−1)P∗αµ j(x);
σ(x) =
∞∑
j=−∞
2 j(p−1)P∗αµ j(x).
Then lim
k→−∞
σk(x) = σ(x) and σk ∈ L
p′(Rn). We can get
σp
′
(x) =

∞∑
j=−∞
2 j(p−1)P∗αµ j(x)

p′
= p′
∞∑
k=−∞
(σk(x))
p′−12k(p−1)P∗αµk(x).
Using Cauchy-Schwartz’s inequality, we obtain
T = p′
∫
Rn
∞∑
k=−∞
σ
p′−1
k
(x)2k(p−1)P∗αµk(x)dx
. p′
∫
Rn

∞∑
k=−∞
(σk(x))2
k 1
(p−1)
1
p′−1 (P∗αµk)
p′−1

p′−1
×

∞∑
k=−∞
2
k(p−1)
p(p−2)
(p−1)2
1
2−p′ (P∗αµk(x))
p′

2−p′
dx
= p′
∫
Rn

∞∑
k=−∞
σk(x)2
k(P∗αµk)
p′−1

p′−1 
∞∑
k=−∞
2kp(P∗αµk(x))
p′

2−p′
dx,
which, together with Ho¨lder’s inequality, indicates that T . p′T
2−p′
1
T
p′−1
2
, where

T1 :=
∫
Rn

∞∑
k=−∞
2kp(P∗αµk(x))
p′
 dx;
T2 :=
∫
Rn

∞∑
k=−∞
σk(x)2
k(P∗αµk)
p′−1
 dx.
EMBEDDINGS OF FUNCTIONS SPACES 11
For T1, we have
T1 =
∞∑
k=−∞
2kp
∫
Rn
(
P∗αµk(x)
)p′
dx =
∞∑
k=−∞
2kpC
α,p
Rn+1+
(Ek)
.
∞∑
k=−∞
∫ 2k
2k−1
C
α,p
Rn+1+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) > 2
k
})
dλp
.
∞∑
k=−∞
∫ 2k
2k−1
C
α,p
Rn+1+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) > λ
})
dλp
.
∫ ∞
0
C
α,p
R
n+1
+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) > λ
})
dλp . S .
For T2, we get
T2 =
∞∑
k=−∞
2k
∫
Rn

∞∑
j≥k
2 j(p−1)P∗αµ j(x)
 (P∗αµk)p′−1dx
=
∞∑
k=−∞
∞∑
j≥k
2k+ j(p−1)
∫
Rn
P∗αµ j(x)(P
∗
αµk)
p′−1dx
=
∞∑
k=−∞
∞∑
j≥k
2k+ j(p−1)
∫
R
n+1
+
Pα(P
∗
αµk)
p′−1dµ j(x).
Because µ j is supported on E j, then
T2 .
∞∑
k=−∞
∞∑
j≥k
2k+ j(p−1)C
α,p
Rn+1+
(Ek)
=
∞∑
k=−∞
2kC
α,p
R
n+1
+
(Ek)
∞∑
j=k
2 j(p−1)
.
∞∑
k=−∞
2kpC
α,p
R
n+1
+
(Ek) . S .
The estimates for T1 and T2 imply that T . S .
Case 2: 1 < p < 2. For k = 0,±1,±2, . . . , let

σk(x) =
k∑
j=−∞
2 j(p−1)P∗αµ j(x);
σ(x) =
∞∑
j=−∞
2 j(p−1)P∗αµ j(x).
Then limk→∞ σk(x) = σ(x) and σk ∈ L
p′(Rn). Similar to Case 1,
(σ(x))p
′
=

∞∑
j=−∞
2 j(p−1)P∗αµ j(x)

p′
= p′
∞∑
k=−∞
(σk(x))
p′−12k(p−1)P∗αµk(x).
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We get
T = p′
∞∑
k=−∞
2k(p−1)
∫
Rn
P∗αµk(x)

k∑
j=−∞
2 j(p−1)P∗αµ j(x)

p′−1
dx
= p′
∞∑
k=−∞
2k(p−1)
∫
Rn

k∑
j=−∞
2 j(p−1)
(
P∗αµk(x)
)1/(p′−1)
P∗αµ j(x)

p′−1
dx
= p′
∞∑
k=−∞
2k(p−1)
∥∥∥∥∥∥∥∥
k∑
j=−∞
2 j(p−1)
(
P∗αµk(x)
)1/(p′−1)
P∗αµ j(x)
∥∥∥∥∥∥∥∥
p′−1
Lp
′−1
. p′
∞∑
k=−∞
2k(p−1)

k∑
j=−∞
2 j(p−1)
∥∥∥∥(P∗αµk(x))1/(p′−1) P∗αµ j(x)∥∥∥∥
Lp
′−1

p′−1
.
For j ≤ k, ∫
Rn
(
P∗αµk(x)
) (
P∗αµ j(x)
)p′−1
dx .
∫
R
n+1
+
Pα
(
P∗αµk(x)
)p′−1
.
We obtain
T .
∞∑
k=−∞
2k(p−1)

k∑
j=−∞
2 j(p−1)
(∫
Rn
P∗αµk(x)
(
P∗αµ j(x)
)p′−1
dx
)1/(p′−1)
p′−1
.
∞∑
k=−∞
2k(p−1)C
α,p
R
n+1
+
(Ek)

k∑
j=−∞
2 j(p−1)

p′−1
.
∞∑
k=−∞
2kpC
α,p
R
n+1
+
(Ek) . S .

2.3. Preliminary lemmas on the fractional capacity. LetM+(R
n+1
+ ) represent the class of all nonneg-
ative Radon measures on Rn+1+ .
Lemma 2.7. Let α ∈ (0, 2) and β ∈ (0, n). Given f ∈ W˙β,p(Rn), s > 0, and µ ∈ M+(R
n+1
+ ), let
L
α,β
s ( f ) =
{
(x, t) ∈ Rn+1+ : |Pα f (x, t)| > s
}
and
R
α,β
s ( f ) =
{
y ∈ Rn : sup
|y−x|<t
|Pα f (x, t)| > s
}
.
Then the following four statements are true.
(i) For any natural number k
µ
(
L
α,β
s ( f ) ∩ T (B(0, k))
)
≤ µ
(
T
(
R
α,β
s ( f ) ∩ B(0, k)
))
.
(ii) For any natural number k,
Cap
β,p
Rn
(
R
α,β
s ( f ) ∩ B(0, k)
)
≥ c
β
p(µ, µ
(
T
(
R
α,β
s ( f ) ∩ B(0, k)
))
.
(iii) There exists a dimensional constant θ1 > 0 such that
sup
|y−x|<t
|Pα f (y, t)| ≤ θ1M f (x), x ∈ R
n,
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whereM denotes the Hardy-Littlewood maximal operator:
M f (x) = sup
r>0
r−n
∫
B(x,r)
| f (y)|dy, x ∈ Rn.
(iv) There exists a dimensional constant θ2 > 0 such that
(x, t) ∈ T (O)⇒ (pαt ∗ | f |)(x, t) ≥ θ2,
where O is a bounded open set contained in Int({x ∈ Rn : f (x) ≥ 1}).
Proof. (i) Since sup
|y−x|<t
|Pα f (x, t)| is lower semicontinuous on R
n, we can see that R
α,β
s ( f ) is an open subset
of Rn and  L
α,β
s ( f ) ⊆ T (R
α,β
s ( f );
µ(L
α,β
s ( f )) ≤ µ(T (R
α,β
s ( f ))).
Then
µ(L
α,β
s ( f ) ∩ T (B(0, k))) ≤ µ(T (R
α,β
s ( f ) ∩ T (B(0, k)))) = µ(T (R
α,β
s ( f ) ∩ B(0, k))).
(ii) It follows from the definition of c
β
p(µ; t).
(iii) Since pαt (x) =
1
tn
ψ( x
t
), where ψ(x) := (1 + |x|2)−(n+α)/2 is radial bounded and integrable on Rn, it
follows from [19, p.57, Proposition] that
sup
|y−x|<t
|Pα f (y, t)| ≤ θ1M f (x).
(iv) For any (x, t) ∈ T (O), we have
B(x, t) ⊆ O ⊆ Int ({x : f (x) > 1}).
There exist σ and C which depend only on n and α such that inf{pαt (x) : |x| < σt} ≥ Ct
−n. Then
pαt ∗ | f |(x, t) ≥ Ct
−n
∫
B(x,σt)∩ Int ({x: f (x)≥1})
| f |(y)dy.
If σ > 1, then
B(x, σt) ∩ Int ({x : f (x) ≥ 1}) ⊇ B(x, t) ∩ Int ({x : f (x) ≥ 1}) = B(x, t).
If σ ≤ 1, then
B(x, σt) ∩ Int ({x : f (x) ≥ 1}) = B(x, σt).
Thus pαt ∗ | f |(x, t) ≥ θ2 for some dimensional constant θ2 > 0.

The following result provides the capacitary strong estimates for Cap
β,p
Rn
(·). For the proofs, we refer
the reader to [23] and the references therein.
Lemma 2.8. Let β ∈ (0, n) and p ∈ (1, n/β).
(i) For f ∈ C∞
0
(Rn), ∫ ∞
0
Cap
β,p
Rn
({
x ∈ Rn : | f (x)| ≥ s
})
dsp . ‖ f ‖W˙β,p(Rn).
(ii) For f ∈ C∞
0
(Rn), ∫ ∞
0
Cap
β,p
Rn
({
x ∈ Rn : |M f (x)| ≥ s
})
dsp . ‖ f ‖W˙β,p(Rn).
14 P. LI, S. SHI, R. HU, AND Z. ZHAI
For handling the endpoint case p = nβ,we need the following Riesz potentials on R2n, see Adam-Xiao
[3] and Adam [1] . For γ ∈ (0, 2n),
I
(2n)
γ ∗ f (z) =
∫
R2n
|x − y|γ−2n f (y)dy, z ∈ R2n.
For γ ∈ (0, 2n), L˙
p
γ(R
2n) = I2nγ ∗ L
p(R2n) defined by ‖I2nγ ∗ f ‖L˙pγ (R2n) = ‖ f ‖Lp(R2n).
The following result is a special case of [1, Theorem 5.2] or [3, Theorem A].
Lemma 2.9. Let β ∈ (0, n). Then there are a linear extension operator
E : W˙β,n/β(Rn) −→ L˙
n/β
2β
(R2n),
and a linear restriction operator
R : L˙
n/β
2β
(R2n) −→ W˙β,n/β(Rn)
such that RE is the identity. Moreover,
(i) For f ∈ W˙β,n/β(Rn), ‖E f ‖
L˙
nβ
2β
(R2n)
. ‖ f ‖W˙β,n/β(Rn).
(ii) For g ∈ L˙
n/β
2β
(R2n), ‖Rg‖W˙β,n/β(Rn) . ‖g‖L˙n/β
2β
(R2n)
.
Lemma 2.10. If α ∈ (0, 2), β ∈ (0, n) and (x, t) ∈ Rn+1+ , then∫
Rn
pαt (y)|y − x|
β−ndy . (t2 + |x|2)(β−n)/2.
Proof. Define
J(x, t) =
∫
Rn
pαt (y)|y − x|
β−ndy = c(n, α)
∫
Rn
tα|y − x|β−n
(|y|2 + t2)(n+α)/2
dy.
Via the change of variables: x −→ tx & y −→ ty, it is sufficient to show that
J(x, 1) . (1 + |x|2)(β−n)/2.
Since J(0, 1) . 1, we may assume that |x| > 0.Write J(x, 1) . I1(x) + I2(x), where
I1(x) :=
∫
B(x,|x|/2)
|y − x|β−n
(|y|2 + 1)(n+α)/2
dy;
I2(x) :=
∫
Rn\B(x,|x|/2)
|y − x|β−n
(|y|2 + 1)(n+α)/2
dy.
Since |x − y| ≤ |x|/2 implies that |y| ≈ |x|, we have
I1(x) . (1 + |x|
2)−(n+α)/2
∫
B(x,|x|/2)
|y − x|β−ndy
. (1 + |x|2)(β−n)/2.
If |x − y| > |x|/2, then
I2(x) . |x|
β−n
∫
Rn\B(x,|x|/2)
1
(|y|2 + 1)(n+α)/2
dy . |x|β−n.
For |x − y| > |x|/2, it holds |y| < 3|x − y| and
I2(x) =
∫
Rn\B(x,|x|/2)
1
(|y|2 + 1)(n+α)/2|y|n−β
dy . 1.
So, I2(x) . (1 + |x|
2)(β−n)/2 and J(x, 1) . (1 + |x|2)(β−n)/2. 
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3. Embeddings of Lp(Rn) to Lq(Rn+1+ , µ)
In this section, we focus on the embedding (1.4):
‖Pα f (·, ·)‖Lq(Rn+1+ ,µ)
. ‖ f ‖Lp(Rn).
3.1. Embeddings of Lp(Rn) to Lq(Rn+1+ , µ) when p ≤ q. Given 1 < p ≤ q < ∞. For λ > 0, define
cα(µ; λ) := inf
{
C
α,p
R
n+1
+
(K) : compact K ⊂ Rn+1+ , µ(K) ≥ λ
}
.
Theorem 3.1. Let 1 < p ≤ q < ∞ and µ ∈ M+(R
n+1
+ ).
(i) The embedding (1.4) holds if and only if
sup
λ∈(0,∞)
λp/q/cα(µ; λ) < ∞.
(ii) If 1 < p < q < ∞, then supλ∈(0,∞) λ
p/q/cα(µ; λ) < ∞ can be replaced by
sup
(r,x0,t0)∈(0,∞)×R
n+1
+ ,t0.r
µ(Br(x0, t0))
rqn/p
< ∞.
Proof. (i) Suppose that (1.4) is true. Let K be a compact set in Rn+1+ .∫
Rn
f (x)P∗αµK(x)dx =
∫
R
n+1
+
Pα f (x, t)dµK
. ‖Pα f ‖Lq(Rn+1+ ,µ)
(µ(K))1/q
′
. ‖ f ‖Lp(Rn)(µ(K))
1/q′ ,
which means that ‖P∗αµK‖Lp′ (Rn) . (µ(K))
1/q′ . Define
Eλ( f ) =
{
(x, t) ∈ Rn+1+ : |Pα f (x, t)| > λ
}
.
We can get
λµ(Eλ( f )) ≤
∫
Eλ( f )
|Pα f (x, t)|dµ(x, t) ≤ ‖Pα f ‖Lq(Rn+1+ ,µ)
(µ(Eλ))
1/q′ ≤ ‖ f ‖Lp(Rn)(µ(Eλ( f )))
1/q′ .
This implies
sup
λ∈(0,∞)
λq(µ(Eλ( f ))) . ‖ f ‖
q
Lp(Rn)
.
Choose a function f ∈ Lp(Rn) such that Pα f ≥ 1 on a given compact set K ⊂ R
n+1
+ , i.e., K ⊂ E1( f ).
We have
(3.1) (µ(K))1/q ≤ (µ(E1( f )))
1/q
. ‖ f ‖Lp(Rn).
Take the infimum on both sides of (3.1), we obtain (µ(K))1/q . (C
α,p
Rn+1+
(K))1/p. If K is compact and
µ(K) ≥ λ, then λp/q . C
α,p
R
n+1
+
(K) and hence, λp/q . c(µ; λ) due to
λp/q . inf
{
C
α,p
R
n+1
+
(K), K is compact and µ(K) ≥ λ
}
.
Conversely, if sup
λ∈(0,∞)
λp/q/c(µ; λ) < ∞, then for any λ > 0, λp/q . C
α,p
R
n+1
+
(K). For any τ, according to
Lemma 2.6, one has
τpC
α,p
Rn+1+
(Eτ) =
∫ τ
0
C
α,p
Rn+1+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) ≥ τ
})
dλp
.
∫ τ
0
C
α,p
R
n+1
+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) ≥ λ
})
dλp
.
∫ ∞
0
C
α,p
Rn+1+
({
(x, t) ∈ Rn+1+ : Pα f (x, t) ≥ λ
})
dλp . ‖ f ‖
p
Lp(Rn)
.
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This implies ∫
R
n+1
+
|Pα f (x, t)|
qdµ(x, t) =
∫ ∞
0
µ(Eλ)dλ
q
≤
∫ ∞
0
(
C
α,p
R
n+1
+
(Eλ)
)q/p
dλq
.
∫ ∞
0
(
λ−p‖ f ‖
p
Lp(Rn)
)q/p−1 (
C
α,p
Rn+1+
(Eλ)
)
λq−1dλ
. ‖ f ‖
q−p
Lp(Rn)
∫ ∞
0
C
α,p
R
n+1
+
(Eλ)dλ
p
. ‖ f ‖
q
Lp(Rn)
.
(ii) If λp/q . c(µ; λ), then µ1/q(K) . (C
α,p
Rn+1+
(K))1/p for any compact set K ⊂ Rn+1+ . Let K = Br0(x0, t0).
By Theorem 2.5, for t0 . r0,
(µ(Br0(x0, t0)))
1/q
. (C
α,p
R
n+1
+
(Br0(x0, t0)))
1/p
. r
n/p
0
.
For the reverse, if (x, t) ∈ Br0(x0, t0), |x − x0| < r0/2 and r0 + t0 ≤ t ≤ t0 + 2r0. If |x − x0| < r < t, we
can get |x − x0|/t < 1 and
pαt (x − x0) =
tα
(t2 + |x − x0|2)(n+α)/2
≥
1
tn
≥
1
rn
.
This, together with Fubini’s theorem, gives
P∗αµK(x0) =
∫
R
n+1
+
pαt (x0 − x)dµK
=
∫
R
n+1
+
∫ ∞
(pαt (x−x0))
−n
dr
rn+1
 dµK
.
∫
R
n+1
+
(∫ ∞
0
1Br0 (x0 ,t0)
dr
rn+1
)
dµK
≈
∫ ∞
0
µK(Br0(x0, t0))
dr
rn+1
.
We have
‖P∗αµK‖Lp′ (Rn) .
∫ ∞
0
‖µK(Br0(t0, ·))‖Lp′ (Rn)
dr
rn+1
.
Take δ = (µ(K))p/nq. On the one hand,
‖µK(Br0(t0, ·))‖
p′
Lp
′
(Rn)
=
∫
Rn
(
µK(Br0(x0, t0))
)p′
dx0
. (µ(K))p
′−1
∫
Rn
µK(Br0(x0, t0))dx0
. (µ(K))p
′−1rn.
By the above estimate, we obtain∫ ∞
δ
‖µK(Br0(t0, ·))‖Lp′ (Rn)
dr
rn+1
.
∫ ∞
δ
(µ(K))rn/p
′−n−1dr . µ(K)δ−n/p.
Meanwhile, on the other hand,
‖µK(Br0(t0, ·))‖
p′
Lp
′
(Rn)
. rnq(p
′−1)/p
∫
Rn
µK(Br0(t0, x0))dx0 . µ(K)r
n+nq/p(p−1) .
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Hence, ∫ δ
0
‖µK(Br0(t0, ·))‖Lp′ (Rn)
dr
r1+n
. (µ(K))1/p
′
δn(q−p)/p
2
.
Finally, we get
‖P∗αµK‖Lp′ (Rn) .
∫ ∞
0
‖µK(Br0(t0, ·))‖Lp′ (Rn)
dr
rn+1
=
(∫ δ
0
+
∫ ∞
δ
)
‖µK(Br0(t0, ·))‖Lp′ (Rn)
dr
rn+1
. (µ(K))1/p
′
δn(q−p)/p
2
+ (µ(K))δ−n/p
. µ1/q
′
(K).
By (ii) of Proposition 2.1, one has (C
α,p
Rn+1+
(K))1/p
′
. (µ(K))1/q
′
which together with C
α,p
Rn+1+
(K) ≥ µ(K)
implies
(C
α,p
R
n+1
+
(K))1/p =
C
α,p
Rn+1+
(K)
(C
α,p
R
n+1
+
(K))1/p
′
≥
µ(K)
(µ(K))1/q
′ = (µ(K))
1/q.
Thus, we get λp/q . cα(µ; λ). 
3.2. Embeddings of Lp(Rn) to Lq(Rn+1+ , µ) when p > q. Let Mµ(x) = supr>0 r
−nµ (Br(x, r)) be the
parabolic maximal function of a nonnegative Radon measure µ on Rn+1+ . We show the embedding for
p > q inspired by some ideas from [18], which need first the following Lp-boundedness of Mµ.
Lemma 3.2. Let 1 < p < ∞. Then ‖Mµ‖Lp(Rn) ≈ ‖P
∗
αµ‖Lp(Rn).
Proof. It is easy to check that for any r > 0,
P∗αµ(x) &
∫
Br(x,r)
tα
(t2 + |x − y|2)(n+α)/2
dµ(y, t) & r−nµ(Br(x, r)),
and so that ‖Mµ‖Lp(Rn) . ‖P
∗
αµ‖Lp(Rn). Next, we are about to prove the converse inequality by a slight
modification of [2, Theorem 3.6.1]. Denote by Eµ(T, λ, r) = {x ∈ R
n : Tµ(x) > λr} for an operator T and
(λ, r) ∈ (R,R). Then there exist two constants c1 > 1 and c2 > 0 such that∣∣∣Eµ(P∗α, c1, ρ)∣∣∣ ≤ c2θ(n+α)/n ∣∣∣Eµ(P∗α, 1, ρ)∣∣∣ + ∣∣∣Eµ(M, θ, ρ)∣∣∣ for any ρ > 0 and 0 < θ ≤ 1.
Hence, for any τ > 0, we get∫ τ
0
∣∣∣Eµ(P∗α, c1, ρ)∣∣∣ ρp−1dρ ≤ c2θ(n+α)/n
∫ τ
0
∣∣∣Eµ(P∗α, 1, ρ)∣∣∣ ρp−1dρ +
∫ τ
0
∣∣∣Eµ(M, θ, ρ)∣∣∣ ρp−1dρ.
Namely,
c
−p
1
∫ c1τ
0
∣∣∣Eµ(P∗α, 1, ρ)∣∣∣ ρp−1dρ ≤ c2θ(n+α)/n
∫ τ
0
∣∣∣Eµ(P∗α, 1, ρ)∣∣∣ ρp−1dρ + θ−p
∫ θτ
0
∣∣∣Eµ(M, 1, ρ)∣∣∣ ρp−1dρ.
Accordingly,
c
−p
1
∫
Rn
(P∗αµ(x))
pdx ≤ 2θ−p
∫
Rn
(Mµ(x))pdx
by letting θ be so small such that c2θ
(n+α)/n ≤ 1
2
c
−p
1
and τ→ ∞. The foregoing analysis yields
‖Mµ‖Lp(Rn) & ‖P
∗
αµ‖Lp(Rn),
which is the desired one. 
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Lemma 3.3. Denote by Hpµ(x, t) :=
∫ ∞
0
(
r−nµ(Br(x, t))
)p′−1
r−1dr the Hedberg-Wolff potential of µ. Let
1 < p < ∞ and µ ∈ M+(R
n+1
+ ). Then one has
‖P∗αµ‖
p′
Lp
′
(Rn)
≈
∫
Rn+1+
Hpµ dµ.
Proof. We conclude from the fact
µ(Br(x, r))
rn
≈

∫ 2r
r
(
µ(Bs(x, s))
sn
)p′
ds
s

1/p′
that
Mµ(x) .

∫ ∞
0
(
µ(Bs(x, s))
sn
)p′
ds
s

1/p′
.
Since ∫
Rn
∫ ∞
0
(
µ(Br(x, r))
rn
)p′
drdx
r
=
∫ ∞
0
∫
Rn
µ(Br(x, r))
p′
rnp
′+1
dxdr,
by the Fubini theorem,∫
Rn
µ(Br(x, r))
p′dx .
∫
Br(x,r)
∫
Rn
µ(Br(x, r))
p′−1dxdµ . rn
∫
Br(x,r)
µ(Br(y, r))
p′−1dµ.
Accordingly, ∫ ∞
0
∫
Rn
µ(Br(x, r))
p′
rnp
′+1
dxdr .
∫
R
1+n
+

∫ ∞
0
(
µ(Br(x, t))
rn
)p′−1
dr
r
 dµ,
which, together with Lemma 3.2, gives
‖P∗αµ‖
p′
Lp
′
(Rn)
.
∫
R
n+1
+
Hpµ dµ.
The converse inequality is a by-product of the following estimate∫
Rn
(P∗αµ(x))
p′−1p
(α)
t (x − y)dx ≈
∫
Rn
tα
(t2 + |x − y|2)(n+α)/2
(∫
R
n+1
+
sα
(s2 + |x − z|2)(n+α)2
dµ
)p′−1
dx
&
∑
m∈Z
∫
B(y,2−m)
t−n

∫
B
(α)
2−m
(y,t)
s−ndµ

p′−1
dx
&
∑
m∈Z
∫
B(y,2−m)
2mn
(
µ(B2−m(y, t))
2−mn
)p′−1
dx
&
∫ ∞
0
(
µ(Br(y, t))
rn
)p′−1
dr
r
since
‖P∗αµ‖
p′
Lp
′
(Rn)
=
∫
Rn
(
P∗αµ(x)
)p′−1
(P∗αµ(x))dx =
∫
R
n+1
+
∫
Rn
(P∗αµ(x))
p′−1p
(α)
t (x − y)dx dµ(y, t),
where
B(y, 2−m) =
{
y ∈ Rn : |x − y| < 2−m & 2−m < t < 21−m
}
∀ m ∈ Z ≡ {0,±1,±2, . . .} .
Therefore,
‖P∗αµ‖
p′
Lp
′
(Rn)
&
∫
R
n+1
+
Hpµ dµ
as desired. 
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Now, we are ready to characterize the embedding (1.4) for 1 < q < p < ∞ as follows.
Theorem 3.4. Let 1 < q < p < ∞ and µ ∈ M+(R
n+1
+ ). The following statements are true.
(i) The embedding (1.4) holds if and only if∫ ∞
0
(
λp/q
cα(µ; λ)
)q/(p−q)
dλ
λ
< ∞.
(ii) The embedding (1.4) holds if and only if
∫
R
n+1
+

∫ ∞
0
 µ(Br(x0, t0))Cα,p
R
n+1
+
(Br(x0, t0))

1/(p−1)
dr
r

q(p−1)/(p−q)
dµ(x0, t0) < ∞.
(iii) The embedding (1.4) holds if and only if Hpµ ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ ).
Proof. It is easy to see that the statement (ii) is a consequence of statement (iii). We only need to show
statements (i) & (iii). The rest of the proof is divided into two parts.
Part I: Proof of statement (i). Suppose that Pα : L
p(Rn)→ Lq(Rn+1+ , µ) is bounded. Then(∫
R
n+1
+
|Pα f (x, t)|
qdµ
)1/q
. ‖ f ‖Lp(Rn).
We can get
sup
λ>0
λ (µ(Eλ( f )))
1/q
. ‖ f ‖Lp(Rn)
and (∫ λ
0
µ(Eτ( f ))τ
q−1dτ
)1/q
. ‖ f ‖Lp(Rn), λ > 0.
Then we have
(µ(Eλ( f )))
1/q
(∫ λ
0
τq−1dτ
)1/q
. ‖ f ‖Lp(Rn),
i.e., λ(µ(Eλ( f )))
1/q
. ‖ f ‖Lp(Rn). For each integer j, there is a compact set K j ⊂ R
n+1
+ and a function
f j ∈ L
p(Rn) such that 
C
α,p
Rn+1+
(K j) ≤ 2c(µ; 2
j);
µ(K j) > 2
j;
Pα f j ≥ 1K j ;
‖ f j‖
p
Lp(Rn)
≤ 2C
α,p
Rn+1+
(K j).
For the integers i, k with i < k, let fi,k := supi≤ j≤k
(
2 j
c(µ;2 j)
)1/(p−q)
f j. Then
‖ fi,k‖
p
Lp(Rn)
≤
k∑
j=i
(
2 j
c(µ; 2 j)
) p
p−q
‖ f j‖
p
Lp(Rn)
.
k∑
j=i
(
2 j
c(µ; 2 j)
) p
p−q
)
C
α,p
R
n+1
+
(K j) .
k∑
j=i
(
2 j
c(µ; 2 j)
) p
p−q
c(µ; 2 j).
Note that for i ≤ j ≤ k, if (x, t) ∈ K j, then
|Pα fi,k(x, t)| =
∣∣∣∣∣∣∣Pα
 sup
i≤ j≤k
(
2 j
c(µ; 2 j)
)1/(p−q)
f j(x, t)

∣∣∣∣∣∣∣(3.2)
≥
∣∣∣∣∣∣∣
(
2 j
c(µ; 2 j)
)1/(p−q)
Pα f j(x, t)
∣∣∣∣∣∣∣
≥
(
2 j
c(µ; 2 j)
)1/(p−q)
.
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It can be seen from (3.2) that
K j ⊂
(x, t) ∈ Rn+1+ : Pα fi,k(x, t) >
(
2 j
c(µ; 2 j)
)1/(p−q) .
This means that
2 j < µ(K j) < µ
(
E(2 j/c(µ;2 j))1/(p−q)( fi,k)
)
.
We can obtain
‖ fi,k‖
p
Lp(Rn)
≥
∫
R
n+1
+
|Pα( fi,k)(x, t)|
qdµ(x, t)
≈
∫ ∞
0
(
inf
{
λ : µ(Eλ( fi,k)) ≤ s
})q
ds
≥
k∑
j=i
2 j
(
inf
{
λ : µ(Eλ( fi,k)) ≤ 2
j
})q
≥
k∑
j=i
2 j
(
2 j
c(µ; 2 j)
)q/(p−q)
≥

k∑
j=i
(
2 j/c(µ; 2 j)
)q/(p−q)
2 j
(
k∑
j=i
(
2 j/c(µ; 2 j)
)p/(p−q)
c(µ; 2 j)
)q/p

‖ fi,k‖
q
Lp(Rn)
≈

k∑
j=i
2 jp/(p−q)(
c(µ; 2 j)
)q/(p−q)

(p−q)/p
‖ fi,k‖
q
Lp(Rn)
,
which implies
∫ ∞
0
(
λp/q/c(µ; λ)
)q/(p−q)
λ−1 dλ .
∞∑
j=−∞
2 jp/(p−q)(
c(µ; 2 j)
)q/(p−q) . 1.
Conversely, assume that (1.4) holds. Let
Ip,q(µ) =
∫ ∞
0
(
λp/q
c(µ; λ)
)q/(p−q)
dλ
λ
< ∞.
Now for each integer j = 0,±1,±2, ..., and f ∈ C0(R
n), let
S p,q(µ; f ) =
∞∑
j=−∞
(
µ
(
E2 j ( f )
)
− µ
(
E2 j+1( f )
))p/(p−q)(
C
(α)
p
(
E2 j ( f )
))q/(p−q) .
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Using integration-by-part, Ho¨lder’s inequality and Lemma 2.3, we obtain∫
M+
|Pα f (x, t)|
q dµ(x, t)
= −
∫ ∞
0
λq dµ(Eλ( f ))
.
∞∑
j=−∞
(
µ
(
E2 j ( f )
)
− µ(E2 j+1( f )
)
2 jq
. (S p,q(µ; f ))
(p−q)/p

∞∑
j=−∞
2 jpC
(α)
p
(
E2 j ( f )
)
q/p
. (S p,q(µ; f ))
(p−q)/p
(∫ ∞
0
C
(α)
p ({(x, t) ∈ M+ : |Pα f (x, t)| > λ}) dλ
p
)q/p
. (S p,q(µ; f ))
(p−q)/p‖ f ‖
q
Lp(Rn)
.
Note also that
(
S p,q(µ; f )
)(p−q)/p
=

∞∑
j=−∞
(
µ(E2 j ( f )) − µ(E2 j+1( f ))
)p/(p−q)
(C
(α)
p
(
E2 j ( f )
)
)q/(p−q)

(p−q)/p
=

∞∑
j=−∞
(
µ(E2 j ( f )) − µ(E2 j+1( f ))
)p/(p−q)(
c(µ; µ
(
E2 j( f )
)
)
)q/(p−q)

(p−q)/p
=

∞∑
j=−∞
(
µ(E2 j ( f ))
)p/(p−q)
−
(
µ(E2 j+1( f ))
)p/(p−q)(
c(µ; µ
(
E2 j ( f )
)
)
)q/(p−q)

(p−q)/p
.
(∫ ∞
0
dsp/(p−q)
(c(µ; s))q/(p−q)
)(p−q)/p
≃
(
Ip,q(µ)
)(p−q)/p
.
Therefore, (∫
R
n+1
+
|Pα f (x, t)|
q dµ(x, t)
)1/q
.
(
Ip,q(µ)
)(p−q)/pq
‖ f ‖Lp(Rn).
Part II: Proof of statements (iii). This part consists of two steps, which is an analog of [9, Theorem
2.1].
Step 1 - proving that (1.4)⇒ Hpµ ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ ).
For m0 ∈ Z+ = 0, 1, 2, ... and mk ∈ Z, k = 1, 2, ..., denote by Θl the following dyadic cube with side
length l ≡ l(Θl):
Θl ≡ (m0l, (m0 + 1)l) × (m1l, (m1 + 1)l) × · · · × (mnl, (mn + 1)l) .
Let Θ = {Θl} be the family of all the above-defined-dyadic cubes in R
1+n
+ . Setting
Hdpµ := H
d
pµ(x, t) =
∑
Θl∈Θ
(
µ(Θl)/l
n)p′−1 1Θl(x, t),
we first show that
(3.3) (1.4)⇒
∫
Rn+1+
(Hdpµ)
q(p−1)/(p−q)dµ < ∞.
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In fact, for any f ∈ L
q′
µ (R
n+1
+ ), (1.4) is equivalent to the following inequality by the duality
‖P∗α( f dµ)‖
p′
Lp
′
(Rn)
. ‖ f ‖
p′
L
q′
µ (R
n+1
+ )
.
Applying Lemma 3.3 to Hdpµ and f dµ, we thus get
‖P∗α( f dµ)‖
p′
Lp
′
(Rn)
&
∫
R
n+1
+
Hdp( f dµ)(x, t) f (x, t)dµ &
∑
Θl
{∫
Θl
f (x, t)dµ
}p′
ln(1−p
′),
and hence ∑
Θl
{∫
Θl
f (x, t)dµ
}p′
ln(1−p
′)
. ‖ f ‖
p′
L
q′
µ (R
n+1
+ )
,
which is equivalent to
∑
Θl
gΘl
(∫
Θl
f (x, t) dµ(x, t)
)p′
(µ(Θl))
−p′
. ‖ f ‖
p′
L
q′
µ (R
n+1
+ )
with gΘl = (µ(Θl))
p′ ln(1−p
′).
For 0 ≤ f˜ ∈ L
q′/p′
µ (R
n+1
+ ), set M(x, t) = (M
d
µ f˜ )
1/p′(x, t), where Mdµ is the dyadic Hardy-Littlewood
maximal function defined as
Mdµ f (x, t) = sup
(x,t)∈Θl
1
µ(Θl)
∫
Θl
| f (y, s)|dµ ∀ Θl ∈ Θ.
By the fact (
1
µ(Θl)
∫
Θl
M(x, t)dµ
)p′
&
1
µ(Θl)
∫
Θl
f˜ (x, t)dµ,
one has ‖M‖
p′
L
q′
µ (R
n+1
+ )
. ‖ f˜ ‖
L
q′/p′
µ (R
n+1
+ )
, which gives
∑
Θl
gΘl
µ(Θl)
∫
Θl
f˜ (x, t)dµ . ‖ f˜ ‖
L
q′/p′
µ (R
n+1
+ )
.
Thereby getting by the duality that
∑
Θl
gΘl
µ(Θl)
1Θl ∈ L
q′/(q′−p′)
µ (R
n+1
+ ) i.e.
∑
Θl
(
µ(Θl)
ln
)p′−1
1Θl ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ ),
which shows (3.3) as desired.
We proceed the proof by letting
H
d,λ
p µ(x, t) =
∑
Θl∈Θλ
(
µ(Θl)
ln
)p′−1
1Θl(x, t);
Θλ = Θ + λ = {Θl + λ}Θl∈Θ;
Θl + λ = {(x, t) + λ : (x, t) ∈ Θl}.
Then
(3.4) sup
λ∈Rn+1+
∫
R
n+1
+
(
Hd,λp µ(x, t)
)q(p−1)/(p−q)
dµ < ∞
by (3.3). Hence Step 1 is completed by showing that
(3.5) Hpµ ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ ),
which will be considered by two cases.
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Case 1. µ is a doubling measure. (3.5) can be obtained by (3.3) and the following estimate
Hpµ(x, t) .
∑
Θl
(
µ(Θ∗
l
)
ln
)p′−1
1Θl (x, t),
where Θ∗
l
is the cube with the same center as Θl and side length two times as Θl.
Case 2. µ is a possibly non-doubling measure. In this case, we first claim that for any δ > 0,
(3.6) Hp,δµ(x, t) =
∫ δ
0
(
µ(Br(x, t))
rn
)p′−1
dr
r
. δ−(n+1)
∫
|λ|.δ
Hd,λp µ(x, t)dτ.
Indeed, for fixed x ∈ Rn and δ > 0 with 2i−1ξ ≤ δ < 2iξ, where i ∈ Z and ξ > 0 will be determined later,
we have
Hp,δµ(x, t) .
i∑
j=−∞
(
µ(B2 jξ(x, t))
(2 jξ)n
)p′−1
.
Assume that Θl, j is a cube centered at x with 2
j−1 < l ≤ 2 j for j ≤ i, then B2 jξ(x, t) ⊆ Θl, j for sufficiently
small ξ. Suppose that F = {λ : λ ∈ R
n+1
+ , |λ| . δ};
there exists Θλ
l
∈ Θλ with l = 2
j+1 & Θl, j ⊆ Θ
λ
l
,
then it is immediate that there is a constant c(n) > 0 such that |F| ≥ c(n)δn+1 by a geometric consideration.
Accordingly,
µ(B2 jξ(x, t))
p′−1
. |F|−1
∫
F
∑
l=2 j+1
µ(Θλl )
p′−11Θλ
l
(x, t)dλ
. δ−(n+1)
∫
|λ|.δ
∑
l=2 j+1
µ(Θλl )
p′−11Θλ
l
(x, t)dλ,
which clearly forces
Hp,δµ(x, t) . δ
−(n+1)
∫
|λ|.δ
i∑
j=−∞
∑
l=2 j+1
µ(Θλl )(2 jξ)n

p′−1
1Θλ
l
(x, t)ds . δ−(n+1)
∫
|λ|.δ
Hd,λp µ(x, t)dλ
as the desired inequality (3.6). This, along with Ho¨lder’s inequality and the Fubini theorem, implies∫
R
n+1
+
(
Hp,δµ(x, t)
)q(p−1)/(p−q)
dµ(x, t)
.
∫
R
n+1
+
 1δ(n+1)
(∫
|λ|≤Cδ
(
Hd,λp µ(x, t)
)q(p−1)/(p−q)
dλ
)(p−q)/q(p−1) (∫
|λ|.δ
dλ
)p(q−1)/q(p−1)
q(p−1)/(p−q)
dµ
. δ−(n+1)
∫
|λ|.δ
(∫
R
n+1
+
(
Hd,λp µ(x, t)
)q(p−1)/(p−q)
dµ
)
dλ
≤ C(n)
and C(n) is independent of δ. (3.5) follows readily from the monotone convergence theorem and the
above inequality by letting δ→ ∞.
Step 2 - showing that Hpµ ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ )⇒ (1.4).
Utilizing Lemma 3.3, it is sufficient to show that for f ∈ L
q′
µ (R
n+1
+ ), Hpµ ∈ L
q(p−1)/(p−q)
µ (R
n+1
+ ) implies∫
Rn+1+
Hp( f dµ)(x, t) f (x, t)dµ(x, t) . ‖ f ‖
p′
L
q′
µ (R
n+1
+ )
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since (1.4) is equivalent to
‖P∗α( f dµ)‖Lp′ (Rn) . ‖ f ‖Lq
′
µ (R
n+1
+ )
.
Without loss of generality, we assume f ≥ 0 in the following analysis. Let
Mµ f (x, t) = sup
r>0
1
µ(Br(x, t))
∫
Br(x,t)
f (y, s)dµ(y, s)
denote the centered Hardy-Littlewood maximal function of f with respect to µ. Then the Ho¨lder inequal-
ity shows∫
R
n+1
+
Hp( f dµ)(x, t)dµ(x, t)
.
∫
R
n+1
+
(
Mµ f (x, t)
)p′−1
Hpµ(x, t) f (x, t)dµ(x, t)
.
(∫
Rn+1+
(
Mµ f (x, t)
)q′
dµ(x, t)
)(p′−1)/q′ (∫
Rn+1+
(
f (x, t)Hpµ(x, t)
)q′/(q′−p′+1)
dµ(x, t)
)(q′−p′+1)/q′
via the following observation
Hp( f dµ)(x, t) ≈
∫ ∞
0
(
µ(Br(x, t))
rn
)p′−1 (
1
µ(Br(x, t))
∫
Br(x,t)
f (x, t)dµ(x, t)
)p′−1
dr
r
.
(
Mµ f (x, t)
)p′−1
Hpµ(x, t)g(x, t).
We conclude from the L
q′
µ (R
n+1
+ )-boundedness of Mµ (cf.[11]) and a further use of the Ho¨lder inequal-
ity that ∫
R
n+1
+
Hp( f dµ)(x, t)dµ(x, t) . ‖ f ‖
p′
L
q′
µ (R
n+1
+ )
(∫
R
n+1
+
(
Hpµ
)q(p−1)/(p−q)
dµ(x, t)
)(p−q)/q(p−1)
as desired. 
4. Embeddings of W˙β,p(Rn) to Lq(Rn+1+ , µ)
In this section, we will characterize embedding (1.5)
‖Pα f (x, t)‖Lq(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn)
in terms of the capacity and the fractional perimeter of open balls.
4.1. Embeddings of W˙β,p(Rn) to Lq(Rn+1+ , µ) when p ≤ q.
Proposition 4.1. Let β ∈ (0, n), 1 ≤ p ≤ n/β, p ≤ q < ∞ and µ ∈ M+(R
n+1
+ ). Then the following
statements are equivalent:
(i) ‖Pα f (x, t)‖Lq,p(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn) ∀ f ∈ C
∞
0
(Rn);
(ii) ‖Pα f (x, t)‖Lq(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn) ∀ f ∈ C
∞
0
(Rn);
(iii) ‖Pα f (x, t)‖Lq,∞(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn) ∀ f ∈ C
∞
0
(Rn);
(iv) sup
t>0
tp/q
c
β
p(µ;t)
< ∞;
(v) (µ(T (O)))p/q . Cap
β,p
Rn
(O) holds for any bounded open O ⊆ Rn.
Proof. The implications (i) =⇒ (ii) =⇒ (iii) can be deduced from
(
sqµ(L
α,β
s ( f ))
)p/q
≤
(
q
∫ ∞
0
µ(L
α,β
s ( f ))s
q−1ds
)p/q
≤
∫ ∞
0
(
µ(L
α,β
s ( f ))
)p/q
dsp
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since
qµ(L
α,β
s ( f ))s
q−1 ≤
d
ds
(∫ s
0
(µ(L
α,β
s ( f )))
p/qdsp
)q/p
.
Now, we prove (iii) =⇒ (v) =⇒ (i). If (iii) is true,
Kp,q(µ) = sup
f∈C∞
0
(Rn) & ‖ f ‖
W˙β,p
>0
sups>0 s
(
µ
({
(x, t) ∈ Rn+1+ : |Pα f (x, t)| > s
}))1/q
‖ f ‖W˙β,p
< ∞.
Then Lemma 2.7 implies
(4.1) (µ(T (O)))1/q . Kp,q(µ)‖ f ‖W˙β,p
for any f ∈ C∞
0
(Rn) and any open set O ⊆ Int ({x ∈ Rn : f (x) ≥ 1}). Thus (v) holds. For (v) =⇒ (i),
denote
Qp,q(µ) := sup
 (µ(T (O)))
p/q
Cap
β,p
Rn
(O)
: bounded open O ⊆ Rn
 < ∞.
Lemmas 2.7 & 2.8 imply∫ ∞
0
(µ(L
α,β
s )( f ) ∩ T (B(0, k)))
p/qdsp
≤
∫ ∞
0
(µ(T (R
α,β
s ( f ) ∩ B(0, k)))
p/qdsp
≤
∫ ∞
0
(µ(T ({x ∈ Rn : θ1M( f )(x) > s} ∩ B(0, k)))
p/qdsp
≤ Qp,q(µ)
∫ ∞
0
(Cap
β,p
Rn
({x ∈ Rn : θ1M( f )(x) > s} ∩ B(0, k)))ds
p
≤ Qp,q(µ)
∫ ∞
0
(Cap
β,p
Rn
({x ∈ Rn : θ1M( f )(x) > s}))ds
p
≤ Qp,q(µ)‖ f ‖
p
W˙β,p
for any f ∈ C∞
0
(Rn). Letting k −→ ∞ reaches (i).
Now, we will prove (iii) =⇒ (iv) =⇒ (i). If (iii) is true, then (4.1) implies tp/q . (Kp,q(µ))
pCap
β,p
Rn
(O)
whenever t ∈ (0, µ(T (O))). So, tp/q . (Kp,q(µ))
pc
β
p(µ; t). Thus, (iv) is true.
Assume (iv) is true. By Lemmas 2.7 & 2.8, for any f ∈ C∞
0
(Rn),∫ ∞
0
(µ(L
α,β
s )( f ) ∩ T (B(0, k)))
p/qdsp
≤
∫ ∞
0
(µ(L
α,β
s ( f ) ∩ B(0, k)))
p/q
c
β
p(µ; µ(L
α,β
s ( f ) ∩ B(0, k)))
Cap
β,p
Rn
(
R
α,β
s ( f ) ∩ B(0, k)
)
dsp
. sup
t>0
tp/q
c
β
p(µ; t)
∫ ∞
0
Cap
β,p
Rn
({
x ∈ Rn : θ1M( f )(x) > s
}
∩ B(0, k)
)
dsp
. sup
t>0
tp/q
c
β
p(µ; t)
‖ f ‖
p
W˙β,p
,
which gives (i) via letting k −→ ∞. 
Remark 4.2. Given β ∈ (0, n), 1 = p ≤ q < ∞ or 1 < min{p, n/β}. Following the idea of Xiao in
[21, Theorem 4.2] or that of Zhai in [23, Theorem 1.4], we can deduce from Lemma 2.10 that (v) of
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Proposition 4.1 can be replaced by
(4.2) sup
x∈Rn ,r>0
(µ(T (B(x, r))))1/q
Cap
β,p
Rn
(B(x, r))
< ∞.
Specially, when 1 = p ≤ q < ∞ and β ∈ (0, n), the equivalence CapW˙β,1 ≈ H
n−β
∞ implies that
Cap
β,p
Rn
(B(x, r)) in (4.2) can be replaced by H
n−β
∞ (B(x, r)).
For the endpoint cases p = 1 and β ∈ (0, 1), we can replace condition (v) of Proposition 4.1 by a
condition in terms of the fractional perimeter of bounded open sets.
Theorem 4.3. Let β ∈ (0, 1), 1 = p ≤ q < ∞ and µ ∈ M+(R
n+1
+ ). Then (1.5) is equivalent to
(4.3) µ(T (O))1/q . Perβ(O)
for all bounded open O ⊆ Rn.
Proof. It follows from Proposition 4.1 that (1.5) is equivalent to
(4.4) (µ(T (O)))1/q . Cap
β,1
Rn
(O)
for all bounded open O ⊆ Rn. Thus it suffices to show that (4.4) =⇒ (4.3) =⇒ (1.5).
Firstly, we show that (4.4) =⇒ (4.3). Ponce-Spector in [16] proved that
H
d−β
∞ (O) . Perβ(O)
holds for every bounded open O ⊆ Rn. Here Hd∞(·) is the d−dimensional Hausdorff capacity. Then (4.3)
follows from
(µ(T (O)))1//q . Cap
β,1
Rn
(O) . H
d−β
∞ (O) . Perβ(O).
For (4.3) =⇒ (1.5), denote
Qq(µ) := sup
(µ(T (O)))1/q
Perβ(O)
< ∞,
where the supermum is taken over all bounded open sets O ⊆ Rn. Lemmas 2.7 & 2.8 and the generalized
coarea-formula (1.6) indicate that, for any f ∈ C∞
0
(Rn),∫ ∞
0
(
µ(L
α,β
s )( f ) ∩ T (B(0, k))
)1/q
ds ≤
∫ ∞
0
(µ(T (R
α,β
s ( f ) ∩ B(0, k)))
1/qds
≤
∫ ∞
0
(µ(T ({x ∈ Rn : θ1M( f )(x) > s} ∩ B(0, k)))
1/qds
. Qq(µ)
∫ ∞
0
(Perβ({x ∈ R
n : θ1M( f )(x) > s} ∩ B(0, k)))ds
. Qq(µ)‖M f ‖W˙β,1
. Qq(µ)‖ f ‖W˙β,1 ,
which reaches (1.5) by letting k −→ ∞ .

Remark 4.4. It follows from Remark 4.2 and Cap
β,p
Rn
(B(x, r)) = rn−βPerβ(B(0, 1)), see Xiao [22], that
Perβ(O) in (ii) of Theorem 4.3 can be also replaced by r
n−βPerβ(B(0, 1)) when β ∈ (0, 1).
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4.2. Embeddings of W˙β,p(Rn) to Lq(Rn+1+ , µ) when p > q.
Theorem 4.5. Let β ∈ (0, n), 0 < q < p, 1 < p ≤ n/β and µ ∈ M+(R
n+1
+ ). Then (1.5) is equivalent to
(4.5)
∫ ∞
0
 tp/q
c
β
p(µ; t)

q/(p−q)
dt
t
< ∞.
Proof. (4.5)⇒ (1.5). If
Ip,q(µ) :=
∫ ∞
0
 tp/q
c
β
p(µ; t)

q/(p−q)
dt
t
< ∞,
then for each f ∈ C∞
0
(Rn), each j = 0,±1,±2, . . ., and each natural number k, Lemma 2.7 (iii) implies
Cap
β,p
Rn
(
R
α,β
2 j
( f ) ∩ (B(0, k))
)
≤ Cap
β,p
Rn
({
x ∈ Rn : θ1M f (x) > 2
j
}
∩ B(0, k)
)
.
Define 
µ j,k( f ) = µ
(
T (R
α,β
2 j
( f ) ∩ (B(0, k)))
)
,
S p,q,k(µ; f ) =
∞∑
j=−∞
(µ j,k( f ) − µ j+1,k( f ))
q/(p−q)
(Cap
β,p
Rn
(R
α,β
2 j
( f ) ∩ (B(0, k))))q/(p−q)
.
It follows from (ii) of Lemma 2.7 that
(
S p,q,k(µ; f )
)(p−q)/p
.

∞∑
j=−∞
µ
q/(p−q)
j,k
( f ) − µ
q/(p−q)
j+1,k
( f )(
c
β
p(µ; µ j,k( f ))
)q/(p−q)

(p−q)/p
.

∫ ∞
0
1(
c
β
p(µ; s)
)q/(p−q) dsp/(p−q)

(p−q)/p
≃ (Ip,q(µ))
(p−q)/p.
On the other hand, it follows from the Ho¨lder inequality, (ii) of Lemma 2.8 and (ii)-(iii) of Lemma 2.7
that ∫
T (B(0,k))
|Pα f (x, t)|
qdµ(x, t)
=
∫ ∞
0
µ(L
α,β
s ( f ) ∩ T (B(0, k)))ds
q
.
∞∑
j=−∞
(µ j,k( f ) − µ j+1,k( f ))2
jq
.
(
S p,q,k(µ; f )
)(p−q)/p 
∞∑
j=−∞
2 jpCap
β,p
Rn
(R
α,β
2 j( f )
∩ (B(0, k))

q/p
.
(
S p,q,k(µ; f )
)(p−q)/p (∫ ∞
0
Cap
β,p
Rn
({
x ∈ RN : θ1M f (x) > 2
j
}
∩ (B(0, k)
))q/p
.
(
S p,q,k(µ; f )
)(p−q)/p
‖ f ‖
q
W˙β,p(Rn)
.
So, we get (∫
T (B(0,k))
|Pα f (x, t)|
qdµ(x, t)
)1/q
. (Ip,q(µ))
(p−q)/pq‖ f ‖W˙β,p(Rn).
Letting k −→ ∞ derives (1.5).
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(1.5)⇒ (4.5). If (1.5) holds, then
Cp,q(µ) = sup
f∈C∞
0
(Rn), ‖ f ‖
W˙β,p(Rn)
>0
1
‖ f ‖W˙β,p(Rn)
(∫
Rn+1+
|Pα f (x, t)|
qdµ(x, t)
)1/q
< ∞.
Then for each f ∈ C∞
0
(Rn) with ‖ f ‖W˙β,p(Rn) > 0, there holds(∫
Rn+1+
|Pα f (x, t)|
qdµ(x, t)
)1/q
≤ Cp,q(µ)‖ f ‖W˙β,p(Rn),
which implies
sup
s>0
s
(
µ(L
α,β
s ( f ))
)1/q
. Cp,q(µ)‖ f ‖W˙β,p(Rn).
This, together with (iv) of Lemma 2.7, implies that for fixed f ∈ C∞
0
(Rn),
µ(T (O)) . C
q
p,q(µ)‖ f ‖
q
W˙β,p(Rn)
for any bounded open set O ⊆ Int({x ∈ Rn : f (x) ≥ 1}). The definition of c
β
p(µ; t) implies that c
β
p(µ; t) > 0,
and for t ∈ (0,∞) and every j there exists a bounded open set O j ⊆ R
n such that Cap
β,p
Rn
(O j) ≤ 2c
β
p(µ; 2
j)
and µ(T (O j)) > 2
j.When p ∈ (1, n/β), since
Cap
β,p
Rn
(S ) ≈ inf
{
‖g‖
p
Lp(Rn)
: g ∈ Lp(Rn), g ≥ 0, S ⊆ Int({x ∈ Rn : Iβ ∗ g(x) ≥ 1})
}
,
there exists g j ∈ L
p(Rn) such that Iβ ∗ g j(x) ≥ 1 on O j, and
‖g j‖
p
Lp(Rn)
≤ 2Cap
β,p
Rn
(O j) ≤ 4c
β
p(µ; 2
j).
For the integers i, k with i < k, define
gi,k = sup
i≤ j≤k
 2 j
c
β
p(µ; 2
j)

1
p−q
g j.
Then gi,k ∈ L
p(Rn) with
‖gi,k‖
p
Lp(Rn)
.
k∑
j=i
 2 j
c
β
p(µ; 2
j)

p
p−q
c
β
p(µ; 2
j).
Since for i ≤ j ≤ k,
x ∈ O j ⇒ Iβ ∗ gi,k(x) ≥
 2 j
c
β
p(µ; 2
j)

1
p−q
,
(iv) of Lemma 2.7 implies that there exists a constant θ2 such that
(x, t) ∈ T (O j)⇒ |ui,k(x, t)| ≥
 2 j
c
β
p(µ; 2
j)

1
p−q
θ2.
Here ui,k denotes the Caffarelli-Silvestre extension of Iβ ∗ gi,k. Thus, with s =
(
2 j
c
β
p(µ;2
j)
) 1
p−q θ2
2
,
2 j ≤ µ(T (O j)) ≤ µ(L
α,β
s (Iβ ∗ gi,k(x)))
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which implies
(Cp,q(µ)‖gi,k‖Lp)
q
&
∫
R
n+1
+
|ui,k(x, t)|dµ
≈
∫ ∞
0
(
inf
{
s : µ(L
α,β
s )(Iβ ∗ gi,k(x)) ≤ s
})q
ds
&
k∑
j=i
(
inf
{
s : µ(L
α,β
s )(Iβ ∗ gi,k(x)) ≤ 2
j
})
2 j
&
k∑
j=i
 2 j
c
β
p(µ; 2
j)

q
p−q
2 j
&

k∑
j=i
2 jp/(p−q)
c
β
p(µ; 2
j)q/(p−q)

p−q
p
‖gi,k‖
q
Lp
.
Thus,
k∑
j=i
2 jp/(p−q)
c
β
p(µ; 2
j)q/(p−q)
. (Cp,q(µ))
pq/(p−q).
When p = n/β, the definition of Cap
β,p
Rn
(·) implies that there exists f j such that positive f j ≥ 1 on O j
and
‖ f j‖W˙β,p(Rn) ≤ 2Cap
β,p
Rn
(O j) ≤ 4c
β
p(µ; 2
j).
By Lemma 2.9, there exists gi(·, ·) ∈ L
p(R2n) such that
f j(x) = I
(2n)
2β
∗ g j(x, 0) = RE f j(x)
and
‖I
(2n)
2β
∗ g j‖L˙p
2β
(R2n) = ‖E f j‖L˙p
2β
(R2n) . ‖ f j‖W˙β,p(Rn).
We can define gi,k similar to the previous case. It is easy to show that gi,k ∈ L
p(R2n) and I
(2n)
2β
∗ gi,k ∈
L˙
p
2β
(Rn). Then Lemma 2.9 implies
‖RI
(2n)
2β
∗ gi,k‖
p
W˙β,p(Rn)
.
k∑
j=i
 2 j
c
β
p(µ; 2
j)

q
p−q
‖I
(2n)
2β
∗ gi,k‖
p
L˙p(R2n)
.
k∑
j=i
 2 j
c
β
p(µ; 2
j)

q
p−q
‖ f j‖
p
W˙β,p(Rn)
.
k∑
j=i
 2 j
c
β
p(µ; 2
j)

q
p−q
c
β
p(µ; 2
j).
Then consider the Caffarelli-Silvestre embeddings of RI
(2n)
2β
∗ gi,k. Similar to the previous case, we can
get
k∑
j=i
2
jp
(p−q)
c
β
p(µ; 2
j)
q
p−q
.
(
Cp,q(µ)
) pq
p−q
.
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Letting i, k −→ ∞, we reach∫ ∞
0
 tp/q
c
β
p(µ; t)

q
p−q
.
∞∑
−∞
2
jp
p−q
(c
β
p(µ; 2
j))
q
(p−q)
. (Cp,q(µ))
pq
p−q ,
which implies (4.5). 
When q < p = 1, we can establish the following necessary conditions for the embedding (1.5).
Proposition 4.6. Let β ∈ (0, n), 0 < q < p = 1 and µ ∈ M+(R
n+1
+ ). Then (1.5)⇒ (i)⇒ (ii)⇒ (iii):
(i) ‖Pα f (x, t)‖Lq,∞(Rn+1+ ,µ)
. ‖ f ‖W˙β,p(Rn), ∀ f ∈ C
∞
0
(Rn);
(ii) sup
{
(µ(T (O)))p/q
Cap
β,p
Rn
(O)
: bounded open O ⊆ Rn
}
< ∞;
(iii) ‖Pα f (x, t)‖Lq,1(Rn+1+ ,µ)
. ‖ f ‖W˙β,1(Rn), ∀ f ∈ C
∞
0
(Rn).
Proof. The proofs of (1.5) =⇒ (i) =⇒ (ii) are similar to those of (ii) =⇒ (iii) =⇒ Proposition 4.1 (v).
The implication (ii) =⇒ (iii) follows from the estimate
µ(L
α,β
s ( f )) ≤ µ(T (R
α,β
s ( f )))
≤ µ
(
T
({
x ∈ Rn : θ1M f (x) > s
}))
.
(
Cap
β,1
Rn
({
x ∈ Rn : θ1M f (x) > s
}))q
,
which is a consequence of Lemma 2.7 and Proposition 4.1 (v). 
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