Although Zipf's law is widespread in natural and social data, one often encounters situations where one or both ends of the ranked data deviate from the power-law function. Previously we proposed the Beta rank function to improve the fitting of data which does not follow a perfect Zipf's law. Here we show that when the two parameters in the Beta rank function have the same value, the Lavalette rank function, the probability density function can be derived analytically.
INTRODUCTION
It is said that a certain quantity follows a power law if the probability of observing it varies inversely as a power of this quantity. Power laws in data collected from natural or social phenomena are well documented [1] . For instance, the asymptotic occurrence of power laws in critical phenomena and statistical physics has been widely studied [2] . In the same way, power law tails have been reported in the distribution of word frequency [3] , city sizes [4] , fluctuations in financial market indexes [5] , firm sizes in the U.S [6] , scientific citations [7, 8] and there are many other examples. There are two common approaches in displaying a power law distribution: the histogram, which approximates the probability density function (pdf), and the rank-frequency plot, best known by the Zipf's law for usage of words in human languages [3, 9] .
Empirical data often exhibit good power-law distribution within a limited range, whereas one or both ends of the distribution may deviate from the ideal power law [10] . It is a well known fact that any finite size system, that is well described by a power law, deviates from this behaviour due to finite size effects [11] . In these systems, the power law ceases to hold in a certain region, where effects due to the finiteness of the system dominate the behaviour (for example, finite sample size or finite available energy). Therefore, it is natural to see deviations from power laws at the tails. However, the question remains of whether deviations are merely explained by finite size effects or if they call for a modification in the whole body of the distribution. This paper explores the second possibility. Modifying a power law by changing the functional form potentially may fit the systematic deviation.
Previously, we proposed a rank-frequency function, inspired by the Beta density function [12] , called Beta-like function [13] , or Discrete Generalized Beta Distribution (DGBD) [14] , or Cocho rank function [15] . The DGBD
(x: quantity of interest, r: rank, N: the maximum rank), contains the fitting parameters a and b and the normalization factor C. We previously proposed that the parameter a is associated with the behaviour which leads to the power law, whereas b is associated with the fluctuation in noise [14] . An example of the former is the inertial range in turbulence where energy is transferred between different length scales with the same rate, while an example of the latter is the dissipative range in turbulence [14] . Another example is in a conflicting dynamics called expansion-modification systems [16] , where a > b when expansion dominates mutation and b > a when mutation dominates [17] . Eq.(1) modifies the power law rank function 1/r a by a power of the reverse-rank r 2 = N + 1 − r, and it converges to power law when b = 0. DGBD often surpasses other two-parameter functions in fitting real data [7, 15, 18] , and achieved various degree of success in other applications [7, 13, 14, [19] [20] [21] [22] [23] [24] .
It is a well known fact that a quantity that follows a power law in the rank-frequency representation has a Pareto distribution [25] . The widespread application of the DGBD raises the issue of whether it is the result from a well known pdf, such as the normal/Gaussian distribution. In this work, we show that for a special case of the DGBD, the Lavalette rank function where a = b [26] [27] [28] [29] [30] , the corresponding pdf can be derived analytically. The
Lavalette rank function is also intrinsically connected, by an approximation, to the lognormal distribution. We offer both numerical evidence and an analytic proof.
The paper is organized in the following way: first we derive and characterize the pdf associated with the Lavalette rank function, which we call the Lavalette distribution, and
show that it is approximately equal to the lognormal distribution over a relatively large interval. Next we exhibit applications of the Lavalette distribution to real data, coming from natural and social phenomena, and we discuss a goodness of fit test to prove that this distribution is consistent with the data. Finally, we propose a method for discerning between Lavalette and lognormal distributions and discuss the implications of our findings.
RESULTS
The two representations of a distribution, pdf and rank-frequency plot, can be converted from one to the other in these two ways: (i) equating cumulative distribution function (cdf) to reversed normalized rank:
(ii) equating the averaged rank of a value x, r [x] , to the n which maximizes the following probability: (N − n + 1) [2] . Below, we will only use (i) in deriving a relationship between the pdf and the rank-frequency representations.
The Lavalette rank function:
can be converted to
with the right-hand-side being 1-cdf. The pdf is then the negative derivative of Eq.(3).
The Lavalette Distribution
A certain quantity X follows a Lavalette rank function if its rank-frequency or rank-size function is a DGBD Eq(1) with equal parameters a = b ( [26] ). As we saw, the pdf of X is proportional to the negative derivative of the inverse r [x] . We say that a random variable X has a Lavalette distribution with parameters C and a if it has the density
With the analytic expression of Eq.(4), many properties of the Lavalette distribution can be easily obtained. The i-th moment is:
.g., [31] or http://en.wikipedia.org/wiki/List_of_definite In particular, the mean of a Lavalette random variable is
which is finite if a < 1, while its variance is
which exists and is finite if a < 1/2. However, similar to the discussion of power law distributions, whether the moments diverge to infinity or do not depends on whether a lower bound of the functional form is imposed [1] . One may re-derive the connection between ranked data and pdf by r [x] /N = 1 − 
Resemblance between Lavalette and lognormal distributions
To examine which well known pdf's share the same property of a = b when fitted to the DGBD rank function, we generated data from 14 distributions (beta, binomial, χ is the lognormal distribution.
We use a novel argument from statistics to explain why the Lavalette and lognormal distributions may be difficult to distinguish within a certain interval of their domain. There are two models for probability of a binary variable y ∈ (0, 1): (i) probit model [32] : P = P (y = 1) = Φ(z) where Φ is the cdf of standard normal distribution; (2) logit model or logistic regression [33] : P = 1/(1 + e −z ). The two regression models for binary variable (regressed over an independent variable z) usually lead to similar results [34, 35] , which can be written as (after the logistic variable being re-scaled by a factor α):
The α can be 8/π ≈ 1.596 to achieve the best fit near the midpoint [36] , or ≈ 1.7 to best fit the whole range, or π/ √ 3 ≈ 1.81 which is the standard deviation of the variable from the logistic distribution [35] . The standard normal variable can be converted to a lognormal distribution variable x: z = (log(x) − µ)/σ, and re-expressing Eq.(6) in x becomes:
which we recognize as the Lavalette rank function over variable x (1 − Φ is the normalized rank). This derivation also points out that the parameter a = b is the standard deviation of the lognormal distribution divided by α(= 1.6 ∼ 1.8), whereas the log-mean of the lognormal distribution is related to the scaling parameter by C = e µ . Since probit and logistic regression are not the same, we conclude that the Lavalette and the lognormal distributions cannot be identical. Indeed, the Lavalette and lognormal distributions have qualitatively different behaviours at the tails. All moments of the lognormal distribution exist, while the Lavalette has only finite moments of order i < 1/a, as we previously discussed. If there is enough data to sample the tail, they cannot be mistaken into one another. This deviation is equivalent, after a transformation, to that between the cdf of standard normal distribution and logistic function. It has been proposed that a modification of the logistic function, 1/(1 + exp(−1.5876x − 0.070566x 3 )), is a very good approximation of the cdf of standard normal distribution [36, 37] . The small coefficient of the high-order term is another indication that the cdf of normal and logistic function, or equivalently, lognormal and Lavalette distributions, are close.
Occurrence and Applications
To illustrate that Lavalette distribution can be applied to real data, we examine several datasets besides the impact factor and citation data used in [26, 27] . We will give examples of population data, amino acid mutation rates and codon usage data where the Lavalette approach proposed in ([1]). As usual, a small p− value leads to reject the hypothesis that the data are well described by a Lavalette distribution.
The first set of examples is about administrative units of population. Most countries in the world are internally divided into administrative units, which may be called states, provinces, etc. [38] . We call these primary administrative units (PAU), which may be in turn subdivided into smaller or second level administrative units (counties, municipalities, etc.) We call these secondary administrative units (SAU). In the same way, there may be third level units (TAU) and so forth. We give three examples of occurrence of the Lavalette distribution: the Nigeria (NRG) population of local government areas (SAU) and the municipality population (TAU), below province and autonomous community, within the Spanish provinces of Madrid and Cádiz. We chose these examples after analysing population data from many countries in the world and picking those that are best fitted by the Lavalette function. We emphasize that we do not claim the Lavalette distribution to be ubiquitous in any way; our purpose is to show that there are some datasets where it can be a good xxxx xxxxxxx xxxxx xxxxxxx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x (B) [39, 40] , there is a difference between cities and administrative units. The origin of Zipf's law in population and economic phenomena might be explained by a proportionate-growth random process [4] . For the particular case of well separated cities, as well as firm sizes, birth and death processes explain the origin and robustness of Zipf's law [41] . However, when regions are artificially partitioned, such as the case of administrative units, the argument for power-law may fail. Indeed, the bad fitting performance of Zipf's law on data in some counties [42, 43] might be caused by the artificial boundary in defining a city [44] . This leaves room for alternative functional form such as DGBD. [14] .
The second example is the amino acid mutation rates [45] based on the amino acid changing (missense) variants in the 1000 Genomes Project [46] . A missense mutation is a point mutation which results in the codification of a different amino acid. Because the variants are observed in normal human population with a short evolutionary history, it can be considered as an instantaneous mutation rate. The substitution rate between different species, such as the point accepted mutation (PAM) [47] , cover a much longer evolutionary history with stronger selection constraints. Out of 380 ( = 20 × 19) possible mutations between 20 amino acids, only N = 150 are allowed from the single base mutation in the DNA sequence, due to the nature of the genetic code. Fig.4(C) shows the ranked amino acid to amino acid frequencies derived from the missense variants in DNA sequence of the 1000
Genomes Project. (Fig.4(D) ).
With the previous examples we have illustrated the occurrence of the Lavalette distribution. Next we propose a statistical criterion to discern if this distribution is consistent with the data.
Goodness of Fit Tests
The first clue that a certain dataset may be well described by the Lavalette distribution is to fit the data to DGBD function Eq.(1), estimate the parameters and check if a ≈ b.
If this is the case, the data set is a candidate for the Lavalette distribution. This is a first criterion and it serves to rule out many datasets; however, it is by no means strong statistical evidence to claim the the Lavalette is a good model for the data.
To test more rigorously whether a Lavalette function fits the observed data well, we use a re-sampling approach as discussed in [1] which can also be called a bootstrap [49] . We first fit the data by the Lavalette function (Eq. (2) (2) is a good fitting function for these data.
There have been debates in the literature whether Zipf's law results from the central limit theorem [50] [51] [52] . Given a dataset, the best answer to that debate is to pick the better fitting model between power law and lognormal distribution [53] . For our examples to illustrate the Lavalette distribution in real data, it is obvious that lognormal distribution is a better fitting function than the Zipf's law. We can further quantify the fitting performance by model selection techniques such as Akaike information criterion (AIC) [54] [55] [56] , with the better model exhibiting lower AIC value. The AIC lav -AIC zipf = N log(SSE lav /SSE zipf ) [15] , where SSE is the sum squared error, is -3284.6,-410. 
DISCUSSION AND CONCLUSIONS
We have presented a novel probability distribution function and showed that it is a good alternative for data that does not follow a perfect Zipf's law. We have seen that this distribution yields a very good approximation to the lognormal distribution. Although it is perhaps less important because of the approximate equivalence between the Lavalette and the lognormal distributions, one may still sometimes want to determine whether a data is better fitted by the Lavalette or lognormal distribution. We propose the following procedure for this test: (i) log-transform, then standardize (zero mean, unit standard deviation) the raw data, to x ′ ; (ii) compare the empirical cdf of x ′ to both standard normal and logistic distribution cdf with a scaling parameter α = π/ √ 3 (cdf = 1/(1 + e −αx ′ )); (iii) if the standard normal function is closer to the data, lognormal distribution fits the original data better, otherwise, Lavalette function is better. Using this procedure and KS distance as the measure of difference, NRG/SAU is the only data which Lavalette is better than lognormal distribution. If sum of absolute error is used to measure the difference, codon usage of mammals is another data which prefers Lavalette over lognormal.
In conclusion, by connecting Lavalette function to lognormal distribution, we achieve a better understanding of the DGBD function and the limitations of the Zipf's law.
MATERIALS AND METHODS
Population data for administrative units and sub-units in a large sample of countries is available in the database Statoids http://www.statoids.com (accessed April 2016). Population of local government areas (SAU) in Nigeria were taken from this database. Spain's population at PAU, SAU and TAU levels are available from the National Statistics Institute (INE), http://www.ine.es/en/pob_xls/pobmun12_en.xls. We chose these examples after analysing population data from many countries in the world and picking those that are best fitted by the Lavalette function.
Amino acid to amino acid mutation rates were calculated from missense variants, taken from DNA sequence of the 1000 genomes project, available at http://www.1000genomes.org/.
In particular, we used mutation data from http://journals.plos.org/ploscompbiol/article?id=10.13
fig (1) . From this data, we counted the relative frequency of occurrence for each mutation.
We calculated codon usage of 61 non-stop codons for genes in plant organelles and nonprimate and non-rodent mammalian nucleus. Data were downloaded from Codon Usage
Database http://www.kazusa.or.jp/codon/.
All the data used in our analysis is available on https://figshare.com/articles/Data_rar/3363961.
