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Abstract
Explicit numerical finite difference schemes for partial differential equations are well known to be easy to
implement but they are particularly problematic for solving equations whose solutions admit shocks, blowups
and discontinuities. Here we present an explicit numerical scheme for solving non-linear advection-diffusion
equations admitting shock solutions that is both easy to implement and stable. The numerical scheme is
obtained by considering the continuum limit of a discrete time and space stochastic process for non-linear
advection-diffusion. The stochastic process is well posed and this guarantees the stability of the scheme.
Several examples are provided to highlight the importance of the formulation of the stochastic process in
obtaining a stable and accurate numerical scheme.
1. Introduction
This work considers a general form of nonlinear dissipative dominated partial differential equations and
more closely examines the numerical solutions of the Burgers’ equation which is a limiting form of the more
general dissipative system, as derived by Su and Gardner [1]. The Burgers’ equation admits some difficulties
in obtaining numerical solutions under sufficiently high Reynolds numbers wherein shocks in the solution
may form. Many authors have obtained numerical solutions to the Burgers’ equation using finite elements,
finite differences, exponentially fitted methods, spectral methods, cubic B-splines, Adomian decomposition
methods, differential quadrature, wavelets, compact schemes and method of lines [2–12].
Recently Klein and Saut [13] introduce a novel approach to the Burgers’ equation as well as the fractional
Korteweg-de Vries equations. Angstmann et al. [14–17] provide a framework for the construction of fractional
and integer order reaction-diffusion models which is able to recover a general class of parabolic-hyperbolic
equations. This framework is based on the random walk principles. In [17] Angstmann et al. illustrate how
the discrete time random walk is able to numerically solve equations of this class.
Thome´e [18] provides an extensive review of finite difference and finite element analysis for partial
differential equations. This work covers the concepts of convergence and stability for numerical methods for
partial differential equations as well as the importance of the Courant, Freidrichs and Lewy (CFL) condition
for numerical solutions to advective equations.
Exact solutions to the Burgers’ equation have been sought through the well known Hopf-Cole [19, 20]
transformation, which recovers the standard heat equation from the Burgers’ equations. Fletcher [21] gener-
ates exact solutions for the two-dimensional Burgers’ equation through the multi-dimensional interpretation
of the Hopf-Cole transformation.
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This work derives a master equation from a discrete time and space stochastic process as a numerical
scheme to approximate a partial differential equation. The correspondence between the discrete master
equation and the partial differential equation is established by taking the diffusion limit of the discrete
stochastic process.
We first construct the master equation that will govern the evolution of the probability mass function
of the random walking particle. We then show that, under the appropriate limit, this master equation
will approach an advection diffusion equation. This shows that the master equation can function as an
approximation of the advection diffusion equation. Further more, as the limit process of the random walk
exists under the same limit, the solution of the difference equation will converge towards the solution of the
advection diffusion equation. This allows us to construct a numerical scheme for the advection diffusion
equation.
Appropriate construction of the jump probabilities of the random walk guarantees that the stochastic
process remains well defined for any given lattice spacing. Similar constructions are also used on the
boundary conditions to again guarantee that the random walk remains valid for all lattice spacings.
A rigorous numerical analysis of the present method is conducted as a means of verifying the results and
illustrating the efficacy of the method.
2. A Discrete Time Random Walk
2.1. Master Equation
We consider a discrete time random walk on a one dimensional lattice. A particle begins at an initial
position and at each time step the particle will jump from its current lattice site to a neighbouring lattice
site. The probability that a particle on the ith lattice site will jump to the right on the nth time step is given
by an arbitrary time and space dependent probability, Pr(i, n), and the probability of jumping to the left is
given by the complement, Pl(i, n) = 1 − Pr(i, n). We can recursively define the probability of the particle
being at lattice site i at time step n, denoted U(i, n), given some initial condition, U(i, 0),
U(i, n) = Pr(i− 1, n− 1)U(i− 1, n− 1) + Pl(i+ 1, n− 1)U(i+ 1, n− 1). (1)
This is the master equation governing the time evolution of the probability mass function for the process.
Here we have considered an infinite lattice, later we will discuss a finite lattice, in which boundary conditions
U(L, n) are defined for a boundary set at x = L at all times n.
2.2. Diffusion Limit
We wish to consider the continuum space and time limit of the discrete time random walk. The appro-
priate limit in this case is a diffusion limit in which the space and time scales are together taken to zero
with the requirement that the following limit exists,
D = lim
∆x,∆t→0
∆x2
2∆t
, (2)
where ∆x is the spatial grid spacing and ∆t is the temporal grid spacing [22]. In the diffusion limit the
master equation, Eq. (1), will become an advection-diffusion PDE. As such, the master equation itself may
be considered as an approximation to the advection-diffusion equation.
First we begin by associating each of the discrete functions, U(i, n) with a continuous function,u∆(x, t),
such that,
u∆(i∆x, n∆t) = U(i, n). (3)
This association is dependent on the lattice spacings, ∆x and ∆t. The jump probabilities may also be
associated with continuum functions, sampled at discrete points,
pr,∆(i∆x, n∆t) = Pr(i, n), (4)
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and similarly for Pl(i, n). At each point the continuum jump probabilities sum to one,
pr,∆(i∆x, n∆t) + pl,∆(i∆x, n∆t) = 1. (5)
At the point x = i∆x and t = n∆t ,the discrete master equation, Eq. (1) then becomes,
u∆(x, t) = pr,∆(x−∆x, t−∆t)u∆(x−∆x, t−∆t) + pl,∆(x+ ∆x, t−∆t)u∆(x+ ∆x, t−∆t). (6)
Defining a force function,
f∆(x, t) = pr,∆(x, t)− pl,∆(x, t), (7)
= 2pr,∆(x, t)− 1, (8)
the master equation can be expressed as,
u∆(x, t) =
1
2
(u∆(x−∆x, t−∆t) + u∆(x+ ∆x, t−∆t))
+
f∆(x−∆x, t−∆t)
2
(u∆(x−∆x, t−∆t))− f∆(x+ ∆x, t−∆t)
2
(u∆(x+ ∆x, t−∆t))
(9)
Further manipulations give,
u∆(x, t)− u∆(x, t−∆t)
∆t
=
∆x2
2∆t
(
u∆(x−∆x, t−∆t)− 2u∆(x, t−∆t) + u∆(x+ ∆x, t−∆t)
∆x2
)
+
∆x2
2∆t
(
f∆(x−∆x, t−∆t) (u∆(x−∆x, t−∆t))− f∆(x+ ∆x, t−∆t) (u∆(x+ ∆x, t−∆t))
∆x2
) (10)
We are now set up to take the diffusion limit, that is the limit ∆x → 0 and ∆t → 0 such that the
limit, Eq. (2) exists. This limit will take the random walk stochastic process to a limit process provided
that the limit process exists. In this case the limit process will exist as the original stochastic process is a
simple random walk [23]. The particle distribution from the limit process will be given by the limit of the
continuum embedding of the discrete process distribution, i.e.,
u(x, t) = lim
∆x,∆t→0
u∆(x, t). (11)
Taking the limit of Eq. (10) gives,
∂u(x, t)
∂t
=D
∂2u(x, t)
∂x2
− 2βD ∂
∂x
(F (x, t)u(x, t)) , (12)
where,
βF (x, t) = lim
∆x→0
f∆(x, t)
∆x
= lim
∆x→0
pr,∆(x, t)− pl,∆(x, t)
∆x
. (13)
This shows that the diffusion limit of the random walk master equation is an advection-diffusion PDE.
It should be noted that there is no condition on the form of the force function and this PDE may be a
non-linear advection-diffusion equation by considering F (x, t) as an explicit function of u(x, t).
3. Formulation of the Numerical Scheme
Given a general non-linear advection diffusion PDE of the form
∂u(x, t)
∂t
= D
∂2u(x, t)
∂x2
− 2βD ∂
∂x
(F (x, t)u(x, t)) , (14)
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we can form a numerical scheme by matching the diffusion limit of the master equation to the PDE. The
diffusion limit of the master equation is completely defined by two parameters, ∆x, and ∆t, as well as a
single function Pr(i, n), and hence we need a method of obtaining these parameters from the PDE. Firstly,
fixing the spatial lattice spacing ∆x will also fix the temporal step size through the relation,
∆t =
∆x2
2D
. (15)
Next, we have a condition on the function Pr(i, n) that is imposed by matching the PDE to the diffusion
limit of the master equation. Given a ∆x and ∆t we have pr,∆(i∆x, n∆t) = Pr(i, n) and in the diffusion
limit we require,
F (x, t) =
f∆(x, t)
β
= lim
∆x,∆t→0
2pr,∆(x, t)− 1
β∆x
. (16)
Whilst any choice of function, pr,∆(x, t), that obeys this limit will work it is desirable to chose a function
that will provide a stable numerical scheme far from the limit. In order for the master equation to describe
a valid stochastic process the jump probability must always lie between 0 and 1, i.e. 0 ≤ Pr(i, n) ≤ 1. The
most obvious form from the limit relation, Eq. (16), would be to take,
pr,∆(x, t) =
βF (x, t)∆x+ 1
2
. (17)
This is a poor choice as the restriction pr,∆(x, t) ≤ 1, puts an upper bound on ∆x. To overcome this
limitation we construct the jump probability from Boltzmann weights [24]. These weights are taken by
considering a diffusing particle at equilibrium in a potential V (x, t) where,
F (x, t) = −∂V (x, t)
∂x
. (18)
The position of such a particle will follow a Boltzmann distribution such that the probability of finding the
particle at position x at time t will be proportional to exp(−βV (x, t)), where β is related to the “temperature”
of the system. If we restrict this distribution such that the particle may only be present at x+∆x or x−∆x
then the normalisation constant is simply exp(−βV (x − ∆x, t)) + exp(−βV (x + ∆x, t)). Given that the
particle begins at x, we interpret the probability that the particle has jumped right from x is the Boltzmann
probability of the particle being at x + ∆x. Similarly we interpret the probability that the particle has
jumped left from x as the Boltzmann probability of the particle being at x−∆x.We can then write,
pr,∆(x, t) =
exp(−βV (x+ ∆x, t))
exp(−βV (x−∆x, t)) + exp(−βV (x+ ∆x, t)) . (19)
Such a functional form will obey the limit condition, Eq. (16), as well as guarantee that 0 ≤ pr,∆(x, t) ≤ 1
for all ∆x and F (x, t). Using this jump probability the master equation can be written with an arbitrary
∆x and remain a valid stochastic process.
The Boltzmann weights are defined in terms of a potential V (x, t). In order to implement the numerical
scheme we need to rework this into a function of the force F (x, t). From Eq. (18) we can write,
V (x, t) = −
∫ x
0
F (x′, t)dx′. (20)
The Boltzmann weights call for the potential evaluated at x+ ∆x and x−∆x, these can be written relative
to the potential at x,
V (x+ ∆x, t) = −
∫ x
0
F (x′, t)dx′ −
∫ x+∆x
x
F (x′, t)dx′
= V (x, t)−
∫ x+∆x
x
F (x′, t)dx′,
(21)
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and similarly,
V (x−∆x, t) = −
∫ x
0
F (x′, t)dx′ +
∫ x
x−∆x
F (x′, t)dx′
= V (x, t) +
∫ x
x−∆x
F (x′, t)dx′.
(22)
If F (x, t) is a simple function of space and time then this integral may be solved analytically and the
results used in the jump probabilities. A complication arrises when the force is dependent on the particle
distribution itself, i.e. a non linear force F (x, t, u(x, t)). While the above integral is conceptually fine, we
will only have an approximation to the probability distribution on the lattice points. In computing the
integral we will need to use a numerical quadrature that is restricted to these lattice points. There are two
convenient approximations that can be used, either a single point or a two point quadrature. The single
point quadrature is, ∫ x+∆x
x
F (x′, t)dx′ ≈ ∆xF (x, t) (23)∫ x
x−∆x
F (x′, t)dx′ ≈ ∆xF (x, t) (24)
Substituting the resulting approximations for the potential into the Boltzmann weights, Eq. (19), and
simplifying gives,
pr,∆(x, t) =
exp(β∆xF (x, t))
exp(−β∆xF (x, t)) + exp(β∆xF (x, t)) . (25)
or more compactly,
pr,∆(x, t) =
1
1 + exp(−2β∆xF (x, t)) . (26)
The single point quadrature results in jump probabilities that only require the force to be evaluated at a
single lattice point.
The two point quadrature is,∫ x+∆x
x
F (x′, t)dx′ ≈ ∆x
2
(F (x, t) + F (x+ ∆x, t)) (27)∫ x
x−∆x
F (x′, t)dx′ ≈ ∆x
2
(F (x−∆x, t) + F (x, t)) (28)
Substituting the resulting approximations for the potential into the Boltzmann weights, Eq. (19), and
simplifying gives,
pr,∆(x, t) =
exp(β∆x2 (F (x+ ∆x, t) + F (x, t)))
exp(−β∆x2 (F (x−∆x, t) + F (x, t))) + exp(β∆x2 (F (x+ ∆x, t) + F (x, t)))
. (29)
or more compactly,
pr,∆(x, t) =
1
1 + exp(−β∆x2 (F (x−∆x, t) + 2F (x, t) + F (x+ ∆x, t)))
. (30)
To evaluate the jump probabilities using the two point quadrature requires evaluating the force at three
lattice points.
The final discrete time random walk numerical scheme for a non-linear advection diffusion equation can
then be found by substituting these weights into the master equation. The two point quadrature jump
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probabilities give,
u(i∆x, n∆t) =
u((i− 1)∆x, (n− 1)∆t)
1 + exp(−β∆x2 (F ((i− 2)∆x, (n− 1)∆t) + 2F ((i− 1)∆x, (n− 1)∆t) + F (i∆x, (n− 1)∆t)))
+
u((i+ 1)∆x, (n− 1)∆t)
1 + exp(β∆x2 (F ((i+ 2)∆x, (n− 1)∆t) + 2F ((i+ 1)∆x, (n− 1)∆t) + F (i∆x, (n− 1)∆t)))
.
(31)
Using the two point quadrature jump probabilities results in a method that requires knowledge of the
function at five lattice points. Using the single point quadrature results in a method that only requires three
points.
In this formulation we have a single free scale parameter, which may be cast as either ∆x or ∆t. Every
other parameter or function comes from the PDE that we wish to approximate.
3.1. Initial Conditions
The scheme has been derived from the evolution of a probability density function. In general the integral
of the initial condition over the domain will not equal one, and hence cannot be a probability density. As
such we note that it is always possible to rescale any initial condition and we can consider the evolution
equation to evolve a general non-normalised distribution. Another consequence of the distributional nature
of the derivation is that we have a guarantee that the solutions will conserve mass, provided that the
boundary conditions preserve mass, and be bound non-negative. Whilst this is often advantageous, a
further complication arises if the initial condition is not strictly non-negative. This can not be interpreted
as a distribution and hence may not be evolved forward by the master equation. However it is possible to
write any generalised function as the difference between two distributions. We simply define two strictly
non-negative distributions u+(x, t) and u−(x, t) such that,
u(x, t) = u+(x, t)− u−(x, t). (32)
If the strictly non-negative distributions evolve according to the coupled non-linear advection diffusion
equations,
∂u+(x, t)
∂t
=
∂2u+(x, t)
∂x2
− ν ∂F (x, t, u
+ − u−)u+(x, t)
∂x
, (33)
∂u−(x, t)
∂t
=
∂2u−(x, t)
∂x2
− ν ∂F (x, t, u
+ − u−)u−(x, t)
∂x
, (34)
then u(x, t) will evolve according to the non-linear advection diffusion equation,
∂u(x, t)
∂t
=
∂2u(x, t)
∂x2
− ν ∂F (x, t, u)u(x, t)
∂x
. (35)
Note that the coupling occurs through the non-linear force term. The evolution of the distributions u+ and
u− may be approximated as coupled DTRWs. The resulting numerical scheme is,
U+(i, n) =
U+(i− 1, n− 1)
1 + exp(−β∆x2 (F (i− 2, n− 1) + 2F (i− 1, n− 1) + F (i, n− 1)))
(36)
+
U+(i+ 1, n− 1)
1 + exp(β∆x2 (F (i+ 2, n− 1) + 2F (i+ 1, n− 1) + F (i, n− 1)))
.
U−(i, n) =
U−(i− 1, n− 1)
1 + exp(−β∆x2 (F (i− 2, n− 1) + 2F (i− 1, n− 1) + F (i, n− 1)))
(37)
+
U−(i+ 1, n− 1)
1 + exp(β∆x2 (F (i+ 2, n− 1) + 2F (i+ 1, n− 1) + F (i, n− 1)))
.
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where U(i, n) = U+(i, n) − U−(i, n). Notice that if we take the difference of Eq. (36) and Eq. (37) then
we recover the original numerical scheme, Eq. (31) with no appearance of U+ or U−. Thus we can use the
original numerical scheme for the case of initial conditions with mixed sign, provided that the boundary
conditions also do not contain U+ or U−.
3.2. Boundary Conditions
Care must be taken with the implementation of boundary conditions so that the underlying random
walk remains valid. The boundary conditions thus need to be consistent with both the underlying stochastic
process and the given PDE boundary conditions. In general, this excludes some conditions, but does still
allow for the implementation of a wide variety. The scheme can accommodate non-conservative boundary
conditions, but care needs to be taken that the boundaries do not force a positive distribution to become
negative.
3.2.1. Dirichlet Boundary Conditions
In the case of a strictly non-negative initial condition, Dirichlet boundary conditions are also restricted
to be non-negative. The conditions are implemented by fixing the value at the boundary. Using the two
point quadrature, the jump probabilities are dependent on the solution at neighbouring points. As the jump
probabilities need to be evaluated at the boundary point an additional point is required to use the two point
quadrature form of the jump probabilities at the boundary. If an additional point is not known then the
single point quadrature is required to be used.
Given the boundary condition at x = l,
u(l, t) = a(t), (38)
where a(t) ∈ R+, we set
U(L, n) = a(n∆t) (39)
where l = L∆x.
In the case that the initial condition is of mixed sign, then the Dirichlet boundary condition must be
compatible with the extension given in Section 3.1. Again breaking the solution into two non-negative
distributions, u(x, t) = u+(x, t) − u−(x, t), the boundary condition needs to be formulated for both non-
negative distributions. Given a boundary condition at x = l of the form,
u(l, t) = a(t), (40)
we will require,
u+(l, t)− u−(l, t) = a(t). (41)
Given that we also require u+(l, t) ≥ 0 and u−(l, t) ≥ 0, this is most easily satisfied by,
u+(l, t) = max(a(t), 0), (42)
and
u−(l, t) = max(−a(t), 0). (43)
The boundary conditions are then implemented by setting,
U+(L, n) = max(a(n∆t), 0), (44)
and
U−(L, n) = max(−a(n∆t), 0), (45)
where l = L∆x.
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3.2.2. Neumann Boundary Conditions
The restriction on Neumann boundary conditions are more subtle. We will consider here the case of
a non-negative initial condition, although the results are again simply extended using the approach in
Section 3.1. In the same manner as the standard finite difference schemes, the boundary condition may be
implemented by including a ghost point outside the domain. Given a Neumann boundary condition at x = l
of the form,
∂u(x, t)
∂x
∣∣∣
x=l
= b(t) (46)
where b(t) ∈ R, and where the domain sits to the left of x = l, we may set the ghost point via standard
finite difference approximations,
U(L+ 1, n) = U(L, n) + ∆xb(n∆t) (47)
where l =
(
L+ 12
)
∆x. This will result in the correct behaviour of the numerical scheme as ∆x → 0, but
may not be consistent with the stochastic process. If ∆x is sufficiently large, depending on the exact form of
b(t), it would be possible for the value at the ghost points to become negative. An alternative is to construct
the ghost points by scaling the boundary points. In order for the boundary condition to hold we require,
lim
∆x,∆t→0
U(L+ 1, n)− U(L, n)
∆x
= b(t), (48)
where t = n∆t. This limit relationship will be obeyed by the standard finite difference approximations, but
there are many other choices that could be made. In keeping with the Boltzmann weights construction we
may take,
U(L+ 1, n) = U(L, n) exp
(
∆x
b(n∆t)
U(L, n)
)
. (49)
These results are easily extendable for considering a left-boundary point, where the domain sits to it’s right.
This choice guarantees that the ghost points remain positive and hence that they remain consistent with
the stochastic process. Once again the single point quadrature form of the jump probabilities needs to be
used at the ghost point.
4. Numerical Analysis
4.1. Stability
If the distance between the approximation from the numerical scheme and the solution to the PDE is
bounded for all time steps then the numerical scheme is said to be stable. To show that the scheme is stable
it is then sufficient to show that, using the l1-norm,∑
i
|U(i, n)− u(i∆x, n∆t)| ≤ C, (50)
for all n where C ∈ R+. It is trivial to see that,∑
i
|U(i, n)− u(i∆x, n∆t)| ≤
∑
i
|U(i, n)|+
∑
i
|u(i∆x, n∆t)|. (51)
From this, provided that the exact solution, u(x, t), is bounded, the stability of the numerical method is
assured if the approximation U(i, n) remains bounded.
As U(i, n) is derived from an underlying stochastic process and as such is a density we know that
U(i, n) ≥ 0 ∀i and hence, ∑
i
|U(i, n)| =
∑
i
U(i, n) (52)
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In general stability needs to be shown individually for the problem under consideration. However there
are two general classes of problems where we can show unconditional stability. The first class we can consider
is a periodic domain with a commensurate periodic potential. In such a case the boundary points are set
to the interior point at the opposite boundary. Considering the case of the domain x ∈ [0, l] and taking a
lattice of M + 1 points with boundary points at i = 0 and i = M , then
M∑
i=1
U(i, n) =
M∑
i=1
U(i, n− 1) + Pr(0, n− 1)U(0, n− 1)− Pl(1, n− 1)U(1, n− 1)
+ Pl(M,n− 1)U(M,n− 1)− Pr(M − 1, n− 1)U(M − 1, n− 1).
(53)
The periodic boundary conditions then imply that U(0, n) = U(M − 1, n), and U(M,n) = U(1, n). The
periodic potential ensures that the jump probabilities follow the same relation, Pr(0, n) = Pr(M −1, n), and
Pl(M,n) = Pl(1, n). Thus the total mass is conserved as
∑M
i=1 U(i, n) =
∑M
i=1 U(i, n − 1) from Eq. (53).
As the initial mass is finite the conservation of mass guarantees the stability of the scheme.
The next class of unconditionally stable problems is the case of zero-flux boundary conditions. Here we
have the condition that no mass is entering the system at the boundary. For this to be true the continuum
equations must satisfy the following conditions,
∂u(x, t)
∂x
∣∣∣
x=0
= 2βF (0, t)u(0, t), (54)
and
∂u(x, t)
∂x
∣∣∣
x=l
= 2βF (l, t)u(l, t). (55)
Considering the case of the domain x ∈ [0, l] and taking lattice of M points the boundary conditions are
enforced by setting ghost points at i = 0 and i = M + 1, then
M∑
i=1
U(i, n) =
M∑
i=1
U(i, n− 1) + Pr(0, n− 1)U(0, n− 1)− Pl(1, n− 1)U(1, n− 1)
+ Pl(M + 1, n− 1)U(M + 1, n− 1)− Pr(M,n− 1)U(M,n− 1).
(56)
Zero-flux boundary conditions are implemented by setting the ghost points such that the total mass will be
conserved,
U(0, n) =
Pl(1, n)
Pr(0, n)
U(1, n), (57)
U(M + 1, n) =
Pr(M,n)
Pl(M + 1, n)
U(M,n). (58)
Using the two point quadrature Boltzmann weights, Eq. (30) and taking the limit ∆x→ 0, Eq. (57) recovers
Eq. (54) as required. Again as the total mass is conserved the numerical scheme will be stable.
4.2. Accuracy
In order to estimate the accuracy of the DTRW numerical scheme we consider the scheme as if it were
derived from a Taylor series. Considering a non-linear advection diffusion equation of the form,
∂u(x, t)
∂t
= D
∂2u(x, t)
∂x2
− 2βD∂F (x, t, u)u(x, t)
∂x
. (59)
The numerical scheme that approximates this equation is then,
u(x, t+ ∆t) = pl(x+ ∆x, t)u(x+ ∆x, t) + pr(x−∆x, t)u(x−∆x, t), (60)
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where, as before, the jump probabilities are given by Boltzmann weights,
pr(x, t) =
exp
(
β∆x2 (F (x+ ∆x, t) + F (x, t))
)
exp
(
β∆x2 (F (x+ ∆x, t) + F (x, t))
)
+ exp
(−β∆x2 (F (x−∆x, t) + F (x, t))) , (61)
and
pl(x, t) =
exp
(−β∆x2 (F (x−∆x, t) + F (x, t)))
exp
(
β∆x2 (F (x+ ∆x, t) + F (x, t))
)
+ exp
(−β∆x2 (F (x−∆x, t) + F (x, t))) . (62)
Taking the Taylor expansion with respect to ∆x, of the terms on the right hand side of Eq. (60), around
∆x = 0, to order O(∆x3) we have
pr(x−∆x, t)u(x−∆x, t) =1
2
u(x, t) +
1
2
(
βF (x, t)u(x, t)− ∂u(x, t)
∂x
)
∆x
− 1
4
(
2βu(x, t)
∂F (x, t)
∂x
+ 2βF (x, t)
∂u(x, t)
∂x
− ∂
2u(x, t)
∂x2
)
∆x2
− 1
24
(
4β3F (x, t)3u(x, t)− 12β ∂F (x, t)
∂x
∂u(x, t)
∂x
−9βu(x, t)∂
2F (x, t)
∂x2
− 6βF (x, t)∂
2u(x, t)
∂x2
+ 2
∂3u(x, t)
∂x3
)
∆x3 +O(∆x4),
(63)
and
pl(x+ ∆x, t)u(x+ ∆x, t) =
1
2
u(x, t)− 1
2
(
βF (x, t)u(x, t)− ∂u(x, t)
∂x
)
∆x
− 1
4
(
2βu(x, t)
∂F (x, t)
∂x
+ 2βF (x, t)
∂u(x, t)
∂x
− ∂
2u(x, t)
∂x2
)
∆x2
+
1
24
(
4β3F (x, t)3u(x, t)− 12β ∂F (x, t)
∂x
∂u(x, t)
∂x
−9βu(x, t)∂
2F (x, t)
∂x2
− 6βF (x, t)∂
2u(x, t)
∂x2
+ 2
∂3u(x, t)
∂x3
)
∆x3 +O(∆x4).
(64)
Substituting equations (63) and (64) into equation (60), dividing through by ∆t and collecting term appro-
priately we obtain,
u(x, t+ ∆t)− u(x, t)
∆t
=
∆x2
2∆t
∂2u(x, t)
∂x2
− β∆x
2
∆t
∂F (x, t)u(x, t)
∂x
+O(∆x4). (65)
Taking the Taylor expansion of the left hand side with respect to ∆t we have,
∂u(x, t)
∂t
+O(∆t) = ∆x
2
2∆t
∂2u(x, t)
∂x2
− β∆x
2
∆t
∂F (x, t)u(x, t)
∂x
+O(∆x4), (66)
with D = ∆x2/2∆t this reduces to,
∂u(x, t)
∂t
= D
∂2u(x, t)
∂x2
− 2βD∂F (x, t)u(x, t)
∂x
+O(∆t) +O(∆x4). (67)
Finally noting that O(∆t) = O(∆x2) we see that the scheme will be convergent with order ∆x2.
5. Burgers’ Equation
To show the utility of the numerical scheme we consider the viscous Burgers equation,
∂u(x, t)
∂t
= ν
∂2u(x, t)
∂x2
− u(x, t)∂u(x, t)
∂x
. (68)
10
The Burgers’ equation may be transformed into the heat equation by using the Hopf-Cole transformation
[19, 20],
u(x, t) = −2ν 1
φ(x, t)
∂φ(x, t)
∂x
. (69)
This transforms Burgers equation into the standard diffusion equation,
∂φ(x, t)
∂t
= ν
∂2φ(x, t)
∂x2
, (70)
This allows for the construction of an infinite domain solution to the Burgers equation. One such solution
is.
u(x, t) =
C2 + 2νC
2
1 tanh (tC2 − xC1 + C3)
C1
, (71)
where C1, C2, C3 ∈ R are constants that depend on the initial condition. If we take the initial condition to
be,
u(x, 0) = 1 + 2ν tanh (c− x) . (72)
Then the solution is given by,
u(x, t) = 1 + 2ν tanh (c+ t− x) . (73)
To construct the numerical scheme we match the PDE of interest, Eq (68), to the diffusive limit of the
master equation, Eq. (14). From this we see that,
D = ν (74)
β =
1
4ν
(75)
F (x, t) = u(x, t) (76)
Thus the numerical scheme, Eq. (31), becomes,
U(i, n) =
U(i− 1, n− 1)
1 + exp(−∆x8ν (U(i− 2, n− 1) + 2U(i− 1, n− 1) + U(i, n− 1)))
+
U(i+ 1, n− 1)
1 + exp(∆x8ν (U(i+ 2, n− 1) + 2U(i+ 1, n− 1) + U(i, n− 1)))
.
(77)
5.1. CFL Condition
The Courant-Friedrichs-Lewy (CFL) condition is a well known necessary criterion for the stability of
finite difference type numerical schemes for hyperbolic partial differential equations. The CFL condition
can be understood to imply that the numerical domain of the solution must be able to support the analytic
solution of the PDE, otherwise information will be lost as the numerical solution is propagated in time [25].
For the Burgers’ equation under consideration CFL condition states that
v∆t
∆x
≤ Cmax, (78)
where v is the magnitude of velocity and Cmax is usually 1. We note here that the maximum velocity that
our grid can accurately capture is ∆x/∆t and the maximum advective velocity prescribed by the model is
u(x, t). We then require
∆x
∆t
≤ u(x, t) ∀x, t, (79)
which is equivalent to the CFL condition in this case. Moreover, the relation
∆t =
∆x2
2D
, (80)
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indicates the relation between mesh spacing and the diffusive coefficient D, i.e. we have
∆x
∆t
=
2D
∆x
≤ u(x, t). (81)
Unfortunately to impose this condition the solution, u(x, t), needs to be known or estimated for all time and
space. However, we may derive a useful heuristic from a physical argument: since the CFL condition ensures
that the granularity of the mesh is sufficiently fine to accurately capture the velocity of propagation we may
also interpret this as requiring the probability of jumping left or right to be within (0, 1), where a probability
of jumping left (or right) of 1 (or 0) implies that a particle is moving at the maximum velocity allowed by
the mesh, and within this framework this velocity may never be exceeded. We may then heuristically check
that the jump probabilities remain sufficiently far from either 0 or 1.
We also argue that due to the viscosity present in the model, the maximum value of u(x, t) occurs when
t = 0 for some value of x. We may then prescribe the CFL number to be Cmax = max
x
u(x, 0).
We note here that, in general, violation of the CFL condition does not guarantee that a numerical
solution will blow up. We observe numerically that if the CFL condition is violated erroneous features form
in the solution but the stability of the scheme, in respect to Eq. (50) is not compromised.
5.2. Example 1: Dirichlet Boundary Conditions
The infinite domain solution, Eq (73), may be used to find an exact solution of the Burger’s equation on
a finite domain, subject to time dependent Dirichlet boundary conditions. Taking Eq. (68) on the domain
x ∈ [0, 100] with the initial condition given by Eq. (72), and boundary conditions,
u(0, t) = 1 + 2ν tanh(t+ c), (82)
u(100, t) = 1 + 2ν tanh(t+ c− 100). (83)
The exact solution is then given by Eq. (73).
The numerical scheme then comprises of Eq. (77), subject to the initial conditions,
U(i, 0) = 1 + 2ν tanh (c− i∆x) , (84)
The Dirichlet boundary conditions are implemented via Eq. (39), this requires the setting of the boundary
points,
U(0, n) = 1 + 2ν tanh (n∆t+ c) (85)
U(L, n) = 1 + 2ν tanh (n∆t− 100 + c) (86)
where is L =
⌊
100
∆x
⌋
. The jump probabilities for the boundary points must be computed using the single
point quadrature form, Eq. (26), so as to avoid the need for an additional point exterior to the boundary.
Thus,
U(1, n) =
U(0, n− 1)
1 + exp(−∆x2ν U(0, n− 1))
+
U(2, n− 1)
1 + exp(∆x8ν (U(3, n− 1) + 2U(2, n− 1) + U(1, n− 1)))
, (87)
and
U(L−1, n) = U(L− 2, n− 1)
1 + exp(−∆x8ν (U(L− 3, n− 1) + 2U(L− 2, n− 1) + U(L− 1, n− 1)))
+
U(L, n− 1)
1 + exp(∆x2ν U(L, n− 1))
(88)
For 2 ≤ i ≤ L− 2, U(i, n) will be given by Eq. (77).
A numerical solution was obtained where c = −3, and ν = 0.45. A range of ∆x values were chosen so that
the numerical method would produce a value at t = 625081 , specifically ∆x ∈ { 253 , 2512 , 2527 , 2548 , 13 , 25108 , 25147 , 25192 , 25243 , 112}.
Confirming the accuracy analysis in section 4.2 an accuracy of order ∆x2 was observed. Figure 1 provides
a plot of the L1-Norm of the error defined as,
E(n∆t) = ∆x
∑
i
|U(i, n)− u(i∆x, n∆t)|. (89)
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Figure 1: Example One: Burgers Equation with time dependent Dirichlet boundary conditions. (Top Left) Error as a function
of time. The arrow indicates direction of increasing ∆x. Red points indicate that the CFL condition is broken. (Top Right)
Error as a function of ∆x at t = 6250
81
. (Bottom Left) Plot of the solutions at t = 6250
81
, the arrow indicates the direction of
increasing ∆x. The exact solution is shown as a solid black line. (Bottom Right) Difference between the exact solution and
the numerical approximation at t = 6250
81
.
5.3. Example 2: Neumann Boundary Conditions
The second example we consider uses Neumann boundary conditions, again obtaining an exact solution
from the infinite domain solution. Considering the Burger’s equation, Eq. (68), on the domain, x ∈ [0, 100]
with the initial condition given by Eq. (72), and with time dependent Neumann boundary conditions given
by,
∂u(x, t)
∂x
∣∣
x=0
= −2ν sech2(t+ c), (90)
∂u(x, t)
∂x
∣∣
x=10
= −2ν sech2(t− 100 + c). (91)
Then the solution will once again be given by Eq. (73). In this case we need the boundary points, x = 0
and x = 100, to lie between lattice points. As such we have,
U(i, n) ≈ u((i− 1
2
)∆x, n∆t). (92)
Similarly to Example 1, the numerical scheme comprises of Eq. (77), subject to the initial conditions,
U(i, 0) = 1 + 2ν tanh
(
c− (i− 1
2
)∆x
)
, (93)
13
The boundary conditions are now implemented by setting ghost points outside the domain via Eq. (49), so
that,
U(L+ 1, n) = U(L, n)− 2∆xν sech2(n∆t− 100 + c), (94)
and
U(0, n) = U(1, n) + 2∆xν sech2(n∆t+ c). (95)
Once again, the jump probabilities for the ghost points must be computed using the single point quadra-
ture form, Eqs. (25) and (26), so as to avoid the need for an additional ghost point.
Similarly to example one, values of ∆x were chosen so that the solution could be compared at t = 625081 ,
specifically ∆x ∈ {253 , 2512 , 2527 , 2548 , 13 , 25108 , 25147 , 25192 , 25243 , 112}. As in example one, an accuracy of order ∆x2 was
observed.
Figure 2: Example Two: Burgers Equation with time dependent Neumann boundary conditions. (Top Left) Error as a function
of time. The arrow indicates direction of increasing ∆x. Red points indicate that the CFL condition is broken. (Top Right)
Error as a function of ∆x at t = 6250
81
. (Bottom Left) Plot of the solutions at t = 6250
81
, the arrow indicates the direction of
increasing ∆x. The exact solution is shown as a solid black line. (Bottom Right) Difference between the exact solution and
the numerical approximation at t = 6250
81
.
6. Conclusion
We have shown that a discrete time random walk (DTRW) can be used to construct a numerical method
for the solution of general non-linear advection-diffusion partial differential equations. The derived explicit
numerical scheme is both easy to implement and stable, even in the case where the underlying equations ad-
mit shock solutions. Provided that the underlying stochastic process that the numerical scheme is based on
exists, we have shown that the scheme must be stable. As a prototypical example of a nonlinear advection-
diffusion equation we have considered the one-dimensional viscous Burgers’ equation. Burgers’ equation
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arises from the simplification of the homogenous incompressible Navier-Stokes equations and has been ex-
tensively used as a benchmark for numerical methods for hyperbolic partial differential equations due to the
non-linearities and array of dynamics exhibited by the equation. The presented DTRW scheme accurately
captures the dynamics of Burgers’ equation when compared with exact solutions.
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