The purpose of this work is to provide a general formalism for the study in small times of heat evolution semigroups associated to operators that can be written as sum of squares. We give a representation of such heat kernels as the averaging over the set of Brownian paths of the exponential of an infinite Lie series. The method we develop is an alternative to Itô's theory of stochastic differential equations for small times problems and can be applied in a more general setting. In order to illustrate the method, we apply this formalism to give a new short proof of Atiyah-Singer local index theorem.
Introduction
As an introduction, let us motivate our study from easy considerations on the Gaussian measure in R d . The Laplace transform of the Gaussian measure is given by the following formula: For every λ 1 , ..., λ d ∈ C d ,
2 dx.
This equality gives rise to a purely algebraic identity between formal series. Indeed, let R c [[X 0 , ...,
be the commutative algebra of formal series with d + 1 indeterminates. In this algebra, we will get the following identity:
that is
Moreover from (1.1), we easily deduce
2 dx, t > 0. (1.2) Let us now consider the linear partial differential equation
where L is a second order differential operator that can be written
Under mild conditions, it is known that the solution is described by the evolution semigroup:
Φ(t, x) = (P t f )(x) = (e tL f )(x).
Consider the simple case
In that case V i V j = V j V i , so that by applying (formally) the formula (1.2), we get (2πt) d/2 dy, which is the correct expression for the solution of (1.3).
Of course, the formula (1.2) only holds in the commutative case and the main object of this work is to provide a formula for P t = e t(X 0 + 1 2 d i=1 X 2 i ) in the non-commutative algebra of formal series. In this non-commutative framework, there is analogue of formula (1.2): P t appears as the averaging over the set of Brownian paths of the exponential of an infinite random Lie series. This representation has the advantage to make clearly appear the Lie structure that is hidden behind any evolution semigroup.
The paper is organized as follows. In the first part, which is purely algebraic, we establish the formula for e
) . Our method relies on random Chen series that are constructed from Brownian paths integrals. Besides the fact that convergence questions are eluded, one advantage to work in the abstract setting of formal series is to get universal formulas that can be applied in any algebra of operators. In the second part, which is analytical and geometrical, we use the algebraic tools developed in the previous section to construct explicit approximations in small times of heat semigroups and focuss on the hypoelliptic case. Finally in the last part we give new short proofs of the Chern-GaussBonnet theorem and of the Atiyah-Singer local index theorem for the Dirac operator on the spin bundle.
Acknowledgment:
The author would like to thank M. Hairer for stimulating discussions.
The heat semigroup as a non commutative Laplace transform
In this first section we work in a purely algebraic setting to get our formula for the non commutative Laplace transform. We first briefly survey and extend some results on Chen series that will be later needed. Basic background on Chen series with respect to regular paths can be found in [13] and background on Chen series with respect to Brownian paths can be found in Chapter 1 of [4] (see also [15] ). We will extend the results of [4] by adding a drift term X 0 and by considering the case of time dependent coefficients. We will also provide a Wiener chaos expansion of the Chen series associated with Brownian paths. And finally, we will deduce from our study the algebraic counterpart of the well-known Gaveau formula [16] , that is a closed formula for heat semigroups in the two-step nilpotent free Lie algebra.Other examples will be investigated.
Chen series
Let R[[X 0 , ..., X d ]] be the non commutative algebra over R of the formal series with d+1 indeterminates, that is the set of series
We define the bracket between two elements U and
If I = (i 1 , ..., i k ) ∈ {0, ..., d} k is a word, we denote by X I the commutator defined by
We will denote by S k the set of the permutations of {0, ..., k}. If σ ∈ S k , we denote e(σ) the cardinality of the set {j ∈ {0, ..., k − 1}, σ(j) > σ(j + 1)}, and σ(I) the word (i σ(1) , ..., i σ(k) ). Let now x : R ≥0 → R d+1 be an absolutely continuous path. We make use of the following notations:
.., d} k is a word with length k,
Finally, we denote
With these notations we have the following identity between formal series:
This theorem is due to Chen [13] who shows that the series
is the exponential of a Lie series and to Strichartz [30] , who precises explicitly the coefficients of this Lie series by using a generalization of Baker-Campbell-Hausdorff formula.
For our purpose, we will need to extend Theorem 2.1 to Brownian paths that are not absolutely continuous but only 1 2 − ε Hölder continuous. So, we have to use a convenient notion for the integrals
when the path x is not regular. This can be done in great generality by using the rough paths theory of Lyons [22] . In the case of Brownian paths, the good generalization for the iterated integrals is given by iterated Stratonovich integrals.
More precisely, let us now consider a d-dimensional standard Brownian motion (B t ) t≥0 = (B 1 t , ..., B d ) t≥0 . We use the convention that B 0 t = t. If I = (i 1 , ...i k ) ∈ {0, ..., d} k is a word with length k, the iterated Stratonovich integral
can be defined as the limit in p-variation, p > 2,
where B n denotes the piecewise linear interpolation of the paths of (B u ) 0≤u≤t along the dyadic subdivision of [0, t].
With the notation,
e(σ)
we have the following analogue of Theorem 2.1 for Brownian paths:
The heat kernel formula
is a random series, that is if the coefficients are real random variables defined on a probability space, we will denote
as soon as this expression makes sense, that is as soon as for every I = (i 1 , ..., i k ),
where E stands for the expectation.
Theorem 2.3 We have
Proof. From Proposition 2.2, by expanding out the exponential we have
where we denoted
By using the techniques of the stochastic calculus of variations on the Brownian paths, it is possible to precise the previous formula by giving the Wiener chaos decomposition of the Chen series associated with Brownian paths:
where the above integrals are Itô's integrals and
Proof. We first prove an integration by parts formula for
Let (Θ t ) t≥0 be a R d -valued adapted and continuous process that satisfies
Let ε > 0 and let I = (i 1 , ..., i k ) ∈ {0, ..., d} k be a word. Due to the Girsanov's theorem, we have
•dB
where
The idea is now to make an asymptotic development of the two members of the above equality when ε → 0 and to identify the terms that have order ε. On the left hand side, we get by using stochastic Fubini theorem:
with the convention that if J is an empty word
•dB J = 1,
On the right hand side, we get:
•dB I .
Consequently,
•dB i j+1 ,...,i k ds .
Therefore, due to stationnarity and independence of Brownian increments,
Let us now observe that
We therefore obtained the following (interesting in itself) integration by parts formula
Thanks to this formula, we can now obtain the required development. Let us first observe that, due to the existence of a Wiener chaos expansion for each of the Stratonovich iterated integral, we can find formal series
.., X d ) whose coefficients are polynomials in x 0 , x 1 , ..., x k such that:
Our goal is to identify each of this series.
An iterative application of (2.5) shows that
Therefore, by using expansion (2.6), we obtain:
Since it holds for any f 1 , .., f d , it implies that the coefficients of the two series
have to be equal. This concludes the proof.
It is also interesting to observe that we can extend Theorem 2.3 to time-dependent coefficients. Let
As above, if I ∈ {0, ..., d} k , we denote by f ⊗I the map
Proposition 2.5 We have
where:
Proof. The proof follows the same lines as the proof of Theorem 2.3. Using an easily proven slight extension of Proposition 2.2, we get
and thus,
As before we consider I k , the set of words with length k obtained by all the possible concatenations of the words {0}, {(i, i)}, i ∈ {1, ..., d}.
where J is the word obtained from I by contracting the words (i, i) into (i) when we write I as a concatenation of the words {0}, {(i, i)},
). Then, the result follows as in the proof of Theorem 2.3 by using Fubini theorem.
Some explicit computations
We now conclude this section by providing some closed formulas in quotients of
As easily seen (see the discussion in the introduction), we first have,
We now turn to the next order of nilpotence, that is the two-step nilpotent case.
quotiented by the relations
we have
x * (Ω coth 1 2 tΩ)x dx, t > 0 where,
Proof. Let us denote P t = e
From the results of the previous paragraph, in this quotient, we have
At this point, let us recall the following generalization of Lévy's area formula: Let A be a d × d skew-symmetric matrix with complex coefficients. Then, for t > 0 and x ∈ R,
This last formula is seen to be universal, that is, it also stands if the matrix A is valued in the commutative algebra of formal series. Our formula in the two-step nilpotent case follows therefore.
Remark 2.8 By applying the previous formula to
we recover the well know Mehler's formula (see [32] 
By applying this to
We believe that this formula could be of use in the study of the geometry of Riemann surfaces, nevertheless let us mention that for t > 0, the joint law
does not seem to be known, excepted in the special cases α = 0 or β = 0 (see [33] ).
3 Approximations of heat semigroups 3.1 A general approximation procedure
In this section, we apply the results of the previous section to construct explicit approximations of general heat semigroups. The idea is to truncate the Lie series that appear in the representation of the heat kernel.
Let M be a d-dimensional compact smooth manifold and let E be a vector bundle over M. We denote by Γ(M, E) the space of smooth sections. Let now ∇ denote a connection on E.
We consider the following linear partial differential equation
where L is an operator on E that can be written
the V i 's being smooth vector fields on M. It is known that the solution of (3.7) can be written
By using the algebraic formalism developped in the previous section, we now show how to construct parametrices for the equation (3.7). In order to simplify the notations, if I ∈ {0, 1, ..., d} k is a word, we denote
Roughly speaking, a parametrix of order α ≥ 0 for the equation (3.7) is a family of operators Q t , t ≥ 0 such that
A parametrix of order α defines then an approximate solution in small times. If I ∈ {0, 1, ..., d} k is a word, we denote
where n(I) is the number of 0 in the word I.
For N ≥ 1, we introduce
For instance
and
The meaning of this last notation is the following.
is the solution of the first order partial differential equation with random coefficients:
Before we turn to a rigorous approximation result, let us explain how, at the formal level, P N t has to be a good approximation of P t . From the results of the previous section we have formally,
By using the well-known Volterra series for the exponential of a perturbed operator, and by taking then the expectation, we get formally therefore
Due to the scaling property of Brownian motion, we see that
2 . This suggests that we should have in a convenient topology
In order to prove this, in a rigorous way, we will not use the techniques of Volterra series (because of convergence problems) but rather results on Taylor development of stochastic flows whose remainder term is well controlled due by e.g. to works of Azencott [3] , Ben Arous [8] , Castell [12] . We now turn to our rigorous approximation theorem. To this end, we introduce the following family of norms: If f ∈ Γ(M, E), for k ≥ 0,
We will use the same notation for sections on M × M.
, t → 0.
Proof.
Due to the works of Azencott [3] , Ben Arous [8] , and more precisely Castell [12] , the stochastic Taylor expansion of
where Ψ(τ, x) is the solution of the first order random partial differential equation:
and where the remainder term satisfies: ∃ α, c > 0 such that ∀A > c,
Therefore, by taking expectation in (3.8), we get
the theorem is proved.
Approximation of heat semigroups on functions
We analyze now more deeply the action of the family (P N t ) t≥0 on functions. We will see that though (P N t ) t≥0 does not enjoy the semigroup property, it can be factorized in a N -nilpotent free group. We will deduce from this factorization, a factorization of any sum of the squares operator in a nilpotent group.
So, let M be a d-dimensional smooth manifold and let L be an operator on M that can be written 
We can write the stratification
Up to isomorphism, g N is the Lie algebra of a unique simply connected nilpotent Lie group that will be denoted G N . On g N we will consider the family of linear operators υ t : g → g, t ≥ 0 which act by scalar multiplication t i on V i . These operators are Lie algebra automorphisms due to the grading. The maps δ t induce Lie group automorphisms Υ t : G N → G N which are called the canonical dilations of G N . From now on, we identify X i with a left invariant vector field on G N and denote
Let us observe that the bracket generating condition is satisfied at each point, so that due to Hörmander's theorem, ∆ N is hypoelliptic. For x 0 ∈ M, we introduce the smooth map
such that for any piecewise smooth path
According to Chow's theorem (see Theorem 2.4 in [4] ), such a map is well-defined in a unique way.
For N ≥ 1, we still denote
In this setting, we have the following factorization of P N t in G N :
Proposition 3.2 For every x 0 ∈ M and every smooth f : M → R,
Proof. Due to the definition of P N t , we have Let us now observe that, from a small extension of Proposition 2.3. in [4] , the stochastic process (Y t ) t≥0 is the solution of the following stochastic differential equation defined on G N :
As an immediate corollary of Theorem 3.1 and Proposition 3.2, we get the following factorization of L in the Lie group G N .
Corollary 3.3 For every x 0 ∈ M and every smooth
Due to the scaling property of Brownian motion, we have: For every x 0 ∈ M and every smooth
The small time behavior at x 0 of P N t and hence of P t is thus controlled by the differential map dπ N x 0 (0). A lot can be said on this map in the hypoelliptic case.
Approximation of hypoelliptic semigroups
We now restrict our attention to sum of the squares operators that satisfy strong Hörmander's condition. In that case the previous factorization takes a particularly nice form that involves the notion of tangent space for hypoelliptic operators. For this notion of tangent space we refer to the seminal work [29] , to the quite recent and very complete survey [6] and to [5] and Chapter 3 of [4] for a probabilistic approach.
Strong Hörmander's Condition:
For every x ∈ M, we have:
The set of linear combinations with smooth coefficients of the vector fields V 0 , ..., V d shall be denoted in the sequel D. Let us observe that D is naturally endowed with a structure of C ∞ (M, R)-module. For x ∈ R n , we denote
The Lie brackets of vector fields generates a flag
where D k is the C ∞ (M, R)-module generated by the set of vector fields V I , where I describes the set of words such that d(I) ≤ k. Moreover, due to Jacobi identity, we have
Hörmander's strong condition, which we supposed to hold, states that for each x ∈ R n , there is a smallest integer r(x) such that D r(x) = T x M. For each x ∈ R n , the flag (3.9) induces a flag of finite dimensional vector spaces,
A point x ∈ M will be said to be a regular point if the integer list dim
The Lie bracket of vector fields induces a bilinear map on N (D) which respects the grading: 
The result is now easily proved by using an asymptotic development of the previous expression when t → 0 and by taking for ψ the unique surjective Lie algebra morphism such that ψ(X i ) = V i (x 0 ). Such a morphism is unique because g N is free.
An immediate corollary of Proposition 3.4 is the well-known (see by e.g. [7] , [21] and [31] ) behavior of the heat kernel of e tL on the diagonal:
, where p t is the heat kernel of e tL and D =
, the homogeneous dimension of the tangent space TD(x 0 ).
In some cases, it is possible to strengthen Proposition 3.4. Let us say that x 0 ∈ M is strongly regular for L if it is regular and if there exist a local diffeomorphism Φ x 0 : O → O ′ (O is a neighborhood of 0 in TD(x) and O ′ a neighborhood of x 0 in M) and a surjective Lie group morphism Ψ :
then, it is easily seen that x 0 is a strongly regular point with tangent space G N . If x 0 is a strongly regular point of L, then for every smooth f : M → R,
where ∆ TD(x 0 ) is the sublaplacian of TD(x 0 ) (that is the image of ∆ N by Ψ).
Local index theorems
The goal of this section is to give a short proof of the local Atiyah-Singer theorem by using approximations of heat semigroups. This heat equation approach to index theorems is not new: It was suggested by Atiyah-Bott [1] and McKean-Singer [23] , and first carried out by Patodi [26] and Gilkey [18] . Bismut in [10] introduces stochastic methods based on Feynman-Kac formula. For probabilistic approaches, we also refer to [20] and Chapter 7 of [19] . For a complete survey on (non probabilistic) heat equation methods for index theorems, we refer to the book [9] .
However, in our approach we will see that the A-genus and Chern character appear in a natural way, from purely local computations on parametrices of heat semigroups. The idea is the following: Since from McKean-Singer theorem, the supertrace of P t has to be constant and equal to the index, we will replace P t by a good enough approximation Q t whose supertrace is constant and easy to compute.
Though the Chern-Gauss-Bonnet theorem and the local index theorem for the Dirac operator on the spin bundle are consequences of the local index theorem for Dirac operators on twisted bundles, for a sake of understanding we present only proofs of these two theorems: Roughly speaking, the commutative approximation given by Proposition 2.6 is enough to prove Chern-Gauss-Bonnet theorem, whereas the two-step nilpotent approximation given by Proposition 2.7 is needed for the local index theorem for the Dirac operator on the spin bundle. The general proof in twisted bundles follows the same lines as the proof in the spin bundle, i.e. involves a two-step nilpotent approximation and does require new ideas.
The Chern-Gauss-Bonnet Theorem
Let M be a d-dimensional Riemannian, compact, smooth manifold. The Chern-Gauss-Bonnet theorem proved by Chern [14] in 1944 is the following:
where ω is the Euler form, that is the volume form given in a local orthonormal frame e i by
where Σ d is the set of the permutations of the indices {1, ..., d}, ǫ the signature of a permutation, and
with R Riemannian curvature of M.
The striking feature of Chern-Gauss-Bonnet theorem that makes it so beautiful is that the Euler form depends on the Riemannian metric whereas χ(M) is only a topological invariant. We now turn to a short proof of it.
To be complete, we first briefly recall some basic facts on Fermion calculus on the Clifford exterior algebra of a finite dimensional vector space, as can be found in Section 2.2.2 of [28] and that will be used in our proof. Let V be a d-dimensional Euclidean vector space. We denote V * its dual and
the exterior algebra. If u ∈ V * , we denote a * u the map ∧V * → ∧V * , such that a * u (ω) = u ∧ ω. The dual map is denoted a u . Let now θ 1 , ..., θ d be an orthonormal basis of V * . We denote a i = a θ i . We have the basic rules of Fermion calculus
where {·, ·} stands for the anti-commutator: {a i , a j } = a i a j + a j a i . If I and J are two words with
The family of all the possible A IJ forms a basis of the 2 2d -dimensional vector space End (∧V * ). If A ∈ End (∧V * ), we define the supertrace Str(A) as the difference of the trace of A on even forms minus the trace of A on odd forms. The interest of Fermion calculus (which is equivalent to Clifford calculus) is that it makes easy computations on supertraces: If A = I,J c IJ A IJ , then
If Ψ : V * → V * is an othogonal map, we can extend Ψ in a unique way, into an orthogonal map ∧Ψ : ∧V * → ∧V * such that:
If now ψ : V * → V * is a skew-symmetric map, we can extend ψ in a unique way into a skew-symmetric map Dψ : ∧V * → ∧V * such that:
An easy computation shows that:
Let us furthermore observe that if Ψ = e ψ , then we have ∧Ψ = e Dψ . Finally, if ψ 1 , ψ 2 :
The first keypoint of our approach is the following pathwise estimate:
and the remainder term R is bounded in probability.
Proof. This result is quite straightforward once we observed that, due to formula (4.10), the only terms in the Lie series I,d(I)≤d Λ I (B) t ν I that contribute to the supertrace and that have order O t We now carry the Fermionic construction on the tangent spaces of our manifold M. Let e i be a local orthonormal frame and let θ i be its dual frame. The curvature endomorphism is defined by
with R Riemannian curvature of M. This definition is actually intrinsic, i.e. does not depend on the choice of the local frame. In this setting, the celebrated Weitzenböck formula reads = ∆ + F, where = dd * + d * d is the Hodge-DeRham Laplacian and ∆ the Bochner Laplacian. Let us recall that if e i is a local orthonormal frame, we have the following explicit formula for ∆:
where ∇ is the Levi-Civita connection.
After these preliminaries, we can now turn to the proof of Chern-Gauss-Bonnet theorem. From now on, we suppose that the dimension d is even. The first crucial step is McKean-Singer formula [23] . We have
where P t = e −t and p t is the corresponding Schwartz kernel (density). In words, the supertrace is constant along the heat semigroup associated with the Hodge-DeRham Laplacian and this constant is equal to the Euler characteristic. At this point, we can use our results to provide a good enough approximation of P t in order to show that for every x ∈ M,
where ω is the Euler form.
So, we want to approximate in small times p t (x, x) at a given point x ∈ M. To this end, let us work in a synchronous orthonormal local frame e i centered at x, i.e. ∇e i (x) = 0. At the center x of this frame, we have:
Therefore, according to Weitzenböck formula, at x
Let us now use the commutative approximation of P t given by Proposition 2.6 and consider
4t dx, t > 0.
If we want an approximation of p t (x, x), we have to compute the density with respect to the volume measure of Q t evaluated at the Dirac distribution δ x . A straightforward computation gives
Thus, this last expression should give a good approximation of p t (x, x). An easily proved and non surprising precise statement is the following: When t → 0,
But as seen in the next proposition, due to Lemma 4.2, fantastic and subtle cancellations 1 occur at the paths level when we take the supertrace:
Proof. Our first step will be to write globally the Bochner Laplacian ∆ as a sum of squares operator in order to apply previous results. Though this is not possible on a general Riemannian manifold, we can lift everything into the orthonormal frame bundle to get such a decomposition. More precisely, let us denote the set of orthonormal frames at m ∈ M, that is the set of orthogonal maps 
where, if θ is a p-form on M, T θ(u) = u −1 θ(πu), u ∈ O(M). Due to Weitzenböck formula, we have therefore the following interwinning of semigroups: 12) where F * is the lift of F. In order to simplify the notations in what follows, we set
By using Theorem 3.1, we have
At the level of Schwartz kernels, the interwinning (4.12) thus implies that for u ∈ O(M), when t → 0,
We deduce that for x ∈ M and u ∈ O(M) such that πu = x, when t → 0,
Now, the idea is the following. As seen in Lemma 4.2, the only terms in the Lie series I,d(I)≤d λ I (B) t V I that give a non vanishing supertrace with order O(t d/2 ) are the terms for which d(I) = 1 and −tF * . Thus, we get
Since, thanks to a stochastic Taylor expansion
where R is bounded in probability, we deduce
As for the Chern-Gauss-Bonnet theorem, we first recall some linear algebra constructions as can be found in Chapter 3 of [9] .
Let V be an oriented d dimensional Euclidean space. We assume that the dimension d is even. The Clifford algebra Cl(V ) over V is the algebra
Let e 1 , ..., e d be an oriented basis of V . The family
forms a basis of Cl(V ) that is therefore of dimension 2 d . In T(V ) we can distinguish elements that are even from elements that are odd. This leads to a decomposition:
with V ⊂ Cl − (V ). A Clifford module is a vector space E over R (or C) that is also a Cl(V )-module and that admits a direct sum decomposition
It can be shown that there is a unique Clifford module S, called the spinor module over V such that:
There is therefore a natural notion of supertrace on Cl(V ) that is given by
where a ∈ Cl(V ) is seen as an element of End(S). If
then we have the following analogue of (4.10)
If ψ ∈ so(V ), that is if ψ : V → V is a skew-symmetric map, we define
ψ(e i ), e j e i e j ∈ Cl(V ),
is therefore a Lie algebra. The Lie group Spin(V ) is the group obtained by exponentiating Cl 2 (V ) inside the Clifford algebra Cl(V ); It is the two-fold universal covering of the orthogonal group SO(V ). It can also be described as the set of a ∈ Cl(V ) such that:
If v 1 , ..., v d ∈ so(V ) and if σ is a permutation, then we have
In this setting, as a keypoint of our approach, we have the following pathwise estimate that is the analogue of Lemma 4.2:
Observe that this time the Lévy's areas terms t 0 B i s dB j s − B j s dB i s have to be taken into account in the supertrace because they are affected with a Cl 2 (V ) coefficient. We now come back to differential geometry and carry the above construction on the tangent spaces of a Riemannian manifold.
So, let M be a compact d-dimensional, Riemannian and oriented manifold. We assume that d is even. We furthermore assume that M admits a spin structure: That is, there exists a principal bundle on M with structure group Spin(R d ) such that the bundle charts are compatible with the universal covering Spin(R d ) → SO(R d ). This bundle will be denoted SP(M) and π will denote the canonical surjection. The spin bundle S over M is the vector bundle such that for every x ∈ M, S x is the spinor module over T x M. At each point x, there is therefore a natural action of Cl(T x M) ≃ End(S x ).
On S, there is a canonical elliptic first-order differential operator called the Dirac operator and denoted D. In a local orthonormal frame e i , we have
where ∇ is the Levi-Civita connection. We have an analogue of Weitzenböck formula which is the celebrated Lichnerowicz formula (see Theorem 3.52 in [9] ):
where s is the scalar curvature of M and ∆ is given in a local orthonormal frame e i by
(∇ e i ∇ e i − ∇ ∇e i e i ).
After these preliminaries, we can now turn to the proof of the local index theorem for D. As for the proof of the Chern-Gauss-Bonnet theorem, the first crucial step is a McKean-Singer type formula: We have ind(D) = Str(P t ) = M Str p t (x, x)dx, t > 0, where P t = e −tD 2 and p t is the corresponding Schwartz kernel. We want now a good enough approximation of P t in order to show that for every x ∈ M, lim t→0
Str p t (x, x)dx = 1 2iπ Hence, here again, we want to approximate in small times p t (x, x) at a given point x ∈ M. As for the Chern-Gauss-Bonnet theorem proof, let us first guess what should be the good approximation by working in a synchronous local frame e i centered at x. At the center x of this frame, we have: and the scaling property of Brownian motion, it is easy to show (see Section 7.7. of [19] for further details) that in L p (P x ), p ≥ 1, P x = P · | π e I,d(I)≤d λ I (B)tV I u = We deduce therefore that
Str E e This last formula, combined with formula (4.15) shows that everything happens as if the c(Ω(e i , e j )) were commuting; in that case Proposition 2.7 applies and we conclude with (4.14).
The proof is complete.
