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Pair correlation densities of
inhomogeneous quadratic forms
By Jens Marklof
Abstract
Under explicit diophantine conditions on (α, β) ∈ R2, we prove that the
local two-point correlations of the sequence given by the values (m − α)2 +
(n−β)2, with (m,n) ∈ Z2, are those of a Poisson process. This partly confirms
a conjecture of Berry and Tabor [2] on spectral statistics of quantized integrable
systems, and also establishes a particular case of the quantitative version of the
Oppenheim conjecture for inhomogeneous quadratic forms of signature (2,2).
The proof uses theta sums and Ratner’s classification of measures invariant
under unipotent flows.
1. Introduction
1.1. Let us denote by 0 ≤ λ1 ≤ λ2 ≤ · · · → ∞ the infinite sequence given
by the values of
(m− α)2 + (n− β)2
at lattice points (m,n) ∈ Z2, for fixed α, β ∈ [0, 1]. In a numerical experi-
ment, Cheng and Lebowitz [3] found that, for generic α, β, the local statistical
measures of the deterministic sequence λj appear to be those of independent
random variables from a Poisson process.
1.2. This numerical observation supports a conjecture of Berry and Tabor
[2] in the context of quantum chaos, according to which the local eigenvalue
statistics of generic quantized integrable systems are Poissonian. In the case
discussed here, the λj may be viewed (up to a factor 4π
2) as the eigenvalues
of the Laplacian
−∆ = − ∂
2
∂x2
− ∂
2
∂y2
with quasi-periodicity conditions
ϕ(x+ k, y + l) = e−2πi(αk+βl)ϕ(x, y), k, l ∈ Z.
The corresponding classical dynamical system is the geodesic flow on the unit
tangent bundle of the flat torus T2.
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1.3. The asymptotic density of the sequence of λj is π, according to the
well known formula for the number of lattice points in a large, shifted circle:
#{j : λj ≤ λ} = #{(m,n) ∈ Z2 : (m− α)2 + (n− β)2 ≤ λ} ∼ πλ
for λ→∞. The rate of convergence is discussed in detail by Kendall [11].
1.4. More generally, suppose we have a sequence λ1 ≤ λ2 ≤ · · · → ∞ of
mean density D, i.e.,
lim
λ→∞
1
λ
#{j : λj ≤ λ} = D.
For a given interval [a, b] ⊂ R, the pair correlation function is then defined as
R2[a, b](λ) =
1
Dλ
#{j 6= k : λj ≤ λ, λk ≤ λ, a ≤ λj − λk ≤ b}.
The following result is classical.
1.5. Theorem. If the λj come from a Poisson process with mean den-
sity D,
lim
λ→∞
R2[a, b](λ) = D(b− a)
almost surely.
1.6. We will assume throughout most of the paper that α, β, 1 are linearly
independent over Q. This makes sure that there are no systematic degeneracies
in the sequence, which would contradict the independence we wish to estab-
lish. The symmetries leading to those degeneracies can, however, be removed
without much difficulty. This will be illustrated in Appendix A.
1.7. We shall need a mild diophantine condition on α. An irrational
number α ∈ R is called diophantine if there exist constants κ,C > 0 such that∣∣∣α− p
q
∣∣∣ > C
qκ
for all p, q ∈ Z. The smallest possible value of κ is κ = 2 [26]. We will say α
is of type κ.
1.8. Theorem. Suppose α, β, 1 are linearly independent over Q, and
assume α is diophantine. Then
lim
λ→∞
R2[a, b](λ) = π(b− a).
This proves the Berry-Tabor conjecture for the spectral two-point corre-
lations of the Laplacian in 1.2.
It is well known that almost all α (in the measure-theoretic sense) are
diophantine [26]. We therefore have the following corollary.
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1.9. Corollary. Let α, β be independent uniformly distributed random
variables in [0, 1]. Then
lim
λ→∞
R2[a, b](λ) = π(b− a)
almost surely.
1.10. Remark. In [4], Cheng, Lebowitz and Major proved convergence of
the expectation value1
lim
λ→∞
ER2[a, b](λ) = π(b− a),
that is, on average over α, β.
1.11. Remark. Notice that Theorem 1.8 is much stronger than the corol-
lary. It provides explicit examples of “random” deterministic sequences that
satisfy the pair correlation conjecture. An admissible choice is for instance
α =
√
2, β =
√
3 [26].
1.12. The statement of Theorem 1.8 does not hold for any rational α, β,
where the pair correlation function is unbounded (see Appendix A.10 for de-
tails). This can be used to show that for generic (α, β) (in the topological
sense) the pair correlation function does not converge to a uniform density:
1.13. Theorem. For any a > 0, there exists a set C ⊂ T2 of second
Baire category, for which the following holds.2
(i) For (α, β) ∈ C, there exist arbitrarily large λ such that
R2[−a, a](λ) ≥ log λ
log log log λ
.
(ii) For (α, β) ∈ C, there exists an infinite sequence L1 < L2 < · · · → ∞
such that
lim
j→∞
R2[−a, a](Lj) = 2πa.
In the above, log log log λ may be replaced by any slowly increasing posi-
tive function ν(λ) ≤ log log log λ with ν(λ)→∞ (λ→∞).
1.14. The above results can be extended to the pair correlation densities
of forms (m1−α1)2+ . . .+ (mk −αk)2 in more than two variables; see [16] for
details.
1They consider a slightly different statistic, the number of lattice points in a random circular
strip of fixed area. The variance of this distribution is very closely related to our pair correlation
function.
2A set of first Baire category is a countable union of nowhere dense sets. Sets of second category
are all those sets which are not of first category.
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1.15. A brief review. After its formulation in 1977, Sarnak [25] was the
first to prove the Berry-Tabor conjecture for the pair correlation of almost all
positive definite binary quadratic forms
αm2 + βmn+ γn2, m, n ∈ Z
(“almost all” in the measure-theoretic sense). These values represent the eigen-
values of the Laplacian on a flat torus. His proof uses averaging techniques to
reduce the pair correlation problem to estimating the number of solutions of
systems of diophantine equations. The almost-everywhere result then follows
from a variant of the Borel-Cantelli argument. For further related examples
of sequences whose pair correlation function converges to the uniform density
almost everywhere in parameter space, see [20], [22], [30], [31], [34]. Results
on higher correlations have been obtained recently in [21], [23], [32].
Eskin, Margulis and Mozes [8] have recently given explicit diophantine
conditions under which the pair correlation function of the above binary
quadratic forms is Poisson. Their approach uses ergodic-theoretic methods
based on Ratner’s classification of measures invariant under unipotent flows.
This will also be the key ingredient in our proof for the inhomogeneous set-up.
New in the approach presented here is the application of theta sums [13], [14],
[15].
The pair correlation problem for binary quadratic forms may be viewed
as a special case of the quantitative version of the Oppenheim conjecture for
forms of signature (2,2), which is particularly difficult [7].
Acknowledgments. I thank A. Eskin, F. Go¨tze, G. Margulis, S. Mozes,
Z. Rudnick and N. Shah for very helpful discussions and correspondence. Part
of this research was carried out during visits at the Universities of Bielefeld
and Tel Aviv, with financial support from SFB 343 “Diskrete Strukturen in der
Mathematik” and the Hermann Minkowski Center for Geometry, respectively.
I have also highly appreciated the referees’ and A. Stro¨mbergsson’s comments
and suggestions on the first version of this paper.
2. The plan
2.1. The plan is first to smooth the pair correlation function, i.e., to
consider
R2(ψ1, ψ2, h, λ) =
1
πλ
∑
j,k
ψ1
(
λj
λ
)
ψ2
(
λk
λ
)
hˆ(λj − λk).
Here ψ1, ψ2 ∈ S(R+) are real-valued, and S(R+) denotes the Schwartz class
of infinitely differentiable functions of the half line R+ (including the origin),
which, as well as their derivatives, decrease rapidly at +∞. It is helpful to
think of ψ1, ψ2 as smoothed characteristic functions, i.e., positive and with
compact support. Note that hˆ is the Fourier transform of a compactly sup-
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ported function h ∈ C(R), defined by
hˆ(s) =
∫
R
h(u)e(12us) du,
with the shorthand e(z) := e2πiz.
We will prove the following (Section 8).
2.2. Theorem. Let ψ1, ψ2 ∈ S(R+) be real-valued, and h ∈ C(R) with
compact support. Suppose α, β, 1 are linearly independent over Q, and assume
α is diophantine. Then
lim
λ→∞
R2(ψ1, ψ2, h, λ) =
{
hˆ(0) + π
∫
R
hˆ(s) ds
} ∫ ∞
0
ψ1(r)ψ2(r) dr.
The first term comes straight from the terms j = k; the second one is the
more interesting.
Theorem 2.2 implies Theorem 1.8 by a standard approximation argument
(Section 8).
2.3. Using the Fourier transform we may write
R2(ψ1, ψ2, h, λ) =
1
πλ
∫
R
(∑
j
ψ1
(λj
λ
)
e(12λju)
)(∑
j
ψ2
(λj
λ
)
e(12λju)
)
h(u) du.
We will show that the inner sums can be viewed as a theta sum (see 4.14 for
details)
θψ(u, λ) =
1√
λ
∑
j
ψ
(
λj
λ
)
e(12λju)
living on a certain manifold Σ of finite volume (Sections 3 and 4). The inte-
gration in
R2(ψ1, ψ2, h, λ) =
1
π
∫
R
θψ1(u, λ)θψ2(u, λ)h(u) du
will then be identified with an orbit of a unipotent flow on Σ, which becomes
equidistributed as λ → ∞. The equidistribution follows from Ratner’s classi-
fication of measures invariant under the unipotent flow (Section 5). A crucial
subtlety is that Σ is noncompact, and that the theta sum is unbounded on
this noncompact space. This requires careful estimates which guarantee that
no positive mass of the above integral over a small arc of the orbit escapes to
infinity (Section 6).
The only exception is a small neighbourhood of u = 0, where in fact a
positive mass escapes to infinity, giving a contribution
2π2h(0)
∫ ∞
0
ψ1(r)ψ2(r) dr = π
2
∫
R
hˆ(s) ds
∫ ∞
0
ψ1(r)ψ2(r) dr,
which is the second term in Theorem 2.2.
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The remaining part of the orbit becomes equidistributed under the above
diophantine conditions, which yields
1
µ(Σ)
∫
Σ
θψ1θψ2dµ
∫
R
h(u) du,
where µ is the invariant measure (Section 7). The first integral can be calcu-
lated quite easily (Section 8). It is
1
µ(Σ)
∫
Σ
θψ1θψ2dµ
∫
R
h(u) du = π
∫ ∞
0
ψ1(r)ψ2(r) dr
∫
R
h(u) du,
which finally yields
πhˆ(0)
∫ ∞
0
ψ1(r)ψ2(r) dr,
the first term in Theorem 2.2.
The proof of Theorem 1.13, which provides a set of counterexamples to
the convergence to uniform density, is given in Section 9.
3. Schro¨dinger and Shale-Weil representation
3.1. Let ω be the standard symplectic form on R2k, i.e.,
ω(ξ, ξ′) = x · y′ − y · x′,
where
ξ =
(
x
y
)
, ξ′ =
(
x′
y′
)
, x,y,x′,y′ ∈ Rk.
The Heisenberg group H(Rk) is then defined as the set R2k ×R with mul-
tiplication law [12]
(ξ, t)(ξ′, t′) = (ξ + ξ′, t+ t′ + 12ω(ξ, ξ
′)).
Note that we have the decomposition((
x
y
)
, t
)
=
((
x
0
)
, 0
)((
0
y
)
, 0
)
(0, t− 12x · y).
3.2. The Schro¨dinger representation of H(Rk) on f ∈ L2(Rk) is given by
(cf. [12, p. 15])[
W
((
x
0
)
, 0
)
f
]
(w) = e(x ·w) f(w), with x,w ∈ Rk,[
W
((
0
y
)
, 0
)
f
]
(w) = f(w − y), with y,w ∈ Rk,
W (0, t) = e(t) id, with t ∈ R.
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Therefore for a general element (ξ, t) in H(Rk)[
W
((
x
y
)
, t
)
f
]
(w) = e(t− 12x · y) e(x ·w) f(w − y).
3.3. For every element M in the symplectic group Sp(k,R) of R2k, we can
define a new representation WM of H(R
k) by
WM (ξ, t) =W (Mξ, t).
All such representations are irreducible and, by the Stone-von Neumann theo-
rem, unitarily equivalent (see [12] for details). That is, for each M ∈ Sp(k,R)
there exists a unitary operator R(M) such that
R(M)W (ξ, t) R(M)−1 =W (Mξ, t).
TheR(M) is determined up to a unitary phase factor and defines the projective
Shale-Weil representation of the symplectic group. Projective means that
R(MM ′) = c(M,M ′)R(M)R(M ′)
with cocycle c(M,M ′) ∈ C, |c(M,M ′)| = 1, but c(M,M ′) 6= 1 in general.
3.4. For our present purpose it suffices to consider the group SL(2,R)
which is embedded in Sp(k,R) by(
a b
c d
)
7→
(
a 1k b 1k
c 1k d 1k
)
where 1k is the k × k unit matrix.
The action of M ∈ SL(2,R) on ξ ∈ R2k is then given by
Mξ =
(
ax+ by
cx+ dy
)
, with M =
(
a b
c d
)
, ξ =
(
x
y
)
.
3.5. For M ∈ SL(2,R) →֒ Sp(k,R) we have the explicit representations
(see [12, p. 61f]).
[R(M)f ](w)
=

|a|k/2e(12‖w‖2ab)f(aw) (c = 0)
|c|−k/2
∫
Rk
e
[
1
2(a‖w‖2 + d‖w′‖2)−w ·w′
c
]
f(w′) dw′ (c 6= 0).
Here ‖ · ‖ denotes the euclidean norm in Rk,
‖x‖ =
√
x21 + · · ·+ x2k.
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3.6. If
M1 =
(
a1 b1
c1 d1
)
, M2 =
(
a2 b2
c2 d2
)
, M3 =
(
a3 b3
c3 d3
)
∈ SL(2,R),
with M1M2 =M3, the corresponding cocycle is
c(M1,M2) = e
−iπk sign(c1c2c3)/4,
where
sign(x) =

−1 (x < 0)
0 (x = 0)
1 (x > 0).
3.7. In the special case when
M1 =
(
cosφ1 − sinφ1
sinφ1 cosφ1
)
, M2 =
(
cosφ2 − sinφ2
sinφ2 cosφ2
)
,
we find
c(M1,M2) = e
−iπk(σφ1+σφ2−σφ1+φ2)/4
where
σφ =
{
2ν if φ = νπ,
2ν + 1 if νπ < φ < (ν + 1)π.
3.8. Every M ∈ SL(2,R) admits the unique Iwasawa decomposition
M =
(
1 u
0 1
)(
v1/2 0
0 v−1/2
)(
cosφ − sinφ
sinφ cosφ
)
= (τ, φ),
where τ = u + iv ∈ H, φ ∈ [0, 2π). This parametrization leads to the well
known action of SL(2,R) on H× [0, 2π),(
a b
c d
)
(τ, φ) = (
aτ + b
cτ + d
, φ+ arg(cτ + d) mod 2π).
We will sometimes use the convenient notation (Mτ, φM ) := M(τ, φ) and
uM := Re(Mτ), vM := Im(Mτ).
3.9. The (projective) Shale-Weil representation of SL(2,R) reads in these
coordinates
[R(τ, φ)f ](w) = [R(τ, 0)R(i, φ)f ](w) = vk/4e(12‖w‖2u)[R(i, φ)f ](v1/2w)
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and
[R(i, φ)f ](w)
=

f(w) (φ = 0 mod 2π)
f(−w) (φ = π mod 2π)
| sin φ|−k/2
∫
Rk
e
[
1
2(‖w‖2 + ‖w′‖2) cos φ−w ·w′
sinφ
]
f(w′) dw′
(φ 6= 0 mod π).
Note that R(i, π/2) = F is the Fourier transform.
3.10. For Schwartz functions f ∈ S(Rk),
lim
φ→0±
| sinφ|−k/2
∫
Rk
e
[
1
2 (‖w‖2 + ‖w′‖2) cosφ−w ·w′
sinφ
]
f(w′) dw′
= e±iπkπ/4f(w),
and hence this projective representation is in general discontinuous at φ = νπ,
ν ∈ Z. This can be overcome by setting
R˜(τ, φ) = e−iπkσφ/4R(τ, φ).
In fact, R˜ corresponds to a unitary representation of the double cover of
SL(2,R) [12]. This means in particular that (compare 3.7)
R˜(i, φ)R˜(i, φ′) = R˜(i, φ+ φ′),
where φ ∈ [0, 4π) parametrizes the double cover of SO(2) ⊂ SL(2,R).
4. Theta sums
4.1. The Jacobi group is defined as the semidirect product [1]
Sp(k,R) ⋉H(Rk)
with multiplication law
(M ; ξ, t)(M ′; ξ′, t′) = (MM ′; ξ +Mξ′, t+ t′ + 12ω(ξ,Mξ
′)).
This definition is motivated by the fact that, since
R(M)W (ξ′, t′) =W (Mξ′, t′)R(M),
(recall 3.3) we have
W (ξ, t)R(M)W (ξ′, t′)R(M ′)
= W (ξ, t)W (Mξ′, t′) R(M)R(M ′)
= c(M,M ′)−1 W (ξ +Mξ′, t+ t′ + 12ω(ξ,Mξ
′)) R(MM ′).
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Hence
R(M ; ξ, t) =W (ξ, t)R(M)
defines a projective representation of the Jacobi group, with cocycle c(M,M ′)
as above, the so-called Schro¨dinger -Weil representation [1].
Let us also put
R˜(τ, φ; ξ, t) =W (ξ, t)R˜(τ, φ).
4.2. Jacobi ’s theta sum. We define Jacobi’s theta sum for f ∈ S(Rk) by
Θf (τ, φ; ξ, t) =
∑
m∈Zk
[R˜(τ, φ; ξ, t)f ](m).
More explicitly, for τ = u+ iv, ξ =
(
x
y
)
,
Θf (τ, φ; ξ, t) = v
k/4e(t− 12x · y)
∑
m∈Zk
fφ((m− y)v1/2)e(12‖m− y‖2u+m · x),
where
fφ = R˜(i, φ)f.
It is easily seen that if f ∈ S(Rk) then fφ ∈ S(Rk) for φ fixed, and thus also
R˜(τ, φ; ξ, t)f ∈ S(Rk) for fixed (τ, φ; ξ, t). This guarantees rapid convergence
of the above series. We have the following uniform bound.
4.3. Lemma. Let fφ = R˜(i, φ)f , with f ∈ S(Rk). Then, for any R > 1,
there is a constant cR such that for all w ∈ Rk, φ ∈ R,
|fφ(w)| ≤ cR(1 + ‖w‖)−R.
Proof. Since f ∈ S(Rk), we can use repeated integration by parts to show
that∣∣∣∣∣| sinφ|−k/2
∫
Rk
e
[
1
2(‖w‖2 + ‖w′‖2) cos φ−w ·w′
sinφ
]
f(w′) dw′
∣∣∣∣∣ ≤ c′R(1+‖w‖)−R
uniformly for all φ /∈ (νπ − 1100 , νπ + 1100 ), ν ∈ Z. That is,
|fφ(w)| ≤ c′R(1 + ‖w‖)−R
in the above range.
Furthermore fπ/2 is up to a phase factor e
iπk the Fourier transform of f
and therefore of Schwartz class as well. Again, after integration by parts,∣∣∣∣∣| sinφ|−k/2
∫
Rk
e
[
1
2 (‖w‖2 + ‖w′‖2) cosφ−w ·w′
sinφ
]
fπ/2(w
′) dw′
∣∣∣∣∣
≤ c′′R(1 + ‖w‖)−R
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for all φ /∈ (νπ − 1100 , νπ + 1100), ν ∈ Z. This means
|fφ+π/2(w)| ≤ c′′R(1 + ‖w‖)−R
in the above range, or, by replacement of φ 7→ φ− π/2,
|fφ(w)| ≤ c′′R(1 + ‖w‖)−R,
for all φ /∈ (νπ + 12π − 1100 , νπ + 12π + 1100 ), ν ∈ Z.
Clearly for each φ ∈ R at least one of the bounds applies; we put cR =
max{c′R, c′′R}.
4.4. The following transformation formulas are crucial for our further
investigations:
Jacobi 1.
Θf
(
−1
τ
, φ+ arg τ ;
(
−y
x
)
, t
)
= e−iπk/4Θf
(
τ, φ;
(
x
y
)
, t
)
.
Proof. The Poisson summation formula states that for any f ∈ S(Rk),∑
m∈Zk
[Ff ](m) =
∑
m∈Zk
f(m)
where F is the Fourier transform. Because
F = R(i, π/2) = R(S), S =
(
0 −1
1 0
)
,
and secondly R˜(τ, φ; ξ, t)f ∈ S(Rk) for fixed (τ, φ; ξ, t), the Poisson summation
formula yields∑
m∈Zk
[R(S)R˜(τ, φ; ξ, t)f ](m) =
∑
m∈Zk
[R˜(τ, φ; ξ, t)f ](m).
We have
R(S)R˜(τ, φ; ξ, t) = R(S)W (ξ, t)R˜(τ, 0)R˜(i, φ) =W (Sξ, t)R(S)R(τ, 0)R˜(i, φ);
furthermore
R(S)R(τ, 0) = R
(
−1
τ
, arg τ
)
= R
(
−1
τ
, 0
)
R(i, arg τ),
since (τ, 0) and (− 1τ , 0) are upper triangular matrices, and hence the cor-
responding cocycles are trivial, i.e., equal to 1 (recall 3.6). Finally, since
0 < arg τ < π for τ ∈ H,
R(i, arg τ)R˜(i, φ) = eiπk/4R˜(i, arg τ)R˜(i, φ) = eiπk/4R˜(i, φ + arg τ).
Collecting all terms, we find
R(S)R˜(τ, φ; ξ, t) = eiπk/4R˜
(
−1
τ
, φ+ arg τ ;Sξ, t
)
,
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and hence∑
m∈Zk
[
R˜
(
−1
τ
, φ+ arg τ ;Sξ, t
)
f
]
(m) = e−iπk/4
∑
m∈Zk
[R˜(τ, φ; ξ, t)f ](m),
which proves the claim.
Jacobi 2.
Θf
(
τ + 1, φ;
(
s
0
)
+
(
1 1
0 1
)(
x
y
)
, t+ 12s · y
)
= Θf
(
τ, φ;
(
x
y
)
, t
)
,
with
s = t(12 ,
1
2 , . . . ,
1
2) ∈ Rk.
Proof. Clearly for any f ∈ S(Rk)
∑
m∈Zk
[
R˜
(
i + 1, 0;
(
s
0
)
, 0
)
f
]
(m) =
∑
m∈Zk
f(m),
and hence also (replace f with R˜(τ, φ; ξ, t)f)
∑
m∈Zk
[
R˜
(
i + 1, 0;
(
s
0
)
, 0
)
R˜(τ, φ; ξ, t)f
]
(m) =
∑
m∈Zk
[R˜(τ, φ; ξ, t)f ](m).
We conclude by noticing
R˜
(
i + 1, 0;
(
s
0
)
, 0
)
R˜
(
τ, φ;
(
x
y
)
, t
)
= R˜
(
τ + 1, φ;
(
s
0
)
+
(
1 1
0 1
)(
x
y
)
, t+ 12s · y
)
,
where we have used that c((i, 0), (τ, φ)) = 1 since (i, 0) is an upper triangular
matrix; cf. 3.6.
Jacobi 3.
Θf
(
τ, φ;
(
k
l
)
+ ξ, r + t+ 12ω
((
k
l
)
, ξ
))
= (−1)k·lΘf (τ, φ; ξ, t)
for any k, l ∈ Zk, r ∈ Z.
Proof. By virtue of 3.2 we have for all f
∑
m∈Zk
[
W
((
k
l
)
, r
)
f
]
(m) = e(−12k · l)
∑
m∈Zk
f(m),
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and therefore, replacing f with W (ξ, t)R˜(τ, φ)f ,
∑
m∈Zk
[
W
((
k
l
)
, r
)
W (ξ, t)R˜(τ, φ)f
]
(m)
= e(−12k · l)
∑
m∈Zk
[W (ξ, t)R˜(τ, φ)f ](m),
which gives the desired result.
4.5. In what follows, we shall only need to consider products of theta sums
of the form
Θf (τ, φ; ξ, t)Θg(τ, φ; ξ, t),
where f, g ∈ S(Rk). Clearly such combinations do not depend on the t-variable.
Let us therefore define the semi-direct product group
Gk = SL(2,R) ⋉ R2k
with multiplication law
(M ; ξ)(M ′; ξ′) = (MM ′; ξ +Mξ′),
and put
Θf (τ, φ; ξ) = v
k/4
∑
m∈Zk
fφ((m− y)v1/2)e(12‖m− y‖2u+m · x).
By virtue of Lemma 4.3 and the Iwasawa parametrization 3.8, ΘfΘg is a
continuous C-valued function on Gk.
4.6. A short calculation yields that the set
Γk =
{((
a b
c d
)
;
(
abs
cds
)
+m
)
:
(
a b
c d
)
∈ SL(2,Z), m ∈ Z2k
}
⊂ Gk,
with s = t(12 ,
1
2 , . . . ,
1
2 ) ∈ Rk, is closed under multiplication and inversion, and
therefore forms a subgroup of Gk. Note also that the subgroup
N = {1} ⋉ Z2k
is normal in Γk.
4.7. Lemma. Γk is generated by the elements((
0 −1
1 0
)
;0
)
,
((
1 1
0 1
)
;
(
s
0
))
,
((
1 0
0 1
)
;m
)
, m ∈ Z2k.
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Proof. The map
SL(2,Z)→ N\Γk,
(
a b
c d
)
7→
((
a b
c d
)
;
(
abs
cds
)
+ Z2k
)
defines a group isomorphism. The matrices ( 0 −1
1 0
) and ( 1 1
0 1
) generate
SL(2,Z), hence the lemma.
4.8. Proposition. The left action of the group Γk on Gk is properly
discontinuous. A fundamental domain of Γk in Gk is given by
FΓk = FSL(2,Z) × {φ ∈ [0, π)} × {ξ ∈ [−12 , 12)2k}.
where FSL(2,Z) is the fundamental domain in H of the modular group SL(2,Z),
given by {τ ∈ H : u ∈ [−12 , 12 ), |τ | > 1}.
Proof. As mentioned before, the matrices ( 0 −1
1 0
) and ( 1 1
0 1
) generate
SL(2,Z), which explains FSL(2,Z). Note furthermore that ( −1 00 −1 ) generates
the shift φ 7→ φ+ π.
4.9. Proposition. For f, g ∈ S(Rk), Θf (τ, φ; ξ)Θg(τ, φ; ξ) is invariant
under the left action of Γk.
Proof. This follows directly from Jacobi 1–3, since the left action of the
generators from 4.7 is(
τ, φ;
(
x
y
))
7→
(
−1
τ
, φ+ arg τ ;
(
−y
x
))
,
(τ, φ; ξ) 7→
(
τ + 1, φ;
(
s
0
)
+
(
1 1
0 1
)(
x
y
))
,
and
(τ, φ; ξ) 7→ (τ, φ; ξ +m),
respectively.
We find the following uniform estimate.
4.10 Proposition. Let f, g ∈ S(Rk). For any R > 1,
Θf
(
τ, φ;
(
x
y
))
Θg
(
τ, φ;
(
x
y
))
= vk/2
∑
m∈Zk
fφ((m− y)v1/2)gφ((m− y)v1/2) +OR(v−R)
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uniformly for all (τ, φ; ξ) ∈ Gk with v > 12 . In addition,
Θf
(
τ, φ;
(
x
y
))
Θg
(
τ, φ;
(
x
y
))
= vk/2fφ((n− y)v1/2)gφ((n− y)v1/2) +OR(v−R),
uniformly for all (τ, φ; ξ) ∈ Gk with v > 12 , y ∈ n+ [−12 , 12 ]k and n ∈ Zk.
Proof. Suppose y ∈ n+ [−12 , 12 ]k for an arbitrary integer n ∈ Zk.
By virtue of Lemma 4.3 we have for any T > 1
|fφ((m− y)v1/2)| ≤ cT (1 + ‖m− y‖v1/2)−T = OT (‖m− n‖−T v−T/2),
which holds uniformly for v > 12 , φ ∈ R and y ∈ n+ [−12 , 12 ]k, if m 6= n.
Likewise for gφ,
|gφ((m˜− y)v1/2)| ≤ c˜T (1 + ‖m˜− y‖v1/2)−T = OT (‖m˜− n‖−T v−T/2),
again uniformly for v > 12 , φ ∈ R and y ∈ n+ [−12 , 12 ]k, if m˜ 6= n.
Hence the leading order contributions come from terms with m˜ =m, the
sum of all other terms contributes OT (v
−T/2).
The following lemmas will be useful later on.
4.11 Lemma. The subgroup
Γθ ⋉ Z
2k,
where
Γθ =
{(
a b
c d
)
∈ SL(2,Z) : ab ≡ cd ≡ 0 mod 2
}
denotes the theta group, is of index three in Γk.
Proof. It is well known [9] that Γθ is of index three in SL(2,Z) and
SL(2,Z) =
2⋃
j=0
Γθ
(
0 −1
1 1
)j
.
By virtue of the group isomorphism employed in the proof of Lemma 4.7, we
infer that
Γk =
2⋃
j=0
(Γθ ⋉ Z
2k)
((
0 −1
1 1
)
;
(
0
s
))j
.
4.12 Lemma. Γk is of finite index in SL(2,Z) ⋉ (12Z)
2k.
Proof. The subgroup Γθ⋉Z
2k ⊂ Γk is of finite index in SL(2,Z)⋉Z2k and
thus also in SL(2,Z) ⋉ (12Z)
2k.
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4.13. Remark. Note that
SL(2,Z) ⋉ (12Z)
2k =
((
1
2 0
0 12
)
;0
)
(SL(2,Z) ⋉ Z2k)
((
2 0
0 2
)
;0
)
,
i.e., SL(2,Z) ⋉ (12Z)
2k is isomorphic to SL(2,Z) ⋉ Z2k.
4.14. In this paper, we will be interested in the case of quadratic forms in
two variables, i.e., k = 2. The corresponding theta sum (defined for general k
in 4.5) reads then
Θf (τ, φ; ξ) = v
1/2
∑
(m,n)∈Z2
fφ((m− y1)v1/2, (n− y2)v1/2)
× e(12 (m− y1)2u+ 12(n− y2)2u+mx1 + nx2),
where ξ = t(x1, x2, y1, y2) ∈ R4. This theta sum is related to the one introduced
in Section 2 by
θψ1(u, λ)θψ2(u, λ) = Θf (τ, φ; ξ)Θg(τ, φ; ξ)
with
τ = u+ i
1
λ
, φ = 0, ξ = t(0, 0, α, β),
and
f(w1, w2) = ψ1(w
2
1 + w
2
2), g(w1, w2) = ψ2(w
2
1 + w
2
2).
Recall that fφ|φ=0 = f and likewise gφ|φ=0 = g.
The crucial advantage in dealing with Θf rather than the original θψ is
that the extra set of variables allows us to realize Θf as a function on a finite-
volume manifold and to employ ergodic-theoretic techniques.
5. Unipotent flows
5.1. Put
Ψt0 =
((
1 t
0 1
)
;0
)
.
For t ∈ R, Ψt0 generates a unipotent one-parameter-subgroup of Gk, denoted
by ΨR0 . For any lattice Γ in G
k, we now define the flow Ψt : Γ\Gk → Γ\Gk by
right translation by Ψt0,
Ψt(g) := gΨt0.
Hence for g = (M ; ξ) we have
Ψt(g) =
(
M
(
1 t
0 1
)
; ξ
)
.
When projected onto Γ\SL(2,R), this flow becomes the classical horocycle
flow.
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5.2. Similarly,
Φt0 =
((
e−t/2 0
0 et/2
)
;0
)
,
generates a one-parameter-subgroup of Gk. The flow Φt : Γ\Gk → Γ\Gk
defined by
Φt(g) := gΦt0,
represents a lift of the classical geodesic flow on Γ\SL(2,R).
5.3. We are interested in averages of the form∫
F (u+ iv, 0; ξ) h(u) du
where F is a continuous function Γ\Gk → R, and h is a continuous probability
density with compact support. Setting g0 = (i, 0; ξ), and v = e
−t, we may
write the above integral as
ρt(F ) =
∫
F (g0Ψ
u
0Φ
t
0) h(u) du =
∫
F ◦ Φt ◦Ψu(g0) h(u) du,
which may therefore be interpreted as the average along an orbit of the unipo-
tent flow Ψu, which is translated by Φt. Since ρt(1) = 1, ρt defines a probability
measure on Γ\Gk.
5.4. Proposition. Let Γ be a subgroup of SL(2,Z)⋉Z2k of finite index.
Then the family of probability measures {ρt : t ≥ 0} is relatively compact, i.e.,
every sequence of measures contains a subsequence which converges weakly to
a probability measure on Γ\Gk.
Proof. Consider the function
XR(τ) =
∑
γ∈{Γ∞∪(−1)Γ∞}\ SL(2,Z)
χR(Im(γτ)),
where χR is the characteristic function of the open interval (R,∞), and
Γ∞ =
{(
1 m
0 1
)
: m ∈ Z
}
⊂ SL(2,Z).
For u+ iv ∈ FSL(2,Z), we thus have
XR(u+ iv) =
{
1 (v > R)
0 (v ≤ R).
Because Γ is a finite index subgroup of SL(2,Z) ⋉ Z2k, XR represents the
characteristic function of a set in Γ\Gk, whose complement is compact.
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By construction, the function XR is independent of φ and ξ; we can there-
fore apply the equidistribution theorem for arcs of long closed horocycles on
Γ\H (see, e.g., [10] and [15, Cor. 5.2]), which yields for g0 = (i, 0; ξ),
lim
t→∞
ρt(XR) = lim
v→0
∫
XR(u+iv) h(u) du =
1
µ(FSL(2,Z))
∫
FSL(2,Z)
XR(u+iv)
du dv
v2
.
Now ∫
FSL(2,Z)
XR(u+ iv)
du dv
v2
=
∫ ∞
R
dv
v2
= R−1.
Hence, given any ε > 0, we find some R > 1 such that
sup
t≥0
ρt(XR) ≤ ε.
The family of ρt is therefore tight, and the proposition follows from the Helly-
Prokhorov theorem [28].
5.5. Proposition. If ν is a weak limit of a subsequence of the probability
measures ρt with t → ∞, then ν is invariant under the action of ΨR, i.e.,
ν ◦ΨR = ν.
Proof. Suppose {ρti : i ∈ N} is a convergent subsequence with weak
limit ν. That is, for any bounded continuous function F , we have
lim
i→∞
ρti(F ) = ν(F ).
For any fixed s ∈ R, we find
ρt(F ◦Ψs) =
∫
F (g0Ψ
u
0Φ
t
0Ψ
s
0) h(u) du =
∫
F (g0Ψ
u+s exp(−t)
0 Φ
t
0) h(u) du
=
∫
F (g0Ψ
u
0Φ
t
0) h(u− s exp(−t)) du.
Furthermore∣∣∣ρt(F ◦Ψs)− ρt(F )∣∣∣ = ∣∣∣ ∫ F (g0Ψu0Φt0) [h(u− s exp(−t))− h(u)] du∣∣∣
≤ (sup |F |)
∫ ∣∣∣h(u− s exp(−t))− h(u)∣∣∣ du.
Hence, given any ε > 0, we find a T such that
|ρt(F ◦Ψs)− ρt(F )| < ε
for all t > T . Because the function F˜ = F ◦ Ψs (s is fixed) is bounded
continuous, the limit
lim
i→∞
ρti(F ◦Ψs) = ν(F ◦Ψs)
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exists, and we know from the above inequality that
|ν(F ◦Ψs)− ν(F )| ≤ ε
for any ε > 0. Therefore ν(F ◦Ψs) = ν(F ).
5.6. Ratner [18], [19] gives a classification of all ergodic ΨR-invariant mea-
sures on Γ\Gk. We will now investigate which of these measures are possible
limits of the sequence {ρt}. The answer will be unique, translates of orbits of
ΨR become equidistributed.
5.7. Theorem. Let Γ be a subgroup of SL(2,Z) ⋉ Z2k of finite index.
Fix some point
g0 =
(
i, 0;
(
0
y
))
∈ Γ\Gk
such that the components of the vector ( ty, 1) ∈ Rk+1 are linearly independent
over Q. Let h be a continuous probability density R → R+ with compact
support. Then, for any bounded continuous function F on Γ\Gk,
lim
t→∞
∫
R
F ◦ Φt ◦Ψu(g0) h(u) du = 1
µ(Γ\Gk)
∫
Γ\Gk
F dµ
where µ is the Haar measure of Gk.
This theorem is a special case of Shah’s more general Theorem 1.4 in
[27] on the equidistribution of translates of unipotent orbits. Because of the
simple structure of the Lie groups studied here, the proof of Theorem 5.7 is
less involved than in the general context.
5.8. Before we begin with the proof of Theorem 5.7, we consider the
special test function
Fδ(M ; ξ) =
∑
γ∈SL(2,Z)
fδ(γM) ηD(γξ),
with (in the Iwasawa parametrization 3.8)
fδ(M) = fδ(τ, φ) = χ1(u+ v cotφ) χ2(v
−1/2 cosφ) χ3(v
−1/2 sinφ)
where χj (j = 1, 2, 3) is the characteristic function of the interval [sj, sj + δj].
We assume in the following that sj ranges over the fixed compact interval Ij ,
and that I3 is furthermore properly contained in R
+, i.e., s3 ≥ s for some
constant s > 0. Clearly fδ has compact support in SL(2,R). The function
ηD : T
2k → R is the characteristic function of a domain D in T2k with smooth
boundary.
Clearly, Fδ may be viewed as a function on Γ\Gk, for Γ is a subgroup of
SL(2,Z) ⋉ Z2k.
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5.9. Lemma. Suppose the components of the vector ( ty, 1) ∈ Rk+1 are
linearly independent over Q. Then, given intervals I1, I2, I3 as above, there
exists a constant C > 0 such that, for any domain D ⊂ T2k with smooth
boundary, δ1, δ2, δ3 > 0 (sufficiently small) and s1 ∈ I1, s2 ∈ I2, s3 ∈ I3,
lim sup
v→0
∫
R
Fδ
(
u+ iv, 0;
(
0
y
))
h(u) du ≤ Cδ1δ2(s3 + δ3)
∫
T2k
ηD(ξ)dξ.
The constant C may depend on the choice of h,y, I1, I2, I3.
5.10. Proof.
5.10.1. Given any ε > 0 and any domain D ⊂ T2k with smooth boundary,
we can cover D by a large but finite number of nonoverlapping cubes Cj ⊂ T2k,
in such a way that
ηD ≤
∑
j
ηCj ,
∫
T2k
∑
j
ηCj − ηD
 dξ < ε.
We may therefore assume without loss of generality that ηD(ξ) is the charac-
teristic function of an arbitrary cube in T2k, i.e., ηD(ξ) = η1(x)η2(y), where
η1, η2 are characteristic functions of arbitrary cubes in T
k.
5.10.2. We recall that for γ = ( a b
c d
),
Fδ
(
u+ iv, 0;
(
0
y
))
=
∑
γ
fδ
(
a(u+ iv) + b
c(u+ iv) + d
, arg(cτ + d)
)
η1(by) η2(dy).
In particular (with φ = 0),
v−1/2γ cosφγ = v
−1/2(cu+ d), v−1/2γ sinφγ = v
1/2c,
uγ = Re
a(u+ iv) + b
c(u+ iv) + d
=
a
c
− 1
c
cu+ d
|cτ + d|2 =
a
c
− vγ cotφγ .
One then finds that
Fδ
(
u+ iv, 0;
(
0
y
))
=
∑
γ
χ1(
a
c
) χ2(v
−1/2(cu+ d)) χ3(cv
1/2) η1(by) η2(dy),
which, after being integrated against h(u)du, yields
v
∑
γ
χ1(
a
c
) χ3(cv
1/2) η1(by) η2(dy)
∫
χ2(cv
1/2t) h(vt− d
c
) dt.
The compactness of the support of h implies that dc = vt + O(1), and hence
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|d| ≪ |s2 + δ2|v1/2 + |c|, i.e., |d| ≪ |c| for v small. Therefore∫
Fδ
(
u+ iv, 0;
(
0
y
))
h(u)du
≪ δ2 v1/2
∑
γ
|d|≤A|c|
1
|c|χ1
(
a
c
)
χ3(cv
1/2) η1(by) η2(dy),
where A > 0 and the implied constant depend only on h, if v is small enough.
5.10.3. There are only finitely many terms with d = 0, which thus give
a total contribution of order v1/2; we will thus assume in the following d 6= 0.
Likewise, if b = 0, we have ad = 1 and c ∈ Z. This leads to a contribution of
order v1/2| log v|, which tends to zero in the limit v → 0.
The solutions of the equation ad− bc = 1 with b, d 6= 0 can be obtained in
the following way. Take nonzero coprime integers b, d ∈ Z, gcd(b, d) = 1, and
suppose a0, c0 solves a0d − bc0 = 1. (Such a solution can always be found.)
All other solutions must then be of the form a = a0 +mb, c = c0 +md with
m ∈ Z. We may assume without loss of generality that 0 ≤ c0 ≤ |d| − 1. So,
for v sufficiently small,∫
Fδ
(
u+ iv, 0;
(
0
y
))
h(u)du
≪ δ2 v1/2
∑
b,d,m∈Z
0<|d|≤A|c0+md|
1
|c0 +md|χ1
(
b
d
+
1
(c0 +md)d
)
×χ3((c0 +md)v1/2) η1(by) η2(dy) +Oδ,η(v1/2 log v),
where a0 = a0(b, d) and c0 = c0(b, d) are chosen as above. We have dropped
the restriction that gcd(b, d) = 1.
For terms with |m| > 1, we obtain upper bounds by observing
1
|c0 +md| ≤
1
(|m| − 1)|d| ,
and replacing the restriction imposed by χ3 with the condition (|m| − 1)|d| ≤
v−1/2(s3 + δ3). For terms with m = 0,±1, we have
1
|c0 +md| ≤
A
|d|
and we replace the restriction corresponding to χ3 with |d| ≤ Av−1/2(s3 + δ3),
since |d| ≤ A|c0 +md|.
The restriction coming from χ1 means for d > 0
s1d− 1
c0 +md
≤ b ≤ (s1 + δ1)d− 1
c0 +md
,
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which we extend to
s1d− A|d| ≤ b ≤ (s1 + δ1)d+
A
|d| ,
and for d < 0,
(s1 + δ1)d− 1
c0 +md
≤ b ≤ s1d− 1
c0 +md
,
which we extend to
(s1 + δ1)d− A|d| ≤ b ≤ s1d+
A
|d| .
We thus have (with n = |m| − 1 for |m| > 1, and n = 1 for m = 0,±1)∫
Fδ
(
u+ iv, 0;
(
0
y
))
h(u)du
≪ δ2 v1/2
∑
b,d,n∈Z
1
|nd|η1(by) η2(dy) +Oδ,η(v
1/2 log v),
with the summation restricted to
s1|d| − A|d| ≤ ±b ≤ (s1 + δ1)|d|+
A
|d| , n|d| ≤ max(A, 1)v
−1/2(s3 + δ3), n > 0.
5.10.4. Since the components of ( ty, 1) are linearly independent over Q,
Weyl’s equidistribution theorem ([33, Satz 4]) implies that∑
s1|d|−
A
|d|
≤±b≤(s1+δ1)|d|+
A
|d|
η1(by)≪ |d|δ1
∫
Tk
η1(x)dx,
uniformly for |d| > v−1/4 large enough. For |d| ≤ v−1/4 we use the trivial
bound ∑
s1|d|−
A
|d|
≤±b≤(s1+δ1)|d|+
A
|d|
η1(by) = Oδ,η(v
−1/4),
for small enough v. Therefore∫
Fδ
(
u+ iv, 0;
(
0
y
))
h(u)du
≪ δ1δ2 v1/2
∑
n>0
|d|≪n−1v−1/2(s3+δ3)
1
n
η2(dy)
∫
Tk
η1(x)dx +Oδ,η(v
1/4(log v)2),
where the last term includes all contributions from terms with |d| ≤ v−1/4.
5.10.5. We split the remaining sum over n into terms with 0 < n < v−1/4
and terms with n ≥ v−1/4. In the first case we have, for v → 0,
nv1/2
∑
0<|d|≪n−1v−1/2(s3+δ3)
η2(dy)≪ (s3 + δ3)
∫
Tk
η2(x)dx
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by Weyl’s equidistribution theorem. For n ≥ v−1/4 one simply uses the trivial
bound ∑
0<|d|≪n−1v−1/2(s3+δ3)
η2(dy)≪ n−1v−1/2(s3 + δ3).
5.10.6. We conclude
lim sup
v→0
∫
Fδ
(
u+ iv, 0;
(
0
y
))
h(u)du
≪ δ1δ2(s3 + δ3)
∫
Tk
η1(x)dx lim sup
v→0
 ∑
n<v−1/4
n−2
∫
Tk
η2(x)dx +
∑
n≥v−1/4
n−2
 .
Since limv→0
∑
n<v−1/4 n
−2 = π
2
6 < ∞ and limv→0
∑
n≥v−1/4 n
−2 = 0, the
lemma is proved.
5.11. Proof of Theorem 5.7.
5.11.1. By Propositions 5.4 and 5.5, we find a convergent subsequence of
ρti with weak limit ν invariant under Ψ
R. Hence for any bounded continuous
function F on Γ\Gk,
lim
i→∞
ρti(F ) = ν(F ).
5.11.2. Following [17], we denote byH the collection of all closed connected
subgroupsH of Gk such that Γ∩H is a lattice in H and the subgroup, which is
generated by all unipotent one-parameter subgroups of Gk contained inH, acts
ergodically from the right on Γ\ΓH with respect to the H-invariant probability
measure. This collection is countable ([18, Th. 1.1]), and we call H∗ ⊂ H the
set containing one representative of each Γ-conjugacy class.
Because SL(2,R)⋉{0} and {1}⋉R2k are each generated by unipotent one-
parameter subgroups, so is Gk, which of course acts ergodically (with respect
to Haar measure µ) from the right on Γ\Gk, and so Gk ∈ H.
Let
N(H) = {g ∈ Gk : ΨR0 ⊂ g−1Hg},
S(H) =
⋃
H′∈H, H′⊂H, H′ 6=H
N(H ′),
and
TH = π(N(H)\S(H)),
where π is the natural quotient map Gk → Γ\Gk. We denote by νH the
restriction of ν on TH . Then, for any g ∈ N(H)\S(H), the group g−1Hg is the
smallest closed subgroup of Gk which contains ΨR0 and whose orbit through
π(g) is closed in Γ\Gk (cf. [17, Lemma 2.4]).
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For all Borel measurable subsets A ⊂ Γ\Gk, the ΨR-invariant measure ν
admits the decomposition (see [17, Th. 2.2])
ν(A) =
∑
H∈H∗
νH(A).
Furthermore (see [17] for details), for any ΨR-ergodic component ι of νH , with
ι a probability measure, there exists a g ∈ N(H) such that ι is the unique
g−1Hg-right-invariant probability measure on the closed orbit Γ\ΓHg. In par-
ticular, if ν(π(S(Gk))) = 0, then ν = µ (up to normalization).
5.11.3. Let us suppose first that there is at least one H ∈ H with νH 6= 0,
whose projection onto the SL(2,R)-component is a closed connected subgroup
L of SL(2,R) with L 6= SL(2,R) (compare Appendix B). Let Λ be the projec-
tion of Γ onto its SL(2,R)-component. Since Γ ∩ H is a lattice in H, Λ ∩ L
is a lattice in L. We can therefore construct a bounded continuous function
F (τ, φ; ξ) = F (τ, φ) such that∫
Fdν 6= 1
µ(Γ\Gk)
∫
Fdµ.
With F independent of ξ, we apply the equidistribution theorem for long arcs
of closed horocycles [10], [15], which yields
lim
t→∞
ρt(F ) =
1
µ(Γ\Gk)
∫
Fdµ.
For the above subsequence (5.11.1) we find, however,
lim
i→∞
ρti(F ) =
∫
Fdν,
which leads to a contradiction. We shall therefore assume in the following that
L = SL(2,R).
5.11.4. The most general form of a closed connected subgroupH, for which
L = SL(2,R) and which contains a conjugate of ΨR0 , is (see Appendix B)
H = (1; ξ0)H0(1;−ξ0), H0 = SL(2,R) ⋉ Ω,
where Ω is a closed connected subgroup of R2k (i.e., Ω is a closed linear subspace
of R2k), which is invariant under the action of SL(2,R). Since SL(2,R) ⋉ {0}
and {1} ⋉ Ω are generated by unipotent one-parameter subgroups, the same
holds for H0 and hence for H. The right action of H on Γ\ΓH is obviously
ergodic with respect to the (unique) H-invariant probability measure ι, and
therefore H ∈ H.
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5.11.5. Let us consider the orbit
Γ\ΓHg = Γ\Γ(1; ξ0)H0g˜
with g ∈ N(H) and thus g˜ = (1;−ξ0)g ∈ N(H0). Note that(
1;
(
a
0
))
Ψt0
(
1;
(
a
0
))−1
= Ψt0 ∈ H0
for all t ∈ R, a ∈ Rk, and(
1;
(
0
b
))
Ψt0
(
1;
(
0
b
))−1
=
(
1;
(
−tb
0
))
Ψt0.
The right-hand side is an element of H0 for all t ∈ R if and only if((
0 1
−1 0
)
;0
)(
1;
(
−tb
0
))((
0 −1
1 0
)
;0
)
=
(
1;
(
0
tb
))
∈ H0.
We therefore have the explicit representation
N(H0) = H0
{(
1;
(
a
0
))
: a ∈ Rk
}
.
5.11.6. Let us suppose in the following that νH 6= 0 for some H 6= Gk,
i.e., Ω 6= R2k. We denote by Bk(r) the open ball {x ∈ Rk : ‖x‖ < r}. Then,
for any r > 0, we define
Σ(r) = Γ(1; ξ0)H0
{(
1;
(
a
0
))
: a ∈ Bk(r)
}
=
{(
M ; ξ +M
(
a
0
))
: M ∈ SL(2,R), ξ ∈ Ω˜, a ∈ Bk(r)
}
,
where Ω˜ = Γ(ξ0 + Ω) is a closed subset in R
2k. We fix r large enough so that
the restriction of νH on Γ\Σ(r) is nonzero.
5.11.7. Let us discuss the structure of Ω˜ in more detail: Since Γ is of finite
index in Γ′ = SL(2,Z) ⋉ Z2k we see that Γ ∩ H is of finite index in Γ′ ∩ H.
Furthermore Γ ∩ H is a lattice in H, and so Γ′ ∩ H is a lattice in H. Then
clearly (1;−ξ0)Γ′(1; ξ0) ∩H0 must be a lattice in H0. With
(1;−ξ0)Γ′(1; ξ0) = {(M ; (M − 1)ξ0 +m) : M ∈ SL(2,Z), m ∈ Z2k},
the lattice property in turn implies that (M − 1)ξ0 ∈ Ω + Z2k for all M
in a finite index subgroup Λ ⊂ SL(2,Z). The orbit SL(2,Z)ξ0/(Ω + Z2k) is
therefore finite in R2k/(Ω+Z2k); we denote by {ξ(1)0 , ξ(2)0 , . . . , ξ(J)0 } a finite set
of representatives. With this, we conclude
Γ′(ξ0 +Ω) =
J⋃
j=1
ξ
(j)
0 +Ω+ Z
2k.
444 JENS MARKLOF
The fact that (1;−ξ0)Γ′(1; ξ0)∩H0 is a lattice in H0 implies also that Z2k ∩Ω
is a euclidean lattice in Ω. Hence there is a compact fundamental domain
FZ2k∩Ω ⊂ Ω. We may therefore write
Γ′(ξ0 +Ω) =
J⋃
j=1
ξ
(j)
0 + FZ2k∩Ω + Z2k.
Note that FZ2k∩Ω is also compact in R2k, since Ω is closed.
We conclude by observing that Γ′(ξ0 + Ω) is, of course, a finite covering
of Ω˜, because Γ has finite index in Γ′.
5.11.8. Consider the subset Σδ(r) of Σ(r), given by
Σδ(r) = Γ
{(
M ; ξ +M
(
a
0
))
: M ∈ Dδ, ξ ∈ Ω˜, a ∈ Bk(r)
}
,
where Dδ is an open subset of SL(2,R) specified below.
In the Iwasawa parametrization 3.8
M =
(
uv−1/2 sinφ+ v1/2 cosφ uv−1/2 cosφ− v1/2 sinφ
v−1/2 sinφ v−1/2 cosφ
)
,
we have
Σδ(r) = Γ
{(
τ, φ; ξ +
(
(u+ v cot φ)a
a
))
:
(τ, φ) ∈ Dδ, ξ ∈ Ω˜, a ∈ Bk(rv−1/2 sinφ)
}
,
where Dδ is now chosen to be the open set of elements (τ, φ) ∈ SL(2,R) subject
to the restrictions
0 < u+ v cotφ < δ, −1 < v−1/2 cosφ < 1, 1 < v−1/2 sinφ < 2.
For the set
Πδ(r) = Γ
{(
τ, φ; ξ +
(
(u+ v cot φ)a
a
))
: (τ, φ) ∈ Dδ, ξ ∈ Ω˜, a ∈ Bk(r)
}
,
we find Πδ(r) ⊂ Σδ(r) ⊂ Πδ(2r). Let us finally define
Π̂ε,δ(r)
= Γ
{(
τ, φ; ζ + ξ +
(
0
a
))
: (τ, φ) ∈ Dδ, ζ ∈ B2k(ε), ξ ∈ Ω˜, a ∈ Bk(r)
}
,
where B2k(ε) ⊂ R2k is the open ball of radius ε about the origin. Thus, Π̂ε,δ(r)
is a full dimensional (but thin) open set, which contains Πδ(r) if δ > 0 is chosen
small enough. That is, for any ε > 0 there is a δ > 0 such that
Σδ(r) ⊂ Π̂ε,δ(2r).
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5.11.9. The characteristic function of Π̂ := Π̂ε,δ(2r) therefore satisfies
χ
Π̂
(τ, φ; ξ) = 1 for all (τ, φ; ξ) ∈ Σδ(r). Hence, and because νH |Γ\Σ(r) 6= 0,
there is a constant c♭ > 0 which is independent of δ and ε, such that, for all
ε > 0, δ > 0 sufficiently small,
νH(Γ\Π̂) =
∫
χ
Π̂
dνH ≥ c♭
∫
0<u+v cot φ<δ
−1<v−1/2 cosφ<1
1<v−1/2 sinφ<2
du dv dφ
v2
= 4c♭ δ
and so
ν(Γ\Π̂) ≥ νH(Γ\Π̂) ≥ 4c♭ δ.
Since Γ\Π̂ is open, we have along the subsequence t1, t2, . . . in 5.11.1 (Theo-
rem 1, p. 311 in [28])
lim inf
i→∞
ρti(χΠ̂) ≥ ν(Γ\Π̂) ≥ 4c♭ δ.
5.11.10. On the other hand,
χ
Π̂
(τ, φ; ξ) ≤ Fε,δ(τ, φ; ξ) =
∑
γ∈SL(2,Z)
fδ(γτ, φγ)ηε(γξ),
where (as in 5.8)
fδ(τ, φ) = χ1(u+ v cotφ) χ2(v
−1/2 cosφ) χ3(v
−1/2 sinφ)
and χ1, χ2, χ3 are the characteristic functions of the intervals [0, δ], [−1, 1],
[1, 2], respectively. The function ηε is the characteristic function of the set{(
ζ + ξ +
(
0
a
))
: ζ ∈ B2k(ε), ξ ∈ Ω˜, a ∈ Bk(r)
}
+ Z2k.
By Lemma 5.9, there is a constant c♯ > 0 which is independent of δ and ε,
such that
lim sup
i→∞
ρti(χΠ̂) ≤ c♯δ
∫
T2k
ηε(ξ)dξ
for all sufficiently small ε, δ > 0.
We conclude that
4c♭ ≤ c♯
∫
T2k
ηε(ξ)dξ.
This contradicts our assumption that c♭ > 0, if we can show that the integral
over ηε tends to zero, as ε→ 0. We will check this by a dimension consideration.
5.11.11. To this end we need to show that, if Ω 6= R2k, we have
dim
{(
ξ +
(
0
a
))
: ξ ∈ Ω˜, a ∈ Bk(r)
}
< 2k.
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In view of 5.11.7 this holds if and only if the dimension of the linear space
V = Ω+W, W =
{(
0
a
)
: a ∈ Rk
}
,
is strictly less than 2k. Suppose dimV = κ, and let b1, . . . ,bλ form a basis
of Ω. Then there exist vectors bλ+1, . . . ,bκ ∈ W such that b1, . . . ,bκ is a
basis of V . Hence
V = Ω⊕ U, U = span{bλ+1, . . . ,bκ}.
The linear subspace
U∗ =
(
0 −1
1 0
)
U ⊂
(
Rk
0
)
clearly satisfies U ∩ U∗ = {0}, and also U∗ ∩ Ω = {0} since U ∩ Ω = {0} and
Ω is SL(2,R)-invariant. Hence
V ⊕ U∗ ⊂ R2k,
and so dimV = 2k implies dimU∗ = dimU = 0, which occurs only if Ω = V .
Thus dimΩ < 2k implies dimV < 2k and the claim is proved.
5.11.12. Therefore νH 6= 0 if and only if H = Gk, and hence the only limit
measure of converging subsequences is the normalized µ. The uniqueness of
the limit measure implies finally that every subsequence converges [28].
6. Diophantine conditions
6.1. So far, all equidistribution results are valid only in the case of bounded
test functions F . We will now extend these results to unbounded test func-
tions F , which grow moderately in the cusps of Γ\Gk. This will, however, only
be possible under certain diophantine assumptions on y.
6.2. To this end let us discuss the following model situation. Let G = G1
and Γ = SL(2,Z) ⋉ Z2. Define furthermore the subgroup
Γ∞ =
{(
1 m
0 1
)
: m ∈ Z
}
⊂ SL(2,Z),
and put
vγ := Im(γτ) =
v
|cτ + d|2 , for γ =
(
a b
c d
)
,
and
yγ :=
(
0
1
)
· (γξ) = cx+ dy, with γξ = γ
(
x
y
)
=
(
ax+ by
cx+ dy
)
.
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Let χR be the characteristic function of the interval [R,∞),
χR(t) =
{
1 (t ≥ R)
0 (t < R).
For any f ∈ C(R), which is rapidly decreasing at ±∞, and β ∈ R, the function
FR(τ ; ξ) =
∑
γ∈Γ∞\SL(2,Z)
∑
m∈Z
f
(
(yγ +m)v
1/2
γ
)
vβγ χR(vγ)
is readily seen to be invariant under the action of Γ. If τ lies in the fundamental
domain of SL(2,Z) given by FSL(2,Z) = {τ ∈ H : u ∈ [−12 , 12), |τ | > 1}, and if
furthermore R > 1, then FR(τ ; ξ) clearly has the representation
FR(τ ; ξ) =
∑
m∈Z
{
f
(
(y +m)v1/2
)
+ f
(
(−y +m)v1/2
)}
vβχR(v).
The sum over m is rapidly converging because f is rapidly decreasing at ±∞.
We note that FR can alternatively be represented as
FR(τ ; ξ) =
∑
(γ;n)∈Γ̂∞\Γ
f
((
0
1
)
· (γξ + n)v1/2γ
)
vβγ χR(vγ)
with the abelian subgroup
Γ̂∞ =
{((
1 m
0 1
)
;
(
n
0
))
: m,n ∈ Z
}
⊂ Γ.
6.3. We will assume from now on that f ≥ 0. The L1 norm of FR over
Γ\G is then
µ(FR) =
∫
Γ\G
FR(τ ; ξ) dµ(τ, φ; ξ)
with Haar measure
dµ(τ, φ; ξ) =
du dv dφ dx dy
v2
.
Then
µ(FR) =
∫
Γ̂∞\G
f
(
yv1/2
)
vβ χR(v) dµ(τ, φ; ξ)
and so
µ(FR) = 2π
∫
R
f(w)dw
∫ ∞
R
vβ−5/2dv = 2π
R−(3/2−β)
3/2 − β
∫
R
f(w)dw
for β < 3/2, and µ(FR) = ∞ otherwise. Of special interest will be the case
β = 1, for which
µ(FR) = 4πR
−1/2
∫
R
f(w)dw.
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6.4. There is a well known one-to-one correspondence between the coset
Γ∞\Γ and the set
{(0, 1), (0,−1), (1, 0), (−1, 0)} ∪ {(c, d) ∈ Z2 : c, d 6= 0, gcd(c, d) = 1},
given by (
a b
c d
)
7→ (c, d).
We may therefore write
FR(τ ; ξ) =
∑
m∈Z
{
f
(
(y +m)v1/2
)
+ f
(
(−y +m)v1/2
)}
vβχR(v)
+
∑
m∈Z
{
f
(
(x+m)
v1/2
|τ |
)
+ f
(
(−x+m)v
1/2
|τ |
)}
vβ
|τ |2β χR
(
v
|τ |2
)
+
∑
(c,d)∈Z2
gcd(c,d)=1
c,d 6=0
∑
m∈Z
f
(
(cx+ dy +m)
v1/2
|cτ + d|
)
vβ
|cτ + d|2β χR
(
v
|cτ + d|2
)
.
From here on, we will only consider the case β = 1, and ξ = t(0, y).
6.5. Proposition. Suppose h ∈ C(R) is positive and has compact
support, and let y be diophantine of type κ. Then, for any R > 1 and ε, ε′ with
0 < ε < 1 and 0 < ε′ < 1κ−1 ,
lim sup
v→0
∫
|u|>v1−ε
FR
(
u+ iv;
(
0
y
))
h(u) du = Oε,ε′(R
−ε′/2),
where y, f and h are fixed.
The proof of this proposition requires the following lemma.
6.6. Lemma. Let α be diophantine of type κ, and f ∈ C(R) be rapidly
decreasing at ±∞ and positive, f ≥ 0. Then, for any fixed A > 1 and 0 < ε <
1
κ−1 ,
D∑
d=1
∑
m∈Z
f
(
T (dα +m)
)
≪

T−A (D ≤ T ε)
1 (T ε ≤ D ≤ T 1κ−1 )
DT−
1
κ−1 (D ≥ T 1κ−1 ),
uniformly for all D,T > 1.
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6.7. Proof.
6.7.1. Order α, 2α, . . . ,Dα mod 1 in the unit interval [0, 1], and denote
these numbers by 0 < ϕ1 < . . . < ϕD < 1. Clearly ϕj+1 − ϕj = kjα mod 1 for
some integer kj ∈ [−D,D]; therefore, and because α is of type κ,
ϕj+1 − ϕj ≥ C|kj |κ−1 ≥
C
Dκ−1
,
for some suitable constant C > 0. Hence in any interval of length ℓ there can
be at most O(Dκ−1ℓ+ 1) points.
6.7.2. As to the first bound, take χ[−R,R] to be the characteristic function
of the interval [−R,R] with R > 1. Then
D∑
d=1
∑
m∈Z
χ[−R,R]
(
T (dα+m)
)
= 0
for CT
Dκ−1
> R, since |dα +m| ≥ C
dκ−1
≥ C
Dκ−1
. The argument in 6.7.1 shows
that
D∑
d=1
∑
m∈Z
χ[−R,R]
(
T (dα+m)
)
= O(RDκ−1T−1 + 1) = O(R)
for Dκ−1T−1 ≤ 1; hence
D∑
d=1
∑
m∈Z
χ[−R,R]
(
T (dα+m)
)
=
{
O(R) if R ≥ C TDκ−1 ,
0 if R < C TDκ−1 ,
in the range D ≤ T 1κ−1 . Since f is rapidly decreasing, we have for any B > 3
f(t)≪
∞∑
R=1
R−Bχ[−R,R](t),
and hence, when D ≤ T 1κ−1 ,
D∑
d=1
∑
m∈Z
f
(
T (dα+m)
)
≪
∞∑
R≥C T
Dκ−1
R−(B−1) ≪
(
Dκ−1
T
)B−2
which proves the first bound in the range D ≤ T ε ≤ T 1κ−1 , for ε < 1κ−1 .
6.7.3. To prove the second and third relation, we follow [5, pp. 13–14].
Given any positive integer q (to be fixed later) divide the sum over d into
blocks of the form
b+q−1∑
d=b
∑
m∈Z
f
(
T (dα+m)
)
=
q−1∑
d=0
∑
m∈Z
f
(
T (bα+ dα+m)
)
.
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(The last block might contain less than q terms, but this is irrelevant since we
are seeking an upper bound.) There are O(Dq +1) such blocks. Take a rational
approximation pq to α with |α− pq | ≤ q−2 and p, q coprime, then the above sum
is
q−1∑
d=0
∑
m∈Z
f
(
T
(
bα+
dp+O(1)
q
+m
))
.
Since dp runs through a full set of residues mod q, the above equals
q−1∑
r=0
∑
m∈Z
f
(
T
(
bα+
r +O(1)
q
+m
))
=
∑
r∈Z
f
(
T
q
(qbα+ r +O(1))
)
.
The term qbα may be replaced by the nearest integer +O(1), and so∑
r∈Z
f
(
T
q
(qbα+ r +O(1))
)
=
∑
r∈Z
f
(
T
q
(r +O(1))
)
which in turn is clearly bounded by O( qT + 1) for f is rapidly decreasing.
Therefore
D∑
d=1
∑
m∈Z
f
(
T (dα+m)
)
≪
(
D
q
+ 1
)(
q
T
+ 1
)
.
6.7.4. By Dirichlet’s theorem, we may take pq such that q ≤ T and |α− pq | ≤
q−1T−1. Since α is of type κ, we have Cq−κ ≤ |α− pq |, so that
T
1
κ−1 ≪ q ≤ T,
and finally
D∑
d=1
∑
m∈Z
f
(
T (dα+m)
)
≪ D
T
1
κ−1
+ 1.
6.8. Proof of Proposition 6.5.
6.8.1. Because we are only concerned with upper bounds, we may assume
in the following without loss of generality that f is positive and even, i.e.,
f ≥ 0, f(−w) = f(w).
It follows from the expansion in 6.4 that, for v < 1, the first term is absent,
since χR(v) = 0 (recall: R > 1); hence we are left with
FR
(
τ ;
(
0
y
))
= 2
∑
m∈Z
f
(
m
v1/2
|τ |
)
v
|τ |2χR
(
v
|τ |2
)
+2
∑
(c,d)∈Z2
gcd(c,d)=1
c>0,d 6=0
∑
m∈Z
f
(
(dy +m)
v1/2
|cτ + d|
)
v
|cτ + d|2χR
(
v
|cτ + d|2
)
.
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6.8.2. As to the first term in the above expansion, a simple change of
variable u = vt shows that∫
|u|>v1−ε
2
∑
m∈Z
f
(
m
v1/2
|τ |
)
v
|τ |2χR
(
v
|τ |2
)
h(u) du
= 2
∫
|t|>v−ε
∑
m∈Z
f
(
m
v1/2(t2 + 1)1/2
)
1
t2 + 1
χR
(
1
v(t2 + 1)
)
h(vt) dt
≪f,h
∫
|t|>v−ε
dt
t2 + 1
,
since the sum over m is converging uniformly with respect to t and v due to
the fact that v(t2 + 1) ≤ R−1 < 1.
For ε > 0 the value of the above integral converges to zero as v → 0.
6.8.3. We obtain an upper bound for the remaining terms, by dropping
the condition |u| > v1−ε in the integral. We are thus led to estimate
S(v) =
∑
(c,d)∈Z2
gcd(c,d)=1
c>0,d 6=0
∑
m∈Z
J(v, c, d,m)
with
J(v, c, d,m) =
∫
R
f
(
(dy +m)
v1/2
|cτ + d|
)
v
|cτ + d|2χR
(
v
|cτ + d|2
)
h(u) du.
We substitute t = v−1(u+ dc ) for u, yielding
1
c2
∫
R
f
(
(dy +m)
1√
c2v(t2 + 1)
)
1
t2 + 1
χR
(
1
c2v(t2 + 1)
)
h(vt− d
c
) dt.
The range of integration is bounded by
R <
1
c2v(t2 + 1)
; i.e., |t| ≪ 1
c
√
vR
.
This implies |vt| ≪ v1/2c−1R−1/2 is uniformly close to zero, and hence, because
of the compact support of h, we find |d| ≤ Mc, for some constant M > 0
depending only on the support of h. Therefore
S(v)≪
∞∑
c=1
∑
0<|d|≤Mc
∑
m∈Z
K(v, c, d,m),
with
K(v, c, d,m) =
1
c2
∫
R
f
(
(dy +m)
1√
c2v(t2 + 1)
)
1
t2 + 1
χR
(
1
c2v(t2 + 1)
)
dt.
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6.8.4. In order to apply Lemma 6.6 with D =Mc, T = (c2v(t2+1))−1/2 >√
R > 1, we split the t-range of integration into the ranges
(1) : Mc ≤ (c2v(t2 + 1))−ε′/2
(2) : (c2v(t2 + 1))−ε
′/2 ≤Mc ≤ (c2v(t2 + 1))− 12(κ−1)
(3) : Mc ≥ (c2v(t2 + 1))− 12(κ−1) ,
which correspond to
(1) : D ≤ T ε′
(2) : T ε
′ ≤ D ≤ T 1κ−1
(3) : D ≥ T 1κ−1 .
Here, ε′ < 1κ−1 .
We denote the corresponding integrals byK1(v, c, d,m), K2(v, c, d,m) and
K3(v, c, d,m), respectively.
6.8.5. Because R−1/2 ≥ T−1,∑
c>0
∑
0<|d|≤Mc
∑
m∈Z
K1(v, c, d,m)≪ R−A/2
∑
c>0
1
c2
∫
(1)
1
t2 + 1
χR
(
1
c2v(t2 + 1)
)
dt
≪ R−A/2
∑
c>0
1
c2
∫
1
t2 + 1
dt
≪ R−A/2.
6.8.6. In order to obtain an upper bound, we can relax the second range
T ε
′ ≤ D ≤ T 1κ−1 to Rε′/2 ≤ D, since R1/2 ≤ T . This yields∑
c>0
∑
0<|d|≤Mc
∑
m∈Z
K2(v, c, d,m) ≪
∑
Mc≥Rε
′/2
c−2
∫
1
t2 + 1
dt≪ R−ε′/2.
6.8.7. In the third range, we find (putting δ = 1κ−1),∑
c>0
∑
0<|d|≤Mc
∑
m∈Z
K3(v, c, d,m)
≪
∑
c>0
1
c2
∫
(3)
c1+δvδ/2(t2 + 1)
δ
2
−1χR
(
1
c2v(t2 + 1)
)
dt
≤
∑
c>0
c−1+δvδ/2
∫
R
(t2 + 1)
δ
2
−1χR
(
1
c2v(t2 + 1)
)
dt
= vδ/2
∫
R
{
∞∑
c=1
c−1+δχR
(
1
c2v(t2 + 1)
)}
(t2 + 1)
δ
2
−1 dt.
INHOMOGENEOUS QUADRATIC FORMS 453
For the inner sum there exist the upper bounds
∞∑
c=1
c−1+δχR
(
1
c2v(t2 + 1)
)
≪
∫ ∞
0
x−1+δχR
(
1
x2v(t2 + 1)
)
dx
= [v(t2 + 1)]−δ/2
∫ ∞
0
x−1+δχR
(
1
x2
)
dx = [v(t2 + 1)]−δ/2
{
xδ
δ
}R−1/2
0
,
and so ∑
c>0
∑
d≪c
∑
m∈Z
K3(v, c, d,m) ≪ R
−δ/2
δ
∫
R
(t2 + 1)−1 dt =
πR−δ/2
δ
.
The proof of Proposition 6.5 is complete.
7. Equidistribution and unbounded test functions
7.1. Let us define the characteristic function on Γ\Gk (cf. the proof of
Proposition 5.4):
XR(τ) =
∑
γ∈{Γ∞∪(−1)Γ∞}\SL(2,Z)
χR(vγ),
where χR is the characteristic function of [R,∞).
7.2. We shall consider functions on Γ\Gk, which grow moderately in the
cusps. To be more precise, we will require that, for some fixed constant L > 1,
the function F is dominated by FR; that is, for all sufficiently large R > 1,
|F (τ, φ; ξ)|XR(τ) ≤ L+ FR(τ ; ξ)
uniformly for all (τ, φ; ξ) ∈ Gk. The function FR(τ ; ξ) is now viewed as a
function on Gk (rather than G1 as in Section 6); that is, for
ξ = t(x1, . . . , xk, y1, . . . , yk)
we put
FR(τ ; ξ) =
∑
γ∈Γ∞\SL(2,Z)
∑
m∈Z
f
(
(y1,γ +m)v
1/2
γ
)
vγ χR(vγ)
which is invariant under SL(2,Z) ⋉ Z2k (Section 6) and thus also under Γ.
Note that FR(τ ; ξ) is constant with respect to x2, . . . , xk and y2, . . . , yk. Again,
f ∈ C(R) is rapidly decreasing at ±∞, positive and even.
7.3. Theorem. Let Γ be a subgroup of SL(2,Z)⋉Z2k of finite index. Let
h be a continuous probability density R→ R+ with compact support. Suppose
the continuous function F ≥ 0 is dominated by FR. Fix some y ∈ Tk such that
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the components of the vector ( ty, 1) ∈ Rk+1 are linearly independent over Q.
Then, for any ε with 0 < ε < 1,
lim inf
v→0
∫
|u|>v1−ε
F
(
u+ iv, 0;
(
0
y
))
h(u) du ≥ 1
µ(Γ\Gk)
∫
Γ\Gk
F dµ.
Assume furthermore that y1 is diophantine. Then, for any ε with 0 < ε < 1,
lim sup
v→0
∫
|u|>v1−ε
F
(
u+ iv, 0;
(
0
y
))
h(u) du ≤ 1
µ(Γ\Gk)
∫
Γ\Gk
F dµ.
Proof. We obtain the lower bound from the function
GR(τ, φ; ξ) := F (τ, φ; ξ) (1 −XR(τ)) ≤ F (τ, φ; ξ).
Clearly, GR is bounded. Therefore∫
|u|>v1−ε
GR(u+ iv, 0; ξ) h(u) du =
∫
R
GR(u+ iv, 0; ξ) h(u) du +OR(v
1−ε),
and, by Theorem 5.7,3
lim
v→0
∫
R
GR(u+ iv, 0; ξ) h(u) du =
1
µ(Γ\Gk)
∫
Γ\Gk
GR dµ.
Now since 0 ≤ FXR ≤ LXR + FR for R large enough we have∫
Γ\Gk
FXR dµ ≤
∫
Γ\Gk
(LXR + FR) dµ≪ LR−1 +R−1/2
from 5.4 and 6.3, and hence∫
Γ\Gk
GR dµ =
∫
Γ\Gk
F dµ+O(LR−1 +R−1/2).
In summary
lim inf
v→0
∫
|u|>v1−ε
F (u+ iv, 0; ξ) h(u) du ≥ 1
µ(Γ\Gk)
∫
Γ\Gk
F dµ +O(R−1/2),
for all R large enough. The assertion on the lower bound follows now from the
fact that R can be chosen arbitrarily large.
For the upper bound, notice that for R large enough,
F (τ, φ; ξ) ≤ F (τ, φ; ξ)(1−XR(τ)) + LXR(τ) + FR(τ ; ξ).
3 The fact that GR is only piecewise continuous should not worry us: Theorem 5.7 can easily
be extended to such functions by approximating these from above and from below by continuous
functions. In any case, the argument presented here works as well if χR is smoothed slightly, which
makes GR continuous.
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By virtue of the bound obtained in the previous paragraph, and by Proposi-
tion 6.5, we find that
lim sup
v→0
∫
|u|>v1−ε
F (u+ iv, 0; ξ) h(u) du
≤ 1
µ(Γ\Gk)
∫
Γ\Gk
F dµ+O(R−1/2) +O(R−η)
for some small constant η > 0. This holds again for arbitrarily large R, and
the statement is proved.
7.4. Corollary. Let Γ, h, y be as in Theorem 7.3, and F : Γ\Gk → C
be a continuous function which is dominated by FR. If y1 is diophantine, then,
for any ε with 0 < ε < 1,
lim
v→0
∫
|u|>v1−ε
F
(
u+ iv, 0;
(
0
y
))
h(u) du =
1
µ(Γ\Gk)
∫
Γ\Gk
F dµ.
Proof. Define
Re+ F (τ, φ; ξ) =
{
ReF (τ, φ; ξ) if ReF (τ, φ; ξ) > 0,
0 if ReF (τ, φ; ξ) ≤ 0,
and Re− F = Re+ F−ReF . We similarly define Im± F as the positive/negative
part of ImF . Then
F = Re+ F − Re− F + i Im+ F − i Im− F
with
0 ≤ Re+ FXR ≤ L+ FR, 0 ≤ Re− FXR ≤ L+ FR,
0 ≤ Im+ FXR ≤ L+ FR, 0 ≤ Im− FXR ≤ L+ FR.
We can thus apply Theorem 7.3 to each term separately,
lim
v→0
∫
|u|>v1−ε
Re± F
(
u+ iv, 0;
(
0
y
))
h(u) du =
1
µ(Γ\Gk)
∫
Γ\Gk
Re± F dµ
and likewise for Im± F .
7.5. Since in our main application Γ = Γk, which is a subgroup of finite
index in SL(2,Z) ⋉ (12Z)
2k rather than in SL(2,Z) ⋉ Z2k (Lemma 4.12), we
restate Corollary 7.4 in the following equivalent way. Define the dominating
function FˆR on Γ\Gk by FˆR(τ ; ξ) = FR(τ ; 2ξ), with FR as in 7.2.
7.6. Corollary. Let Γ be a subgroup of SL(2,Z) ⋉ (12Z)
2k of finite
index, h, y be as in Theorem 7.3, and F : Γ\Gk → C a continuous function
which is dominated by FˆR. If y1 is diophantine, then, for any ε with 0 < ε < 1,
lim
v→0
∫
|u|>v1−ε
F
(
u+ iv, 0;
(
0
y
))
h(u) du =
1
µ(Γ\Gk)
∫
Γ\Gk
F dµ.
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Proof. Apply Corollary 7.4 with the test function F˜ : Γ˜\Gk → C defined
by
F˜ (τ, φ; ξ) = F (τ, φ; 12ξ)
where
Γ˜ =
((
2 0
0 2
)
;0
)
Γ
((
1
2 0
0 12
)
;0
)
is a subgroup of finite index in SL(2,Z) ⋉ Z2k (compare Remark 4.13).
8. The main theorem
8.1. Main Theorem. Suppose f(w1, w2) = ψ1(w
2
1+w
2
2) and g(w1, w2) =
ψ2(w
2
1 +w
2
2) with ψ1, ψ2 ∈ S(R+). Let h be a continuous function R→ C with
compact support. Assume that y1, y2, 1 are linearly independent over Q and
that y1 is diophantine. Then, with ξ =
t(0, 0, y1, y2),
lim
v→0
∫
R
Θf (u+ iv, 0; ξ)Θg(u+ iv, 0; ξ) h(u) du
= π
{
2πh(0) +
∫
R
h(u) du
} ∫ ∞
0
ψ1(r)ψ2(r) dr.
The proof of the main theorem requires the following two lemmas.
8.2. Lemma. If f, g ∈ S(R2),
1
µ(Γ2\G2)
∫
Γ2\G2
Θf (τ, φ; ξ)Θg(τ, φ; ξ) dµ =
∫ ∫
f(w1, w2)g(w1, w2) dw1 dw2.
Note that if f(w1, w2) = ψ1(w
2
1 +w
2
2) and g(w1, w2) = ψ2(w
2
1 +w
2
2), then∫ ∫
f(w1, w2)g(w1, w2) dw1 dw2 = π
∫ ∞
0
ψ1(r)ψ2(r) dr.
Proof. A short calculation shows that∫
T4
Θf (τ, φ; ξ)Θg(τ, φ; ξ) dξ =
∫ ∫
fφ(w1, w2)gφ(w1, w2) dw1 dw2.
Since fφ = R˜(i, φ)f with R˜(i, φ) unitary, we have∫ ∫
fφ(w1, w2)gφ(w1, w2) dw1 dw2 =
∫ ∫
f(w1, w2)g(w1, w2) dw1 dw2.
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8.3. Lemma. Suppose f(w1, w2) = ψ1(w
2
1 + w
2
2) and g(w1, w2) =
ψ2(w
2
1 + w
2
2), with ψ1, ψ2 ∈ S(R+). For any 12 < γ < 1,
lim
v→0
∫
|u|<vγ
Θf
(
u+ iv, 0;
(
0
y
))
Θg
(
u+ iv, 0;
(
0
y
))
h(u) du
= 2π2h(0)
∫ ∞
0
ψ1(r)ψ2(r) dr.
Proof. Proposition 4.11 tells us that
Θf
(
−1
τ
, arg τ ;
(
−y
0
))
Θg
(
−1
τ
, arg τ ;
(
−y
0
))
=
v
|τ |2 farg τ (0, 0)garg τ (0, 0) +OR
((
v
|τ |2
)−R)
holds uniformly for Im(−τ−1) = v|τ |−2 > 12 . This condition is met, e.g., when
|u| < v1/2 < 1. For |u| < vγ < 1, with 12 < γ < 1, the error term is bounded
by
OR
((
v
|τ |2
)−R)
= OR(v
R(2γ−1)).
Now replacing (w1, w2) by polar coordinates (r cos ζ, r sin ζ) yields
farg τ (0, 0)garg τ (0, 0) =
|τ |2
v2
{∫ ∫
e
(
1
2 (w
2
1 + w
2
2)
u
v
)
f(w1, w2) dw1 dw2
}
×
{∫ ∫
e
(
1
2(w
2
1 + w
2
2)
u
v
)
g(w1, w2) dw1 dw2
}
=
|τ |2
v2
π2
∫ ∫ ∞
0
e
(
(r1 − r2)u
2v
)
ψ1(r1)ψ2(r2) dr1dr2
=
|τ |2
v2
π2ψˆ1
(
u
2v
)
ψˆ2
(
u
2v
)
,
where ψˆ denotes the Fourier transform
ψˆ(u) =
∫ ∞
0
e(ur)ψ(r) dr.
Clearly ψˆ ∈ L2(R) for ψ ∈ S(R+) ⊂ L2(R+). Thus,∫
|u|<vγ
Θf
(
u+ iv, 0;
(
0
y
))
Θg
(
u+ iv, 0;
(
0
y
))
h(u) du
=
π2
v
∫
|u|<vγ
ψˆ1
(
u
2v
)
ψˆ2
(
u
2v
)
h(u) du +OR(v
γ+R(2γ−1))
= 2π2
∫
2|u|<vγ−1
ψˆ1(u)ψˆ2(u)h(2vu) du +OR(v
γ+R(2γ−1)).
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Since h is continuous, for any given ε > 0 we find a v0 > 0, such that
|h(2vu) − h(0)| < ε, uniformly for all 2|u| < vγ−1, 0 < v < v0.
Thus for any ε > 0
lim
v→0
∫
|u|<vγ
Θf
(
u+ iv, 0;
(
0
y
))
Θg
(
u+ iv, 0;
(
0
y
))
h(u) du
= lim
v→0
2π2{h(0) +O(ε)}
∫
2|u|<vγ−1
ψˆ1(u)ψˆ2(u) du
= 2π2{h(0) +O(ε)}
∫
R
ψˆ1(u)ψˆ2(u) du
= 2π2{h(0) +O(ε)}
∫ ∞
0
ψ1(r)ψ2(r) dr
by Parseval’s equality. Because ε > 0 can be arbitrarily small, the claim is
proved.
8.4. Proof of the main theorem.
8.4.1. Due to the linearity in h of the integrals in 8.1, we may assume
without loss of generality that (i) h is positive (compare the argument used
in the proof of Corollary 7.4) and (ii) that h is normalized as a probability
density.
8.4.2. Let us split the integration on the left-hand side of 8.1 into∫
R
=
∫
|u|<v1−ε
+
∫
|u|>v1−ε
,
for some small ε > 0. The first integral gives, by virtue of Lemma 8.3, the
contribution
2π2h(0)
∫ ∞
0
ψ1(r)ψ2(r) dr.
8.4.3. In order to apply Corollary 7.6, we need to construct a function FR
of the form studied in 7.2, which dominates |F |. Let us define
f∗(w1) = sup
w2∈R
sup
φ∈R
|fφ(w1, w2) gφ(w1, w2)|,
which is clearly rapidly decreasing at ±∞ since, for every T > 1, there is a
constant cT > 0 such that
f∗(w1) ≤ sup
w2∈R
cT
(
1 +
√
w21 + w
2
2
)−2T
≤ cT (1 + |w1|)−2T ,
holds (cf. Lemma 4.3).
Choosing (compare 7.2)
FR(τ ; ξ) =
∑
γ∈Γ∞\SL(2,Z)
∑
m∈Z
f∗
(
− 12 (y1,γ +m)v1/2γ
)
vγ χR(vγ),
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we have for all v > R
FˆR(τ ; ξ) = FR(τ ; 2ξ) = v
∑
m∈Z
{
f∗
((m
2 − y1
)
v1/2
)
+ f∗
((m
2 + y1
)
v1/2
)}
;
that is,
FˆR(τ ; ξ) = v
{
f∗
((n
2 − y1
)
v1/2
)
+ f∗
((−n2 + y1) v1/2)}+O(v−T ),
for all y1 ∈ n2 + [−14 , 14 ], n ∈ Z. By construction, for n = t(n1, n2),∣∣∣fφ ((n− y)v1/2) gφ ((n− y)v1/2) ∣∣∣ ≤ f∗ ((n1 − y1)v1/2)
which implies that, for all v > R, R large enough,
v
∣∣∣∣∣ ∑
m∈Z2
fφ
(
(m− y)v1/2
)
gφ
(
(m− y)v1/2
) ∣∣∣∣∣
= v
∣∣∣fφ ((n− y)v1/2) gφ ((n− y)v1/2) ∣∣∣+O(v−T )
≤ vf∗
(
(n1 − y1)v1/2
)
+O(v−T ) = v
∑
m1∈Z
f∗
(
(m1 − y1)v1/2
)
+O(v−T ),
uniformly for y = t(y1, y2) ∈ n+ [12 , 12 ]2, n ∈ Z2.
Therefore, by virtue of Proposition 4.10, we have, for all sufficiently large R,
|Θf (τ, φ; ξ)Θg(τ, φ; ξ)| ≤ 1 + v
∑
m∈Z
m even
f∗
((m
2 − y1
)
v1/2
)
≤ 1 + FˆR(τ ; ξ)
for v ≥ R, and so |ΘfΘg|XR ≤ 1 + FˆR. We can now apply Corollary 7.6, and
thus obtain the second term on the right-hand side of 8.1 (recall Lemma 8.2).
8.5. Proof of Theorem 2.2. Recall that∫
R
Θf
(
u+ i
1
λ
, 0; t(0, 0, α, β)
)
Θg
(
u+ i
1
λ
, 0; t(0, 0, α, β)
)
h(u) du
= πR2(ψ1, ψ2, h, λ).
We have furthermore
hˆ(s) =
∫
R
h(u)e
(
1
2us
)
du, h(u) = 12
∫
R
hˆ(s)e
(
−12us
)
ds;
hence 2h(0) =
∫
hˆ(s)ds and
∫
h(u)du = hˆ(0).
8.6. Proof of Theorem 1.8.
8.6.1. Let χ[a, b] be the characteristic function of the interval [a, b]. Given
any ε > 0, we approximate χ[a, b] from above and below by functions χ± ∈
C∞(R) with compact support so that
χ−(s) ≤ χ[a, b](s) ≤ χ+(s),
∫
R
(χ+(s)− χ−(s)) ds < ε.
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Put
hˆ±(s) = χ±(s)± δ
1 + s2
,
where δ > 0 is chosen such that∫
R
4δ
1 + s2
ds < ε.
Then
hˆ−(s) +
δ
1 + s2
≤ χ[a, b](s) ≤ hˆ+(s)− δ
1 + s2
,
∫
R
(
hˆ+(s)− hˆ−(s) + 2δ
1 + s2
)
ds < 2ε.
The inverse Fourier transform
h±(u) =
1
2
∫
R
hˆ±(s)e
(
−12us
)
ds
is continuous on R, infinitely differentiable on R−{0} and decreases, together
with its derivatives, rapidly at ±∞.
8.6.2. We fix a smoothed characteristic function χ ∈ C∞(R) of compact
support in [−2, 2], with 0 ≤ χ ≤ 1 and χ(u) = 1 if u ∈ [−1, 1]. Define
hT,±(u) = h±(u)χ
(
u
T
)
,
which is continuous and has compact support in [−2T, 2T ]. For the Fourier
transform
hˆT,±(s) =
∫
R
hT,±(u)e
(
1
2us
)
du
we have, for some constant C,
|hˆ±(s)− hˆT,±(s)| ≤
∫
R
|h±(u)|
∣∣∣∣1− χ( uT
)∣∣∣∣ du ≤ ∫
|u|>T
|h±(u)| du ≤ C
T
,
and (integrate by parts twice)
|hˆ±(s)− hˆT,±(s)| ≤ 1
(πs)2
{∫
|u|>T
|h′′±(u)| du +
2
T
∫
R
∣∣∣∣h′±(u)χ′ ( uT
)∣∣∣∣ du
+
1
T 2
∫
R
∣∣∣∣h±(u)χ′′ ( uT
)∣∣∣∣ du}
≤ C
Ts2
.
Therefore we find some T > 1 such that
|hˆ±(s)− hˆT,±(s)| < δ
1 + s2
.
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Hence
hˆT,−(s) ≤ χ[a, b](s) ≤ hˆT,+(s),
∫
R
(hˆT,+(s)− hˆT,−(s))ds < 2ε.
8.6.3. We will assume in the following that ψ1, ψ2 ≥ 0. Then
1
πλ
∑
j 6=k
ψ1
(
λj
λ
)
ψ2
(
λk
λ
)
hˆT,−(λj − λk)
≤ 1
πλ
∑
j 6=k
ψ1
(
λj
λ
)
ψ2
(
λk
λ
)
χ[a, b](λj − λk)
≤ 1
πλ
∑
j 6=k
ψ1
(
λj
λ
)
ψ2
(
λk
λ
)
hˆT,+(λj − λk).
The functions hT,± satisfy the assumptions in Theorem 2.2, so the limits of
left- and right-hand sides exist, and differ by less than
2πε
∣∣∣ ∫ ∞
0
ψ1(r)ψ2(r)dr
∣∣∣
for arbitrarily small ε > 0. Hence
lim
λ→∞
1
πλ
∑
j 6=k
ψ1
(
λj
λ
)
ψ2
(
λk
λ
)
χ[a, b](λj − λk) = π(b− a)
∫
ψ1(r)ψ2(r)dr.
8.6.4. Analogous arguments allow us to replace first ψ1 and then ψ2 by
characteristic functions.
For detailed discussions of approximation functions of the type used above,
see [29] and references therein.
9. Counterexamples
9.1. Put
Qα,β(m,n) = (m− α)2 + (n− β)2.
For (α, β) ∈ Q2 we find (see Appendix A.10 for details) for λ→∞,
R(α,β)[0, 0] =
1
πλ
#{(m1,m2, n1, n2) ∈ Z4 : (m1, n1) 6= (m2, n2),
Qα,β(m1, n1) ≤ λ, Qα,β(m1, n1) = Qα,β(m2, n2)} ∼ cα,β log λ,
for some constant cα,β > 0. This fact will be the key in proving the first half
of Theorem 1.13.
9.2. Proof of Theorem 1.13 (i). Enumerate the rational forms Qαj ,βj with
(αj , βj) ∈ Q2 as P1, P2, P3, . . . . Because of the asymptotics 9.1, given any
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λ > 1, there exists an Mj > λ such that
1
πMj
#{(m1,m2, n1, n2) ∈ Z4 : (m1, n1) 6= (m2, n2),
Pj(m1, n1) ≤Mj, Pj(m1, n1) = Pj(m2, n2)} ≥ logMj
log log logMj
.
Now since
Qα,β(m1, n1)−Qα,β(m2, n2) = Qαj ,βj(m1, n1)−Qαj ,βj(m2, n2)
+ 2(αj − α)(m1 −m2) + 2(βj − β)(n1 − n2),
we have that
R
(α,β)
2 [−a, a](Mj) ≥ R(αj ,βj)2 [0, 0](Mj)
when |α − αj| < a
8(
√
Mj+1)
and |β − βj | < a
8(
√
Mj+1)
. Denote by Bj ⊂ T2 the
open set of such (α, β).
To summarize, given any λ > 1, there exists an Mj > λ such that
R
(α,β)
2 [−a, a](Mj) ≥
logMj
log log logMj
for all (α, β) ∈ Bj . Individually, the sets Bj shrink to a point as λ→∞. Note,
however, that for every fixed λ the union⋃
j:Mj≥λ
Bj
is open and dense in T2, and therefore
B =
∞⋂
λ=1
⋃
j:Mj≥λ
Bj
is of second Baire category.
So if (α, β) ∈ B, then, given any λ > 1, there exists some M > λ, such
that
R
(α,β)
2 [−a, a](M) ≥
logM
log log logM
.
Note that the proof remains valid if log log log is replaced by any slowly
increasing positive function ν ≤ log log log with ν(M)→∞ (M →∞).
9.3. Proof of Theorem 1.13 (ii). By virtue of Theorem 1.8, there exists
a countable dense set {(ξj , ζj) ∈ T2 : j ∈ N} for which the pair correlation
density of the forms Oj := Qξj ,ζj is uniform. That is, for any λ > 1, we find
some Lj > λ such that
2πa− 1
λ
< R
(ξj ,ζj)
2 [−a, a](Lj) < 2πa+
1
λ
.
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Let Aj ⊂ T2 be the open set of (α, β), which satisfy |α− ξj| < εj and |β − ζj |
< εj, where εj > 0 can be chosen in such a way that
2πa− 2
λ
< R
(α,β)
2 [−a, a](Lj) < 2πa+
2
λ
for all (α, β) ∈ Aj . Now,
A =
∞⋂
λ=1
⋃
j:Lj≥λ
Aj
is again of second category. We conclude that if (α, β) ∈ A, then, given any
λ > 1, there exists some L > λ, such that
2πa− 2
λ
< R
(α,β)
2 [−a, a](L) < 2πa+
2
λ
.
9.4. Conclusion of the proof of Theorem 1.13. Since A and B are of second
Baire category, so is the intersection C = A ∩B.
Appendix A. Symmetries
A.1. We have seen in Section 5 that in the case when α, β, 1 are linearly
independent over Q, ∫
R
F (u+ iv, 0; t(0, 0, α, β))h(u)du
converges for all suitably nice test functions F on Γ2\G2 to the average of
F over Γ2\G2, as v → 0. This is no longer true when α, β, 1 are linearly
dependent over Q, i.e., if we find integers (k, l,m) ∈ Z3 − {(0, 0, 0)} such that
kα + lβ + m = 0. One of k, l must be nonzero, and we will assume in the
following (without loss of generality) that l 6= 0, i.e., β = −1l (kα +m).
A.2. Suppose α /∈ Q. For any given function F ∈ C(G2) which is invariant
under the left action of Γ2, we define a function F˜ ∈ C(G1) by
F˜
(
τ, φ;
(
x
y
))
= F
τ, φ;

x
−1l (kx+m)
y
−1l (ky +m)

 .
Since F˜ is invariant under the left action of the subgroup
Γ12l =
{
(γ,n) ∈ SL(2,Z) ⋉ Z2 : γ =
(
1 0
0 1
)
mod 2l, n = 0 mod 2l
}
⊂ Γ1,
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we can identify F˜ as a function on Γ12l\G1. The congruence group Γ12l is of
finite index in SL(2,Z) ⋉ Z2, and hence Γ12l\G1 has finite volume with respect
to Haar measure.
A.3. If α = pq and β =
r
s are rational, we define instead
F˜ (τ, φ) = F (τ, φ; t(0, 0, pq ,
r
s))
which is a function on G0 invariant under the left action of the subgroup
Γ02qs =
{
γ ∈ Γθ : γ =
(
1 0
0 1
)
mod 2qs
}
.
Again, Γ02qs\G0 has finite measure.
A.4. Example 1. Consider the case α = β /∈ Q. In order to remove the
two-fold degeneracy we consider the symmetry-reduced set
{(m− α)2 + (n − α)2 : (m,n) ∈ Z2, m ≥ n}
whose elements we label by λ1 < λ2 < · · ·. The pair correlation function of
this sequence is now again Poissonian:
A.5. Theorem. Assume α = β is diophantine. Then
lim
λ→∞
R2[a, b](λ) =
π
2
(b− a).
Notice that the mean density is now π2 since we count only distinct ele-
ments.
A.6. Sketch of the proof. The smoothed correlation function is
R2(ψ1, ψ2, h, λ) =
2
πλ
∑
(m1,n1)∈Z2
m1≥n1
∑
(m2,n2)∈Z2
m2≥n2
× ψ1
(
(m1 − α)2 + (n1 − α)2
λ
)
× ψ2
(
(m2 − α)2 + (n2 − α)2
λ
)
× hˆ((m1 − α)2 + (n1 − α)2 − (m2 − α)2 − (n2 − α)2).
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This is asymptotic for large λ:
R2(ψ1, ψ2, h, λ) ∼ 1
2πλ
∑
(m1,n1)∈Z2
∑
(m2,n2)∈Z2
ψ1
(
(m1 − α)2 + (n1 − α)2
λ
)
× ψ2
(
(m2 − α)2 + (n2 − α)2
λ
)
×hˆ((m1 − α)2 + (n1 − α)2 − (m2 − α)2 − (n2 − α)2),
since the diagonal terms m1 = n1 or m2 = n2 give lower order contributions.
The right-hand side of the above expression is equal to
1
2π
∫
R
Θf
(
u+ i
1
λ
, 0; t(0, 0, α, α)
)
Θg
(
u+ i
1
λ
, 0; t(0, 0, α, α)
)
h(u) du.
The corresponding test function
F˜ (τ, φ; t(x, y)) = Θf (τ, φ;
t(x, x, y, y))Θg(τ, φ; t(x, x, y, y))
is a function on Γ1\G1; compare A.2. Starting from Theorem 7.3 we can
apply the same string of arguments as before. The only main difference is that
Lemma 8.2 has to be replaced by the one given below. This yields (compare
the main Theorem 8.1; we assume here that ψ1, ψ2 are real-valued)
lim
v→0
∫
R
Θf (u+ iv, 0;
t(0, 0, y, y))Θg(u+ iv, 0; t(0, 0, y, y)) h(u) du
= 2π
{
πh(0) +
∫
R
h(u) du
} ∫ ∞
0
ψ1(r)ψ2(r) dr,
and hence
lim
λ→∞
R2(ψ1, ψ2, h, λ) =
{
hˆ(0) +
π
2
∫
R
hˆ(s) ds
}∫
ψ1(r)ψ2(r) dr,
as needed.
A.7. Lemma. If f, g ∈ S(R2),
1
µ(Γ1\G1)
∫
Γ1\G1
Θf (τ, φ;
t(x, x, y, y))Θg(τ, φ; t(x, x, y, y)) dµ
=
∫ ∫ {
f(w1, w2)g(w1, w2) + f(w1, w2)g(w2, w1)
}
dw1 dw2.
When f(w1, w2) = ψ1(w
2
1 + w
2
2) and g(w1, w2) = ψ2(w
2
1 + w
2
2), this yields∫ ∫ {
f(w1, w2)g(w1, w2) + f(w1, w2)g(w2, w1)
}
dw1 dw2 = 2π
∫ ∞
0
ψ1(r)ψ2(r) dr;
compare 8.2.
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Proof. Consider the function
F (τ, φ) =
∫ ∫
T2
Θf (τ, φ;
t(x, x, y, y))Θg(τ, φ; t(x, x, y, y)) dx dy.
This function may be viewed as a function on SL(2,Z)\SL(2,R). By virtue of
Proposition 4.10 one finds that asymptotically in the cusp (v →∞) we have
F (τ, φ) = v1/2
∫
fφ(w,w)gφ(w,w)dw +OR(v
−R).
It follows from the classical equidistribution of closed horocycles [24], [6] in the
case of unbounded test functions (cf. Proposition 4.3 in [13]) that as v → 0∫ 1
0
F (u+ iv, 0)du
=
∫ 1
0
∫ ∫
T2
Θf (u+ iv, φ;
t(x, x, y, y))Θg(τ, φ; t(x, x, y, y)) dx dy du
converges to the left-hand side in Lemma A.7. The right-hand side of the
above equation can, however, be worked out straightforwardly: The series
representation of Θf gives a natural Fourier expansion with respect to x and
u. The zeroth Fourier coefficient, which we want to calculate, is given by those
summands for which {
m1 + n1 = m2 + n2
m21 + n
2
1 = m
2
2 + n
2
2.
This set of equations is equivalent to{
m1 −m2 = n2 − n1
m21 −m22 = n22 − n21,
whose only solutions are obviously (m1 = m2, n1 = n2) or (m1 = n2,m2 = n1).
In the limit v → 0, the zeroth Fourier coefficient is now easily seen to converge
to the right-hand side in Lemma A.7.
A further special case of interest is the following.
A.8. Example 2. When β = 0 or β = 12 we consider the symmetry-reduced
sequences λ1 < λ2 < · · · given by the sets
{(m− α)2 + n2 : (m,n) ∈ Z2, n ≥ 0}
or
{(m− α)2 + (n− 12)2 : (m,n) ∈ Z2, n > 12},
respectively.
A.9. Theorem. Assume α is diophantine. Then
lim
λ→∞
R2[a, b](λ) =
π
2
(b− a).
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The proof of this theorem is analogous to that of Theorem A.5.
A.10. Example 3. If α = pq , β =
r
s are both rational, the integral∫
R
F˜ (u+ iv, 0)h(u)du
of the corresponding test function
F˜ (τ, φ) = Θf (τ, φ;
t(0, 0, pq ,
r
s)) Θg(τ, φ;
t(0, 0, pq ,
r
s))
is diverging as v → 0; one finds in particular that in this limit
1
2qs
∫ 2qs
0
F˜ (u+ iv, 0)du ∼ bα,β log v−1
for some constant bα,β > 0. This follows from arguments analogous to those
given in [13, Th. 6.1].
Therefore, for λ→∞,
R2[0, 0](λ) =
1
πλ
#{(m1,m2, n1, n2) ∈ Z4 : (m1 − α)2 + (n1 − β)2 ≤ λ,
(m1 − α)2 + (n1 − β)2 = (m2 − α)2 + (n2 − β)2} ∼ cα,β log λ,
for some constant cα,β > 0. In the case α = β = 0 this yields, of course,
Landau’s well known result on the asymptotic number of ways of writing an
integer as a sum of two squares.
Appendix B. Closed connected subgroups of SL(2,R) ⋉ R2k
B.1. Suppose H is a subgroup of Gk = SL(2,R) ⋉R2k. Then
H = {(M ; ξ) ∈ Gk : M ∈ L, ξ ∈ C(M)}
where L is a subgroup of SL(2,R) and C(M) is a family of sets, which are
suitably chosen such that H is a group, but are otherwise arbitrary.
B.2. Clearly Ω = C(1) is a subgroup of R2k, because (1; ξ)(1; ξ′)±1 =
(1; ξ ± ξ′) for all ξ, ξ′ ∈ Ω implies ξ ± ξ′ ∈ Ω.
Moreover,
(M ; ξ)(1; ξ′)(M ; ξ)−1 = (1;Mξ′), for any (M ; ξ) ∈ H,
says that if ξ′ ∈ Ω, then Mξ′ ∈ Ω; hence Ω is invariant under the action of L.
This means also that {1} ⋉ Ω is a normal subgroup of H. Thus if (M ; ζ(M))
is a set of representatives from the coset ({1} ⋉Ω)\H,
(M ; ζ(M))(M ′; ζ(M ′)) = (1,σ(M,M ′))(MM ′; ζ(MM ′))
with cocycle
σ(M,M ′) = ζ(M) +Mζ(M ′)− ζ(MM ′) ∈ Ω.
468 JENS MARKLOF
We choose ζ(M) in such a way that ζ(1) = 0.
B.3. If H is a closed connected subgroup of Gk, then L is a connected Lie
subgroup of SL(2,R). Since all such subgroups are closed in SL(2,R), L is a
closed connected subgroup of SL(2,R).
B.4. Let us assume in the following that the subgroup
ΨR0 =
((
1 R
0 1
)
;0
)
.
is contained in H, and that L = SL(2,R). Then
R =
(
0 −1
1 0
)
∈ L
and thus (R; ξ0) ∈ H for some vector
ξ0 =
(
x0
y0
)
.
Since conjugation by
g =
(
1; 12
(
x0 − y0
0
))
yields
g−1
(
R;
(
x0
y0
))
g =
(
R; 12
(
x0 + y0
x0 + y0
))
and
g−1 Ψt0 g = Ψ
t
0
for any t ∈ R, we may assume without loss of generality that x0 = y0 (replace
H with g−1Hg).
Note that (
R;
(
x0
x0
))2
=
(
−1;
(
0
2x0
))
is in H, and so is the conjugate(
−1;
(
0
2x0
))((
1 t
0 1
)
;0
)(
−1;
(
0
2x0
))
=
((
1 t
0 1
)
;
(
−2tx0
0
))
.
This implies, however, that (
1,
(
−2tx0
0
))
∈ H
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for all t ∈ R, and so(
1;
(
−x0
0
))(
R;
(
x0
x0
))(
1;
(
−x0
0
))
= (R;0) ∈ H.
Because the elements(
1 t
0 1
)
(t ∈ R),
(
0 −1
1 0
)
generate SL(2,R), we find trivially that Ψt0 and (R;0) generate SL(2,R)⋉{0},
and thus H = SL(2,R) ⋉Ω.
B.5. Since Ω is invariant under the action of SL(2,R) and H is closed and
connected, it is a closed connected subgroup of R2k, i.e., Ω is a closed linear
subspace.
B.6. We conclude that any closed connected subgroup H of Gk, for which
L = SL(2,R) and which contains a conjugate of ΨR0 , is conjugate to SL(2,R)⋉
Ω, where Ω is a closed connected subgroup of R2k. That is,
H = g0 (SL(2,R) ⋉Ω)g
−1
0 ,
for some g0 = (M0; ξ0) ∈ Gk. Because
(M0,0)(SL(2,R) ⋉Ω)(M0,0)
−1 = SL(2,R) ⋉ Ω
we may take M0 = 1 without loss of generality, and hence
H = (1; ξ0)(SL(2,R) ⋉Ω)(1;−ξ0).
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