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Abstract— We develop a rational function macromod-
eling algorithm named VISA (Versatile Impulse Structure
Approximation) for macromodeling of system responses with
(discrete) time-sampled data. The ideas of Walsh theorem and
complementary signal are introduced to convert the macromodel-
ing problem into a non-pole-based Steiglitz-McBride (SM) itera-
tion (a class of first- and second-order interpolations) without ini-
tial guess and eigenvalue computation. We demonstrate the fast
convergence and the versatile macromodeling requirement adop-
tion through a P -norm approximation expansion, using examples
from practical data.
I. INTRODUCTION
In deep-submicron VLSI design, signal integrity analysis
constantly requires efficient modeling and high-frequency sim-
ulation of passive structures such as packages and intercon-
nect networks [1]. As full-wave electromagnetic (EM) anal-
ysis over a global system is generally impractical, data-driven
rational function approximation algorithms, such as Vector Fit-
ting (VF) etc. [2], have been used to construct reduced-order
models from measurement or EM simulation for efficient sim-
ulation. Due to its high computational cost, the full-wave anal-
ysis is usually terminated before all transient responses vanish
so that truncated time responses are obtained. Accurate macro-
modeling from truncated time-sampled data is therefore desir-
able.
Subspace-based State-Space System Identification (4SID)
techniques [3] and Generalized Pencil-Of-Function (GPOF)
methods [4] have been used for identification of linear struc-
tures with time-sampled data. But these methods are based on
large-scale matrix operations and expensive singular value de-
composition (SVD), and are less practical for fast and multi-
port macromodeling. VF-related techniques such as Time-
Domain Vector Fitting (TD-VF) [5, 6] and Discrete-Time Do-
main Vector Fitting (TD-VFz) [7] have been developed for
macromodeling of time-sampled data with less computational
cost. Also, multiple-input multiple-output (MIMO) TD-VF
has been applied for package macromodeling [5] and circuit
extraction [6]. However, their performance is limited by the
pole-basis calculation, eigenvalue computation and distortion
due to nonlinear pole flipping. In light of the discrete-time
nature of the time-sampled response, a least-squares single-
input single-output macromodeling technique (SISO LS) has
been proposed recently [8]. The idea is to regard the sys-
tem response as a finite-length discrete response sequence of
a finite-impulse-response (FIR) filter, and then a least-squares
(LS) infinite-impulse-response (IIR) filter [9], usually of much
lower order, is used to approximate the FIR response. This
(low-order) IIR filter then provides a rational function capture
of the macromodel. Compared to VF-based algorithms, SISO
LS avoids the numerically sensitive eigenvalue computation,
nonlinear pole flipping and initial pole assignment.
In this paper, we extend the original SISO LS and propose
VISA (Versatile Impulse Structure Approximation) for effi-
cient MIMO macromodeling. After the introduction in Sec-
tion II, the mechanism of VISA is presented in Section III.
The algorithm convergence analysis, convergence-related fea-
tures (model order selection and P -norm approximation) and
MIMO extension are shown in Sections IV and V, respectively.
Macromodeling examples of real-world multiport data in Sec-
tion VI then confirm the efficiency and accuracy of VISA.
II. TIME-DOMAIN MACROMODELING
Multiport linear macromodeling aims at modeling a lin-
ear multi-port structure with p input ports and q output ports,
whose responses can be obtained by exciting one input port at
a time and computing or measuring the responses at all output
ports. Similar to (TD-)VF, a multi-port macromodel is often
cast as a MIMO transfer matrix with a common denominator
(poles) and a specific numerator (zeros) for each port response.
Macromodeling techniques intend to fit the rational function
f̂u,v (s) =
Pu,v (s)
Q (s)
=
M∑
m=0
pu,v (m) sm
qmsm
= d +
M∑
m=1
ru,v (m)
s− αm ,
(1)
where pu,v (m) , q (m) ∈ , q (0) = 1, to the desired re-
sponse fu,v (s) at a set of calculated/sampled points at input
port u (1 ≤ u ≤ p) and output port v (1 ≤ v ≤ q). The
data points can be frequency-sampled data (i.e., fu,v (sn) ,
for n = 1, 2, · · · , Ns) or discrete-time-sampled data (i.e., in-
put response Gu,v [n] and output response Hu,v [n], for n =
0, 1, · · · , L − 1). For ease of explanation, the SISO case is
used in the following exposition. The extension to multiport
macromodeling is presented in Section V.
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In time-domain macromodeling, TD-VF [2], a reformation
of VF [2], attempts to fit the rational function (1) to a set of
calculated/sampled data points at given time in the continuous-
time domain. Starting with a set of M prescribed or approx-
imated poles {a(0)m }, m = 1, 2, · · · ,M , input response x (t)
and output response y (t), t = 0, 1, · · · , L− 1, the problem is
linearized into a separable denominator calculation for the kth
iteration to find model parameters d, {cm} , {γm}, namely,
y (t) ≈ dx (t) +
M∑
m=1
cmx
(k)
m (t)−
M∑
m=1
γmy
(k)
m (t) , (2)
where x(k)m (t) =
∫ t
0
ea
(k)
m (t−τ)x (τ) dτ , y(k)m (t) =∫ t
0
ea
(k)
m (t−τ)y (τ) dτ , k = 0, 1, · · · , NT , where NT denotes
the number of iterations. x(k)m (t) and y(k)m (t) are integral
convolutions, and obtained by a discretization process during
each iteration. A discrete-time domain (i.e., z-domain) TD-VF,
called TD-VFz, has been proposed recently [8], as a general-
ization from Discrete Time Vector Fitting, VFz [10, 11]. As in
TD-VF, TD-VFz uses discrete-time domain partial fractions to
seek a rational approximation, F̂ (z), to the desired z-domain
response F (z) and applies only one discretization process af-
ter modeling. It is shown that the convergence is improved due
to the reduction of discretization process. Furthermore, the
numerical conditioning for broadband macromodeling is im-
proved in the discrete-time domain, leading to a more accurate
and faster converging modeling process [12].
III. FORMULATION OF VISA
Compared to existing algorithms, a promising observa-
tion in VISA is that an optimal numerator polynomial can
be determined with respect to a given denominator polyno-
mial, based on simple division algorithm, without numerical-
sensitive pole-finding calculations. The approximation prob-
lem boils down to finding a near-optimal and stable Q(z). In
the proposed algorithm, the obtained output response is as-
sumed to be generated by a normalized input pulse response
(G [0] = 1 and G [n] = 0 for n = 1, 2, · · · , L− 1), in order to
fit the response. This can be done by the deconvolution of the
original output response with the input response.
A. Numerator calculation
First, we define the error term Δ(z):
Δ(z) = H (z)− (P (z)/Q (z)) , (3)
whereH (z) is specified as a FIR filter response approximation
of a system. Computing P (z)/Q (z) requires non-linear com-
putations, but if the poles (α1, α2, . . . , αM ) are given, based
on the Walsh’s Theorem [13], the best L2 approximation to
H (z) is the unique function that interpolates to H (z) in all
the points, where z = ∞, 1/α∗1, 1/α∗2, . . . , 1/α∗M , and ∗ de-
notes complex conjugate. For the situation with no repeated
poles, it means
H(z)|z=zk = P (z)/Q(z)|z=zk , (4)
where k = 0, 1, . . .M , and (4) dictates that Δ(z) vanishes
in the points zk [13]. Since the approximant is the impulse
response approximation of a system, the interpolation condi-
tion (4) is used to describe Δ(z) by a cascade of a causal FIR
filter R (z) and an allpass filter A (z) [14],
Δ(z) = A (z) z−1R (z) =
z−MQ(z−1)
Q(z)
z−1R(z), (5)
where R (z) =
∑L−1
n=0 rnz
−n and the zeros of A (z) are the
interpolation points zk. With (3), the interpolation problem can
be described as an input-output description of a digital filtering
operation,
rL−1−n = un (n = 0, 1, . . . , L− 1), (6)
P (z) = H (z)Q (z)− z−(M+1)Q (z−1)R (z) , (7)
where U (z) =
(
z−LH
(
z−1
))
A (z) =
∑∞
n=0 unz
−n
. In
summary, R (z) can be found by H (z) and Q (z) through (6).
The optimal numerator polynomial P (z) can be found analyt-
ically with a given H (z), Q (z) and R (z) through (7).
B. Denominator calculation
To calculate the location of poles, instead of extracting re-
sponse characteristics through eigenvalue calculation in con-
ventional methods, VISA determines P (z) through an energy-
conserved allpass filter characteristic, denoted as the comple-
mentary signal [15]. First, the time-reversed response sig-
nal of the FIR filter H (z) is defined as H˜ [k], where k =
0, 1, . . . L − 1. The idea of complementary signal is that if
H˜ [k] is fed into the allpass filter A (z) of which the time re-
sponse is A [m], m = 0, 1, . . ., then the energy of the allpass-
filtered time-reversed signal a [n] = A [m]⊗ H˜ [k] (⊗ denotes
convolution) is distributed as
∞∑
n=−∞
|a [n]|2 =
∞∑
n=−L+1
|a [n]|2 =
0∑
n=−L+1
|a [n]|2︸ ︷︷ ︸
Σ1
+
∞∑
n=1
|a [n]|2︸ ︷︷ ︸
Σ2
,
(8)
where Σ1 is the approximation error energy E and Σ2 is the
energy of the approximant. The physical meaning is that,
through an allpass filtering, an arbitrary signal can be sepa-
rated into an error signal and an approximant signal in the time
domain. The algorithm objective is to design an allpass filter
which re-distributes the output energy of the filter in time do-
main and minimizes the signal energy within a time duration
0 ≤ n ≤ L− 1 (which is the error energy) [9, 15].
In numerical calculation, (5) is modified for designing an
allpass operator A(k) (z) of a given order M with
Δ(k) (z) = A(k) (z) z−1R(k) (z) =
z−MQ(k)
(
z−1
)
Q(k−1) (z)
z−1R(k) (z) .
(9)
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Allpass operator (9) converges to an allpass function, if∥∥Q(k) (z)−Q(k−1) (z)∥∥ → 0, that is, the optimal denom-
inator polynomial Q (z) is found. Since
∥∥Δ(k) (z)∥∥ =∥∥R(k) (z)∥∥ = ∥∥U (k) (z)∥∥ in (5) and (6), VISA involves a
digital filtering operation (convolution) and a set of over-
determined equations to minimize
∥∥Δ(k) (z)∥∥. First, we de-
fine Q(0) (z) := 1, Q(k) (z) = 1 + Q(k)1 (z) z−1, Q
(k)
1 (z) =∑M−1
n=1 q
(k) (n) z−n, X(k) (z) = z−LH
(
z−1
)/
Q(k−1) (z) =∑∞
n=0 x
(k) (n) z−n, where H (z) is the deconvoluted impulse
response, k is the number of iterations, and Q(k)1 (z) contains
transient characteristics of the system and is used in the inter-
polation. By (5), (6) and (9), equation (10) is set up to solve
the LS problem (11):
U (k) (z) = z−LH
(
z−1
) (
z−MQ(k)
(
z−1
)/
Q(k−1) (z)
)
⇒ U (k) (z) = X(k) (z) z−M
(
1 + Q
(k)
1
(
z−1
))
⇒ U (k) (z)− z−MX(k) (z) = X(k) (z) z−(M−1)Q(k)1
(
z−1
)
,
(10)
min
∥∥∥Δ(k) (z)∥∥∥
2
= min
∥∥∥U(k) (z)∥∥∥
2
= min
∥∥∥B(k)q(k) − d(k)∥∥∥
2
,
(11)
where q(k) =
[
q(k) (M) . . . q(k) (1)
]T
,
d(k) = − [ 0 · · · 0 x(k) (0) · · · x(k) (L−M − 1) ]T ,
B(k) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x(k) (0) 0 · · · 0
x(k) (1) x(k) (0)
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
x(k) (M − 1) x(k) (M − 2) · · · x(k) (0)
.
.
.
.
.
.
.
.
.
x(k) (L− 1) x(k) (L− 2) · · · x(k) (L−M)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The algorithm converges after sufficient iterations NT , and we
take Q (z) := Q(NT ) (z). By applying Cauchy-Schwarz in-
equality, it is proved that for an arbitrary X(k) (z) which min-
imizes (11), the maximum pole (zeros of Q (z)) radius < 1,
i.e., the macromodel is always stable [9], and the macromodel
phase response will not be deteriorated by the pole flipping
technique used in VF.
A discrete-time macromodel can be obtained from
P (z)/Q (z). The discrete-time macromodel can be used di-
rectly for frequency domain analysis or fixed time step sim-
ulation, transformed into an equivalent circuit [16], or into a
continuous-time system by stability- and passivity-preserving
bilinear transformation (z = esT ≈ (1 + sT/2)/(1− sT/2)).
VISA may not generate a passivity-guaranteed macromodel,
but passivity enforcement techniques [17] can be applied.
Pseudocodes are given to summarize the flow of VISA:
1. Find H (z), and Q(1) (z) := 1
2. Iterative pole calculation
2.1 Calculate X(k) (z) through a filtering (convolution)
of z−LH
(
z−1
)
with Q(k) (z)
2.2 Construct d(k) and B(k) through elements of X(k) (z)
2.3 Calculate the new Q(k)1 (z) and R(k) (z) by solving (11)
2.4 Repeat step 2.1 to step 2.3 until Q(k)1 (z) converges after
NT iterations
3. Calculate P (z) through (6) and (7) with the given H (z),
Q(NT ) (z) and R(NT ) (z)
IV. CONVERGENCE DISCUSSION OF VISA
A. VISA: Reformulation of Steiglitz-McBride iteration
From (9), the objective function of VISA in each iteration
becomes:
min
L−1∑
n=0
∣∣∣Δ(k) (zn)∣∣∣2 = min M∑
n=0
∣∣∣A(k) (zn) z−1R(k) (zn)∣∣∣2
= min
L−1∑
n=0
∣∣∣∣ z−MQ(k)(z−1n )Q(k−1)(zn) z−1R(k) (zn)
∣∣∣∣2
= min
L−1∑
n=0
1
|Q(k−1)(zn)|2
∣∣∣z−(M+1)Q(k) (z−1n )R(k) (zn)∣∣∣2
= min
L−1∑
n=0
1
|Q(k−1)(zn)|2
∣∣∣Q(k) (zn)H (zn)
−
(
Q(k) (zn) H (zn)− z−(M+1)Q(k)
(
z−1n
)
R(k) (zn)
)∣∣∣2
= min
L−1∑
n=0
1
|Q(k−1)(zn)|2
∣∣∣Q(k) (zn)H (zn)− P (k) (zn)∣∣∣2.
(12)
Consequently, VISA is considered as a reformulation of the
Steiglitz-McBride (SM) iteration [18]. In general, SM itera-
tion converges to a near-global-optimal approximant in the LS
sense for noise-free data.
B. Model Order Selection
As a reformulation of SM iteration, VISA provides a priori
error bound is for an M th-order approximant,
min
deg( P
Q
)=M
(
1
2π
∫ π
−π
∣∣∣∣H(ejω)− P (k)(ejω)Q(k)(ejω)
∣∣∣∣2dω
)1/2
≤ σM+1,
(13)
where σi stands for the ith Hankel singular value (HSVs). The
macromodel order selection can be cast as an IIR filter order
selection problem in our scenario. An upper triangular Hankel
matrix H is constructed and w.r.t a SISO system, H reads
H =
⎡⎢⎢⎢⎣
h1 h2 · · · hL
h2 h3 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
hL 0 · · · 0
⎤⎥⎥⎥⎦ . (14)
It is shown that the singular value of H is equivalent to the
Hankel singular values (HSV) of the impulse response sys-
tem [19]. The HSVs can be computed efficiently and ar-
ranged in descending magnitude characterizing the order of
importance of each state. Exactly analogous to balanced trun-
cation [19], the macromodel order M is chosen such that
σM 
 σM+1. Such approach gives a quantitative metric to
efficiently determine the value of an appropriate macromodel
order.
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C. Comparison with other algorithms
As a simplification of SM iteration, VISA can be interpreted
as a class of first-order (impulse) interpolation and second-
order (covariance) interpolation problem [14]. Comparing to
the first-order interpolation (e.g., Pade´ approximation), SM
iteration compensates the information of truncated responses
(which always happens in the time-domain macromodeling)
during approximation, generates stable macromodel and works
robustly in noisy responses. Furthermore, unlike gradient
methods, VISA converges to a near-L2-optimal solution.
In numerical sense, conventional SM iteration suffers ill-
conditioned calculation with hundreds of sampled data. VISA
is superior to other SM-related algorithms since it uses poly-
nomial basis instead of pole-based basis, does not require
initial-pole assignment (since Q(0) (z) := 1), and its calcu-
lation is not deteriorated by the dynamic behavior and the
initial-guess of pole-based basis. The numerator can be cal-
culated through simple polynomial division, which does not
involve any numerical-sensitive calculations (e.g., root find-
ing techniques or numerical integration). However, we note
that (11) may become ill-conditioned when the algorithm con-
verges, which leads to Q(k) (z) with zeros (poles in the macro-
model) in |z| ≥ 1 and causes unexpected error. To alleviate
the problem, techniques such as LSQR [20] can be used for ill-
conditioned calculation of (11), using Q(k−1) (z) as an initial
guess and a Givens orthogonalization pre-conditioner.
D. P -norm approximation criteria
The approximation framework (12) is generalized to a P -
norm (Lp) approximation, which suits different macromodel-
ing requirements and gives a more realistic description of the
system. For example, L∞ (Chebyshev norm) approximation
gives a smaller macromodel for a linear-phase response, L2
approximation gives a more accurate macromodel for a noisy
response, and L1 approximation is favorable for system iden-
tification with impulsive-noise-contaminated signals. For a P -
norm approximation, the minimization framework (12) is gen-
eralized as
min
L−1∑
n=0
∥∥∥Δ(k) (zn)∥∥∥
p
= min
∥∥∥B(k)q(k) − d(k)∥∥∥
p
= min
L−1∑
n=0
1
‖Q(k−1)(zn)‖
p
∥∥∥Q(k) (zn)H (zn)− P (k) (zn)∥∥∥
p
,
(15)
for which the over-determined equations of (15) can be solved
using CVX [21] effectively. By applying CVX, the approxi-
mation framework can be generalized to a user-defined norm
approximation, or (norm-)constrained approximation to meet
different macromodeling requirements, e.g., passive rational
interpolation. Furthermore, P -norm approximation may dete-
riorate the convergence property. L∞-constrained L2 approxi-
mation can be used to improve the convergence performance.
V. MIMO VISA EXTENSION
VF-like algorithms require a large system equation to
macromodel a multi-port system, so port splitting method is
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Fig. 1. Magnitude response of S(u,v) of the circulator example in normalized
frequency domain. S(u,v) is the scattering parameter at input port u and
output port v.
applied to fit a subset of port responses at one time, which are
then combined into a large macromodel. In the LS algorithm,
the transfer matrix with a common denominator is used so that
the Walsh’s theorem can be applied to multi-port macromod-
eling. The optimal numerator polynomial can be calculated
through (6) and (7) by replacing H (z) in (7) by Hu,v (z). The
common denominator is calculated by the same basis func-
tion for all port responses, then all the elements of Bp×q are
stacked into a single column of over-determined equation:[
B(k)1,1 B
(k)
1,2 · · · B(k)p,q
]T [
q(k)
]
=
[
d(k)1,1 d
(k)
1,2 · · · d(k)p,q
]T , (16)
where B(k)u,v and d(k)u,v are B and d in (11) for input port u
(1 ≤ u ≤ p) and output port v (1 ≤ v ≤ q), respectively.
The model order selection criteria for the multiport macro-
model can be developed based on the derivation in Section IV-
B. A significant advantage of MIMO VISA is that it has an
O
(
m2Lpq
)
complexity in each iteration in LS for denomina-
tor calculation of a multi-port system, whereas TD-VF has an
O
(
(pq + 1)2m2Lpq
)
complexity for each iterative pole cal-
culation, and other algorithms have a even higher computation
complexity [3,4]. Hence, significant memory storage and com-
putation time can be saved by using VISA.
VI. NUMERICAL EXAMPLES
The proposed VISA is coded in Matlab m-script files and
run in the Matlab 7.5 environment on a 1GB-RAM 3.4GHz
PC. Examples are used to show the performance of VISA.
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TABLE I
COMPARISON BETWEEN VISA AND TD-VF IN THE CIRCULATOR
EXAMPLE.
25th order 32nd order
VISA TD-VF VISA TD-VF
Max. deviation 0.0019 0.0028 0.0011 0.0013
when converged
Avg. R.M.S. error 0.0069 0.0085 0.0055 0.0051
when converged
CPU Time for 4.07 64 5.72 77
convergence (sec.)
CPU Time to 2.17 40 4.29 44
-40dB error (sec.)
A. Macrmodeling of three-port system responses
The first example arises from a three-port counterclockwise
RF circulator. Time-domain transient scattering responses are
computed ranging to 4GHz. All port responses (totally 9) are
excited and fitted using MIMOVISA with a 25th-order macro-
model. Time samples are taken at the intervals of 86ps for the
first 800 points (6.88 μs). The algorithm requires 13 iterations
(4.07 seconds) to converge. Figs. 1 and 2 plot respectively the
normalized frequency-domain responses and the time-domain
responses of the converged approximant. Since there is a mea-
surement defect at 0.68fs in the sampled data, VISA demon-
strates robust and accurate fitting in both time and frequency
domains. The model is also modeled using TD-VF [5] which
is commonly used in commercial tools (IdEM [22]). The quan-
titative comparison of both algorithms is shown in Table I. It
shows that VISA is an accurate (18% less average R.M.S. er-
ror after convergence) and efficient algorithm (>15× faster for
convergence and >17× faster to achieve a -40dB accuracy).
The data is further fitted using MIMO VISA and TD-VF with
a 32nd-order macromodel. From Table I, MIMO VISA again
generates a more accurate macromodel in the L∞ sense and
with more efficient computation. Fig. 3 shows theL2 error dur-
ing iterations for the 25th-order and 32nd-order macromodels,
showing that VISA converges faster than TD-VF. In general,
VISA converges quickly (within 60 iterations), and especially
for minimum-phase response.
B. Algorithm performance analysis
Next, we investigate the use of HSVs in guiding the model
order selection in VISA. Computing HSVs requires 58 sec-
onds, and Fig. 4(a) shows the HSVs of the impulse response of
the circulator example. The figure shows a significant drop of
HSVs at first and then gradually afterwards. Region of largest
HSVs and the relative error of different macromodel orders
are shown in Fig. 4(b). Finally, we study the robustness of
VISA. First, LSQR with initial guess and Givens orthogonal-
ization pre-conditioner is adopted to solve (16) to explore the
effectiveness of handling ill-conditioned case. VISA generates
a 25th-order macromodel within 7.1 seconds, with 0.0081 L2
error and 0.0024 L∞ error. Also, we repeat the circulator ex-
ample with a 25th-order model under an SNR of 30dB. In this
case, VISA converges with a -33.5dB error.
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Fig. 2. Time response of S(u,v) of the circulator example.
TABLE II
COMPARISON BETWEEN DIFFERENT P -NORM APPROXIMATION, WHERE
2∗ REPRESENTS L∞-CONSTRAINED 2-NORM APPROXIMATION.
P -norm approx. L1 err. L2 err. L∞ err. CPU Time (sec.)
1 0.0932 0.0111 0.0042 213.67
2 (CVX) 0.0674 0.0028 4.4e-4 4.44
∞ 0.0664 0.0027 3.1e-4 7.05
2∗ 0.0657 0.0027 2.7e-4 3.35
2 (QR) 0.0674 0.0028 4.4e-4 0.11
C. P -norm approximation
Response S(1,1) has been extracted and fitted using 1-norm,
2-norm using CVX (LS-CVX), L∞-constrained 2-norm, 2-
norm using QR decomposition (LS-QR), and∞-norm approx-
imation, respectively, with a 13th-order SISO macromodel,
and they converge within 30, 10, 3, 10 and 20 iterations, re-
spectively, where CVX and QR denote solving using CVX and
QR decomposition, respectively. The implementation details
are shown in Table II. It shows approximation can be more ac-
curate using a non-traditional norm selection (3.5% L2 error,
29.5% L∞ error and 24.5 % CPU time reduction, comparing to
LS-CVX approximation). Comparing with original approach,
P -norm approximation can give a more accurate solution, at
the expense of more computation time.
D. Macromodeling of benchmark examples
The four benchmark examples in [23] arise from the macro-
modeling of measured two-port time-responses of an on-chip
resistor (RPOLY2-ME), an inductor (SP-SMALL), a coplanar
line (U-COPL) and a capacitor (CMIM). TD-VF cannot give
a converged result for the first three examples, whereas VISA
produces converged solutions for all the examples. The quan-
1B-3
41
0 10 20 30 40 50
100
(b)
CPU Time
L 2
 
e
rr
o
r
TD−VF
MIMO VISA
0 10 20 30 40
100
(a)
CPU Time
L 2
 
e
rr
o
r
Fig. 3. L2 error in macromodeling using TD-VF and VISA in the circulator
example. (a) 25th-order macromodel and (b) 32nd-order macromodel.
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Fig. 4. Hankel singular values of the system in the circulator example. (a)
Entire HSVs and (b) Comparison with the macromodel error.
titative comparison of the best result of TD-VF and the con-
verged result of VISA is shown in Table III, generating macro-
model with 51% lessL2 error on average and much faster com-
putation. These promising results demonstrate the superiority
of VISA in time-domain macromodeling.
VII. CONCLUSION
VISA has been presented for time-domain macromodeling
to generate discrete-domain macromodels. It has been shown
that VISA constitutes a simplified MIMO Steiglitz-McBride
iteration without pole-sensitive computations. Model order se-
lection and P -norm approximation have been proposed for fa-
cilitating the macromodeling process. Practical examples have
confirmed that VISA exhibits efficient and accurate computa-
tion when compared to commercial TD-VF algorithms.
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