Abstract-MRI scanner and magnetic resonance (MR)-compatible robotic devices are mechatronic systems. Without an interconnecting component, these two devices cannot be operated synergetically for medical interventions. In this paper, the design and properties of a graphical user interface (GUI) that accomplishes the task is presented. The GUI interconnects the two devices to obtain a larger mechatronic system by providing command and control of the robotic device based on the visual information obtained from the MRI scanner. Ideally, the GUI should also control imaging parameters of the MRI scanner. Its main goal is to facilitate image-guided interventions by acting as the synergistic component between the physician, the robotic device, the scanner, and the patient.
I. INTRODUCTION
T HE FIELD of interventional radiology makes use of different medical imaging modalities for specific types of operations. For example, ultrasound is used for biopsies in shallow areas such as the neck, catheter placement is done under X-ray, RF ablations in organs like kidneys and bones are accomplished with computerized tomography (CT), and cardiovascular interventions with MRI.
In the common interventional setup, the physician and the patient are placed near the imaging device. The operation is conducted by the radiologist based on the information obtained from the scanner. The radiologist needs to continuously manipulate the patient, the imaging scanner, and the interventional tip (e.g., RF ablator, biopsy needle). This constant physical and mental effort, in addition to being exposed to harmful radiation in the case of X-ray-based imaging modalities, is detrimental to both the physician and the patient. Moreover, with fatigue comes the difficulties for the physician and the lowering of comfort level of the patient that can lead to a longer period of recovery.
In the surgical field, these issues are addressed by using surgical robotic systems [1] that can accomplish minimally invasive or open surgery. The surgeon operates by handling haptic interfaces that command the surgical instrument tips while seated in a relatively comfortable position at the console of the robotic system couple of meters away from the patient. The actions are based on the visual information coming from the camera(s) inserted with the instruments through the incision area. The fatigue is reduced and the focus is improved since the surgeon is concentrated on the area of operation.
The translation of robotic-assisted surgery to interventional radiology is done by replacing the cameras with imaging devices. The main advantage of imaging modalities is the ability to "see" deep inside the tissue with possible enhancement of different characteristics. From a robotics point of view, the vision component of the system is the imaging device, e.g., the MRI scanner. There are several magnetic resonance (MR)-compatible organ-specific robotic devices that are already in existence [2] - [5] . An unconventional open MRI structure in the shape of a double donut [6] was specifically designed for the larger physical space it provides to conduct robot-assisted surgeries.
Although from an engineering point of view all the components of an interventional device are important, it is only through the graphical user interface (GUI) that the physician interacts with the system to command and control the operation. Therefore, the GUI is the central piece and is crucial for the intervention. As such, investigating the design guidelines of the GUI, which were not emphasized sufficiently in the existing literature, constitutes one of the objectives of this study.
From a mechatronic perspective, the robotic devices are classical examples of mechatronic systems. When examined closely, the same can be concluded about MR scanners. At the heart of mechatronics lays the synergistic mentality of integrating different parts, components, and devices of various forms and functions in order to construct a system that will accomplish the tasks at hand by working harmoniously. Although the area of mechatronics is based on an integrated design approach from scratch, inevitably, mechatronic systems sometimes must be build with the introduction of synergistic hardware and/or software components from the existing devices. The integration of an MR-compatible robotic device with the MRI scanner is a mechatronic design process in these lines. The GUI has a special role by its design flexibility in bringing together existing components to form a new system.
Economically it does not make too much sense to modify the design of MR scanners to suit the needs of robotic interventions because of the widespread use of MRI scanners with established open or closed bore designs. This issue was noticed with the interventional system [6] that necessitated the design of a new type of MRI scanner placing the surgeon in between the two bores. In the case of the robotic device used as the example in this paper [7] , the design was created optimally in the mechatronic sense to operate inside a cylindrical closedbore MRI scanner ( Figs. 1 and 2 ). The hardware design for the robotic device evolved for compatibility with the closed gantry MR scanner since the design of the latter was immutable due to the simple economic reason mentioned before. The adaptation of the robotic device to the existing scanner types increases its availability. The possibility of such an adaptation relies on the ability of the system to command and control the robotic device away from the closed bore gantry. Since the physician cannot be near the patient inside the gantry, it is the GUI that brings the area of interest to the focus of the physician.
II. MRI SCANNER AND MR-COMPATIBLE ROBOTIC DEVICE AS MECHATRONIC SYSTEMS
The operation of an MRI scanner is based on the physical principles of nuclear magnetic resonance [8] , [9] . The fundamental function of the MR scanner is to place the subject inside a strong magnetic field. The images are obtained with precisely timed events of application of radio frequency pulses, magnetic field gradients using special coils and amplifiers, and several stages of digital-to-analog conversion (DAC) both for collection of data and controlling different components of the system. The raw data are the Fourier transform of the density of the Operator's computer next to MR console. Both computers are currently necessary to command and control the robot and to define the imaging parameters, respectively. In the future, the imaging parameters will be completely entered through the operator's computer taking over the MR console's responsibility. An observer looking through the glass window behind the MR console will see the setup shown in Fig. 1. atomic particle under observation. This is hydrogen for most of the medical applications.
All the procedures described above require synergetic operation of several different components of the scanner, such as RF amplifiers, gradient amplifiers, and analog-to-digital converters with precise timing. An embedded computer that runs a realtime operating system implements desired actions. By the fact that different devices, electronic systems, sensors, mechanical parts (the subject is introduced to the scanner using a moving table), computers, and software are integrated under a single roof, the MRI scanner is a mechatronic system [10] , [11] .
Robotic manipulators are classical examples of mechatronic devices. It is not unusual for them to have a vision component that would guide the operations based on the information obtained. For an MR-compatible robotic system, the vision system is mainly the MRI scanner with the possible addition of MR-compatible cameras and/or any MR-compatible medical imaging modality (e.g., MR-compatible ultrasound devices, optical imaging, etc.) attached to the end-effector that will enhance and complete the information coming from the MR scanner.
As the robotic device must operate inside the gantry of the MRI scanner, the mechatronic design takes into account the minimization of the effects of both devices on each other. The 7-DOF robotic device shown in this paper is the prototype that was built at Washington University (see Figs. 1 and 2 ). The reader is referred to earlier work for detailed information about the MR-compatible design, construction, and performance of the device [7] , [12] - [15] . The software component of the device including the GUI is build in Matlab (Mathworks, Natick, MA).
III. INTEGRATING THE ROBOTIC DEVICE AND THE MRI SCANNER
Under regular imaging procedures (no robotic intervention), the operator interacts with the scanner by using the MR console shown on the left sides of Figs. 2-4. The parameters for imaging, such as orientation, field of view, and the number of slices, pulse sequence timing parameters (to emphasize different tissue properties) are entered via the MR console before the study starts.
With MRI, slices of human body can be imaged in any orientation and centered in any location at a reasonable distance from the gantry's center. This capability of visualizing internal organs makes the modality an excellent choice for real-time interventions since they require quick, precise, and safe access to the target area.
After the patient is introduced to the gantry, the operator interacts with the scanner through the MR console. The embedded computer well hidden inside the MR scanner (see Fig. 3 ) coordinates the events of the pulse sequence that will first result in raw data (Fourier transform of the weighted nucleus density) that is kept temporarily in the embedded computer's memory before the completion of the acquisition. After the acquisition, the raw data are transferred to the image reconstruction computer (Fig. 4) . Afterwards, the data, which arrive with headers containing information about the position and orientation of the slices, are discrete Fourier transformed to obtain the images.
From a technical point of view, in a clinical setup, what happens following the collection and (fast) Fourier transforming of the data is the conversion of the images to Digital Imaging and Communications in Medicine (DICOM) format along with the slice and patient information in order to preserve and investigate the images. The images can be seen or printed anytime after the scans are completed by a physician using the DICOM database. The computation of the images and the maintenance of the database are the responsibility of the image reconstruction computer and the MR console (see in Fig. 4 ). This is very useful for clinical purposes and reviewing the patient's file later in time but not necessarily a helpful setup for interventional purposes because the visual information obtained from the MR scanner must be used immediately in the interventional procedure to command and control the robotic device inside the scanner. Clearly, the time that elapses between the collection of data, image reconstruction, and database update to be able to see the images on the MR console is unacceptable for realtime interventional purposes. In fact, this point is essential to the mechatronic integration of both systems for completing the intervention procedure as quickly as possible. In any interventional framework, the information must be made available as fast as possible to the operator. To overcome the time delay, a direct connection between the operator's computer and the image reconstruction computer must be used (see Fig. 4 ). Although a direct connection to the scanner's computer (dashed line in Fig. 3 ) would be the fastest way to obtain the raw data from the system, such a setup can cause delays in the scanner operation and disrupt image acquisition. Thus, it is safer to retrieve the data from the image reconstruction computer after the acquisition is completed. On the other hand, it is practically impossible to integrate robot planning and visualization into the MR scanner's console without the assistance of the scanner manufacturers. For these reasons, a dedicated interventional GUI running outside the MR console lies at the heart of the setup until the proof of concept is achieved. The GUI collects the images from the scanner and presents them to the operator. It obtains an acceptable placement of the robotic device in virtual reality and sends signals to the real-time computer to place the robot physically for the intervention.
In brief, the GUI is the center synergistic component that provides the mechatronic integration of the robotic device with the MRI scanner. Fig. 3 describes the the structure of the overall mechatronic system obtained by integrating the robotic device and the MRI scanner. Figs. 1 and 2 show the physical placement of the scanner and the robotic device. Fig. 4 describes schematically how the systems are interconnected. The GUI and the MR scanner console are the only interfaces (with the exception of the haptic devices and possible additional MR-compatible vision components) that the operator interacts during the intervention, as shown in Fig. 3 . Ideally, slice planning should be done from the GUI by using direct communication with the scanner's embedded computer. One more time, this requires a complete modification of the existing MR console in order to accommodate new functions required for the command and control of the robot. This path is against the mentality of designing the robotic device around the MR scanner and can only be economically viable with the participation of the MR scanner manufacturers.
IV. GENERAL SETUP AND THE GUI
The basic idea of the system is described in Fig. 5 . The patient is placed in the scanner along with the robot and the slices of interest are imaged using the scanner. Different stages before and during operation are described later in this section.
A. Coordinate Frame Alignment
The very first step after the placement of the patient and the robotic device inside the scanner is the alignment of the robotic coordinate frame with the scanner coordinate frame where all the images are physically described. This step is crucial for the whole operation since the physical placement of the robot depends on the coordinate frame. In the system of this paper, the alignment is accomplished by using a fiducial (a cross) marker filled with gadolinium attached to the arm in known robotic frame coordinates. First the GUI is set to the special alignment mode, then the robot arm is held parallel to the ground that equates all the rotational joint variables to zero. A set of multislice images are taken and the fiducial marker is located. Subsequently, two orthogonal slices that contain the fiducial marker are obtained and shown on the GUI's 2-D windows (see Section IV-C for a detailed description of the GUI). GUI markers are moved automatically (via image processing methods) or manually on the images of the fiducial marker location to discover its scanner coordinates. Once marker coordinates are known in both frames and since the cartesian frames are parallel, the translational vector that describes the conversion is obtained from the fiducial marker coordinates in both frames. Note that the coordinate frame alignment is highly dependent on the geometry of the robotic device.
B. Preoperative Stage
Before the intervention starts, an important task is the geometric assessment of the area of operation. As the intervention will be based on the MR images, the first step is to determine an appropriate positioning and location of the slices. The operators might want to make decisions in a 3-D virtual environment displaying the region of operation. A series of preoperative images can be taken to build a virtual 3-D reconstruction (see Fig. 6 ). To draw the 3-D volume set, a couple of steps are necessary. Although the acquisition and transfer of the data from the MR scanner is the same as described in the next section, there are surface reconstruction algorithms that need to run on the multislice set once the data are transferred to the operator's computer and Fourier transformed to obtain the images. For this reason, the GUI has a dedicated preoperative planning button that starts the procedure. The 3-D volume data are acquired by using either a multislice set or a true 3-D pulse sequence. The decision is made based on the speed and resolution constraints. Once the images are obtained, the 3-D surface is reconstructed using standard algorithms for isosurface construction included in Matlab. The isovalue that defines the surface is chosen depending on the desired enhancement of the target area. Any image processing routine, such as edge detection, segmentation, and classification, that is deemed relevant for better target acquisition can be applied to the set. Visual aids, for example, the orthogonal grid of Fig. 6 can be placed initially to guide the position of the robot and to have an idea about the dimensions of the area of interest. Following the decision about the interventional path using the 3-D virtual environment, the position and orientation of the slices can be finalized. 
C. Interventional Stage
After the preoperation planning is finished, the intervention can start. The idea is to obtain two oblique (see Fig. 7 ) or parallel (see Fig. 8 ) slices and display them on the GUI appropriately for the intervention. The raw data are transferred to the operator's computer (Fig. 4) including the coordinates of the slices and the fast Fourier transform is computed to obtain the images. The images are presented with the GUI in two different fashions (see Fig. 8 ). First, 2-D images are shown in the windows placed on top of the GUI to decide about the entry and target point of the intervention. These windows are called slice windows. Second, another window, called 3-D window, provides a virtual presentation of the robot, of the gantry, and of the slices displayed in their physical positions. The image contrast on all images and the transparency of the 3-D slices can be adjusted using the buttons next to the 3-D window. If desired, preoperative 3D volume set can also be shown in the 3D window as in Fig. 8 . In order to take full advantage of MRI's oblique slice acquisition, the GUI's 3-D window represents the oblique slices in a virtual environment. The view point of the environment can be rotated and tilted as desired for better apprehension of the area of interest.
Each of the slice windows (Fig. 8 ) is associated with a marker. The first window displays the entry point marker and the second displays the target point marker. Using the mouse, the operator can move any of these points in order to decide about the best insertion path for the intervention. The markers are also shown in the 3-D environment on their respective locations on the slices. As soon as any of the points is moved in the slice windows, the markers in 3-D follow the motion of their 2-D counterparts. The virtual robot in the 3-D window posi- tions itself inline with the insertion path defined by the entry and the target point. This is accomplished by solving the inverse kinematics of the robot [17] . This mode of operation is called automatic placement. The virtual environment provides a comfortable framework for executing the intervention. As the calculations are finished rapidly and the graphics are updated quickly, the procedure has the feeling of a movie or a video game. A warning will be issued if the length of the needle or the probe is shorter than the insertion path.
The operator is not restricted to using the markers to actuate the manipulator. Basically, by using the buttons and/or the fields provided on the right-hand side of the GUI, the operator can actuate any joint or DOF to any allowable value. This mode of operation is called manual placement. Note that in the manual mode, it is very difficult for a human operator to place a 7-DOF robot in an appropriate position for an intervention.
These delicate placements can be achieved quickly using the zoom features for all the images as well as changing the angle of view by rotations and tilts for the 3-D window. Moreover, the 3-D window can be detached from the whole GUI and be opened on a separate window with zooming capabilities to have better assessment. This facilitates the intervention when the operator's computer has dual monitors. On one monitor using 2-D images, target markers manipulations can be made while watching the position of the robot in the 3-D window that covers the whole second monitor. The virtual robot continues to follow commands in a separate window as it would when it was kept inside the GUI.
In addition, by using the real-time encoder data, the physical robot can also be monitored using the detached 3-D window when, for example, a haptic device is used for commanding the manipulator or after the robot is commanded to move physically to the desired position.
The operator also has the option of changing gantry's transparency or not showing it at all (see Figs. 7 and 8 ) in order to obtain the best possible view(s). Moreover, whether the gantry is displayed or not, there exists a safety precaution in place that alerts the operator by displaying the gantry in orange if, for some reason, any of the extremities of the robot touch it.
It is quite possible that in the beginning of the operation, the interventional radiologist will not be satisfied with the position and the orientation of the slices in order to accomplish the intervention and would like to change them. Although currently slice positioning must be done using the MR console, there is work in progress in collaboration with Siemens engineers to modify the slice positions and orientations from the GUI [18] .
The GUI provides a trigger button that sends a signal to the scanner to start the scans. Once the button is hit, a trigger pulse is sent to the MR scanner and the raw data are loaded and processed. In case imaging procedures are started from the MR console, by hitting the button "Load Images" on the GUI, the raw data that are held in the image reconstruction computer's hard disk are loaded.
In addition to the graphics, the GUI also presents at any time numerical values of the slice positions and orientations, positions of the entry and target points, numerical values of the joint variables of the physical and virtual robot as well as their origin. By pushing the GUI button "Physical Robot," the operator can also display the physical robot in the 3-D window in order to have an idea about the true physical position of the device.
There are two GUI-based modes of operation for the command of the robotic device. In the first one, only the virtual robot in the 3-D window is actuated based on automatic or manual placement. The changes are reflected to the physical robot after the operator decides that everything is in order. The operator can use the GUI button "Move the Robot" to send the commands to the physical robot for the execution of the move. Once the button is pressed, the motion of the physical robot is shown continuously in the 3-D virtual environment window for monitoring. This mode of command is called the planned mode that is preferable and safe. In the second mode, the commands obtained from the GUI in the automatic or manual placement mode are immediately dispatched to the physical robot. In this mode, called the online mode, extreme caution must be used.
In addition, the device can be commanded by using a haptic device and/or directly controlling the motors by using electrical switches. The GUI button "Manual Control" that puts the device into this mode does the following: it immediately disengages the feedback loop that controls the robot arm, starts collecting the motor encoder data in order to monitor numerical values of the joint variables, and continuously displays the physical robot on the 3-D virtual environment. If desired, the virtual environment can be shown using a projector inside the scanner room so that the operator can be near the patient and can guide the intervention using a haptic interface or an MR compatible computer near the scanner.
V. CONCLUSION AND FUTURE DIRECTIONS
MRI provides many advantages compared to the other imaging modalities. The images can be obtained at different slice positions and orientations without moving the patient or the equipment. This is a tremendous flexibility and gain of speed in discovering the intervention path. Moreover, different tissue properties can be enhanced using specific pulse sequences, opening the way to a quick and thorough assessment of the operation's success level. For example, in RF ablations under CT, the final step is to insert a temperature probe to the ablation area, and the temperature measurement is obtained from a point. MRI can provide a better evaluation by covering the whole area of interest using diffusion-sensitive MR images that are affected by tissue temperature [16] . There is also added advantage of eliminating harmful radiation for the patient and the medical crew. All these reasons make MR modality an excellent choice as an interventional vision component. Due to the high number and better image sensitivity, economically it makes more sense to use closed-bore MR scanners for robotic interventions.
From an engineering perspective, both the MR scanner and MR compatible robots are mechatronic devices. The component that brings them together is the GUI. Regardless of the specifics of the robot (structure, intended operation, and target organ) and the scanner (open or closed bore, special type), the GUI's fundamental objective is to make the scanner, the robot, the physician, and the patient operate in synergy. Especially, since the closed-bore scanners are preferred, which means that it will be difficult to reach the patient inside the scanner, the GUI has to bring the area of operation in the focus of the physician. This approach will reduce the fatigue for the operator, and as the operation will be completed faster and in a more efficient manner, it will increase the comfort level of the patient similar to the situation in robotic surgery. One of the future aims after the satisfactory completion and testing of the prototype is defining emergency procedures in case there is a need to access the patient.
The GUI provides synergy by several additional means. First, it takes full advantage of MR-imaging properties by displaying in a 3-D virtual environment the slices with their positions and orientations for the assessment of the interventional path. The environment allows changing the point of view by rotations and tilts for the same goal. The addition of image processing algorithms such as edge detection and segmentation facilitates the target acquisition. Second, the GUI also has the possibility of showing preoperative 3-D volume data for planning. Third, the superimposition of the robotic device's virtual representation to the 3-D environment serves two purposes. The first is an initial assessment of the robot position before any action is taken for possible corrections and preventive moves. This way, after the decision is made, the GUI should permit small manual adjustments of the device. The second purpose is the monitoring of the robot during the physical motion. This also opens the possibility of using a haptic device to control the robot inside the scanner room with the GUI projected on a large screen. Fourth, the GUI incorporates safety futures such as collision alerts with the gantry.
Ideally, to be in full synergy, slice and pulse sequence parameters should be controlled from the GUI. The MR console is already overloaded computationally with different tasks such as database management, patient registration, and constant communication with the scanner. For this reason, a dedicated GUI that commands and controls the intervention is the only feasible solution. One way of improving the setup is to build a communication line between the MR console and the GUI that can only be achieved with the assistance of scanner manufacturers [18] .
In an interventional operation, all the available data must be presented to the physician as fast as possible, especially the images. The best solution would be to obtain the raw data from the MR scanner's embedded computer and apply necessary mathematical transformations on a dedicated computer. Using DICOM protocol to get the images from the database is an unacceptably long process, and building a direct connection to the embedded computer to obtain the raw data would again require assistance of the manufacturers as well as Food and Drug Administration's approval. A compromise is reached by obtaining the raw data from the image reconstruction computer. This approach is significantly faster than the DICOM path and does not alter any functions of the scanner's embedded computer.
The GUI's flexibility allows the easy incorporation of new additions and improvements. For example, if the mechanical design of the robot was to be changed, all that needs to be done is to update the inverse kinematics and the representation of the virtual robot.
Another possible future development is the incorporation of a flexible tip. Currently, the tip is assumed to be a straight line but using flexible ones curved interventional paths can be obtained. This technology will require new techniques that will localize the tip. As an example, miniature coils can be attached to the different points of the tip to see it using MRI and control it to define the path. It will also be necessary to build path definition algorithms with organ avoidance since it is harder to find a curved path manually. The implementation will require different image processing algorithms to define the organ boundaries. This is not a big challenge if the area of interest is stationary. Synchronizing the robot with patient motion is an important and difficult challenge that will require the design of new feedback control schemes, the addition of new sensors, and vision components to detect the motion externally. Internally, the image processing algorithms for organ detection must be predictive in time domain in order to compensate for the motion of the organs. This point can be improved with the discovery of faster pulse sequence techniques that should be combined with the algorithms. Finally, the GUI can be used to execute the operation from a remote location using the connection over the Internet or any appropriate communication link.
In conclusion, as it is almost impossible for one or several human operators to visualize an adequate path of intervention from images presented in two dimensions and to manually position a robotic device of several degrees of freedom according to that path, real-time IGIs with MR-compatible robotic devices are not conceivable without a synergistic GUI that ties all the mechatronic components and humans together.
