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SUMMARY
We present a novel approach to wall modeling for RANS within the discontinuous Galerkin method. Wall
functions are not used to prescribe boundary conditions as usual but they are built into the function space of
the numerical method as a local enrichment, in addition to the standard polynomial component. The Galerkin
method then automatically finds the optimal solution among all shape functions available. This idea is fully
consistent and gives the wall model vast flexibility in separated boundary layers or high adverse pressure
gradients. The wall model is implemented in a high-order discontinuous Galerkin solver for incompressible
flow complemented by the Spalart–Allmaras closure model. As benchmark examples we present turbulent
channel flow starting from Reτ = 180 and up to Reτ = 100,000 as well as flow past periodic hills at
Reynolds numbers based on the hill height of ReH = 10,595 and ReH = 19,000. Copyright c© 2010 John
Wiley & Sons, Ltd.
Received . . .
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1. INTRODUCTION
Turbulent wall-attached flows exhibit a sharp velocity gradient at no-slip boundaries. This gradient
commonly requires the first off-wall point to be located within the viscous sublayer at y+1 ∼ 1 for
Reynolds-averaged Navier–Stokes (RANS) simulations. Wall functions are therefore frequently
used to economize computer time and storage requirements by placing the first node in the
logarithmic region and specifying appropriate boundary conditions (see, e.g., the reviews in [1, 2]).
This approach comes along with two major challenges: (i) wall functions often fail to produce
accurate results in strong non-equilibrium boundary layers and (ii) it may be difficult to define
consistent boundary conditions for turbulence quantities at general off-wall locations, especially
inside the buffer layer between 5 < y+ < 30 [2, 3]. Special wall functions have been designed in
order to enhance performance in non-equilibrium flow settings, e.g. in [4, 5, 6]. Suitable boundary
conditions for turbulence quantities have been discussed, for example, in [3].
In the present paper, we do not apply wall functions to prescribe boundary data. Instead, we
construct a problem-tailored spatial discretization, which is capable of resolving sharp boundary
layer gradients with coarse grids (y+1 ∼ 1,000), while offering a much higher degree of flexibility
in non-equilibrium conditions than wall functions can provide. This is achieved by consistently
enriching the polynomial function space of the Galerkin method near a no-slip boundary with a wall
function. The solution is here composed of the standard polynomial plus an enrichment, which in our
work is constructed using Spalding’s law-of-the-wall. The method then automatically “chooses” the
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most appropriate solution among the polynomial and the enrichment space. The resulting algorithm
allows representation of general boundary layers including non-equilibrium conditions (cf. (i))
and resolves the whole velocity profile down to the no-slip boundary such that artificial boundary
conditions of turbulence quantities are not required (cf. (ii)).
A framework for the development of such problem-tailored numerical methods was first
proposed by Melenk and Babusˇka [7] with their partition-of-unity method (PUM). Belytschko
and Black [8] have subsequently suggested a formalism for enrichment of crack tip elements in
solid mechanics within the continuous Galerkin method (standard FEM). The general version of
the latter approach is denoted extended finite element method (XFEM) and has been employed in
a number of applications; the interested reader is referred to the review article [9] and previous
studies in the field of high-gradient enrichments, e.g. for the convection-diffusion equation [10] or
Burger’s equation [11]. The so-called discontinuous enrichment method (DEM) by Farhat and co-
workers [12] with application to high-gradient enrichments for the convection-diffusion equation,
e.g. in [13], represents another framework for constructing problem-tailored numerical schemes.
A major distinction between these two methods is that XFEM is typically (but not necessarily)
based on continuous functions both for the polynomial and the enrichment component, whereas in
DEM the polynomial component is continuous and the enrichment is discontinuous at cell interfaces
allowing for static condensation of the enrichment via Lagrange multipliers.
The present paper builds upon the boundary layer enrichment within the XFEM framework as
recently proposed by Krank and Wall [14] for the incompressible Navier–Stokes equations. This
approach is developed further in the present work to RANS modeling in conjunction with high-
order discontinuous Galerkin (DG) discretizations. Hence, both the standard and the enrichment
component are discontinuous and the elements are coupled via appropriate fluxes as usual in DG. We
prefer XFEM over DEM in the present application since it may be considered more efficient within
the particular matrix-free implementation [15] used in this paper while the additional degrees of
freedom only amount to a few percent of the overall number of degrees of freedom. The DG method
has recently attained increasing popularity for computation of turbulent flow (see, e.g., [15] and
references therein) and additionally offers favorable characteristics regarding function enrichment.
The Spalart–Allmaras model [16] is selected as RANS closure due to its simplicity and yet good
performance as well as positive experiences within the DG context [17, 18, 19, 20, 21].
The outline of this article is as follows. Section 2 introduces the governing equations under
consideration in this paper. Section 3 subsequently presents wall modeling via function enrichment
within DG discretizations. The numerical method including time stepping, variational form, matrix
formulation, and implementation of the enrichment is discussed in Section 4. Numerical benchmark
examples consisting of plane turbulent channel flow and flow past periodic constrictions are
presented in Section 5, and concluding remarks close the article in Section 6.
2. INCOMPRESSIBLE NAVIER–STOKES EQUATIONS AND THE SPALART–ALLMARAS
MODEL
In this work we consider the incompressible Navier–Stokes equations in conservative form with the
Spalart–Allmaras [16] one-equation closure model:
∇ · u = 0 in Ω× [0, T ] (1)
∂u
∂t
+∇ · (Fc(u) + pI −Fν(u)) = f in Ω× [0, T ] (2)
∂ν˜
∂t
+∇ ·
(
F˜c(u, ν˜)− F˜ ν˜(ν˜)
)
= Q(u, ν˜) in Ω× [0, T ]. (3)
Herein, u is the velocity, p the kinematic pressure, ν˜ the eddy-viscosity-like primary variable of the
Spalart–Allmaras model, f the body-force vector, Ω the domain size, and T the simulation time.
The convective and viscous fluxes of the momentum equation are defined as
Fc(u) = u⊗ u Fν(u) = 2(ν + νt)(u)
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with (u) = 1/2(∇u+ (∇u)T ), the kinematic viscosity ν, and the eddy viscosity νt = ν˜fv1 where
fv1 is a turbulence model quantity. The convective as well as diffusive fluxes of the Spalart–Allmaras
equation are given as
F˜c(u, ν˜) = uν˜ F˜ ν˜(ν˜) = ν + ν˜
cb3
∇ν˜
where cb3 is a model constant. The formulation of the source term Q(u, ν˜) employed in this paper
including all model constants is described in Appendix A.
The initial conditions are specified at t = 0 as
u(t = 0) = u0 in Ω and (4)
ν˜(t = 0) = ν˜0 in Ω. (5)
This work considers periodic as well as no-slip Dirichlet boundary conditions on solid walls
∂ΩD = ∂Ω that close the problem with
u = gu = 0 on ∂ΩD and (6)
ν˜ = gν˜ = 0 on ∂ΩD. (7)
3. WALL MODELING VIA FUNCTION ENRICHMENT
The sharp spatial velocity gradient present in turbulent boundary layers leads to resolution
requirements of y+1 ∼ 1 for RANS simulations using standard low-order schemes. The aim of this
work is to construct a problem-tailored numerical method that is capable of resolving high velocity
gradients with very coarse meshes (y+1 ∼ 1000) while preserving flexibility in non-equilibrium
boundary layers. This is achieved by inserting a wall function in the function space of the Galerkin
method in addition to the standard polynomial component. It is inherent to all Galerkin methods
that the user chooses the shape functions, and the method automatically tries to find an optimal
solution using these shape functions. The general framework for such a function enrichment
is presented in the following subsection (Section 3.1), and the particular wall function used is
discussed in Subsection 3.2. The reasoning largely follows Krank and Wall [14] and introduces
several simplifications possible in the framework of DG.
As a basis for the following discussion we tessellate the d-dimensional computational domain
Ωh ⊂ Rd intoNe non-overlapping quadrilateral or hexahedral finite elements Ωh =
⋃Ne
e=1 Ωe in d =
2 or d = 3, respectively. The subscript (·)h used here indicates the identification of the respective
variable with a characteristic element length h. The standard polynomial solution spaces are of the
form
Vph = {ph ∈ L2 : ph|Ωe ∈ Pk(Ωe),∀e ∈ Ωh},
here for example for the pressure ph, where Pk are all polynomials up to the tensor degree k. We
choose nodal shape functions based on Gauss–Lobatto nodes throughout this paper due to reasons
of efficiency [15], while modal shape functions would be equally suitable for all DG spaces.
3.1. Enriching the solution space
The key idea of the present wall modeling approach is that the function space for the velocity
uh consists of two parts, a polynomial component u¯h(x, t) ∈ Vu¯h = (Vph)d plus an enrichment
component u˜h(x, t), yielding
uh(x, t) = u¯h(x, t) + u˜h(x, t) (8)
with the spatial location vector x and assuming the direct sum decomposition of the underlying
discrete solution spaces Vuh = Vu¯h ⊕ Vu˜h . The polynomial component u¯h(x, t) may in each element
be represented by a standard FE expansion of degree k:
u¯h(x, t) =
∑
B∈Nk
NkB(x)u¯B(t) (9)
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
Prepared using fldauth.cls DOI: 10.1002/fld
4 B. KRANK ET AL.
0
250
500
750
1000
uh
y
+
 
 
uh
u¯h
u˜h
0
250
500
750
1000
uh
y
+
 
 	
XXz
polynomial
of degree k
XXy
linearly
weighted
Spalding’s law
                           
Figure 1. Composition of the velocity uh in a boundary layer consisting of the polynomial and the
enrichment component u¯h and u˜h for an ideal boundary layer given as Spalding’s law (left) and a non-
equilibrium boundary layer in a separated flow or with high pressure gradient (right). Symbols indicate cell
boundaries, i.e. one cell near the wall is enriched.
with shape functions NkB and degrees of freedom u¯B(t). The enrichment space consists of an
enrichment function ψ(x, t) times a polynomial of degree l:
Vu˜h = {u˜h ∈ (L2)d : u˜h|Ωe ∈ (ψPl(Ωe)),∀e ∈ Ω˜h}. (10)
Written in terms of shape functions, the enrichment expansion reads
u˜h(x, t) = ψ(x, t)
∑
B∈N l
N lB(x)u˜B(t). (11)
Usually it is sufficient to enrich a single layer of cells in the vicinity of the no-slip boundary,
Ω˜h ⊂ Ωh, and we set u˜h(x, t) = 0 outside this area. The enrichment function represents an a priori
known approximate solution and the definition applied in this article is discussed in the following
subsection. The shape functions N l employed here may be chosen independently to the ones used
in (9) and we take linear shape functions with l = 1 throughout this article in order to keep the
additional degrees of freedom introduced in (11) to a minimum. The weighting of the wall function
with a linear FE space gives the method high flexibility in adapting the enrichment to separated flow
conditions.
The composition of the resulting function space is illustrated in Figure 1 for an equilibrium
boundary layer and for a non-standard boundary layer profile, such as in separated flows. In
an equilibrium boundary layer, the velocity profile may to the largest extent be captured by the
enrichment while the full flexibility of a high-order polynomial plus a linearly weighted wall
function are available if the solution demands.
In the comparison of the enrichment formulation employed in [14] within the continuous Galerkin
method, we have taken into account two simplifications. Blending of function spaces at the interface
between enriched and non-enriched elements is automatically included in the discontinuous
Galerkin method since the weak coupling between the elements allows non-conforming shape
functions, making the ramp functions used in [14] unnecessary. Further, we do not subtract the
enrichment function by its nodal values to simplify implementation using common FE libraries.
As a consequence, the shape functions do not have to be modified on a basic level but are simply
re-combined subsequently to existing evaluation routines (see Section 4.2 for a possible layout of
implementation routines).
Finally, we discuss the treatment of the remaining variables p and ν˜. In typical boundary layers,
high-gradient solutions do not occur in the pressure, thus we employ only the standard polynomial
function space of degree k to discretize ph ∈ Vph. The Spalart–Allmaras model further results in
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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a linear distribution of the eddy viscosity ν˜ ∼ y+ between the wall and the outer edge of the
logarithmic layer, again under equilibrium assumptions [3]. We therefore assume that a polynomial
element of degree k adds sufficient flexibility to ν˜h ∈ V ν˜h = Vph in order to capture more general
profiles of ν˜ in non-equilibrium boundary layers as well.
3.2. Enrichment function
As an enrichment function, it would be possible to employ any wall function including both the
viscous sublayer and the logarithmic region in one C1-continuous formula that fulfills the no-slip
boundary condition u(y = 0) = 0 and ∂u
+
∂y+ |y=0 = 1. The latter requirement is essential for accurate
predictions of the wall shear stress [22]. In particular, it would be possible to utilize the wall function
implicitly given through the Spalart–Allmaras model using a procedure described in [3] or the
advanced wall functions in [5, 6]. Considering our very positive experiences with this function [14],
we use a minor modification of Spalding’s law [23], given as
y+ =
ψ
κ
+ e−κB
(
eψ − 1− ψ − ψ
2
2!
− ψ
3
3!
− ψ
4
4!
)
(12)
with y+ = yν
√
τw
ρ , where the wall shear stress is denoted τw and the density ρ. The von Ka´rma´n
constant κ = 0.41 and B = 5.17 according to Dean [24] are used.
The wall shear stress is chosen as a function in space and time in order to take into account the
local features of the flow as well as their temporal evolution in the model. In order to facilitate the
evaluation of the enrichment, we define a discrete wall distance yh and a wall shear stress τw,h in
terms of a finite element expansion as in [14]. For this FE expansion we choose linear continuous
shape functions of degreem = 1. The wall shear stress may then be computed on each node inN c,m
with
τw,B =
∫
∂ΩD
N c,mB (x)ρν
∂uh
∂y
∣∣
y=0
dA∫
∂ΩD
N c,mB (x)dA
(13)
and interpolated using
τw,h =
∑
B∈Nc,m
N c,mB τw,B . (14)
This choice allows representation of a varying τw within the elements in contrast to for example a
constant distribution (DG of degree m = 0). In order to enhance the robustness of the method for
small values of τw, for example at reattachment locations, a minimum of 2% of the average value
is specified similar to [14]. The wall shear stress is further re-computed in every time step to allow
for temporal adaptivity and the velocity is projected onto the new FE space via L2 projection again
according to [14]. The first derivatives of the enrichment shape functions, which are part of the weak
forms presented below, are computed with the formula included in [14].
4. APPLICATION TO A HIGH-ORDER DG CODE
The present wall modeling approach may be embedded in any steady RANS or unsteady URANS
solver based on the discontinuous Galerkin method. In this paper we exemplify the enrichment
with our high-performance matrix-free Navier–Stokes solver INDEXA employing high-order
discontinuous Galerkin discretizations [15]. This code is complemented by the Spalart–Allmaras
model in the current work.
In the first subsection (Section 4.1), the scheme is summarized by a matrix formulation, paving
the way for a discussion of the implementation of the enrichment approach. The full temporal
discretization and spatial Galerkin formulation are included in Appendices B and C for the interested
reader.
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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4.1. Discrete formulation of a temporal splitting scheme
The Navier–Stokes equations are integrated in time using the high-order semi-explicit velocity-
correction scheme by Karniadakis et al. [25], which consists of three sub-steps. The convective
term is first treated explicitly. A Poisson problem is subsequently solved for the pressure and
the latter is applied to obtain a divergence-free velocity in a local projection. Finally, the viscous
term is accounted for in a Helmholtz-like equation. This time stepping algorithm is augmented by
an explicit Spalart–Allmaras step in the present article avoiding nonlinear iterations entirely. The
temporal discretization resulting from the strong forms (1)–(3) is described in Appendix B.
Weak forms are derived as usual by multiplication of the temporally discretized equations with
appropriate weighting functions, integration over one element volume, and integration by parts
to obtain flux forms. Inserting the definitions of uh, ph, and ν˜h including the enrichment from
Section 3 yields the final Galerkin formulations. These are very similar to the ones presented
in [15] for the Navier–Stokes equations and are fully detailed in Appendix C for all sub-steps of
the scheme. Herein, the Lax–Friedrichs numerical flux is used to discretize the convective terms
in the Spalart–Allmaras equation and the momentum equation, as well as penalty methods for the
second derivatives in the diffusive term of the Spalart–Allmaras equation, the Poisson equation,
and the viscous term. To this end, the symmetric interior penalty method [26] is used for the non-
enriched variables while the non-symmetric version [27] is preferred for the viscous step where
the enriched velocity is the solution variable. The motivation for this choice is that the non-
symmetric interior penalty method is known to be stable with much lower requirements on the
penalty parameter [27]. This is beneficial in our solver since a general interior penalty parameter
definition for non-polynomial shape functions is not straight forward. For the diffusive and viscous
terms, we employ harmonic weighting of the discontinuous material property ν˜h [28] in order to
enable a stable scheme even for significant discontinuities in the eddy viscosity variable.
All integrals in the Galerkin formulation are evaluated with appropriate quadrature rules
according to [15] for the polynomial elements. The numerical integration of enriched elements
requires special attention due to the non-polynomial shape functions. As discussed in [9], it may
be efficient to construct problem-tailored quadrature formulas for such applications, especially
regarding the high-gradient direction, i.e. the wall-normal direction. For simplicity, we employ
Gaussian quadrature for all elements and increase the number of points used within the enriched
elements as in [14]. Typically, at least 15 quadrature points are necessary in the wall-normal
direction, and the requirement increases if the enriched element spans a wider range in y+-units.
Upon evaluation of all integrals in the Galerkin formulation, one arrives at the matrix formulation,
which is used in the following to summarize the numerical method and serves as a basis for
discussion of the implementation in the second subsection.
The sub-steps are:
Explicit Spalart–Allmaras step In the first sub-step, the Spalart–Allmaras transport equation
is explicitly advanced in time, avoiding costly non-linear iterations regarding both ν˜ and u. The
temporal derivative is treated by a backward-differentiation formula (BDF) of order J and the right-
hand side is extrapolated from the previous time steps with an extrapolation formula (EX) of the
same accuracy. We get
γ0N˜
n+1 =
J−1∑
i=0
αiN˜
n−i
−∆tM˜−1
J−1∑
i=0
βi
(
F˜ c
(
Un−i
)
N˜n−i − F˜ ν˜ (N˜n−i) N˜n−i −Q (Un−i, N˜n−i)) (15)
with the eddy viscosity vector N˜ , velocity vectorU , mass matrix M˜ , convective as well as diffusive
flux terms F˜ c and F˜ ν˜ , and the source terms Q. The increment in time is denoted ∆t, n is the time
step number, and αi, βi, as well as γ0 are time integrator coefficients according to [25] for constant
time step sizes. As we consider temporally varying time step increments, the adaptation of these
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coefficients is necessary in every time step. The explicit formulations of both the convective and
the diffusive term in this equation restrict the time step size by the Courant–Friedrichs–Lewy (CFL)
condition and the diffusion number D. An adaptive algorithm maximizing the time step size while
fulfilling both conditions is described in Appendix D.
Explicit convective step The Navier–Stokes equations are integrated in time as usual with the
present velocity-correction method. The convective term is first integrated explicitly with the same
scheme as the Spalart–Allmaras equation yielding the vector of the first intermediate velocity Uˆ :
γ0Uˆ =
J−1∑
i=0
αiU
n−i −∆tM−1
J−1∑
i=0
βiF
c
(
Un−i
)
Un−i + F n+1, (16)
where M is the mass matrix, F c is the convective flux, and F the body-force vector. This step is
also subject to the CFL condition due to its explicit character, similarly to the Spalart–Allmaras step.
Pressure Poisson equation and projection The pressure is subsequently computed by solving a
Poisson equation, which is the first global problem to be solved and given as
LP n+1 =
γ0
∆t
AUˆ , (17)
with L the Laplace operator, P the pressure vector, and A the divergence operator. Using the
pressure available, a divergence-free velocity vector ˆˆU may be obtained by a projection:
(M +D)
ˆˆ
U =
(
MUˆ +
∆t
γ0
BP n+1
)
(18)
with the gradient operator B. In our formulation, the projection step is augmented by a div-div
penalty term summarized in matrix D, which is used to stabilize the scheme by enhancing mass
conservation properties [15], see Appendix C for details. This projection is a local problem since
both the mass matrix and the div-div matrix are block-diagonal.
Implicit viscous step Finally, we arrive at the velocity solution at time tn+1 = tn + ∆t by solving
the second global equation system, consisting of the Helmholtz equation, given as( γ0
∆t
M − F ν (N˜n+1))Un+1 = γ0
∆t
M
ˆˆ
U , (19)
where the viscous flux is denoted F ν .
4.2. Implementation
The matrix formulation in the previous subsection consists of cell and face integrals emerging from
the weak forms. For these evaluations, we employ the high-performance computational kernels
by Kronbichler and Kormann [29] within the open-source deal.II finite element library [30]
implemented in the C++ programming language. In this framework, the evaluation of the finite
element interpolation in a quadrature point uh(xq, t) as well as multiplication by test functions
vh(xq, t) and summation over quadrature points is provided by a class called FEEvaluation.
The computational kernels include read (gather) and write (scatter) operations into global vectors,
evaluation and integration routines based on sum factorization, as well as the combination of values
and gradients on quadrature points.
For the evaluation of enriched function spaces, a modular extension to FEEvaluation has
been developed. As this extension can be used generically and is not restricted to the current
setting, it is detailed in the following paragraph. According to the definitions in (8) and (11), the
evaluation of the enriched function uh(xq, t) combines the interpolation of a standard polynomial
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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space u¯h of degree k with the interpolation u˜h of degree l. For the combined evaluation according
to Equation (8), the two polynomial representations underlying u¯h and u˜h are each evaluated in
the quadrature point location xq with index q. The following C++ code shows the implementation
of the function that computes the enriched interpolation in the q-th quadrature point, get value,
where the two components are combined and the enrichment function is multiplied. The second
method described here concerns integration where the action on a quadrature point q is to submit a
value prior to the multiplication by all the test functions in the quadrature point, submit value
[29, 30]. Note that the value to be tested is submitted to both the test function slot associated with
the polynomial function space function space 1 and the polynomial slot of the enrichment
polynomials function space 2 so that each receive a contribution in the respective degrees of
freedom in the residual. After the loop over quadrature points, the actual multiplication by all basis
functions and summation over all basis functions via sum factorization is done in a function called
integrate.
t e m p l a t e < . . .> c l a s s EnrichedEvaluation
{
t y p e d e f typename FEEvaluation< . . . > : :value_type value_type ;
t y p e d e f typename FEEvaluation< . . . > : :scalar_type scalar_type ;
value_type get_value ( c o n s t u n s i g n e d i n t q ) c o n s t
{
r e t u r n function_space_1 .get_value (q ) +
enrichment_function [q ] ∗ function_space_2 .get_value (q ) ;
}
vo id submit_value ( c o n s t value_type value_to_test ,
c o n s t u n s i g n e d i n t q )
{
function_space_1 .submit_value (value_to_test , q ) ;
function_space_2 .submit_value (enrichment_function [q ]∗value_to_test , q ) ;
}
. . .
FEEvaluation< . . .> function_space_1 ;
FEEvaluation< . . .> function_space_2 ;
scalar_type ∗enrichment_function ;
} ;
The implementation of FEEvaluation uses templates on the space dimension, polynomial
degree, the number of integration points, and number of components that are omitted for brevity.
For the fluid velocity, the type value type denotes a tensor with d components but the same code
can be used for scalar enrichments when the value type is a scalar. Furthermore, the particular
implementation in deal.II combines the evaluation of several elements at once for making use
of SIMD instructions (vectorization) in modern CPUs [29], which is why the inner quantity in a
component of the tensor is not simply a double field but rather a short array of double variables.
In the evaluator, Spalding’s law is a scalar quantity of type scalar type that is accessed via a
pointer enrichment function to a table of the values on all enriched cells and all quadrature
points. This factor is pre-computed prior to each time step using another FEEvaluation evaluator
accessing the continuous finite element vectors of degree m for τw,h and yh and resolving the
formula for ψ(xq) (12). The latter quantity, Spalding’s implicitly given wall function, is evaluated
numerically with the algorithm described in [14]. In a similar manner, the gradients in quadrature
points and the testing by gradients of the test functions are a combination of the gradients on the
individual fields, including the chain rule in the enriched part that also involves the gradient of
Spalding’s law with respect to the x coordinates according to the derivation in [14].
In the case of continuous FE spaces underlying the enrichment, the blending of function spaces
could be realized via constraint matrices in deal.II, as detailed in [31]. As aforementioned,
blending is automatically handled by the discontinuous Galerkin method through the weak
formulation of the element coupling.
This enrichment evaluator EnrichedEvaluation is included in our existing Navier–Stokes
code INDEXA [15] that also contains standard polynomial code paths where the additional
Copyright c© 2010 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids (2010)
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Table I. Channel flow cases and resolutions. Ne,i number of elements per spatial direction i, Reτ friction
Reynolds number, γ mesh stretching parameter, and ∆y+1e width of first off-wall element. All computations
employ k = 4 polynomial degree of standard space, l = 1 polynomial degree of enrichment space as well as
a single enriched element row at the wall.
Case Ne,1 ×Ne,2 Reτ γ ∆y+1e
ch N82 k4l1 8× 8 180 - 45
8× 8 395 - 99
8× 8 590 - 118
8× 8 950 - 238
8× 8 2,000 - 500
8× 8 5,200 - 1,300
8× 8 10,000 - 2,500
8× 8 20,000 - 5,000
ch395 N82 k4l1 8× 8 395 - 99
ch395 N162 k4l1 16× 16 395 - 49
ch395 N322 k4l1 32× 32 395 - 25
ch50000 N162 k4l1 16× 16 50,000 2.0 1,175
ch100000 N162 k4l1 16× 16 100,000 2.25 1,664
operations due to the enrichment are undesirable. In order to avoid re-implementing all the
weak forms of the Navier–Stokes equations with different evaluators, the generic programming
capabilities of the C++ programming language are used via templates. To this end, a wrapper
class FEEvaluationWrapper is introduced that contains a template argument to switch
between a basic FEEvaluation object in standard simulations and EnrichedEvaluation
in simulations including enriched elements. Both classes have the same interface, allowing for a
seamless integration into the solver with simply a change in types and zero computational overhead
in non-enriched simulations.
The FE operators enable matrix-free implementations of all sub-steps of the present scheme,
including the pressure Poisson equation and the viscous Helmholtz problem; the detailed solution
procedures for all steps are given in [15]. In particular, we use inverse mass preconditioners for
the local projection solver as well as the viscous solver. Herein, the inverse mass matrix M−1 on
enriched elements is the only variable in our algorithm which cannot be evaluated in a matrix-free
manner. Since the mass matrix is block-diagonal, the inverse may be calculated on each element
independently. Due to repeated application, we pre-compute a scalar mass matrix on each element
ahead of every time step and use an LU factorization for applying the action of its inverse on each
velocity component. Finally, the standard solution procedures according to [15] for all iterative
solvers give similar iteration counts compared to the standard polynomial case. From this fact we
conclude that conditioning is not an issue.
5. NUMERICAL EXAMPLES
We investigate the present wall modeling approach using turbulent channel flow as well as flow past
periodic hills. These two benchmark examples provide insight into the performance regarding wall-
attached flow in the first case and separated flow with a high adverse pressure gradient in the second
setup. All computations are carried out with a scheme of temporal accuracy of second order (BDF2)
and we take the spatial polynomial degrees of k = 4 for the standard velocity component, pressure,
and eddy viscosity, as well as l = 1 for the enrichment velocity component. This combination has
performed best in terms of accuracy and execution speed in our preliminary investigations.
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Figure 2. Mesh for turbulent channel flow computations with N = 82 elements. Enriched elements are
colored red and standard polynomial elements blue, i.e. a single element layer is enriched at the walls.
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Figure 3. Mean velocity of turbulent channel flow u+ = u/uτ for Reτ = 180, 395, 590, 950, 2,000, 5,200,
10,000 and 20,000, each shifted upwards by three units for clarity. All computations have been carried out
with the same mesh displayed in Figure 2 consisting of N = 82 elements of fourth polynomial degree plus
first degree for the enrichment within the first off-wall element row. Symbols indicate the location of element
interfaces.
5.1. Turbulent channel flow
We consider turbulent flow in a plane channel of the dimensions 2piδ × 2δ in streamwise and vertical
direction, respectively, with channel-half width δ. Periodic boundary conditions are specified
in streamwise direction and no-slip boundary conditions are prescribed at the solid walls. All
simulation cases and resolutions are presented in Table I. The normalized mean velocity u+ = u/uτ
with uτ =
√
τw/ρ is post-processed at sufficiently many y+ levels such that the full velocity profile
may be compared to reference data. The following numerical experiments are separated into three
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Figure 4. Mean velocity of turbulent channel flow u+ = u/uτ for Reτ = 395 employing three different
meshes of N = 82, N = 162 as well as N = 322 elements. One single element layer closest to the wall is
enriched in all cases. Symbols indicate the location of element interfaces.
groups investigating independence of the Reynolds number with the same mesh, mesh refinement
with a constant Reynolds number, and application to high Reynolds numbers.
The first investigations discussed here employ all the same mesh as visualized in Figure 2 of 8× 8
equally distributed cells and including a single enriched element row at the walls. With this spatial
discretization, the enrichment constitutes only 4% of the overall number of degrees of freedom. We
perform simulations using friction Reynolds numbers Reτ = uτδ/ν in accordance with reference
DNS by Moser et al. [32] (Reτ = 180, 395, and 590), Del A´lamo and Jime´nez [33] (Reτ = 950),
Hoyas and Jime´nez [34] (Reτ = 2,000), as well as Lee and Moser [35] (Reτ = 5,200). Further
friction Reynolds numbers of Reτ = 10,000 and Reτ = 20,000 are included and compared to the
linear and log-laws in the respective y+ regions. These simulation setups result in locations of the
first off-wall element interface in a y+ range between y+1e = 45 and 5,000 wall units, see Table I. The
results of the normalized mean velocity u+ are depicted in Figure 3 and exhibit excellent agreement
with reference data all the way down to the wall despite the significant difference in resolution
respective wall units. In the middle of the channel, the mean velocity is over-predicted to a minor
extent for Reτ = 180 and marginally under-predicted for Reτ = 20,000, the error is acceptable,
however. A reason for this behavior may be that Spalding’s law results in a slightly different velocity
distribution in the buffer layer as compared to the Spalart–Allmaras model. Aiming at fine-tuning
this approach, it would in future research certainly be valuable to investigate alternative enrichment
functions, in particular the wall function implicitly given through the Spalart–Allmaras equation via
a look-up table as suggested by [3].
Simple wall function approaches are often prone to inaccuracies during mesh refinement,
especially when the coupling location moves inside the buffer layer. A refinement study is therefore
performed for the case Reτ = 395 using three successive refinement levels from 8× 8 to 32× 32
cells. The wall model is active only in the first off-wall cells, ranging up to y+1e = 99 in the coarsest
case and y+1e = 25 in the finest case. The results displayed in Figure 4 show no difference between
the three simulation cases as desired, although the wall model is switched off inside the buffer layer.
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Figure 5. Mean velocity of turbulent channel flow u+ = u/uτ applied to high Reynolds numbers of
Reτ = 50,000 and Reτ = 100,000, the latter shifted upwards by three units for clarity. One single element
layer closest to the wall is enriched in both cases. Symbols indicate the location of element interfaces.
Many industrial applications, for example in the automotive, aerospace, or wind energy sector,
demand for much higher friction Reynolds numbers. We demonstrate that higher Reynolds numbers
may easily be computed with the present wall modeling approach. The friction Reynolds numbers
Reτ = 50,000 and Reτ = 100,000 are investigated and compared to the linear and log-laws in the
respective y+ regions. Meshes using 16× 16 cells are chosen and slightly refined towards the wall
using a hyperbolic mapping of the form f : [0, 1]→ [−δ, δ]:
x2 7→ f(x2) = δ tanh(γ(2x2 − 1))
tanh(γ)
(20)
with the mesh stretching parameter γ improving the resolution of the near-wall area. The values for
γ are selected as 2.0 and 2.25 according to Table I. The results displayed in Figure 5 confirm the
accuracy of the present method and indicate suitability for high-Reynolds-number application areas.
From this section we draw the conclusion that wall modeling via function enrichment allows
prediction of wall-attached flows with coarse meshes where the first cell spans y+ bandwidths of up
to 5,000 wall units. The approach exhibits a high level of grid independence and the solution quality
is retained also when increasing spatial resolution.
5.2. Flow past periodic hills
As a second numerical example we investigate flow past periodic hills according to Fro¨hlich et
al. [36] at a Reynolds number based on the hill height H of ReH = 10,595 and according to
Rapp and Manhart [37] at ReH = 19,000. This example is challenging for common wall modeling
approaches since it includes a separation bubble as well as a high adverse pressure gradient, violating
the assumptions inherent to equilibrium wall modeling approaches. Wall modeling via function
enrichment on the contrary has exhibited an outstanding performance in [14] in the context of wall-
modeled LES. This example has further been investigated by many researchers, regarding RANS
in particular within the European initiative “Advanced Turbulence Simulation for Aerodynamic
Application Challenges” (ATAAC) as well as Jakirlic´ and co-workers (see, e.g., [38]).
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Table II. Simulation cases and resolutions of the periodic hill benchmark. ReH = 10,595: ph10595 N16×
8 k4l1 coarse mesh with wall modeling, ph10595 N32× 16 k4l1 refined mesh with wall modeling,
NTS Spalart Allmaras Ref reference using the Spalart–Allmaras model without wall modeling,
FMRTL LES highly resolved LES. ReH = 19,000: ph19000 N16× 8 k4l1 coarse mesh with wall
modeling, ph19000 N32× 16 k4l1 refined mesh with wall modeling, RM EXP experiments. Resolutions
are specified in terms of elements per direction Nei and grid points Ni ≈ Nei(k + 1)
Case ReH Approach Ne1 ×Ne2 N1 ×N2 ×N3 x1,reatt/H
ph10595 N16× 8 k4l1 10,595 RANS (SA) 16× 8 80× 40 7.32
ph10595 N32× 16 k4l1 10,595 RANS (SA) 32× 16 160× 80 7.59
NTS Spalart Allmaras Ref 10,595 RANS (SA) - 161× 161 7.7
FMRTL LES 10,595 LES - 192× 128× 186 4.6− 4.7
ph19000 N16× 8 k4l1 19,000 RANS (SA) 16× 8 80× 40 7.35
ph19000 N32× 16 k4l1 19,000 RANS (SA) 32× 16 160× 80 7.59
RM EXP 19,000 experiment - - 4.21
Figure 6. Grid of coarse refinement level. Enriched
elements are colored red and standard polynomial
elements blue.
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Figure 7. Location of first off-wall element interface
y+1e for flow past periodic hills. The shallower curves
correspond to the upper wall.
The domain of the present computations is of the dimensions 9H × 3.036H in streamwise and
vertical direction, respectively, with no-slip boundary conditions at the top and bottom wall and
periodic boundary conditions in horizontal direction. Two meshes are considered, a coarser one
using 16× 8 cells and a finer one using 32× 16 cells, both employing equidistant grid spacings
for simplicity. The standard Galerkin component consists of polynomials of degree k = 4 and the
enrichment is based on polynomials of degree l = 1 solely included within the first element layer
near the no-slip walls. The additional degrees of freedom of the enrichment increase the overall
degree-of-freedom count by no more than 4% in the coarse case and 2% in the fine case. All
simulation cases including the labels used in the following plots are listed in Table II. In order
to enhance the representation of the curved boundary using such coarse meshes, the discretized
geometry is mapped onto the reference curve by a polynomial of degree k = 4 with facilities
provided by the deal.II library [30]. The resulting coarse mesh is displayed in Figure 6. With
these grids, the first off-wall elements including the enrichment span a range in y+-units up to
approximately y+1e ≈ 420 at the top wall and y+1e ≈ 340 at the hill crest for the coarser mesh as well
as the higher Reynolds number. The detailed distribution of y+1e for all cases is included in Figure 7.
Our results are compared to three data sets, which are also included in the overview in Table II.
Accurate reference data is provided by highly resolved LES of Fro¨hlich et al. [36] for the case
ReH = 10,595 and by experiments of Rapp and Manhart [37] for ReH = 19,000. This reference
data has been obtained from the ERCOFTAC QNET-CFD Wiki contributed by Rapp et al. [39].
Further reference data considered is a wall-resolved simulation of the case ReH = 10,595 using the
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Spalart–Allmaras model, which has been conducted by Strelets and Adamian within the European
ATAAC project and has been extracted from vector-graphics plots in [40]. Since we use the same
RANS approach in this article, we expect convergence with refinement not to the more accurate
reference data but to the latter RANS simulation.
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Figure 8. Friction coefficient (left) and pressure coefficients (right) for ReH = 10,595. The shallower
pressure curves corresponds to the top wall.
We commence the discussion of the results with the friction and pressure coefficients cf and cp
at the walls. They are defined as
cf =
τw
1
2ρu
2
b
cp =
p− pref
1
2ρu
2
b
with the bulk velocity ub and the reference pressure pref taken at x1 = 0 on the upper wall. Results
are plotted in Figure 8 for ReH = 10,595. As for the skin friction, there is generally a very high
level of agreement between the two meshes included in the present study, except at the hill crest,
where the peak is much more pronounced in the fine case. It is remarkable that both curves are in
very close accordance with the RANS reference data carried out with the Spalart–Allmaras model
despite the coarseness of the meshes, again except in the vicinity of the hill, where significant
deviations are visible. A comparison of the peak of the cf curve is unfortunately not possible with
this reference data due to the lack of data points in this region. A further comparison with accurate
reference data by well-resolved LES indicates that the general trend is predicted well, yet with a
clear deviation from the reference. This discrepancy is also represented in the reattachment lengths
x1,reatt/H included in Table II which are significantly over-predicted by all computations using the
present RANS model. The pressure curves according to Figure 8 are of similar quality, since the
difference between the two computations using the current approach is negligible while solely the
general trend is predicted well.
Next, the mean velocities in streamwise and vertical direction u and v are plotted in Figure 9 at ten
streamwise stations for the same Reynolds number ReH = 10,595. The two computations carried
out with the present approach display only minor differences to the Spalart–Allmaras reference. This
fact indicates that the wall model is well capable of providing an appropriate function space that
yields results almost equal to considerably finer meshes without wall model. The mean streamwise
velocity is in general predicted too high near the top wall whereas it is estimated too low near the
bottom wall. As a consequence, the recirculation bubble is extended towards the hill on the right-
hand side, which is in agreement with the observed over estimation of the reattachment length.
The application of the same meshes to the higher Reynolds number of ReH = 19,000 confirms
the observations of the lower Reynolds number. Detailed reference data of the skin friction and
pressure coefficients is not available for this case. The reattachment lengths included in Table II are
significantly over-predicted, however. The mean velocity displayed in Figure 10 shows very similar
results to the lower Reynolds number case. Since refinement hardly leads to changes in the results,
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Figure 9. Mean streamwise (top) and vertical (bottom) velocity components u and v of flow past periodic
hills at ReH = 10,595.
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Figure 10. Mean streamwise (top) and vertical (bottom) velocity components u and v of flow past periodic
hills at ReH = 19,000.
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it may be concluded that the function space provided by the present wall model is appropriate and
the remaining differences to reference data are due to the Spalart–Allmaras model.
In summary, it has been found that the present wall modeling approach provides an appropriate
function space even in separated flows, as we have been able to reproduce reference results using
the Spalart–Allmaras model without wall model. Moreover, it has been shown that the Spalart–
Allmaras model yields deficient results for this flow example. A major benefit of our wall model
is that refinement does not lead to a degradation of the result quality as opposed to common wall
models, since the polynomial component of the elements is retained and automatically jumps in if
necessary.
6. CONCLUSION
In this paper we have presented a wall modeling approach for RANS which overcomes the common
limitations of grid dependence and poor performance in separated flows. This is achieved by solving
the full Navier–Stokes equations including the Spalart–Allmaras model with exact wall boundary
conditions. The method is capable of employing grids where the first off-wall cell spans a y+ range
of up to 5,000 wall units. The key ingredient of this approach is that the Galerkin function space is
enriched with a wall function in addition to the usual polynomial shape functions. The numerical
method then tries to make optimal use of these contributions.
In flow past periodic hills, the results delivered by the Spalart–Allmaras model are not fully
satisfactory. The straight-forward extension of the present scheme towards hybrid RANS/LES [41]
would therefore be highly interesting. We believe that the LES capabilities of the code [15] in
conjunction with the present wall modeling approach will form a powerful computational tool for
future applications.
A. SPALART–ALLMARAS MODEL
The source terms of the Spalart–Allmaras model are considered in the following form assuming a
fully turbulent flow:
Q(u, ν˜) = cb1S˜ν˜ +
cb2
cb3
∇ν˜ · ∇ν˜ − cw1fw
(
ν˜
y
)2
(21)
using the expressions
S˜ = S +
ν˜
κ2y2
fv2 Ω =
1
2
(∇u− (∇u)T ) S =
√
2Ω : Ω
χ =
ν˜
ν
fv1 =
χ3
χ3 + c3v1
fv2 = 1− χ
1 + χfv1
fw = g
(
1 + c6w3
g6 + c6w3
)1/6
g = r + cw2(r
6 − r) r = ν˜
S˜κ2y2
and constants
cb1 = 0.1355 cb2 = 0.622 cb3 = 2/3
cv1 = 7.1 κ = 0.41
cw1 =
cb1
κ2
+
1 + cb2
cb3
cw2 = 0.3 cw3 = 2.
In the non-physical case of ν˜ < 0, we set Q(u, ν˜) = 0 as well as νt = 0 according to Crivellini et
al. [19].
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B. TEMPORAL DISCRETIZATION
The governing equations (1)–(3) are integrated in time as follows. The Navier–Stokes equations
are treated using the high-order semi-explicit velocity-correction scheme by Karniadakis et al. [25],
which is composed of three sub-steps. To avoid non-linear iterations within the Spalart–Allmaras
equation, the latter is integrated in time explicitly.
Explicit Spalart–Allmaras step The semi-discrete form of the Spalart–Allmaras equation
becomes
γ0ν˜
n+1 −∑J−1i=0 (αiν˜n−i)
∆t
=
−
J−1∑
i=0
βi
(
∇ ·
(
F˜c (un−i, ν˜n−i)− F˜ ν˜ (ν˜n−i))−Q (un−i, ν˜n−i)) . (22)
with the BDF and EX schemes outlined in Section 4.1, yielding ν˜n+1 at the new time step.
Explicit convective step The temporal integration of the Navier–Stokes equations follows [25].
The convective term is integrated explicitly with the same scheme as the Spalart–Allmaras equation,
yielding the first intermediate velocity uˆ:
γ0uˆ−
∑J−1
i=0
(
αiu
n−i)
∆t
= −
J−1∑
i=0
βi∇ ·Fc
(
un−i
)
+ fn+1. (23)
Pressure Poisson equation and projection The pressure is subsequently computed by solving a
Poisson equation, given as
−∇2pn+1 = − γ0
∆t
∇ · uˆ. (24)
For temporal high-order accuracy, consistent boundary conditions for the pressure are essential.
They are defined as
∇pn+1 · n = −
(
J−1∑
i=0
βi
(∇ ·Fc (un−ih )+ ν∇× (∇× un−i))− fn+1
)
· n (25)
on ∂ΩD. Only the solenoidal part of the viscous term is taken into consideration and we make use of
the boundary conditions gu = 0 and gν˜ = 0. With the pressure available, a divergence-free velocity
is obtained by
ˆˆu = uˆ− ∆t
γ0
∇pn+1 (26)
resulting in the second intermediate velocity ˆˆu.
Implicit viscous step Finally, a Helmholtz-like equation is solved for the velocity un+1 at time
level tn+1, given as
γ0
∆t
(
un+1 − ˆˆu
)
= ∇ ·Fν (un+1) . (27)
The system is closed with boundary conditions on the no-slip walls
un+1 = 0 on ∂ΩD and (28)
ν˜n+1 = 0 on ∂ΩD. (29)
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C. GALERKIN FORMULATION
Based on the time integration scheme in Appendix B, weak forms are derived for each sub-
step. Besides the standard volume integrals, face integrals are formed on interior boundaries
∂ΩΓe = ∂Ω
−
e ∩ ∂Ω+e between two adjacent elements Ω−e and Ω+e . The corresponding unit normal
vectors n−Γ and n
+
Γ point outwards of the respective element with n
−
Γ = −n+Γ . For the sake
of simplicity, the superscripts (·)− and (·)+ are omitted if possible in the following element-
wise variational forms, defining the current element as Ω−e and the neighboring element as Ω+e .
Jump operators are defined as [φ] = φ− − φ+ and JφK = φ− ⊗ n−Γ + φ+ ⊗ n+Γ and an averaging
operator as {{φ}} = w−φ− + w+φ+ with w− = w+ = 1/2 if not specified otherwise. At external
boundaries, we usually give a suitable definition for φ+, if not we use [φ] = 0 and {{φ}} = φ− on
∂ΩDh . Finally, the L
2 inner products presented in the following are abbreviated as usual, e.g. for
volume integrals with (a, b)Ωe =
∫
Ωe
ab dΩ for scalars, (a, b)Ωe =
∫
Ωe
a · b dΩ for vectors as well
as (a, b)Ωe =
∫
Ωe
a : b dΩ for tensors.
The following variational formulations are derived applying a standard procedure by
multiplication of the strong forms (22)–(29) with an appropriate weighting function µh ∈ V ν˜h ,
vh ∈ Vuh , or qh ∈ Vph and integration over one element volume. Upon partial integration, suitable
fluxes are specified in order to guarantee a stable numerical method.
Explicit Spalart–Allmaras step The variational formulation of the Spalart–Allmaras step
becomes (
µh,
γ0ν˜h −
∑J−1
i=0
(
αiν˜
n−i
h
)
∆t
)
Ωe
= −
J−1∑
i=0
βi
(
−
(
∇µh, F˜c
(
un−ih , ν˜
n−i
h
))
Ωe
+
(
µh, F˜c∗
(
un−ih , ν˜
n−i
h
)
nΓ
)
∂Ωe
+
(
∇µh, F˜ ν˜ (ν˜h)
)
Ωe
− 1
2
(
F˜ ν˜ (µh) , Jν˜hK)
∂Ωe
−
(
µh, F˜ ν˜∗ (ν˜h)
)
∂Ωe
− (µh, Q (un−ih , ν˜n−ih ))Ωe
)
.
(30)
Herein, the Lax–Friedrichs numerical flux is employed for the convective term
F˜c∗ (un−ih , ν˜n−ih ) = {{F˜c (un−ih , ν˜n−ih )}}+ Λ˜/2Jν˜n−ih K, (31)
where Λ˜ = max(λ˜−, λ˜+) represents the largest eigenvalue of the flux Jacobian across the element
interface with
λ˜− = maxj
∣∣∣∣λ˜j (∂F˜(u−,n−ih ,ν˜)·nΓ∂ν˜ )∣∣∣∣ = |u−,n−ih · nΓ| and
λ˜+ = maxj
∣∣∣∣λ˜j (∂F˜(u+,n−ih ,ν˜)·nΓ∂ν˜ )∣∣∣∣ = |u+,n−ih · nΓ|. (32)
The diffusive term is discretized by the symmetric interior penalty method [26] using harmonic
weighting [28] of the discontinuous diffusivity
w− =
ν + ν˜+h
2ν + ν˜−h + ν˜
+
h
w+ =
ν + ν˜−h
2ν + ν˜−h + ν˜
+
h
, (33)
which renders the formulation stable for significant discontinuities in ν˜h as well. The diffusive flux
then becomes
F˜ ν˜∗ (ν˜n−ih ) = {{F˜ ν˜ (ν˜n−ih )}} − τIP 2 (ν + ν˜−h ) (ν + ν˜+h )cb3 (2ν + ν˜−h + ν˜+h ) Jν˜n−ih K. (34)
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The interior penalty parameter definition by [42] is adopted, reading
τIP =
{
max
(
τ−IP,e, τ
+
IP,e
)
on ∂ΩΓe and
τ−IP,e on ∂Ω
D
e
(35)
with
τIP,e = (k + 1)
2A
(
∂ΩΓe
)
/2 +A
(
∂ΩDe
)
V (Ωe)
(36)
including face area A and cell volume V . On external boundaries, we define ν˜+h = −ν˜−h , ∇ν˜+h =
∇ν˜−h and u+h = −u−h , which are in agreement with no-slip Dirichlet boundary conditions.
Explicit convective step The weak form of the convective step in the Navier–Stokes equation is
very similar to the convective term present in the Spalart–Allmaras equation and reads(
vh,
γ0uˆh −
∑J−1
i=0
(
αiu
n−i
h
)
∆t
)
Ωe
= −
J−1∑
i=0
βi
(
− (∇vh,Fc (un−ih ))Ωe + (vh,Fc∗ (un−ih )nΓ)∂Ωe)+ (vh,fn+1h )Ωe (37)
with uˆh ∈ Vuh , with again the Lax–Friedrichs numerical flux
Fc∗ (un−ih ) = {{Fc (un−ih )}}+ Λ/2Jun−ih K, (38)
and with Λ = max(λ−, λ+). The maximum eigenvalue of the flux Jacobian is given by
λ− = maxj
∣∣∣λj (∂F(u)·nΓ∂u ∣∣u−,n−ih )∣∣∣ = 2|u−,n−ih · nΓ| and
λ+ = maxj
∣∣∣λj (∂F(u)·nΓ∂u ∣∣u+,n−ih )∣∣∣ = 2|u+,n−ih · nΓ|. (39)
No-slip Dirichlet boundary conditions are imposed by computing the external velocity as u+h =
−u−h .
Poisson equation and projection The second derivatives present in the pressure Poisson equation
are again discretized using the symmetric interior penalty method [26]. We further adopt the
suggestions presented in [15] regarding the partial integration of the right-hand side of the Poisson
equation. We get
(∇qh,∇pn+1h )Ωe − 12 (∇qh, Jpn+1h KnΓ)∂Ωe − (qh,P∗ · nΓ)∂Ωe
=
(
∇qh, γ0
∆t
uˆh
)
Ωe
−
(
qh,
γ0
∆t
{{uˆh}} · nΓ
)
∂Ωe
(40)
with the flux function including the high-order boundary conditions (25)
P∗ =
{ {{∇pn+1h }} − τIPJpn+1h K on ∂ΩΓe and
−
(∑J−1
i=0 βi
(∇ ·Fc (un−ih )+ ν∇× ωn−ih )− fn+1) on ∂ΩDe . (41)
The same interior penalty parameter definition as in (35) is adopted for τIP and the vorticity ωh
contained in the latter is pre-computed via L2 projection as in [15] such that the second derivatives
do not have to be computed directly. On ∂ΩDe the exterior pressure is further set to p
+
h = p
−
h .
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The subsequent projection step is defined as in [15] including a div-div penalty term and a
partially integrated right-hand side, yielding(
vh, ˆˆuh
)
Ωe
+
(
∇ · vh, τD∇ · ˆˆuh
)
Ωe
= (vh, uˆh)Ωe +
(
∇ · vh, ∆t
γ0
pn+1h
)
Ωe
−
(
vh,
∆t
γ0
{{pn+1h }}nΓ
)
∂Ωe
, (42)
where ˆˆuh ∈ Vuh and the penalty parameter τD is defined according to [15]
τD =
10‖ 〈unh〉 ‖h∆t
CFL
, (43)
with the element-wise mean velocity 〈uh〉, h = V 1/d based on the element volume and an
amplification factor of 10 for stability in all configurations.
Implicit viscous step The viscous term is discretized by the non-symmetric interior penalty
method [27], as detailed in Section 4.1, since the enrichment relies on a non-polynomial function
space and the definition of τIP in (35) would not be appropriate. We get(
vh,
γ0
∆t
un+1h
)
Ωe
+
(
 (vh) ,Fν
(
un+1h
))
Ωe
− s
2
(Fν (vh) , Jun+1h K)∂Ωe
− (vh,Fν∗ (un+1h ) · nΓ)∂Ωe = (vh, γ0∆t ˆˆuh)Ωe . (44)
and choose s = −1. Again we deal with possible discontinuities present in the viscosity using
harmonic weighting according to (33) by replacing ν˜h with νt. The interior penalty flux is defined
as
Fν∗(un+1h ) = {{Fν(un+1h )}} − τIP
2(ν + ν+t )(ν + ν
−
t )
2ν + ν−t + ν
+
t
Jun+1h K (45)
and we take the same value for τIP as previously (35), as this penalization yields good results in
our computational experiments. A drawback of this non-symmetric formulation is that we may only
obtain convergence rates of the baseline solver of order k in the L2 norm [43], in contrast to k + 1
of the original version of the solver employing the symmetric interior penalty method in [15].
Our preliminary investigations have shown that the weak boundary conditions suggested in [15]
result in pronounced discontinuities with the present enrichment approach due to the large velocity
gradients at the wall. We therefore employ strong velocity Dirichlet boundary conditions on the
viscous terms, prescribing u+h = u
−
h = 0 with ∇u+h = ∇u−h on the face terms whereas no changes
are made in the mass term.
D. TIME STEPPING ALGORITHM
The aim of this adaptive time stepping algorithm is to make optimal use of the allowable time step
size with regard to the CFL condition as well as the diffusion number. The CFL condition is in the
present work defined as
CFL
k1.5
= max
j
∣∣(J−Tunh)j∣∣∆tNS (46)
where the transposed inverse of the Jacobian is employed to transform unh into the parameter space
of each element. Here, the largest absolute vector component of J−Tunh as velocity-to-length ratio
has performed best in our investigations regarding curved boundaries and anisotropic meshes. The
exponent of the polynomial degree of 1.5 has been determined experimentally as giving the tightest
fit for k ≤ 8 and is lower than the theoretical value of 2 frequently used (see, e.g., [15]). The time
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step size ∆tNS resulting from a constant CFL number is computed in each step and applied for the
time-advancement of the Navier–Stokes equations.
The Spalart–Allmaras equation is additionally subject to the diffusion number D, which is given
as
D
k3
=
(ν + ν˜nh )∆t
SA
cb3h2
(47)
with the cell-wise shortest edge length h and again an experimentally determined exponent of k
chosen as 3. As the Spalart–Allmaras equation is much cheaper to evaluate compared to the Navier–
Stokes equation, a sub-cycling algorithm is employed in case the latter condition restricts the time-
step size, keeping the convective velocity constant during the sub-cycles. The number of sub-cycles
is given by NSA = max(1, d∆tNS/∆tSAe) and defines the final time step to be used for the Spalart–
Allmaras equation within each Navier–Stokes time step to ∆tSA = ∆tNS/NSA. The time integrator
constants αi, βi and γ0 for non-equally spaced time intervals may be determined in a straight-
forward manner, for example via Taylor expansion, and are re-calculated when necessary. Sub-
cycling counts in the simulations of the present paper are in the intervalNSA = [1, 9]. If significantly
larger NSA occur, one may consider to use an implicit implementation of the Spalart–Allmaras
equation.
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