Time-lapse electrical resistivity tomography (ERT) represents a powerful tool for subsurface solute transport characterization since a full picture of the spatio-temporal evolution of the process can be obtained. However, the quantitative interpretation of tracer tests is difficult because of the uncertainty related to the geo-electrical inversion and the constitutive models linking geophysical and hydrological quantities. Here a new approach based on the Lagrangian formulation of transport and the ensemble Kalman filter (EnKF) data assimilation technique is applied to assess the spatial distribution of hydraulic conductivity K by incorporating time-lapse cross-hole ERT data. Under the assumption that the solute spreads as a passive tracer, for high Peclet numbers the spatial moments of the evolving plume are dominated by the spatial distribution of the hydraulic conductivity. The assimilation of the electrical conductivity 4D images allows updating of the hydrological state as well as the spatial distribution of K. Thus, delineation of the tracer plume and estimation of the local aquifer heterogeneity can be achieved at the same time by means of this interpretation of time-lapse electrical images from tracer tests.
Introduction
A detailed characterization of soil hydraulic properties is critical in all hydrogeological applications that require predictive modeling, and is especially useful for the prediction of water flow and contaminant transport in heterogeneous aquifers. In situ sampling methods can be used to determine hydrological properties, but such methods are expensive and time consuming, and they typically provide only point measurements, which may not be suitable for characterizing heterogeneous systems. A competitive alternative is represented by geophysical methods, which are increasingly used in hydrological and environmental research and applications. These methods are relatively inexpensive, nondestructive, and minimally intrusive, and may allow for hydrogeological properties to be estimated at scales of interest to hydrological modeling (e.g., Vereecken et al., 2006) . However, although these methods promise a significant benefit to subsurface research, they are intrinsically imprecise, due to their need for inversion, which is generally an ill-posed problem. In addition, suitable constitutive models linking geophysical and hydrological parameters are needed, often to be calibrated on a site-by-site basis. These limitations can make geophysical methods more of a qualitative tool, unless information concerning the relevant hydrological processes involved are properly taken into account. The integration with numerical modeling is an essential step forward towards the quantitative use of geophysical information.
Here we used a new approach (Crestani et al., 2010) recently developed to infer the saturated hydraulic conductivity spatial distribution by the assimilation of geophysical data, using electrical conductivity measurements derived from Electrical Resistivity Tomography (ERT) imaging of a synthetic tracer test experiment. The objective of this work is to demonstrate the effectiveness of the proposed approach, which couples a Lagrangian transport model and an Ensemble Kalman Filter (EnKF) data assimilation scheme, to retrieve the heterogeneous hydraulic properties at the local scale and to reduce the uncertainty typically associated to the application of stochastic theories in subsurface hydrological modeling.
Methodology
Starting from a known statistical definition of the hydraulic conductivity (K) spatial distribution, assuming Y = log(K) to be normally distributed and fully characterized by the expected value <Y>, the variance σ 2 Y , and exponential correlation structure ρ(|x|) = exp(−|x|/λ) (where x is the 3D spatial coordinate, ρ is the correlation coefficient and λ is the correlation length), it is possible to describe the velocity driven dispersion phenomena in an aquifer affected by a mean constant gradient J. In this formulation, we assume that the effects of phenomena occurring at scales λ 0 << λ are negligible and the dispersion depends only on the spatial variability of K(x). The Lagrangian transport is simulated sequentially by solving first the steady state flow field by a finite volume numerical scheme and then computing the particle trajectories using a Pollock's post-processor (Salandin et al., 2000) . If we define l as a unit length, the simulated domain has dimensions 16 × 8 × 8 l The solute is assumed to be instantaneously injected in a well with 0.5 l diameter, 5.7 l height, and centered at x = 0.875 l, y = 4.125 l. The injection is simulated by ~ 1100 particles that at time zero are uniformly distributed along the well. The concentration is proportional to the ratio between the number of particles within a cell of the domain and the total number of injected particles and is recorded every 0.5 τ (where τ is any consistent time unit), for a total of 16 concentration images.
These in turn are used as input for the generation of electrical conductivity 3D images as described below. We monitored the plume evolution by assuming that 12 boreholes equipped with electrodes are available for a 3D time-lapse ERT acquisition. The boreholes are located at the corners of 5 rectangular prisms along the plume path. Each borehole is equipped with 16 electrodes, vertically EAGE/SEG Research Workshop 2011 Towards a Full Integration from Geosciences to Reservoir Simulation 1-3 September 2011, Trieste, Italy spaced 0.5 l. Each ERT block is bounded by four boreholes, and the inner part is a squared-base rectangular prism 1.75 l wide and 7.25 l high. For the purpose of electrical forward and inverse modeling, each block is modeled separately by the 3D ERT code R3 (A.Binley, Lancaster University), which is based on a finite element forward model solution and on an Occam's approach to regularized inversion. In all blocks and at all simulated measurement times, the forward model was run to produce a simulated dataset composed of 1653 measurements acquired according to a completed skip-2 dipole-dipole configuration, involving all 64 electrodes located in the four boreholes bounding the block. In order to compute the bulk electrical conductivity σ from the simulated dimensionless solute concentration, we applied Archie's law for fully saturated media, after converting dimensionless concentrations into pore water electrical conductivity values, and using literature parameter values. We assumed that the maximum dimensionless concentration corresponds to a maximum dimensional concentration of 6 g/liter, a plausible value for which gravimetric sinking is not observed. We further assumed that the dissolved solute is NaCl and we use a relationship between molar concentration and water electrical conductivity.
Electrical conductivity data are assimilated into the transport model by means of the EnKF, which is an extension of the classic Kalman filter based on a Monte Carlo approach and specifically developed for dealing with nonlinear models and measurement operators (Evensen, 2006) . At time t 0 , an ensemble of model trajectories is initialized with the same field of initial concentration but different realizations of the log-hydraulic conductivity distribution Y(x). For each replicate, the state vector is propagated forward in time to the first measurement time t 1 . At t 1 each replicate, including the logconductivities, is updated (or conditioned) to reflect the effect of the current measurements. The new state vectors are then built using the updated hydraulic conductivities and the transport problem is solved again for the time period (t 0 , t 2 ]. This process continues sequentially: first a propagation step over each interval between t 0 and measurement time t i+1 and then an update step at each measurement time t i+1 . Restarting from t 0 and the same initial concentration field ensures mass conservation throughout the simulation.
Results
In order to assess the ability of the proposed approach to retrieve the reference field of hydraulic conductivity, a number of synthetic experiments were carried out. In each experiment, we started from an ensemble of hydraulic conductivity realizations characterized by statistical properties that are intentionally different from those used to create the reference field. Table 1 summarizes the statistical properties of the initial log-conductivity fields for each experiment. Based on previous studies (Crestani et al., 2010) , we elected to use an ensemble size NMC of 2000, while the hydraulic conductivity field has been assumed isotropic in all cases. To limit the dimension of the problem and thus the computational effort, which is controlled by the number of measurements to be assimilated, two minimum thresholds on the electrical conductivity values assimilated have been considered. As a result, we present two series of seven experiments each, the first series in which we assimilate only electrical conductivity values greater than 0.0040 S/l, the second series in which the minimum threshold is reduced to 0.0021 S/l. Both thresholds have a physical meaning: with the higher threshold we are considering mainly the center of the domain, which is directly interested by the plume path; the lower threshold is chosen so that we assimilate all the electrical conductivity values that are greater than the minimum electrical conductivity value corresponding to a concentration greater than 0, maximizing the information derived from the geophysical inversion but at the same time neglecting "structural" data that are not relevant. Figure 1 shows the comparison between the true synthetic log-hydraulic conductivity distribution, the prior Y field for test case 1 (see Table 1 
is the true log-hydraulic conductivity, is also shown. The error is relatively small across the whole domain, except for a few zones of overestimation, which are clearly visible also from the comparison of panels (a) and (c). This overshooting effect is probably due to the great uncertainty affecting the hydro-geophysical data and is localized mainly outside the path of the saline tracer plume.
For brevity, we do not report the visualization of the results for all the test cases; instead we summarize the inversion procedure performance in Table 1 , in terms of root mean square error of the log-conductivity (YRMSE). Table 1 shows also the comparison between the true and estimated hydraulic conductivity mean and variance. It is clear that the inversion procedure does not benefit by the reduction of the threshold value on the electrical conductivities to assimilate. On the contrary, the errors increase in almost all cases. This behavior can be explained by a close examination of the inverted tracer plume spatial moments as a function of the threshold electrical conductivity. Taking into account only concentration values that correspond to electrical conductivities greater than the thresholds results in different values of the spatial moments. A lower threshold results (not shown) in a less accurate estimate of the moment components along the longitudinal direction x, which is the main direction of the plume, for both the first moment (plume center of mass) and second moment (plume dispersion). This is due to the impact of less significant and more uncertain data that are included in the computation. In general, the closer the prior statistics of Y are to the true statistics, the better the overall performance of the inversion method, although the improvement is marginal with respect to the cases in which initial parameters are completely wrong. When the first guess for the correlation lengths is wrong, but the other parameters are correct, we obtain different results depending on whether λ is overestimated or underestimated. We observe a worse performance in the former case, probably due to the uncertainty in the geo-electrical data, hence spurious updates are propagated due to a larger correlation scale. The comparison between experiments 6 and 7 shows instead that starting with an overestimated λ gives better results than starting with an underestimated λ. This is because in experiments 6 and 7 the prior mean and variance of Y are also very different from the true values and thus a larger integral scale implies that significant corrections are propagated more rapidly. Hence, with the same number of updates, the final error in experiment 6 is smaller, as a larger portion of the domain has been corrected. 
Conclusions
We applied a new hydrological inversion procedure for the assessment of heterogeneous hydraulic conductivity fields at the local scale from ERT imaging of a synthetic tracer test experiment. Using a recently developed ensemble Kalman filtering approach integrated in a groundwater Lagrangian transport modeling framework, we demonstrated that assimilation of electrical conductivity data is useful to retrieve the spatial distribution of hydraulic conductivity. The performance of the method is affected by the quality of ERT tomograms and by the choice of prior statistics for the hydraulic conductivity field. Imposing a threshold on the electrical conductivities to be assimilated had a significant impact on the quality of the retrieved hydraulic conductivity distributions, with better performance associated to the threshold for which a better estimation of the tracer concentration EAGE/SEG Research Workshop 2011 Towards a Full Integration from Geosciences to Reservoir Simulation 1-3 September 2011, Trieste, Italy spatial moments was obtained. Choosing prior mean and variance of log-K close to the true values resulted in a better final hydraulic conductivity distribution, but with marginal improvements with respect to the scenarios in which prior information misestimated the true statistics. Also, overestimation of integral scale can have either positive or negative effects on the quality of the inversion, depending both on the quality of ERT data and the prior statistics used to generate the initial K field realizations.
Figure 1 (a) Synthetically generated true log-hydraulic conductivity field, (b) prior conductivity field at the beginning of test case 1, (c) estimated conductivity field resulting from the inversion in test case 1 with σ thres = 0.0040 S/l, and (d) average absolute error of estimation
