HE OBJECTIVES of this study were to use different ……biometrical models in assessing the genotype by environment interaction (GE) in cotton yield trials, determine the relationship among different stability statistics, and compare the relative efficiency of these models in explaining the GE effects. Variation in lint cotton yield was evaluated in fifteen extra long stable genotypes across 10 environments (location-year combinations) in 2010 and 2011. The combined analysis of variation showed that the main effects were highly significant and sum of squares proportions (remaining after removing the sums of squares due to error and replications) were 65.30%, 10.6%, and 24.1% for environments, genotypes and interaction, respectively. Pattern analysis split each of environments and genotypes into different lineages of homogenous clusters. This was reflecting the tremendous effects of environments, seasonal variation and genotypic differences and emphasizing the importance of deep investigation of GE interaction. Joint regression model revealed that the proportion due to regression line was 7.65%. The greater part of GE interaction was due to deviation from regression line. Meanwhile, the proportions of the first two principal components in GE interaction were 36.45% and 19.5%, respectively, with the first I PCA being significant. This reflects the importance of AMMI model in isolating the relevant parts of GE interaction and excluding the irrelevant parts. AMMI-1 and AMMI-2 models were high informative in describing the main effects and their interaction. AMMI model was superior to joint regression model in terms of its predictive ability and efficiency in explaining the pattern of GE sum of squares. Moreover, AMMI determined the genotypes with specific stability as well as the discriminative environments. Ranks of stable genotype and magnitude of stability measurement varied with each model. Neither coefficient of regression nor the coefficient of deviation significantly correlated with the mean performance. IPCA1 significantly correlated with the trait mean performance. AMMI stability value (ASV) was highly correlated with the deviation from regression and with Tai coefficients. As expected, both of regression coefficient and α, the deviations from regression and λ, were positively correlated. AMMI model assembled each group of (E2 and E6), (E9 and E10) and (E4 and E7) to establish a mega environment for breeding the associated genotypes. When
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Cotton (Gossypium Spp.) is one of the oldest natural fiber crops grown in Egypt and worldwide. Currently, the area reserved to cotton cultivation is decreased dramatically compared the decades of 1980 's and 1990 's (Anonymous, 2011 , that lead to reduce cotton productivity and ultimately loses the projected cotton production. Genotypes yielding stability, as a selection criterion, in plant breeding and trials evaluation is continually gaining importance over yielding ability alone especially in the developing countries like Egypt, where the number of small and marginal farmers is holding the majority of the around River Nile irrigated cotton zone. In such areas, stable yields are the key for sustainable food, feed and fiber supplies (Abdalla, 2013) .
GE interaction has been an important consideration in most breeding programs because it complicates the expression of maximum potential of genotypes. In addition to regular analysis of variance, methods of GE interaction measurements can be divided into two major groups, parametric and nonparametric. Parametric models divided into uni-variable statistical models ( and of Eberhart & Russell (1966) , of Pinthus (1973) , of Tai (1971), of Shukla, 1972) and multivariable models such as MANOVA, pattern analysis, AMMI and cluster analysis. The of Kang & Magari (1996) is considered as nonparametric method. Recent works characterize the environment part of GEI with some additional variables. Ceretta & Van Eeuwijk (2008) used factorial regression analysis (FA) of Van Eeuwijk et al. (1996) to model GE interaction directly with measured environmental variables.
Joint regression is the most popular among the univariate methods because of its simplicity in calculation and interpretation (Becker & Leon, 1988) , whereas Additive Main Effects and Multiplicative Interaction (AMMI) is gaining popularity and, in accordance with GGE biplot, the main alternative multivariate approach to the joint regression analysis. Joint Regression model suffers from a conceptual problem of regressing a vector of observations on another vector, which is a linear combination of the former. Hence, the estimates of sensitivity obtained from this method are biased (Raju, 2002) . AMMI model proves to be a more realistic measure of stability statistics because it can digest the non-linear interactions into a pattern rich model, discarding a noise rich residual (Gauch & Zobel, 1997) . Besides offering a direct method for data presentation, multivariate analysis methods cover the problems associated with joint regression analysis by eliminating the data "noise" like systematic and non-systematic variation (Annicchiarico, 2002) . The main objective of the current study was to employ parametric and multiplicative statistical models of cotton yield trails for selecting stable genotypes for growing under Egyptian Delta cotton zone. The magnitude of relationships and efficiency of the utilized models in explaining GE effects were targeted too.
Materials and Methods

Genetic materials and field experimentation
Fifteen extra long stable (ELS) Egyptian genotypes were used in this study, ten of them were new elite lines derived from four crosses, one promising cross and five cultivars were used as check varieties. Table 1 shows genotypes' code number, name, origin, and brief description. F 6 1204/08  1  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 6 1217/08  2  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 6 1232/08  3  ,, ,, ,, ,, ,, ,,  Pima s7×G92  F 6 1242/08  4  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 6 1258/08  5  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 6 1265/08  6  ,, ,, ,, ,, ,, ,,  [G67 ×Pima s6] ×G92  F 7 1310/08  7  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 7 1318/08  8  ,, ,, ,, ,, ,, ,,  G88× [G68×G45]  F 8 1338/08  9  ,, ,, ,, ,, ,, ,,  ,, ,, ,, ,, ,, ,,  F 8 1349/08  10 ,, ,, ,, ,, ,, ,,
Commercial extra-long variety   G77×pima s6  G93  12  ,, ,, ,, ,, ,, ,,  G84× (G74×G68)  G92  13  ,, ,, ,, ,, ,, ,,  G77×G45A  G87  14  ,, ,, ,, ,, ,, ,,  G77×G45B  G88  15 F6, F7 and F8 are denoting sixth, seventh and eighth generation, the four-digit number of each strain is denoting is the experimental code and 08 is refer to date of release 2008. Extra long is denoting a category type of extra long stable cottons
Field experimentation
Lines and check cultivars were tested in regional yield trials, cotton research institute (CRI), Giza, Egypt, at five different locations of middle, north and south Nile Delta cotton zone (Kafrelshikh, Damnhour, Kafreldwar, Domiat and Eldakhalia) for two growing seasons 2010 and 2011. The locations of Damnhour and Kafreldwar are located in Elbehira Governorate. Genotypes were evaluated in ten environments of (location x year) combinations. The experimental design was a randomized complete block design with six replications at each location. 
Data collected
Seed cotton yield (SCY, k/f) was obtained from the three inner rows of each plot and was converted to kentar per feddan (kentar = 157.5 kg). Lint cotton yield (LCY, k/f) calculated as weight of seed cotton yield per feddan  lint percentage (Kentar=50kg). Boll weight (BW, g) was the average weight in grams of 50 bolls picked randomly from the first and the fifth rows of each plot. Lint percentage (L%) was obtained from the fifty bolls of each plot, as the ratio of lint cotton weight to seed cotton weight, expressed as a percentage. Seed Index (SI, g) obtained from the seeds of 50 bolls sample, as the weight of 100 seeds in grams.
Weight of SCY in the first pick Earliness (%): EI % = X 100 Weight of SCY in the two picks
Statistical analysis
An analysis of variance was conducted in each environment for testing the difference among genotypes. Homogenety of variance tests were done to check if data from individual environment (E) could be pooled to evaluate GE using combined ANOVA. Combined analysis of variance performed for 15 genotypes, 10 locations as suggested by Annicchiarico (2002) . Differences between means were compared by appropriate Least Significant Differences (L.S.D). Effects of genotypes is considered fixed, while the effects of replications, locations and years are considered random. Combined ANOVAs and Joint linear regression were performed using MSTAT-C (Michigan State University, 1991). Various statistical methods developed for the analysis of GE interaction whenever significant. Joint linear regression computed according to Eberhart & Russell (1966) . Genotypic stability were estimated with the ten environments by regressing genotype means on an environmental index. The environmenytal index was estemated as the mean of all genotypes at a specific environment minus the grand mean. GE sums of squres was partitioned into SS due to (1) Regression of cultivars on environmental index and (2) Pooled deviations from regression. The GE linear interaction MS provided a test of genetic differences among cultivars of their response to linearly arrayed environmental productivity. The pooled deviation MS provided a test of genetic differences among genotypes for their deviation from regression. The regression coeficient ( and deviations from regressions ( were the parameters used to compare environmental responses of genotypes. Pinthus coefficient of determinates (R 2 ) a statistic suggested by Pinthus (1973) which was computed from the linear regression. Tai's (1971) partitioned interaction term into two components similar to bi and S 2 d. These were the linear response to environmental effects (α) and the deviation from the linear response (λ). A perfectly stable variety has (α, λ)=(-1,1) and a variety with average stability is expected to have (α, λ)=(0,1). Tai's analysis provides a method of obtaining the prediction interval for α=0 and a confidence interval for λ values, so that the genotypes can be distributed graphically in different stability regions of the Tai's plot. Additive main effects and multiplicative interaction (AMMI) and Pattern analysis (PA) are two multivariate methods used to structure and analyze GEI on multi-location trial data. Pattern analysis used to study genotype adaptation by simplifying the pattern of responses and to subdivide genotypes and environments into more homogeneous groups (Crossa, 1990) . Incremental sum of squares of Ward (1963) used for classefication of both genotypes and environments. Clusters for genotypes and environments plotted against their fusion levels. AMMI analysis (Gauch, 1988 ) is particularly effective for depicting adaptive responses Annicchiarico, 1997) . AMMI model is combined analysis of variance with principal components analysis. Subsequently, principal components analysis was used to partition the G x E deviations into different interaction principal components axes (IPCA) that can be tested for statistical significance through ANOVA. Interpretation of AMMI analyses follows by plotting the IPCA of GE in various types of biplots. Similarities among test environments based on environmental main effects and G x E interaction effects were evaluated (IRRESTAT, 2005) . F-test was used to test whether the variances were significantly different from zero or not according to Annicchiarico (2002) . Ratios of % GE interaction sum of squares and % GE degree of freedom were computed for model parameters according to Brancourt-Humel et al. (1997) . The relevant portion of G x E for each trait was calculated according to Gauch & Zobel (1997) to avoid misinterpretation of statistical results. "Noise" sums of squares, "real structure" sums of squares, and target relevant variation percentage were calculated. AMMI's stability value (ASV) calculated using the following formula (Adugna & Labuschagna, 2002) . Where, ASV= AMMI's stability value, SS= sum of squares, IPCA1 and IPCA2 are interactions of principal components one and two. Comparisons between models and association between stability parameters were estimated. The study targeted the data graphical presentation whenever it was possible for the proposed statistical models.
Results and Discussion
The present investigation was conducted using fifteen Egyptian cotton genotypes grown at five different locations for two growing seasons (2010 and 2011) . The objectives were to assess the GE interaction of Egyptian cotton (G. barbadense) and to compare the correlation and relative effeciency of these models in describing the GE patterns. Homogeneity of variance tests indicated homogeneous error variance for each trait in each of the ten (location-year) environments and allowed for a combined analysis, across environment. The combined analyses results of the studied traits for years (2yr), locations (5loc.), genotypes (15G) as well as their interactions presented in Table ( 2). Main effects were significant for all traits except boll weight (BW). Interactions were significant for all traits except for boll weight and seed index (SI). The recorded significant differences of genotypes across locations and years in most traits indicated fluctuations of genotypes in their responses to the different environments.
The pooled analysis of variance for the 10 environments (5Locations x 2 years) are presented in Table 3 . Mean squares of GE interaction were significant for all cases except for boll weight and seed index indicating the presence of variability among genotypes as well as environment in which the experiments were conducted. Percentages of the total SS in relation to E,G and GE have been used as an indicator of the total variation attributed to each component (Kerby et al., 2000) after elminating the variation back to replications that was in no case significant. The component of environment exceed 50 % of the total variation in the studied traits indicating that the location has a great impact on both growth and morphology of the plant. The traits with hight heritability, however, are less influnced by environment (Abdalla et al., 2005) .
The percentage of SS due to environment component was more than 90% for earliness index and boll weight. Such variation due to either G or GE interactions is a weight of how cultivars respond across environments or the differential response to different envitonments. Except for lint percentage (44.8%), the percentage of sums of squares attributed to Genotypes were lower than those accounted by environments or GE. GxE effects accounted for a relatively small amount sums of squares. However, the GxE sums of squares component was almost four fold larger than the genotype components for most traits. Significant GXE variation for each of the traits indicated by Tables 2 and 3 allowed for subsequent analysis of GE interaction. Kerby et al. (2000) , Campbell & Jones ( 2005) and Blanche et al. (2005) reached similar resultes for cotton yield components. They agreed that, for the traits exhibiting the greater E or GE varition like the current case, the breeder can exploit such variation and maximizing the genotype performance for each environment or a collection of similar environments.
Exploring the type of GE interaction associated with LCY
Exploring the type of GE interaction among environments and breeding materials help cotton breeders establishing good breeding strategies. Average LCY yield and ranks for the 15 genotypes tested across 10 environments are presented in Table (4) that representing the YLG interaction. There were tremendous changes in lint cotton yield ranks across environments.
The reason for exploiting LCY for the next discussion because it is a yield determinant trait, exhibited significant difference with the three triangle of G, E and GEI and it is free from the seed weight effect. The difference between the highest and lowest genotypic values overall environments was 2.17 k/f that is quite large and reflect the locational and seasonal changes effects in the genotypes used. The changes in ranks among genotypes were reflecting the presence of high crossing over GE interaction. Genotype G84 XP6 was among the highest order for at least five environments. It was recorded a good performance in Damnhour 2010 (13.88k/f) and Kafreldwar 2010 (12.82) but it was the lowest performance in Kfrelshiekh2010. When genotypes actually change, ranking from environment to environment this is often called "crossing over" or dynamic type of stability effect (Baker, 1988) . Table 4 also showed which environments have the most variable yields. Environments Eldakhalia 10, Kafreldwar10 and Damnhour10 have a wide range of 4.27k/f, 4.77k/f and 5.62k/f, respectively, between their lowest and highest genotypic yields.
‫جدول‬ 4
These environments tend to have relatively high average yields. Such difference in lint cotton yield even by only 1k/f signals to the breeder something very important and needs to be discovered. These differences will pose serious problem to breeding programs and limits choice of location which is most suitable to selected genotypes, was it Eldakhalia, Kafreldwar, or Damnhour! For example, breeding for increasing yield for the lowest yielding genotype F7 1310/08 in Damnhour10 (10.17k/f) by one k/f will bring it almost among high yielding varieties in that environment. In the mean time, you would need to increase the poorest yield variety G87 (9.04k/f) in Damanhur12 by 5 k/f to equal the best performer in that environment F8 1349/08 (14.36k/f), the thing that looks practically impossible. This argument reflects the importance of understanding the type and magnitude of GE interaction in cotton breeding programs carried out in Delta cotton zone in order to select a highly performance and genotypically stable genotype.
Analysis of stability
Joint linear regression models Analysis of variance for joint linear regression presented in Table 5 revealed significant differences among genotypes that indicating genetic diversity. Partitioning GE interaction Sum of squares into envirronment, E (linear) and GE (linear) and pooled deviation from regression showed that GE (linear) was not significant, while pooled deviation from regression was significant indicating that the performance of some genotypes was not stable over environments. Nevertheless, it implied that the genotypes did not differ for their regression on environmental index and overwhelming portion of GE interaction was of nonlinear type, suggesting that the behavior of genotypes among environments was unpredictable. Baker (1969) and Byth et al. (1976) , however, reported a very small portion (9-16%) of the GE sum squares is attributable to linear regression. Thus, the assessment of genotypes responses for stability must use both a linear regression coefficient (bi) and deviation from regression ( Perkins & Jinks (1968) .
LCY averaged over all genotypes for each environment and plotted against correspondent environmental index (Fig.1) . Environments exhibited environmental index greater than zero were considered high input environments (favorable growth conditions), and those lower than zero were low input environments. Figure ( 2) revealed that genotypes enclosed by the upper portion circle exhibited LCY mean performance greater than the grand mean and regression coefficient greater than one. Thus, it would be more adapted to grow and breed under environments of high input environments. On the other hand, genotypes enclosed by lower portion circle exhibited regression coefficient smaller than one and mean performance greater than the grand mean. These genotypes would be more adapted to grow and breed under unfavorable growth conditions like Kafrelshikh10, Eldakhalia11 and Kafreldwar11 that showed environmental index lower than zero. Genotypes F71318/08, F81338/08, and G88 were high mean LCY and non-significantly different from a unit regression coefficient (bi = 1) and had small-non-significant deviation from regression (s 2 di ). Thus, they possessed average stability and highly predictive behavior. Genotypes F6 1265, F61258, G93 and F7 1310 enclosed by middle circle were located in the optimal region of confidence limit of the mean LCY (Mean (10.65) ± standard error (0.38)) and confidence limit of regression coefficient (1±SE (0.12), these genotypes could be considered ideal, since they maintained good performance in environments with low yield. On the other hand, significance of from zero invalidates the linear prediction. Genotypes with S 2 d deviated significantly from zero and regression coefficients greater than one such as G92, were regarded as sensitive to environmental changes. Genotypes F8 1349/08 and G.84×PimaS6 were tops mean performance over the environments, however, the significance of deviations from linear regression makes their behavior unpredictable over the environments and one may not be able to comment on their stability from Eberhart and Russell's model point of view. The approach of Tai (1971) determines the linear response of a genotype to the environmental effects (α i ) and the deviation from the linear response (λ i ). Figure ( 3) representing the distribution of estimated stability statistics α and λ based on Tai's model. Figure 3 and data in Table ( 8) revealed that α was deviated significantly from zero for genotypes F61217/08, F61258/08, F81338/08, F81349/08, G84xxPimaS6, G87 and G92. These genotypes were located in the unstable zone. The rest of other genotypes were considered stable based on Tai model.
Multivariable Models
Ordination models like pattern analysis, Additive Main Effects and Multiplicative Interaction (AMMI) and GGE biplot are gaining popularity and are currently the main alternative multivariate approach to the joint regression in assessing the GE interaction.
Significant genotypic and enviromental effects of the lint cotton yield variability was evident from the joint regression and AMMI model analyses. The sum of squares accounted for by IPCA axes and the residual are presented in Table ( 6). AMMI model explained 80.18% of the interaction variation with first four PCA axes. The AMMI model significantly explained a large amount of nonlinear interaction (Joint Regression failed to explain). The contribution of the first single axis IPCA1 is 36.45% against the contribution of linear component of interaction in Joint Regression, 7.6%. The first two IPCAs of the GE interaction accounted for 55.6% with the first principle component being significant. Moreover, the first two IPCAs represented the practical variation that can be exploited. The environment (E) accounted for a high percentage of sums of squares (65.30 %) remaining after removing the sums of squires due to error and replication. The genotype(G) and GE interactions accounted for relatively smaller poroportion, 10.6 and 24%, respectively. These percentages was very closer to those obtained from the combined data presented in Table 3 . More pronounced influence of environment on lent cotton yield compared to genotype or the GE interaction effects has been documented in many reports and crops (Naveed et al., 2007) . Since the majorty of GE interaction of LCYwas of crossing over where the rank of genotypes was changed with each environment as discussed previously, it is important to identify cultivars with specific and general adaptation besides its stability. Precise recommendation of genotypes for general and specific adaptation requires clear understanding of the real pattern of GE interaction.
When GE interaction is present, the effects of genotype and environment are not purely additive. The investigator usually aimed to find as much as the real structure (pattern) while eliminating the maximum noise. Isolating the none additive part of GE interaction leading to ignore irrelevant environmental effects and much interaction noise while focusing mainly on the relevant and real interacton effects (Gauch & Zobel, 1997) .
The GE sums of squaries was partitioned into "noise" and real "stracture" as following:
SS (noise) = GE (Ms residual) X df (GE) = 0.5476X126=68.997. (GE) explained by model(24%). Thus, the percentage of GE interaction that is 24.1% is contained 50% noise and 50 % real structure, with the variation being 10.6% of the genotypes Sums of squaries and 65.3% for environment, similar finding documented with cotton by Campbell & Jones (2005) .
Recall, the first and second PCs were significantly accounted for 36.45% and 19.15% of the environmental variation. If the total genotype response across environments is considered as the combination of G and GXE effects, these percentages revealed that some genotypes are less 'stable' than the others. If the GE effects were significant, a linear joint regression model could be employed to measure the stability of genotypes across environments. However, this approach will be acceptable if a small portion of GE is due to changes in the ranking of genotypes across environments (Annicchiarico, 2002 ). In the current study, GE was higher therefore; joint regression model is not efficient to explain the GE pattern properly. Moreover, joint regression model cannot work well with the interacted effects of determinant environmental factors like temperatures, fertility, stresses of late planting or drought that affect performance of the genotypes (Abdalla, 2013). These limiting factors will nullify the assumptions of the regression analysis (Delacy et al., 1996) . An alternative approach to investigate GE interaction is pattern analysis. which provides a boost to clustering and ordination statistical techniques. These techniques identify genotypes that have similar mode of response across diverse environments.
Diversity among environments and breeding materials
Clusters for genotypes and environments plotted against their fusion levels, the topological relationships for the main effects performance were assessed through the dendrograms of pattern analysis. Patern analysis classefied the ten environments into seven separete environmental lineages (Fig. 4 A) . Environments E1, E3, E8, E5 occupaied individual lineages. E2, E4 and E6, E7 were grouped together at low fusion level. The two environments E2 and E7 connected at low fusion level, these two environments belonginig to the same location in the two years of experimentation. In general there was no clear cut association or even similarity among the toplogy of the experimented locations. This indicating the effects of growing conditions and seasonal variation, hence the same locations occupied different groups from year to year. Genotypes showed a pattern of high similarity among the 15 genotypes (Fig. 4B) . This was expected since all of the tested genotypes were belonginig to extra long stable cotton category. Crossa (1990) reported that pattern analysis has been used to study genotype adaptation by simplifying the pattern of responses and to subdivide genotypes and environments into more homogeneous groups.
However, classification analysis separated the 15 genotypes into eight major groups similar in their genetic background. Within these groups, genotypes G2, G10 and G11 performed individual single lineage. G11 is a promising cross, so it is separated in an individual lineage. Group 1 is containing G4 and G6 that they have the same root of origin. At the next split, group 2 contained two genotypes G7 and G 12 that have a common parent PS6. Genotypes G1 and G3 have the same genetic background, while G14 has a common parent with them (G45). Although genotypes split up into two main groups at a relatively high fusion level, the environmental variables had less impact on the studied genotypes during the years of experimentation; this was also apparent in the abovementioned ANOVAs. These 15 genotypes are genetically resemblance, since they are all extra long stable genotypes and have many common parent. However, pattern analysis based on LCY was statistically robust in discriminating between both environments and genotypes suggested the further analysis towards selection of improved broad adaptation (higher mean performance + stable behavior) could be obtained. Lin et al. (1986) and Westcott (1986) reviewed the application of classification methods to GE interaction and discussed their problems.
AMMI Biplot analysis
While cluster analysis identifies genotypes that are similar in performance, the principal components analysis shows GE interaction. The full AMMI model provides a perfect fit between expected and observed data and help identifying genotypes that are well adapted to a particular environment Crossa et al., 2002) . The first PCA axis explained significantly a proportion of 36.455% of interaction LCY sums of squares as indicated by ANOVA Table  6 . The biplot represented by Fig. (5) based on AMM-1 models was very informative since it was explained 84.7 % of treatment sums of squares. Such higher percentages reveal the complexity of the relationship among genotypes and environments (Campbell & Jones, 2005) . Figure 5 depicted the mean performance of LCY against IPCA1 score. The figure visualized the environments and genotypes performance in relation to stability. Environments E1, E3, E6, E8, E9 and E10 are recorded mean LCY greater than the average. E8 was the highest mean yield followed by E1 and E3, whereas the lowest environment was E5. Except for E4, environments E1, E2, E3, and E5 (all belonging to first year of experimentation) were considered stable or less discriminating between genotypes, since they were closer to the line of (0) IPCA1. Moreover, environments E3 and E1 were considered the most stable (closer to zero line) and repeatable (predictable) because they recorded mean performance greater than the grand mean (Annicchiarico & Piano, 2005) . Genotypes located near the biplot origin was less responsive than vertices ones (Yan & Tinker, 2005) . Genotypes (G10 and G11) were the highest mean performance followed by G9 and G15. Genotypes G1 and G14 were the lowest. Genotypes 15, 9, 6, and 2 were located near to the center of origin, suggesting they had the maximum stability. Genotypes 15 and 9 had mean performance higher than the average across the test environments indicating they had a good general adaptation. The other genotypes were least stable with mean yield higher or close to the average except G1 and G14 were lower than average. Genotypes G9 and G15 are stable and predictable.
Biplot displayed genotypes and environments along with the first two principal components interaction axes was earlier suggested by work of Gabriel (1972) and improved for studying GE interaction by many researchers of them Gower (1999) . The AMMI-2 model presented in Figure ( 6) explained a large portion of the GE interaction sums of squares (55.6%) which was more than the 50% suggested by Kempton (1984) . In such case, the biplot angles between genotypes or environments reflect the correlations among them. Two entries are positively correlated if the angle between their vectors is <90 and they are negatively correlated if the angle between their vectors greater than 90 degrees. Two entries are independent if the angle between them is 90 degree. Zero means, correlation coefficient r =1, 180 degrees means r =-1. Thus, two environments or genotypes located at the same quadrant (Q) are strongly correlated. For example, E2 and E6 correlated positively in Q1 (Fig. 6 ).
On the other hand, the direction away from the biplot origin indicates the high discrimination of environments among genotypes. E6 had better capacity to discriminate among genotypes than E2 in quadrant 1. Environments E6, E1, E10, and E9 had better capacity to differentiate among genotypes than E2, E5, E3 and E4. The ten studied environments were located in different sectors that pointed out the deep divergence between them, and signified the impact of growth conditions and seasonal changes on the varieties. The correlated environments showed dissimilar pattern of discrimination among genotypes in each of stability (the distance from origin point) and magnitude (the vectors arm). On the other hand, the two IPCAs differentiate the 15 genotypes into four strongly correlated genotypes. A Group of (G8, G9 and G10) was located in Q1. A group of (G2, G3, G14 and G12) was located in Q2. G1, G4, G7 and G8 are located in Q3. The Q4 is occupied by genotypes G5, G11, G13 and G15. The correlated genotypes suppose to be repeated in their behavioral response towards the growing environments.
AMMI-2 biplot allows to evaluate genotypes for their yielding ability and stability and to evaluate environments for their discriminating ability among genotypes. Genotypes G9 and G15 are stable (closer to IPCA1) and predictable in performance (recorded the highest mean performance). Genotypes 3, 8,9 and 15 were closer to the center of the orgin points, suggesting it had general stability. Only G15, however, showed the maximum stability. Genotypes 10, 11, 13 were good performance but had the lest stable genotypes. Moreover, for any particular environment vector (drown from the origin to the environment score), genotypes can be compared by projecting a perpendicular from the genotype scores to the environment vector, i.e., entries that are closer to the environment vector are stable in that environment. G1 is most adapted to E10 and G8 is most adapted to E2. Genotype G9 also adapted to E2. In Q2, genotypes G2, G3, G12, and G14 have general stability with the three environments E1, E5 and E10. G2 however was adapted to E1 while G3 and G12 were adapted to G10. Q3 contains environments E8 and E9 that are strongly correlated, in this sector; G1, G7, G4 and G6 showed general stability with these environments. Genotypes G1 and G7 exhibit a specific adaptability to environment 9, meanwhile, G4 and G6 were adapted to E8. Environments E3, E4 and E7 are strongly correlated in Q4. G5 was mostly adapted to E7 and G15 was mostly adapted to E4. Obviously, there was no genotype that was strongly adapted to environments E2, E5 or E3 because they are the most stable environment, and as a consequence the genotypes response inside these environments are considering uniform. This result by itself is considered very beneficial in studying GE interaction. Genotypes that are adapted to specific environment can be adopted to improve genotypic stability in these environments. Moreover, genotypes above the average mean performance and positively correlated to such environment can be adopted to simultaneously improve breeding for high yielding ability and stability of yield. Moreover, the high divergence of LCY among environments that resulted in a high level of genotypic discrimination effects pointed out that successful breeding strategy must work to accumulate the positive association factors with that environment.
Which-won-where
The idea of employing biplot to determine wich genotype performing well in which environment discussed in many researches concerning multienvironmental trails (MET). Visualization of the which-won-where pattern of MET data is important for further partitioning of region into mega-environments (Yan et al., 2000) . In such idea, the polygon explicity displays the which-won -where pattern of MET data (Fig. 7) . The polygon in the figure is formed by connecting the symbole of the genotypes that are further away from the biplot origin such that all other genotypes are contained in the polygone. The rays that are prependicular to the sides of the polygone were identified in capital letters, A,B, C, D and E. These rays partitioned the biplot into 5 sections. In the GE biplot, the vertics genotype for each section presumed to have average yields in all environment that fell in the sector . E2 and E6 fell into the sector delineated by rays A and B. These two environments clearing up similar interaction effects with the genotypes that droped in. Obviously, sector (AB) contained two genotypes with the vertex genotype G10, suggesting it was the best growing under the conditions of these environments. E1 fell in the sector demarcated by rays B and C with G2 as winner genotye. In the sector delinated by ray C and D environments E5 and E9 and E10 were identified with the Genotype G14 as a vertics genotype. in the sector delinated by rays D and E, environments E3 and E8 were identified. The vertex genotype in this section was G6. Rays E and A identified a section that contained E4 and E7 with G13 as a vertics genotype. Pattern analysis clusterd environments (E2 and E6), (E9 and E10) and (E4 and E7) together in a low fusion level. This confirm that within each sector, the correlated environments can preform a mega environment for breeding the associated genotypes. No genotype showed consistance performance across all environments, however, the performance of vertics genotype in each sector did not differ significantly from the over all mean of the corspondent environment. This suggests, in final stages of elite cotton lines evaluation, emphasis is shifted to the evaluation of adaptation rather than yield per se selection.
Models efficiency comparison and correlation among stability measurements
The amount of GE (linear) variation explained by heterogeneity of regression in the joint linear regression model was equal to 7.64% (Tables 5 and 6) that considered very small. A larger proportion of GE sums of squares equals accounted for by the pooled deviation from regression. Campbell & Jones (2005) reported heterogeneity of regression accounted for 18%. Annicchiarico (1997) stated that for consideration of regression coefficients as a stability parameter, heterogeneity of regression should explain more than 35%. This may suggest that the joint regression analysis offered an incomplete explanation of GE interaction for LCY in the current investigation (Solomon et al., 2008) . The percent of 7.64 was lower than that of the variation explained in both IPCA1 and IPCA2 of AMMI model that were 36.45% and 19.5%, respectively. The significant variation of IPCA1 was almost five times bigger than the heterogeneity of regression. Moreover, the AMMI-1 model was very informative and explained 84.7 % of treatment Sums of squares, this percent can be calculated as: = 84.70. AMMI-2 (IPCA1 and IPCA2) explained 55.6% = 36.45+19.45 which was 7 times higher than the amount explained by heterogeneity of regression in the joint regression model.
The relative size of variance represented in GE interaction by AMMI model was larger than the joint linear model. Predictive ability of the model is related to the magnitude of mean squares and degrees of freedom (Annicchiarico et al., 2006) . Thus, the proportion of can be introduced a further evidence to the advantage of the AMMI model. Results revealed by regression heterogeneity, join regression deviation, IPCA1 and IPCA2, respectively. The superiority of AMMI model over joint regression model reported in many studies with various crops (Annicchiarico, 2002; Campbell & Joins, 2005 and Solomon et al., 2008) .
The pair wise correlation coefficient of stability parameters presented in Table (7) . Since genotypes, order based on AMMI first-two principal components provide different ranks, a criterion of AMMI Stability Value (ASV) suggested by Purchase (1997) and further demonstrated by Adugna & Labuschagne (2002) . This criterion is a balanced measurement between the first two IPCA scores in ranking genotypes. Very earlier, Finlay and Wilkinson (1963) , Perkins and Jinks (1968) reported that regression linear response was associated with mean performance. In the current study, however, neither the regression coefficient (r= -0.12) nor the deviations mean squares (r= 0.22) was associated to mean yield performance (P<0.05).
Moreover, except for IPCA1 that showed strong positive correlation with the mean, the rest of measurements were not strongly correlated to the mean. Significant correlation between the deviation from regression (S 2 di) and ASV (r = 0.7057). ASV was also positively correlated with λ and α. Pham & Kang (1988) reported high rank correlation between S 2 d and ASV, and suggested their strong relationship in detecting the stable genotypes.
A summary of the biometrical models targeted selecting a stable genotype with a set of elite ELS strains and check varieties are presented in Table 8 .
Based on the summery Table 8 and the major findings, we can conclude that:
1-Both AMMI and joint linear regression (S 2 d) were better than Tai model or R 2 in assessing the phenotypic stability of cotton genotypes under the studied environments of Delta cotton zone.
2-Since AMMI model combines analysis of variance and principal components analysis in one model, AMMI parameters were generally reproducible in determining the comparative stability in addition to the aid of results graphs for cotton genotypes and growth environments as well as their interaction.
3-Genotypes G88,G93 and F8 1338/08 considered stable in overall stability measures.
4-AMMI model identified Each group of (E2 and E6), (E9 and E10) and (E4 and E7) to preform a mega environment for breeding the associated genotypes.
5-The significant GE interactions and the changes in ranks of genotypes across environments suggest a breeding strategy of specific adaptation of genotypes. Moreover, whenever new varieties are released, information regarding its specific or general stability and adaptations need to be available to both breeder and grower.
