We provide a complete description of the asymptotics of the gradient flow on the space of metrics on any semistable quiver representation. This involves a recursive construction of approximate solutions and the appearance of iterated logarithms and a limiting filtration of the representation. The filtration turns out to have an algebraic definition which makes sense in any finite length modular lattice. This is part of a larger project by the authors to study iterated logarithms in the asymptotics of gradient flows, both in finite and infinite dimensional settings.
Introduction
This paper presents part of a larger project by the authors to study the asymptotics of gradient flows, both finite and infinite-dimensional, and in particular the appearance of iterated logarithms (1.1) log t, log log t, log log log t, . . .
Here we consider the gradient flow on the space of metrics on a quiver representation. In this case the asymptotic growth rate of the metric determines a weight-type filtration on the representation that turns out to have a purely algebraic definition which makes sense in any finite-length modular lattice. As a consequence we get canonical refinements of Harder-Narasimhan type filtrations (e.g. for stability conditions in the sense of Bridgeland [3] ) so that each subquotient is a direct sum of stable objects. In a companion paper [8] we will consider more general representations of reductive groups as well as infinite dimensional examples, for which we provide heuristic arguments to present at a conjectural picture. Further directions and conjectures will also be outlined there,. The original motivation for studying the gradient flow on the space of representations came from a project to develop categorical Kähler geometry [7] , a geometrical enhancement of Bridgeland's stability structures, which we think of as a Kähler class on a category.
Let us state our first main result in the context of abelian categories.
Theorem/Definition. Suppose A is an artinian (finite length) abelian category and X : K 0 (A) → R a homomorphism which is positive on each class of a non-zero object. For each object E ∈ A there exists a unique filtration
with subquotients E k /E k−1 = 0 labeled by real numbers λ 1 < . . . < λ n such that the following conditions are satisfied.
1. The subquotient E l /E k−1 is semisimple for any 1 ≤ k ≤ l ≤ n with λ l − λ k < 1.
The balancing condition
3. For any collection of objects F k with E k−1 ⊆ F k ⊆ E k , k = 1, . . . , n, such that F k /F l is semisimple for 1 ≤ k < l ≤ n with λ l − λ k ≤ 1, the inequality
The uniquely defined filtration, depending on X, is called the weight filtration on E.
There is always a canonical choice for X, which is to assign to each object its length (of a Jordan-Hölder filtration). The filtration is trivial precisely when E is semisimple.
In the main text we will state and prove the above theorem (Theorem 3.9) in the general context of finite-length (artinian) modular lattices. These are lattices, in the sense of order theory, in which the modular law
holds and in which all ascending and descending chains eventually stabilize. Besides providing a natural level of generality, there are interesting examples of modular lattices which do not come from abelian categories, for instance normal subgroups of a finite group, or semistable subbundles (of the same slope) of a semistable Arakelov bundle As a first example, which hints at a connection with Hodge theory, let V be a finite dimensional vector space with nilpotent endomorphism N : V → V . This is an object in the category A of finite dimensional K[x]-modules. Let X : K 0 (A) → R assign to each object its dimension. The weight filtration can be described as the unique filtration V ≤λ of V by λ ∈ 1 2 Z such that N (V ≤λ ) ⊂ V ≤λ−1 and N k induces an isomorphism Gr k/2 V → Gr −k/2 V for any positive integer k. This is, up to relabeling, what Griffiths calls the Picard-Lefschetz filtration induced by N in [6] , see also [13] . When N is the logarithm of the unipotent part of the monodromy, it gives the weight filtration on the limiting mixed Hodge structure on the vanishing cohomology of an isolated hypersurface singularity.
It turns out that our weight filtration admits a refinement, which is constructed iteratively and with subquotients labelled by R ∞ with the lexicographical order. With a view towards the relation with asymptotics of ODEs, one should think of this R ∞ as the space of functions (1.6) R log t ⊕ R log log t ⊕ R log log log t ⊕ . . .
defined for t ≫ 0. The refinement tends to appear not for generic choice of X, but along "walls" in Hom(K 0 (A), R) described by real algebraic varieties defined over Z.
The iterated weight filtration has a dynamical interpretation in the context of gradient flows on quiver representations. In fact this is how we originally discovered the algebraic definition. To be more precise, let Q be a (finite) quiver with vertices Q 0 and arrows α : i → j, α ∈ Q 1 . A representation of Q over C is given by finite-dimensional vector spaces E i , i ∈ Q 0 , and linear maps φ α : E i → E j for each arrow α : i → j. The representation is metrized if each E i is equipped with a hermitian metric h i .
We fix positive real numbers m i > 0, i ∈ Q 0 , and consider the system of ODEs (1.7)
This is in fact a gradient flow and we describe its origins in the main text (Section 4). Solutions converge to a fixed point if and only if the representation is semisimple. If the representation is not semisimple, then h grows at different rates on various parts of the representation, and in the limit determines a filtration. On the other hand, our general theorem applied to the category of representations of Q and map X determined by the m i defines a unique iterated weight filtration F λ labeled by λ ∈ R ∞ . Out second main result is the following.
Theorem. Let E = (E i , φ α ) be a representation of a quiver Q over C, then the limiting filtration of the flow (1.7) on metrizations of E coincides with the iterated weight filtration on E as an object in the category of representation of Q over C with X determined by the m i . Moreover on the piece F λ of the filtration, (λ 1 , . . . , λ n ) ∈ R ∞ , any trajectory h of the flow satisfies
The proof involves an inductive procedure which produces explicit solutions of (1.7) up to terms in L 1 . A crucial property of the flow is monotonicity: If g, h are solutions with g(0) ≤ h(0), then g(t) ≤ h(t) for all t ≥ 0.
The flow (1.7) can be considered as a finite-dimensional analogue of the nonlinear heat flow on the space of Hermitian metrics on a complex vector bundle, as introduced by Donaldson [5] , and of Lagrangian mean curvature flow. We expect the the refinement of the Harder-Narasimhan filtration given by the iterated weight filtration to be relevant in the study of the asymptotics of these flows. Conjecturally, one has in these cases a finite-dimensional center manifold in the space of parameters to which trajectories converge exponentially fast. The iterated weight filtration should describe the dynamics on the center manifold. This will be discussed in more detail elsewhere.
One application of our refinement of the HN-filtration is perhaps to define stratifications of the stack of semistable objects by type of the weight-filtration. Refinements of this sort were defined and studied by Kirwan [11] , in particular for vector bundles on a curve. We do not consider stratifications in the present paper, but hope to return to this problem in the future.
The text is organized as follows. Section 2 looks at the special case when all E i are one-dimensional, where the weight filtration can be defined much more easily as a solution to a convex optimization problem. Section 3 concerns the purely lattice theoretic part or the work. After reviewing some basics, the main goal is proving existence and uniqueness of the weight filtration in any finite-length modular lattice. In Section 4 we construct asymptotic solutions to (1.7) and prove our second main result. For this, the language of * -algebras and * -bimodules provides a useful tool. 
Weights on directed acyclic graphs
Before defining the weight filtration in general modular lattices (which is done in Section 3) we consider the special case of lattices of closed subgraphs of a directed acyclic graph. Definitions and proofs are much simplified in this case, and we hope this section will help motivate the general theory.
Weight grading
A directed acyclic graph (DAG) is a oriented graph without multiple edges or oriented cycles. If G is a DAG, we write G 0 for the set of vertices and G 1 ⊂ G 0 × G 0 for the set of edges/arrows. Also write α : i → j to indicate that α is an edge from a i to j where i, j ∈ G 0 . We assume throughout that the graph is finite.
An R-grading on a DAG, G, is a choice of number v i ∈ R for every vertex i ∈ G 0 which decreases at least by one on each edge, i.e.
if there is an edge α : i → j. R-gradings form a closed convex subset in R G0 . There is a canonical "energy minimizing" R-grading depending only on (arbitrary) masses m i > 0, i ∈ G 0 . More precisely, we define the weight grading on G for given choice of the m i to be the R-grading v which minimizes
Since we are minimizing essentially the length squared on a closed convex subset, existence and uniqueness of a minimizer follow for very general reasons. The method of Lagrange multipliers (Karush-Kuhn-Tucker conditions) gives the following equivalent definition of the weight grading.
Lemma 2.1. Let G be a DAG and m i ∈ R >0 for i ∈ G 0 arbitrary, then an R-grading, v, is the weight grading if it satisfies the following condition: There are numbers u α ≥ 0, α ∈ G 1 , such that u α = 0 for any edge α :
The Lagrange multipliers u α are in general not unique unless G is a tree. As a simple consequence of the lemma we see that the weight grading v satisfies the balancing condition
It turns out these properties characterize the weight grading uniquely, providing a convenient way of checking that a certain R-grading is in fact the weight grading.
and for every subset
Proof. One implication is clear from the discussion above. Suppose then that v satisfies the two conditions stated in the theorem. To show that v is the weight grading it suffices to verify for δ in the tangent cone at v to the space of R-gradings, C, that
i.e. the variation of (2.2) in the direction δ is non-negative. Note that C consists of δ ∈ R G0 such that if there is an arrow α : i → j and v i − v j = 1 then δ i ≥ δ j . It follows that C is generated by vectors 1 G0 and −1 E where E ranges over subsets of G 0 such that if i ∈ E and α : i → j with v i − v j = 1 then j ∈ E. By the first assumption on v, the balancing condition, the variation vanishes in the direction 1 G0 , and by the second assumption it is non-negative in the directions −1 E . This shows that v is a minimum of (2.2). Example 2.3. As a basic example, consider the following DAG with n ≥ 1 vertices:
The weight grading is given by (λ, λ − 1, . . . , λ − n + 1) where the highest weight λ is determined by (2.4) to be
Note that if m i = 1 for all i then the weights are integers or half-integers. For this particular graph, the only effect of changing the parameters m i is to shift the overall grading. We will see below that in general more interesting changes can occur along codimension one walls.
Remark 2.4. One can also consider graphs with infinitely many vertices and parameters m i decaying sufficiently fast so that m i v 2 i < ∞ for some R-grading v i ∈ R. Elementary Hilbert space theory then implies existence and uniqueness of an R-grading which minimizes total energy m i v 2 i .
Gradient flow
The weight grading on a DAG has a dynamical interpretation, describing the asymptotics of a certain gradient flow. Let G, m i be as before and fix also constants c α > 0, α ∈ G 1 . Consider the function
The negative gradient flow of S with respect to the flat metric
is given by
We can also write the flow in terms of variables attached to the edges instead of the vertices. Set
for each arrow α : i → j, then (2.12)
The right hand side of the system of equations can be interpreted as ∆e −y , where ∆ is a graph Laplacian. In terms of variables p α = e −yα the system of equations becomes a special case of the higher-dimensional Lotka-Volterra equations which have the general form
This system provides a basic model for population dynamics, see for example Hofbauer-Sigmund [9] . The asymptotic behavior in the general case can be significantly more complicated than in our case -one need not have convergence to a stable equilibrium.
Example 2.5. Consider the simplest non-trivial DAG:
The system of ODEs (2.10) is
with explicit solution
.
Note that the coefficients of log t in the solution coincide with the weight grading.
In general, the ODE (2.10) does not have an explicit solution, however it turns out that we can always find an explicit asymptotic solution which solves the equation up to terms in L 1 . Such a solution will differ from an actual solution by a bounded error term, thus have the same asymptotics up to O(1).
We begin with the following ansatz for the solution x i (t).
(2.17)
Plugging this into (2.10) gives
For this equation to be true up to terms in L 1 , it is necessary that only t ≤−1 appear on the right hand side, i.e. v j − v i ≤ −1 whenever there is an edge α : i → j. Then, comparing coefficients of t −1 (other terms are in L 1 ) we need to solve
Comparing this with Lemma 2.1, we see that the v i are necessarily the weight grading on G. Furthermore, if (2.19) has a solution, b, then we can evidently choose Lagrange multipliers u α such that u α > 0 whenever α : i → j is an edge with v i − v j = 1, and u α = 0 otherwise. It turns out that this is not always possible. We will see below that in the case where we cannot solve (2.19) it is necessary to refine the original ansatz with terms involving iterated logarithms.
Note that (2.19) is the equation for a critical point of the function
Suppose that we can find u α > 0 such that
hence S is the composition of a linear map (the differential d : R G0 → R G1 ) with a proper strictly convex function, thus its critical locus is an affine subspace of R G0 . We summarize the result so far in the following theorem.
Theorem 2.6. Let G be a DAG, m i > 0, and v ∈ R G0 the weight grading on G. Suppose that we can find u α > 0 for each edge α : i → j with v i − v j = 1 such that (2.21) holds. Then the flow (2.10) admits an asymptotic solution up to terms in L 1 of the form
and thus for an actual solution x(t) we have
The claim about asymptotics of actual solutions could be verified here directly without difficulty, however we will show it for a more general setup in Subsection 4.3. We conclude this subsection with an example where Theorem 2.6 is not applicable. Consider the following DAG which is an orientation (zig-zag) of the A 4 Dynkin diagram. Masses m i indicate the labeling of the vertices.
The weight grading depends on the choice of m 1 , m 2 , m 3 , m 4 > 0.
Case m 1 m 4 > m 2 m 3 : In this region there are four distinct weights
The Lagrange multipliers which certify v are
hence Theorem 2.6 can be applied.
The Lagrange multipliers which certify v are (2.28) 
From DAGs to lattices
Given a directed acyclic graph G consider the collection L of subsets of E ⊂ G 0 which span closed subgraphs, i.e. no arrows lead out of E. Note that L is closed under unions and intersections, thus a sublattice of the boolean lattice of all subsets of G 0 . We can almost recover G from the partially ordered set L. For example the DAGs
have the same lattices of closed subgraphs. However, this does not affect the weight grading. The lattice of subrepresentations of a finite-dimensional representation is in general more complicated than the lattices constructed from graphs, in that complements, if they exists, need not be unique. However, such a lattice is still modular which leads to a good theory of filtrations. In the next section we will generalize the notion of weight filtration from DAGs to finite length modular lattices.
Weight filtrations in modular lattices
The goal of this section is to generalize the constructions of the previous section and define a weight-type filtration in any finite length modular lattice. In the first subsection we review some definitions and results from lattice theory. In Subsection 3.2 we define the Harder-Narasimhan filtration of a finite length modular lattice with polarization, as well as its mass, and prove a triangle inequality for mass. Subsection 3.3 introduces the concept of a paracomplemented R-filtration, which is essential for the proof of existence and uniqueness of the weight filtration in Subsection 3.4. A refined version of the weight filtration, defined iteratively, is defined in the final subsection.
Some lattice theory basics
In this subsection we recall some basic notions from lattice theory, in particular modular lattices as introduced by Dedekind. We learned this material in part from G. Birkhoff's classic textbook [2] and J.B. Nation's online notes [12] , which are excellent sources for more background.
A lattice is a partially ordered set, L, in which any two elements a, b ∈ L have a least upper bound a ∨ b and greatest lower bound a ∧ b. When L contains both a least element 0 ∈ L and greatest element 1 ∈ L, then L is called a bound lattice. Given elements a ≤ b in L, the interval from a to b is the bound lattice
In a general lattice there are two ways of projecting an arbitrary element x ∈ L to the interval [a, b], given by the left and hand right side of the following inequality:
The defining property of a modular lattice is that the above inequality becomes an equality, hence
The basic example of a modular lattice is the lattice of subobjects in a given object of an abelian category.
There is an equivalence relation on the set of intervals in a modular lattice L generated by
Modularity is equivalent to the condition that the maps
are inverse isomorphisms for all a, b ∈ L. Thus, equivalent intervals are isomorphic lattices.
A lattice L is finite length if there is an upper bound on the length n of any chain
. < a n of elements in L. A finite length lattice is complete in the sense that any (not necessarily finite) collection of elements has a least upper bound and greatest lower bound. In particular, unless L = ∅, there are least and greatest elements 0 and 1 in any finite length lattice. We say a lattice is artinian if it is modular and has finite length. In an artinian lattice, any two maximal chains have the same length, in fact:
are maximal chains in a modular lattice. Then m = n and there is a permutation σ of the set {1, . . . , n} such that there are equivalences of intervals
for k = 1, . . . , n.
Let L be an artinian lattice, then we denote by K(L) the abelian group with generators [a, b], a ≤ b, and relations
It is a direct consequence of Theorem 3.1 that K(L) (resp. K + (L)) is the free abelian group (resp. semigroup) generated by the set of equivalence classes of intervals of length 1 in L.
Harder-Narasimhan filtration and mass
Harder-Narasimhan filtrations were originally defined for vector bundles on an algebraic curve. The notion admits a straightforward generalization to modular lattices, which we include here for the sake of completeness and to fix terminology. We also prove a triangle inequality for the notion of mass coming from the HN filtration. Cornut [4] has also recently studied Harder-Narasimhan filtrations in modular lattices by attaching building-like spaces to them.
Consider a sub-semigroup of (C, +) of the form
Theorem 3.2. Let L be a polarized lattice, then there is a unique chain
The uniquely defined chain in the theorem above is the Harder-Narasimhan filtration. (The terms chain and filtration are used interchangeably here.)
Proof. We first show uniqueness, which does not require the finite length hypothesis on L. Suppose
are Harder-Narasimhan filtrations. If n = 0, then 0 = 1 in L and so m = 0 also. Otherwise, let k be such that b 1 ≤ a k but b 1 a k−1 . This means that
hence, by the assumption on the slopes of the intervals, φ( If (L, Z) is a polarized lattice with HN-filtration a 0 < a 1 < . . . < a n then the mass of L is defined as
It follows from the triangle inequality that
with equality if and only if L is semistable. The mass satisfies the following triangle inequality.
for any x ∈ L. ). If φ 1 < φ 2 let 0 = a 0 < a 1 < . . . < a n = 1 be the HN filtration of L. In this case
Indeed to see that φ 2 ≥ φ([a 0 , a 1 ]) suppose x < x ∨ a 1 , then by semistablity
then λ k , µ k ≥ 0 by the bound on the phases. Thus
and taking the sum over all k we get
The general case is equivalent to the claim that if 0 = a 0 < a 1 < . . . < a n = 1 is any chain in L with [a k−1 , a k ] semistable, then If there are two consecutive intervals in the chain with the same phase, then they can be combined to a single interval, decreasing the length of chain by one. If after this the chain a k is not the HN filtration, then there must be consecutive intervals with
If a k−1 < a k < a k+1 is replaced by the HN filtration of [a k−1 , a k+1 ], then by the first part of the proof M either gets strictly smaller or the length of the chain stays the same. Either way we must eventually reach the HN filtration, since the possible values of M form a discrete subset of R ≥0 , and if M remains constant then the phases will eventually be in the right order.
Paracomplemented R-filtrations
Let L be an artinian lattice. Given a finite subsets X of R let I 0 , . . . , I n be the connected components of the complement R \ X in their natural order. Any chain (3.27) 0 = a 0 < a 1 < . . . < a n = 1 in L defines a locally constant increasing function a : R \ X → L. Let a + , a − : R → L be the upper-/lower-semicontinuous extensions of a, then we call this pair of increasing functions an R-filtration in L. Thus an R-filtration in L is a pair of increasing functions a ± : R → L with a + upper-semicontinuous, a − lower semicontinuous, a + = a − outside a finite set, and a ± (λ) = 0 for λ ≪ 0 and a ± (λ) = 1 for λ ≫ 0. Of course any one of a ± determines the other, but it will be convenient not to break the symmetry. The support of an R-filtration is the finite set
A lattice L with 0, 1 is complemented if any a ∈ L has a complement:
Note that for the lattice of subobjects in a given object E of an artinian category, the property being complemented means that E is semisimple.
We call an R-filtration, a, paracomplemented if all intervals [a + (λ), a + (λ+ 1)], λ ∈ R, are complemented lattices. Equivalently, all intervals [a − (λ), a − (λ + 1)] are complemented lattices.
Let B(L) be the set of all paracomplemented R-filtrations in L. We can introduce a topology in B(L) such that the map
to the abelian group of finite K(L)-linear combinations of points in R (with the obvious topology coming from R), is continuous. A neighborhood basis at a ∈ B(L), is given by sets
where r > 0. This topology is Hausdorff, but generally not locally compact for infinite L.
We will describe the local structure around a ∈ B(L) in terms of another artinian lattice, Λ(a). An element x ∈ Λ(a) is given by
] has a complement for every λ ∈ R. Note that by definition, Λ(a) is a subset of
which is an artinian lattice as an essentially finite product of such. However, it is not obvious that Λ(a) is closed under ∨ and ∧, i.e. is a sublattice. Showing this will require a lemma about complements.
We draw a diagram x In the following we will not draw all the diagrams for practical reasons, but they proved a useful device to avoid getting lost in formulas. The defining condition for elements in Λ(a) can be reformulated.
Lemma 3.6. Let a ∈ B(L), x ∈ [a − (λ), a + (λ)], λ ∈ R, then the following are equivalent:
These conditions hold for all λ ∈ R if and only if x ∈ Λ(a). This is a direct consequence of the following lemma. Note that the defining condition for x to be in Λ(a) only relates x λ and x λ+1 , so x λ and x µ are completely independent if x λ − x µ is not an integer. Hence Λ(a) splits as a product 
for α ∈ [−ρ, ρ] and λ ∈ supp(a). To see that x ± (α) ∈ Λ(a) note that if λ, λ + 1 ∈ supp(a) then
is complemented since b is paracomplemented by assumption. For this part we only used ρ ≤ ρ 1 /2, not ρ ≤ ρ 2 /2.
with the same relation (3.44). We need to check that b is paracomplemented. So suppose that
Because of ρ ≤ 1/2 we have λ < λ ′ also. We need to show that
which is complemented since a is paracomplemented. Otherwise λ ′ = λ + 1 so α = α ′ , but then the interval is complemented because x + (α) ∈ Λ(a).
If a ∈ B(L) and x is an R-filtration in Λ(a) with support in (−ρ, ρ), ρ = ρ(a), and b ∈ B(L) corresponds to x, then Λ(b) splits as a product
which follows from (3.39) and the definition of ρ. Essentially, as a is deformed to b classes of the support in R/Z = S 1 split but do not collide.
Weight filtrations
In this section we define a weight-type filtration in any finite length modular lattice by proving an existence and uniqueness theorem. Let L be an artinian lattice and let X : K(L) → R be a homomorphism with X(K + (L)) ⊂ R >0 . For any a ∈ B(L) the lattice Λ(a) has a canonical polarization given by We call the paracomplemented R-filtration in L which is uniquely determined by the theorem the weight filtration in L.
Proof. Uniqueness. Suppose a and b are R-filtrations in L. Combine these to
We claim that a = b if and only if c + (α, β) = c − (α, β) for all α = β. In one direction, if a = b, α < β say, then
On the other hand, if a = b then there is an α ∈ R with a − (α) = b − (α) but a + (α) = b + (α). By symmetry, we may assume that a + (α) b + (α), so there is a β > α with
Now suppose a, b ∈ B(L) are both semistable of phase 0, and a = b for contradiction. Then there are α = β with c − (α, β) < c + (α, β) and we may assume by symmetry that such a pair exists with α > β. Let δ > 0 be maximal such that there exists an α with with
i.e. the most off-diagonal. We claim that 
where existence of complements e, d follows from the assumption that a, b are paracomplemented, and the third is obtained from the first. Since
the claim follows from Lemma 3.4.
In a similar way one shows that
defines an element y ∈ Λ(b). We compute with equality if and only if Λ is semistable of phase 0, i.e. the weight filtration. We claim that if a ∈ B(L) is a local minimum of m, then a is a weight filtration, thus a global minimum. Suppose x 0 < x 1 < . . . < x n is the HN filtration in Λ(a), φ k := φ([x k−1 , x k ]). We want to show that n = 1 and φ 1 = 0 if a is a local minimum. The idea is to deform a using its HN filtration. Let t > 0 and consider the R-filtration in Λ(a) with support
and values x 0 < x 1 < . . . < x n . For sufficiently small t > 0 this R-filtration has support in (−ρ(a), ρ(a)), so let a t ∈ B(L) be the corresponding paracomplemented R-filtration given by Proposition 3.8. We have a t → a as t → 0. The mass of a t is given by
which also gives the mass of a for t = 0. Note that Re(z k (t)) is independent of t and
) has the same sign as
hence a cannot be a local minimum unless φ k = 0 for all k, i.e. n = 1 and Λ(a) is semistable of phase 0.
In preparation for what follows, we want to show that there is a C > 0 such that
for any a ∈ B(L). The argument is that the cardinality of supp(a) is bounded above by the length, n, of L, so if the diameter of supp(a) becomes larger than n − 1, then there is a gap of length > 1 and Λ(a) splits as a product corresponding to points on the left and right of the gap. Thus, if the left hand side of (3.75) is larger than n − 1, then there must be a factor of Λ(a) (possibly everything) supported entirely on one side of 0 ∈ R. The mass of this factor is bounded above by X min times the distance of its support to 0, where X min is the minimum of X on K + (L). Note also that since m is bounded below by a positive constant, any additive constant in the estimate can be absorbed into C. Now recall from (3.30) that there is continuous map 
There is some N such that every point in supp(x N ) has distance less than κ from supp(y). From x N we get a coarser R-filtration x with support Y and values
which is paracomplemented by definition of κ and satisfies cl(x) = y.
We claim that m takes only finitely many values on each fiber of cl. Indeed, if a 0 < . . . < a n is the HN filtration of a ∈ B(L), then m(Λ(a)) only depends on the partition Since it has already established that cl(V ) is compact, we can conclude that m has a global minimum, and thus the existence of a weight filtration, if we show that f is lower semicontinuous. Let x ∈ cl(V ), then ρ = ρ(a) is the same for all a with cl(a) = x, since it only depends on the support. After possibly shrinking ρ we also have ρ ≤ κ(x), where κ(x) = κ is defined as in (3.77) with Y = supp(x). Let O ρ be the neighborhood of x consisting of 0-chains which differ from x by a 1-chain with support in a ρ-neighborhood of supp(x). This is in complete analogy with the definition of U ρ (a) for a ∈ B(L), and we get
where the inclusion ⊇ is clear and the inclusion ⊆ follows from ρ ≤ κ by the same argument which showed that cl(V ) is closed. Suppose b ∈ U ρ (a) corresponds to an R-filtration w, then by the triangle inequality for mass, Theorem 3.3, and (3.50) we get 
The difference between the right hand side of (3.82) and (3.84) can be made smaller than some given ε by suitable choice of ρ, which does not depend on the particular a or b but only a partition of x, of which there are finitely many.
This shows that f is lower semicontinuous.
Besides the weight filtration, any artinian lattice has two other canonically defined filtrations 0 = a 0 < a 1 < . . . < a n = 1 such that the intervals [a k−1 , a k ] are complemented lattices. The socle filtration is defined inductively by the property that a k ∈ [a k−1 , a n ] is maximal such that [a k−1 , a k ] is complemented. Dually, the cosocle filtration is defined inductively by the property that a k−1 ∈ [a 0 , a k ] is minimal such that [a k−1 , a k ] is complemented. Both are examples of a Loewy filtration: A filtration of minimal length such that [a k−1 , a k ] are complemented lattices. These filtrations are typically considered in the context of representations of finite-dimensional algebras, see for example [1] .
Iterated weight filtration
If (L, Z) is a semistable polarized lattice, then we can consider the subset L ′ ⊂ L given by Moreover, L ′ has strictly smaller length than L, unless the image of Z is contained in a single ray. If L ′ is complemented, then L is called polystable. We apply the above to the following situation. Suppose L is an artinian lattice with homomorphism X : K + (L) → R >0 and let a ∈ B(L) be the weight filtration in L. By definition, Λ(a) is semistable, so we can consider L (2) = Λ(a) ′ which has a weight filtration b. The filtration b gives a filtration in Λ(a) ⊃ L (2) , hence a refinement of a to an R 2 -filtration a (2) with (3.87) a
(2)
where R 2 is given the lexicographical order. By induction we get lattices L (n) and R n -filtration a (n) . The lengths of L (n) are strictly decreasing until some L (N +1) is complemented and thus its weight filtration trivial, so the process stops after finitely many steps. This shows that there is a canonical R ∞ -filtration in L, the iterated weight filtration, defined to be a (N ) . We refer to N as the depth of the iterated weight filtration.
We will construct a series of examples to show that the depth can be any nonnegative integer. The lattices will be obtained as lattices of closed subgraphs of oriented trees with the canonical homomorphism X : K + (L) → R >0 given by the length of an interval.
Let G (0) be the graph with a single vertex and no edges and G (1) be the directed graph with two vertices and a single arrow between them. Inductively define G (n+1) to be the directed graph obtained from G (n) by adding an outgoing arrow from each source to a new vertex and an incoming arrow to each sink starting at a new vertex. More formally, define vertices G (n+1) 0 = G (n) × {0, 1} and arrows G (n+1) 1 to include (i, 0) → (i, 1) for each i ∈ G (n) 0 and (i, 0) → (j, 1) for each arrow i → j in G (n) 1 (see Figure 1 ). The weight grading on G (n) is just v i = 1 2 if i is a source and v i = − 1 2 if i is a sink. This follows from Lemma 2.1 with Lagrange multipliers u α = 1 2 if α is a new arrow in G (n) and u α = 0 otherwise. To compute the iterated weight filtration we should next look at the lattice L (2) of closed subgraphs of G (n) such that the sum of v i is zero, i.e. which include an equal number of sinks and sources. It is easy to see that this coincides with the lattice of closed subgraphs of G (n−1) . This shows that the iterated weight filtration on the lattice of closed subgraphs of G (n) has depth n.
Gradient flow on quiver representations
The purpose of this section is to show that the iterated weight filtration has a dynamical interpretation, describing the asymptotics of certain gradient flows which appear in the study of quiver representations. We start by providing background on the Kähler geometry of spaces of quiver representations in the first subsection. Subection 4.2 gives an alternative description of the flow in the language of * -algebras and * -bimodules, which is more invariant and simplifies formulas. General properties of the flow are discussed in Subsection 4.3. The final subsection completes the proof of our second main theorem by giving a construction of asymptotic solutions.
Kähler geometry of quiver representations
Many problems in linear algebra are instances of the following general one. Given a quiver (4.1)
where Q 0 is the set of vertices, Q 1 the set of arrows, and s and t assign to each arrow its starting and target vertex, classify all the ways in which such a diagram can be realized (represented) using finite-dimensional vector spaces and linear maps. The space of representations for fixed vector spaces E i , i ∈ Q 0 , is a quotient
GL(E i ) =: V /G of a vector space by a reductive group. If the ground field is C then V /G is approximated by a Kähler manifold. To construct it, choose a Hermitian metric on each E i , then the norm-squared
, is a Kähler potential for the flat metric on V . We can look for points in V which minimize S on a given G-orbit. These are representations with
Such a minimum can be found if and only if the G-orbit corresponds to a semisimple representation. This is an application of the Kempf-Ness theorem. A Kähler manifold is then obtained as the quotient of the set of minimizers by the unitary subgroup K ⊂ G preserving the metric on each E i , with the potential which is the restriction of S.
If Q has no oriented cycles then the only semisimple representations are those with φ = 0. Following ideas from geometric invariant theory A. King [10] shows how to obtain non-trivial spaces by generalizing the above construction. They depend on a choice of polarization, which is in this context just a real number θ i ∈ R for each vertex i ∈ Q 0 . They allow us to extend the action of G to V × C by letting g ∈ G act on z ∈ C by multiplication with
(Strictly speaking, this is ill-defined if θ i are not integers and we should work with virtual line bundles.) On V × C * consider the potential
Fixing φ ∈ V , we can consider the (K-invariant) restriction of S to the orbit G(φ, 1) as a function on the homogeneous space G/K. A point in G/K corresponds to a choice of positive definite Hermitian endomorphism h i on each E i , and
The equation for h ∈ G/K to be a critical point of S is
To describe those representations for which the above equation has a solution, we need to recall some terminology. For any representation E of Q we define The set of polystable representations (up to isomorphism) thus has the structure of a Kähler manifold.
From a dynamical point of view, polystability means that the gradient flow of S on G/K has the simplest possible asymptotics: exponentially fast convergence to a fixed point, which is a solution of (4.8). One can study the asymptotic behavior of the flow for non-polystable representations and see if this yields more information about V /G.
To define a gradient of S we need to choose a Riemannian metric on G/K. We consider metrics of the form
where m i > 0, i ∈ Q 0 , are some fixed positive numbers. The negative gradient flow is then
We will show in this section that in the semistable case the asymptotics of this flow are completely described by the iterated weight filtration. More precisely, on the E λ piece of the filtration, λ = (λ 1 , . . . , λ n ), we have
Star-algebras and bimodules
In order to simplify formulas like (4.11) and all calculations below, it is useful to adopt the more invariant language of * -algebras and * -bimodules. This offers perhaps also a more algebraic point of view on the Kähler geometry discussed in the previous subsection.
To begin, note that
is a finite-dimensional C * -algebra, with * -structure determined by the choice of metrics on the vector spaces E i . It follows from the classification of type I factors, or more directly using the Artin-Wedderburn theorem, that every finite-dimensional C * -algebra is of this form. Finite-dimensional C * -algebras are also precisely those * -algebras which have a faithful finite-dimensional *representation on an inner product space. Recall that a * -algebra over C is a C-algebra, A, together with a map A → A, a → a * such that 
has the structure of a B-B bimodule. Additionally, there are two B-valued inner products
where the normalization is chose so that Caution: In general one has (ab * )c = a(b * c) for a, b, c ∈ M . The finitedimensional B-B * -bimodules are, up to isomorphism, all obtained as above from quivers. The following table summarizes our setup and the dictionary between the two languages. notation type in terms of quiver Q
For example the equation (4.11) for the flow now takes the form
where h ∈ B moves in the cone Proof. We have As a consequence, we see that
are maps of bimodules. Also, (4.27) for M ′ follows from the corresponding identity for M and τ (P (b)) = τ (b).
Monotonicity and homogeneity
A key property of the flow (4.28), for our purposes, is a certain kind of monotonicity.
Proposition 4.4 (Monotonicity). Let h 1 (t), h 2 (t) be solutions of (4.28) with h 1 (0) ≤ h 2 (0), then h 1 (t) ≤ h 2 (t) for all t ≥ 0.
Proof. Consider (4.43)
A := {(g, h) ∈ P × P | g ≤ h} which is a manifold with corners. To prove the proposition it suffices to show that the flow on pairs (g, h) ∈ P × P is pointing inwards or in a tangential direction on the boundary ∂A, which is the subset where g − h is not invertible. Assume, for convenience, that B is given concretely as
where V i are finite-dimensional Hermitian spaces. Then the claim to check is that
Since the flow is coordinate-independent, we may assume that h is the identity. So let v ∈ V :
As a first consequence we see that any two solutions have the same asymptotics by a "sandwiching" argument.
Corollary 4.5. Let h 1 , h 2 be solutions of (4.28) for t ≥ 0. Then there is a constant C > 0 such that
Proof. We can find a C > 0 such that the inequality holds for t = 0. By monotonicity, it holds for all t ≥ 0.
Call h an asymptotic solution of (4.28) if for some (hence any) actual solution g there is a C > 0 such that C −1 g(t) ≤ h(t) ≤ Cg(t) for sufficiently large t. We will find that (4.28) always admits explicit asymptotic solutions in terms of iterated logarithms, and these are generally not actual solutions.
We return to the point of view that the flow is changing coordinates on E i 's instead of the metric. Write h = x * x, then (4.28) implies that (4.49)ẋx −1 + ẋx −1 * = xφx −1 * , xφx −1 − ρ.
Note that this equation only determines the selfadjoint part ofẋx −1 , which corresponds to the fact that x is determined only up to multiplication by unitary elements on the left. The following gives a sufficient criterion to recognize asymptotic solutions. It relies on monotonicity and homogeneity. 
Asymptotic solution
The goal of this subsection is to construct an asymptotic solution of (4.28) using the iterated weight filtration on the lattice of subrepresentations, which is described in terms of our * -data as follows. The selfadjoint elements of B are partially ordered by a ≤ b iff b − a is a non-negative operator. In particular, we get a partial order on projectors, those p ∈ B with p 2 = p * = p. Because B is finite-dimensional, the poset Λ(B) of projectors is an artinian modular lattice. To see this, identify B with a product of matrix algebras and projectors with their images. The lattice of subrepresentations of φ ∈ M is the sublattice which sends positive classes to the right half-plane. By the general theory, Λ(B, φ) has a HN filtration, and each semistable interval is further refined by a balanced filtration, perhaps iterated. Since we are mainly interested in the refinement of the HN filtration, we assume that where b is chosen to take a splitting to an orthogonal one. Also, by definition of Λ(B, φ) 0 and the assumption that each [p + (λ), p − (λ)] is complemented, applying Theorem 4.1 and further conjugating φ we have (4.64) [φ * 0 , φ 0 ] = ρ. Furthermore, we can choose harmonic representatives of the φ λ , λ ≤ −1, meaning we conjugate φ to get Proof. Indeed, dy dt (t)(y(t)) −1 = r 2 t r/2−1 x(log t) + t r/2 dx dt (log t)t −1 (x(log t)) −1 t −r/2 (4.73) = t −1 r 2 + dx dt (log t)(x(log t)) −1 (4.74) and (4.75) y(t)φ −1 (y(t)) −1 = t −1/2 x(log t)φ −1 (x(log t)) −1 since φ −1 has r-degree −1. We use here the fact that x commutes with r, thus t r/2 , as x(t) ∈ B ′ by definition. Finally, combining the above we get be the orthogonal splitting of the identity in B given by the iterated weight filtration. Disregarding multiplicatively bounded terms coming from the Green's operator, the asymptotic solution of (4.28) constructed in the proof above is (4.101) λ=(λ1,...,λn)∈R ∞ t λ1 (log t) λ2 · · · log (n−1) t λn p λ where log (k) is the k-times iterated logarithm. 101) is an asymptotic solution of (4.28). with asymptotic solution h 1 = t 1/2 (log t) −1/2 1 + (log t) −1 , h 2 = t −1/2 (log t) −1/2 (4.110) h 3 = t 1/2 (log t) 1/2 , h 4 = t −1/2 (log t) 1/2 1 + (log t) −1 (4.111) which is not an exact solution, but solves (4.28) up to terms in L 1 .
Let

