Abstract. The Gromov-Eliashberg theorem says that the group of symplectomorphisms of a symplectic manifold is C 0 -closed in the group of diffeomorphisms. This can be translated into a statement about the Lagrangian submanifolds which are graphs of symplectomorphisms. It is also known that such Lagrangian submanifolds are locally microsupports of sheaves. We explain how we can deduce the Gromov-Eliashberg theorem from the involutivity theorem of Kashiwara and Schapira which says that the microsupport of a sheaf is coisotropic.
Introduction
In [10] , D. Tamarkin gives a totally new approach for treating questions in symplectic geometry (especially classical problems of nondisplaceability). His approach is based on the microlocal theory of sheaves, introduced and developed in [6, 7, 8] . In particular he remarks that in some situations it is possible to associate a sheaf with a given Lagrangian submanifold of a cotangent bundle and then deduce properties of the Lagrangian submanifold from this sheaf. In this paper we follow this approach and explain how we can recover the GromovEliashberg theorem by microlocal sheaf theory, using in particular the involutivity of the microsupport.
Let us briefly recall some facts of the microlocal theory of sheaves. We consider a real manifold M of class C ∞ and a commutative unital ring k of finite global dimension. We let D b (k M ) be the bounded derived category of sheaves of k-modules on M. In [8] , the authors attach to an object F of D b (k M ) its microsupport, or singular support, SS(F ), a subset of T * M, the cotangent bundle of M. By definition the microsupport is closed and conic for the action of R + on T * M. A deep result of [8] says that SS(F ) is involutive (or coisotropic). The initial motivation for this theorem comes from the theory of systems of linear PDE's because of its link with the propagation of singularities.
(A microdifferentiel version of the involutivity theorem is given in [9] and an algebraic statement is given in [2] .)
In [4] the authors prove the following result, inspired by [10] . Let M be a manifold and setṪ
we also setṠS(F ) = SS(F ) ∩Ṫ * M. Let I = ]a, b[ be an interval containing 0 and let ψ :Ṫ * M × I − →Ṫ * M be a homogeneous Hamiltonian isotopy. For t ∈ I we let ψ t be the restriction of ψ at time t and we denote by Λ ψt ⊂Ṫ * M 2 the graph of ψ t , twisted by the antipodal map. Hence Λ ψt is a conic Lagrangian submanifold. Then the main result of [4] says that there exists K t ∈ D(k M 2 ), for each t ∈ I, such thatṠS(K t ) = Λ ψt . We can also consider non homogeneous Hamiltonian isotopies by adding a variable: given a Hamiltonian isotopy ϕ of T * M, with compact support, we can define a homogeneous Hamiltonian isotopy ψ ofṪ * (M × R) which makes a commutative diagram with ϕ and the map (1.1) ρ M : T * M ×Ṫ * R − → T * M, (x, s; ξ, σ) → (x; ξ/σ).
The Gromov-Eliashberg theorem (Theorem 1.1 below) says that, if a sequence of symplectic C 1 diffeomorphisms {ϕ n } n∈N of some symplectic manifold (X, ω) has a C 0 limit, says ϕ ∞ , and ϕ ∞ is a C 1 diffeomorphism of X, then ϕ ∞ is symplectic. The aim of this paper is to explain how it can be deduced from the involutivity theorem of [8] .
The Gromov-Eliashberg theorem is in fact a local statement and we can assume that X = R 2n , that ϕ n is the time 1 of a Hamiltonian isotopy and that the convergence occurs on some ball B of R 2n . We identify R 2n with T * R n and we add a variable to make the situation homogeneous. Then we can apply the results of [4] and we deduce that there exists K n ∈ D b (k R 2n+1 ) such thatṠS(K n ) ⊂ T * R 2n ×Ṫ * R and
where ρ R 2n is defined in (1.1) and Λ ϕn ⊂ T * R 2n is the twisted graph of ϕ n . We define K by the distinguished triangle n∈N K n − → n∈N K n − → K +1 − →. Then SS(K) ⊂ k∈N * n≥k SS(K n ) and we have in particular (1.3) ρ R 2n (ṠS(K)) ⊂ Λ ϕ∞ .
Using this inclusion we can deduce from the involutivity theorem that Λ ϕ∞ is coisotropic at any point p which belongs to ρ R 2n (SS(K)). This means that it only remains to prove that (1.3) is in fact an equality. We do not prove it directly. We only prove that, for any given p ∈ Λ ϕ∞ , we can modify the K n 's by a so called cut-off result of [8] and obtain another sheaf K (depending on p) such that (1.3) still holds and moreover p ∈ ρ R 2n (SS(K)). Then the involutivity theorem applies at p. We obtain in this way that Λ ϕ∞ is coisotropic at all points. Since it is a submanifold of dimension 2n, it is Lagrangian, which means that ϕ ∞ is a symplectic map.
Now we give a more precise idea of the proof. We first state the result in the following local form. Let (E, ω) be a symplectic vector space which we identify with R 2n . We endow E with the Euclidean norm of R 2n . For R > 0 we let B
E
R be the open ball of radius R and center 0. For a map ψ : B E R − → E we set ψ B E R = sup{ ψ(x) ; x ∈ B E R }. Theorem 1.1 (Gromov-Eliashberg rigidity theorem, see [1, 3] ). Let R > 0. Let ϕ n : B E R − → E, n ∈ N, and ϕ ∞ : B E R − → E be C 1 maps. We assume (i) ϕ n is a symplectic map, that is, ϕ * n (ω) = ω, for all n ∈ N, (ii) ϕ n − ϕ ∞ B E R − → 0 when n − → ∞, (iii) dϕ ∞,x : T x E − → T ϕ∞(x) E is an isomorphism, for all x ∈ B E R . Then ϕ ∞ | B E R is a symplectic map.
Main ingredients of the proof. As seen above the essential ingredient of the proof is the involutivity theorem of [8] . The second ingredient is the main result of [4] which implies the existence of a "quantization" K n for ϕ n , that is, an object K n ∈ D b (k R 2n+1 ) satisfying (1.2). The third important tool is a "cut-off" result of [8] . We use the following statement. Let V ′ be a vector space and V = V ′ × R, with coordinates (x 1 , . . . , x n ). Let γ c 2 ⊂ γ c 1 ⊂ V be two closed cones of the type γ c = {x n ≥ c(x 
The cut-off lemma says that we can decompose F according to this decomposition of SS(F ). More precisely, there exists r such that R > r > 0 and the following holds. For any
We can use this decomposition to analyze F and obtain some consequences on its cohomology. In particular we prove the following result (see Proposition 9.3). We use a notion of convex hull Conv(S) for a subset S ⊂ T * M of a cotangent bundle: it is the union of the convex hulls in each fiber, that is, Conv(S) = x∈M Conv(S ∩ T * x M). Given R, c 1 , c 2 as above, there exist non empty connected open subsets
is proper of degree 1, then there exists a sheaf
Idea of the proof. We prove that T p Λ ϕ∞ is coisotropic, for any given p ∈ Λ ϕ∞ . We work near p and we approximate ϕ n by a globally defined Hamiltonian isotopy whose graph coincides with Λ ϕn near p. Hence we can assume that ϕ n is the time 1 of a Hamiltonian isotopy. By the main result of [4] 
By the consequence of the cut-off result explained in the previous paragraph we can find connected open subsets
is contained in the limit of the Conv(Λ ϕn ). We can assume from the beginning that Λ ϕ∞ is a section of the projection T * V 2 − → V 2 , near p. Then the limit of the Conv(Λ ϕn ) is Λ ϕ∞ . We can see also that the groups Γ(W i ; L), i = 1, . . . , 4, are distinct, which implies that L has a non trivial microsupport somewhere over W 4 . Hence there exists q = (y; η) ∈ṠS(L) such that y ∈ W 4 . By the involutivity theorem we know thatṠS(L) is coisotropic at q. It follows that Λ ϕ∞ is coisotropic at p ′ = ρ V 2 (q). Now W 4 can be made as small as we want so that p ′ is arbitrarily close to p. It follows that Λ ϕ∞ is coisotropic at p.
The proof is detailled in Section 11. Only Section 9 contains new results. The other sections are reminders of some notions on sheaves and results of [8] . The reader may also consult [12] for an introduction to the use of sheaves theory in symplectic geometry. The paper [11] gives another application of microlocal sheaf theory to the study of the C 0 -rigidity of the Poisson bracket. the C 0 -rigidity emerged after several discussions with Claude Viterbo, Pierre Schapira and Vincent Humilière (in particular about the paper [5] ). It is a pleasure to thank them for their interest in this question.
Microlocal theory of sheaves
In this section, we recall some definitions and results from [8] , following its notations with the exception of slight modifications. We consider a manifold M of class C ∞ .
Some geometrical notions ([8, §4.2, §6.2]). For a locally closed subset
A of M, we denote by Int(A) its interior and by A its closure. We denote by π M :
be a morphism of real manifolds. It induces morphisms on the cotangent bundles:
We denote by Γ f ⊂ M × N the graph of f . If ϕ : T * X − → T * Y is a map between cotangent bundles we also consider the twisted graph
The cotangent bundle T * M carries an exact symplectic structure. We denote the symplectic form by ω M . It is given in local coordinates
For a normed vector space (E, . ), a point x ∈ E and r ≥ 0 we denote by B 
A subset of the cotangent bundle T * M is called R + -conic (or conic) if it is invariant by the action of (R + , ×) on T * M. We can turn non conic subsets into conic ones by adding a variable and taking the inverse image by the following map ρ M . Let (s; σ) be the coordinates on T * R.
Finally we set T *
Microsupport. In this paper the coefficient ring k is assumed to be a field. This makes the description of simple sheaves easier (see Section 3). However the theory of microsupport works for a commutative unital ring of finite global dimension. We denote by Mod(k M ) the category of sheaves of k-vector spaces on M. We denote by
We recall the definition of the microsupport (or singular support)
, introduced by M. Kashiwara and P. Schapira in [6] and [7] .
there exists an open neighborhood U of p such that, for any x 0 ∈ M and any real
In other words, p / ∈ SS(F ) if the sheaf F has no cohomology supported by "half-spaces" whose conormals are contained in a neighborhood of p. The following properties are easy consequences of the definition:
-SS(F ) is closed and 
• , the polar cone of λ, that is,
Functorial operations. Let M and N be two manifolds. We denote by q i (i = 1, 2) the i-th projection defined on M × N and by
Definition 2.3. Let f : M − → N be a morphism of manifolds and let Λ ⊂ T * N be a closed R + -conic subset. We say that f is noncharacteristic for Λ if f
π (Λ) is closed and R + -conic in T * M. We denote by ω M the dualizing complex on M. Recall that ω M is isomorphic to the orientation sheaf shifted by the dimension. We also use the notation ω M/N for the relative dualizing complex
(ii) We assume that f is proper on supp(F ).
, with equality if f is a closed embedding.
(iii) We assume that f is non-characteristic with respect to SS(G).
* N if and only if, for any j ∈ Z, the sheaves H j (F ) are locally constant on the fibers of f .
Corollary 2.6. Let I be a contractible manifold and let p :
The next result follows immediately from Theorem 2.4 (ii) and Example 2.2 (i). It is a particular case of the microlocal Morse lemma (see [8, Cor. 5.4 .19]), the classical theory corresponding to the constant sheaf
Simple sheaves on R
Let Λ ⊂Ṫ * M be a locally closed conic Lagrangian submanifold and let p ∈ Λ. Simple sheaves along Λ at p are defined in [8, Def. 7.5.4 ]. Here we only recall a characterization and some properties of simple sheaves.
When Λ is the conormal bundle to a submanifold N ⊂ M, that is, when the projection π M | Λ : Λ − → M has constant rank, then an object
This means that there exist distinguished triangles
is contained in Λ on a neighborhood of Λ, Λ is connected and F is simple at some point of Λ, then F is simple at every point of Λ. Now we will describe the structure of the simple sheaves on R with microsupport contained in the positive direction. We let (s; σ) be the coordinates on T * R and we let T * σ>0 R be the subset of T * R defined by σ > 0. We let I = ]a, b[ be an interval (a and b may be ±∞). We recall that k is a field.
We assume thatṠS(L) = ∅ and that we have a distinguished triangle
Then we have a decomposition
Proof. We give the proof when we have the distinguished triangle (3.1). 
Lemma 3.2. We assume that 0 ∈ I and we set Λ = T *
. The image of 1 ∈ k by this isomorphism gives a morphism v :
Since F is constant outside 0 we deduce the lemma.
We let A = {s 1 , . . . , s k } be a finite subset of I and we set Λ = (
be such thatṠS(F ) = Λ and F is simple along Λ. Then, up to reordering the indices of the s i 's, there exists an isomorphism
with constant cohomology sheaves.
(ii) Using the notations of (3.3) we set S ∞ (F ) = {s i ; i = 2l+1, . . . , k}. Then S ∞ (F ) only depends on F . Moreover, for any distinguished tri-
Proof. (i-a) Let us first assume that F is concentrated in degree 0. Let us proceed by induction on k = |A|. The case k = 1 is given by Lemma 3.2. If k > 1, let s 1 < s 2 be the first two elements of A. By Lemma 3.2 we have either 
Hence the exact sequence 3.4 splits and we obtain the result.
(i-d) For a general F we deduce from Lemma 3.2 that each H i F satisfies the same hypothesis as F , with A replaced by some subset of A. Hence we know the structure of H i F by (i-a)-(i-c). We deduce easily that
and we obtain the result.
(ii) Lemma 3.1 implies that F and F ′ have the same direct summands
. . , l. This is equivalent to (ii).
The involutivity theorem
The main tool in our proof of the Gromov-Eliashberg theorem is the involutivity theorem of [8] . This is a deep result originally inspired by the similar theorem for the characteristic variety of a system of linear PDE's (see loc. cit. for historical comments on this point).
We first recall a general definition of involutivity given in [8] . Let X be a manifold and let x ∈ X, S ⊂ X be a point and a subset of X. We denote by C x (S) ⊂ T x X the tangent cone of S at x. In case X is a vector space this is the set of v ∈ X ≃ T x X which can be written v = lim n− →∞ c n (x n − x), for some sequences {c n } n∈N and {x n } n∈N with c n ∈ R + , x n ∈ S satisfying x = lim n− →∞ x n . For two subsets S 1 , S 2 ⊂ X we also have C x (S 1 , S 2 ) ⊂ T x X (see [8] ). In case X is a vector space this is the set of v which can be written v = lim n− →∞ c n (
If (E, ω) is a symplectic vector space and A ⊂ E we set A ⊥ω = {v ∈ E; ω(v, w) = 0, for all w ∈ A}. Definition 4.1 (Def. 6.5.1 of [8] ). Let (X, ω) be a symplectic manifold and let S be a locally closed subset of X. For a given p ∈ S we say that S is coisotropic (or involutive) at
We will use the following results when we apply Theorem 4.2 in Section 11. Lemma 4.3. Let X be a symplectic manifold and let S ⊂ S ′ be locally closed subsets of X. Let p ∈ S. We assume that S is coisotropic at p. Then S ′ is also coisotropic at p.
Proof. We have the inclusions
Proposition 4.4. Let M be a manifold and S ⊂ T * M a locally closed subset. We recall the map ρ M :
Proof. We use coordinates (x, s; ξ, σ) on T * (M × R) and corresponding coordinates (X, S; Ξ, Σ) on
M (S) and we write q = (x 0 , s 0 ; ξ 0 , σ 0 ). We have dρ M,q (X, S; Ξ, Σ) = (X;
′ is conic, we may assume σ 0 = 1. Using the symplectic transformations (x; ξ) → (x; ξ −ξ 0 ) on T * M and (x, s; ξ, σ) → (x, s+ ξ 0 , x ; ξ − σξ 0 , σ) on T * (M × R) we may also assume ξ 0 = 0. Then we have dρ q (X, S; Ξ, Σ) = (X; Ξ) and we deduce
Now the result follows easily.
Bounds for microsupports
For a real vector space V and A ⊂ V we denote by Conv(A) the convex hull of A. Let X be a manifold. For Λ ⊂ T * X we define
, for all x ∈ X. In general it can happen that Λ is closed but not Conv(Λ). We leave the following result to the reader.
We will use the following cut-off result (other similar and more precise results are recalled in Section 8). Let V be a vector space and let γ ⊂ V be a closed convex cone. Let 
The following consequence was pointed out to the author by Pierre Schapira.
is proper for all x ∈ X. Then, for all n ∈ Z, the microsupports of τ ≤n F , τ ≥n F and H n (F ) are contained in Conv(SS(F )).
X) for any x 0 ∈ X. Since this is a local problem around x 0 we may assume that X is an open subset of a vector space, say V , and that T * X ≃ X × V * . We also assume that x 0 = 0.
(ii) We let γ ⊂ V be a closed convex proper cone of V such that γ •a is a neighborhood of Conv(Λ∩T * 0 X)\{0}. We can find a neighborhood of 0, say U, such that Λ∩T * U ⊂ U ×γ •a . We choose coordinates (x 1 , . . . , x n ) on V such that (0,
Then we have SS(K) ⊂ k∈N n≥k SS(K n ).
Proof. For any k ∈ N we also have a distinguished triangle n≥k K n − →
We can check, similarly as in [8, Exe. V.7] , that SS( n≥k K n ) ⊂ n≥k SS(K n ) and SS( n≥k K n ) ⊂ n≥k SS(K n ). We conclude by the triangular inequality for the microsupport.
Approximation of symplectic maps
Let (E, ω) be a symplectic vector space which we identify with R 2n . We endow E with the Euclidean norm of R 2n .
Lemma 6.1. Let R > r and ε be positive numbers. Let ϕ : B E R − → E be a symplectic map of class C 1 . Then there exists R ′ > r and a symplectic map ψ :
Proof. We set r 1 = (R + r)/2 and we choose a (non symplectic) map
≤ ε (we use the norm (2.3)). We set
− → E is a symplectic map such that ϕ−ψ B E r ≤ (1+C ′′ )ε, which gives the lemma (up to replacing ε by ε/(1 + C ′′ )).
Proposition 6.2. Let R > r and ε be positive numbers. Let ϕ : B E R − → E be a symplectic map of class C 1 . Then there exists a Hamiltonian isotopy Φ :
Proof. (i) By Lemma 6.1 we may assume that ϕ is of class C ∞ . Composing with a translation in E and a symplectic linear map, we may also assume that ϕ(0) = 0 and dϕ 0 = id E . We first show that there exists a symplectic map ϕ ′ :
(ii) We choose an isomorphism E ≃ V × V * and then E 2 ≃ T * W ≃ W × W * , where W = V × V * is the product of first and last factors in
We have a natural isomorphism s : W ∼ −→ W * given by switching the factors V and V * . For a function f : W − → R we write Λ f = {(x, df x ); x ∈ W }. We can find two balls centered around 0, B
. We have df 0 = 0 and we assume f (0) = 0. We choose η > 0 and
(iii) We will prove that ϕ ′ | B E r is the time 1 of some Hamiltonian isotopy. We define U ⊂ E×]0, +∞[ by U = {(x, t); x < R/t} and ψ : U − → E by ψ(x, t) = t −1 ϕ ′ (tx). We let U ′ = {(ψ(x, t), t); (x, t) ∈ U} be the image of U by ψ × id R . Then U ′ is contractible and we can find h : U ′ − → R such that ψ is the Hamiltonian flow of h. We define U 0 ⊂ U by U 0 = {(x, t); t > 0, x < η/t}. Since
Moreover h is constant on U 0 . We can assume h| U 0 = 0 and extend h by 0 to a C ∞ function defined on U ′′ = ]−∞, 0] ∪ U ′ . We set Z = {(ψ(x, t), t); t ∈ ]0, 1] and x ≤ r}. We remark that
. Then the Hamiltonian isotopy Φ defined by g has compact support contained in C and satisfies
r . This proves the proposition.
When we apply Proposition 6.2 above we have no control on the extension of the map outside the ball B E r . In the following lemmas we check that, up to a linear transformation, the "interesting part" of the graph can be moved near the zero section of T * E 2 and the "extended part" far away from the zero section (see (6.2) and (6.5)). − → E be a map of class C 1 such that ϕ(0) = 0 and dϕ 0 is an isomorphism. We set V = R n . Then we can find symplectic linear isomorphisms u : T * V ∼ −→ E, v : E − → T * V and positive numbers r 0 , A such that, setting
Proof. We first choose a symplectic isomorphism u :
In particular W is the graph of a linear map w :
A ′ r for all r > 0. Since Γ ψ is a manifold of class C 1 , a similar result holds for Γ ψ near 0 with some A > A ′ . The lemma follows.
Lemma 6.4. Let V be a vector space. Let A, r 0 > 0 be given and set
Let ψ : U − → T * V be a map which satisfies (6.2). We choose 0 < r < r 0 /4 and 0 < ε < Ar/(A + 1). Then, for any map ψ 1 :
we have
Proof. Let (x; ξ) ∈ T * V and (y 1 ; η 1 ) = ψ 1 (x; ξ). We assume that q = (x, y 1 ; ξ, η 1 ) is in the LHS of (6.5). Ar 0 /2+ε . The hypothesis on r and ε implies r + ε < r 0 , Ar 0 /2 + ε < Ar 0 , A(r + ε) + ε < 2Ar. By (6.2) we deduce (ξ, η) ∈ B V 2 * A(r+ε) . Since d(η 1 , η) < ε, we obtain (ξ, η 1 ) ∈ B V 2 * A(r+ε)+ε and this proves the result.
Degree of a continuous map
We recall the definition of the degree of a continuous map. Let M, N be two oriented manifolds of the same dimension, say d. We assume that N is connected. We have a morphism 
(ii) Let I ⊂ R be an interval. Let U ⊂ M × I, V ⊂ N × I be open subsets and let f : U − → V be a continuous map which commutes with the projections U − → I and V − → I. We set U t = U ∩ (M × {t}), V t = V ∩ (N × {t}) and f t = f | Ut : U t − → V t , for all t ∈ I. We assume that f is proper and that V and all V t , t ∈ I, are non empty and connected. Then deg f = deg f t , for all t ∈ I.
Proof. (i) and (ii) follow respectively from the commutative diagrams
be open subsets and let f : U − → B R , g : V − → B R be proper continuous maps. We assume that there exists r < R such that f −1 (B r ) ⊂ U ∩ V , and that d(f (x), g(x)) < r/2, for all x ∈ U ∩ V . Then deg f = deg g.
Proof. (i) We define
] which is of length < r/2, we deduce f (x) ∈ B r , as required.
(ii) We define 
Cut-off
In this section we recall several results of [8] which are called "(dual) (refined) cut-off lemmas". In loc. cit. the statements of the refined cut-off lemmas are given around a point. With stronger hypothesis on the microsupports they hold on a fixed neighborhood of a given point, which is needed in the next section. We include the part of the proof which is concerned with this claim but it is actually the same as in loc. cit.
Let V be a vector space and let γ ⊂ V be a closed convex cone (with vertex at 0). We denote by γ a = −γ its opposite cone and by γ • ⊂ V * its polar cone (see (2.5)). We also define γ = {(x, y) ∈ V 2 ; x − y ∈ γ}. Let q i : V 2 − → V , i = 1, 2, be the projection to the i th factor. The following functors are introduced in [8] :
For γ = {0} we have P {0} (F ) ≃ Q {0} (F ) ≃ F . Hence the inclusion {0} ⊂ γ induces morphisms of functors u γ : P γ − → id and v γ : id − → Q γ . If F has compact support, Corollary 2.5 and Theorem 2.4 (ii) give, for any x ∈ V and using the identification
where q 2 : 
In order to obtain a local statement from Proposition 8.1 we will use Lemmas 8.2 and 8.4 below. Let γ ⊂ V be a closed convex proper cone. (8.5) where the second equality follows from Example 2.2. Hence we have
The formulas (8.3), (8.4), (8.6) and (
and we findṠS(L) = ∅. This proves the first assertion.
(ii) We define G and F ′ by the distinguished triangles
By the octahedral axiom we deduce from (8.9)-(8.11) the distinguished triangle
Now we write V = V ′ × R, where V ′ = R n−1 . We take coordinates x = (x ′ , x n ) on V and we endow V ′ and V with the natural Euclidean structure. For c > 0 we let γ c ⊂ V be the cone
For a conic subset C ⊂ V * and ε > 0 we define C ε ⊂ V * by . Let c 2 > c 1 > 0 and r > 0 be given. We choose c, ε > 0 such that, using the notation (8.13), we have (∂γ
Proof. Let x ∈ W r,δ,ε c,c ′ be a given point. Let us assume that there exists a point (y; η) ∈ S
). We set
as in (8.15 ).
(i) We first prove that we must have y ∈ I. Since y ∈ π V (S (ii) Since y ∈ π V (S
a is contained in the zero section. Then Corollary 2.5 gives
Hence η can be written η = η 1 + η 2 , with η 1 ∈ T * y V ∩ SS(F ) and
). By (8.17) we have η 2 = 0. Since ∂Z r,δ c is a smooth hypersurface around y, we have in fact T *
This contradicts (8.16 ) and proves the lemma. 
Proof. Since the statement is invariant by translation in the factor R of V = V ′ × R we can assume s = 0. We choose c, ε such that (∂γ 
Non constant groups of sections
In this section we use Proposition 8.5 to give conditions on a sheaf which imply that it has non isomorphic cohomology groups over some open sets. These open sets only depend on the microsupport. This will be used in the proof of the Gromov-Eliashberg Theorem to insure the non triviality of the microsupport of a sheaf (see Proposition 9.3).
We still use the notations V ′ = R n−1 and V = V ′ × R of Section 8. We also let γ c ⊂ V be the cone defined in (8.12) for any c > 0.
Proposition 9.1. Let c 2 > c 1 > 0 and r > 0 be given and let r 1 > 0 be given by Proposition 8.5. We set
and
We assume that F satisfies (8.16) and that there exist a < b such that
Proof. If b − a < r 1 , the ball B of center (0, (a + b)/2) and radius r 1 contains a and b. Proposition 8.5 implies that we have a distinguished triangle
Then the hypothesis (i) and Lemma 3.1 implies that
Hence SS(F ′ ) meets both T * (0,a) V and T * (0,b) V outside the zero-section, which contradicts the hypothesis (ii). Proposition 9.1 will be used together with Lemma 9.2 below. It says that we can extend sections over a segment to some neighborhood of this segment which only depends on the microsupport. For given c, r, s > 0 with r < s/c, we define U c r,s ⊂ V by
We also set
Lemma 9.2. Let c, r, s > 0 be given with r < s/c. Let U ⊂ V be a neighborhood of U c r,s and let (9.4) , then (9.3) and the hypothesis on SS(F ) give ξ
; G) is an isomorphism for any 0 < r 1 < r 2 < R. For r 2 = r and r 1 − → 0 we find the isomorphism of the lemma. 
r is proper and of degree 1, there exists
Remark 9.4. The conclusion (b) of the proposition also holds with Γ(W i ; F 1 ) replaced by H 0 (W i ; F ′ ), where F ′ is obtained from F by a shift in the derived category and a vertical translation in V = V ′ × R (see part (C) of the proof). We introduce F 1 because we want to be sure to stay in the bounded derived category when we use this result in the paragraph 11.4. It is likely that the properties of the microsupport hold for unbounded complexes. In this case the introduction of F 1 would be useless.
Proof. (A) Let r 1 be given from r, c 1 , c 2 by Proposition 8.5. We set
. Now we can choose ε > 0 and non empty open subsets W i , i = 1, . . . , 4, of U such that W i ⊂ W i+1 and, for all x < ε,
(B) We can find x ∈ V ′ arbitrarily close to 0 such that Λ intersects
is also a finite set of half lines and we write
Near a point (x, s i ; ξ i , 1) the Lagrangian Λ is the conormal bundle to a smooth hypersurface, say X i . If s i = s j , we have ξ i = ξ j and the hypersurfaces X i and X j are transversal at (x, s i ). Then, by moving x a little bit we can make s i and s j distinct, which we will assume from now on (for all pairs i = j). We set
has degree 1, the set S 1 is of odd order. Hence there exist s ∈ S 1 and
gives |s
′ −s| ≥ r 1 (recall that r 1 is given by Proposition 8.5). We could also have assumed in (B) that S 1 ⊂ ]a + r 1 , b − r 1 [. Hence in any case we obtain the following. We set . By Proposition 8.5 we have a distinguished triangle
where 
Quantization
In this section we recall the main result of [4] . Let N be a manifold and I an open interval of R containing 0. We consider a homogeneous Hamiltonian isotopy Ψ :Ṫ * N × I − →Ṫ * N of class C ∞ . For t ∈ I, p ∈Ṫ * N we set Ψ t (p) = Ψ(p, t). Hence Ψ 0 = idṪ * N and, for each t ∈ I, Ψ t is symplectic diffeomorphism such that Ψ t (x; λξ) = λ · Ψ t (x; ξ), for all (x; ξ) ∈Ṫ * N and λ > 0. We let Λ Ψt ⊂Ṫ * N 2 be the twisted graph of Ψ t . We can see that there exists a unique conic Lagrangian submanifold
Theorem 10.1 (Theorem. 4.3 of [4] ). There exists a unique
Moreover K Ψ is simple along Λ Ψ and both projections supp(K Ψ ) − → N × I are proper.
The fact that K is simple along Λ Ψ is not explicitly stated in [4] but it follows from the claim
2 ) for any t ∈ I. Let C ⊂ T * M be a compact subset such that Φ(p, t) = p for p outside C. We remark that we may enlarge C so that Ω = T * M \ C has a single connected component when M is not the circle S 1 , and two components, say Ω ± , corresponding to ±ξ ≫ 0, when M = S 1 . We set Z = π M (C), U = M \ Z and q t = q| (M ×R) 2 ×{t} . By (10.3) and the unicity of K Ψ | (U ×R) 2 ×I we find
We also have Λ Ψ ∩Ṫ * (Z × U × R 2 ) = ∅. Hence K Ψ is locally constant on Z × U × R 2 × I. We deduce K Ψ | Z×U ×R 2 ×I ≃ 0 since this holds at t = 0. In the same way K Ψ | U ×Z×R 2 ×I ≃ 0.
We conclude that K Ψ,t | (M 2 \Z 2 )×R 2 is a bounded complex. Since Z 2 is compact we have K Ψ,t ∈ D b (k (M ×R) 2 ) as claimed. Now, by (i) and Corollary 2.6 there exists K t ∈ D b (k M 2 ×R ) such that K Ψ,t ≃ q −1 K t . Then K t satisfies (ii).
Now we apply Proposition 9.3 to the quantization given by Corollary 10.2 in the following situation. Let V = R n be a vector space and let r, A > 0. We will consider the following hypothesis on a symplectic map ϕ : T * V − → T * V : 
Proof of the Gromov-Eliashberg theorem
We use the notations in the statement of Theorem 1.1.
11.1. Up to a translation in E it is enough to prove that dϕ ∞ | 0 is a symplectic linear map and we work near 0. We can also assume that ϕ ∞ (0) = 0. By Lemma 6.3 we can identify E with T * V for some vector space V and assume that ϕ ∞ satisfies (6.2) and (6.3) for some A, r 0 > 0. 11.2. By Proposition 6.2, for each n ∈ N we can find a C ∞ Hamiltonian isotopy Φ n : E × R − → E and a compact subset C n ⊂ E such that ϕ n − Φ n,1 B E r 0 ≤ 1/n and Φ n,t | E\Cn = id E\Cn for all t ∈ R. We still have Φ n,1 − ϕ ∞ B E r 0 − → 0 when n − → ∞ and we may assume that ϕ n = Φ n,1 . We choose 0 < r < r 0 (arbitrarily small). By Lemma 6.4 there exists N r ∈ N such that r × R given by Corollary 10.3. We apply Corollary 10.3 to ϕ n and we obtain L n ∈ Mod(k W 4 ) such that (i)ṠS(L n ) ⊂ T * W 4 ∩ T * σ>0 (V 2 × R) and ρ V 2 (ṠS(L n )) ⊂ Conv(Λ 1 n ), (ii-a) there exists u n ∈ Γ(W 4 ; L n ) such that u n | W 3 = 0 and u n | W 2 = 0, (ii-b) or there exists v n ∈ Γ(W 2 ; L n ) such that v n | W 1 = 0 and v n is not in the image of Γ(W 3 ; L n ) − → Γ(W 2 ; L n ).
One of the two possibilities (ii-a) or (ii-b) occurs infinitely many times. Up to taking a subsequence we will assume that (ii-a) holds for all n ∈ N (the other case being similar).
11.4. We define L ∞ ∈ Mod(k W 4 ) by the exact sequence
The sections u n ∈ Γ(W 4 ; L n ) define u ∈ Γ(W 4 ; L ∞ ). By (ii-a) in §11.3 we have u| W 2 = 0. Since W 3 is compact we have Γ(W 3 ; n≥Nr L n ) ≃ n≥Nr Γ(W 3 ; L n ). If u = 0, we deduce that (u n ) n≥Nr | W 3 belongs to n≥Nr Γ(W 3 ; L n ), which implies u n | W 3 = 0 for n big. But this contradicts (ii-a) and it follows that u = 0. Hence L ∞ is not locally constant andṠS(L ∞ ) = ∅. 3Ar and r can be chosen arbitrarily small, we deduce that Λ ϕ∞ is coisotropic at 0, as required.
