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Abstract
In this paper, we deﬁne the generalized Bernoulli polynomial matrix B()(x) and the Bernoulli matrix B. Using some prop-
erties of Bernoulli polynomials and numbers, a product formula of B()(x) and the inverse of B were given. It is shown that
not only B(x) = P [x]B, where P [x] is the generalized Pascal matrix, but also B(x) = FM(x) =N(x)F, where F is the
Fibonacci matrix, M(x) and N(x) are the (n + 1) × (n + 1) lower triangular matrices whose (i, j)-entries are((
i
j
)
Bi−j (x) −
(
i−1
j
)
Bi−j−1(x) −
(
i−2
j
)
Bi−j−2(x)
)
and
((
i
j
)
Bi−j (x) −
(
i
j+1
)
Bi−j−1(x) −
(
i
j+2
)
Bi−j−2(x)
)
,
respectively. From these formulas, several interesting identities involving the Fibonacci numbers and the Bernoulli polynomials
and numbers are obtained. The relationships are established about Bernoulli, Fibonacci and Vandermonde matrices.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
For a real or complex parameter , the generalized Bernoulli polynomials B()n (x) are deﬁned by means of the
following generating function (see, for details, [6,8,9]):(
t
et − 1
)
ext =
∞∑
n=0
B()n (x)
tn
n! . (1)
Clearly,B(1)n (x)=Bn(x) andB(1)n (0)=Bn are the classical Bernoulli polynomials and the classical Bernoulli numbers,
respectively.
From (1), it is easily observed that
B
(+)
n (x + y) =
n∑
k=0
(n
k
)
B
()
k (x)B
()
n−k(y). (2)
E-mail addresses: zhzhzhang-yang@163.com (Z. Zhang), junwang@dlut.edu.cn (J. Wang).
0166-218X/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2006.01.008
Z. Zhang, J. Wang / Discrete Applied Mathematics 154 (2006) 1622–1632 1623
Since
B(0)n (x) = xn, (3)
upon setting = 0 in the addition theorem (2) and interchanging x and y, we obtain
B()n (x + y) =
n∑
k=0
(n
k
)
B
()
k (y)x
n−k
. (4)
Specially,
Bn(x + y) =
n∑
k=0
(n
k
)
Bk(y)x
n−k (5)
and
Bn(x) =
n∑
k=0
(n
k
)
Bn−kxk . (6)
The ﬁrst few Bernoulli polynomials are
B0(x) = 1,
B1(x) = x − 12 ,
B2(x) = x2 − x + 16 ,
B3(x) = x3 − 32x2 + 12x,
B4(x) = x4 − 2x3 + x2 − 130 ,
B5(x) = x5 − 52x4 + 53x3 − 16x.
The purpose of this paper is to discuss some properties of the Bernoulli matrix. The content is as follows: in Section
2, we introduce the Bernoulli matrix and obtain a product formula and the inverse of the Bernoulli matrix. In Section 3,
we establish the relation between the Bernoulli matrix and the generalized Pascal matrix (deﬁned in [10]). In Section
4, we study the Bernoulli matrix via the Fibonacci matrix and obtain some combinatorial identities from the matrix
representation of the Bernoulli matrix and the Fibonacci matrix. In Section 5, we discuss the relationship among
Bernoulli, Stirling, Vandermonde matrices.
Throughout this paper, all matrices are in Mn+1(R), the set of all (n + 1) × (n + 1) matrices over the real ﬁeld.
2. A product formula
The generalized (n + 1) × (n + 1) Bernoulli matrix B()(x) = [B()i,j (x)] (i, j = 0, 1, 2, . . . , n) is deﬁned by
B
()
i,j (x) =
{(
i
j
)
B
()
i−j (x) if ij,
0 otherwise,
(7)
andB(1)(x) =B(x) andB(0) =B are called the Bernoulli polynomial matrix and the Bernoulli matrix, respectively.
At ﬁrst, we have
Theorem 2.1.
B(+)(x + y) =B()(x)B()(y) =B()(y)B()(x). (8)
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Proof. From (2) it follows
i∑
k=j
(
i
k
)
B
()
i−k(x)
(
k
j
)
B
()
k−j (y) =
i∑
k=j
(
i
j
)(
i − j
k − j
)
B
()
i−k(x)B
()
k−j (y)
=
(
i
j
) i−j∑
k=0
(
i − j
k
)
B
()
i−j−k(x)B
()
k (y) =
(
i
j
)
B
(+)
i−j (x + y),
which implies (8). 
Corollary 2.2.
B(1+2+···+k)(x1 + x2 + · · · + xk) =B(1)(x1)B(2)(x2) · · ·B(k)(xk). (9)
Proof. Apply induction on k. 
If we take x1 = x2 = · · · = xk = x, 1 = 2 = · · · = k =  or further x = 0 or = 1, then we can obtain the striking
simplicity of the powers of Bernoulli matrix.
Corollary 2.3.
(B()(x))k =B(k)(kx). (10)
Specially,
(B(x))k =B(k)(kx),
(B())k =B(k),
Bk =B(k).
Let D= [di,j ] (0 i, jn) be the (n + 1) × (n + 1) matrix deﬁned by
di,j =
{ 1
i − j + 1
(
i
j
)
if ij,
0 otherwise.
(11)
Theorem 2.4.
B−1 =D.
Furthermore,
(B(k))−1 =Dk .
Proof. Since
n∑
k=0
1
k + 1
(n
k
)
Bn−k = n,0,
where n,0 is the Kronecker delta (see [7, p. 107]), we have
i∑
k=j
(
i
k
)
Bi−k · 1
k − j + 1
(
k
j
)
=
(
i
j
) i∑
k=j
1
k − j + 1
(
i − j
k − j
)
Bi−k
=
(
i
j
) i−j∑
k=0
1
k + 1
(
i − j
k
)
Bi−j−k =
(
i
j
)
i−j,0,
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which yields BD= I , i.e., B−1 =D. From this and Corollary 2.3 we see that
(B(k))−1 = (Bk)−1 = (B−1)k =Dk .
The proof is complete. 
3. Bernoulli matrix and generalized Pascal matrix
The (n + 1) × (n + 1) generalized Pascal matrix, P [x] = [pij ], (i, j = 0, 1, 2, . . . , n) is deﬁned by
pij =
{(
i
j
)
xi−j if ij,
0 otherwise.
(12)
In [10,11], the authors have studied some algebraic properties of generalized Pascal matrix such as matrix factorization
and closedness of matrix product.
Now we have
Theorem 3.1.
B(x + y) = P [x]B(y) = P [y]B(x). (13)
Specially,
B(x) = P [x]B. (14)
Proof. Applying (5), we have
i∑
k=j
(
i
k
)
xi−k
(
k
j
)
Bk−j (y)
=
(
i
j
) i∑
k=j
(
i − j
k − j
)
Bk−j (y)xi−k
=
(
i
j
) i−j∑
k=0
(
i − j
k
)
Bk(y)x
i−j−k
=
(
i
j
)
Bi−j (x + y),
which yields B(x + y) = P [x]B(y). Similarly, we have B(x + y) = P [y]B(x). 
Example.
B(x) =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0 . . .
x − 12 1 0 0 . . .
x2 − x + 16 2x − 1 1 0 . . .
x3 − 32x2 + 12x 3x2 − 3x + 12 3x − 32 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎠
(n+1)×(n+1)
=
⎛
⎜⎜⎜⎜⎝
1 0 0 0 . . .
x 1 0 0 . . .
x2 2x 1 0 . . .
x3 3x2 3x 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎠
(n+1)×(n+1)
×
⎛
⎜⎜⎜⎜⎝
1 0 0 0 . . .
− 12 1 0 0 . . .
1
6 −1 1 0 . . .
0 12 − 32 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎠
(n+1)×(n+1)
= P [x]B.
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Theorem 3.2.
B−1(x) =B−1P [−x] =DP [−x]. (15)
Proof. Apply B−1 =D and P [x]−1 = P [−x] (see [1]). 
Example.
B−1(x) =
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0 . . .
x − 12 1 0 0 . . .
x2 − x + 16 2x − 1 1 0 . . .
x3 − 32x2 + 12x 3x2 − 3x + 12 3x − 32 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎠
−1
(n+1)×(n+1)
=
⎛
⎜⎜⎜⎜⎜⎝
1 0 0 0 . . .
1
2 1 0 0 . . .
1
3 1 1 0 . . .
1
4 1
3
2 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎟⎠
(n+1)×(n+1)
×
⎛
⎜⎜⎜⎜⎝
1 0 0 0 . . .
−x 1 0 0 . . .
x2 −2x 1 0 . . .
−x3 3x2 −3x 1 . . .
. . . . . . . . . . . . . . .
⎞
⎟⎟⎟⎟⎠
(n+1)×(n+1)
=DP [−x].
Let Sk[x] = (Sk(x; i, j)) (0 i, jk) be the (k + 1) × (k + 1) matrix deﬁned by
Sk(x; i, j) =
{
xi−j if j i,
0 if j > i.
Then we deﬁne the (n + 1) × (n + 1) matrices Gk[x] (k = 1, 2, . . . , n − 1, n) by
Gk[x] =
[
In−k+1 0
0 Sk[x]
]
, (k = 1, 2, . . . , n − 1),
Gn[x] = Sn[x],
where In+1 is the identity matrix of order n + 1. In [10], we obtained that
P [x] = Gn[x]Gn−1[x] . . . G1[x].
By Theorems 3.1 and 3.2 we have the following corollary.
Corollary 3.3.
B(x) = Gn[x]Gn−1[x] . . . G1[x]B
and
B(x)−1 =DGn[−x]Gn−1[−x] . . . G1[−x].
4. Bernoulli matrix and Fibonacci matrix
The Fibonacci numbers have been discussed in so many papers and books. Let Fn be the nth Fibonacci number. The
(n + 1) × (n + 1) Fibonacci matrixF= [fi,j ] (i, j = 0, 1, 2, . . . , n) is deﬁned by
fi,j =
{
Fi−j+1 if i − j + 10,
0 if i − j + 1< 0. (16)
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In [5,4], Lee et al. gave the Cholesky factorization of the Fibonaccimatrix and discussed eigenvalues of the symmetric
Fibonacci matrixFFT. Also, they gave the inverse ofF as follows: ifF−1 = [f ′i,j ] (i, j = 0, 1, 2, . . . , n), then
f ′i,j =
{ 1 i = j,
−1 i = j + 1, j + 2,
0 otherwise.
(17)
We deﬁne an (n + 1) × (n + 1) matrixM(x) = [mi,j (x)] (i, j = 0, 1, 2, . . . , n) as follows:
mi,j (x) =
(
i
j
)
Bi−j (x) −
(
i − 1
j
)
Bi−j−1(x) −
(
i − 2
j
)
Bi−j−2(x). (18)
Specially, writeM(0) asM, for short.
From the deﬁnition ofM(x), we see thatm0,0(x)=B0(x)=1,m0,j (x)=0 for j1,m1,0(x)=B1(x)−B0(x)=x− 32 ,
m1,1(x) = B0(x) = 1, m1,j (x) = 0 for j2, mi,0(x) = Bi(x) − Bi−1(x) − Bi−2(x) for i2. From the deﬁnitions of
B(x),F andM(x) we derive the following theorem.
Theorem 4.1.
B(x) =FM(x). (19)
Proof. It sufﬁces to proveF−1B(x) =M(x). Recall thatF−1 = [f ′i,j ] where f ′i,j is given in (17). Since f ′0,j = 0
(j1), we have f ′0,0B0,0(x) = B0(x) = 1 and m0,0(x) = B0(x) =
∑n
k=0f ′0,kBk,0(x).
Since B0,j (x) = 0 and f ′0,j = 0 (j1),
∑n
k=0f ′0,kBk,j (x) = f ′0,0B0,j (x) = 0 = m0,j (x) (j1).
Since f ′1,0 =−1, f ′1,1 = 1 and f ′1,j = 0 (j2), we have
∑n
k=0f ′1,kBk,0(x)= f ′1,0B0,0(x)+ f ′1,1B1,0(x)=−B0(x)+
B1(x)=m1,0(x). From (17), we have, for i = 2, 3, . . . , n,∑nk=0f ′i,kBk,0(x)=Bi(x)−Bi−1(x)−Bi−2(x)=mi,0(x).
Now, we consider i2 and j1. By (17) and the deﬁnition of Bi,j (x), we have
∑n
k=0f ′i,kBk,j (x) = f ′i,iBi,j (x) +
f ′i,i−1Bi−1,j (x) + f ′i,i−2Bi−2,j (x)=
(
i
j
)
Bi−j (x) −
(
i−1
j
)
Bi−j−1(x) −
(
i−2
j
)
Bi−j−2(x) = mi,j (x).
Therefore, we haveF−1B(x) =M(x). The proof is completed. 
From above theorem, we have the following identities.
Theorem 4.2. For 0rn, we have
(n
r
)
Bn−r (x) = Fn−r+1 +
[
(1 + r)x − 1
2
r − 3
2
]
Fn−r +
n∑
k=r+2
(
k
r
)
×
[
Bk−r (x) − k − r
k
{
Bk−r−1(x) + k − r − 1
k − 1 Bk−r−2(x)
}]
Fn−k+1. (20)
Proof. From (18), it is easy to see that
mr,r (x) = B0(x) = 1, mr+1,r (x) =
(
r + 1
r
)
B1(x) −
( r
r
)
B0(x) = (1 + r)x − 12 r −
3
2
,
and for kr + 2,
mk,r (x) =
(
k
r
)[
Bk−r (x) − k − r
k
{
Bk−r−1(x) + k − r − 1
k − 1 Bk−r−2(x)
}]
.
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Then, from Theorem 4.1 it follows
(n
r
)
Bn−r (x) = Bn,r (x)
=
n∑
k=r
Fn−k+1mk,r (x)
= Fn−r+1mr,r (x) + Fn−rmr+1,r (x) +
n∑
k=r+2
Fn−k+1mk,r (x)
= Fn−r+1 +
[
(1 + r)x − 1
2
r − 3
2
]
Fn−r +
n∑
k=r+2
(
k
r
)
×
[
Bk−r (x) − k − r
k
{
Bk−r−1(x) + k − r − 1
k − 1 Bk−r−2(x)
}]
Fn−k+1,
as desired. 
Corollary 4.3. For 0rn, we have
(−1)n
(n
r
)
Bn−r (x) = (−1)rFn−r+1 − (−1)r
[
(1 + r)x − 1
2
r + 1
2
]
Fn−r +
n∑
k=r+2
(−1)k
(
k
r
)
×
[
Bk−r (x) + k − r
k
{
Bk−r−1(x) − k − r − 1
k − 1 Bk−r−2(x)
}]
Fn−k+1. (21)
Proof. Replacing x by 1 − x in (20) and applying the known formula (see [8, p. 60])
Bn(x) = (−1)nBn(1 − x) (22)
to the resulting identity, we can obtain (21). 
From (15), we have the inverse matrix ofM(x) as
M−1(x) =DP [−x]F. (23)
In particular,
M−1 =DF. (24)
PutM−1 = (m′i,j ). Then, the above equation implies that
m′i,j =
i∑
k=j
1
i − k + 1
(
i
k
)
Fk−j+1. (25)
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Applying
∑n
k=1k
(
n
k
)
Fk = nF 2n−1 and∑nk=1 (nk )Fk = F2n to (25), we get
m′i,0 =
i∑
k=0
1
i − k + 1
(
i
k
)
Fk+1
= 1
(i + 1)(i + 2)
i∑
k=0
(
i + 2
k + 1
)
(k + 1)Fk+1
= 1
(i + 1)(i + 2)
i+1∑
k=1
(
i + 2
k
)
kF k
= 1
(i + 1)(i + 2)
{
i+2∑
k=0
(
i + 2
k
)
kF k − (i + 2)Fi+2
}
= 1
(i + 1)(i + 2) {(i + 2)F2i+3 − (i + 2)Fi+2}
= 1
i + 1 (F2i+3 − Fi+2) (26)
and
m′i,1 =
i∑
k=1
1
i − k + 1
(
i
k
)
Fk
= 1
i + 1
i∑
k=1
(
i + 1
k
)
Fk
= 1
i + 1
{
i+1∑
k=1
(
i + 1
k
)
Fk − Fi+1
}
= 1
i + 1
(
F2(i+1) − Fi+1
)
. (27)
By (26) and (27) we obtain two interesting identities involving the Fibonacci numbers and the Bernoulli numbers as
follows.
Theorem 4.4.
Fn+1 =
n∑
k=0
1
k + 1
(n
k
)
Bn−k(F2k+3 − Fk+2) (n1), (28)
Fn =
n∑
k=0
1
k + 1
(n
k
)
Bn−k(F2(k+1) − Fk+1) (n0). (29)
Proof. FromF=BM−1, it follows
Fn−r+1 =
n∑
k=r
(n
k
)
Bn−km′k,r .
Taking r = 0 and 1, respectively, we have
Fn+1 =
n∑
k=0
(n
k
)
Bn−km′k,0 (30)
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and
Fn =
n∑
k=1
(n
k
)
Bn−km′k,1. (31)
Hence, (28) and (29) follow from substituting (26) and (27) into (30) and (31), respectively. 
Analogously to the above process, we deﬁne an (n+ 1)× (n+ 1) matrixN(x)=[ni,j (x)] (i, j = 0, 1, 2, . . . , n) by
ni,j (x) =
(
i
j
)
Bi−j (x) −
(
i
j + 1
)
Bi−j−1(x) −
(
i
j + 2
)
Bi−j−2(x), (32)
and we can derive the following theorems (proofs are similar to those of Theorems 4.1 and 4.2, and Corollary 4.3).
Theorem 4.5.
B(x) =N(x)F. (33)
Theorem 4.6.
(n
r
)
Bn−r (x) = Fn−r+1 +
[
n
(
x − 1
2
)
− 1
]
Fn−r +
n−2∑
k=r
(n
k
) [
Bn−k(x) − n − k
k + 1 {Bn−k−1(x)
+ n − k − 1
k + 2 Bn−k−2(x)
}]
Fk−r+1. (34)
Corollary 4.7.
(−1)r
(n
r
)
Bn−r (x) = (−1)nFn−r+1 + (−1)n
[
n
(
1
2
− x
)
− 1
]
Fn−r +
n−2∑
k=r
(−1)k
(n
k
) [
Bn−k(x)
+ n − k
k + 1
{
Bn−k−1(x) − n − k − 1
k + 2 Bn−k−2(x)
}]
Fk−r+1. (35)
5. Stirling, Vandermonde and the shifted Bernoulli matrices
Let s(n, k) and S(n, k) be the Stirling numbers of the ﬁrst and second kind, respectively. Then we have
Theorem 5.1.
B=Ss˜, (36)
where the (n + 1) × (n + 1) matricesS= [Sij ] and s˜ = [sij ] (i, j = 1, 2, . . . , n + 1) are deﬁned by
Sij = S(i, j − 1), sij = j + 1
i
s(i, j + 1),
respectively.
Proof. The theorem follows from
(n
k
)
Bn−k =
n+1∑
l=1
k + 1
l
S(n, l − 1)s(l, k + 1)
(see [2]) immediately. 
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The (n + 1) × (n + 1) matrix˜B(y) = [˜bij (y)] (i, j = 0, 1, 2, . . . , n) is deﬁned by
˜bij (y) = Bi(j + y).
We call˜B(y) the shifted Bernoulli matrix.
Theorem 5.2.
˜B(y) =BV(y), (37)
whereV(y) is the Vandermonde matrix which is deﬁned by
V(y) =
⎛
⎜⎜⎜⎜⎝
1 1 1 . . . 1
y 1 + y 2 + y . . . n + y
y2 (1 + y)2 (2 + y)2 . . . (n + y)2
...
...
...
...
...
yn (1 + y)n (2 + y)n . . . (n + y)n
⎞
⎟⎟⎟⎟⎠ .
Proof. From (6) we have
Bi(j + y) =
i∑
k=0
(
i
k
)
Bi−k · (j + y)k ,
which yields˜B(y) =BV(y). 
Let S˜n+1 =[(j + 1)!S(i + 1, j + 1)]i,j=0,1,2,...,n. In [2], the factorization for theVandermonde matrixV(y) is given
as
V(y) = ([1] ⊕ S˜n)n+1(y)P T,
where n+1(y) is the (n + 1) × (n + 1) lower triangular matrix whose (i, j)-entry is
(
y
i−j
)
if ij and otherwise 0.
Hence we have
Theorem 5.3.
˜B(y) =B([1] ⊕ S˜n)n+1(y)P T. (38)
6. Remarks
For a real or complex parameter , the generalized Euler polynomials E()n (x) are deﬁned by means of the following
generating function (see, for details, [6,8,9]):(
2
et + 1
)
ext =
∞∑
n=0
E()n (x)
tn
n! .
E
(1)
n (x) = En(x) and 2nEn( 12 ) = En are the classical Euler polynomials and the Euler numbers, respectively.
In this paper, we have considered some properties of the Bernoulli matrix. Using the same method, some properties
of Euler matrix can be studied.
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