This paper considers Markov decision processes (MDPs) with unbounded rates, as a function of state. We are especially interested in studying structural properties of optimal policies and the value function. A common method to derive such properties is by value iteration applied to the uniformised MDP. However, due to the unboundedness of the rates, uniformisation is not possible, and so value iteration cannot be applied in the way we need. To circumvent this, one can perturb the MDP. Then we need two results for the perturbed sequence of MDPs: (1) there exists a unique solution to the discounted cost optimality equation for each perturbation as well as for the original MDP; (2) if the perturbed sequence of MDPs converges in a suitable manner, then the associated optimal policies and value function should converge as well. We can model both MDP and perturbed MDPs as a collection of parametrised Markov process. Then both of the results above are essentially implied by certain continuity properties of the process as a function of the parameter. In this paper we deduce tight verifiable conditions that imply the necessary continuity properties. The most important of these conditions are drift conditions that are strongly related to non-explosiveness.
Introduction
In this paper we study convergence and continuity properties of a collection of parametrised continuous time Markov processes in countable state space with a discounted cost criterion. The parameter may represent a stationary or deterministic policy in a Markov decision process. It may also represent a perturbation of a Markov process. Or it can be a combination of both; i.e. control in a perturbed MDP.
The motivation for this paper is our interest in MDPs with unbounded transition rates. In order to study structural properties the MDP has to be uniformisable. Structural properties of optimal policies and value function follow from the propagation of these properties through a value iteration step. Note that often value iteration is applicable to the associated jump MDP. However, it is not clear that the desired structural properties propagate through the value iteration step in this case, since the expected sojourn times in the states may not be equal and so they may affect the resulting immediate costs and transition probabilities in an undesirable manner.
Hence, we wish to perturb the MDP in such a manner that it allows uniformisation and the structural properties are preserved. Therefore continuity in the parameter is necessary to infer properties of the original Markov decision process from properties of the perturbed MDPs.
The conditions we impose on the Markov processes boil down to the existence of a transformation of the process, such that the transformed process is non-explosive and moreover has a bounded cost function. These conditions should hold uniformly in the parameter and are expressed as drift conditions for the original Markov process as well as for the transformed process. Non-explosiveness of the transformation guarantees continuity of the relevant performance measures as a function of the parameter, provided some standard continuity conditions hold.
The typical performance measure we have in mind is the discounted value function. If the parameter space has a product property the parametrised process is a Markov decision process. The continuity of the value function implies the existence of a solution of the discounted cost optimality equation (DCOE) . We show that the solution provides a deterministic stationary optimal policy in the class of stationary policies. We do not study history dependent policies.
As an illustration we apply our results to the server farm with unbounded rates studied in [1] . In that paper it has been shown that for bounded jump perturbations of the model a switching curve policy is optimal. However the unbounded jump case remained open, since till recently no theory was available to justify taking the limit of the perturbation parameter going to zero -and the jumps becoming unbounded. In the present paper we take the parameter space to be the product of the perturbation and control parameter. The obtained continuity results allow to take the limit and show that a switching curve policy with the same structure is optimal.
The drift conditions that are used to show the existence of a solution of the DCOE, are related to the conditions used in [11] , [4] , [5] , [7] , [6] and [10] . These papers do not study convergence results, the only paper we know of where convergence of perturbed MDPs is studied is [12] . We want to emphasise that our aim has been to give minimal conditions for the drift criteria. In the one-parameter case our drift conditions are proven to be necessary (cf. [16] ). Furthermore, we have tried to highlight the role that the various conditions play in the derivations. The conditions we impose are weaker than those used in the above mentioned papers. A more detailed comparison with the other drift conditions is given later in the paper.
The paper is organised as follows. Section 2 introduces a so-called V -transformation and gives a characterisation of non-explosiveness in terms of drift conditions. Section 3 develops conditions implying the continuity properties we will need. In Section 4 the two main theorems regarding the solution to the Poisson and optimality equation are stated. Finally in Section 5 the translation to MDPs and perturbed MDPs is made. We give a scheme of the approach to get results for unbounded MDPs. Finally in Section 6 we demonstrate this approach on the webfarm model studied by [1] .
Basic settings
We will restrict our investigations to the following class of parametrised processes. Assumption 1. For each a ∈ A, X(a) is a minimal, standard, stable Markov process, with right-continuous sample paths (with respect to the discrete topology), and with conservative q-matrix Q(a) = (q xy (a)) x,y∈S , i.e. for all x ∈ S, a ∈ A
y q xy (a) = 0.
With P t (a) = { p t,xy (a)} xy , t ≥ 0, we denote the minimal transition function. A basic role in the discussion of relevant continuity properties of a parametrised Markov process is played by explosiveness properties. To this end we will first review the definition of explosiveness and a characterisation that is useful in this context. For the rest of this section we restrict to the one-parameter case. We will define this properly. To this end, let X be a Markov process on S that satisfies Assumption 1 (for a parameter space consisting of one element). Let τ 0 = 0 and τ n+1 = inf{t > τ n | X t = X t− } if X τn is not-absorbing. Otherwise, put τ k = ∞ and X τ k = X τn for k > n. Let J ∞ = lim n→∞ τ k . X is said to be explosive if there exists a state x ∈ S with P{J ∞ < ∞ | X 0 = x} > 0. Non-explosiveness is strongly related to the existence of a drift moment function, introduced below. First we need some notation. Let f : S → R, then f can be viewed as a vector of dimension |S|. By Qf and P t f we mean the matrix times vector products with elements Qf (x) = y∈S q xy f (y), and P t f (x) = y∈S p t,xy f (y), x ∈ S respectively. Definition 2.1. Let γ ∈ R and V : S → R + = (0, ∞), then
• V is said to be a γ-drift function for X if QV ≤ γV , where we use componentwise ordering;
• V is said to be a moment function, if there exists an increasing sequence {K n } n ⊂ S of finite sets with lim n K n = S, such that inf x ∈Kn V (x) → ∞, as n → ∞.
Note that since Q is conservative, V ≡ 1 is always a 0-drift function. Furthermore, the paper [16] (Theorem 2.1) shows that non-explosiveness of X is equivalent to the existence of a γ-drift moment function, for some constant γ ∈ R.
Definition 2.2. Let γ ∈ R, V be a γ-drift function for X. Define the following associated transformation of X, denoted as X V . Extend the state space with a coffin state ∆, i.e. S ∆ = S ∪ {∆}. Then define
This makes Q V = (q V xy ) x,y∈S∆ a conservative q-matrix, with ∆ an absorbing state. Denote by {P V t } t again the (minimum) transition function on the enlarged state space S ∆ .
Since we also need to take into account a cost or reward structure, the validity of the Kolmogorov forward integral equation is an important tool in guaranteeing the existence of solutions to discounted cost optimality equations. The function f : S → R is said to satisfy the Kolmogorov forward equation if for all x ∈ S
where P t f (x) = y p t,xy f (y).
The following result holds. ii) X V is non-explosive;
iii) for some constant θ there exists a θ-drift V -moment function W for X.
With W being a V -moment function we mean that W/V is a moment function. Then direct calculations yield that W is a θ-drift V -moment function for X is equivalent to
Under any of these three conditions, the functions bounded by V also satisfy (2.1), under suitable integrability conditions. A discounted version is needed later on, and so we make it precise in the Theorem below. To do so, we need some further notation.
The Banach space of functions bounded by V (or V -bounded functions) on S is denoted by ∞ (S, V ). This means that f ∈ ∞ (S, V ) if f : S → R and
If V is a γ-drift function, then [2] implies P t V ≤ e γt V and [16] implies t → P t V is continuous on R + . This implies that t → P t f is continuous for each f ∈ ∞ (S, V ) and hence integrable. Additionally P t is a V -bounded linear operator, mapping ∞ (S, V ) into itself, with induced norm
Note that in general the q-matrix Q is not a V -bounded linear operator. If X V is non-explosive and moreover either f ∈ ∞ (S, V ) and t 0 P s |Qf |ds < ∞ or f = V , then for any k ∈ R, f satisfies
Conversely, if V satisfies (2.3) for some k ∈ R, then X V is non-explosive.
Proof. The proof of the first implication follows entirely from the proofs in the referenced theorem and lemma. The conditions in the referenced results are slightly different: f is assumed to be a γ -drift function for some γ ∈ R. However, this is only used in the proofs to guarantee that t 0 P s |Qf |(x)ds < ∞. The latter is assumed explicitly here.
For the converse statement, we assume that Equation ( 
The second equality is due to Q V being conservative. The inequality is due to non- The next section develops in our opinion satisfactory conditions implying the continuity properties in the parameter set A we will need.
Continuity for the parametrised processes X(a)
In order to address continuity aspects, we have to assume some structure on the parameter set.
Assumption 2.
A is a locally compact topological space, i.o.w. every point a ∈ A has a compact neighbourhood.
In the sequel we will assume the above condition to hold.
The notions (A, γ)-drift moment function and (A, θ)-drift V -moment function are defined accordingly. If the parameter space A consists of one element, we will drop the reference to A in the notation.
Recall the construction of the minimal transition function. Define
The interpretation is that f
t,xy (a) is the probability that the process X(a) reaches y within t time units, with at most n jumps, when starting from state x. Theorem 3.1. Suppose that Assumptions 1 and 2 hold and that
t,xy (a) be the above probabilities for the V -transformed process X V (a). Thus
We will inductively show that (a, t)
First we will show this statement for
Applying the generalised dominated convergence theorem once more, yields that the integral
This gives continuity of (a, t) → f V,(n) t,xy (a), for x, y ∈ S ∆ . An analogous argument shows continuity of (a, t) → y∈K f V,(n) t,xy (a) for any subset K ⊂ S ∆ , x ∈ S ∆ . By virtue of (2.4), condition (iii) is equivalent to requiring continuity of (a, t) → y∈S p V t,xy (a). Next, let x, y ∈ S. We wish to show that (a, t) → p 
By virtue of the uniform limit theorem cf. [9] Theorem 21.6, p. 132, [14] Exercise 2.42, (a, t) → p V t,xy (a) is continuous in (a 0 , t 0 ), for x, y ∈ S. Continuity of (a, t) → p t,xy (a) then follows by (2.4) . QED Corollary 3.1. Suppose that Assumptions 1 and 2 hold and that X(a) is non-explosive for all a ∈ A. Further assume that a → q xy (a) is continuous for each x, y ∈ S. Then (a, t) → p t,xy (a) is continuous for x, y ∈ S.
Proof. V ≡ 1 is always a 0-drift function. Further P t (a)V (x) = 1, x ∈ S, hence (a, t) → P t (a)V is continuous on S × [0, ∞). The result follows from the previous theorem. QED Clearly, condition(iii) of Theorem 3.1 is not easily verified for general drift functions.
The next theorem provides verifiable conditions for the conditions of Theorem 3.1 to hold.
Simultaneously with the preparation of this work, this question has been addressed in [11] , cf. Proposition 2.20. Due to the equivalence result Theorem 2.1, the result in that paper is close to ours. The book [11] restricts to a product set parameter space, and requires compactness of the parameter space. We will provide an alternative proof. The conditions required are the existence of a γ-drift function V and θ-drift V -moment function W , uniform in the parameter a ∈ A. Theorem 3.2. Suppose that Assumptions 1 and 2 hold. Assume the following conditions:
Moreover Corollary 3.1 yields that (a, t) → p V t,xy (a) is continuous for x, y ∈ S ∆ . Combining this gives continuity of
The only thing left to prove is continuity of a → Q(a)V (x). To this end we use a nice argument from [11] , cf. Proposition 2.20. Let x ∈ S be given. Let {K n } n ⊂ S be an increasing sequence of finite sets with x ∈ K n , for all n, lim n K n = S and inf
Let a 0 ∈ A. We wish to show that a → y q xy (a)V (y) is continuous in a 0 . Let A 0 be a compact neighbourhood of a 0 . Then
It follows that y∈Kn q xy (a)V (y) converges to Q(a)V (x), uniformly in a ∈ A 0 . Since a → y∈Kn q xy (a)V (y) is continuous by assumption, we may apply the uniform limit theorem (cf. [9] Theorem 21.6, p. 132) to obtain that a → Q(a)V (x) is continuous. QED Imposing non-explosiveness of X V (a) for a ∈ A seems then reasonable in order to get continuity of (a, t) → P t (a)f (x) for f ∈ ∞ (S, V ). In view of Theorem 2.1, it is sufficient to require the existence of an (A, γ)-drift function V and an (A, θ)-drift V -moment function W for the parametrised Markov process. We summarise this in the following assumption. Proof. By virtue of Theorem 2.1 the existence of a (A, θ)-drift V -moment function W yields that X V (a) is non-explosive for all a ∈ A. QED As an illustration we give an example showing that if Assumption 3 (i,ii) holds but X V (a) is explosive for some a ∈ A, then a → P t (a)V (x) need not be continuous on A. This is the basic example from [17] Section 4.
Example 3.1. Let S = Z + . Consider the q-matrix Q given by
where p < 1/2. 0 is an absorbing state. This is the q-matrix of a non-explosive Markov process.
The q-matrix Q V of the associated V -transformation however defines an explosive Markov process X (cf. [17] ).
We define the following parametrised collection of Markov processes. Let A = {1, 2, . . . , ∞}. This is a compact set. Let X(0) be the Markov process with q-matrix Q(∞) = Q. For each a ∈ A we define the perturbation X(a) with q-matrix Q(a) given by
Then Q(a)V ≤ 0 · V for every a ∈ A. Also a → q xy (a) is trivially continuous on A.
Hence Assumption 3 (i,ii) is satisfied. Note that due to the boundedness of jumps, X V (a), a < ∞, is non-explosive.
Since X V = X V (∞) is explosive, there exists a state x ∈ S ∆ such that
By virtue of Eqn.(2.4), y p t,xy (a)V (y) → y p t,xy (∞)V (y) as a → ∞, for t > 0. Hence a → P t (a)V (x) is not continuous on A.
Poisson equation and optimality equation for the α-discounted cost criterion
Suppose next that Assumptions 1 and 3 (ii) hold, i.o.w. there exists a γ-drift function V . Assume that a cost c x (a) per unit time is incurred, when the process X(a) resides in state x, under parameter a ∈ A. Denote by c(a) = (c x (a)) x∈S the associated cost vector.
iii) for the discount factor α it holds that α > γ.
Define the expected α-discount total cost associated with parameter a ∈ A by
and the x-th component by v α (x, a). Note that Assumptions 1, 3(ii) and 4(ii) imply that t → P t (a)V is continuous. By (2.4) P t V (x) ≤ e γt V (x). Hence α > γ guarantees that v α (a) is well-defined and finite.
If we further require non-explosiveness of X V , then it can be shown that v α (a) is the unique solution of the Poisson equation (4.1) in ∞ (S, V ). Proof. Let a ∈ A. We first prove that v α (a) is a solution to (4.1) in the space
| is well-defined and finite. We get
The interchange of summation and integration in the second equality is justified by Fubini's theorem; in the third equality by the additional fact that Q(a) has at most one negative element per row. The fourth equality is due to partial integration. As a consequence, v α (a) is a solution of (4.1) in 
QED
We will next consider the special case that the collection {Q(a)} a∈A and {c(a)} a∈A have the product property (cf. [8] ) in the following sense.
Assumption 5. There exist compact metric sets A x , x ∈ S, such that the following conditions hold.
i) A = x∈S A x , and A is equipped with the product topology.
ii) {Q(a)} a∈A and {c(a)} a∈A have the product property. In other words, for any a, a ∈ A, x ∈ S such that that a x = a x , it holds that (Q(a)) x · = (Q(a )) x · , and c x (a) = c x (a ). Here (Q(a)) x · stands for the x-row of Q(a).
Note that A is compact and metrisable, and the product topology is the topology of componentwise convergence. Hence A is sequentially compact. Under Assumption 5 the x-th row and x-th component of Q(a) and c(a) depend on the value a x only. Therefore, with a slight abuse of notation, we may write q xy (a x ) and c x (a x ). Then inf a∈A (c(a) + Q(a)f ) is well defined and may also be written as inf ax∈Ax {c x (a x ) + y q xy (a x )f (y)}, for all x ∈ S. As an application, the set A may represent the collection of stationary policies in a Markov decision process, or the set of deterministic policies.
We say that parameter a * is optimal in A if v α (a * ) ≤ v α (a) for all a ∈ A. In this case we have the following result. 
ii) If moreover Assumptions 3(i,iii) and 4(i) hold, this solution is unique in ∞ (S, V ) and the infimum is a minimum. For any a * = (a * x ) x ∈ A for which a * x achieves the minimum in (4.2) , x ∈ S, one has v α (a * ) = v α and a * is optimal in A.
Proof. To prove i) we use the same line of reasoning as in the proof of Theorem 3.7 of [11] . Suppose that 3(ii), 4(ii) and 5 hold. Let m : S → R + be such that m(x) ≥ sup ax∈Ax q x (a x ), for x ∈ S. Then define p xy (a x ) = qxy(ax) m(x) + δ xy for x, y ∈ S, a x ∈ A x , which is a probability measure for each state action pair (x, a x ). Further define the operator T for f ∈ ∞ (S, V ) by
Define the sequence {f n } n in
, and f n = T f n−1 for n ≥ 1. First, nonnegativity of the coefficients in the second term between brackets implies that T is monotone (i.e. f ≥ g =⇒ T f ≥ T g). Secondly, direct calculations show that f 0 ≥ f 1 . This implies that {f n } n is a monotone decreasing sequence. Further it is easy to show that
Thus {f n } n has a pointwise limit f * ∈ ∞ (S, V ), with f * ≤ f n for all n. Hence T f * ≤ T f n = f n+1 for all n, and thus T f * ≤ lim n→∞ f n = f * . Next we prove that f * ≤ T f * . First note that
For notational convenience, denote
so that T f (x) = inf ax T ax f (x). By monotone convergence T ax f n (x) ↓ T ax f * (x), n → ∞, a x ∈ A x . Let > 0, x ∈ S and a x ∈ A x . Then there exists N ,x,ax such that
Combining with (4.3) yields
Taking the infimum on both sides gives
Since > 0 and x ∈ S were arbitrary, we get the desired inequality f * ≤ T f * . We conclude that T f * = f * .
By direct calculations it is seen that this last equality is equivalent to Eqn. (4.2), thus we have proven that there is a solution, we call this v α .
Next we turn to the proof of ii). Suppose now that Assumptions 3(i,iii) and 4(i) hold as well. By Theorem 4.1 a → c(a) + Q(a)v α is componentwise continuous on A, since A is compact, this implies that the infimum is attained. So there is an a * ∈ A such that
Then v α = v α (a * ) by Theorem 4.1. Next we will show that v α = v α (a * ) ≤ v α (a) for any a ∈ A, in other words, a * is optimal in A. To this end, letâ ∈ A. Enumerate S = {s 1 , s 2 , . . .}. Define a n ∈ A by a n x = â x , x ∈ {s 1 , . . . , s n } a *
x , x ∈ {s n+1 , . . .}.
Then a n →â, n → ∞, in the product topology and, in particular,
then d n has at most n non-zero components, and so d n ∈ ∞ (S, V ). It follows that |Q(a n )v α | ∈ ∞ (S, V ). Hence t → P t (a n )(Q(a n )v α ) is finite and continuous, and α P t (a n )v α ≤ P t (a n )c(a n ) + P t (a n )(Q(a n )v α ).
Multiplying both sides by e −αt , integrating over (0, T ) and rearranging terms, we get for any T > 0 that 
Note that || P T (a n )v α || V ≤ e γT ||v α || V ≤ e γT c V /(α − γ). Taking the limit T → ∞, we get the desired result that v α ≤ v α (a n ). Since a → v α (a) is componentwise continuous, we can finally take the limit n → ∞ and obtain that v α ≤ v α (â). Uniqueness now follows immediately. QED Remark 4.1. The question arises whether an optimal policy in A is optimal in the class of Markov policies, as defined in [11] , or even in more general classes of policies.
Notice that a Markov policy generates a non-homogeneous Markov process. Following the proof that a solution to the α-discount optimality equation dominates the expected α-discounted cost under a Markov policy in [11] Lemma 3.5, one needs the result of Theorem 2.2 to hold for a non-homogeneous Markov process. To our knowledge, such a result has not yet been formally proved.
Discussion on related conditions in the literature In [4] , [5] and [11] the parametrised process X(a) as well as X V (a) are supposed to be non-explosive for all a ∈ A. We only require X V (a) to be non-explosive uniformly in A. This relaxation might be useful if the cost function goes to zero 'fast enough' as the state grows large. See the example below, it is a variation on Example 3.1. In [10] X(a) is not required to be non-explosive neither, however the extra condition that q x (a)V (x) ≤ W (x) for x ∈ S, a ∈ A, is required there. In [16] a detailed discussion on the relation between the various drift conditions used in this context is presented.
Example 4.1. Let S = Z + . Define the following q-matrices Q(a) by
Hence A = x∈S A x is a compact product set. Notice that clearly a → q xy (a) is continuous on A. Notice also that since a x ≥ p 0 > 1/2 for all a x , this is an explosive Markov process, for every a ∈ A.
Next define the reward structure r(a) (note that nowhere in the theory above it is essential whether to maximise or minimise). We let the reward rate consist of two parts: a fixed reward rate B for staying in the finite set {x ≤ U }, and a bonus depending on the current state for taking actions that move the system to a higher state with larger probability. Therefore put r x (a) = b x (a) + c x (a), with b x (a) = B1 {x≤U } and c x (a) = Ca x (1 − )
x .
We will make a transformation that makes the transformed process non-explosive, take V (x) = β x , with max
where the inequality holds because
and sup x∈Z+,a∈A Hence W is a (A, 0) -drift V -moment function. Then Corollary 3.2 yields the transformed process X V (a) is non-explosive for all a ∈ A. Now all assumptions of Theorem 4.2 hold, hence the optimality Equation 4.2 (with the infimum replaced by a supremum) has a unique solution v α ∈ ∞ (S, V ) for any α > 0 and there is a parameter a * ∈ A that achieves this supremum.
Markov decision processes and perturbations
In this section we show how Theorem 4.2 can be applied to Markov decision processes. In order to do so, we take the parameter set A := D = x D x , where D is the set of all deterministic (stationary) policies, and D x = {set of actions available in state x}, x ∈ S. Then A = D has the product property described in Assumption 5. We use the notation δ ∈ D for a deterministic (stationary) policy and by δ(x) ∈ D x the corresponding action prescribed in state x by δ. If we assume that D x is compact, metric for each x ∈ S, then D is a compact, metric space as well. Consequently a Markov decision process with compact action space and deterministic policies D, can be identified with a parametrised collection of Markov processes satisfying Assumption 5.
Remark 5.1. If Assumptions 1, 3, 4 and 5 hold for A = D, it is a standard construction to show that these assumptions apply as well for the parameter set equal to the set S of stationary, randomised policies. For an example of this construction see [3] . Hence the assertion of Theorem 4.2 then also applies for this larger parameter set. Further, it is a simple consequence that if A = S in Equation (4.2) there exists a minimiser δ * ∈ D for which v α (δ * ) = v α . As a consequence, we may (and we will) restrict our analysis to D.
Perturbation of Markov decision processes
In this paragraph we will discuss how Theorems 4.1 and 4.2 can be applied to analyse Markov decision processes by adding a perturbation.
The application we have in mind is the analysis of structural properties a Markov decision process with unbounded transition rates (i.e. sup x∈S,δ∈D q x (δ) = ∞), and thus the uniformisation technique is not applicable. In particular we are interested in the structure of optimal strategies and of the value function.
To this end we perturb the Markov decision process to get bounded rates so that it can be studied using the discrete time equivalent Markov decision process. This perturbation is indexed by an extra parameter N , typically N ∈ N , where N := {1, 2, . . . , ∞}, a compact set. Thus we obtain a collection of extended parametrised processes, {X(N, δ)} (N,δ)∈N ×D . For fixed N the parametrised process {X(N, δ)} δ∈D is a Markov decision process and for N = ∞ this coincides with the original Markov decision process. The theorems in the previous section provide the framework that guarantees continuity in the perturbation parameter. This induces convergence of the results for the perturbed models to the original model if the perturbation vanishes, i.e. the parameter goes to infinity. 
) solves the optimality equation for the N k -perturbation by Theorem 4.2 and the continuity result of Theorem 3.2 together imply that v α (δ * ) solves the optimality equation for the ∞-perturbation, in other words, for the original MDP. Hence v α (δ * ) = v α and δ * is optimal. This holds for any limit point of {v α N } N . Since the solution of the optimality equation is unique, any limit point is equal to v α and corresponding limit points of {δ N } N are optimal. This proves (i). For the proof of (ii), we consider a limit point of the sequence of policies {δ N } N (for any sequence of optimal policies for the Nperturbation, N = 1, 2, . . .). Then choose a subsequence along which {v α , and that any limit point of (δ * N ) N is optimal for the original model. As a conclusion, both the optimal policy and the minimum expected α-discounted cost of the original model can be approximated by the corresponding quantities for the perturbed model, for large perturbation parameters.
Remark 5.2. Theorem 5.1 is strongly related to Theorem 3.1 of Prieto-Rumeau and Hernández-Lerma [12] . The paper gives conditions for convergence of finite state Markov decision processes to infinite state processes. However the drift conditions imposed are more restrictive (cf. Example 5.4 in Spieksma [17] ). In particular, the authors impose three extra conditions on the rate matrix, namely that V is a moment function, and even more that
Third, they require a particular V -moment function W , namely W = V 2 .
The last part of the paper is an illustration of the application of the approach to a server farm model.
Optimal control of a server farm
Consider a server farm model studied by [1] . This model has an infinite server pool, implying that the transition rates are not bounded. To derive structural properties of the optimal policy the authors bound the departure rate. After uniformisation, analysis of the equivalent discrete-time chain shows that a specific switching curve is optimal for the bounded rate model. However, this paper does not give any results on the original unbounded model. We will demonstrate here that the same structural results apply for the unbounded model by using the approach of extended parametrisation.
The mathematical set-up is as follows. There is a Poisson stream of arrivals, with rate λ. Each customer requires an exponential service time with parameter µ. There is an infinite server pool, where servers can be in three states. They can be either active (on), turned off (off) or in standby modus (idle). After service completion the controller has two options, either turn the server off, or leave the server idle. A server in the idle state costs c per unit time, due to energy consumption. Upon customer arrival, there are two possibilities.
Either, there is an available idle server. Then a customer is assigned one of these, and the server changes from idle to on. Or a customer arrives and there are no idle servers. Then an off-server is turned on, and instantaneous start-up costs K have to be paid. The goal is to minimise the total expected discounted cost over all stationary policies.
We will model this as follows. Let i the number of idle servers and j the number of busy servers. The state space S is given by
Possible actions at service completion are either to turn the server off (0), or leave the server idle (1) . The action space is
Hence the set stationary deterministic policies is D = {0, 1}
S . Then the rate matrix Q(δ) is given by
The associated cost function c(δ) is given by
Notice that we have remodelled the instantaneous costs as a cost rate. This can be done without loss of generality.
As pointed out in the above, the rates q (i,j) (δ) = jµ + λ are not uniformly bounded. To analyse this system, [1] assumes that the service rates are a concave, non-decreasing, bounded function µ(j) of the number of busy servers j and thereby they make it uniformisable.
We will use this to define a suitable perturbation of the model, that is a uniformisable Markov decision process, with the service rates a concave, non-decreasing and bounded function of the number of busy servers. I.o.w., denoting our original Markov decision process by {X(δ)} δ∈D , we define a collection of perturbed Markov decision processes {X (N, δ} N ∈N ,δ,∈D , with N = {1, . . . , ∞}. Let the rate matrix Q(N, δ) be given by
The cost function remains unchanged.
Note that X(∞, δ) coincides with the original unbounded model. On the other hand for each N < ∞, the N -perturbation is uniformisable and satisfies the service rate conditions of [1] . Hence, the structural properties of the value function v α N can be derived by value iteration. By virtue of the results in [1] it follows that the optimal policy for the N -perturbation, N < ∞, has the following switching curve structure.
If it is optimal to turn the server off (resp. leave the server idle) in state (i, j) then is it also optimal in the following states Table 1 With the approach of "extended parametrisation", we are able to extend this result to the original unbounded model. The only thing left is to check that the assumptions of Theorem 5.1 hold. If the conditions hold, by virtue of the theorem we may conclude that a switching curve policy with the structure given in the above table is optimal for the original unbounded Markov decision process. This yields the following result. Theorem 6.1. For the webfarm model {X(δ)} δ there exists a deterministic policy with the threshold structure described in Table 1 , that is α-discount optimal within the class S of stationary policies.
Proof. Notice that the assumptions are of such nature that if they are satisfied by the extended parametrised process they are also satisfied by the parametrised process. As has been pointed out we have to verify the assumptions of Theorems 4.1 and 4.2. We will do so in a systematic way.
• It is clear that Assumption 1 holds for both the parametrised as the extended parametrised process, since there are no instantaneous jumps and the rate matrix is conservative.
• For Assumption 3 there are three properties to check.
i) Continuity of δ → q (i,j),(i ,j ) (N, δ) for fixed N ∈ N is clear. Also, we have lim N →∞ q (i,j),(i ,j ) (N, δ) = q (i,j),(i ,j ) (∞, δ) (for large N these values are equal, for any fixed pair of states). As a consequence, it follows that (N, δ) → q (i,j),(i ,j ) (N, δ) is continuous on N × D.
ii) Let 0 < γ < α. Take V (i, j) = exp{ (i + j)}, with = = γe (i+j) = γV (i, j).
So V is a γ drift function for X(N, δ), uniformly on N × D.
iii) Take W (i, j) = exp{2 (i + j)}, then W/V = V is a moment function. Hence W is a V -moment function, in particular, W is a (N ×D, θ)-drift V -moment function, since = θe 2 (i+j) = θW (i, j).
• Consider Assumption 4. Hence the supremum over all (i, j), (N, δ) is also bounded by c V .
• Assumption 5 (i) holds for both the parametrised process as the extended parametrised process.
i) The parameter set is a product space D = (i,j)∈S D (i,j) , with D (i,j) a finite set, hence compact and metric, for each state (i, j) ∈ S. The set N is compact, hence N × D is compact.
Assumption 5 (ii) only holds for the parametrised process {X(N, δ)} δ , N ∈ N , and not for the extended parametrised process.
ii) {Q(δ)} δ∈D and {c(δ)} δ∈D both have the product property. I.o.w. the transition rates and the cost rates in state (i, j) only depend on the action in state (i, j).
QED

