Abstract: Watermark is the copy deterrence mechanism used in the multimedia signal that is to be protected from hacking and piracy such a way that it can later be extracted from the watermarked signal by the decoder. Watermarking can be used in various applications such as authentication, video indexing, copyright protection and access control. In this paper a new CDMA (Code Division Multiple Access) based robust watermarking algorithm using customized 8 × 8 Walsh Hadamard Transform, is proposed for the color images and detailed performance and robustness analysis have been performed. The paper studies in detail the effect of spreading code length, number of spreading codes and type of spreading codes on the performance of the watermarking system. Compared to the existing techniques the proposed scheme is computationally more efficient and consumes much less time for execution. Furthermore, the proposed scheme is robust and survives most of the common signal processing and geometric attacks.
Introduction
Now-a-days, internet and multimedia technologies have become part and parcel of the human life. The information shared on the world wide web (www) is proliferating day by day. Due to the recent advances in digital technologies, these contents can easily be copied, downloaded and manipulated [1] . Hacking and piracy turns out to be the byproduct of the digital revolutions. To prevent the anonymous manipulation of the digital contents and to protect the copyright, multimedia researchers introduced the copy deterrence mechanism called watermarks which are usually logos, stamps, Gaussian random patterns or pseudo noise sequences that are embedded in the media to be protected. Watermarking does not ensure that the watermarked image is completely secure because there can be intentional manipulations of the image (collusion, confusion and ownership deadlock), which actually try to destroy the embedded watermark or non-intentional manipulations like geometrical and signal processing operations (cropping, scaling, filtering, A/D conversion, etc.) [2] . The embedding algorithm should be designed in such a way that the embedded watermark survives the above mentioned attacks and can be extracted from the attacked image by the decoder. Such algorithms are known as robust and secure algorithms. The introduction of the watermarks should not degrade the perceptual quality of the original image. But as the amount of watermark content in the image to be protected (cover image) increases, the perceptual transparency shows significant reduction [3] . At the same time, more the amount of watermarks, the more robust will be the watermarked image against distortions and attacks. So the most important and desirable properties of the watermarks are perceptual quality and robustness even though there exists trade off among those properties. Along with that the good payload size, reduced false positive rate and information hiding capacity are also expected [4, 5] .
Watermarks can be added to the digital image by modifying the pixel values as per the values of the watermarks which is known as spatial domain watermarking [6] . Alternately, by altering
where
The rows of the Hadamard matrix are orthogonal and the transpose (H N T ), conjugate (H N * ) and inverse of the matrix (H N −1 ) are the same. The two dimensional transform is found out by calculating the one dimensional WHT of the rows first followed by WHT of the columns. The transformation matrix can be Walsh ordered or Hadamard ordered. Walsh ordered matrix has elements arranged in increasing order of frequency (sequency). Sequency is the more generalized 24 term for frequency which is the number of sign changes among the elements of a row in the matrix. But Hadamard matrix has elements arranged in hadamard order (0, 4, 6, 2, 3, 7, 5, 1).
The inverse and forward transformations are identical except for a scalar multiplication factor. WHTs are computationally very efficient and hardware implementations are cost effective as both forward and inverse transformations can be done through the same block which reduces the space, complexity and cost considerably [11, 14] . Most of the energy is contained in less than 50% of the coefficients yielding good energy compaction properties and high resiliency towards low quality compression. So WHT turns out to be the best choice for robust, low cost implementations [2, 11] .
Only few numbers of researchers worked on FWHT based algorithms. F. Rajkumar et al. combined the image decomposition method, Singular Value Decomposition (SVD) and FWHT and used the entropy (measure of randomness of the pixel values) of the blocks to decide the block to embed the watermark [14] . In [16] , Anthony et al. developed a robust watermarking algorithm, but computationally, it takes more time as both watermark and original image are to be frequency transformed. The watermark is embedded in the coefficients selected by the security key. Moreover the DC coefficients of each block should be stored in a separate file. Some of the researchers used complex Hadamard transform. Aris et.al. have applied FWHT on the watermark and has added to the DC coefficients of the host image and they could achieve good visual perception [17] . In [18] , the authors tried to add the watermark in the Hadamard coefficients. But no attack analysis is performed instead they studied the effect of scaling factor on the embedding process. In [19] , Ishikawa et.al. proposed an illumination based watermarking technique which used a combination of FWHT and DCT. With this technique they were able to attain 100% accuracy and robustness against compression. In [9] complex Hadamard transform is used and the watermark is embedded in the phase of the transform coefficients. Santi. P. Marity et al. used spread spectrum based watermarking using FWHT. They have incorporated characteristics of Human Visual System (HVS) also to make the system more robust and perceptually better [20] . Combining HVS and FWHT offered good robustness against fading as well. The VLSI implementation of the similar algorithm has been done using FPGA which can be used for the blind assessment of Quality of Service (QoS) of the wireless fading channel. In [21] authors have combined the effect of DCT and FWHT. FWHT of the watermark to be embedded is calculated before embedding into the DC coefficients. DCT of each of the 8 × 8 blocks is calculated to extract the DC coefficients of each block and they showed that the proposed technique is better than DCT based technique. E.E. Abdullah et al. combined Single Value Decomposition and FWHT and formulated a high rate, robust and easily implementable algorithm [22] . E. Mwangi used the rows of the Hadamard matrix to spread the watermark using CDMA technique and spread watermark is embedded into the selected DWT coefficients [23] .
Proposed Algorithm
The proposed algorithm makes use of CDMA based spread spectrum concept, explained earlier, for embedding and decoding the watermark. The spreading codes used are the hadamard codes which are orthogonal codes.
Computational Efficient Calculation
In this paper the computation of WHT is done using a customised algorithm developed for calculating 8 × 8 WHT cells. The algorithm has been implemented in MATLAB (2013) using the idea of fast computation of Discrete Fourier Transform (DFT), without using any loops and using only matrix additions and subtractions. With this customized technique, computation of WHT of an 8 × 8 image takes only 0.15 milliseconds which is considerably less than the time for execution using existing MATLAB implementation which consumed 1 milliseconds for the same applied image. The cyclomatic complexity of the proposed algorithm is found to be equal to one which means that there is a single path from input to output. On the other hand cyclomatic complexity of MATLAB implemented WHT and DCT is 12. A new, computationally efficient CDMA based watermarking algorithm using above mentioned WHT is formulated with a specific selection of frequency coefficients which has better robustness and performance compared to the existing similar algorithms using other transforms like DCT [3] . Variation of robustness with change in spreading code length, number of spreading codes and type of spreading code is studied in detail.
Embedding Algorithm
Even though watermarking of the color images are not done by most of the researchers, some of the existing algorithms watermark in all the three (R,G,B) color planes, and some of the researchers embed only in the blue plane as changes in the blue component will not be perceived by the human eye much. Here, the color image to be watermarked is converted to YUV format and the watermark is embedded only in the Y plane based on the property of human visual system (HVS) which states that the human eye is more vulnerable to changes in the color component compared to that in the intensity component [9] . The Y matrix that is to be watermarked is divided into k number of 8 × 8 blocks (i 1 , i 2 , i 3 , i 4 , . . . , i k ). Each of these blocks is transformed using Fast Walsh Hadamard Transform to get the transformed blocks (h 1 , h 2 , h 3 , h 4 , . . . , h k ). The binary watermark (B) is converted into one dimensional string (b 1 , b 2 , b 3 . . . , b n ) each of the values either 1 or −1. For spreading, r numbers of, polar orthogonal hadamard codes are used. As shown in Figure 1 mutually similar mid band coefficients along the 3rd, 4th, 5th and 6th rows are selected for embedding the watermark and rest of the coefficients are left unchanged. Mid frequency coefficients are selected as the changes on them do not cause much changes to the perceptual quality compared to the lower frequency coefficients. In addition, these mid band frequencies are less affected by compression. The selected frequency coefficients along x th row are made into a single vector r x such that length of r x is same as that of spreading codes used. Each bit of the watermark in each modifying row is spread using different spreading codes, then, spread watermarks are added to the selected coefficient vector.
The embedding equation is,
where α is the modulation index or gain of embedding (selected based on the allowed distortion and the required robustness), r x is the x th row used for watermarking and W x is the FWHT of the x th row of the watermarked image. Watermarked image can be obtained after finding the inverse FWHT of all the watermarked blocks and reconstructing into their original locations. After watermarking, the Y plane is replaced back and the image is converted back to RGB format. 
Decoding Algorithm
The received watermarked image is converted to YUV format and Y plane is split into 8 × 8 blocks as in the embedding side. The split block is transformed to frequency domain using Walsh Hadamard Transform (FWHT). The same orthogonal, Hadamard spreading codes are generated as at the embedding side and the correlation of the modified rows with each of the spreading codes is calculated. The sign of the correlation value determines the embedded watermark bits. If the correlation value is negative the embedded watermark bit is assumed to be 0 and if it is positive the embedded watermark bit is considered to be 1. Embedder and decoder outputs are shown below in Figure 2 . 
Performance Evaluation and Simulation Results

Performance Measures
The performance of the algorithm is measured and compared based on the following metrics. Mean Square Error (MSE), is the measure of the deviation of watermarked image from the original cover image, which is given by,
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To quantify the quality of the extracted watermark the Bit Error Rate (BER) is used as indication of the similarity of the original binary watermark and extracted watermark. The BER counts the bit by bit difference between the original watermark and the extracted watermark, thus indicating the efficiency and robustness of the watermarking algorithm against image distortions and attacks.
Computational Complexity and Execution Time
A 512 × 512 sized Lena image is watermarked with a 64 × 64 sized watermark and the time taken for embedding and decoding using the proposed algorithm is measured on HP Laptop EliteBook 8470p with Windows 7 Operating System, 8 GB RAM, clock speed of 2.8 GHz with Intel i5 core CPU. It is found that the total time consumed by the algorithm is 0.665 s.
Compared to DCT based algorithms [3] and FWHT based algorithms, the proposed algorithm takes much less time. The time taken by different algorithms for embedding the same sized watermark is compared in the Table 1 given below. 
Perceptual Quality
Compared to DCT based techniques, the proposed algorithm shows less perceptual quality. When we watermark the 512 × 512 as shown in Figure 3 , with a 32 × 32 bit of watermark, proposed technique yields a PSNR value of 41.8 dB and similar DCT technique [3] shows a PSNR value of 50.8dB. Even though the PSNR of the proposed algorithm is numerically less, however, the resultant perceptual quality for PSNR of 41.8 dB is high.
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Robustness Analysis
FWHT is resilient to low quality compression compared to other common transforms like DCT and DWT. Lena image, of size 512 × 512 shown in Figure 4 below is watermarked with a watermark of size 32 × 32. Figure 5 below shows that as the compression quality decreases, the extracted watermark is getting distorted and the BER at the extractor increases. Compared to the other algorithms, the proposed algorithm is able to withstand low quality compression up to a quality factor of 15. Comparison of robustness of the proposed algorithm and DCT has been done in the case of various attacks as shown in Table 2 . The results reinforce the fact that proposed technique is more robust to all the tested attacks compared to the similar DCT algorithm. 
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Comparison of robustness of the proposed algorithm and DCT has been done in the case of various attacks as shown in Table 2 . The results reinforce the fact that proposed technique is more robust to all the tested attacks compared to the similar DCT algorithm. 
Effect of Spreading Code Length on Robustness
The 512 × 512 Lena image is watermarked with a 16 × 16 watermark. For watermarking, three different lengths spreading codes, 512 bits, 256 bits and 128 bits are used. When we use 512 bits spreading code the whole row is used for embedding and for 256 bits and 128 bits only half and quarters of the selected coefficients respectively in a row are used for embedding. The BER performance is shown in Figure 6 . Robustness of the algorithm in each of the above cases is noted and tabulated Table 3 . It can be seen that the 512 bit spreading code is more resistant to compression (JPEG) compared to others and in the case of detailed attack analysis also 512 bit spreading codes show best robustness against all the attacks and 128 bit code the least.
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As the number of spreading codes increases, the number of bits of watermark that can be embedded also increases. When we use 4 spreading codes, in each of the selected mid band row 4 bits can be embedded and as per the proposed algorithm total of 1024 bits watermark can be embedded at the maximum in a 512 × 512 image. Same way with one spreading code 256 bits and with 16 spreading codes 4096 bits watermark can be embedded. Different watermarks used in this section are shown in Figure 9 . So, in effect as the number of spreading codes increases, the number of watermark bits that can be embedded and thus the robustness increases as shown in Figure 10 . 
Effect of Type of Spreading Codes on Robustness
Researchers used many types of codes for spreading the watermark bits. Gold code, PN code, Hadamard codes are the commonly used spreading codes. The effect of the different types of spreading codes on the performance of the proposed FWHT based algorithm is studied in detail. We have used Gold code, Hadamard code and MATLAB generated PN codes for spreading. Figure 11 shows that Hadamard codes have better performance against compression (JPEG) and PN codes are the worst. Detailed analysis of the robustness of the algorithm against different attacks reveals that Hadamard and Gold code sequences show almost similar robustness. As shown in Figure 12 , only in the case of blurring attack PN codes outperforms Hadamard sequences.
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