Longitudinal density correlations of produced matter in Au+Au collisions at √ sNN = 200 GeV have been measured from the inclusive charged particle distributions as a function of pseudorapidity window sizes. The extracted αξ parameter, related to the susceptibility of the density fluctuations in the long wavelength limit, exhibits a non-monotonic behavior as a function of the number of participant nucleons, Npart. A local maximum is seen at Npart ∼ 90, with corresponding energy density based on the Bjorken picture of ǫBjτ ∼ 2.4 GeV/(fm 2 ·c) with a transverse area size of 60 fm 2 . This behavior may suggest a critical phase boundary based on the Ginzburg-Landau framework.
I. INTRODUCTION
Theoretical studies of Quantum Chromodynamics (QCD) in non-perturbative regimes indicate that QCD matter has a rich phase structure [1] . The phase diagram can be parameterized by temperature T and baryo-chemical potential µ B . Based on the phase diagram, we can obtain perspectives on how the vacuum structure of the early universe evolved in extremely high temperature states after the Big Bang as well as what happens in extremely high baryon density states such as in the core of neutron stars. Therefore, a comprehensive and quantitative understanding of the QCD phase diagram is one of the most important subjects in modern nuclear physics. At a minimum we expect the phase diagram to exhibit at least two distinct regions: the deconfined phase where the basic degrees of freedom of QCD, quarks and gluons, emerge; and the hadron phase where quarks and gluons are confined. There is a first order phase boundary at µ B > 0 and T = 0 [2, 3, 4, 5, 6, 7, 8, 9] . At µ B = 0 and T > 0 a smooth crossover transition is expected due to finite masses of quarks [10] . Logically we can then expect that a critical end-point (CEP) exists at the end of the first order phase transition line [11] . The location of the CEP would be a landmark in understanding the whole structure of the phase diagram. Although numerical calculations using lattice gauge theory, as well as model calculations, predict the existence of the CEP, none of them have reached a quantitative agreement on the location at present precision [1] . Therefore experimental investigations are indispensable to pin down the location, and to establish properties of the phase point based on fundamental observables.
Strongly interacting, high-density matter has been created in nucleus-nucleus collisions at Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (BNL) [12] . Strong suppression of hadrons at high transverse momentum (p T ) observed in central Au+Au collisions at √ s N N = 200GeV at RHIC indicate creation of high density matter [13, 14] . Strong elliptic flow indicates that the matter thermalizes rapidly and behaves like a fluid with very low viscosity [15] . Furthermore, the valence quark number scaling of elliptic flow suggests that quark-like degrees of freedom are pertinent in the evolution of the flow [16] . Those observations naturally lead us to the expectation that the initial thermalized state of matter is at T > T c in central Au+Au collisions, and possibly at T < T c in the most peripheral collisions. Therefore a system with initial T = T c may exist somewhere between peripheral and central collisions.
Since there could be different T c 's depending on order parameters in the crossover transition [17] , it is worth measuring different kinds of order parameters. It is known that density correlations in matter are robust observables for critical temperatures in general [18] . The order parameter we will focus on here is spatial density fluctuations. Following the Ginzburg-Landau (GL) framework [19] we expect a correlation between fluctuations in density at different points which lead to a twopoint correlation function of the form of αe −r/ξ , where r is the one dimensional distance, α is the strength of the correlation, and ξ ∝ |T −T c | −1/2 is the spatial correlation length. This functional form can be derived from the GL free energy density by expanding it with a scalar order parameter which is small enough (see Appendix A). A large increase of ξ near T c can be a good indicator for a phase transition. In addition to ξ itself, the product αξ can also be a good indicator of a phase transition. As shown in Sec. II, αξ behaves as |1 − T c /T | −1 . In the GL framework, this quantity is related to the medium's susceptibility in the long wavelength limit. (See Appendix A for the derivation). The matter produced in the collision expands longitudinally from its earliest time, which leads to cooling after the initial thermalization. If the system's evolution takes it near a critical point as it cools, then the large correlated density fluctuations will appear as T approaches T c from above. If the expansion after that point is rapid enough then these fluctuations can potentially survive into the final state [20] .
Experimentally, spatial density fluctuations in longitudinal space z in the early stage of an A + A collision at RHIC can be measured as the density fluctuation in rapidity, or pseudorapidity, space in the final state. The differential length dz between neighboring medium elements at a common proper time τ = √ t 2 − z 2 is expressed as dz = τ cosh(y)dy, where y is rapidity. If we limit the study to only a narrow region around midrapidity, then dz ∼ τ dy is valid with the approximation of cosh(y) ∼ 1. Therefore we can observe density fluctuation in z coordinate as being mapped onto density fluctuations in rapidity space. In the region around midrapidity used in this analysis we can approximate rapidity by pseudorapidity (η) for inclusive charged particles, since the mean p T ( p T =0.57 GeV/c ≫ m π ) observed in √ s N N = 200GeV collisions at RHIC is so high.
In this paper we measure charged particle density correlations in pseudorapidity space to search for the critical phase boundary in Au+Au collisions at √ s N N = 200GeV. The density correlation is extracted from inclusive charged particle multiplicity distributions measured as a function of pseudorapidity window size δη. Negative Binomial Distributions (NBD) are fit to the measured multiplicity distributions, and the NBD parameters µ (mean) and k −1 (deviation from a Poissonian width) are determined. The product of the correlation strength α and the correlation length ξ is extracted from a known relation between the product of αξ and the NBD k parameter as a function of δη. We expect a monotonic correspondence between initial temperature and measured energy density based on Bjorken picture [21] which in turn has a monotonic relation with the number of participant nucleons N part in a collision [22] . Thus the critical behavior of αξ near T c can be observed as a nonmonotonic increase as a function of N part .
It is worth noting that most of experimentally accessible points on the phase diagram are neither phase boundaries nor the end-point. Therefore, before searching for a special phase point such as CEP based on particular theoretical assumptions, we would rather observe and define phase boundaries by general methods. The application of the GL framework for density correlations far from T c provides this approach. It is known that the GL framework is not applicable directly at T = T c because the fluctuations become too large to be described consistently. The correlation length ξ can not be defined at T c , where many length scales from small to large emerge. This is the origin of the power law behavior, or fractal nature of fluctuations at the critical phase boundary. However, in the regions relatively far from T c , the fluctuations are naturally expected to be small. Therefore the GL approach is suitable in the nuclear collision environment as long as the system approaches a phase boundary from a thermalized state with T well above T c . As a future prospect, once we define a phase boundary even in the crossover region, we can further investigate the characteristic nature of the phase point, such as critical exponents based on the chiral condensate [23, 24, 25] along the phase boundary, to judge whether the point corresponds to CEP or not.
The organization of this paper is as follows. Sec. II provides the exact definition of the experimental observables mentioned briefly above. Sec. III describes the PHENIX detector used to make the measurements. Sec. IV describes the event samples used for this analysis and the method for corrections applied to the measured multiplicity fluctuations. The systematic errors on the measured fluctuations are also explained in this section. In Sec. V, fit results of the NBD parameters in each collision centrality and pseudorapidity window size are presented, and the behaviors of the αξ product as a function of N part are presented. In Sec. VI, in addition to the discussion on the observed N part dependence of αξ, other possible sources of correlation between inclusive charged particles are discussed. The relation between the measured energy density and N part is discussed to relate N part to the initial temperature. Conclusions are given in Sec. VII. In Appendix A, the density correlation length and susceptibility are exactly defined based on the GL framework. Finally, in Appendix B all measured NBD parameters in all collision centralities are tabulated.
II. EXPERIMENTAL OBSERVABLES
In this analysis the density fluctuation will be discussed via charged particle multiplicity distributions as a function of the pseudorapidity window size for each collision centrality or N part range.
It is known that the charged particle multiplicity distributions are empirically well described by the Negative Binomial Distribution (NBD) in A + A, p + p and e + e − collisions [26] . The distribution is expressed as
Here µ is the mean of the distribution and k −1 corresponds to the difference between its width and that of a Poisson with that mean. Thus the NBD coincides with the Poisson distribution in the case of k = ∞, and with the Bose-Einstein distribution in the case of k = 1. In this sense, the NBD k directly reflects the degree of correlation between the particles produced into the experimental window.
We can relate the k parameter for the multiplicity distribution within an η window to the correlation between phase-space densities in different η windows. Specifically k can be mathematically related with the second order normalized factorial moment F 2
where F 2 corresponds the integrated two-particle correlation function, which can be expressed as [27] F 2 (δη) = n(n − 1) (3) where n is the number of produced particles and δη is the pseudorapidity window size inside which the multiplicities are measured. In Eq. (3) we introduced oneand two-particle inclusive multiplicity densities ρ 1 and ρ 2 based on the inclusive differential cross section relative to the total inelastic cross section σ inel as follows [26] 1 σ inel dσ = ρ 1 (η)dη,
Hereρ 1 is the average density per unit length within δη which is defined as
With these densities, the two particle density correlation function is defined as
Instead of measuring C 2 or F 2 directly, in this analysis we extract the NBD k parameter as a measure of particle correlations over η. This is partly for historical reasons [28] , but also because, as shown in Sec. IV, we can correct the measurement of k for the detector imperfections in a very robust way by using a statistical property of NBD, while the same correction made at the level of F 2 would require additional information on the parent distribution. The normalized two particle correlation function C 2 in the experiment can be parametrized as follows, based on the one-dimensional functional form obtained in the GL framework (see Eq. (A8)):
whereρ 1 is proportional to the mean multiplicity in each collision centrality bin, or range of N part , and the scale factor α is the strength of the correlations at the zero separation. The constant term β arises from any kind of experimental and physical correlations which are independent of the pseudorapidity separation, such as the residual effect of finite centrality binning. Further, one has to take into account the fact that the damping behavior in Eq. (A8) is caused only by the spatial inhomogeneity of the system at a fixed temperature. In realistic collisions and event samples there is no single relevant temperature. For instance, finite centrality binning adds together a range of fluctuations originating from collisions with different N part . However, in principle these centrality-correlated fluctuations are independent of the thermally-induced spatial fluctuations. In addition, although the self correlation at the zero distance between two sub-volumes in Eq. (A6) was excluded, the self correlation cannot be excluded in the integrated two particle correlation function contained in Eq. (3). We have tried various kind of functional forms for C 2 which contained power terms and also plural correlation lengths. However, we found empirically that just adding the constant term in Eq. (7) produced the best fit results to all data points.
Finally, the relation between the NBD k parameter and the pseudorapidity window size δη can be obtained by the substitution of Eq. (7) into Eq. (3) [28, 29] 
In the limit of ξ ≪ δη, which we believe holds in this analysis, Eq. (8) can be approximated as
where experimentally we can not resolve α and ξ separately, but the product αξ can be directly determined. The product is related to the susceptibility in the long wavelength limit, χ ω=0 ∝ |T − T c | −1 for a given temperature T based on Eq. (A11). Combined with the parametrization in Eq. (7), the αξ product should then follow
Since we expect thatρ 1 is a monotonic function of T , in the limit of T far from T c , αξ should vary monotonically as a function of T . However, if T approaches T c , the αξ product will show a singular behavior. Therefore, any non-monotonic increase of αξ could be an indication of T ∼ T c near a critical point. If the experimental bias term β is excluded in Eq. (9), the slope in k versus δη thus contains crucial information on the phase transition. It is worth mentioning that in this method, correlations on scales even smaller than the minimum δη window can be meaningfully discussed based on the differences of the NBD k as a function of δη window sizes, since the correlations are always integrated from the limit of the detector resolution to δη window size.
III. PHENIX DETECTOR
PHENIX is one of four experiments operating at RHIC [30] . The PHENIX detector has two central spectrometer arms, denoted East and West. Each central arm covers the pseudorapidity range |η| < 0.35 and subtends an azimuthal angle range ∆φ of π/2 around the beam axis (z direction). PHENIX includes global detectors which provide information for event triggers as well as measurement of collision points along the beam axis and collision centralities. A detailed description of the PHENIX detector can be found in [30] . The detector subsystems relevant for this analysis will be briefly explained below.
Charged particles are measured by a drift chamber (DC) and two multi-wire chambers with pad readout (PC1 and PC3) located at 2.2, 2.5 and 5 m from the beam axis in the East arm, respectively. The collision vertex points were measured using the time difference between two Beam-Beam Counters (BBC) located at z = +144 cm (north side) and z = -144 cm (south side) from the nominal interaction point (IP) along the beam line, which cover pseudorapidity ranges of 3.0 < η < 3.9 (north) and -3.9 < η < -3.0 (south), respectively. Each BBC has 64Čerenkov counter elements with the typical time resolution of 50 ps. Combined with BBC's, two Zero Degree Calorimeters (ZDC) were further used. The ZDC's are designed to measure energies of spectator neutrons within a cone of 2 mrad around the beam axis. The two ZDC's are located at z = ± 18.25 m from IP, respectively. The Au+Au minimum bias trigger and collision centralities were provided by combining information from both BBC's and ZDC's.
IV. DATA ANALYSIS

A. Run and Event selection
We have used data taken in Au+Au collisions at √ s N N = 200 GeV with the magnetic field off condition during RHIC Run-2 in 2002, in order to optimize acceptance for the low p T charged particles. The basic trigger required coincident hits in the two BBC's (equal or more than two hitČerenkov elements in each side) and the two ZDC's (equal or more than one neutron in each side). The efficiency of this minimum-bias trigger is estimated as 92.2 +2.5 −3.0 % to the total Au+Au inelastic cross section by the Monte Carlo (MC) simulation based on the Glauber model [13] . Events with collision points within ± 5 cm from the nominal IP as measured by the BBC were analyzed. In total, 258k events taken by the minimum-bias trigger were used in this analysis. We have rigorously checked the detector stability by looking at multiplicity correlations between the relevant sub-detector systems, as well as by monitoring positions of inefficient areas over the span of the analyzed dataset. We allowed 2% fluctuation on the average multiplcity of measured number of charged tracks in entire analyzed run ranges. In this analysis, charged tracks detected in the East arm (|η| < 0.35, ∆φ < π/2) were used. As charged track selection criteria, we required that each straightline track reconstructed by a DC hit pattern associated with a PC1 hit be aligned with a PC3 hit and the collision vertex point measured by BBC. We required associations between DC tracks and PC3 hits to be within 10 cm in the distance of closest approach (DCA), which was determined to minimize the random associations. The DC has six types of wire modules; two of them are used for the track reconstruction for the azimuthal angle and others are used for the pattern recognition. Selected tracks were reconstructed by using all wire modules of DC.
In addition to the single track selection, we required a minimum two-track separation in order to minimize effects from fake tracks and associated secondary particles. When we find tracks within the minimum separation window of δη < 0.001 and δφ < 0.012 rad, we count them as one track independent of the number of reconstructed tracks in the window. These cut values were determined by looking at δη and δφ distributions on the η−φ plane of any two track pairs in the real data sample. The DC track resolution of 2 mm in the z direction at a reference radius of 220 cm from the beam axis corresponds to 1.0 × 10 −3 in η. PC1 and PC3, which are used for the track association, have the same solid angle each other, and these pixel sizes are 8.4 mm and 14.7 mm, respectively. These pixel sizes are greater than the requirement of two-track separation cuts, however, these resolutions are 1.7 mm and 3.6 mm for PC1 and PC3 respectively in z direction, and these values also corresponds to 1.0 × 10 −3 in η. The resolution in φ is 1 mrad, but the maximum drift length in DC corresponds to 0.012 rad. Therefore the two-track separation window size in η and φ is consistent with what is expected.
In the case of normal magnetic field condition at the PHENIX detector, which is used to identify the charged particles, the threshold transverse momenta p T correspond to 0.2 GeV/c, 0.4 GeV/c and 0.6 GeV/c for charged pions π ± , charged kaons K ± and protons p(antiprotonsp), respectively [31] . Since this analysis used the data taken without magnetic field, the threshold transverse momenta p T can be lowered to 0.1 GeV/c, 0.25 GeV/c and 0.35 GeV/c for π ± , K ± and p(p), respectively. They were estimated by the GEANT-based Monte Carlo (MC) [32] simulation by requiring the equivalent single track selection criteria. The average transverse momentum p T for the detected inclusive charged particles used in this analysis corresponds to 0.57 GeV/c, which was also estimated by using the measured p T spectra [31] with the MC simulation. Therefore, the difference of the rapidity and pseudorapidity is at most 3% at the edge of the PHENIX acceptance.
C. Centrality definition and the number of participant nucleons Npart
The collision centrality was determined by looking the correlation between a deposited charge sum in both north and south BBC's and an energy sum in both ZDC's on an event-by-event basis. As shown in Fig. 1 , the centrality percentile is defined as the fraction of the number of events in a selected centrality bin on the correlation plot to the total number of minimum bias events, corrected for the min-bias trigger efficiency. Each axis is normalized to its maximum dynamic range. As the standard centrality definition, we adopt 5% centrality bin width from 0 -5%(central) to 60 -65%(peripheral) as indicated in the figure. The lower limit of 65% is indicated by the solid line in the figure. In the following analysis, as control samples, we also adopt 10% bin width by merging two 5% bin width samples from 0 -10% to 50 -60% and from 5 -15% to 55 -65%. The latter is referred to as a 5% shifted 10% bin width. It is worth noting that the change of the centrality bin width shifts the mean values in the charged particle multiplicity distributions, which becomes a strict systematic check on parameter extractions with different event ensembles, even with the same total event sample.
Mapping the centralities to the number of participant nucleons, N part , is based on the Glauber model, which is described in detail in [22] . The quoted mean N part and its error can be obtained from [31] . In only the 5% shifted 10% bin width case, the mean N part and its error were evaluated by averaging two 5% centrality bins and estimated from its error propagations, respectively.
D. Measurement of multiplicity distributions of charged particles
Multiplicity distributions of charged particles were measured while changing the pseudorapidity window size δη from 0.066 to 0.7 with a step size of 0.7/2 5 = 0.022. For a given pseudorapidity window size, the window position in the pseudorapidity axis was shifted by a step of 0.7/2 8 = 0.0027 as long as the window is fully contained within the PHENIX acceptance of |η| < 0.35. For each window position NBD fits were performed to the multiplicity distributions. Biases originating from inefficient detector areas were corrected with the procedure explained in Sec. IV E. Since even corrected NBD k parameters are not necessarily equal in the case of extremely inefficient window positions, we have truncated window positions where the reconstruction efficiency is below 50%. This truncation is mainly to exclude biases from the largest hole in the middle of the charged particle detector as shown in Fig. 2 (a) and (c). After the truncation, we obtained weighted mean of corrected NBD parameters ( µ c , k c ) for a given window size, which are defined as
where n is the number of valid window positions after the truncation and δ indicates errors on fitting parameters by the Minuit program [33] in each window position i. We have performed this procedure in each centrality bin with 5% and 10% centrality bin width, respectively. The lower limit of 0.066 was determined so that small window sizes, where corrected NBD k was seen to depend heavily on window position, are all excluded. The lower limit is common for all centrality bins. E. Correction of NBD k and µ Any dead or inefficient areas in the detector have been identified and the bias on the NBD parameters has been corrected based on a suitable statistical property of NBD. Maps of dead areas were produced from the track projection points onto the η − φ plane in the data after the track selections, as shown in Fig. 2 a) , where the detector acceptance is divided into 2 8 × 2 8 bins in the η −φ plane. The accumulated number of hits over the total event sample in each bin is shown by a gray scale reflecting the statistical weights. The scale is normalized to the mean number of hits in the peak position shown in Fig. 2 b) . acceptance. If there were no dead or inefficient area, a binomial distribution is expected with a probability of 1/2 8 × 1/2 8 to the total acceptance. For the binomial part, we took a ± 3 σ region. On the other hand, if there are any dead or inefficient areas they tend to contaminate the lower tail of the binomial distribution. We defined a central dead map by excluding detector region below 3 σ as shown in Fig. 2 c) where black indicates regions that are identified as dead areas. The fraction of good area corresponds to 78% of the total acceptance. This map was used to completely suppress particles which hit the dead areas in the real data.
As long as the baseline distribution is approximated as an NBD, which is certainly true as observed in E802 [28] and in the present analysis, one can estimate the relation between true k values of the NBD and biased k values due to dead or inefficient areas based on the convolution theorem of NBD. For two independent NBD's with (µ 1 , k 1 ) and (µ 2 , k 2 ), it is known that the convolution of the two NBD's is an NBD with (µ c , k c ), which satisfies relations as
where µ 1 /k 1 = µ 2 /k 2 holds [34, 35] . Therefore the correction can be applied by multiplying a ratio of the total number of η − φ bins in a given η window size to the number of bins excluding dead area, as the geometrical acceptance corrections can be applied. Strictly speaking we can not completely reproduce the original k by this correction, since NBD's in different positions are not completely independent. However, except for the large hole which is already excluded by the truncation, small holes are scattered rather uniformly in azimuthal direction for any position of the δη windows. As the simplest overall correction to each window position, we applied the convolution theorem [34, 35] by assuming collection of independent NBD sources. As long as the correction is applied in the same manner for all the azimuthal holes, it does not greatly affect the differential measurement to the pseudorapidity space. If the correction is accurate enough, we can expect a constancy of the corrected k values which should be independent of the fraction of dead areas. Based on the degree of constancy of corrected k as a function of the fraction of dead areas in each window position for a given δη window size, the incompleteness of the correction in each window size has been checked. As briefly mentioned in the last paragraph of Sec. IV D, the window sizes to be analyzed were determined so that systematic error bands on k c explained in Sec. IV F, can contain the most of the corrected k values independently of the fraction of dead areas in each window position.
F. Statistical and systematic errors
As a convolution of statistical errors, we adopted errors on weighted mean values (δ µ c , δ k c ) on corrected NBD parameters after the window truncation mentioned in Sec. IV D, which are defined as
whereδµ ci andδk ci are respectively defined as n i=1 δµ c /n and n i=1 δk c /n with the number of valid window positions n after the truncation and n ind ≡ 0.75/δη is the number of statistically independent window positions for a given δη window size. This statistical error on δ k c is referred to as δ k c (stat).
The dominant sources of systematic errors for the correlation length measurement are the correction procedure with dead maps and the two-track separation cuts, since both introduce unphysical correlations. We have allowed 2% fluctuation on the average multiplicity of measured number of charged tracks. This fluctuation is also a result of dead channels in the tracking detectors discussed in Sec. IV B. In order to estimate this, we defined two more patterns of dead maps with the definition of 3 σ ± 0.5 σ as indicated in Fig. 2 c) . The deviation of k c from the central dead map definition is referred to as δ k c (dead), which corresponds to 3.4% typically.
The two-track separation cut serves mainly to reject fake track effects; these are dominantly observed in the φ direction rather than η, since the PC1 hit requirement fixes z positions along the beam axis. Therefore, the effect of the δφ cut was estimated as ± 0.002 rad around the central cut value of 0.012 rad with a fixed cut value on δη of 0.001. The deviation of k c from the central value due to the fake track rejection cut is referred to as δ k c (fake). This systematic error increases at higher centrality bins, and is estimated as 5.8% and 0.3% at 0 -5% and 60 -65% centrality bins, respectively.
The k c (stat) is related to agreement between multiplicity distributions and NBD. The k c (dead) and k c (fake) depends on the position of the window and the average multiplicity in a selected centrality bin, respectively. By treating these contributions as independent systematic error sources, the total systematic error δ k c (total) on k c in each δη in each centrality, was obtained by the quadratic sum over δ k c (stat), δ k c (dead) and δ k c (fake).
V. RESULTS
In this section the results of the NBD fits are first tabulated. Then the measured NBD k as a function of the pseudorapidity window sizes in various centrality bins are shown. Lastly, the N part dependences of extracted αξ product in Eq. (9) are presented.
A. NBD fit
NBD fit results in all window sizes in all centrality bins are summarized in Appendix Table III through Table XXVII where µ c and µ are weighted means of corrected and uncorrected µ over all window positions respectively, k c and k are weighted means of corrected and uncorrected k over all window positions, respectively. The µ c 's are corrected only for the effect of the detector dead areas as described in Sec. IV E. The mean multiplicities were confirmed to be consistent with the result of the independent analysis by the different method using only PC1 and PC3 [22] , after known additional correction factors were taken into account. Statistical errors on weighted means δ k c (stat) are obtained as explained in Sec. IV F. χ 2 /N DF is the average of reduced χ 2 of NBD fits over all window positions. N DF is the average of the degree of freedom of NBD fits over all window positions, and the systematic errors δ k c (dead), δ k c (fake) and δ k c (total) are already explained in Sec. IV F.
The mean and r.m.s. of the reduced χ 2 values in the NBD fit over all window positions and all δη sizes and all centralities were obtained as 0.75 and 0.33 respectively. The mean value corresponds to typically 80% confidence level. Therefore, it is good enough to assume NBD as a baseline multiplicity distribution to obtain the integrated correlation function via the k parameter.
As a demonstration to show how well the NBD fits work, Figure 3 shows the charged particle multiplicity distributions in each pseudorapidity window size in 1/8 fractions of the full rapidity coverage of |η| < 0.35 with 0 -10% events in the collision centrality, where the uncorrected multiplicity distributions within the total error bands on k c in Appendix Table III are all merged. The distributions are shown as a function of the number of tracks n normalized to the mean multiplicity n in each window. The error bars show the statistical errors on the merged distributions. The solid curves are fit results with NBD only for the demonstration purpose. The fit results in Appendix Table III through Table XXVII are not obtained from these convoluted distributions whose accuracies are degraded by the convolutions with different µ values due to different detector biases depending on the window positions. If we could reliably measure the NBD k parameter for arbitrarily small δη ∼ 0 windows, then α and ξ could be treated as independent free parameters for each centrality. In the real experimental situation, there is an anti-correlation between α and ξ due to the lack of reliable data points close to δη ∼ 0 , if we attempt to fit with Eq. (8) . However, at least an upper limit on the ab-solute scale of ξ was obtained as ξ < 0.035 by the free parameter fits based on Eq. (8) . It is qualitatively consistent with expectation from numerical calculations [36] that the correlation lengths become smaller in the RHIC energy than for p + p collisions [26] and low energy A + A collisions [28] .
Since the upper limit of ξ is small enough compared to the fitting region of δη (ξ ≪ δη), Eq. (9) can be applied for the fits to the NBD k as a function of δη. In this case, the αξ product, which is related to the susceptibility in the long wavelength limit as defined in Eq.(A11), can be obtained by the fits without any physical assumptions. The typical χ 2 /N DF in the fit based on Eq. (9) is 0.132, which corresponds to 99% confidence level. Therefore, the small correlation length is confirmed as below the minimum δη window sizes of 0.066.
As explained in Sec. II for Eq. (9), in the limit of β = 0, the slopes in k versus δη have crucial information on the phase transition. In Fig. 4 we can identify different behaviors in slopes around 40-50% centrality region even without fit curves.
C. αξ product versus Npart
Figures 5 a) and b) show the obtained fit parameters β and αξ with Eq. (9) as a function of N part , where results for both the 5% and 10% centrality bin width cases are plotted as filled and open circles, respectively. The smooth solid and dotted curves are provided to guide the eye. The horizontal error bars correspond to ambiguities on the mean value of N part as explained in Sec. IV C. The vertical error bars are obtained from errors on the fitting parameter by the Minuit program [33] . Table I summarizes the fit results where centralities, corresponding N part , αξ, β and χ 2 /N DF obtained by the fit with Eq. (9) are shown for 10% and 5% centrality bin cases respectively.
It should be emphasized that the parametrization in Eq. (7) is practically necessary. The β parameter can absorb any effects independent of pseudorapidity space correlations. For a wider centrality bin, the width of the multiplicity distribution becomes broader, since events with a wider range of centralities are included in the bin. This causes the systematic difference of β in the 5% and 10% centrality data sets as shown in Fig. 5 a) . The systematic shift of β parameters to smaller values in the smaller centrality bin width, suggests that β dominantly contains fluctuations on N part . The ambiguity of N part measured by PHENIX is not large compared, for example, to NA49 where a non-monotonic behavior of the scaled variance of multiplicities was seen as a function of the number of projectile participant nucleons [37] . In NA49, only spectators from the projectile nucleus are measurable, causing an increase of scaled variance of multiplicity distributions in peripheral collisions due to dominantly large N part fluctuations in the target nucleus [38] . This is due to the partial sampling with respect to the total number of nucleons in two colliding nuclei. Since both projectile and target nuclei on both sides can be measured by BBC and ZDC at PHENIX, such ambiguities of N part are suppressed, even in peripheral collisions. Some N part fluctuations remain, but the β parameter can absorb this kind of fluctuation offset. Consequently, N part fluctuations are not harmful for the measurement of the αξ products, since they are based on the differential values of fluctuations for a given centrality bin. In addition, β is expected to absorb effects from azimuthal correlations. Since the PHENIX detector does not cover the full azimuthal range, fluctuations of low p T particles caused by reaction plane rotations and elliptic flow should contribute to the two particle correlation function even in the pseudorapidity direction as an offset in principle. Owing to the β parameter, the non-monotonic behavior of the measured αξ in the pseudorapidity direction cannot be biased by elliptic flow nor by initial geometrical biases, since the azimuthal correlations are constant over the narrow pseudorapidity window of |η| < 0.35 [39] . (9) obtained by the fits to kc versus δη. Upper and lower column corresponds to 10% and 5% centrality bin width cases, respectively. We discuss three other sources of correlation which are not related to density correlations we are interested in, but could affect the measurement of the inclusive charged particle multiplicity fluctuations. The first is charged track pairs from particle decays in flight. The second is background charged track pairs originating from secondary particle interactions in detector materials (i.e. showers, conversion pairs). For these two sources we have estimated the effects of contaminations to the inclusive charged particle multiplicity fluctuations by GEANTbased MC [32] simulations. The third source is the known short-range correlation due to Bose-Einstein correlation of identical particles.
The detectable charged particle compositions in the no magnetic field condition with the selection criteria of charged tracks in Sec. IV B are estimated as 94% for charged pions, 4% for charged kaons and 2% for proton and antiproton in 0 -70% centrality. These are obtained by MC simulations based on identified charged particle spectra measured by the PHENIX [31] up to 4 GeV/c of transverse momentum, p T . The statistically dominant weak decay particles which can contribute to the inclusive charged particle multiplicity are
The relative invariant yields of those particles to charged pions are 15% and 5% for K is assumed to be same as charged kaons [31] . The detection efficiency of the charged track pairs from weak decay particles in the one arm acceptance of PHENIX detector (|η| < 0.35, ∆φ < π/2) is obtained by the MC simulation. We estimated it by using the p T spectra of charged kaons for K 0 S as the most dominant meson, and by using the p T spectra of charged pions with transverse mass scaling for Λ(Λ) as the most dominant baryon, which contribute to the inclusive charged particle multiplicity fluctuation. As the result, the ratios of charged track pairs originating from those weak decay particles to the number of produced charged pions per event are 0.7% and 0.9% for K 0 S and Λ + Λ, respectively. The effects of those correlations on k were estimated as follows. Suppose two independent NBD's in different windows have the same NBD parameters of µ and k for a given window size of δη/2. If there is no correlation between the two windows, NBD in the δη window size becomes a convoluted distribution between the two NBD's. This is certainly true, since we know the correlation length is well below the minimum size of δη windows as already discussed. Based on the NBD convolution theorem, the convoluted NBD parameters, µ conv and k conv are expressed as µ conv = 2µ and k conv = 2k respectively in the case of no correlation. For the case where the correlated pairs are embedded, we define the fraction of the number of correlated pairs with respected to µ as f . Then the mean value before the correlated pairs are embedded is expressed as µ(1 − f ) in the δη/2 window. The effect of the embedded corre-lation on k conv can be estimated by adding the number of correlated pairs to both windows simultaneously with the fraction of f . With µ(1 − f ) and k, we can generate NBD with a random number generator in each window of δη/2 and convolute the two NBD's. From the NBD fit to the convoluted distribution, we can obtain k conv including the effect of the correlated pairs. We define the ratio of the deviation of k conv to the independent case, ∆k ≡ (k conv − 2k)/2k for K 0 S and Λ + Λ, respectively. For all observed ( µ c , k c ) values in all δη windows in all centralities, we have estimated ∆k. The pair fraction, f depends on δη window size, since weak decay particles have their own correlation length due to the kinematical constraint. The fraction f 's were obtained based on the two particle correlation of decayed pairs as a function of δη window size which were evaluated from the GEANT-based MC simulation with the actual track selection criteria. It should be noted that the integrated fractions correspond to the above mentioned fractions, 0.7% and 0.9% for K 0 S and Λ + Λ, respectively. As the result, the average values of ∆k over all data points were estimated as + 0.27% ± 0.35% (standard deviation) and + 0.40% ± 0.35% (standard deviation) for K 0 S and Λ + Λ decays, respectively. On the other hand, the average value of relative errors, δ k c (total)/ k c in measured k is ± 7.34% ± 3.29% (standard deviation). We confirmed that the estimated ∆k values are all included within the range of the relative errors on measured k. Therefore, we can conclude that the effect of the statistically dominant weak decay pairs with a few percent level on the αξ product can not exceed the full error sizes of the αξ products in Table I .
The amount of material before the tracking system is 1.3% of a radiation length. It produces electron-positron pairs with 1.0% photon conversion probability. Almost 100% of photons up to 4 GeV/c of p T are produced by decays from neutral pions. The detection efficiency of electron-positron pairs which survive after the requirement of the charged track associations and two track separations in Sec. IV B is estimated as 0.22%. It was estimated by the MC simulations with flat p T distribution of photons. Since the opening angle of the conversion pairs are very small, these conversion electrons are strongly suppressed by the two track separation cuts. Consequently, electron-positron pairs of 2.2 × 10 −3 % with respect to the produced charged pions per event, contribute to the multiplicity fluctuations. The efficiency of charged track pairs, which is produced by the materials from single charged hadrons as knock-on electrons (positrons), is estimated as less than 5.8 × 10 −5 %. Since the total pair fractions are much smaller than that in weak decays by several orders of magnitude, we can conclude that the effect of those secondary particles on the αξ products are negligible.
If the observed correlation were to originate only from the Bose-Einstein effect, then we would expect α to be directly related to the chaoticity parameter, λ in HBT analysis which is measured in relative momentum space, q.
A similar measurement in pseudorapidity space based on Eq. (7) in low energy A+A collisions [41] , indicates the direct relation between λ and α. The observed two particle correlation strength α in pseudorapidity space is weaker than λ measured in q space and essentially becomes zero for the particle pairs selected in the higher q region where HBT effect also becomes zero. This indicates that the observed pseudorapidity correlations in the lower energy A + A collisions are essentially explained purely by the HBT effect. In Au+Au collisions at √ s N N = 200 GeV, measured λ shows constant behavior as a function of N part within 12% and a monotonic N part dependence of HBT radii has been observed [42, 43] . This implies that the non-monotonic behavior of the αξ product can not be explained solely as a result of the known HBT effect, because α ∝ λ is expected to be constant for any N part and ξ which would be related to the HBT source radii is expected to be monotonic, if the known HBT effect is the only source of the correlation.
B. Evaluation of the non-monotonic behavior of αξ
The αξ product obtained by Eq. (9) is related to susceptibility in the long wavelength limit, χ ω=0 as described in Sec. II. According to Eq. (10), if the system temperature T is far from the critical temperature T c then αξ is expected to decrease monotonically with increasing T which is a monotonic function of N part as will be discussed in Sec. VI C. Therefore, one can assume a monotonically decreasing function as a hypothesis of the baseline in T far from T c . As baseline functional forms for αξ versus T we consider the following two cases. The first is a power law function which is naturally expected from Eq. (10) , and the second is a linear function as the simplest assumption. The power law baseline and the linear baseline are parametrized as (14) and
with fit parameter p 1 and p 2 , respectively. As a test hypothesis, we assume a local maximum on the monotonic baselines in αξ versus N part . Although the functional form around the local maximum is not known a priori without introducing a physical model, we can at least discuss the significance of the local maximum above the monotonic baseline by introducing a Gaussian distribution. The composite functions are defined as
and Table I with fit curves. The dashed and solid curves show the fit results with the baseline functions Eq. 14 and 15 and with the composite functions Eq. 16 and 17 respectively. a) and b) correspond to 5% and 10% bin width cases with the power law baselines. c) and d) correspond to 5% and 10% bin width cases with the linear baselines. where a, m and w correspond to amplitude, mean and width of the Gaussian component, respectively. Fits with the four functional forms were performed to αξ versus N part in 20 < N part < 200. Figure 6 shows αξ versus N part from Table I Table II summarizes all the fit results from the Minuit program [33] , including functional forms, centrality bin widths, χ 2 /N DF (N DF ), the Gaussian amplitude a with its error δa, and the significance of the amplitude defined as a/δa. Although the significance of the local maximum with the linear baseline is smaller than that with the power law baseline, this is mainly due to the larger uncertainty on a in Eq. (17) than in Eq. (16) . This reflects the fact that the combination of a Gaussian distribution with the linear baseline is not as good a fit as that with the power law baseline for the given data points. The difference on the significance between 5% and 10% centrality bin width cases is not attributed to the correlations with β parameter, since β was introduced as a parameter independent of δη. This can, rather, be understood as the smearing effect of a peak-like shape due to the difference of centrality bin widths around the mean N part . In all cases in Table II , the χ 2 /N DF indicate that composite functions are favored over monotonic functions. This result supports the non-monotonicity of αξ as a function of N part .
Although there is a possibility that more than one correlation length scale is dynamically present, the functional form with one correlation length can reasonably describe the region of 0.066 < δη < 0.7 with the average χ 2 /N DF of 0.43 over all centralities. We have performed a further check on the N part dependence of the αξ products by limiting the region of fit to 0.066 < δη < 0.306 as shown in Fig. 7 . The characteristic behavior of αξ still present at around N part ∼ 90.
C. Initial temperature and Npart
The Bjorken energy density [21] derived from the measured dE T /dη in the mid-rapidity region is defined as
where τ is the formation time and A T is the nuclei transverse overlap area size. It is well known that the energy density monotonically increases with increasing N part in Au+Au collisions at √ s N N =200 GeV [22] . This indicates that the change of N part even at the fixed collision energy can yield a fine scan over the initial temperature. Therefore, the non-monotonic behavior in the αξ products could be an indication of the critical initial temperature as defined in Eq.(A11)
VII. CONCLUSIONS
The multiplicity distributions measured in Au+Au collisions at √ s N N = 200 GeV are found to be welldescribed by negative binomial distributions.
The two-particle density correlations have been measured via the functional form for pseudorapidity density fluctuations derived in the Ginzburg-Landau framework, up to the second order term in the free energy, with a scalar order parameter defined as pseudorapiditydependent multiplicity fluctuations around the mean value. The functional form can reasonably fit k versus δη in all centralities in |η| < 0.35 region with one correlation length assumption and the constant term β which is independent of δη. We found β is necessary to absorb residual effects of finite centrality binning.
We found that the absolute scale of the correlation length, ξ depends on the magnitude of the correlation strength at zero distance, α within the range of pseudorapidity window sizes available in this analysis. However, according to the free parameter fit results, the upper limit on ξ < 0.035 was obtained, and it was confirmed by the accuracy of the fits with approximated integrated correlation function in the limit of the small correlation length (ξ ≪ δη).
The αξ product in the correlation function, which is monotonically related to susceptibility in the long wavelength limit χ ω=0 , was seen to exhibit a non-monotonic behavior as a function of the number of participant nucleons N part . A possible indication of a local maximum is seen at N part ∼ 90 and the corresponding energy density based on the Bjorken picture is ǫ Bj τ ∼ 2.4 GeV/(fm 2 · c) with the transverse area size of 60 fm 2 . Trivial particle correlations originating from charged track reconstructions in tracking detectors have been suppressed in this analysis a priori. The ratio of charged particles from statistically dominant weak decays and secondary particles produced in the detector materials, which contribute as correlated pairs, are respectively estimated below ∼ 1% and ∼ 10 −3 % with respect to the total number of charged pions in the PHENIX acceptance per event. We have estimated those effects on measured k values and the deviation due to the effect is well inside the total error size of observed δ k c . Therefore, we conclude that their contributions are almost negligible to the observed behavior of the αξ products.
The behavior may be explained by the onset of a mixture of different types of particle production mechanisms which are not necessarily related to temperature or density correlations. However, interpreted within the Ginzburg-Landau framework the local maximum of the αξ product could be an indication of a critical phase boundary. The Ginzburg-Landau (GL) [19] framework with the Ornstein-Zernike picture [18] for a scalar order parameter is briefly reviewed. The relations with correlation length and susceptibility are explicitly derived in this appendix.
The first attempt to apply free energy discussions to nucleus-nucleus collisions can be found in [44] ; application to the QCD phase transition is in [25] . GL describes the relation between a free energy density f and an order parameter φ as a function of the system temperature T . By adding a spatially inhomogeneous term A(T )(∇φ) 2 and an external field h, the general form is described as follows
where f 0 is the equilibrium value of the free energy, terms with odd powers are neglected due to the symmetry of the order parameter, and the sign of b is used to classify the transition orders: b < 0 for the first order, b > 0 for the second order and b = 0 at the critical point. Since the order parameter should vanish above a critical temperature T c , it is natural for the coefficient a(T ) to be expressed as a(T ) = a 0 |T − T c |, while b is usually assumed to be constant in the vicinity of T c . In the following, we neglect higher order terms beyond the second order term. This approximation corresponds to a picture where a system approaches the phase boundary from afar, since φ is close to zero in the regions far from T c . In this sense, the approximation is insensitive to the details of the phase transition order, i.e. higher order terms, but only sensitive to the behavior near T c . We apply this GL framework to density correlations in the longitudinal space coordinate z in heavy-ion collisions. The system of the produced matter dynamically evolves, so we introduce the proper time frame for each sub element. The longitudinal space element becomes dz = τ cosh(y)dy, at a fixed proper time τ , where y is rapidity, as introduced in [23] . Since we measure the density fluctuations in the mid-rapidity regions |η| < 0.35 as described in Sec. III, we use dy in place of dz by the approximation of cosh(y) = 1 to simplify the form of the correlation function derived from GL free energy.
The order parameter of this analysis corresponds to multiplicity density fluctuations of inclusive charged particles around the mean density. Fluctuations are measured as a function of a one-dimensional pseudorapidity point η, defined as
where the pair of brackets indicates an operator to take the average. In the above mentioned rapidity region, rapidity can be represented by pseudorapidity to a good approximation, as explained in the last paragraph of Sec. IV B.
With the Fourier expansion of the density fluctuation at pseudorapidity point η, φ(η) = ω φ ω e iωη , where ω is wave number, one can express the deviation of the free energy density due to spatial fluctuations from the equilibrium value f 0
where Y is the total pseudorapidity range corresponding to a one-dimensional volume. Terms up to the second order are included in the approximation in the vicinity of the critical point in Eq. (A1). Given the free energy deviation, one can obtain the statistical weight W for fluctuation φ(η) to occur in a given temperature T
Therefore the statistical average of the square of the density fluctuation with the wave number ω is described as
An experimentally observable two point density correlation function can be related to the statistical average of the square of the density fluctuation. With a density ρ(η i ) for a given sub-volume dη i , the two point density correlation G 2 is expressed in the case of ρ(η 1 ) = ρ(η 2 ) = ρ as
where case 1 coinciding with case 2 is excluded to simplify the following discussion. Multiplying both sides of Eq. (A6) by e −iωη ≡ e −iω(η2−η1) and integrating over sub-volume dη 1 and dη 2 gives
From Eq. (A5) and (A7), G 2 can be related to the inverse Fourier transformation of the statistical average of |φ ω | 2 . Therefore in the one-dimensional case G 2 is described as
where the correlation length ξ(T ) is introduced, which is defined as
In general, a singular behavior of ξ(T ) as a function of T indicates the critical temperature of the phase transition.
The wave number dependent susceptibility can also be defined from the expansion of the GL free energy based on Eq. (A1) and (A3) as follows,
In the case of the long wavelength limit of ω = 0, the susceptibility can be expressed as,
In this framework, the ξ and χ ω=0 diverge at the same temperature.
APPENDIX B: TABLES OF NBD FIT RESULTS
NBD fit results in all window sizes in all centrality bins in Fig. 4 . In the following Table III through Table XIV and Table XV through Table XXVII correspond to results in 10% and 5% bin width cases, respectively. µ c and µ are weighted means of corrected and uncorrected µ over all window positions respectively. k c and k are weighted means of corrected and uncorrected k over all window positions respectively. Statistical errors on weighted means δ k c (stat) are obtained as explained in Sec. IV F. χ 2 /N DF is the average of reduced χ 2 of NBD fits over all window positions. N DF is the average of the degree of freedom of NBD fits over all window positions. Systematic errors δ k c (dead), δ k c (fake) and δ k c (total) are explained in Sec. IV F. 
