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Abstract
We consider various stochastic models that incorporate the notion of risk-averseness into the standard
2-stage recourse model, and develop novel techniques for solving the algorithmic problems arising in
these models. A key notable feature of our work that distinguishes it from work in some other related
models, such as the (standard) budget model and the (demand-) robust model, is that we obtain results
in the black-box setting, that is, where one is given only sampling access to the underlying distribution.
Our first model, which we call the risk-averse budget model, incorporates the notion of risk-averseness
via a probabilistic constraint that restricts the probability (according to the underlying distribution) with
which the second-stage cost may exceed a given budget B to at most a given input threshold ρ. We also
a consider a closely-related model that we call the risk-averse robust model, where we seek to minimize
the first-stage cost and the (1− ρ)-quantile (according to the distribution) of the second-stage cost.
We obtain approximation algorithms for a variety of combinatorial optimization problems including
the set cover, vertex cover, multicut on trees, min cut, and facility location problems, in the risk-averse
budget and robust models with black-box distributions. We first devise a fully polynomial approximation
scheme for solving the LP-relaxations of a wide-variety of risk-averse budgeted problems. Complement-
ing this, we give a rounding procedure that lets us use existing LP-based approximation algorithms for
the 2-stage stochastic and/or deterministic counterpart of the problem to round the fractional solution.
Thus, we obtain near-optimal solutions to risk-averse problems that preserve the budget approximately
and incur a small blow-up of the probability threshold (both of which are unavoidable). To the best of
our knowledge, these are the first approximation results for problems involving probabilistic constraints
and black-box distributions. Our results extend to the setting with non-uniform scenario-budgets, and to
a generalization of the risk-averse robust model, where the goal is to minimize the sum of the first-stage
cost and a weighted combination of the expectation and the (1− ρ)-quantile of the second-stage cost.
1 Introduction
Stochastic optimization models provide a means to model uncertainty in the input data where the uncertainty
is modeled by a probability distribution over the possible realizations of the actual data, called scenarios.
Starting with the work of Dantzig [10] and Beale [2] in the 1950s, these models have found increasing
application in a wide variety of areas; see, e.g., [4, 35] and the references therein. An important and widely-
used model in stochastic programming is the 2-stage recourse model: first, given the underlying distribution
over scenarios, one may take some first-stage actions to construct an anticipatory part of the solution, x,
incurring an associated cost c(x). Then, a scenario A is realized according to the distribution, and one
may take additional second-stage recourse actions yA incurring a certain cost fA(x, yA). The goal in the
standard 2-stage model is to minimize the total expected cost, c(x) + EA
[
fA(x, yA)
]
. Many applications
come under this setting. An oft-cited motivating example is the 2-stage stochastic facility location problem.
A company has to decide where to set up its facilities to serve client demands. The demand-pattern is not
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known precisely at the outset, but one does have some statistical information about the demands. The first-
stage decisions consist of deciding which facilities to open initially, given the distributional information
about the demands; once the client demands are realized according to this distribution, we can extend the
solution by opening more facilities, incurring their recourse costs. The recourse costs are usually higher
than the original ones (e.g., because opening a facility later involves deploying resources with a small lead
time), could be different for the different facilities, and could even depend on the realized scenario.
A common criticism of the standard 2-stage model is that the expectation measure fails to adequately
measure the “risk” associated with the first-stage decisions: two solutions with the same expected cost are
valued equally. But in realistic settings, one also considers the risk involved in the decision. For example, in
the stochastic facility location problem, given two solutions with the same expected cost, one which incurs a
moderate second-stage cost in all scenarios, and one where there is a non-negligible probability that a “dis-
aster scenario” with a huge associated cost occurs, a company would naturally prefer the former solution.
Our models and results. We consider various stochastic models that incorporate the notion of risk-
averseness into the standard 2-stage model and develop novel techniques for solving the algorithmic prob-
lems arising in these models. A key notable feature of our work that distinguishes it from work in some other
related models [19, 11], is that we obtain results in the black-box setting, that is, where one is given only
sampling access to the underlying distribution. To better motivate our models, we first give an overview of
some related models considered in the approximation-algorithms literature that also embody the idea of risk-
protection, and point out why these models are ill-suited to the design of algorithms in the black-box setting.
One simple and natural way of providing some assurance against the risk due to scenario-uncertainty is
to provide bounds on the second-stage cost incurred in each scenario. Two closely related models in this
vein are the budget model, considered by Gupta, Ravi and Sinha [19], and the (demand-) robust model,
considered by Dhamdhere, Goyal, Ravi and Singh [11]. In the budget model, one seeks to minimize the
expected total cost subject to the constraint that the second-stage cost fA(x, yA) incurred in every scenario
A be at most some input budget B. (In general, one could have a different budget BA for each scenario A,
but for simplicity we focus on the uniform-budget model.) Gupta et al. considered the budget model in the
polynomial scenario setting, where one is given explicitly a list of all scenarios (with non-zero probability)
and their probabilities, thereby restricting their attention to distributions with a polynomial-size support. In
the robust model considered by Dhamdhere et al. [11], which is more in the spirit of robust optimization,
the goal is to minimize c(x) + maxA fA(x, yA). It is easy to see how the two models are related: if one
“guesses” the maximum second-stage cost B incurred by the optimum, then the robust problem essentially
reduces to the budget problem with budget B, except that the second-stage cost term in the objective func-
tion is replaced by B (which is a constant). Notice that it is not clear how to even specify problems with
exponentially many scenarios in the robust model. Feige et al. [14] expanded the model of [11] by consid-
ering exponentially many scenarios, where the scenarios are implicitly specified by a cardinality constraint.
However, considering scenario-collections that are determined only by a cardinality constraint seems rather
specialized and somewhat artificial, especially in the context of stochastic optimization; e.g., in facility loca-
tion, it is rather stylized (and overly conservative) to assume that every set of k clients (for some k) may show
up in the second-stage. We will consider a more general way of specifying (exponentially many) scenarios
in robust problems, where the input specifies a black-box distribution and the collection of scenarios is then
given by the support of this distribution. We shall call this model the distribution-based robust-model.
Both the budget model and the (distribution-based) robust model suffer from certain common drawbacks.
A serious algorithmic limitation of both these models (see Section 5) is that for almost any (non-trivial)
stochastic problem (such as fractional stochastic set cover with at most 3 elements, 3 sets, 3 scenarios), one
cannot obtain any approximation guarantees in the black-box setting using any bounded number of samples
(even allowing for a bounded violation of the budget in the budget model). Intuitively, the reason for
this is that there could be scenarios that occur with vanishingly small probability that one will almost never
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encounter in our samples, but which essentially force one to take certain first-stage actions in order to satisfy
the budget constraints in the budget model, or to obtain a low-cost solution in the robust model. Notice also
that both the budget and robust models adopt the conservative view that one needs to bound the second-
stage cost in every scenario, regardless of how likely it is for the scenario to occur. (By the same token,
they also provide the greatest amount of risk-aversion.) In contrast, many of the risk-models considered
in the finance and stochastic-optimization literature, such as the mean-risk model [27], value-at-risk (VaR)
constraints [30, 23, 32], conditional VaR [34], do factor in the probabilities of different scenarios.
Our models for risk-averse stochastic optimization address the above issues, and significantly refine
and extend the budget and robust models. Our goal is to come up with a model that is sufficiently rich in
modeling power to allow for black-box distributions, and in which one can obtain strong algorithmic results.
Our models are motivated by the observation (see Appendix A) that it is possible to obtain approximation
guarantees in the budget model with black-box distributions, if one allows the second-stage cost to exceed
the budget with some “small” probability ρ (according to the underlying distribution). We can turn this
solution concept around and incorporate it into the model to arrive at the following. We are now given a
probability threshold ρ ∈ [0, 1]. In our new budget model, which we call the risk-averse budget model,
given a budget B, we seek (x, {yA}) so as to minimize c(x) + EA
[
fA(x, yA)
]
subject to the probabilistic
constraint PrA[fA(x, yA) > B] ≤ ρ. The corresponding risk-averse (distribution-based) robust model
seeks to minimize c(x) +Qρ[fA(x, yA)], where Qρ[fA(x, yA)] is the (1− ρ)-quantile of {fA(x, yA)}A∈A,
which is the smallest number B such that PrA[fA(x) > B] ≤ ρ. Notice that the parameter ρ allows us
to control the risk-aversion level and tradeoff risk-averseness against conservatism (in the spirit of [3, 41]).
Taking ρ = 1 in the risk-averse budget model gives the standard 2-stage recourse model, whereas taking ρ =
0 in the risk-averse budget- or robust-models recovers the standard budget- and robust models respectively.
In the sequel, we treat ρ as a constant that is not part of the input.
We obtain approximation algorithms for a variety of combinatorial optimization problems (Section 4)
including the set cover, vertex cover, multicut on trees, min cut, and facility location problems, in the
risk-averse budget and robust models with black-box distributions. We obtain near-optimal solutions that
preserve the budget approximately and incur a small blow-up of the probability threshold. (One should
expect to violate the budget here; otherwise, by setting very high first-stage costs, one would be able to solve
the decision version of an NP-hard problem!) To the best of our knowledge, these are the first approximation
results for problems with probabilistic constraints and black-box distributions. Our results extend to the
setting with non-uniform scenario-budgets, and to a generalization of the risk-averse robust model, where
the goal is to minimize c(x) plus a weighted combination of EA
[
fA(x, yA)
]
and Qρ[fA(x, yA)]. In the
sequel, we focus primarily on the risk-averse budget model since results obtained this model essentially
translate to the risk-averse robust model (the budget-violation can be absorbed into the approximation ratio).
Our results are built on two components. First, and this is the technically more difficult component and
our main contribution, we devise a fully polynomial approximation scheme for solving the LP-relaxations
of a wide-variety of risk-averse problems (Theorem 3.3). We show that in the black-box setting, for a wide
variety of 2-stage problems, for any ǫ, κ > 0, in time poly
(
λ
ǫκρ
)
, one can compute (with high probability) a
solution to the LP-relaxation of the risk-averse budgeted problem, of cost at most (1+ ǫ) times the optimum
where the probability that the second-stage cost exceeds the budget B is at most ρ(1+κ). Here λ is the max-
imum ratio between the costs of the same action in stage II and stage I (e.g., opening a facility or choosing a
set). We show in Section 5 that the dependence on 1κρ , and hence, the violation of the probability-threshold,
is unavoidable in the black-box setting. We believe that this is a general tool of independent interest that
will find application in the design of approximation algorithms for other discrete risk-averse stochastic op-
timization problems, and that our techniques will find use in solving other probabilistic programs.
The second component is a simple rounding procedure (Theorem 3.2) that complements (and motivates)
the above approximation scheme. As we mention below, our LP-relaxation is a relaxation of even the
fractional risk-averse problem (i.e., where one is allowed to take fractional decisions). We give a general
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rounding procedure to convert a solution to our LP-relaxation to a solution to the fractional risk-averse
problem losing a certain factor in the solution cost, budget, and the probability of budget-violation. This
allows us to then use an LP-based “local” approximation algorithm for the corresponding 2-stage problem to
obtain an integer solution, where a local algorithm is one that approximately preserves the LP-cost of each
scenario. In particular, for various covering problems, one can use the local 2c-approximation algorithm
in [38], which is obtained using an LP-based c-approximation algorithm for the deterministic problem.
We need to overcome various obstacles to devise our approximation scheme. The first difficulty faced
in solving a probabilistic program such as ours, is that the feasible region of even the fractional problem
is a non-convex set. Thus, even in the polynomial-scenario setting, it is not clear how to solve (even) the
fractional risk-averse problem. (In contrast, in the standard 2-stage recourse model, the fractional problem
can be easily formulated and solved as a linear program (LP) in the polynomial-scenario setting.) We
formulate an LP-relaxation (which is also a relaxation of the fractional problem), where we introduce a
variable rA for every scenario A that is supposed to indicate whether the budget is exceeded in scenario
A. Correspondingly, we have two sets of decision variables to denote the decisions taken in scenario A
in the two cases respectively where the budget is exceeded and where it is not exceeded. The constraints
that enforce this semantics will of course be problem-specific, but a common constraint that figures in all
these formulations is
∑
A pArA ≤ ρ, which captures our probabilistic constraint. This constraint, which
couples the different scenarios, creates significant challenges in solving the LP-relaxation. (Again, notice
the contrast with the standard 2-stage recourse model.) We get around the difficulty posed by this coupling
constraint by taking the Lagrangian dual with respect to this constraint, introducing a dual variable ∆ ≥ 0.
The resulting maximization problem (over ∆) has a 2-stage minimization LP embedded inside it. Although
this 2-stage LP does not belong to the class of problems defined in [38, 45, 7], we prove that for any fixed ∆,
this 2-stage LP can be solved to “near-optimality” using the sample average approximation (SAA) method.
The crucial insight here is to realize that for the purpose of obtaining a near-optimal solution to the risk-
averse LP, it suffices to obtain a rather weak guarantee for the 2-stage LP, where we allow for an additive
error proportional to ∆. This guarantee is specifically tailored so that it is weak enough that one can prove
such a guarantee by showing “closeness-in-subgradients” and the analysis in [45], and yet can be leveraged
to obtain a near-optimal solution to (the relaxation of) our risk-averse problem. Given this guarantee, we
show that one can efficiently find a suitable value for ∆ such that the solution obtained for this ∆ (via the
SAA method) satisfies the desired guarantees.
Related work. Stochastic optimization is a field with a vast amount of literature; we direct the reader to [4,
30, 35] for more information on the subject. We survey the work that is most relevant to our work. Stochastic
optimization problems have only recently been studied from an approximation-algorithms perspective. A
variety of approximation results have been obtained in the 2-stage recourse model, but more general models,
such as risk-optimization or probabilistic-programming models have received little or no attention.
The (standard) budget model was first considered by Gupta et al. [19], who designed approximation
algorithms for stochastic network design problems in this model. Dhamdhere et al. [11] introduced the
demand-robust model (which we call the robust model), and obtained algorithms for the robust versions of
various combinatorial optimization problems; some of their guarantees were later improved by Golovin et
al. [16]. All these works focus on the polynomial-scenario setting. Feige, Jain, Mahdian, and Mirrokni [14]
considered the robust model with exponentially many scenarios that are specified implicitly via a cardinality
constraint, and derived approximation algorithms for various covering problems in this more general model.
There is a large body of work in the finance and stochastic-optimization literature, dating back to
Markowitz [27], that deals with risk-modeling and optimization; see e.g., [34, 1, 36] and the references
therein. Our risk-averse models are related to some models in finance. In fact, the probabilistic constraint
that we use is called a value-at-risk (VaR) constraint in the finance literature, and its use in risk-optimization
is quite popular in finance models; it has even been written into some industry regulations [23, 32].
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Problems involving probabilistic constraints are called probabilistic or chance-constrained programs [8,
29] in the stochastic-optimization literature, and have been extensively studied (see, e.g., Pre´kopa [31]). Re-
cent work in this area [6, 28, 13] has focused on replacing the original probabilistic constraint by more
tractable constraints so that any solution satisfying the new constraints also satisfies the original probabilis-
tic constraint with high probability. Notice that this type of “relaxation” is opposite to what one aims for
in the design of approximation algorithms, where we want that every solution to the original problem re-
mains a solution to the relaxation (but most likely, not vice versa). Although some approximation results
in the opposite direction are obtained in [6, 28, 13], they are obtained for very structured constraints of
the type Prξ[G(x, ξ) /∈ C] ≤ ρ, where C is a convex set, ξ is a continuous random variable whose dis-
tribution satisfies a certain concentration-of-measure property, and G(.) is a bi-affine or convex mapping;
also the bounds obtained involve a relatively large violation of the probability threshold (compared to our
(1 + κ)-factor). To the best of our knowledge, there is no prior work in the stochastic-optimization or
finance literature on the design of efficient algorithms with provable worst-case guarantees for discrete risk-
optimization or probabilistic-programming problems. In the Computer Science literature, [24] and [15]
consider the stochastic bin packing and knapsack problems with probabilistic constraints that limit the over-
flow probability of a bin or the knapsack, and obtained novel approximation algorithms for these problems.
Their results are however obtained for specialized distributions where the item sizes are independent random
variables following Bernoulli, exponential, or Poisson distributions specified in the input. In the context of
stochastic optimization, this constitutes a rather stylized setting that is far from the black-box setting.
The work closest in spirit to ours is that of So, Zhang, and Ye [41]. They consider the problem of
minimizing the first-stage cost plus a risk-measure called the conditional VaR (CVaR) [34]. Their model
interpolates between the 2-stage recourse model and the (standard) robust model (as opposed to the budget
model in our case). They give an approximation scheme for solving the LP-relaxations of a broad class of
problems in the black-box setting, using which they obtain approximation algorithms for certain discrete
optimization problems. Our methods are however quite different from theirs. In their model, the fractional
problem yields a convex program and moreover, they are able to use a nice representation theorem in [34]
for the CVaR measure to convert their problem into a 2-stage problem and then adapt the methods in [7].
In our case, the non-convexity inherent in the probabilistic constraint creates various difficulties (first the
non-convexity, then the coupling constraint) and we consequently need to work harder to obtain our result.
We remark that our techniques can be used to solve a generalization of their model, where we have the same
objective function but also include a probabilistic budget constraint as in our risk-averse budget model.
We now briefly survey the approximation results in recourse models. The first such approximation re-
sult appears to be due to Dye, Stougie, and Tomasgard [12]. The recent interest and flurry of algorithmic
activity in this area can be traced to the work of Ravi and Sinha [33] and Immorlica, Karger, Minkoff and
Mirrokni [22], which gave approximation algorithms for the 2-stage variants of various discrete optimiza-
tion problems in the polynomial scenario [33, 22] and independent-activation [22] settings. Approximation
algorithms for 2-stage problems with black-box distributions were first obtained by Gupta, Pa´l, Ravi and
Sinha [17], and subsequently by Shmoys and Swamy [38] (see also preliminary version [39]). Various other
approximation results for 2-stage problems have since been obtained; see, e.g., the survey [44]. Multi-
stage recourse problems in the black-box model were considered by [18, 45]; both obtain approximation
algorithms with guarantees that deteriorate with the number of stages, either exponentially [18] (except for
multistage Steiner tree which was also considered in [20]), or linearly [45]; improved guarantees for set
cover and vertex cover have been subsequently obtained [42].
Our approximation scheme makes use of the SAA method, which is a simple and appealing method for
solving stochastic problems that is quite often used in practice. In the SAA method one samples a certain
number of scenarios to estimate the scenario probabilities by their frequency of occurrence, and then solves
the 2-stage problem determined by this approximate distribution. The effectiveness of this method depends
on the sample size (ideally, polynomial) required to guarantee that an optimal solution to the SAA-problem
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is a provably near-optimal solution to the original problem. Kleywegt et al. [25] (see also [37]) prove a bound
that depends on the variance of a certain quantity that need not be polynomially bounded. Subsequently,
Swamy and Shmoys [45], and Charikar et al. [7] obtained improved (polynomial) sample-bounds for a large
class of structured 2-stage problems. The proof in [45], which also applies to multistage programs, is based
on leveraging approximate subgradients, and our proof makes use of portions of their analysis. The proof of
Charikar et al. [7] is quite different; it applies to 2-stage programs but proves the stronger theorem that even
approximate solutions to the SAA problem translate to approximate solutions to the original problem.
2 Preliminaries
Let R+ denote R≥0. Let ‖u‖ denote the ℓ2 norm of u. The Lipschitz constant of a function f : Rm 7→ R
is the smallest K such that |f(x) − f(y)| ≤ K‖x − y‖. We consider convex minimization problems
minx∈P f(x), where P ⊆ Rm+ with P ⊆ B(0, R) = {x : ‖x‖ ≤ R} for a suitable R, and f is convex.
Definition 2.1 Let f : Rm 7→ R be a function. We say that d ∈ Rm is a subgradient of f at the point u if
the inequality f(v)− f(u) ≥ d · (v − u) holds for every v ∈ Rm. We say that dˆ is an (ω, ξ)-subgradient of
f at the point u ∈ P if for every v ∈ P, we have f(v)− f(u) ≥ dˆ · (v − u)− ωf(v)− ωf(u)− ξ.
The above definition of an (ω, ξ)-subgradient is slightly weaker than the notion of an ω-subgradient as
defined in [38], where one requires that f(v)−f(u) ≥ d ·(v−u)−ωf(u). But this difference is superficial;
one could also implement the algorithm in [38] using the weaker notion of an (ω, ξ)-subgradient. It is well
known (see [5]) that a convex function has a subgradient at every point. One can infer from Definition 2.1
that, letting dx denote a subgradient of f at x, the Lipschitz constant of f is at most maxx ‖dx‖.
Let K be a positive number, and τ, ̺ be two parameters with τ < 1. Let N = log
(
2KR
τ
)
. Let G′τ ⊆ P
be a discrete set such that for any x ∈ P, there exists x′ ∈ G′τ with ‖x − x′‖ ≤ τKN . Define Gτ =
G′τ ∪
{
x + t(y − x), y + t(x− y) : x, y ∈ G′τ , t = 2−i, i = 1, . . . , N
}
. We call Gτ and G′τ , an τKN -net
and an extended τKN -net respectively of P. As shown in [45], if P contains a ball of radius V (where V ≤ 1
without loss of generality), then one can construct G′τ so that |Gτ | = poly
(
log(KRV τ )
)
. As mentioned earlier,
our algorithms make use of the sample average approximation (SAA) method. The following result from
Swamy and Shmoys [45], which we have adapted to our setting, will be our main tool for analyzing the
SAA method.
Lemma 2.2 ([45]) Let f̂ and f be two nonnegative convex functions with Lipschitz constant at most K such
that at every point x ∈ Gτ , there exists a vector dˆx ∈ Rm that is a subgradient of f̂(.) and an
( ̺
8N , ξ
)
-
subgradient of f(.) at x. Let xˆ = argminx∈P f̂(x). Then, f(xˆ) ≤ (1 + ̺)minx∈P f(x) + 6τ + 2Nξ.
Lemma 2.3 (Chernoff-Hoeffding bound [21]) LetX1, . . . ,XN be iid random variables with eachXi ∈ [0, 1]
and µ = E
[
Xi
]
. Then, Pr[
∣∣ 1
N
∑
iXi − µ
∣∣ > ǫ] ≤ 2e−2ǫ2N .
3 The risk-averse budgeted set cover problem: an illustrative example
Our techniques can be used to efficiently solve the risk-averse versions of a variety of 2-stage stochastic
optimization problems, both in the risk-averse budget and robust models. In this section, we illustrate the
main underlying ideas by focusing on the risk-averse budgeted set cover problem. In the risk averse budgeted
set cover problem (RASC), we are given a universe U of n elements and a collection S of m subsets of U .
The set of elements to be covered is uncertain: we are given a probability distribution {pA}A∈A of scenarios,
where each scenario A specifies a subset of U to be covered. The cost of picking a set S ∈ S in the first-stage
is wIS , and is wAS in scenario A. The goal is to determine which sets to pick in stage I and which ones to pick
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in each scenario so as to minimize the expected cost of picking sets, subject to PrA[cost of scenario A >
B] ≤ ρ, where ρ is a constant that is not part of the input. Notice that the costs wAS are only revealed when
we sample scenario A; thus, the “input size”, denoted by I is O(m+ n+∑S logwS + logB).
For a given (fractional) point x ∈ Rm with 0 ≤ xS ≤ 1 for all S, define fA(x) to be the minimum value
of wA ·yA subject to
∑
S:e∈S yA,S ≥ 1−
∑
S:e∈S xS for e ∈ A, and yA,S ≥ 0 for all S. Let P = [0, 1]m. As
mentioned in the Introduction, the set of feasible solutions to even the fractional risk-averse problem (where
one can buy sets fractionally) is not in general a convex set. We consider the following LP-relaxation of the
problem, which is a relaxation of even the fractional risk-averse problem (Claim 3.1). Throughout we use
A to index the scenarios in A, and S to index the sets in S .
min
∑
S
wISxS +
∑
A,S
pA
(
wAS yA,S + w
A
S zA,S
) (RASC-P)
s.t.
∑
A
pArA ≤ ρ (1)
∑
S:e∈S
(
xS + yA,S
)
+ rA ≥ 1 for all A, e ∈ A, (2)
∑
S:e∈S
(
xS + yA,S + zA,S
) ≥ 1 for all A, e ∈ A, (3)
∑
S
wAS yA,S ≤ B for all A (4)
xS , yA,S, zA,S , rA ≥ 0 for all A,S. (5)
Here x denotes the first-stage decisions. The variable rA denotes whether one exceeds the budget of B
for scenario A, and the variables yA,S and zA,S denote respectively the sets picked in scenario A in the
situations where one does not exceed the budget (so rA = 0) and where one does exceed the budget (so
rA = 1). Consequently, constraint (4) ensures that the cost of the yA decisions does not exceed the budget
B, and (1) ensures that the total probability mass of scenarios where one does exceed the budget is at most
ρ. Let OPT denote the optimum value of (RASC-P).
A significant difficulty faced in solving (RASC-P) is that the scenarios are no longer separable given a
first-stage solution, since constraint (1) couples the different scenarios. As a consequence, in order to specify
a solution to (RASC-P) one needs to compute a first-stage solution and give an explicit procedure that
computes (yA, zA, rA) in any given scenario A. In our algorithms however, we can avoid this complication
because, as we show below, given only the first-stage component of a solution to (RASC-P), one can round
it to a first-stage solution to the fractional risk-averse problem (and then to an integer solution) losing a small
factor in the solution cost and the probability-threshold. But observe that if we have a first-stage solution x to
the fractional risk-averse problem with probability-threshold P such that there exist second-stage solutions
yielding a total expected cost of C , then one can also easily compute second-stage solutions that yield no
greater total cost (and where Pr[second-stage cost > B] ≤ P ), by simply solving the LP fA(x) in each
scenario A. This implies that our algorithm for solving (RASC-P) only needs to return a first-stage solution
to (RASC-P) that can be extended to a near-optimum solution (without specifying an explicit procedure to
compute the second-stage solutions).
We show (Theorem 3.3) that for any ǫ, κ > 0, one can efficiently compute a first-stage solution x for
which there exist solutions (yA, zA, rA) in every scenario A satisfying (2)–(5) such that wI ·x+
∑
A pAw
A ·
(yA + zA) ≤ (1 + 2ǫ)OPT , and
∑
A pArA ≤ ρ(1 + κ). Complementing this, we give a simple rounding
procedure based on the rounding theorem in [38] to convert a fractional solution to (RASC-P) to an integer
solution using an LP-based c-approximation algorithm for the deterministic set cover (DSC) problem, that
is, an algorithm that returns a set cover of cost at most c times the optimum of the standard LP-relaxation
for DSC. We prove this rounding theorem first, in order to better motivate our goal of solving (RASC-P).
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Claim 3.1 OPT is a lower bound on the optimum of the fractional risk-averse problem.
Proof : We show that any solution xˆ to the fractional risk-averse problem can be mapped to a solution
to (RASC-P) of no greater cost. Let yˆA be such that fA(xˆ) = wA · yˆA, so Pr[fA(xˆ) > B] ≤ ρ. We
set x = xˆ. For scenario A, if fA(xˆ) ≤ B, we set rA = 0, yA = yˆA, zA = 0. Otherwise, we set
rA = 1, yA = 0, zA = yˆA. It is easy to see that this yields a feasible solution to (RASC-P) of cost
wI · xˆ+∑A pAfA(xˆ).
Theorem 3.2 (Rounding theorem) Let (x, {(yA, zA, rA)}) be a solution satisfying (2)–(5) of objective
value C =
(
wA · x+∑A pAwA · (yA + zA)), and let P =∑A pArA. Given any ε > 0, one can obtain
(i) a solution xˆ such that wI · xˆ+∑A pAfA(xˆ) ≤ (1 + 1ε)C and PrA[fA(xˆ) > (1 + 1ε )B] ≤ (1 + ε)P ;
(ii) an integer solution (x˜, {y˜A}) of cost at most 2c
(
1 + 1ε
)
C such that PrA
[
wA · y˜A > 2cB(1 + 1ε )
] ≤
(1 + ε)P using an LP-based c-approximation algorithm for the deterministic set cover problem.
Moreover, one only needs to know the first-stage solution x to obtain xˆ and x˜.
Proof : Set xˆ =
(
1 + 1ε
)
x. Consider any scenario A. Observe that (yA + zA) yields a feasible solution to
the second-stage problem for scenario A. Also, if rA < 11+ε , then
(
1+ 1ε
)
yA also yields a feasible solution.
Thus, we have fA(xˆ) ≤ wA · (yA + zA) and if rA < 11+ε then we also have fA(xˆ) ≤
(
1 + 1ε
)
B. So
wI · x+∑A pAfA(xˆ) ≤ (1 + 1ε)C and Pr[fA(xˆ) > (1 + 1ε )B] ≤∑A:rA≥ 11+ε pA ≤ (1 + ε)P .
We can now round xˆ to an integer solution (x˜, {y˜A}) using the Shmoys-Swamy [38] rounding procedure
(which only needs xˆ) losing a factor of 2c in the first- and second-stage costs. This proves part (ii).
3.1 Solving the risk-averse problem (RASC-P)
We now describe and analyze the procedure used to solve (RASC-P). First, we get around the difficulty
posed by the coupling constraint (1) in formulation (RASC-P) by using the technique of Lagrangian relax-
ation. We take the Lagrangian dual of (1) introducing a dual variable ∆ to obtain the following formulation.
max
∆≥0
−∆ρ+
(
min
x∈P
h(∆;x) = wI · x+
∑
A
pAgA(∆;x)
)
(LD1)
where gA(∆;x) = min
∑
S
wAS
(
yA,S + zA,S
)
+∆rA s.t. (2)–(4), yA,S, zA,S , rA ≥ 0 for all S. (P)
It is straightforward to show via duality theory that (RASC-P) and (LD1) have the same optimal value, and
moreover that if (x∗, {y∗A}, {z∗A}, {r∗A}) is an optimal solution to (RASC-P) and ∆∗ is the optimal value
for the dual variable corresponding to (1) then (∆∗;x∗, {(y∗A, z∗A, r∗A)}) is an optimal solution to (LD1).
Recall that P = [0, 1]m. Let OPT (∆) = minx∈P h(∆;x). So OPT = max∆≥0
(
OPT (∆) − ∆ρ). Let
λ = max
{
1,maxA,S(w
A
S /w
I
S)
}
, which we assume is known. The main result of this section is as follows.
Throughout, when we say “with high probability”, we mean that a failure probability of δ can be ensured
using poly
(
ln(1δ )
)
-dependence on the sample size (or running time).
Theorem 3.3 For any ǫ, γ, κ > 0, RiskAlg (see Fig. 1) runs in time poly(I, λǫκρ , log( 1γ )), and returns with
high probability a first-stage solution x and solutions (yA, zA, rA) for each scenario A that satisfy (2)–(5)
and such that (i) wI · x +∑A pAwA · (yA + zA) ≤ (1 + ǫ)OPT + γ; and (ii) ∑A pArA ≤ ρ(1 + κ).
Under the very mild assumption (∗) that wI · x+ fA(x) ≥ 1 for every A 6= ∅, x ∈ P,1 we can convert this
guarantee into a (1 + 2ǫ)-multiplicative guarantee in the cost in time poly
(I, λǫκρ).
1A similar assumption is made in [38] to obtain a multiplicative guarantee.
RiskAlg (ǫ, γ, κ) [ǫ ≤ κ < 1; the quantities p(i), cost (i), (yA, zA, rA) are used only in the analysis.]
C1. Fix ε = ǫ/6, ζ = γ/4, η = ρκ/16. Also, set σ = ǫ/6, γ′ = γ/4, β = κ/8, and ρ′ = ρ(1 + 3κ/4).
Consider the ∆ values ∆0,∆1, . . . ,∆k, where ∆0 = γ′, ∆i+1 = ∆i(1 + σ) and k is the smallest value such
that ∆0(1 + σ)k ≥ UB. Note that k = O
(
log(UB
γ′
)/σ
)
.
C2. For each ∆i, let
(
x(i), {(y(i)A , z(i)A , r(i)A )}
) ← SA-Alg(∆; ε, η, ζ) (here (y(i)A , z(i)A , r(i)A ) is an optimal solution to
gA(∆i;x
(i)) and is implicitly given). Let p(i) =∑A pAr(i)A and cost (i) = h(∆i;x(i)) = wI ·x(i)+∑A pA(wA ·
(y
(i)
A + z
(i)
A ) + ∆ir
(i)
A
)
.
C3. By sampling n = 12β2ρ2 ln
(
4k
δ
)
scenarios, for each i = 0, . . . , k, compute an estimate p′(i) =
∑
A q̂Ar
(i)
A of p(i),
where q̂A is the frequency of scenario A in the sampled set.
C4. If p′(0) ≤ ρ′ then return x(0) as the first-stage solution. [In scenario A, return (yA, zA, rA) = (y(0)A , z(0)A , r(0)A )].
C5. Otherwise (i.e., p′(0) > ρ′) find an index i such that p′(i) ≥ ρ′ and p′(i+1) ≤ ρ′ (we argue that such an i must
exist). Let a be such that a ·p′(i)+(1−a)p′(i+1) = ρ′. Return the first-stage solution x = a ·x(i)+(1−a)x(i+1).
[In scenario A, return the solution (yA, zA, rA) = a(y(i)A , z(i)A , r(i)A ) + (1− a)(y(i+1)A , z(i+1)A , r(i+1)A ).]
SA-Alg (∆; ε, η, ζ) [K is (a bound on) the Lipschitz constant of h(∆; .); P ⊆ B(0, R) and P contains a ball of
radius V ≤ 1.]
B1. Set τ = ζ/6, N = log
(
2KR
V τ
)
. Let Gτ ⊆ P be an extended τKN -net of P as defined in Section 2, so that |Gτ | =
poly
(
log(KR
V τ
)
)
. Draw N = 8N2( 4λ
ε
+ m
η
)2
ln
( 2|Gτ |m
δ
)
samples and for each scenario A, set p̂A = NA/N ,
whereNA is the number of times scenario A is sampled.
B2. Solve the SAA problem minx∈P ĥ(∆;x), where ĥ(∆;x) = wI · x +
∑
A p̂AgA(∆;x) to obtain a solution xˆ.
Return xˆ and in scenario A, return the optimal solution to gA(∆; xˆ).
Figure 1: The procedures RiskAlg and SA-Alg.
Procedure RiskAlg is described in Figure 1. In the procedure, we also specify the second-stage solutions
for each scenario that can be used to extend the computed first-stage solution to a near-optimal solution to
(RASC-P). We use these solutions only in the analysis.
We show in Section 5 that the dependence on 1κρ is unavoidable in the black-box model. The “greedy
algorithm” for deterministic set cover [9] is an LP-based lnn-approximation algorithm, so Theorem 3.3
combined with Theorem 3.2 shows that for any ǫ, κ, ε > 0 one can efficiently compute an integer solution(
x˜, {y˜A}
)
of cost at most 2 lnn
(
1+ǫ+ 1ε
)·OPT such that PrA[wA·y˜A > 2B lnn(1+ǫ+ 1ε )] ≤ ρ(1+κ+ε).
Algorithm RiskAlg is essentially a search procedure for the “right” value of the Lagrangian multiplier
∆, wrapped around the SAA method, which is used in procedure SA-Alg to compute a near-optimal solution
to the minimization problem minx∈P h(∆;x) for any given ∆ ≥ 0. Theorem 3.4 states the precise approx-
imation guarantee satisfied by the solution returned by SA-Alg. Given this, we argue that by considering
polynomially many ∆ values that increase geometrically up to some upper bound UB, one can find effi-
ciently some ∆ where the solution
(
x, {(yA, zA, rA)}
)
returned by SA-Alg for ∆ is such that
∑
A pArA is
“close” to ρ. This will also imply that this solution is a near-optimal solution. We set UB = 16(
∑
S w
I
S)/ρ,
so logUB is polynomially bounded. However, the search for the “right” value of ∆ and our analysis are
complicated by the fact that we have two sources of error whose magnitudes we need to control: first,
we only have an approximate solution
(
x, {(yA, zA, rA)}
)
for ∆, which also means that one cannot use
any optimality conditions; second, for any ∆, we have only implicit access to the second-stage solutions
{yA, zA, rA)} computed by Theorem 3.4, so we cannot actually compute or use
∑
A pArA in our search,
but will need to estimate it via sampling.
Theorem 3.4 For any ∆ ≥ 0, and any ε, ζ, η > 0, SA-Alg runs in time poly(I, λεη , log(∆ζ )) and returns,
with high probability, a first-stage solution x such that h(∆;x) ≤ (1 + ε)OPT (∆) + η∆+ ζ .
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Analysis. For the rest of this section, ǫ, γ, κ are fixed values given by Theorem 3.3. We may assume
without loss of generality that ǫ ≤ κ < 1. We prove Theorem 3.4 in Section 3.1.1. Here, we show how this
leads to the proof of Theorem 3.3. Given Theorem 3.4 and Lemma 2.3, we assume that the high probability
event “∀i, cost (i) ≤ (1 + ε)OPT (∆i) + η∆i + ζ and |p′(i) − p(i)| ≤ βρ” happens.
Claim 3.5 We have p(k) < ρ/2 and p′(k) < ρ/2.
Proof : If p(k) > ρ(1+ε)4 , then cost
(k) − η∆k > 2(1 + ε)(
∑
S w
I
S) > (1 + ε)OPT (∆k) + ζ , which is a
contradiction. The last inequality follows since OPT (∆) ≤∑S wIS for any ∆. Therefore, p(k) < ρ/2, and
p′(k) ≤ p(k) + βρ < ρ/2.
Proof of Theorem 3.3 : Let x be the first-stage solution returned by RiskAlg, and (yA, zA, rA) be the
solution returned for scenario A. It is clear that (2)–(5) are satisfied. Suppose first that p′(0) ≤ ρ′ (so
x = x(0).) Part (ii) of the theorem follows since p(0) ≤ p′(0) + βρ ≤ ρ(1 + κ). Part (i) follows since
wI ·x(0)+
∑
A
pAw
A ·(y(0)A +z(0)A ) ≤ h(γ′;x) ≤ (1+ε)OPT (γ′)+ηγ′+ζ ≤ (1+ε)OPT+γ′(1+ε+η)+ζ.
The penultimate inequality follows because for any ∆, we have OPT (∆) ≤ OPT (0) + ∆ ≤ OPT +∆.
Now suppose that p′(0) > ρ′. In this case, there must exist an i such that p′(i) ≥ ρ′, and p′(i+1) ≤ ρ′
because p′(0) > ρ′ and p′(k) < ρ′ (by Claim 3.5), so step C4 is well defined. We again prove part (ii) first.
We have
∑
A pArA = a · p(i) + (1 − a)p(i+1) ≤ ρ′ + βρ ≤ ρ(1 + κ). To prove part (i), observe that
wI · x+∑A pAwA · (yA + zA) ≤ a · cost (i) + (1− a) · cost (i+1) −∆i(a · p(i) + (1− a) · p(i+1)), which
is at most
(1 + ε)
(
a ·OPT (∆i) + (1− a)OPT (∆i+1)
)
+ η(a∆i + (1− a)∆i+1) + ζ −∆i(ρ′ − βρ).
Now noting that ∆i+1 = (1 + σ)∆i, it is easy to see that OPT (∆i+1) ≤ (1 + σ)OPT (∆i). Also,
ρ′−βρ−η(1+σ) ≥ (1+ε+2σ)ρ. So the above quantity is at most (1+ε+2σ)(OPT (∆i)−∆iρ)+ ζ ≤
(1 + ǫ)OPT + γ.
The running time is the time taken to obtain the solutions for all the ∆i values plus the time taken to
compute p′(i) for each i. This is at most (k+1) ·poly(I, λεη , log(∆kζ ))+O( ln kβ2ρ2 ), using Theorem 3.4. Note
that log(∆k) is polynomially bounded. Plugging in ε, η, ζ, β, and k, we obtain the poly
(I, λǫκρ , log( 1γ ))
bound.
Proof of multiplicative guarantee. To obtain the multiplicative guarantee, we show that by initially sam-
pling roughly max{1/ρ, λ} times, with high probability, one can either determine that x = 0 is an optimal
first-stage solution, or obtain a lower bound on OPT and then set γ appropriately in RiskAlg to obtain
the multiplicative bound. Recall that fA(x) is the minimum value of wA · yA over all yA ≥ 0 such that∑
S:e∈S yA,S ≥ 1 −
∑
S:e∈S xS for e ∈ A. Call A = ∅ a null scenario. Let q =
∑
A:A 6=∅ pA and
α = min{ρ, 1/λ}. Note that OPT ≥ q. Let zˆA be an optimal solution to fA(0). Define a solution
(y¯A, z¯A, r¯A) for scenario A as follows. Set (y¯A, z¯A, r¯A) = (0,0, 0) if A = ∅, and (0, zˆA, 1) if A 6= ∅.
We first argue that if q ≤ α, then (0, {(y¯A, z¯A, r¯A)}) is an optimal solution to (RASC-P). It is clear that
the solution is feasible since
∑
A pAr¯A = q ≤ ρ. To prove optimality, suppose
(
x∗, {(y∗A, z∗A, r∗A)}
)
is an
optimal solution. Consider the solution where x = 0 and the solution for scenario A is (0,0,0) if A = ∅,
and (0, z∗A+ y∗A+x∗, 1) otherwise. This certainly gives a feasible solution. The difference between the cost
of this solution and that of the optimal solution is at most
∑
A:A 6=∅ pAw
A ·x∗−wI ·x∗, which is nonpositive
since wA ≤ λwI and q ≤ 1/λ. Setting zA = zˆA for a non-null scenario can only decrease the cost, and
hence, also yields an optimal solution.
10
Let δ be the desired failure probability, which we may assume to be less than 12 without loss of generality.
We determine with high probability if q ≥ α. We draw M = ln(1/δ)α samples and compute X = number of
times a non-null scenario is sampled. We claim that with high probability, if X > 0 then OPT ≥ LB =
δ
ln(1/δ) ·α; in this case, we return the solution RiskAlg(ǫ, ǫLB, κ) to obtain the desired guarantee. Otherwise,
if X = 0, we return
(
0, {(y¯A, z¯A, r¯A)}
)
as the solution.
Let r = Pr[X = 0] = (1 − q)M . So 1 − qM ≤ r ≤ e−qM . If q ≥ ln(1δ )/M , then Pr[X = 0] ≤ δ, so
with probability at least 1 − δ we say that OPT ≥ LB, which is true since OPT ≥ q ≥ α. If q ≤ δ/M ,
then Pr[X = 0] ≥ 1 − δ and we return (0, {(y¯A, z¯A, r¯A)}) as the solution, which is an optimal solution
since q ≤ α. If δ/M < q < ln(1δ )/M , then we always return a correct answer since it is both true that
OPT ≥ q > LB, and that (0, {(y¯A, z¯A, r¯A)}) is an optimal solution.
3.1.1 Proof of Theorem 3.4
Throughout this section, ε, η, ζ are fixed at the values given in the statement of Theorem 3.4. Let (BSC-
P) denote the problem minx∈P h(∆;x). The proof proceeds by analyzing the subgradients of h(∆; .) and
ĥ(∆; .) and showing that Lemma 2.2 can be applied here.
We first note that the arguments given in [38, 45, 7] for 2-stage programs do not directly apply to
(BSC-P) since it does not fall into the class of problems considered therein. Shmoys and Swamy [38] show
(essentially) that if one can compute an (ω, ξ)-subgradient of the objective function h(∆; .) at any given
point x for a sufficiently small ω, ξ, then one can use the ellipsoid method to obtain a near optimal solution to
(BSC-P). They argue that for a large class of 2-stage LPs, one can efficiently compute an (ω, ξ)-subgradient
using poly
(
λ
ω
)
samples. Subsequently [45], they leveraged the proof of the ellipsoid-based algorithm to
argue that the SAA method also yields an efficient approximation scheme for the same class of 2-stage LPs.
These proofs rely on the fact that for their class of 2-stage programs, each component of the subgradient
lies in a range bounded multiplicatively by a factor of λ and can be approximated additively using poly(λ)
samples. However, in the case of (BSC-P), for a subgradient d = (dS) of h(∆; .), we can only say that dS ∈
[−wAS − ∆, wIS ] (see Lemma 3.6), which makes it difficult to obtain an (ω, ξ)-subgradient using sampling
for suitably small ω, ξ. Charikar, Chekuri and Pa´l [7] considered a similar class of 2-stage problems, and
gave an alternate proof of efficiency of the SAA method showing that even approximate solutions to the
SAA problem translate to approximate solutions to the original problem. Their proof shows that if Λ is such
that gA(∆;x) − gA(∆;0) ≤ ΛwI · x for every A and x ∈ P, then poly
(I, Λǫ ) samples suffice to construct
an SAA problem whose optimal solutions correspond to (1 + ǫ)-optimal solutions to the original problem.
But for our problem, we can only obtain the bound Λ ≤ wA · x+∆(∑S xS) ≤ λwI · x+ ∆∑S xS , and
∆ might be large compared to wI · x.
The key insight that allows us to circumvent these difficulties is that in order to establish our (weak)
guarantee, where we allow for an additive error measured relative to ∆, it suffices to be able to approximate
each component dS of the subgradient of h(∆; .) within an additive error proportional to (wIS + ∆), and
this can be done by drawing poly(λ) samples. This enables one to argue that functions ĥ(∆; .) and h(∆; .)
satisfy the “closeness-in-subgradients” property stated in Lemma 2.2.
The subgradients of h(∆; .) and ĥ(∆; .) at x are obtained from the optimal dual solutions to gA(∆;x)
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for every A. The dual of gA(∆;x) is given by
max
∑
e
(αA,e + βA,e)
(
1−
∑
S:e∈S
xS
)
−BθA (D)
s.t.
∑
e∈S∩A
(αA,e + βA,e) ≤ wAS (1 + θA) for all S
∑
e∈S∩A
βA,e ≤ wAS for all S
∑
e∈A
αA,e ≤ ∆
αA,e, βA,e ≥ 0 for all e ∈ A.
Here αA,e and βA,e are respectively the dual variables corresponding to (2) and (3), and θA is the dual
variable corresponding to (4). As in [38], we then have the following description of the subgradient of h.
Lemma 3.6 Let (α∗A, β∗A, θ∗A) be an optimal dual solution to gA(∆;x). Then the vector dx with components
dx,S = w
I
S −
∑
A pA
∑
e∈S
(
α∗A,e + β
∗
A,e
)
is a subgradient of h(∆; .) at x.
Since ĥ(∆; .) is of the same form as h(∆; .), we have similarly that dˆx = (dˆx,S), where dˆx,S = wIS −∑
A pA
∑
e∈S
(
α∗A,e + β
∗
A,e
)
, is a subgradient of ĥ(∆; .) at x. Since dˆx and dx both have ℓ2 norm at most
λ‖wI‖+ |∆|, ĥ(∆; .) and h(∆; .) have Lipschitz constant at most K = λ‖wI‖+ |∆|.
Lemma 3.7 Let d be a subgradient of h(∆; .) at the point x ∈ P, and suppose that dˆ is a vector such that
dˆS ∈ [dS − ωwIS − ξ/2m,dS + ωwIS + ξ/2m] for all S. Then dˆ is an (ω, ξ)-subgradient of h(∆; .) at x.
Proof : Let y be any point in P. We have h(∆; y)− h(∆;x) ≥ dˆ · (y− x) + (d− dˆ) · (y− x). The second
term is at least
∑
S:dS≤dˆS
(ds− dˆS)yS+
∑
S:dˆS>dS
(dˆS−dS)xS ≥
∑
S
(−ωwISyS−ωwISxS)− ξ ≥ −ωh(∆; y)−ωh(∆;x)− ξ.
In the sequel, we set ω = ε/8N, ξ = η∆/2N . Let (α∗A, β∗A, θ∗A) be the optimal dual solution to
gA(∆;x) used to define dˆx and dx. Notice that dˆx,S is simply wIS −
∑
e∈S
(
α∗A,e + β
∗
A,e
)
averaged over the
scenarios sampled independently to construct the SAA problem ĥ(∆; .), and E
[
dˆx,S
]
= dx,S . The sample
size N in SA-Alg is specifically chosen so that the Chernoff bound (Lemma 2.3) implies that |dˆx,S−dx,S| ≤
ωwIS+ξ/2m for all S with probability at least 1− δ|Gτ | for every x ∈ Gτ ; hence, dˆx is an (ω, ξ)-subgradient
of h(∆; .) at x (by Lemma 3.7). So taking the union bound shows that with probability at least 1−δ, ĥ(∆; .)
and h(∆; .) satisfy the conditions of Lemma 2.2 with K = λ‖wI‖ + |∆|, ̺ = ε and ξ (as above), which
yields the desired approximation guarantee.
We can take R =
√
m and V = 12 here, so the number of samples N is poly
(I, λεη , log(∆ζ )).
Remark 3.8 Notice that nowhere do we use the fact that the scenario-budgets are uniform, and thus, our
results (Theorem 3.4 and hence, Theorem 3.3) extend to the setting where we have different budgets for the
different scenarios. The scenario budgets {BA} are now not specified explicitly; we get to know BA when
we sample scenario A. (Notice that we may assume that BA ≤ λ∑S wIS for all A.)
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3.2 Risk-averse robust set cover
In the risk-averse robust set cover problem, the goal is to choose some sets x in stage I and some sets yA in
each scenario A so that their union covers A, so as to minimize wI ·x+Qρ[wA ·yA]. Recall that Qρ[wA ·yA]
is the (1 − ρ)-quantile of {wA · yA}A∈A, that is, the smallest B such that PrA[wA · yA > B] ≤ ρ. As
mentioned in the Introduction, risk-averse robust problems can be essentially reduced to risk-averse budget
problems. We briefly sketch this reduction here for the set cover problem. The same ideas can be used
to obtain approximation algorithms for the risk-averse robust versions of all the applications considered in
Section 4.
We use the common method of “guessing” B = Qρ[wA · yA] for an optimal solution. Given this guess,
we need to find integral
(
x, {yA}
)
so as to minimize wI · x+B (and hence, wI · x) subject to the constraint
that x+yA forms a set cover for A and and PrA[wA ·yA > B] ≤ ρ. This looks very similar to the risk-averse
budgeted set cover problem; the only difference is that the expected second-stage cost does not appear in
the objective function. Thus, one can write an LP-relaxation for the (fractional) risk-averse robust problem
that looks similar to (RASC-P) except that the objective function is now wI · x, and constraint (3) and the
variables zA,S can be dropped. After Lagrangifying (1) using the dual variable ∆, we obtain the following
problem
max
∆≥0
−∆ρ+
(
min h′(∆;x) = wI · x+
∑
A
pAg
′
A(∆;x)
)
(LD2)
where g′A(∆;x) = min
{
∆rA : (2), (4), yA ≥ 0, rA ≥ 0
}
.
Let OPTRob denote the optimum value of the fractional risk-averse robust problem minx∈P(wI · x +
Qρ[fA(x)]), and OPTRob(B) denote the optimum value of (LD2) for a given B ≥ 0. Note that OPTRob(B)
decreases with B. We prove that for any B ≥ 0 and ∆ ≥ 0, SA-Alg returns a solution to the inner
minimization problem in (LD2) that satisfies the approximation guarantee stated in Theorem 3.4. Arguing
as in the proof of Theorem 3.3, this implies that RiskAlg can be used to obtain a near-optimal solution to
(LD2) while violating the probability threshold by a small factor.
The claimed approximation guarantee for SA-Alg follows because h(∆; .) and its sample-average ap-
proximation ĥ′(∆; .) constructed in SA-Alg satisfy the closeness-in-subgradients property of Lemma 2.2.
Let α∗A,e is the value of the dual variable corresponding to (2) in an optimal dual solution to g′A(∆;x).
Note that
∑
e α
∗
A,e ≤ ∆ for all A. Similar to Lemma 3.6, we now have that the vectors dx = (dx,S) with
dx,S = w
I
S −
∑
A pA(
∑
e∈S α
∗
A,e) and dˆx = (dˆx,S) with dˆx,S = wIS −
∑
A p̂A(
∑
e∈S α
∗
e) are respec-
tively subgradients of h′(∆; .) and ĥ′(∆; .) at x. Let N,N , τ,Gτ be as defined in SA-Alg with R =
√
m,
V = 12 and K = ‖wI‖ + |∆|. Using N samples, for any x ∈ Gτ , with very high probability we have
that |dˆx,S − dx,S| ≤ η∆/4mN ; thus, as in Lemma 3.7, dˆx is an
(
0, η2N
)
-subgradient of h′(∆; .) at x. So
Lemma 2.2 shows that SA-Alg returns a solution xˆ such that h′(∆;x) ≤ OPT + η∆ + ζ with high prob-
ability. Notice that in fact, the approximation guarantee obtained via SA-Alg is purely additive. Also, one
can avoid the dependence of the sample-size on λ (and ε) here since the modified form of the subgradient
means that we can ensure that |dˆx,S−dx,S| ≤ η∆/4mn for every x ∈ Gτ and component S using a number
of samples that is independent of λ. This implies that for any ǫ, γ, κ > 0, RiskAlg computes (nonnegative)(
x, {yA, rA}
)
satisfying (2), (4) such that wI · x ≤ (1 + ǫ)OPTRob(B) + γ and
∑
A pArA ≤ ρ(1 + κ).
To complete the reduction, we describe how to guess B. Let W =
∑
S w
I
S , which is an upper bound on
the optimum (with logW polynomially bounded). We use the standard method of enumerating values of B
increasing geometrically by (1 + ǫ); we start at γ and end at the smallest value that is at least W . So if B∗
is the “correct” guess, then we are guaranteed to enumerate B′ ∈ [B∗, (1 + ǫ)B∗ + γ]. We use RiskAlg to
compute the solution for each B, and return
(
x, {yA, rA}
)
that minimizes wI · x + B. Let (x′, {y′A, r′A})
be the solution computed for B′. Then we have wI · x + B ≤ wI · x′ + B′ ≤ (1 + ǫ)OPTRob(B′) +
(1 + ǫ)B∗ + 2γ ≤ (1 + ǫ)OPTRob + 2γ. We remark that the same techniques yield a similar guarantee
13
for the LP-relaxation of a generalization of the problem, where we wish to minimize wI · x plus a weighted
combination of EA
[
wA · yA
]
and Qρ[wA · yA].
We can convert the above guarantee into a purely multiplicative one under the same assumption (∗)
stated in Theorem 3.3. Let q =
∑
A 6=∅ pA. Notice that if q ≤ ρ, then OPTRob = 0 and x = 0 is an optimal
solution, and otherwise OPTRob ≥ 1. Let δ be such that (1 + κ) δln(1/δ) ≤ 1. Using ln(1/δ)ρ′ samples we can
determine with high probability if q ≤ ρ′ or if q > ρ. In the former case, we return x = 0 and yA in scenario
A, where yA = 0 if A = ∅ and is any feasible solution if A 6= ∅. Note that wI ·x+Qρ′[wA · yA] = 0. In the
latter case, we set γ = ǫ, and obtain a execute the procedure detailed above to obtain a (1+3ǫ)-multiplicative
guarantee.
Finally, one can use Theorem 3.2 to round the fractional solution to an integer solution, or to a so-
lution to the fractional risk-averse robust problem. (The violation of the budget B can now be absorbed
into the approximation ratio.) For any ǫ, κ, ε > 0, we obtain a fractional solution xˆ such that wI · xˆ +
Qρ(1+κ+ε)[fA(xˆ)] ≤
(
1+ǫ+ 1ε
)
OPTRob , and an integer solution (x˜, {y˜A}) such thatwI ·x˜+Qρ(1+κ+ε)[wA ·
y˜A] ≤ 2c
(
1 + ǫ+ 1ε
)
OPTRob using an LP-based c-approximation algorithm for deterministic set cover.
Setting B = 0 above yields a problem that is interesting in its own right. When B = 0, we seek a
minimum-cost collection of sets x that are picked only in stage I such that PrA[x is not a set cover for A] ≤
ρ. That is, we obtain a chance-constrained problem without recourse. As shown above (although B = 0
is not one of our “guesses”), we can solve this chance-constrained set cover problem to obtain a solution x
such that wI · x ≤ (1 + ǫ)OPTRob(0) + γ where PrA[x does not cover A] ≤ ρ(1 + κ).
4 Applications to combinatorial optimization problems
We now show that the techniques developed in Section 3 for the risk-averse budgeted set cover problem can
be used to obtain approximation algorithms for the risk-averse versions of various combinatorial optimiza-
tion problems such as covering problems—(set cover,) vertex cover, multicut on trees, min s-t cut—and
facility location problems. This includes many of the problems considered in [17, 38, 11] in the standard
2-stage and demand-robust models.
In all the applications, the first step is to argue that procedure RiskAlg can be used to obtain a near-
optimal solution to a suitable LP-relaxation of the problem while violating the probability threshold by a
small factor. Theorem 3.3 proves this for covering problems; for multicommodity flow and facility location,
we need to modify the arguments slightly. The second step, which is more problem-specific, is to round the
LP-solution to an integer solution. Analogous to part (i) of Theorem 3.2, we first round the LP-solution to a
solution to the fractional risk-averse problem. Given this, our task is now reduced to rounding a fractional
solution to a standard 2-stage problem into an integral one. For this latter step, one can use any “local”
LP-based approximation algorithm for the 2-stage problem, where a local algorithm is one that preserves
approximately the cost of each scenario. (For set cover, vertex cover and multicut on trees, we may use
part (ii) of Theorem 3.2 directly, which utilizes the local LP-rounding algorithm in [38] (which in turn is
obtained using an LP-based approximation algorithm for the deterministic covering problem).) As in the
case of risk-averse robust set cover, our results extend to the setting of non-uniform budgets.
We say that an algorithm is a (c1, c2, c3)-approximation algorithm for the risk-averse problem with
budget B and threshold ρ, if it returns a solution of cost at most c1 times the optimum where the probability
that the second-stage cost exceeds c2 · B is at most c3 · ρ.
Our approximation results for the budgeted problem also translate to the risk-averse robust version of
the problem. Specifically, a (c1, c2, c3)-approximation algorithm for the budgeted problem implies that one
can obtain an integer solution (x, {yA}) to the robust problem such that c(x) + Qρ(1+c3)[fA(x, yA)] ≤
max{c1, c2}·OPTRob . As mentioned in Section 3.2, the robust problem with a guess of Qρ[fA(x, yA)] = 0
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gives rise to a problem where one can take actions only in stage I and one seeks to “take care” of “most”
second-stage scenarios; we can solve this chance-constrained problem approximately. We also achieve
bicriteria approximation guarantees for the problem of minimizing c(x) plus a weighted combination of
EA
[
fA(x, yA)
]
and Qρ[fA(x, yA)].
4.1 Covering problems
Vertex cover and multicut on trees. In the risk-averse budgeted vertex cover problem, we are given a
graph whose edges need to covered by vertices. The edge-set is random and determined by a distribution
(on sets of edges). A vertex v may be picked in stage I or in a scenario A incurring a cost of wIv or wAv
respectively. We are also given a budget B and a probability threshold ρ and require that the probability that
the second-stage cost of picking vertices exceeds B be at most ρ. In the risk-averse version of multicut on
trees, we are given a tree, a (black-box) distribution over sets of si-ti pairs, a budget B, and a threshold ρ.
The goal is to choose edges in stage I and in each scenario such that the union of edges picked in stage I and
in scenario A forms a multicut for the si-ti pairs that are revealed in scenario A. Moreover, the second-stage
cost of picking edges may exceed B with probability at most ρ. The goal is to minimize the total expected
cost.
Both these problems are structured cases of risk-averse budgeted set cover. So one can formulate an
LP-relaxation of the risk-averse problem exactly as in (RASC-P) and by Theorem 3.3, obtain a near-optimal
solution to the relaxation. We may then apply Theorem 3.2 directly to these problems to round the frac-
tional solution. Since there is an LP-based 2-approximation algorithm for the deterministic versions of both
problems, we obtain the following theorem.
Theorem 4.1 For any ǫ, κ, ε > 0, there is a
(
4(1+ǫ+ 1ε ), 4(1+ǫ+
1
ε ), 1+κ+ε
)
-approximation algorithm
for the risk-averse budgeted versions of vertex cover and multicut on trees.
Min s-t cut. In the stochastic min s-t cut problem, we are given an undirected graph G = (V,E) and a
source s ∈ V . The location of the sink t is random and given by a distribution. We may pick an edge e in
stage I or in a scenario A incurring costs we and wAe respectively. The constraints are that in any scenario A
with sink tA, the edges picked in stage I and in that scenario induce an s-tA cut, and the goal is to minimize
the expected cost of choosing edges. In the risk-averse budgeted problem there is the additional constraint
that the the second-stage cost may exceed a given budget B with probability at most (a given value) ρ.
The LP-relaxation of the risk-averse problem based on a path-covering formulation is a special case
of (RASC-P). The only additional observation needed to see that Theorem 3.3 can be applied here is that
the covering problem (P) for a scenario A (and its dual) can be solved efficiently although there are an
exponential number of constraints. Thus, procedures RiskAlg and SA-Alg can be implemented efficiently
and we may obtain a near-optimal solution to the relaxation.
We use Theorem 3.2, part (i) to convert the solution to a near-optimal solution xˆ to the fractional risk-
averse problem. We now use the algorithm in [11], which is a local LP-based O(log |V |)-approximation
algorithm to round this solution to an integral one. Their algorithm requires that there exist multipliers λA
in each scenario A such that wAe = λAwe for every e; consequently we also need this for our result. A
detail worth noting is that their algorithm requires access also to the second-stage fractional solutions (but
not the scenario-probabilities). But this is not a problem since there are only polynomially many scenarios
here corresponding to the different locations of the sink. So given the first-stage solution xˆ, one can simply
compute the optimal fractional second-stage solution for each scenario for use in their algorithm.
Theorem 4.2 For any ǫ, κ, ε > 0, there is an
(
O(log |V |)(1 + ǫ+ 1ε ), O(log |V |)(1 + ǫ+ 1ε ), 1 + κ+ ε
)
-
approximation algorithm for risk-averse budgeted min s-t cut.
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4.2 Facility location problems
In the risk-averse budgeted facility location problem (RAUFL), we have a set of m facilities F , a client-set
D, and a distribution over client-demands. We may open facilities in stage I or in a given scenario, and in
each scenario A, for every client j with non-zero demand dAj , we must assign its demand to a facility opened
in stage I or in that scenario. The costs of opening a facility i ∈ F in stage I and in a scenario A are f Ii and
fAi respectively; the cost of assigning a client j’s demand in scenario A to a facility i is dAj cij , where the
cij’s form a metric. The first-stage cost is the cost of opening facilities in stage I, and the cost of scenario
A is the sum of all the facility-opening and client-assignment costs incurred in that scenario. The goal is to
minimize the total expected cost subject to the usual condition that the probability that the second-stage cost
exceeds B is at most some threshold ρ. For notational simplicity, we consider the case of {0, 1}-demands,
so a scenario A ⊆ D simply specifies the clients that need to be assigned in that scenario. We formulate the
following LP-relaxation of the problem. Throughout, i indexes the facilities in F and j the clients in D.
min
∑
i
f Ii yi +
∑
A⊆D
pA
(∑
i
fAi
(
yA,i + vA,i
)
+
∑
j∈A,i
cij
(
xA,ij + uA,ij
)) (RAFL-P)
s.t.
∑
A
pArA ≤ ρ (6)
∑
i
xA,ij + rA ≥ 1 for all j ∈ A (7)
∑
i
(
xA,ij + uA,ij
) ≥ 1 for all j ∈ A (8)
xA,ij ≤ yi + yA,i for all j ∈ A, i (9)
xA,ij + uA,ij ≤ yi + yA,i + vA,i for all j ∈ A, i (10)∑
i
fAi yA,i +
∑
j∈A,i
cijxA,ij ≤ B for all A (11)
yi, yA,i, vA,i, xA,ij, uA,ij , rA ≥ 0 for all A, i, j. (12)
Here yi denotes the first-stage decisions. The variable rA denotes if one exceeds the budget B in scenario A;
(6) limits the probability mass of such scenarios to at most ρ. The decisions (xA,ij , yA,i) and (uA,ij , vA,i)
are intended to denote the decisions taken in scenario A in the two cases when does not exceed the budget,
and when one does exceed the budget respectively. Correspondingly, (7) and (8) enforce that every client is
assigned to a facility in these two cases, and (9) and (10) ensure that a client is only assigned to a facility
opened in stage I or in that scenario in these two cases. Finally, (11) is the budget constraint for a scenario.
Let OPT be the optimal value of (RAFL-P). Given first-stage decisions y ∈ [0, 1]m, let ℓA(y) denote
the minimum cost of fractionally opening facilities and fractionally assigning clients in scenario A to open
facilities (i.e., facilities opened to a combined extent of 1 in stage I and scenario A). Let P = [0, 1]m. As in
Section 3, we Lagrangify (6) using a dual variable ∆ ≥ 0 to obtain the problem max∆≥0
(−∆ρ+OPT (∆))
where OPT (∆) = miny∈P h(∆; y)
)
, h(∆; y) = f I · y +∑A pAgA(∆; y), and gA(∆; y) is the minimum
value of
∑
i f
A
i (yA,i + vA,i) +
∑
j∈A,i cij(xA,ij + uA,ij) + ∆rA subject to (7)–(12) (where the yi’s are
fixed now). As in Claim 3.1, it is easy to show that OPT is a lower bound on the optimal value of even the
fractional risk-averse problem.
Theorem 4.3 For any ǫ, γ, κ > 0, in time poly
(I, λǫκρ , log( 1γ )), one can use RiskAlg to compute (with high
probability) (y, {(xA, yA, uA, vA, rA)}) that satisfies (7)–(12) with objective value C ≤ (1 + ǫ)OPT + γ
such that
∑
A pArA ≤ ρ(1 + κ). This can be converted to a (1 + 2ǫ)-guarantee in the cost provided
f I · y + ℓA(y) ≥ 1 for every y ∈ [0, 1]m, A 6= ∅.
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Proof : Examining procedure RiskAlg, arguing that RiskAlg can be used to approximately solve (RAFL-P)
involves two things: (a) coming up with a bound UB such that logUB is polynomially bounded so that one
can restrict the search for the right value of ∆ in RiskAlg; and (b) showing that an optimal solution to the
SAA-version of the inner-minimization problem for any ∆ ≥ 0 constructed in SA-Alg yields a solution to
the true minimization problem that satisfies the approximation guarantee in Theorem 3.4.
There are two notable aspects in which the risk-averse facility location differs from risk-averse set cover.
First, unlike in set cover, one cannot ensure that the cost incurred in a scenario is always 0 by choosing the
first-stage decisions appropriately. Thus, the problem (RAFL-P) may in fact be infeasible. This creates
some complications in coming up with an upper bound UB for use in RiskAlg. We show that one can detect
by an initial sampling step that either the problem is infeasible, or come up with a suitable value for UB.
Second, due to the non-covering nature of the problem, one needs to delve deeper into the structure of the
dual LP for a scenario (after Lagrangifying (6)) to prove the closeness-in-subgradients property for SAA
objective function constructed in SA-Alg and the true objective function.
Define CA =
∑
j∈A(mini cij). This is the minimum possible assignment cost that one can incur in
scenario A. We may determine with high probability using O
(
1
ρκ
)
samples if PrA[CA > B] > ρ or
PrA[CA > B] ≤ ρ
(
1 + 5κ28 ). In the former case, we can conclude that the problem is infeasible. In the
latter case, we set ρˆ = ρ
(
1 + 5κ28
)
, κˆ such that ρˆ(1 + κˆ) = ρ(1 + κ), and UB = 32(1+ε)(
P
i f
I
i+B)
3ρκ , and call
procedure RiskAlg with these values of ρˆ, κˆ and UB (and the given ǫ, γ). We prove in Claim 4.4 below that
with this upper bound, p(k), p′(k) < ρ′ = ρˆ(1 + 3κˆ/4); this is the only condition required for the search for
∆ in RiskAlg.
Task (b) boils down to showing that the objective function ĥ(∆; .) of the SAA-problem in SA-Alg and the
true problem h(∆; .) satisfy the conditions of Lemma 2.2. Due to the non-covering nature of the formulation,
we need to derive additional insights about optimal dual solutions to gA(∆; y) to prove this. Lemma 4.5
proves that this holds with high probability, with K = λ‖f I‖+ |∆|, ̺ = ε and ξ = η∆2N . So by Lemma 2.2,
the solution yˆ = argminy∈P ĥ(∆; y) returned by SA-Alg satisfies the requirements of Theorem 3.4. As in
the set cover problem, we may take R =
√
m, V = 12 , which ensures that the sample size is polynomially
bounded. The proof of the conversion to a multiplicative guarantee is as in Theorem 3.3.
Recall that ∆k ≥ UB and p(k) =
∑
A pAr
(k)
A , where
(
y, {(xA, yA, uA, vA, rA)}
)
is the solution returned
by SA-Alg for ∆k of cost h(∆k; y) ≤ (1 + ε)OPT (∆k) + η∆k + ζ with ε, η, ζ set as in RiskAlg.
Claim 4.4 We have p(k) < ρ′ and p′(k) < ρ′, where ρ′ = ρˆ(1 + 3κˆ/4).
Proof : Let F =
∑
i f
I
i and q = PrA[CA > B] ≤ ρ(1 + 5κ/28). Consider the solution y with yi = 1 for
all i. For any ∆ ≥ 0, we have OPT (∆) ≤ h(∆; y) ≤ F +∑A pACA + q∆ ≤ F + B + q∆. Suppose
p(k) ≥ ρ′−βρˆ. Then cost (k)−η∆k ≥ ∆kρˆ(1+9κˆ/16) ≥ ∆kρ(1+9κ/16), where the last inequality follows
since ρˆ(1+ κˆ) = ρ(1+κ) and ρˆ ≥ ρ. Also (1+ε)OPT (∆k)+ζ ≤ 2(1+ε)(F +B)+(1+ε)q∆k < 2(1+
ε)(F +B)+∆kρ(1+3κ/8) since ε = ǫ/6 ≤ κˆ/6 ≤ κ/6. But then cost (k)−η∆k > (1+ε)OPT (∆k)+ζ
which gives a contradiction. So p(k) < ρ′ − βρˆ, which implies that p′(k) < ρ′.
Lemma 4.5 With probability at least 1 − δ, ĥ(∆; .) and h(∆; .) satisfy the conditions of Lemma 2.2 with
K = λ‖f I‖+ |∆|, ̺ = ε and ξ = η∆2N .
Proof : Consider a point y ∈ P. Consider an optimal dual solution to gA(∆; y) where α∗A,j, ψ∗A,j, β∗A,ij ,Γ∗A,ij, θ∗A
are the optimal values of the dual variables corresponding to (7)–(11) respectively. Note that gA(∆; y) equals
the objective value of this dual solution, which is given by∑
j∈A
(
α∗A,j + ψ
∗
A,j
)−∑
i
yi
(∑
j∈A
(
β∗A,ij + Γ
∗
A,ij
))−B · θ∗A.
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We choose an optimal dual solution that minimizes
∑
i,j β
∗
A,ij . As in Lemma 3.6, it is easy to show that
the vectors dˆy = (dˆy,i) and dy = (dy,i) given by dˆy,i = f Ii −
∑
A p̂A
∑
j∈A
(
β∗A,ij + Γ
∗
A,ij
)
and dy,i =
f Ii −
∑
A pA
∑
j∈A
(
β∗A,ij + Γ
∗
A,ij
)
are respectively subgradients of ĥ(∆; .) and h(∆; .) at y.
Now we claim that for every i,
∑
j β
∗
A,ij ≤ ∆ and
∑
j Γ
∗
A,ij ≤ fAi . Given this, ‖dˆy‖, ‖dy‖ ≤ K where
K = λ‖f I‖+∆ for any y ∈ P, so K is an upper bound on the Lipschitz constant of h(∆; .) and ĥ(∆; .).
The second inequality is a constraint of the dual, corresponding to variable vA,i. Suppose β∗A,ij > 0
for some j. The dual enforces the constraint α∗A,j + ψ∗A,j ≤ cij(1 + θ∗A) + β∗A,ij + Γ∗A,ij, corresponding
to variable xA,ij . We claim that this must hold at equality. By complementary slackness, we have x∗A,ij =
yi + y
∗
A,i where (x∗A, y∗A, u∗A, v∗A) is an optimal primal solution to gA(∆; y). So if yi > 0 then x∗A,ij > 0
and complementary slackness gives the desired equality. If yi = 0 and the above inequality is strict, then
we may decrease β∗A,ij while maintaining dual feasibility and optimality, which gives a contradiction to the
choice of the dual solution. Thus, since the dual also imposes that ψ∗A,j ≤ cij + Γ∗A,ij (corresponding to
uA,ij), we have that β∗A,ij ≤ α∗A,j , so
∑
j β
∗
A,ij ≤
∑
j α
∗
A,j ≤ ∆ (the last inequality follows from the dual
constraint for rA).
As in Lemma 3.7, if d is a subgradient of h(∆; .) at y and dˆ is a vector such that |dˆi − di| ≤ ωf Ii + ξ2m ,
then dˆ is an (ω, ξ)-subgradient of h(∆; .) at y.
Since E
[
dˆy,i
]
= dy,i for every y and i, plugging in the sample size N used in SA-Alg and using the
Chernoff bound (Lemma 2.3), we obtain with probability at least 1−δ, |dˆy,i−dy,i| ≤ ε8N f Ii + η∆4mN for all i,
for every point y in the extended τKN -net Gτ of P. Thus, with probability at least 1− δ, dˆy is an
(
ε
8N ,
η∆
2N
)
-
subgradient of h(∆; .) at y for every y ∈ Gτ .
We now discuss the rounding procedure. Analogous to part (i) of Theorem 3.2, it is not hard to see that if(
y, {(xA, yA, uA, vA, rA)}
)
is a solution satisfying (7)–(12) of objective value C with P =∑A pArA, then
for any ε > 0, taking yˆ = y
(
1 + 1ε
)
gives
∑
i fiyˆi +
∑
A ℓA(yˆ) ≤
(
1 + 1ε
)
C and Pr[ℓA(yˆ) >
(
1 + 1ε
)
B] ≤
(1+ε)P . So now one can use a local approximation algorithm for 2-stage stochastic facility location (SUFL)
to round yˆ.
Shmoys and Swamy [38] show that any LP-based c-approximation algorithm for the deterministic fa-
cility location problem (DUFL) that satisfies a certain “demand-obliviousness” property can be used to
obtain a min{2c, c + 1.52}-approximation algorithm for SUFL, by using it in conjunction with the 1.52-
approximation algorithm for DUFL in [26]. “Demand-obliviousness” means that the algorithm should round
a fractional solution without having any knowledge about the client-demands, and is imposed to handle the
fact that one does not have the second-stage solutions explicitly. There are some difficulties in applying this
to our problem. First, the resulting algorithm for SUFL need not be local. Secondly, and more significantly,
even if we do obtain a local approximation algorithm for SUFL by the conversion process in [38], the re-
sulting algorithm may be randomized, if the c-approximation algorithm for DUFL is randomized. This is
indeed the case in [38]; they obtain a randomized local 3.378-approximation algorithm using the demand-
oblivious, randomized 1.858-approximation algorithm of Swamy [43]. (This was improved to a randomized
local 3.25-approximation algorithm by Srinivasan [42], again using the algorithm in [43].) Using such a
randomized local c′-approximation algorithm for SUFL would yield a random integer solution such that
there is at least a 1− ρ(1+κ+ ε) probability mass in scenarios for which the expected cost incurred, where
the expectation is over the random choices of the algorithm, is at most c′B
(
1 + 1ε
)
. But we would like to
make the stronger claim that, with high probability over the random choices of the algorithm, we return a
solution where the probability-mass of scenarios with cost at most c′B
(
1 + 1ε
)
is at least 1− ρ(1 + κ+ ε).
We can take care of both issues by imposing the following (sufficient) condition on the demand-oblivious
algorithm for DUFL that is used to obtain an approximation algorithm for SUFL (via the conversion process
in [38]): we require that with probability 1, the algorithm return an integer solution where each client’s
assignment cost is within some factor of its cost in the fractional solution. One can use the randomized
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approximation algorithm of Swamy [43] or the deterministic Shmoys-Tardos-Aardal (STA) algorithm [40],
both of which satisfy this condition. Given a fractional solution (x, y) to DUFL with facility cost F , for a
parameter γ ∈ (0, 1), the STA-algorithm returns an integer solution (x˜, y˜) with facility cost is at most F/γ,
where for every j,
∑
i cij x˜ij ≤ 31−γ ·
∑
i cijxij (so for any demands, the total assignment cost is at most
3
1−γ times the fractional assignment cost). Taking γ = 14 and applying the rounding procedure of [38] yields
the following theorem.
Theorem 4.6 For any ǫ, κ, ε > 0, there is an
(
5.52(1 + ǫ+ 1ε ), 5.52(1 + ǫ+
1
ε ), 1 + κ+ ε
)
-approximation
algorithm for risk-averse budgeted facility location.
Remark 4.7 The local approximation algorithm for SUFL developed by [33] is unsuitable for our purposes,
since this algorithm needs to know explicitly the second-stage fractional solution for each scenario, which
is an exponential amount of information.
Budget constraints on individual components of the second-stage cost. Our techniques can be used to
devise approximation algorithms for various fairly general risk-averse versions of facility location. Since the
second-stage cost consists of two distinct components, the facility-opening cost and the client-assignment
cost, one can consider risk-averse budgeted versions of the problem where we impose a joint probabilistic
budget constraint on the total second-stage cost, and each component of the second-stage cost. That is,
consider (RAFL-P) with the following additional constraints for each scenario A: ∑i fAi yA,i ≤ BF and∑
j,i cijxA,ij ≤ BC . Here BF and BC are respectively budgets on the per-scenario facility-opening and
client-assignment costs. To put it in words, (RAFL-P) augmented with the above constraints imposes the
following joint probabilistic budget constraint:
PrA
[
total cost of scenario A > B OR facility-cost of scenario A > BF
OR assignment-cost of scenario A > BC
] ≤ ρ.
Note that by setting the appropriate budget to∞ we can model the absence of a particular budget constraint.
One can model various interesting situations by setting B,BF , BC suitably. For example, suppose we set
BF = 0 and B = ∞ (or equivalently B = BC). Then we seek a minimum-cost solution where we want
to choose facilities to open in stage I such that with probability at least 1− ρ, we can assign the clients in a
scenario A to (a subset of) the stage I facilities while incurring assignment cost at most BC . One can also
consider risk-averse robust versions of the problem where we seek to minimize the first-stage cost plus the
(1 − ρ)-quantile of a certain component of the second-stage cost (i.e., the second-stage facility-opening, or
assignment, or total cost). Employing the usual “guessing” trick, this gives rise to a budget problem where
we have a budget constraint for a single component of the second-stage cost (that is, two of B,BF and
BC are set to ∞). As before, the guarantees obtained for the budget problem (see below) translate to this
risk-averse robust problem.
Our techniques can be used to solve this more general LP. Specifically, Theorem 4.3 continues to hold.
But here we face the complication that even if we have a first-stage solution x to the fractional risk-averse
problem for which we know that there exist second-stage feasible solutions that yield a solution of total
expected cost C , it is not clear how to compute such feasible second-stage solutions. However, notice that
RiskAlg not only returns a first-stage solution (with the above existence property) but also shows how to
compute a suitable second-stage solution in each scenario A, which thus, allows us to specify completely
a near-optimal solution to the LP-relaxation (where the RHS of (6) is ρ(1 + κ)). Whereas earlier we used
these solutions only in the analysis, now they are part of the algorithm. In the rounding procedure, the first
step, where we convert the solution to the LP-relaxation to a fractional solution to the risk-averse problem is
unchanged. But we of course now need a stronger notion of “locality” from our approximation algorithm for
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SUFL. We need an algorithm that approximately preserves (with probability 1) both the facility-opening and
client-assignment components of the second-stage cost of each scenario. (Clearly, if the budget constraint is
imposed on only one of the components then we only need the cost-preservation of that component.) Many
LP-rounding algorithms for SUFL (such as the ones in [38, 42]) do in fact come with this stronger local
guarantee. Thus, one can use these to obtain an approximation algorithm for the above risk-averse problem
with multiple budget constraints.
Finally, we obtain the same approximation guarantees with non-uniform scenario budgets {(BA, BAF , BAC )}.
The only small detail here is that in order to obtain the upper bound UB for use in RiskAlg, we now de-
termine if Pr[CA > min{BAC , BA}] is greater than ρ or at most ρ
(
1 + 5κ28
)
. In the former case, we
conclude infeasibility, and in the latter, we set ρˆ = ρ
(
1 + 5κ28
)
, κˆ such that ρˆ(1 + κˆ) = ρ(1 + κ),
and UB = 32(1+ε)(
P
i f
I
i+
P
j maxi cij)
3ρκ and run RiskAlg with these values. (Note that we may assume that
BAC ≤
∑
j maxi cij for all A.)
5 Sampling lower bounds
We now prove various lower bounds on the sample size required to obtain a bounded approximation guar-
antee for the risk-averse budgeted problem in the black-box model. We show that the dependence of the
sample size on 1κ for an additive violation of κ in the probability threshold is unavoidable in the black-box
model even for the fractional risk-averse problem and even if we allow a bounded violation of the budget.
The crux of our lower bounds is the following observation. Consider the following problem. We are
given as input a threshold ̺ ∈ (0, 14 ) and a biased coin with probability q of landing heads, where the coin is
given as a black-box; that is, we do not know q but may toss the coin as many times as necessary to “learn”
q. The goal is to determine if q ≤ ̺ or q > 2̺; if q ∈ (̺, 2̺] then the algorithm may answer anything. We
prove that for any δ < 12 , any algorithm that ensures error probability at most δ on every input must need at
least N (δ; ̺) = ln(1δ − 1)/4̺ coin tosses for each threshold ̺.
Lemma 5.1 Let δ < 12 and AN(δ;̺) be an algorithm that has failure probability at most δ and uses at most
N(δ; ̺) coin tosses for threshold ̺. Then, N(δ; ̺) ≥ N (δ; ̺) for every ̺ ∈ (0, 14).
Proof : Suppose N(δ; ̺) < N (δ; ̺) for some ̺ ∈ (0, 14). Let X be a random variable that denotes the
number of times the coin lands heads. If X = 0 then the algorithm must say “q ≤ ̺” with probability at
least 1 − δ, otherwise the algorithm errs with probability more than δ on q = 0. But then for some q0 < 14
slightly greater than 2̺, we have Pr[X = 0] > (1 − 2̺)N (δ;̺) ≥ δ1−δ . So A will say “q ≤ ̺” (and hence,
err) for q = q0, with probability more than δ.
As a corollary we obtain that for any δ < 12 , it is impossible to determine if q = 0 or if q > 0 with error
probability at most δ using a bounded number of samples.
Now consider risk-averse budgeted set cover. We say that a solution is an (ǫ, γ)-optimal solution if its
cost is at most (1 + ǫ)OPT + γ. Suppose there is an algorithm A for risk-averse budgeted set cover that on
any input (with a black-box distribution) draws a bounded number of samples and returns an (ǫ, γ)-optimal
solution with probability at least 1 − δ, δ < 12 , where the probability-threshold is violated by at most κ.
Consider the following risk-averse budgeted set-cover instance. There are three elements e1, e2, e3, three
sets Si = {ei}, i = 1, 2, 3. The budget is B ≥ 6γ and the probability threshold is ρ ≤ 18(1+ǫ) . The costs
are wISi = B for all i, and w
A
S1
= 0, wAS2 = w
A
S3
= 2B/3 for every scenario A. Let κ < 14 . There are 3
scenarios: A0 = ∅, A1 = {e1, e2, e3}, A2 = {e2, e3} with pA1 = ρ−κ, pA3 = 1−pA1−pA2 . Observe that
if pA2 ≤ κ, then OPT ≤ ρ · 4B/3, and every (ǫ, γ)-optimal solution must have xS1 + xS2 + xS3 ≤ 13 . But
if pA2 > 2κ (which is possible since ρ < 1) then any solution where the probability of exceeding the budget
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is at most ρ + κ must have xS2 + xS3 ≥ 12 , otherwise the cost in both scenarios A1 and A2 will exceed
B. Thus, algorithm A can be used to determine if pA2 ≤ κ or pA2 > 2κ. This is true even if we allow the
budget to be violated by a factor c < 109 since we must still have xS2 + xS3 >
1
3 if pA2 > 2κ; choosing
B ≫ 1, ρ ≪ 1, we can allow an arbitrarily large budget-violation. So since A has failure probability at
most δ, by Lemma 5.1, it must draw Ω
(
1
κ
)
samples.
Taking κ = 0 shows that obtaining guarantees without violating the probability threshold is impossible
with a bounded sample size, whereas taking κ = κρ shows that a multiplicative (1 + κ)-factor violation of
the probability threshold requires Ω
(
1
κρ
)
samples. Moreover, taking ρ = 0 shows that one cannot hope to
achieve any approximation guarantees in the (standard) budget model with black-box distributions.
Theorem 5.2 For any ǫ, γ > 0, δ < 12 , every algorithm for risk-averse budgeted set cover that returns an
(ǫ, γ)-optimal solution with failure probability at most δ using a bounded number of samples
• must violate the probability threshold on some input;
• requires Ω( 1κ) samples if the probability-threshold is violated by at most an additive κ;
• requires Ω( 1κρ) samples if the probability-threshold is violated by at most a multiplicative (1+κ)-factor.
The proof of impossibility of approximation in the standard robust model with a bounded sample size
is even simpler. Consider the following set cover instance. We have a single element e that gets “activated”
with some probability p; the cost of the set S = {e} is 1 in stage I and some large number M in stage II.
If p = 0 then OPT = 0, otherwise OPT = 1. Thus, it is easy to see that an algorithm returning an (ǫ, γ)-
optimal solution can be used to distinguish between these two cases (it should set xS ≤ γ in the former
case, and xS sufficiently large in the latter).
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A A bicriteria approximation for the Shmoys-Swamy class of 2-stage stochas-
tic LPs in the standard budget model (ρ = 0)
Here we sketch how one can obtain a bicriteria approximation algorithm for the class of 2-stage LPs intro-
duced in [38] in the standard budget model (that is, where we have a deterministic budget constraint). We
show that for any ρ > 0, in time inversely proportional to ρ, one can obtain a near-optimal solution where
the total probability-mass of scenarios where the budget is violated is at most ρ. We consider the following
class of 2-stage stochastic LPs [38]2 in the standard budget model.
min h(x) = wI · x +
∑
A
pAfA(x) subject to x ∈ P ⊆ Rm+ , fA(x) ≤ B for all A (Stoc-P)
where fA(x) = min wA · rA + qA · sA
s.t. DAsA + TArA ≥ jA − TAx
rA, sA ≥ 0, rA ∈ Rm, sA ∈ Rℓ.
Here (a) TA ≥ 0 for every scenario A, and (b) for every x ∈ P, ∑A∈A pAfA(x) ≥ 0 and the primal and
dual problems corresponding to fA(x) are feasible for every scenario A. It is assumed that P ⊆ B(0, R),
and that P contains a ball of radius V (V ≤ 1) where ln(RV ) is polynomially bounded. Define λ =
max
(
1,maxA∈A,S
wA
S
wI
S
)
; we assume that λ is known. Let OPT be the optimum value and I denote the
input size.
It is possible to adapt the proofs in [38, 7, 44] to obtain the bicriteria guarantee and one can also prove
an SAA theorem in the style of [45, 7]. But perhaps, the simplest proof, which we now describe, is obtained
using the ellipsoid-based algorithm in [38]. Let P ′ = {x ∈ P : fA(x) ≤ B for all A}. Note that unlike in
the case where we have a probabilistic budget constraint, P ′ is a convex set.
Consider running the ellipsoid-based algorithm in [38] with the following modification. Suppose we
wish to return a solution of value at most (1 + ǫ)OPT + γ. Let N = poly
(
m, ln(KRV γ )
)
be a suitably
large value that is equal to the number of iterations of the ellipsoid method. Let ρ′ = ρ/N . Suppose the
center of the current ellipsoid is x ∈ P. Using O( 1ρ′ ) samples one can determine with high probability
if PrA[fA(x) > B] > ρ′/2 or if PrA[fA(x) > B] ≤ ρ′. In the former case, by sampling again O
(
1
ρ′
)
times, with very high probability, we can obtain a scenario A such that fA(x) > B. Now we compute
a subgradient dA,x of fA(.) (which is obtained from an optimal dual solution to fA(x)) at x, and use the
inequality dA,x · (y − x) ≤ 0 to cut the current ellipsoid. Notice that this is a valid inequality since for any
y ∈ P ′, by the definition of a subgradient, we have 0 < fA(y) − fA(x) ≥ dA,x · (y − x). In the latter
case, where we detect that PrA[fA(x) > B] ≤ ρ′, we continue as in the algorithm in [38]: we mark the
current point x and use an approximate subgradient of h(.) at x to cut the current ellipsoid. Proceeding this
2This was stated in [39] with extra constraints BAsA ≥ hA, but this is equivalent to
`
BA
DA
´
sA +
`
0
TA
´
rA ≥
`
hA
jA
´
−
`
0
TA
´
x.
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way we obtain a collection of marked points x1, . . . , xk, where k ≤ N , such that with high probability,
PrA[fA(xi) > B] ≤ ρ′ for each xi, and by the analysis in [38] we have that mini h(xi) is “close” to OPT .
The next step in the algorithm in [38] is to find a point in the convex hull of x1, . . . , xk whose value
is close to mini h(xi) (procedure FindMin). Notice that for any point y in the convex hull of x1, . . . , xk,
we have PrA[fA(y) > B] ≤ kρ′ ≤ ρ: for any scenario A with fA(xi) ≤ B for all i, the convexity of
fA(.) implies that fA(y) ≤ B. Thus, although the set {x ∈ P : PrA[fA(x) > B] ≤ ρ} is not convex, this
does not present a problem for us. So one can use procedure FindMin in [38] to return a point y such that
h(y) ≤ (1 + ǫ)OPT + γ where PrA[fA(y) > B] ≤ ρ.
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