Abstract. In this work, we introduce and study the well-posedness of the multidimensional fractional stochastic Navier-Stokes equations on bounded domains and on the torus (Briefly dD-FSNSE). We prove the existence of a martingale solution for the general regime. We establish the uniqueness in the case a martingale solution enjoys a condition of Serrin's type on the fractional Sobolev spaces. If an L 2 − local weak (strong in probability) solution exists and enjoys conditions of Beale-Kato-Majda type, this solution is global and unique. These conditions are automatically satisfied for the 2D-FSNSE on the torus if the initial data has H 1 −regularity and the diffusion term satisfies growth and Lipschitz conditions corresponding to H 1 −spaces. The case of 2D-FSNSE on the torus is studied separately. In particular, we established thresholds for the global existence, uniqueness, space and time regularities of the weak (strong in probability) solutions in the subcritical regime.
Introduction
The Navier-Stokes equation (briefly NSE) has been derived, more than one century ago, by the engineer C.L. Navier to describe the motion of an incompressible Newtonian fluid. Later, it has been reformulated by the mathematician-physicist G. H. Stokes. Since that time, this equation continues to attract a great deal of attention due to its mathematical and physical importance. This equation appears, alone or coupled with other active and passive scalar equations, in the study of many phenomena, see e.g. the list of references in this work and in [15] . The 3D-stochastic Navier-Stokes equation (briefly 3D-SNSE) is the most realistic model in fluid dynamics and for many other physical purposes, see e.g. [75] . The 2D-SNSE is used as an approximation of the 3D model when the velocity of the fluid belongs to a plane, as is the case for basins and oceans. The 2D-SNSE on a bounded domain O ⊂ R 2 governs the flow of a fluid which fills in infinite cylinder of cross-section O and moves parallel to the plane of O. Physically, NSE on the torus is not a realistic model, but it is used for some idealizations and for homogenization problems in turbulence see e.g. [25] . Mathematically, basic questions like the existence and the uniqueness of a global smooth solution of the dD-NSE is still an open problem for d ≥ 3. In particular, for Motivated by the results in [15] , we try to make precise some balance relationships between the dissipation order, the dimension and the regularity of the solutions and establish dissipative thresholds for the well-posedness of the dD−FSNSE. In this work, we consider the Hilbert setting. To the best knowledge of the author, the present work is the first in the target to study the well-posedness of the dD−Navier-Stokes equation, fractional and classical, from this triple-view, i.e. simultaneously taking into account the dissipation, the regularity and the dimension, quantifying the balance between them and establishing optimal thresholds.
To further clarify what is new in the present work, it is of great importance to point out some features and some delicate problems related to the FSNSE. Some of these problems are inherited from the classical NSE. Other problems for general fractional stochastic partial differential equations have been discussed in [15] see also [17] .
The energy method applied for the dissipative PDEs is based on the ability to control the kinetic energy e(u) and the enstrophy energy E(u) 1 The control of these quantities for the classical NSE emerges from the structure of the equation itself. However, for the FNSE, a priori, there is no guarantee about the control of the enstrophy energy. The structure of this equation guarantees only the control of a weaker Sobolev norm. This fact is again due to the weakness of the fractional dissipation. In some special cases like the 2D−FNSE on the torus, see Section 5, the control of the enstrophy energy emerges from the structure of the fractional equation. This improvement and also the improvement of the results in this case are consequences of the H 1,2 -orthogonality. These facts generalize the classical features known for the classical NSE on the 2D-torus, see e.g. [75] .
A delicate technical feature of FNSE is the estimation of the nonlinear term. In fact, as the structure of the equation cannot initially guarantee the boundedness of the enstrophy energy, mathematically, we are not allowed to estimate terms by H 1 −norm. Moreover, contrarily to the classical NSE, where the H 1 −space plays a common role for the linear and the nonlinear terms, the components of the Gelfand triple corresponding to the FNSE are not automatically coherent with respect to the two terms. More precisely, the nonlinear term is not bounded on the domain of definition of the fractional Stokes operator. Indeed, this latter is larger than H 1 , see details in Section 4 and in Remark 1. Therefore, an extension of the nonlinear term is needed. In order to construct a coherent Gelfand triple, to extend and to estimate the nonlinear term, we have established more refined estimates via fractional Sobolev spaces of order less than one. These estimates are completely new.
We add to this enumeration of novelties and features the following two questions, which are simple to resolve but important to deal with. To introduce the FSNSE defined on O = R d or O = T d , we take the fractional power of the Stokes operator, which is here equal to minus the Laplacian. Moreover, these equations take more advantage of the facts that the fractional power of the Stokes operator is defined as a pseudodifferential operator and commutes with the Helmholtz projection and with the partial differential operators ∂ j , j = 1, · · · , d. Contrarily to these two cases, the situation for the FSNSE on a bounded domain, O ⊂ R d is much more involved. In fact, it is well known that in this case, the Stokes operator is different than the Laplacian. To introduce the FNSE on a bounded domain we can use two approaches by taking either the fractional power of the Stokes operator or by taking the fractional power of minus the Dirichlet-boundary Laplacian operator and than apply Helmholtz projection. Initially, due to the effect of the boundaries and to the application of Helmholtz projection, we cannot conclude, a priori, whether or not the two approaches yield the same equation. In particular, it is intuitively seen that the fractional equation obtained by the first approach is more theoretical and the equation obtained by the second approach is more suitable for physical modeling, see more discussion in sections 2 & 5 and Appendix A. In this work, we introduce both equations and prove that they are well defined and equivalent. The author does not know any works considering deterministic or stochastic FNSE on bounded domains.
To prove the global existence of the weak solutions for the 2D-FSNSE on the torus, we use the regularization effect of the vorticity and the results from [15] . For the classical NSE, the evolution equation describing the vorticity is obtained by the application of the curl operator on the pathwise velocity equation, see e.g. [10, 47, 48] . As the fractional operator is nonlocal, it is of great importance to derive the vorticity equation corresponding to the FSNSE. We obtain, without difficulties, the 2D-fractional stochastic vorticity NSE by application of the curl operator to the abstract integral 2D-FSNSE. In particular, we investigate, in a rigorous way, the curl of the stochastic term and the composition of the curl and the fractional Stokes operators, see Appendix B. The study of the FSNSE on a bounded domain is more difficult in both classical and fractional cases. In fact, it is well known that, when boundaries are present for the classical NSE (either deterministic or stochastic), there is no simple boundary condition to impose on the vorticity in such a way that the velocity satisfies the right boundary conditions, see e.g. [28, 29, 47, 48] . In the fractional case, a new difficulty emerges due to the fact that the boundaries are also included in the definition of the fractional operator. Therefore, due to these multiple difficulties and to the fact that we need results already proved in the work in progress [16] , we postpone the study of this case.
Recently, the deterministic fractional Navier-Stokes equation has been studied in some works using analytical and probabilistic tools, see e.g. [8, 18, 37, 70, 84, 85, 87] . The existence and the uniqueness of a local solution for the FNSE in Besov space in the subcritical regime and under conditions on the regularity of the initial data, have been proved in [85, Theorems 6.2 & 6.3] . If moreover, the Besov norm of the initial data is dominated by the viscosity, the solution is global [85, Theorems 6 .1]. In [8] , the authors studied the 2D-FNSE and proved the existence and the uniqueness of a global solution in some Besov spaces. They also proved that the family of viscosity fractional diffusion solutions converges in L q −space (with q depends on α) to the unique solution of Euler equation. In particular, for the subcritical regime the convergence is obtained in Besov space. The convergence rates in both regimes have been established as well. In [18] , the authors used the smoothing property of the fractional Oseen kernel, to establish the space analyticity and the decay estimates of the local mild solution of the FNSE in the subcritical regime. The results are proved in time weighted space. The stochastic Lagrangian particle approach has been used in [87] to prove the local existence and the uniqueness of the solution of the subcrirical NSE driven by the infinitesimal generator of a Lévy semigroup. The author assume that the real part of the Lévy-Khintchine formula behaves as a fractional power symbol and that the initial condition has H 1,q −regularity. The solution conserves the H 1,q −regularity, satisfies the nonlocal NSE in distribution sense and when the dimension d = 2, the solution is global [87, Theorem 3.6 & 2.4] . In the periodic case and under the large viscosity condition, the author proved that the solution is global [87, Theorem 5.1] . In addition to the references about the hyperdissipative regime, [37, 46, 49] cited above, we mention here also the references [70, 84] , where the authors treated the regularity properties of the solution of the hyperdissipative regime FNSE respectively of Magnetohydrodynamic equations with dissipation order α ≥ 1 + d/2.
As mentioned above, the aim of this work is to study the multi-dimesional fractional stochastic Navier-Stokes equation (dD-FSNSE) on bounded domains in R d and on the torus T d , with d ≥ 2. We investigate the existence, the uniqueness and the regularity of weak (strong in probability) solution for the critical and subcritical 2D-FSNSE on the torus, martingale solution for general regime dD-FSNSE. In particular, we established, in the fractional framework, conditions of Serrin's and of Beale-Kato-Majda type ensuring the global existence and the uniqueness of weak-strong solutions. The threshold α 0 (d) := 1+ also emerge. We do not assume any restrictions neither on the viscosity nor on the initial condition (smallness or regularity). The local solutions can start from an L 2 − initial data. The results obtained in this work cover not only our scopes of interest, which are the subcritical, critical and supercritical regimes and the stochastic case, but they are also valid for the deterministic case and for the dissipative and the hyperdissipative regimes. In some places, we need the condition α < 2, but in these cases the same result can be proved for α ≥ 2 by using classical and simpler methods.
The paper is organized as follow, in Section 2, we introduce rigorously the FSNSE. We prove in Appendix A that the two approaches described above yield to the same equation. The main definitions and results are presented in Section 3. Section 4 is devoted to the study of the nonlinear term. The proofs of the results are distributed in the remaining sections 5-8 and Appendices A-C according to the subtitles.
Preliminary Notations & General Remarks
Let N k := {j ∈ N, s.t. j > k} and 
. ∂ x j stands for the partial derivative with respect to the component x j , sometimes we also use the notation ∂ j . We use the notation | · | X to indicate the norm in X. For simplicity, we denote the norm of a matrix by the corresponding scalar space notation of the components or by a symbol of this space. The Sobolev norms used are those defined by Riesz-potential. The classification of the subcritical, critical and superctitical regimes corresponds to α ∈ (1, 2), α = 1 and α ∈ (0, 1) respectively. The dissipative ( sometimes called also the Laplacian dissipation) and the hyperdissipative regimes correspond to α = 2 respectively to α > 2. The abbreviations (FSNSE), (SNSE) and (FNSE) are used respectively for fractional stochastic Navier-Stokes equation, the stochastic Navier-Stokes equation and the deterministic fractional stochastic Navier-Stokes equation. The abbreviation i.i.d means independent and identically distributed.
The expression q ≤ ∞ q 0 means q ≤ q 0 < ∞ and q < q 0 = ∞. We say that q * is the conjugate of q, if for 1 < q < ∞, q * satisfies the equation 1 q + 1 q * = 1 and for q = 1 respectively q = ∞, q * = ∞ respectively q * = 1. We define, in distribution sense, the curl of a vector field v = (v 1 , v 2 ) by curlv := ∂ 1 v 2 − ∂ 2 v 1 . The vorticity matrix of a dD−vector field v on R d is the null diagonal, antisymmetric matrix defined by
is identified to the scalar function curlv and for d = 3 to the transpose of the 3D−vector
. In Appendix C.1, we have proved that if a Sobolev pointwise multiplication estimate is satisfied for Sobolev spaces on R d and if O ⊂ R d is a "good" bounded domain, then this pointwise multiplication estimate is also valid for Sobolev spaces on bounded domains. Therefore, in many cases, we referee directely to the source of the estimate on R d . We use the Einstein summation convention. Constants vary from line to line and we often delete their dependence on parameters.
Formulation of the problem.
To introduce the fractional stochastic Navier-Stokes equation we are interested in, let us first recall the following classical dD-deterministic Navier-Stokes equation on a bounded
with no-slip boundary condition
The unknown quantity is the vector (u, π). The vector u := (u j (t, x)) 1≤j≤d and the scalar π := p(t, x) describe respectively the motion velocity and the pressure of an incompressible fluid evaluated at time t and at point x ∈ O. The positive constant ν > 0 (later we take, for simplicity, ν = 1) is the viscosity of the fluid and f is an external force, which could be random and could depend on the velocity u. The notation (u.∇)u stands for the product of u and the gradient Matrix (∂ i u j ) 1≤i,j≤d . The no-slip boundary condition means that the fluid is in a domain which is bounded by solid impermeable walls. For simplicity, we assume that " O is an open bounded and connected set with a C ∞ boundary ∂O and such that O is on only one side of ∂O."
It is well documented that to deal mathematically with Navier-Stokes equation, we have to split up the problem (2.1-2.3) in to u− respectively π−unkown problems. In this aim, we introduce the following spaces
Then we get the Helmholtz decomposition
where the notation ⊕ stands the direct sum, see e.g. [3, 20, 25, 26, 30, 32] . In the case q = 2, the sum above reduced to the orthogonal decomposition see e.g. [75, 77] . Explicitly, L q (O) is given by, see e.g. [12, 21, 25, 32, 67] and [76, p. 104] ,
We denote by Π q the continuous Helmholtz projection, see e.g. [1, 26, 32, 44] ,
It is easy to prove, using (2.6) and the embedding property of the
, with q ′ ≤ q, coincides with Π q . Consequently, we will omit later the dependence in q. The notations −A D q and A S q stand for the Laplacian with Dirichlet boundary condition respectively Stokes operator, i.e., see e.g. [21, 23, 25, 30, 31, 75] ,
Let us also recall, see e.g. [26, 30] , that
(for simplicity we keep the same notation) is bounded and its dual is (Π q ) * = Π q * , (1/q + 1/q * = 1) and
Applying Helmholtz projection Π on the two sides of Equation (2.1), we get on L q (O),
wheref := Πf and (2.13)
Iff is random, then Equation (2.12) is called stochastic Navier-Stokes equation.
, we consider the Navier-Stokes problem (2.1) and (2.3) and we use the zero space average Lebesgue and Sobolev spaces. Physically, this condition is meaningful when the volume forces have zero space average. The above calculus remains also valid for
, β ∈ R, 1 < q < ∞ are the corresponding vectorial spaces of the following null average Lebesgue and periodic Riesz potential spaces, see e.g. [15, 25, 62, 63, 64, 83] ,
respectively, 17) where
where the brackets in (2.19) stand for the duality, in particular, it also denotes the scalar product in the Hilbert space L 2 (T d ). An equivalent definition to the spaces H s,q (T d ) could be given by using the Bessel potential see [15] . Physically, as the velocity is a real function, one can add to the definition of L q (T d ) and H β,q (T d ) the conditionf (−k) =f (k), where the notationf (k) stands for the complex conjugate, see e.g. [25, 75] . The techniques developed here and in [15] are valid for both the complex and the real cases. Moreover, the divergence free condition could be written as, see e.g. [25] ,
Recall also that in this case (i.e. O = T d ) and thanks to (2.15) we have, see e.g. [25, 75] for q = 2
The equation characterizing the pressure π is derived by applying the divergence operator on both sides of Equation (2.1), then we get
For brevity reasons, we keep the study of the pressure π beyond the scope of the present work. More discussions about the resolution of Equation (2.22) and the conditions ensuring the uniqueness of the solution, could be found e.g. in [10, 25, 29, 44] .
We assume that d ∈ N 1 and either 
where B is given by (2.13), W := (W (t), t ∈ [0, T ]) is a Wiener process, G is a map from L q (O) to a set of bounded operators to be precise later and we assume that the initial data is of divergence free, i.e. u 0 := Πu 0 (·) = Πu(0, ·). To prove that Equation (2.23), with A α being defined either by (A S ) 
where the Dunford integral in RHS of (2.24) converges in the uniform operator topology.
Moreover, the domain of A S is given by the following complex interpolation, see e.g. [1, 25, 26, 30, 31, 32, 74, 75, 78] , Theorem 2.3. For every 0 < β < 2, we have
where ֒→ means continuously embedded.
Recall that for O ⊂ R d bounded, see e.g. [45] ,
To identify the notations in formulae (2.26) and (2.27) and the defninition in (2.15), we define for O ⊂ R d being bounded 
For further discussion see e.g. [1, 26, 30, 31, 32] 
Furthermore, we recall, see [13, 15, 21, 25, 23] In particular, as the spectrum of A is reduced to the discrete one, we get an elegant representation for (A β 2 , D(A β 2 )). In fact, let β ≥ 0, then, see e.g. [23] ,
with ( v, e j :=v(j)) j is the sequence of Fourier coefficients in the case O = T d . Furthermore, it is easy to see that
k e k , k ∈ N. Now, we introduce the stochastic term. We fix the stochastic basis (Ω, F, P, F, W ), where (Ω, F, P ) is a complete probability space, F := (F t ) t≥0 is a filtration satisfying the usual conditions, i.e. (F t ) t≥0 is an increasing right continuous filtration containing all null sets. The stochastic process W := (W (t), t ∈ [0, T ]) is a Wiener process with covariance operator Q being a positive symmetric trace class on L 2 (O). By a Wiener process on an abstract Hilbert space H, we mean, see e.g. [68, Definition 2.1] and [11, 14] ,
adapted Wiener process with covariance operator Q, if
• for all 0 = h ∈ H, the process (|Q
Otherwise, the process W := (W (t), t ∈ [0, T ]) is a mean zero Gaussian process defined on the filtered probability space (Ω, F, P, F) with time stationary independent increments and covariance function given by:
Formally, we write W as the sum of an infinite series
where
. sequence of real Brownian motions and (e j ) j∈Σ is any orthonormal basis, here we consider the basis of the Stokes eigenvalues. For more illustration one can assume that the basis (e j ) j∈Σ diagonalizes simultaneously the Stokes operator A and the Covariance Q with (q j ) j∈Σ is the sequence of the eigenvalues of Q,
Qe j = q j e j , and tr(Q) := j∈Σ q j < ∞.
The following approximation result, see e.g. [11, 14] , will be used later in some proofs,
In this work, we consider the stochastic Ito integral in Hilbert spaces. In particular, we define the following Hilbert spaces
To be more precise, P T (H) is the set of equivalence classes of predictable processes, but, here we follow the custom to do not make a difference between a class of processes and a process representing this class, see e.g. [35] . It is to be noted that as the operator Q is of trace class, then the canonical injection i : H 0 → H is a Hilbert-Schmidt operator. Moreover, we have ii * = Q. It is well known that the stochastic integral, (
, is well defined for all σ ∈ P T (H), see e.g. [14] . In this setup, we consider in Section 5 the space P T (H 1,2 (O)) and in sections 7 and 6, the space P T (L 2 (O)). As we shall refer to results from [15] , where stochastic integrals have been considered in the Banach spaces H δ,q (O) with 2 < q < ∞ and δ ≥ 0 and we shall prove some results in the general framework of L q −spaces, we give here some definitions about this notion. It is well known that the spaces H δ,q (O), q ≥ 2 are UMD Banach spaces of type 2. It is well known, see e.g. [80, 81, 82] and the references therein, that for a separable UMD Banach space of type 2 X and a Hilbert space H, the stochastic integral with respect to W is well defined provided that the integrator σ :
is an H−strongly measurable, (i.e. σ is the pointwise limit of a sequence simple functions), F t −adapted process which takes values in the space
where (γ j ) j∈Σ is a sequence of independent standard real-valued Gaussian random variables on a probability space (Ω ′ , F ′ , P ′ ) and (h j ) j∈Σ is any orthonormal basis. Moreover, the necessary tools such as the Banach versions of the Ito isometry and the Burkholder-DavisGundy inequalities are also disposable, see for more details [82] . Similarly as above we can define
To simplify the notations, we use later on the subscript P T . Furthermore for the same reason above, we introduce the set of diffusion terms we are dealing with in the general framework of Banach spaces, see for a comparison purpose the conditions in [11, 54, 22, 24, 59, 60, 68] , Assumption (C) For fixed 2 ≤ q < ∞ and δ ≥ 0, we assume that the operator
• Linear growth: There exists a constant c > 0, s.t
The parameters q and δ are chosen independently for every result. It is of great interest to mention here that for simplicity reasons and without any loss of generality, we have assumed that the diffusion term G(u) acts on L 2 (O). Otherwise, we can use ΠG(u). Now, thanks to theorems 2.1-2.4 and to the calculus above, "equations" (2.23) with either
The main question is whether or not the two equations are equivalent. The answer is yes. The proof and further discussions are presented in Appendix A. We end this section by the following assumption on the initial condition Assumption (B): Assume that the initial condition u 0 is an F 0 −random variable satisfying
with p ≥ 2 and either 2 ≤ q 0 ≤ ∞ and δ 0 = 0 or 2 ≤ q 0 < ∞ and δ 0 > 0.
Definitions of solutions and Results.
In this section, we give the different definitions of solutions we are interested in.
Definition 3.1. Let H be a separable Hilbert space and let V, V 1 , V 2 be separable reflexive Banach spaces such that,
and for all t ∈ [0, T ], the following identity holds P − a.s., for all ϕ ∈ V 2 ,
Definition 3.2. Let H be a separable Hilbert space and let τ be a stopping time, such that P (τ > 0) = 1 and let (u(t), t ∈ [0, T ]) be a time strongly continuous H-valued F t −adapted stochastic process. The couple (u, τ ) is called a local weak solution of Equation (2.23) if
and the stopped process
is a weak solution of the stopped Equation (3.3) in the sense of Definition 3.1. The local solution (u, τ ) is said to be maximal if
Definition 3.3. The multiple (Ω * , F * , P * , F * , W * , u * ), where (Ω * , F * , P * , F * , W * ) is a stochastic basis with W * being a Q−Wiener process of trace class and u * := (u * (t), t ∈ [0, T ]) being an F * t −adapted stochastic process, is called a martingale solution of Equation (2.23), if θ * is a solution of Equation (2.23) in the sense of Definition 3.1 on the basis (Ω * , F * , P * , F * , W * ).
Remark 1.
• As a consequence of the condition (3.2), the trajectories of the weak solutions in the definition 3.1 are H−weakly continuous and P − a.s., u(t) ∈ H for all t ∈ [0, T ], see e.g. [24, 77] .
• Remark that for V 2 = V in (3.1), we get the classical Gelfant triple and the well known classical definition of the weak solution (one can forget about V 1 ). We shall see that this classical formulation is also valued for the fractional case provided that α ≥ α 0 (d) :
3 , see Section 7 and Section 6. See also [15] for a similar definition and conditions for the L q -spaces with 2 ≤ q < ∞. The main feature for the sub-super and critical regimes is that contrarily to the dissipative and the hyperdissipative regimes (α ≥ 2), the decrease of the values of α makes e.g. the spaces H ,2 (O) approaching simultaneously the space L 2 (O) and thus approaching each other. Therefore the difficulty to give a sense to the fourth term in (3.3) arises. According to our calculus, the values α 0 (d) makes a threshold which characterizes the two phenomena.
• The solution in Definition 3.1 is known in the literature either as a strong or a weak or a weak-strong solution, see e.g. [11, 59, 60, 68] . In fact, this solution is strong in probabilistic sense and weak in the analytic sense. In this work, we use initially the terminology weak. In some places, if there is need to recall, we also use the terminology weak-strong.
• The Definition 3.2 is used in [54] in more general framework, see also similar definitions in [12, 53, 54] .
The main results of this work are
and u 0 satisfying Assumption (B), with δ 0 ≥ 1, q ≥ 2 and p ≥ 4.
• (3.4.1) [Existence of weak-strong solution.] Assume that G satisfies Assumption (C) with q = 2, δ ∈ {0, 1} and C R being independent of R (global Lipschitz). Then for α ∈ [ , 2], Equation (2.23) admits a weak solution (strong in probability) (u(t), t ∈ [0, T ]) in the sense of Definition 3.1, with the corresponding Gelfant triple
• (3.4.2) [Uniqueness of the weak solution.] Assume that G satisfies Assumption (C) with q = 2 and δ = 0 (local Lipschitz). Then if for α ∈ [1, 2], Equation (2.23) admits a weak solution in the sense of Definition 3.1 satisfying (3.7) and (3.8), pathwise uniqueness holds.
• (3.4.3) [Space regularity of the weak solution.] Assume that α ∈ (1, 2], G satisfies Assumption (C) with δ = 1 and
and Equation (2.23) admits a weak solution (u(t), t ∈ [0, T ]) in the sense of Definition 3.1 satisfying (3.7) and (3.8).
for α, q and q 0 follow one of the cases case 1. α ∈ (
In particular, for 1 +
2) [Uniqueness of the martingale solution.] If G satisfies (2.42) with q = 2, δ = 0 and Equation (2.23) has a martingale solution u * satisfying the following condition
then pathwise uniqueness holds and consequently u * is the unique global strong-weak solution.
, 2] and u 0 satisfies Assumption (B), with q 0 = 2, δ 0 ≥ 0 and p ≥ 4. Assume that G satisfies Assumption (C) with C R = c independent of R, q = 2 and δ = 0. Then
• (3.6.1) [Global weak solution for the 2D-FSNSE on the torus.] for O = T 2 , G satisfies, in addition, Assumption (C) for δ replaced by 1 and u 0 satisfies (3.9) and Equation (2.23) admits a local weak solution in the sense of Definition 3.2, with 
is the unique global weak solution of Equation (2.23).
Remark 2.
• The conditions (3.13) and (3.14) are of Beale-Kato-Majda type, see e.g. [4, 47] .
• The condition (3.12), we have assumed for the uniqueness of the martingale solution is of Serrin's type on Sobolev spaces, see similar extension of the Serrin's condition in [19, Theorem 5.2] . In particular, our condition in this work is weaker in the time integrability than the condition in [19] . See also similar condition in [39, Theorem 2.8].
• Remark that thanks to [15, Theorem 2.6], Appendix B, the conditions in (3.6.1) we conclude that the condition (3.12) is satisfied in the case O = T 2 . Therefore, one can get the existence and the uniqueness of the global solution under these conditions for the 2D-fractional stochastic Navier-Stokes equation on the torus. In Section 5, the results are more stronger. The aim to develop (3.6.1) is to show that the conditions (3.13) and (3.14) sound natural.
• Similarly, [15, Theorem 2.6], Appendix B and the conditions in (3.6.1) ensure that the condition (3.12) is satisfied. Therefore a unique global strong-weak solution exists in sense of Definition 3.1, with • The condition q ≥ 1 + 2d α in (3.6.2) is not optimal.
Properties of the nonlinear term
Our aim in this section is to study the nonlinear operator B defined by (2.13). Here O denotes either the torus T d or a bounded domain from R d with smooth boundary as mentioned above. We define the bilinear operator B :
where the brackets in RHS of (4.2) stand for the scalar product in L 2 (O), see e.g. [3, 20] ,
The bilinear operator B and the trilinear form b have several extensions based on the H β,q −norm, with β ≥ 1, see e.g. [75] and [25, p. 97] for Hilbert spaces and [30] for Banach spaces and for a general survey. Unfortunately, due to the weakness of the fractional dissipation in our equation these extensions are useless for our case. Let us before dealing with the extensions we are interested in here, recall the following intrinsic properties
In particular, for O = T 2 , we have also, see e.g. (4.5)
Now, we cite some basic lemmas. Proof [15] and also [36] 
The following Lemma has been proved in [30] 
As a corollary of Lemma 4.2, we cite the following results, which will be generalized later on. 
We omit the proof here, as a more general one will be given in the proof of Lemma 6.1. 
2 ), the bilinear operator B extends uniquely
and there exists a constant c := c α,
(4.14)
provided that 2η + 2 − d < α. Moreover, under the condition
follows from (4.14) by using the Sobolev embedding H 2 . The investigation of the Gelfand triple corresponding to the fractional Navier-Stokes equation for which B can be extended to a bounded operator, is one of the delicate questions of the theory of fractional nonlinear equations. To characterize this feature, let us first recall the following classical Gelfand triple 
,2 (O)) * is bounded. However, for α < 2, the space V × H is larger than D(B). In particular, H 1 (O) V . Consequently, we need to extend uniquely the operator B to a bounded operator from V to V * . This extension is not possible for all values of α ∈ (0, 2).
2 ) where α(d, η) is defined by (4.10). We introduce the following Gelfant triple
is bounded. Moreover, there exists a constant c := c d,α,η > 0, such that
In particular, we have the following useful cases,
•
The following estiamte is a classical result. For all u ∈ H 1,2 (O),
Proof.
• (i)-(ii) Estimates (4.19) and (4.20) are copies of the estimates (4.14) respectively (4.13) proved above without restriction conditions. We only emphasize them here. 
The proof of (4.23), follows from the first two esimates in (4.27), with η = d q .
• (vi) We use Lemma 4.2, Hölder inequality and than Gaglairdo-Nirenberg inequality, we get
2D-FSNSEs on the Torus with smooth data.
In this section, we assume O = T 2 and prove Theorem 3.4. As mentioned above, we have (A S ) [76, p316] . For α ∈ [1, 2], we fix the densely, continuous embedding Gelfand triple (3.6) and we use the following Faedo-Galerkin approximation. Let us fix n ≥ 1 and introduce the projection P n , n ≥ 1 on the finite space H n ⊂ L 2 (T 2 ) generated by {e k , k ∈ Z d 0 , s.t. |k| ≤ n}. The Faedo-Galerkin approximation scheme is defined for the process (u n (t), t ∈ [0, T ]) ∈ H n by
where W n (t) := P n W (t) = |j|≤n Q 1 2 e j β j (t) (for example ( |j|≤n q 1 2 j e j β j (t))). Let us mention here that using a similar proof as in [11, 22] , we can prove that W n (t) converges to
Since the finite dimensionnal space stochastic differential equation (5.1) has locally Lipschitz and linear growth coefficients, then Equation (5.1) admits a unique strong solution
, see e.g. [11, 40, 59 ] and the reference therien. Furthermore, we have the following result, Lemma 5.1. Let α ∈ (0, 2) and u 0 ∈ L p (Ω, H 1,2 (T d )) with p ≥ 4. Then the solutions (u n (t), t ∈ [0, T ]) of equations (5.1), n ∈ N 0 , satisfy the following estimates
Proof. First, we prove the following estimate
By application of Ito's formula, we have
Using the semigroup property of (A β ) β≥0 and the definition of the Sobolev spaces in Section 2, we get
The term u n (s), P n B(u n (s)) H 1,2 in the RHS of (5.5) vanishes thanks to (4.5). To estimate the stochastic term in (5.5), we use the stochastic isometry, Minkowski and Hölder inequalities, the contraction property of P n and Assumption (C) ((2.43), with q = 2 and δ = 1), we get
Than, we use Young and Hölder inequalities (ǫ < 1), we infer that
For the last term in the RHS of (5.5), we use Assumption (C) ((2.43), with q = 2 and δ = 1), we infer the existence of a positive constant c > 0 such that,
Now, we replace (5.6), (5.8) and (5.9) in (5.5), we get 
By application of Ito's formula to the process (|u n (t)| 2
given by (5.5) we get, see for similar calculus e.g [11, 24, 68] ,
We argue as above and use Assumption (C) ( (2.43), with q = 2 and δ = 1). In particular, for the third term in the RHS of (5.12), we follow a similar calculus as in (5.7) and (5.8), we infer that
By application of Gronwall's lemma, we conclude that the first term in the LHS of (5.11) is uniformly bounded in n. The total estimate (5.11) follows easily from the above statement and from (5.14). The uniformity boundedness of the third, fourth and last terms in LHS of (5.2) is a consequence of the application of Sobolev embedding see e.g. [2, 61, 62, 64] and Appendix C respectively Hölder inequality respectively Sobolev interpolation and Estimate (5.4).
Now we prove Estimate (5.3). Thanks to the contraction of
,2 (T 2 ), (4.13) with η = 1 and the interpolation, we infer that for all sequence (u n ) n satisfying (5.2), we have 2] . Moreover, it is easy to see that
Proof of the existence. We shall follow for this proof a quiet standard scheme, see e.g. [11, 41, 58, 59, 68 ], but we shall use completely different estimates. These latter are of fractional type and have been developed in Section 4. We shall focus more on the key estimates and on the main features of our equation. In deed, thanks to Lemma 5.1 and Assumption (C), with q = 2 and δ = 1, we conclude the existence of a subsequence (we keep the same notation ) (u n ) n ,
The statements (1) − (3) are straightforward consequence of Lemma 5.1. Statement (4) is a consequence of the combination of Lemma 5.1 and the Sobolev interpolation. Statement (5) holds thanks to the fact that P n contracts the H 1,2 -norm, Assumption (C) (with q = 2 and δ = 1) and the uniform boundedness of u n in
Now, we construct a process (ũ(t), t ∈ [0, T ]) as
and prove that u =ũ, dt × dP − a.e.. Indeed, using Statement (1), Equation (5.1) and Fubini theorem, we infer that for all ϕ ∈ L ∞ (Ω × [0, T ], R) and v ∈ ∪ n H n ,
The convergence of the terms in the RHS of (5.20) to the terms in the RHS of (5.19) is as follow. The first term is a consequence of the convergence of P n → I L 2 with respect to the bounded linear operator topology on L 2 (T 2 ) and the application of Lebesgue dominated convergence theorem. The second term converges thanks to Statement (3) and the last one converges thanks to the stochastic isometry, Statement (5), Lebesgue dominated convergence theorem and Lemma 5.1, see e.g. [11] . Therefore,
To achieve the proof of the existence, we have to prove that F 1 = A α 2ũ + B(ũ) and G 1 = G(ũ). First, we prove the following key estimates
• (K 1 ) The local monotonicity property: There exists a constant c > 0 such that
) and c > 0 is a constant relevantly chosen. In fact, by using
Property (4.4), Hölder inequality, Estimate (4.7), interpolation in the case
,2 (T 2 )) and Young inequality, we infer that
Moreover, thanks to the semigroup property of (A β ) β≥0 , we infer that
Therefore, there exists a constant c > 0 such that
Combining (5.27) and Assumption (C): ((2.42) with q = 2, δ = 0 and C R := C), we easily get (5.22) . In particular, thanks to the contraction of P n on L 2 (T 2 ), Estimate (5.22) is still valid when replacing u, v and G by u n (recall u n is the solution of Equation (5.1)
) and P n G respectively. Furthermore, estimating the LHS of (5.23) by (5.22) endowed with these latter variables, we get Z n ≤ 0. Consequently (K 1 ) and (K 2 ) are proved. Let us also mention and recall the following two statements
(b)-If a sequence (f n ) n in a Hilbert space H converges weakly to f then |f | H ≤ lim inf n→∞ |f n | H . Now, we take ψ and r(t) as defined above. Thanks to the equality u =ũ, dt × dP − a.e., statements (1) & (b) and Fubini's theorem, we infer that
By application of the Ito formula to the Ito processũ given by (5.19) and using the equality u =ũ, dt × dP − a.e. and the elementary identity
Similarly, we get Identity (5.31) for E|u n (s)| 2 L 2 e −r(t) with u, F 1 and G 1 in the RHS of (5.31) are respectively replaced by u n , F (u n ),
L 2 e −r(t) in the LHS of the first equality in (5.29) and Identity (5.31) for E|u n (s)| 2 L 2 e −r(t) in the RHS of the second Inequality (5.29) and arranging terms (in particular, we introduce the term G(v(s)) and use the elementary identity (5.30)), we infer that
where Z n is given by (5.23),
and
The sequences (Y n ) n and (X n ) n converge to Y and X respectively, thanks to statements (1) − (3) and (5), the convergence of P n → I L 2 , Assumption (C):( (2.42) with q = 2, δ = 0 and C R := C), Lemma 5.1, Estimate (4.7), similar calculus as in (5.15) and (5.16) and the Lebesgue dominated, where
Replacing X and Y in (5.32) and taking into account (5.23), we conclude that
Therefore, we get
,2 (T 2 )), we conclude from (5.38), that G(s) = G(u(s)), ds × dP − a.e.. To get the equality F (s) = F (u(s)), ds × dP − a.e., we consider Estimate (5.38) without the last term and we introduceṽ
), we get
(5.39) Dividing on λ < 0 and on λ > 0, we conclude that, when λ → 0, the limit of the LHS of (5.39) exists and vanishes. Moreover, using the fact thatṽ
), the continuity of r λ and r ′ λ with respect to λ and the Lebesgue dominated convergence theorem, we conclude that the first term in 1 λ LHS of (5.39) vanishes and also
The justification of the use of the Lebesgue dominated convergence theorem is due to, the positivity of r λ (s), Inequality (4.24), Minikowskii inequality, the conditions 0 < α ≤ 2 and |λ| ≤ 1, the statements (1) & (3) and the definition ofṽ. In fact,
This ends the proof of the existence of a solution (u(t), t ∈ [0, T ]) belonging to the first intersection in (3.7) and satisfying by construction (3.8).
Proof of the time regularity. To prove the continuity of the trajectories of the weak 
Using (4.24), Sobolev Embedding and (3.8), we infer that
And that for α ≤ 2,
Moreover, we prove that the martingale M (t) :
. In fact, we use Burkholdy-Davis-Gandy inequality, Assumption (C): ((2.43) with q = 2 and δ = 1), (3.8), we obtain
Hence from (3.8), (5.42), (5.43) and (5.44), we establish the existence of a subset Ω ′ ⊂ Ω (independent of "t"), such that P (Ω ′ ) = 0 and
, ∀ω ∈ Ω ′c . These ingredients are enough to apply [51, Proposition VII.3.2.2], hence we get the result. It is important to mention that the property u(·, ω) and
) is more what we need here. In deed, it is sufficient to prove u(·, ω) and M (·, ω) ∈ L 2 (0, T ; H 1,2 (T 2 )). By the above two subsections, the proof of (3.7.1) is achieved.
Proof of the pathwise uniqueness. Let u 1 and u 2 be two weak solutions of Equation (2.23) satisfying (3.7) and (3.8). Let w := u 1 − u 2 , then w satisfies the following equation
For N > 0, we define the stopping times, τ i N : inf{t ∈ (0, T ); |u i (t)| L 2 > N }∧T, i = 1, 2, with the understanding that inf(∅) = +∞ and define τ N := min i∈{1,2} {τ i N }. Using Ito formula for the product e −r(t) |w(t)| 2 L 2 , with (r(t), t ∈ [0, T ]) being a positive real stochastic process to be defined later, Property (4.4), Assumption (C) ((2.42) with q = 2 and δ = 0, locally Lipschitz), Estimate (4.22), Young inequality and arguing as in the proof of (5.4) with the replacement of the spaces H 1,2 (T 2 ) and H
,2 (T 2 ), we infer that for 1 ≤ α < 2 (here we omit to writ the proof for the dissipative regime, as it is classical.) 
By application of Gronwall's lemma, we get ∀t ∈ [0, T ] the random variable |w(t ∧ τ N )| 2 L 2 = 0, P − a.s. as much as P (
2 ,2 ds < ∞) = 1. This last statement is confirmed thanks to (3.8) and the condition 1 ≤ α < 2. The proof is then achieved once we remark that thanks to Chebyshev inequality and (3.8), we have lim N →∞ τ N = T, P − a.s.
Proof of the space regularity. In the aim to get Estimate (3.10), we use the regularization effect of the vorticity. Let (u(t), t ∈ [0, T ]) be a weak solution of Equation (2.23) in the sense of Definition 3.1. Thanks to Appendix B, the curlu is a weak solution of Equation (B.19). We know from [15] that this equation admits a unique global solution which is simultaneously weak and mild and satisfies
for q 0 , q and α being characterized as in (6.3.2.) and provided that curlu 0 fulfills (3.9) and G, defined by (B.16), satisfies the Lipschitz and the growth conditions, i.e.G satisfies (2.42) and (2.43), with R Q (L 2 , H δ,q ) in the LHSs and H δ,q in the RHSs are replaced by R Q (L 2 , L q ) and L q respectively. As (3.9) is fulfilled by assumption, we check that the two latter conditions are also satisfied. In fact, thanks to the definition ofG, Assumption (C), with δ = 1 and Lemma B.1, we get
By the same way, we prove the Lipschitz condition. Estimate (3.10) follows from (5.48) and Lemma B.2.
6. Martingale solution of the multi-dimensional FSNSEs.
In this section, we prove Theorem 3.5. The main ingredients are Faedo-Galerkin approximations, compactness, Skorokhod embedding theorem and the representation theorem. In particular, once we prove Lemma 6.1 bellow, we can follow the same scheme e.g. as in [9, 24] , see also similar calculus for the fractional stochastic scalar active equation in [15] . Thus we omit to give full details.
Lemma 6.1. The sequence (u n ) n of solutions of the equations (5.1) is uniformly bounded in the space
Proof. Thanks to Lemma 7.1, it is sufficient to prove that (u n (t),
We recall that the Besov-Slobodetski space W γ,p (0, T ; E), with E being a Banach space, γ ∈ (0, 1) and p ≥ 1, is the space of all v ∈ L P (0, T ; E) such that
As (u n (t), t ∈ [0, T ]) is the strong solution of the finite dimensional stochastic differential equation (5.1), then u n (t) is the solution of the stochastic integral equation
We denote by (6.4) I(t) := t 0 (−A α u n (r) + P n B(u n (r))dr and (6.5)
We prove that I(·) is uniformly bounded in L 2 (Ω; W γ,2 (0, T ; H −δ ′ ,2 (O)) and that the sto-
, using Identity (4.3), we get 
Therefore,
Moreover, using Hölder inequality and arguing as before, we get for t ≥ s > 0,
From (6.8), (6.9) and (7.2), we have for γ < 1 2 ,
Now, we estimate the stochastic term J. Using the stochastic isometry, the contraction property of P n and Assumption (C),( Condition (2.43) with q = 2 and δ = 0), we get
Moreover, for t ≥ s > 0 and γ < 1 2 , the same ingredients above yield to
The proof of the lemma is now completed.
To prove the existence of a martingale solution, we use the following compact embedding, see [24, Theorem 2 
Therefore, we deduce that the sequence of laws (L(u n )) n is tight on L 2 (0, T ; L 2 (O)). Thanks to Prokhorov's theorem there exists a subsequence, still denoted (u n ) n , for which the sequence of laws (L(u n )) n converges weakly on L 2 (0, T ; L 2 (O)) to a probability measure µ. By Skorokhod's embedding theorem, we can construct a probability basis (Ω * , F * , F * , P * ) and a sequence of
Thanks to Lemma 7.1 and to the equality in law, we infer that the sequence u * n converges weakly in
) to a limit u * * . It is easy to see that u * = u * * , dt × dP − a.e. and
We introduce the filtration (6.15) (G * n ) t := σ{u * n (s), s ≤ t} and construct (with respect to (G * n ) t ) the time continuous square integrable martingale
The equality in law yields to the fact that the quadratic variation is given by (6.17)
where G(u * n (s)) * is the adjoint of G(u * n (s)). We prove that, for a.s., M n (t) converges weakly in H −δ ′ ,2 (O) to the martingale M (t), for all t ∈ [0, T ], where M (t) is given by
Some of the main ingredients are the a.s. convergence of u * n in L 2 (0, T ; L 2 ), ∂ j φ ∈ C 0 and therefore we can estimate
ds. Now we apply the representation theorem [14, Theorem 8.2], we infer that there exists a probability basis (Ω * , F * , P * , F * , W * ) such that
, then thanks to Burkholdy-Davis-Gandy inequality, Assumption (2.43), with q = 2, δ = 0 and (6.14)
(6.20)
Further more, using Estimate (4.19) with η = 0, the Sobolev embedding
≤ α ≤ 2) and the boundedness of the operator
Therefore, using the densely embedding H δ ′ ,2 (O) ֒→ H Pathewise uniqueness (3.5.2). To prove the uniqueness of the martingale solution under the condition (3.12), we follow the scheme of the uniqueness in Section 5 taking into account the changes of the norms. Let u 1 and u 2 be two martingale solutions on the same probability basis (Ω * , F * , P * , W * ) and such that u 1 satisfies (3.12). We define τ i N , τ N and w := u 1 − u 2 as in Section 5. Then w satisfies Equation (5.45) with W replaced by W * . We use Ito formula to the product e −r(t) |w(t)| 2 L 2 , with (r(t) := c
Identity (5.24), condition (2.42), with q = 2, δ = 0, Estimate (4.19) with η = 0 and argue as around (5.46) we get the proof of the uniqueness. Combinning this latter result with Yamada-Watabnabe theorem [38, 55] , the global existence of a unique weak-strong solution follows.
7. Similarity of the 2D-FSNSE and the 3D-NSE.
In this section, we illustrate the fact that the 2D-FSNSE exhibits the same difficulty to prove the existence of the global solution as the 3D-NSE. We follow a similar calculus as in Section 5, replacing Property (4.5) by Property (4.4) and considering the densely continuously embedding Gelfand triple
We obtain the following Lemma
, p ≥ 4 and let G satisfying Assumption (C) ( (2.43) with q = 2 and δ = 0). Then the solutions (u n (t), t ∈ [0, T ]) of the equations (5.1), n ∈ N 0 , satisfy the following estimates
Proof. The proof of (7.2) follows exactly as for (5.2) by replacing the spaces H 1,2 (T 2 ) and H
,2 (O). For the first term in the Estimate (7.3), we use the contraction property of P n , Estimate (4.8) and the Sobolev interpolation (recall that thanks to the condition 1 +
The last term in the RHS of (7.4) is uniformly bounded thanks to (7.2) and the condition 2 
Finaly we apply Estimate (7.2).
Existence of the solution. Assume that 1 + d−1 3 < α ≤ 2. Thanks to (7.2) and (7.3), we conclude the existence of a subsequence, which is still denoted by (u n ) n ,
To prove the existence of a weak-strong solution of (2.23), we can follow the same scheme as in Section 5 with the replacement of the spaces H 1,2 (T 2 ) and H
,2 (O) respectively. We construct a processũ as in (5.19), with F 1 and G 1 are replaced by F 2 respectively G 2 . The proof of the statement u =ũ, dt × dP − a.e. can be done exactly as in Section 5 with the brackets now stand for the V − V * -duality. To check the main key estimates, we use (5.24), (4.4), Hölder inequality, (4.8), Sobolev interpolation and Young inequality, we get
Using the semigroup property of (A β ) β≥0 and Assumption (C) ( (2.42), with δ = 0, q = 2 and C R := c), we confirm
• (K ′ 1 )-The local monotonicity property: There exists a constant c > 0 such that
where r ′ (t) := c(1
) and c > 0 is a constant relevantly chosen.
The main obstacle which prevent us in this stage to follow the same steps as in Section 5 is the fact that we are unable to prove that the solution u ∈ L 
and using the interpolation and Estimate (7.2), we conclude that (7.10) sup
Remak that under the condition α ≥ 1 + d 2 , the regime is either dissipative or hyperdissipative. The proof of the existence and the uniqueness of the global solution for the dD-FSNSE under these two regimes is classical. In particular, one can follow the same machinery as in Section 5 with the relevant changes mentioned above. The obstacle mentioned in (7.10) is similar to the well known one for the classical 3D-NSE but not for the 2D-NSE. To support more our claim mentioned in the begining of this section and in Section 1, we emphasize that the 2D-SNSE is covered by our technique and this proves that this latter is optimal. Moreover, we can remark also that the values, (α ≥ 1 + In this section, we prove the global existence and the uniqueness of the weak solution for the dD-FSNSE (2.23). For O = T 2 , we have thanks to the conditions in (3.6.1) and arguing as in the proof of the regularity in Section 5, we infer that the maximal solution (u, ξ) satisfies
We denote by E the set of predictable stochastic processes (v(t), t ∈ [0, T ]) (or the extsension of v in the case v is defined up to a stopping time) satisfying that there exists a stopping time
,2 (T 2 )) and the process (∇v(t), t ∈ [0, τ )) can be extended (we keep the some notation) to ∇v ∈ L
, with the norm of ∇v in this space is uniformly bounded, i.e. independently of the extension. We claim that E = ∅. In fact, let us define, (ṽ(t), t ∈ [0, T ]), byṽ(t) := u(t ∧ ξ), ∀t ∈ [0, T ]), where (u, ξ) is our maximal local solution. We have, for q characterized as in (3.4.3), (bellow d=2)
Therforeṽ ∈ E . Remark that the condition
α ≤ q, see Remark 2. Now, we shall look for a solution in the set E . We can go back to the first part of Section 7 and we repeat the same calculus until Estimate (7.8), which we treat now as follow. Using Hölder twice (1/q + 1/q ′ = 1/2), Gaglairdo-Nirenberg and than Young inequalities, we get
We take r ′ (t) := c(1 + |∇v(t)| 1 1− 2d α) with relevant constant c > 0. Than, we apply the whole machinery as in Section 5 and the estimations as in Section 7 to get the existence of the global solution. To prove the uniqueness of the solution in the set E , we follow the steps as in Section 5. In particular, in Formula (5.46), we estimate the term B(w(s)), u 1 (s) = − B(w(s), u 1 (s)), w(s) using (8.3). The existence and the uniqueness hold, therefore the local solution is global and unique. The estimate (3.10) is obtained from (8.1).
For the general case (3.6.2), if a maximal local weak solution enjoys (3.13), then we have E = ∅ and thus we follow the proof above (for O = T 2 ) to get the results. If a maximal local weak solution enjoys Condition (3.14), then the set E 1 = ∅, where E 1 is the set of predictable stochastic processes (v(t), t ∈ [0, T ]) (or the extsension of v in the case v is defined up to a stopping time) satisfying that there exists a predictable stopping time τ such that v ∈ L 2 (Ω × [0, τ ); H ,2 (O)) uniformly, i.e. with the norm of v in this space is uniformly bounded independently of the extension. Now, we can continue from Estimate (7.8) and follow the proof as above and as in Section 5. statement with the results in Theorem 2.3, we conclude that This proves that the FSNSE and the SFNSE defined on the torus are "equivalent". In the case O ⊂ R d being bounded, the Stokes operator A S is not equal to −∆. In fact, as we can not in general expect that if u ∈ D(A S ) we also have ∆u · n = 0 on ∂O it is not obvious whether or not ∆u ∈ L q (O). Our claim here is that (A S ) α 2 = Π(A D ) α 2 Π. In deed, thanks to (2.9) and (2.10), it is easy to deduce that A S = ΠA D Π, see also [26] . Using Theorem 2.3, we infer that
Moreover, using the definition of the negative power of A S and A D via the resolvent, see e.g. [31, 56] and the definition of the Helmholtz projection, we infer that
where Γ is the path running the resolvent set from ∞e −iθ to ∞e iθ , 0 < θ < π, avoiding the negative real axis and the origin and such that the branch z In this appendix we consider only the case d = 2, for the multidimensional case see e.g. [10, Chap.3] , [47, Chap.2] , [48] and [54] . The Biot-Savart law determines the velocity u from the vorticity θ. This law is given as a pseudo-differential operator of order −1 in the cases O = R d and O = T d . The case O R d , as mentioned before is much involved. here we give a survey and some results about this law in the cases O R d and O = T d than we move to the derivation of the stochastic vorticity equation for the case O = T d . A generalization of the Biot-Savart's law to a nonlocal pseudo-differential operators of fractional order γ ≤ 0 has been investigated in [15] . We define the operator "curl" as follow, see Preliminary Notations, curl : v ∈ H We suppose that this constant is null, for further discussion, see e.g. [48] . The problem is then formulated as follow, is well defined and bounded for all 1 < q < ∞ and β ∈ R.
Proof. In fact, One can also use the representation of u via Green function (recall that ∆ x g O (x, y) = δ x (y)). For O = T 2 , it is also convenient to remark that R 1 is a pseudo-differential operator of Calderon-Zygmund Reisz type, see definitions, results and further discussions in [15] . In deed, we can rewrite R 1 = −R ⊥ (−∆)
, where R is Riesz transform and R ⊥ := (−R 2 , R 1 ). The proof of the above statement for a larger class of operators on T d , d ∈ N 0 which includes R 1 can be found in [15] .
The following result characterizes an intrinsic property between curlv and the Sobolev regularity of v. In fact the relation above is also true for all u ∈ H β+α (T 2 ), β ∈ R. Applying the operator curl on the integral representation of Equation (2.23) stopped at the stopping time τ and using the calculus above, we infer that if (u, τ ) is a local weak solution of (2.23), then θ := curlu is a weak (strong in probability) solution of (B.19) dθ(t) = (−A α θ(t) + u(t) · ∇θ(t)) dt +G(θ(t))dW (t), 0 < t ≤ τ. θ(t) = curlu 0 .
By the same way, we can prove that if (u, τ ) is a local mild solution of (2.23), then the same calculus above is still valid and θ := curlu is a mild solution to equation (B.19). In the proof of this case, we use the commutativity property between the operators ∂ j and the semigroup (e −tAα ) t≥0 . A general formula of Equation (B.19) has been studied in [15] .
Appendix C. Some Sobolev inequalities. 
