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Digital Data, Administrative Data, and Survey 
Compared: Updating the Classical Toolbox for 
Assessing Data Quality of Big Data, Exemplified  
by the Generation of Corruption Data 
Peter Graeff & Nina Baur ∗ 
Abstract: »Digitale Daten, Verwaltungsdaten und standardisierte Befragungen 
im Vergleich. Update des klassischen Werkzeugkastens zur Ermittlung der Da-
tenqualität von Massendaten, am Beispiel von Korruptionsdaten«. In the digi-
tal age, new data types have become available that can, potentially, be used in 
social science research. Besides data that were originally created for scientific 
purposes (research-elicited data), administrative mass data (traditional-type big 
data) and data from digital devices (new-type big data) have become more and 
more relevant for research processes. Both data types can be subsumed under 
the term “big data.” In this paper, we scrutinize the quality of administrative 
mass data on corruption in contrast to research-elicited data (e.g., survey data). 
Since data quality is crucial for the measurement of a social phenomenon such 
as corruption, we pose the question of how a social phenomenon can be meas-
ured by means of data from these different sources. As a first step, we refer to 
the so-called Bick-Mueller-Model. It was developed in the 1980s for observing 
the special features and particularities of administrative mass data (traditional-
type big data). We contrast this model with the so-called Error-Approach that 
is typically applied in survey research. In order to account for new trends in da-
ta generation and application, we show the progress that has been made since 
Bick and Mueller introduced their model and discuss new features of digitalism 
and new technologies. We conclude that the features of the so-called Bick-
Mueller-model are useful for tackling the particularities of administrative data 
and also – to some degree – new-type big data. The “error” perspective that is 
inherent both in the classical survey research and in the so-called Bick-Mueller 
model also applies to new-type big data when it comes to assessing their quali-
ty. Moreover, it is possible that the data from these different sources can com-
plement each other. For this, researchers must be aware of the fact that neither 
data source actually measures corruption directly. For answering specific re-
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search questions, it is crucial to consider the advantages and disadvantages of 
using specific data types. 
Keywords: data quality, measurement, big data, mass data, process-generated 
data, process-produced data, digital data, survey data, digital methods, compu-
tational social sciences, survey methodology, total survey error, corruption. 
1. Introduction 
In the social sciences, “data” can be considered as bits of information that 
represent or are positioned in relation to a social phenomenon of interest. In 
order to describe or explain a social phenomenon, scientists usually apply re-
search-elicited data which researchers collect themselves for research purposes. 
That is, they use data generated from sampling units (such as people or firms) 
in a research process that was specifically designed to explore and measure the 
social phenomenon of interest. Consider crime, e.g., corruption, as an example: 
If social scientists explore such a phenomenon, typically self-reporting surveys 
are conducted in order to gather information about corrupt practices (such as in 
Graeff et al. 2014; Dickel and Graeff 2018). The questionnaires or interviews 
are designed to investigate the prevalence or volatility of corruption and are 
applied under conditions which exacerbate issues in its measurement, such as 
socially desirable answering or sensitive topics (Dickel and Graeff 2016). 
There are, however, other data that were not originally generated for re-
search purposes but could also be applied for scientific research – the so-called 
“process-produced” or “process-generated data” (Baur 2009; Baur et al. 2020, 
in this HSR Forum). For example, corruption as a social phenomenon is not 
only of interest to social scientists but at the same time happens in every socie-
ty and is thus typically registered by authorities such as the police, the prosecu-
tion departments, and the courts. Take, for example, the case of bribery when a 
firm’s employee conducts a corrupt transaction with a public official in order to 
get a public contract for his firm. When public procurement is involved, such a 
phenomenon frequently occurs in Western countries (Charron et al. 2017). If 
such a crime is discovered, the number of cases within a region (or a society) – 
gathered by the prosecution authorities – are related to the phenomenon of 
corruption but are not produced by a scientific process of data generation. 
Official figures of corruption-crimes can be of interest for social scientists if 
they are usable as (official) indicators for societal conditions (Skogan 1974). 
The methodological question that arises from this problem is: Which of 
these data types is better? In some methodological discourses, the answer 
seems obvious. For example, survey methodologists tend to favor research-
elicited data because researchers can at least estimate control over the meas-
urement and sampling errors (Baur 2009). In contrast, computational social 
scientists tend to favor process-generated data because these are often “big 
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data.” The fact alone that different research fields disagree on what should be 
the preferred data type reveals that the answer which is the best data type is not 
clear at all (Baur et al. 2020, in this HSR Forum), even if in theory, one could 
choose any data one wanted. The situation becomes more complicated, if one 
does not reflect the ideal research world but looks at actual research practice 
because very often, not all data types are available for all research questions 
(Baur 2009). The topic of “corruption” is a good example: There simply are no 
single good data sources for measuring corruption. 
Therefore, using the example of “corruption,” in this paper, we pose the 
question of how a social phenomenon can be measured by means of data from 
different sources which are obviously, or at least indirectly, related to the phe-
nomenon of interest. While this question has always been a key question of 
social science methodological discourses, it has become increasingly relevant 
in recent years because in the wake of the digital turn, new data sources have 
become available. New sources, such as media or regional (or spatial) data, 
augment the array of classical sources, such as statements (e.g., intentions of 
actions) by persons about their own or others’ corrupt practices (survey data) or 
the number of cases registered by prosecuting authorities (administrative data 
or administrational data). 
The paper is organized as follows: In section 2, we elaborate on the charac-
teristics of administrative (mass) data (also: traditional-type big data) and sur-
vey data, using the example of corruption data in Germany. In the past, several 
attempts have been made to compare these types of data. In sections 3 and 4, 
we refer to the comparison made by the so-called Bick-Mueller-Model and 
contrast it with the so-called Error-Approach typically applied in survey re-
search. We also highlight some progress made since Bick and Müller intro-
duced their model in the 1980s and, in section 5, we ultimately turn to new 
features of digitalism and new technologies. 
It is impossible to discuss the full array of social science data in one single 
paper (for an overview, see Baur and Blasius 2019). We therefore focus on 
quantitative data and those data types which are currently most often used in 
social science research on corruption. Specifically, we are going to use survey 
data as an example for research-elicited data and public administrative data as 
an example for process-produced data. Obviously, focusing on corrupt practic-
es data in a country limits the generalizability of our ideas because different 
social phenomena show other specific data characteristics. This is, however, 
the call Bick and Müller (1984; and also Baur 2009) made when they suggested 
a framework for analyzing process-produced data such as public administrative 
and other big data: If process-produced data are to be used for social science 
research, it is necessary to regard their specific characteristics, which refers, in 
particular, to the circumstance that they are generated and applied within a 
legislative framework. 
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2. Aspects that Demarcate Survey Data from Traditional-
Type Big Data 
In Germany, the criticism of process-generated data, such as historical sources 
(Quellen), and traditional-type big data (also: social bookkeeping data, process-
generated mass data), such as government data and other public administra-
tional data (Verwaltungsdaten), dates back to the 19th century and lies at the 
heart of the founding of German sociology as a discipline (Baur et al. 2020, in 
this HSR Forum): In early German sociology, social science methodology was 
considered as one of the key elements of reflecting the advantages and draw-
backs of different data sources (Baur et al. 2018). The criticism of process-
produced data resulted in social scientists developing techniques for research-
elicited data, and by the 1920s, survey data were an important social science 
data source (Baur 2014, 257). In the consequent decades, methodologists not 
only continuously improved methods for collecting research-elicited data but 
also discussed the advantages and disadvantages of various data types. This 
debate got a new impetus in the 1960s and 1970s, when the new methods of 
digital data storage and computation made many types of process-produced 
data more easily available (Baur et al. 2020, in this HSR Forum). In the 1980s, 
the debate about the differences and similarities between data generated by a 
scientific research process and data generated by administrative/institutional 
processes culminated in Bick and Müller (1980, 1984) suggesting a model for 
assessing the data quality of traditional-type big data (also: process-produced 
mass data; e.g., Baur 2009). 
Referring in particular to this debate, we point out the most important fea-
tures of each data type. As means of illustration, we link these ideas to the 
phenomenon of corruption. The ways in which survey and traditional-type big 
data (administrative data) are conceptualized, generated, collected, archived, 
analyzed, and applied can be described in similar steps (see Figure 1). 
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Figure 1:  Characteristics of Data 
 
Source: Modified from Baur 2009 and Bick and Müller 1984.  
 
The two types of data are related to different paradigms in the literature: 
1) Research-elicited data, such as survey data, are collected specifically for 
answering social science research questions – which is why we call the 
process of generating these data “scientific” in the context of this paper. 
As the scientific research process starts with a sound aim, research ques-
tions, and theoretically expected results, any difficulties that jeopardize 
reaching the research goals are considered (within survey methodology) 
to be errors. The conceptual framework of the “total survey error” (TSE) 
comprises all errors that could possibly occur during generating, archiv-
ing, or analyzing survey data (Biemer 2010; Groves and Lyberg 2010).1 
2) The paradigm of process-produced data (such as public administrative 
data) refers to the legislation or rules given by the authority, as govern-
ment institutions/administrations usually determine what kind of data are 
generated (Wallgren and Wallgren 2014, 8). Legislation provides authori-
ties and statistical offices with the rights to notify, register, and use data 
of persons or firms/institutions. Unlike researchers, administrations 
(which generate data from persons most frequently) have the right to as-
certain their identity and get information about personal characteristics, 
such as income and taxation. 
The overall aim of the survey process is answering research questions. The 
survey design is tailored to getting the data necessary to answer the research 
 
1  There are a lot of different possible errors in regard to each step in the survey process 
(Biemer 2010). We will introduce the relevant error concepts in the next section.  
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question. Administrative data are generated because they are needed in the 
public sphere (such as information on the prevalence of diseases), for adminis-
trative/bureaucratic functions (such as conducting taxation or criminal prosecu-
tion), or for political/governmental reasons (such as making a decision on the 
tax rate or ways of prosecuting criminals) – they are gathered for the delivery 
of a service (Woollard 2014). 
In most cases, these objectives are regulated by laws, so the aim behind the 
data generating process is to conduct it in accordance with both the objectives 
and the laws (Bick and Müller 1984). While the aim of research is oriented 
towards knowledge (or explaining), the administrative conduction is based on 
practical reasons (Baur 2004). 
For operationalization, data generated in scientific research are aligned with 
theoretical propositions or explorative assumptions. Ideally, theoretical ideas 
drive any form of operationalization, suggesting which research designs and 
survey questions should be included in the survey instruments (Baur 2009). 
Data that are not research-elicited (e.g., process-produced data from public 
institutions or administrations) are operationalized according to the legislative 
directives or principles that are applied in administrative processes. The opera-
tionalization of non-research data is typically not done while accounting for 
forthcoming (statistical) analysis. 
The process of data generation in scientific research is conducted by sam-
pling the units of interest, such as persons, firms, or others entities. While there 
are several ways of case selection and sampling in a scientific way, if one 
would like to draw conclusions on the basis of inferential statistical grounds, a 
random sample needs to be selected from the target population. Under the 
conditions of random sampling, error probabilities can be produced. Large 
population surveys usually contain features of representativeness or the oppor-
tunity of correcting for it. In contrast, traditional-type big data are generated by 
notifications: The responsible authority in an administration/institution receives 
relevant information on a certain case (such as a tax payer or a criminal sus-
pect). The data collection is conducted by registering this case together with all 
the information that is demanded by the law/administrative directives. For 
scientific purposes, randomly sampled persons or other sampling units of inter-
est are surveyed to gather the information that is necessary to answer the re-
search questions. In this way, metadata (such as information about time or 
interviewer) are usually also stored and eventually used. All data gathered in 
the research context refer to the population of interest, which is different to 
non-research-elicited data. Administrative metadata are only stored/registered 
if there is a directive for doing so. Not all data collected for administrative 
purposes refer to the population of interest, particularly not those that are part 
of the data exchange process between administrations/institutions. 
Pointing out these differences between research-elicited data and traditional-
type big data (e.g., administrative data) shows that the paradigms, ways of 
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conducting, and intentions to use data differ between researchers and data-
generating administrations/institutions. The idea of avoiding or minimizing 
errors in the data generating process does not apply to non-research-elicited 
data. Therefore, Bick and Müller (1984) suggested to substitute the paradigm 
of “error lore” applied to social science surveys with the paradigm of “data 
lore” which functions as a general framework to account for the characteristics 
of non-research-elicited types of data. Within this framework, typical “errors” 
could be pinpointed, such as mistakes in notification that the police make when 
witnesses report crimes. 
After being gathered, data need to be archived, which usually requires that 
the data have to be prepared, to fit the demands of being stored. For research-
elicited data, archiving necessitates removing unnecessary or false information 
from the data set (such as wrong entries), adding metadata, and matching the 
data with the chosen data format. In recent years, the directives for handling 
and storing data according to data protection laws have moved more into focus 
– both for research-elicited and process-generated data. As traditional-type big 
data from administrations/institutions most often contain person-specific sensi-
tive information (such as financial information), data protection is paramount. 
Access to process-generated data from administrations/institutions is usually 
restricted, as these data are not intended to be used for scientific analysis or to 
be used by persons outside the administration. While data derived from re-
search processes are – if first anonymized – usually available for secondary 
analysis by other researchers (e.g., to reanalyze the data and ap-
prove/disapprove the results gained from them), the handing over of adminis-
trative data (to scientific researchers or third persons) crucially depends on the 
reasons for analysis. Data which are used to produce official figures on social 
conditions (such as crime rates in a region) have become available in the recent 
decades but access to data about individual cases requires a permit from the 
authorities. Moreover, data exchange between administrations also requires 
such legislative permits (Baumann 2015). 
Furthermore, there are differences between research-elicited data and tradi-
tional-type big data when it comes to data analysis. While answering the re-
search question usually involves multivariate analysis methods since research 
questions pertaining to only two variables usually do not fit the complexity of 
social reality, for practical reasons, administrative data are typically analyzed 
by means of descriptive statistics only (also due to the fact that they do not 
fulfill the criteria for statistical inference drawing). Since the legislation princi-
ple is primary in administrations/institutions and their needs for conclusions 
drawn from the data are often different, it is rare that authorities want to know 
the likelihood that they are drawing false or correct conclusions from a data set. 
The latter is of primary importance for the scientific research process, as sug-
gested by the “total survey error” paradigm (Groves 2004). 
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When both data types are used for secondary data analysis, similar methods 
can be applied if the administrative data are preprocessed to be used in statisti-
cal analysis (Baur 2009, 17). Wallgren and Wallgren (2014, 3) point out that 
administrative registers need to meet the demands of four principles, namely: 
1) the registers “should be transformed into statistical registers” by referring 
to all relevant sources, 
2)  “the statistical registers should be included in a coordinated register sys-
tem” in order to make sure that the integration will work, 
3) the consistency of population and variables is warranted in order to get 
coherent “estimates from different register surveys,” 
4) a quality assessment should be applied by comparing the statistical sur-
veys “with other surveys in the production system.” 
In their book on “Register-Based Statistics,” Wallgren and Wallgren (2014) 
refer mostly to Swedish administrations. It is not clear yet whether these prin-
ciples can be applied to administrations in other countries in the same way, due 
to differences in legislation and administrative conductions. However, if these 
principles can be applied, the coherence of the population and variables allow 
for coherent estimates from different surveys. 
Finally, the application of results, for example the conclusions drawn from 
the data analysis, are usually also different: Results in the scientific area can, 
but do not need to, have practical implications, while this is the main criterion 
when it comes to conclusions from administrative data analysis. The latter are 
most often used in the media or in politics to lay foundations for policies (such 
as a report on crime prevalence for increasing the number of patrolling police 
officers, Neumann, and Graeff 2015). 
3.  A Comparison of Problems and Errors of Survey Data 
and Traditional-Type Big Data 
Having compared the research processes between research-elicited and tradi-
tional-type big data, the next question is, which problems and errors occur 
during data generation, both in the scientific and non-scientific field? From a 
social science point of view, corruption, as a form of crime, is registered by 
prosecuting authorities (and the public prosecution departments and courts). 
This generates a special type of administrative data which has to be examined 
according to its characteristics and features in order to learn about its errors, 
biases, and problems (Bick and Müller 1980, 1984). Before we turn to the 
suggestions that Bick and Müller make regarding “data lore” (which refers to 
finding data distortions rather similar to errors), we will briefly summarize the 
problems of survey data production to provide grounds for a comparison with 
administrative data. 
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Errors within the scientific survey process can occur at any stage in Figure 
1; that is to say, they can occur while considering the aim and operationalizing 
within the specific paradigm, while gathering, archiving or accessing/analyzing 
data, or applying the results practically. For operationalizing either theoretical 
ideas or legislative directives, one could produce questions or items for survey-
ing that do not fit to theory or to the conditions of producible data (Hox 1997, 
66). Detailed possibilities for errors are provided in the literature (e.g., Baur 
2009). When it comes to the first stage in sampling, errors in defining and 
covering the target populations might occur. If one wants to use inferential 
statistics later, the selection of cases needs to follow random procedures which 
leave ample room for errors (such as those produced through item- or unit-
nonresponses as well as erroneous adjustments or sample weights). Measure-
ment errors pertaining to issues of validity or reliability are linked to processes 
of survey designing and data collection procedures. There are also particular 
problems that cause errors when using specific modes of data collection (such 
as memory problems of interviewees confronted with retrospective questions; 
see Baur 2009, 29 and Baur 2014 for an overview). Ultimately, errors might 
also occur during data analysis through choosing inappropriate analysis tech-
niques (e.g., inappropriate models) or falsely interpreting results (see Figure 2). 
Figure 2: Errors Specific to the Data Types 
 
Source: Modified from Baur 2009 and Bick and Müller 1984.  
 
For traditional-type big data, problems and errors occur at the same stages as 
for the survey process. Bick and Müller (1980, 1984) consider the conceptual-
ization of administrative data in close relation to survey data as official figures 
can be taken as indicators for a quantification of a topic of interest. This also 
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leads to the possibility of taking these indicators (such as the number of crimes 
in a region) as an indicator for other topics within social science (such as ano-
mie), as long as there are grounds for the suggestion that these indicators are 
related to the topics. The paradigm, however, under which these data are opera-
tionalized is strictly focused on legislation, which narrows the scope of reality 
and the amount of features that are of interest for administrative purposes. A 
first type of error occurs if items do not fit the legislative dimensions (for an 
example, see Rasner et al. 2007). The procedural rules and (legal) norms of 
conducting (mandatory in the “administrative theory”; Baur 2009, 25) impact 
the techniques of data collection, the work, and leeway of administrative staff 
(that deals with the data). Similarly, the role and functions of the administration 
within the governmental/political structure and its “distance to the environment 
outside administration” are also of importance. 
Figure 3: Factors Possibly Contributing to Distortion of Data Production in 
Process-Produced Data such as Public Administration Data 
 
Source: Bick and Müller 1984a, 138; translated, adjusted, and reprinted in Baur 2009, 25, and 
slightly modified for this publication. 
 
The body of quantitative administrative data contains cases such as persons or 
objects for each of which the same information is gathered (Bick and Müller 
1984, 123). Persons or objects need to be registered at the data producing insti-
tution (such as the police) before information about this case can be stored 
(implying that non-registered information leads to a missing data problem; 
Brame et al. 2010, 274). Different types of information are stored in a manner 
depending on the function of the administration/institution; the amount and 
content of information about a case is stored according the functional division 
of the administration/institution. 
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The data generating and “sampling” processes reveal clear differences to the 
survey process of research-elicited data. Bick and Müller (1984, 138-139; see 
also Baur 2009, 25) identify three main factors influencing the particular way 
in which administrative data are generated: The aforementioned rules and 
directives (“administrative theory”), the data producing clerk (in the admin-
istration/institution), and the person who is affected by the administrative pro-
cess (“the client”). Administrative service regulations and the way in which the 
notifying administrative clerk (such as a policeman or a public official in a 
bureaucracy) applies them depends on her/his procedural leeway, attitude, 
customer orientation, and behavior towards clients. The notifying process 
changes if the clerk wants to skip paperwork or is awarded for registering spe-
cific information. This might produce distortions in the administrative data 
during the data generating process as do changes in intraorganizational features 
of the notifying/registering process, such as the duration of the process or the 
involved administrative positions. Inserting and coding processes are general 
sources of errors in administrative data, reducing data accuracy and reliability 
(for an application with US data, see Abowd and Vilhuber 2005). In general, 
any relevant information for an administration/institution that is reported by a 
client enters the administrative database as a combination of the report itself 
and the administration’s documentation practice (Mac Donald 2002, 103). As 
the administrative data generating process needs a person who reports the in-
formation (such as a witness for crimes or a whistleblower for corrupt practic-
es), this report may potentially lead to distortions. Delivering information to the 
administration’s/institution’s representatives presupposes that the reporting 
person accepts the administrative rules and the way its clerks conduct their 
work. The information is merely the description of a situation, by the reporting 
person, which could severely differ from actual situational characteristics 
(Kersting and Erdmann 2014, 16), in particular if crime or deviant behavior is 
involved. Usually, personal information of the reporting person is also revealed 
and requires the person’s prior acceptance. 
A good deal of the potential data distortions stem from individual behavior 
during interactions between people inside and outside of the administra-
tion/institution. Unlike the interaction between interviewer and interviewee in 
survey research, this interaction is not standardized – although administrative 
rules and directives exist. 
Archiving the administrative data is also guided by legislative directives; the 
information being stored is selected by means of directives and normative 
assessments on what is worth archiving. Since the administrative data are not 
assembled in order to answer specific questions (as opposed to survey data), 
there might also be data distortions in the archiving process. Therefore, all rules 
of selection need to be known in order to assess these distortions (Bick and 
Müller 1984, 137). 
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Accessing and analyzing administrative data at the micro-level is limited 
(sometimes even prohibited) due to the protection of privacy (e.g., if the data 
refer to criminal offenses; Baumann 2015, 75), even if researchers are aware 
that suitable administrative data are available (Baur 2009, 31). Since the ad-
ministrative data are not designed for answering specific (research) questions, 
the directives which determine the way in which the data are stored (for in-
stance the categories for storing the age of a person) could complicate a de-
tailed statistical analysis (Kersting and Erdmann 2014, 15). Moreover, some-
times the data body in administrations is not generated within a determined 
time span (as research-elicited data usually are) but consists of information 
from different sources assembled at different (past) points in time (Bick and 
Müller 1984; Wallgren and Wallgren 2014), which suggests an interpretation 
error if these data were perceived as a homogenous entity. Another analysis 
problem occurs if the directives for generating the administrative data change 
so that data become incomparable across time (Herrmann 2009, 649). All these 
difficulties suggest that administrative data cannot be analyzed without addi-
tional effort in data preparation, as compared to survey data (Wallgren and 
Wallgren 2014, 182). 
How the results derived from the data are used also differs between re-
search-elicited and non-research-elicited data. Answers to research questions 
with research-elicited data are usually considered as valid, given a chosen 
significance level – the probability of rejecting a hypothesis which is actually 
true. Empirical research results based on the foundations of inferential statistics 
need to be approved or rejected by other studies’ results and are contested by 
nature. They are sometimes utilized, however, as grounds for recommendations 
on societal/policy issues. Results derived from administrative data are also 
applied more and more in governmental or political matters (see “Commission 
on Evidence-Based Policymaking” 2017; Wallgren and Wallgren 2014, 28; 
Oberski et al. 2017) but are only rarely judged by the same (measurement-
related) standards as research results are. Errors in applying the results occur if 
conclusions are derived which are unwarranted given the quality and the 
amount of errors within the data itself. For example, consider the interpretation 
of crime rates for a region without knowing the legal definitions and data keys 
that were used for coding the data and without any written documentation 
regarding the data sets. Increases in crime rates across years must not neces-
sarily be due to an increase in committed crimes but rather may be based on 
improvement in police work. For using the results, data need to be interpretable 
in a meaningful sense. To achieve this, a data dictionary that guides data users 
is usually necessary. Even if this is available, it is questionable whether the 
interpretation of quantifications of administrative/legislative categories are 
conducted in the way that was suggested by the law. In the following section 
we will illustrate this with crime data from Germany. 
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4.  Example: Characteristics of German Corruption Data 
If one wants to use different data sources for examining the social phenomenon 
of corruption, several potential sources are available. As mentioned previously, 
some survey items exist in large German population surveys such as the Gen-
eral German Social Survey (ALLBUS). Also, there are administrative data 
from the police, public prosecution departments, and courts on numbers of 
suspected, processed, and sentenced cases of corruption. These data reflect 
discovered cases of corruption with a clear jurisdictional meaning. 
In addition to these data sources, there are spatial/structural data about cor-
ruption (which measure the number and quality of anti-corruption institutions, 
public prosecution, and prevention measures within a German county or re-
gion). Moreover – already revealing typical qualities of big data – media data 
(Williams, Burnap, and Sloan 2017) exist that can be taken as an indicator for 
corrupt practices. 
Figure 4: Processing Administrative Corruption Data 
 
In this section, we will apply the idea of “data lore” by Bick and Müller (1980, 
1984) to administrative data on corruption in order to identify distortions or 
errors within an existing dataset. In the first step, we turn to the way in which 
data are produced by the prosecution authorities. Take again the example of a 
firm’s employee who bribes a public official to get a public contract for her/his 
firm. Someone (such as a whistleblower) has to press charges against the per-
sons who are suspected of having committed this type of bribery (see Figure 
4).2 
 
2  Note that our scheme is stylized in the sense that not all crimes are primarily registered by 
the police. Depending on institutional criteria, such as the severity or type of crime, some-
times the public prosecution department is the authority which first registers the crime 
(such as cases of fraud and embezzlement). Sometimes (such as in cases of theft or misap-
propriation) the police are the registering authority (Baumann 2015, 84). 
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The “crime statistics,” created from cases registered by the police, comprises 
the number of corruption cases that are suspected to have been committed. 
These statistics are the point of departure for the next jurisdictional steps: The 
cases are handed over to the responsible prosecution department where a deci-
sion is made on whether or not to take a case to court. When a case goes to 
court, it is decided (in court) whether or not the suspicion is confirmed in a 
juristic sense. As a result, the number of suspects who are convicted for corrup-
tion appears in the final “criminal statistics” (built up of data from the courts). 
Typically, the number of cases registered (and suspected) by the police is far 
higher than the number of convicted persons in the criminal statistics (from the 
courts). This is partly due to the fact that during the administrative process the 
charge can be reassessed if new aspects regarding the suspected crime appear 
or the charge is not forwarded to the next jurisdictional stages because of for-
mal reasons (Enzmann 2017), such as too much time elapsing since the crime. 
It is also partly due to erroneous reporting (which is an error similar to false 
answers in surveys; Pepper et al. 2010). In addition, the lower number of con-
victed persons (compared to suspected persons) results from the fact that not all 
charges are actually valid. 
The statistics derived by means of this procedure include data “known to the 
police,” pointing to the major problem in criminology that official figures re-
flect only registered crimes and leave an unknown amount of crime (the “dark 
figures”) out of consideration (Brame et al. 2010, 274). The final statistics from 
court data preserve this mistake but must be considered as different data, point-
ing to slightly different phenomena: Both statistics deal with corruption but 
reflect either the number of possibly corrupt offenders or the number of persons 
convicted based on charges of corruption (Heinz 2003). 
Applying the idea of “data lore” (Bick and Müller 1984; Baur 2009) to these 
administrative data allows for examining the administrative processes for po-
tential distortions or errors. 
First of all, “administrative theories” on what counts as corruption differ 
historically and culturally. For example, in Germany giving a gift above 25 € to 
a public servant is considered a crime. In effect, this means that even inviting a 
politician or another public servant to a dinner or gifting them with an expen-
sive bottle of wine might be considered corruption in Germany, if it is not 
formally approved in advance. In other countries, these acts might be consid-
ered as acts of common courtesy. These differences in legislation will have an 
effect, which reported cases are classified as corruption and which are not. A 
good example for Germany is the case of former German President Christian 
Wulff who had to resign and was persecuted for accepting gifts that might have 
been considered insignificant in other countries. 
Second, the “the clients” are important in process-produced data on corrup-
tion because not all cases of corruption are reported to the police. Corruption, 
e.g., might not be observed by anyone apart from the persons involved in the 
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act (who naturally do not have any interest in reporting it). Even if corruption is 
observed, the persons observing the act might not consider the act as an act of 
corruption. Even if a person observes an act of corruption and wants to report 
it, they might be afraid to do so due to social or legal ramifications and thus 
never report it. Therefore, whistleblowers are quite rare and the number of 
possible cases of corruption reported are much lower than the actual cases due 
to “client logic.” 
Thirdly, even if a case of corruption is actually reported, there are many 
possible errors in the administrative processes in which the police are involved 
as the notifying authority. These potential errors due to the “data producing 
clerk in the data producing agency” (Bick and Müller 1984, 138) occur be-
cause of practical issues in the notifying/registering process, the “characteris-
tics” of the police as data producing clerks, and general conditions leading to 
erroneous information. 
In the practical work of the police, strategies for evaluating a report of a po-
tential crime, assessing the reporting person, and the knowledge for classifying 
a potential crime play major roles (Rüping 2009). When faced with accumulat-
ing numbers of reported (potential) crimes, pressure on police officers from key 
management suggests short cuts for settling the work amount (Eterno et al. 
2014). For corrupt incidences, the reporting of the suspected crimes (usually 
reported as a form of whistleblowing) depends on the way that the notifying 
authorities treat this report (cf. Koster 2016; Slocum 2018). Notifying police 
officers request the information which is necessary, from their point of view, in 
order to keep their work load within reasonable limits (Herrmann 2016, 44). 
For removing any disincentives, the whistleblowing of corrupt practices needs 
to be fully covered by legislative rules (Carr and Lewis 2010) and potential 
whistleblowers need to be sure of their (legal) protection. Not meeting these 
conditions results in a larger number of dark figures of crime, due to less re-
porting. There are also potential distortions suggested by the Bick and Müller’s 
(1984) “data lore” in conjunction with the manner of processing pictured in 
Figure 4: If there are inconsistencies in registering the demanded information 
and this deficient information package is handed over to the next authority, 
errors can also be persevered and transferred to the next jurisdictional stage. 
The “characteristics” of the police as data generating authority are tightly 
linked to their practical issues in registration, for example the police officers’ 
“attitudes” against particular reporting groups (Slocum 2018) and the condi-
tions of work conduction (low level of staff and equipment or specific office 
functions). A shortage of police personnel results in an “institutional inertia” in 
regard to the reporting of crimes (van Dijk 2009). Also, a shortage in equip-
ment is perceived as an obstacle for completing office work (Bonewasser 2000, 
235). 
Further errors occur in the reporting situation if the registering police officer 
is not able to get proper information about the notified crime – either because 
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the reporting person states the offense in an unclear way or because there is a 
lack of valid information in her/his statements (Brusten 1984). Under these 
work conditions given for registering crimes, the data derived from the first 
authority, which registers the crime (corrupt practices), are compiled in the 
police crime statistics (Polizeiliche Kriminalstatistik, PKS) that includes the 
registered number of suspected cases for a particular type of crime. 
The “data lore” concept also applies to the stage of the public prosecution 
departments and for the courts. The prosecution departments aim at contrib-
uting to the jurisdictional conducting of the criminal cases. They consider and 
compile information that point to rebutting or confirming the charge. In this 
process, strategies for managing the amount of work that typically appear are 
similar to those of the police. There are empirical hints that the number of cases 
that need be taken care of are too high for (some) public prosecution depart-
ments (Elsner 2008).3 The prosecution departments work as a de facto filter 
because only a fraction of cases is passed on to the courts. Terminating a 
charge is among the most frequent methods for tackling a case (Heinz 2004; 
Baumann 2015, 80). Even if legislative directives guide the departments’ work, 
there is (jurisdictional) leeway in the consideration of the cases (Mayntz 1985, 
213). An authority’s (functional) responsibility is an important aspect (in prac-
tice) for settling, shortening, or processing a case (Göhler 2018). On the one 
hand, this reflects the application of legislative principles par excellence; on the 
other hand, it is sometimes an instrument (of power) for delaying the pro-
cessing of a case, or its termination. This is, however, not visible in the data 
generated at the level of the prosecution department. 
Data generated in the courts stage enter the criminal statistics (Kriminal- 
oder Strafverfolgungsstatistik), such as the number of people convicted due to a 
specific charge. The data represent the decisions of courts according the legal 
assessment of a charge. Courts are free (unlike the police and the prosecution 
departments) in their manner of deciding a case, that is they do not have to 
regard the opinions or directives of others (such as the ministry), as long as 
they comply with the law (Schmidt 2018). 
If the three major factors of the “data lore” concept by Bick and Müller 
(1984, 138-139) are applied to administrative corruption data in Germany, the 
three factors (the “administrative theory,” the data producing clerk [in the ad-
ministration/institution], and the person who is affected by the administrative 
process [“the client”]) can be identified as “error-generating” (see Figure 5). 
 
3  Each federal state (Bundesland) in Germany has its own public prosecution department 
implying that the amount of work, the working conditions and resources, and also some 
legislative directives differ across counties. 
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Figure 5: Application of the Bick and Müller (1984) Concept of “Data Lore” to 
Corruption Data in Germany 
 
 
The administrative work of criminal prosecution is driven by laws and direc-
tives and produces different data on cases of suspected persons or convicted 
criminals at each stage of processing. An important element in the cooperation 
of the authorities is their functional responsibility that limits their work compe-
tence and capacity. Cases are usually filtered across the stages (e.g., during the 
recording process by the police; Enzmann 2017, 67) and selected due to the 
administrations responsibility. 
Work-saving strategies for settling charges exist across all authorities, such 
as applying certain rules in order to expand or shorten a jurisdictional process 
(Göhler 2018). They are tightly linked to the specific areas of administrative 
responsibilities. The capacity of an authority tailors its work and influences the 
work motivation of the public officials. All of these factors are embedded in the 
link between the authorities, influencing a case when it proceeds from one 
authority to the next. 
A reporting client who points to corrupt practices in firms or administrations 
usually has to overcome high social and regulative thresholds, as the ac-
ceptance of colleagues and superiors hearing news about corrupt practices in 
the organization is low. There are also laws in Germany stating that employees 
do not have to report lesser crimes or irregularities. As whistleblowing may put 
a firm or administration under general suspicion, it is sometimes perceived as a 
contested action (Perry 1998). 
Summing up, the “data lore” perspective allows for a detailed and struc-
tured analysis of the errors that occur in traditional-type big data such as 
administrative crime data. A part of the errors in these data can be considered 
“measurement errors” as they concern distortions in capturing the corruption 
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phenomenon (such as false reporting). Other errors correspond to sam-
pling/coverage errors because of the fact that social and administrative obsta-
cles exist that prevent the reporting of corrupt practices. 
While survey data and traditional-type big data (such as administrational da-
ta) are reconciled with each other from the perspective of errors when using the 
concept of “data lore,” new-type big data have opened up new opportunities for 
social research (Baur et al. 2020, in this HSR Forum). The next section suc-
cinctly addresses the question if this new “data paradigm” actually adds to the 
already existing data types. 
5. Using New-Type Big Data for Exploring Corrupt 
Practices 
The digital turn of the recent years and its new opportunities for getting and 
analyzing data which are (at least indirectly) linked to a social phenomenon of 
interest is prevalent in social science discourse. As Doorn and Tjalsma (2007, 
7-8) put it, data sources and archives that were rather separate in the past are 
starting to converge in the digital world, leading to new challenges for survey 
data and administrative record data. Since administrative data always touch 
dimensions of legality, digital documents are different from “paper documents” 
in their relation to the “original document.” The “authenticity” of information 
contained in data becomes crucial, both for survey and administrative data. 
It is important to keep in mind that public administrative data (Wallgren and 
Wallgren 2014, 299; Conelly et al. 2016) also are “big data.” In fact, the origi-
nal German name for them was Massendaten, which translates as “big data” or 
“mass data” – in the context of this paper, we have been using the term "tradi-
tional-type big data" in order to distinguish these data from new-type big data 
created in the context of Web 2.0 (for a detailed discussion on terminology, see 
Baur et al. 2009). This is important in the current debate on big data because it 
reveals that big data are a rather old data type dating back at least to the 18th 
century when modern bureaucracy was invented. However, in recent years, 
new types of big data have arisen which denote large volumes of data that 
usually (but not only) occur as a result of online activities (such as ecommerce) 
or GPS tracking by digital gadgets (Baur et al. 2020, in this volume). The de-
fining features of (both traditional-type and new-type) big data provided by 
Laney (2001) are prominent in the literature (see also Weichbold et al. 2020, in 
this volume). One feature is the fact that big data do not come as single cases. 
They occur in huge amounts of data points, typically so big that usual means of 
storing, accessing, and analyzing are difficult. In contrast to survey data, new-
type big data come in a lot of different formats (ranging from numbers over 
picture- or video-data to text-strings). In contrast to survey data and traditional-
type big data such as administrative data, new-type big data are closely related 
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to new technologies, for example mobile phones. In addition, new-type big data 
often allude to exchanges in social networks (such as Twitter) about real-time 
events (Tinati et al. 2014). Two other major differences between traditional-
type big data and new-type big data are, first, that traditional-type big data are 
usually collected by government agencies and therefore the administrative 
theory follows legal principles while new-type big data are often produced by 
large multinational companies (MNCs) who engrain their administrative theo-
ries in the software algorithms (Traue 2020). Thus, MNCs administrational 
logic of data production and data use follows business interests and is not dem-
ocratically controlled. Second, the client logic has changed: Clients seem to be 
much more willing to reveal data to companies and to government agencies. 
Figure 6: Features of Data (including New-Type Big Data) 
 
 
Recently, big data sources have been picked up as alternative sources for scru-
tinizing social phenomena of crime. Social media data were used as predictors 
in a study by Gerber (2014) for predicting different types of crime in Chicago. 
Williams, Burnap and Sloan (2017, 2) suggest that social media (such as 
Twitter) “[…] generate ‘naturally occurring’ socially relevant data that can be 
used to complement and augment conventional curated data to estimate the 
occurrence of offline phenomena.” Referring to the broken window theory, 
they posit that Twitter posts about disorder are related to actual crime rates. 
They merge new media and administrative record data, at the London borough 
level as the unit of spatial analysis, and find evidence for an association be-
tween aggregated Twitter posts and police-recorded crime rates. 
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Figure 7: Errors by Data Type (Including New-Type Big Data) 
 
 
While first empirical studies that apply new-type big data for scrutinizing so-
cial science topics now exist, the quality of these data is a topic that still re-
mains open for discussion and assessment. As new-type big data are usually 
generated in conjunction with modern technologies, for example computer 
systems, the quality criteria need to meet the requirements of the research field 
of computer science. These requirements are different from those in the social 
sciences. Lohsin (2013, 41) considers “data quality dimensions” (such as the 
amount of accurate data values) of “traditional approaches” as hardly adoptable 
to big data since “[…] big datasets neither exhibit these characteristics, nor do 
they have similar types of business impacts. Big data analytics is generally 
centered on consuming massive amounts of a combination of structured and 
unstructured data from both machine-generated and human sources. Much of 
the analysis is done without considering the business impacts of errors or in-
consistencies across the different sources […].” Data quality approaches are, 
therefore, scarce in computer science. Merino et al. (2016, 124) have delivered 
a data quality model that “[…] can be used to assess the level of Quality-in-Use 
of the data in Big Data.” Since firms or administrations are the clients and 
contracting authorities of big data applications, the model considers the (inter-
national) industry standards (Merino et al. 2016, 124): “[…] it is paramount to 
align the investigation with the best practices in the industry in order to pro-
duce repeatable and usable research results. Taking advantage of the benefits of 
using international standards is one of those best practices.” The “quality di-
mensions” suggested by Merino et al. (2016, 127) take Laney’s “three V’s” 
(volume, velocity, variety) into account. Whether their quality approach and 
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similar ones are commensurable with “traditional approaches” remains an open 
question. 
6. Conclusion 
If data are considered to be information that reflects the materialization of a 
social phenomenon, it is striking that no data source (neither survey nor 
administrative data nor digital indicators) is capable of measuring the social 
phenomenon of corruption directly. The previously mentioned act of bribing 
(in order to get a contract for a firm) may really have taken place but its 
“measurement” is necessarily error-prone and should rather be treated as a 
probabilistic realization than a factual result. This holds true despite the fact 
that the data sources utilize rather different means for approaching (e.g., 
measuring) such incidents. Surveys investigating deviance usually aim to 
measure the propensity or willingness to commit a crime, which is moderately 
correlated with the committing of criminal acts (cf. Fishbein and Aizen 1980). 
Whether these acts have actually taken place remains questionable; this is also 
true for traditional-type big data such as administrative data. Any reported case 
can (potentially) be fake information based on various motives, such as the 
intention to denounce someone else by means of framing them for something 
they have not done. The same applies to new-type big data such as social media 
data on crime in which reporting biases also occur (Nasser and Tariq 2015; 
Williams, Burnap, and Sloan 2017, 15). If new-type big data are used for social 
science research, it might therefore be advisable to maintain an “error 
perspective” – both in regard to measurement issues and the analysis. This 
might come into conflict with data quality considerations from computer 
science which posits that “[d]ata quality is reached and preserved within a 
computer system” (Merino et al. 2016, 125). Further discussion of the 
requirements of data quality standards seems to be necessary here. 
Bick and Müller’s “data lore approach” suggests that data quality – in 
equivalence to the perspective of the total survey error approach – depends on 
the distortions that come about when generating or processing traditional-type 
big data. Other scholars have defined data quality of traditional-type big data 
differently, usually referring to the structure and features of the administrations 
in their home country. The idea that errors and distortions spoil data quality is, 
however, predominant (Hand 2018, 562). The specific errors in administrative 
data, however, typically differ between the administrations of different 
countries. For example, Wallgren and Wallgren (2014, 292) assess the quality 
of register surveys based on the occurrence of relevance and integration errors. 
If an administrative definition of a statistical term, such as “target population,” 
deviates from the actual administrative content of interest (such as the 
population of the country), “relevance errors” can occur. Wallgren and 
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Wallgren (2014, 133) illustrate this error by pointing to the persons who are 
registered as Swedish citizens but do not permanently live in the country. If 
administrative data from different registers are integrated into a common 
register, any inconsistencies occurring during this process are considered to be 
“integration errors.” Other authors have pointed to similar problems (describing 
these as errors), some (such as Berka et al. 2012) have come up with solutions 
for specific types of administrative data. 
A promising expectation that is often stated is that different data sources can 
complementarily add to each other in the research process. This seems to be 
particularly important if the complementary nature of data refers to the same 
phenomenon, such as in the case of corruption. Connelly et al. (2016, 10) refine 
this point for traditional-type big data data: 
Administrative social science data offer the opportunity to study policy 
changes, social problems and societal issues using information which may not 
routinely be available in social surveys. The large size of many administrative 
social science data resources may offer the opportunity to study sub-groups, 
and could potentially lead to analytical approaches such as quasiexperimental 
methods being used more routinely. The re-purposing of these data could also 
result in long term savings for government departments, and social science 
data producers. 
These hopeful expectations require empirical evidence. Moreover, these 
expectations must be met when new-type big data are also utilized as a 
complementary source. Up to now, there have been a number of negative 
examples in which the results do not fit together, such as Lazer et al. (2014). 
All in all, the focus of discussion should shift from debating which is the best 
data type (there is not one best data type) to the advantages and disadvantages 
of using specific data types for answering specific research questions – and if 
and how they can and should be possibly mixed (e.g., Baur 2011; Baur and 
Hering 2017). In addition, we should start reflecting on what it means for data 
quality and the power balances between institutions and citizens revealing their 
data when the data producing institutions are no longer government agencies, 
but companies instead. 
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