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Abstract—Time-domain simulation of power system long-term
dynamics involves the solution of large sparse systems of non-
linear stiff differential-algebraic equations. Simulation tools have
traditionally focused on the accuracy of the solution and, in spite
of many algorithmic improvements, time simulations still require
a significant computational effort. In some applications, however,
it is sufficient to have an approximate system response of the
detailed model. The paper revisits the merits of the Backward
Euler method and proposes a strategy to control its step size, with
the objective of filtering out fast stable oscillations and focusing
on the aperiodic behaviour of the system. The proposed method
is compared to detailed simulation as well as to the quasi-steady-
state approximation. Illustrative examples are given on a small
but representative system, subject to long-term voltage instability.
Index Terms—long-term dynamics, stiff decay property, back-
ward Euler method, quasi-steady-state approximation, long-term
voltage instability
I. INTRODUCTION
IN stability studies, the “full” dynamic model of a powersystem takes on the form:
0 = g(x,y, z) (1)
x˙ = f(x,y, z) (2)
z(t+k ) = h(x,y, z(t
−
k )) (3)
Behind these simple equations, is hidden a large set of non-
linear, stiff, sparse, differential-algebraic, continuous-discrete
time equations [1], [2], [3], [4].
The Algebraic Equations (AEs) (1) deal with the network,
whose response is assumed instantaneous under the quasi sinu-
soidal (or phasor) approximation. The rectangular components
of bus voltages are grouped into y.
The Ordinary Differential Equations (ODEs) (2) relate to
a wide variety of phenomena and controls ranging from the
short-term dynamics of power plants, static var compensators,
induction motors, etc., to the long-term dynamics of secondary
frequency control, load self restoration, etc. Vector x includes
the corresponding state variables, such as rotor angles, flux
linkages, motor slips, controller state variables, etc.
The discrete-time equations (3) capture the discrete controls
and protections that act on the system, ranging from the fast
switching of shunt compensation to long-term controls such as
generator setpoints, load tap changers, overexcitation limiters,
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etc. The corresponding (shunt susceptance, transformer ratio,
etc.) variables are grouped into z, which undergoes step
changes from z(t−k ) to z(t
+
k ) at some instant tk [4].
A great number of numerical integration methods has been
proposed to transform the ODEs (2) into AEs at each time
step of a simulation [5], [6]. Among them, variable-step
size algorithms have been also implemented to speed up the
computation [6]. As the power systems community techno-
logical paradigm for integration has traditionally focused on
the accuracy of the solution, integration methods for time-
domain simulation with increasing accuracy (and growing
complexity) have been proposed [7], [1], [2], [8], [9], [10],
[11]. The trapezoidal method has been soon recommended [1]
and is widely used. In spite of these improvements, running
detailed simulations of the full model still requires a significant
computational effort. This effort may be prohibitive for real-
time applications, such as dynamic security assessment, for
instance.
On the other hand, this high accuracy is not needed in some
applications. For instance, when checking long-term voltage
instability, the electromechanical oscillations are generally of
marginal interest, as long as no generator loses synchronism.
In the search for simplified but efficient time-domain simu-
lation, the full model (1-3) became a target for simplification.
One proven technique is the Quasi-Steady-State (QSS) approx-
imation, which is based on time decomposition [4], [12]. It
consists in decomposing x into a fast component xf and a
slow component xs, considering the fast part as infinitely fast
and replacing the corresponding ODEs by AEs. Thus, the full
model is simplified into:
0 = g(xf ,xs,y, z) (4)
0 = ff (xf ,xs,y, z) (5)
x˙s = fs(xf ,xs,y, z) (6)
z(t+k ) = h(xf ,xs,y, z(t
−
k )) (7)
in which f has been decomposed into ff and fs, corresponding
to the fast and slow parts, respectively. Instead of using the
equations (5) stemming from the detailed model, an ad hoc
“reduced” model can be used, as detailed in [4], [12], [13].
The QSS approximation proved to be a good and compu-
tationally efficient alternative to full time simulation of a full
model; however, the very QSS approximation has limits:
• a long-term degradation of system operating conditions
may result in motor stalling or loss of synchronism [4]. In
this case, a fast instability of the full model (1-3) appears
as an early singularity of the QSS model (4-7) that gives
little information about the nature of the problem;
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2• following a large disturbance, the system may become un-
stable in the short-term period and, hence, even not enter
the long-term period. Detecting this situation requires to
couple detailed and QSS simulations [13];
• a more accurate simulation of long-term dynamics may
require to retain some of the fast dynamics [12]. Auto-
matic model simplification methods are to be developed.
Thus, a trade-off has to be found between solution accuracy
and completeness, on one hand, and computational efficiency,
on the other hand.
This paper presents a new approach for simplified time
domain simulation of electric power systems, a compromise
between the lengthy simulation of a full model and the fast
simulation of a very simplified model. We believe that, while
the whole scope of the phenomena to be observed in a power
system can only be tracked by means of a full simulation on a
full model, there is a range of phenomena that can be covered
by a simplified simulation at a reasonable computational cost.
Thus, we advocate a paradigm shift from accuracy towards
computational efficiency.
The approach exploits the stiff decay property and the sim-
plicity of the backward Euler method to obtain approximate
solutions of the full model, without a priori simplification of
the latter as in the QSS approach. Besides efficiency, the ob-
jectives of the proposed solver are to: (a) ignore fast, hopefully
stable, oscillations of lower concern (typically electromechan-
ical inter-machine oscillations), but (b) track fast aperiodic
changes that may bring the system to unacceptable operating
conditions, and (c) deal efficiently with the numerous discrete
events (3).
This paper is organized as follows. Some properties of
integration methods are revisited in Section II, while the
proposed approach is presented in Section III. A small test
system is used in Section IV to illustrate the proposed scheme
and compare it to full and QSS simulations. The conclusion
in Section V closes the paper.
II. SHORT REVIEW OF INTEGRATION METHODS
Given an ODE of the type:
x˙ = f(x) (8)
and considering a discretization of the simulation interval in
time steps of length h, the Trapezoidal Method (TM) computes
an approximation of the real solution according to:







while the Backward Euler Method (BEM) uses:
xn = xn−1 + hx˙n (10)
A. A-Stability
Consider the simple scalar ODE, often referred to as “test
equation”:
x˙ = λx (11)
where λ is a complex number. The region of absolute stability













Fig. 1. Absolute stability regions of the TM and BEM methods
such that applying the method to (11), with hλ from within
this region, yields a solution satisfying the absolute stability
requirement:
|xn| < |xn−1| (12)
These regions are shown shaded in Fig. 1, for the TM and
BEM methods, respectively [5].
It is desirable that, whenever the exact solution is stable,
so is the simulated one. This property is called A-Stability [5]
and holds when the region of absolute stability of the method
contains the entire left half plane (h(λ) < 0). Thus both TM
and BEM are A-stable.
Thus, for point A in Fig. 1, where (λ) < 0 (and hence
h(λ) < 0), both TM and BEM produce stable responses.
For point B, where the system is unstable, TM produces an
unstable response while BEM still gives a stable one. This
drawback is referred to as hyper-stability [9]. For point C, the
responses of both methods will be unstable.
B. Stiff decay
As far as computational efficiency is concerned, the pos-
sibility of taking large steps is a very important feature. By
taking large integration steps, some fast oscillations of lower
concern will be ignored. However, in order to accommodate a
step size comparable or larger than the period of these oscil-
lations, the integration method must be numerically robust. In
this context, the stiff decay property plays a crucial role [5].
Consider the test equation modified as follows:
x˙ = λ(x − g(t)) (13)
where g(t) is a bounded function. An integration method has
stiff decay if, for a given tn > 0:
|xn − g(tn)| → 0 as h(λ)→ −∞ (14)
When TM is applied to (13), it is easily shown that:
xn − g(tn) = af (xn−1 − g(tn)) with af = 2 + hλ2− hλ (15)
while with BEM, one has:
xn − g(tn) = af (xn−1 − g(tn)) with af = 11− hλ (16)
where af is often called amplification factor. When hn(λ)
tends to −∞, af tends to −1 for TM and to 0 for BEM.
Hence, according to (14), TM does not have stiff decay while
BEM has.
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Fig. 2. Small disturbance
The advantage of integration methods with stiff decay lies
in their ability to skip rapidly varying solution details while
maintaining a decent description of the coarse behavior of
the solution. Conversely, integration methods without stiff
decay need to be solved with small step size even if only
a coarse behavior of the solution is sought, otherwise errors
get propagated and pronounced numerical oscillations are
experienced [5].
C. A simple example
Consider the following system of ODEs:
x˙1 = x2 (17)
x˙2 = −36 x1 − 0.5 x2 − u(t) (18)
x˙3 = M x2 − x23 + 1− 1.002 u(t) (19)
where u(t) denotes the unit step function. The initial condi-
tions are x1(0) = x2(0) = 0 and x3(0) = 1. The variable
of interest is x3. When M = 0, x3 evolves in an unstable
aperiodic way, typical of a saddle-node bifurcation. With
M = 0, the comparatively fast oscillation produced by x1
and x2 is added to that evolution. The disturbance stems from
the step function. Its magnitude is adjusted through the value
of M .
The QSS approximation of the slow dynamics is obtained
by considering x1 and x2 as fast variables, which yields:
0 = x2
0 = −36 x1 − u(t)
x˙3 = −x23 + 1− 1.002 u(t)
In this particular example, the QSS approximate model does
not depend on the severity of the disturbance, measured by
M . Hence, even if the disturbance is so severe that it leads to
a fast instability, the QSS model will not reveal it.
Figure 2 shows the effect of a “small” disturbance
(M = 10). The reference response has been obtained with TM
using a small time step of 0.001 s. The oscillation period
is in the order of 1 s. When using a large time step h =





















Fig. 3. Large disturbance
1 s, TM experiences artificial numerical oscillations due to
the propagation of errors, while BEM provides a nice coarse
approximation of the reference solution. Integrating the QSS
model with the same step size gives results very close to the
reference and the BEM solution.
Figure 3 shows the effect of a “large” disturbance (M =
40) leading to a fast instability. Using the same large time
step h = 1 s, BEM provides a coarse approximation of the
reference solution. Since it is independent of M , the QSS
solution is the same as in the previous case. Compared to
QSS approximation, BEM shows a better ability to track fast
aperiodic changes.
D. Newton iterations
We consider a simultaneous scheme in which the AEs (1)
and the algebraized ODEs stemming from (2) are solved
together by Newton method. Traditionally, the other option
is to handle the two sets separately, in a partitioned way,
while performing functional iterations on x. This combination,
however, would not converge when increasing the time step
to the extent considered in this work [6].
Assuming algebraized ODEs written in compact form as:
f˜(x,y) = 0 (20)
where the dependence on z is dropped for clarity, the ν-th


















where gy is the Jacobian matrix of g with respect to y, and
similarly for the other matrices, while by and bx are “mis-
match” vectors, relative to algebraic and differential equations,
respectively. For efficiency reasons, a “dishonest” Newton
method is used, in which the Jacobian is updated as rarely
as possible [1].






Fig. 4. Solving a discontinuity
At the k-th time step, the mismatch vector bν−1x of TM can
be easily obtained as:















where ck−1 is a constant at all iterations ν performed at step
k. A similar derivation for BEM yields:









If an external disturbance is applied to the system or a
discrete transition (3) takes place at time tk, the differential
variables x remain unchanged, while the algebraic variables y
undergo a discontinuity, as illustrated in Fig. 4. In principle,
a re-initialization is required, in which the new value y(t+k )
is computed and used in (2) to obtain the new derivative
x˙(t+k ). If so, a reduced system involving gy has to be built,
factorized and solved. Alternatively, the parameter change can
be “stretched” over a very small time step. This also has a
cost, since the drastic reduction of the step size h requires to
update the Jacobian in (21).
This procedure, however, can be skipped whenever ck−1
does not depend on yk−1, because the mismatch vector does
not involve any value that is modified by the discontinuity.
In this case, there is no need to solve for y(t+k ) and the
simulation may just proceed with the new parameters. The
above condition on ck−1 does not hold for TM, as shown by
Eq. (22), while it does for BEM, as can be seen from (24).
When computational efficiency is sought, the opportunity of
avoiding discontinuity handling - and the resulting Jacobian
updates and factorizations - is a key feature. This is a signifi-
cant advantage in view of the numerous discrete changes that
occur in the simulation of power system long-term dynamics,
as stressed in the Introduction. In this respect, it is preferable
to represent discrete controllers through discrete change in
parameters of the type (3) rather than by a continuous-time
approximation, which would add rows and columns to the
Jacobian matrix.
III. PROPOSED APPROACH
We focus on getting simplified solutions of the full model
(1-3). In so far as accuracy requirements are relaxed, BEM
appears attractive thanks to the possibility it offers to make
large time steps without experiencing numerical oscillations,
and to pass through discontinuities without re-initializations.
A. Step size control
Large integration steps are desirable, for computation effi-
ciency reasons, and made possible by the stiff decay property
of BEM. However, there are reasons for not taking excessive
step sizes:
1) some long-term oscillations of interest (e.g. frequency
response in isolated or hydro-generation dominated sys-
tems) would be filtered out by large steps;
2) discrete events would be excessively delayed and/or
synchronized. To preserve computational efficiency, the
exact transition times are not identified (no interpolation
is used) but rounded to the next integration step. Hence,
too large a step size may delay the transition and
artificially synchronize multiple events;
3) when fast transients are triggered, smaller steps may
be needed to track the system response and avoid
divergence of the Newton iterations.
The proposed approach consists in: (i) integrating with a
maximum step h¯ chosen in accordance with the first two
requirements above, (ii) reducing the step size automatically
when the Newton iterations exhibit convergence difficulties,
and (iii) recovering to h¯ as soon as possible.
Note that this step size control differs from the traditional
Local Truncation Error (LTE) control [6]. Indeed, the latter
criterion makes little sense in so far as accuracy requirements
are relaxed and the emphasis is put on the coarse response of
the system.
The logic to control the step size, when convergence diffi-
culties are met (see item 3. above), consists of bounding the
mismatch vector bx of the first Newton iteration.
Consider again the test equation (11), and assume a linear
predictor1 (explicit Euler method) is used to obtain a first guess
of x at the k-th step, i.e.
x0k = xk−1 + h x˙k−1 = xk−1 + h(λ xk−1)








= −h λ2 xk−1 (25)
which shows that the mismatch b0x varies linearly with the
step size h. This property was found to apply pretty well to the
mismatch vector of the nonlinear power system models. In this
case, the infinite norm ||b0x||∞ (largest component magnitude)
of the first mismatch vector is considered.
Thus, when a convergence problem is detected, the step size
is reduced so as to bring ||b0x||∞ near some value τ . Namely,
if a previous step size hk−1 brings a mismatch norm:
||b0x||∞ = dk hk−1 (26)
then, the step size hk that will make the new mismatch norm
equal to the bound τ is given by:
τ = dk hk (27)
1since BEM is a first-order integration method, it does not make sense to
use more than first-order Taylor expansion for prediction [6]









Fig. 5. A case in which prediction is not useful





As convergence of the Newton sequence improves over
successive time steps, the same formula yields increasing
values of hk. Once the latter reaches h¯, the step size is locked
to this value until a new convergence problem, if any, calls
for a new reduction.
The two parameters of the proposed step size control are
thus h¯ and τ . Their choice is somewhat system dependent
and may require some trial-and-error adjustments, as with any
numerical integration procedure.
B. Dealing with prediction
Prediction is present in many numerical integration meth-
ods, either to speed up convergence or as part of the LTE
estimation. With the step size control presented in the previous
section, prediction was found to be beneficial most of the
time but detrimental on some occasions where system state
variables evolve rapidly. Indeed, when large steps are made,
the predicted value of x may fall far from the solution point,
causing the Newton iterations to diverge. As sketched in Fig. 5,
it may be more advantageous not to use prediction in those
cases. This was already observed in [1] in the context of
detailed time simulation.
The decision to use prediction or not is taken as follows.
As the solution is not known when starting the iterations,
the initial guess closest to the solution cannot be identified.
Instead, the norm ||b0x||∞ of the mismatch vector is used
again. When a first-order prediction is used:
x0k = xk−1 + h f(xk−1,yk−1) (29)








while when no prediction is used:
x0k = xk−1 (31)




− f(xk−1,yk−1) + xk−1
h
= −x˙k−1 (32)
Thus, with no prediction, the mismatch vector amounts to





















Fig. 6. One-line diagram of the test system
time step. From there on, prediction will be enabled if ||b0x||∞
computed from (30) is smaller than ||x˙k−1||∞. It should be
emphasized that this test comes at the negligible cost of
evaluating the time derivatives (if (31) is selected) or at no
cost (if (29) is selected).
IV. APPLICATION TO A SMALL TEST SYSTEM
A. Test system
We present hereafter simulation results obtained on a 4-bus
test system, whose one-line diagram is shown in Fig. 6. This is
a variant of the system considered in [4] to illustrate long-term
voltage instability mechanisms.
In this system, a large load is fed by an external system
through a long double-circuit line, as well as by a local gener-
ator controlling the voltage at the close bus 2. The long-term
dynamics comes from the Load Tap Changer (LTC) controlling
the voltage of the distribution bus 3, and the OverExcitation
Limiter (OEL) protecting the generator at bus 2. The LTC
delay is 20 s on the first tap change and 10 s on subsequent
changes. The OEL has an inverse-time characteristic [4].
With respect to the model detailed in [4], the The´venin
equivalent at bus 1 has been replaced by a large equivalent
generator behind its step-up transformer, while both generators
are driven by a steam turbine with speed governor. The purpose
of this modification is to have the slower, common frequency
mode of oscillation in the system responses.
The disturbance considered is the tripping of one of the
two circuits, at t = 1 s. This outage, together with the
reactive power limitation of the generator at bus 2, causes the
maximum power deliverable to the load to decrease below the
level that the LTC tries to restore indirectly. Hence, long-term
voltage instability results.
All phasors are projected on reference axes rotating at the
speed of the Center Of Inertia (COI) and rotor angles are
defined with respect to this COI reference. This is essential to
avoid phasors to rotate and rotor angles to increase with time,
when the system settles at a new frequency. This may cause
divergence of Newton iterations when making large steps, or
at least it may require to update the Jacobian frequently.
B. Simulation methods
The objective is to compare the time responses provided by
respectively:
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Fig. 7. Case 1. Transmission side voltage
1) a reference method. This is full simulation of the full
model (1-3). For accuracy purposes, TM has been used
with variable step size controlled by LTE;
2) the proposed algorithm. The default step size h¯ has
been taken as 1 s. The mismatches are monitored over
successive iterations to early detect possible divergence.
In the latter case, the iterations are stopped, and the step
size h is reduced as described in Section III-A;
3) the QSS approximation of the type (4-7), using a con-
stant step size h = 1 s. The retained dynamics (6)
relate to the non-windup integrator that determines the
instant of OEL activation as well as the steam turbine
reheat time constant. These ODEs have been integrated
by BEM.
The relevant Jacobian matrices are evaluated numerically,
using finite differences. They are updated at the beginning
of an iteration if the decrease of the mismatches is not large
enough. An update also takes place in case a state variable
reaches or leaves a limit.
C. Case 1: “pure” long-term voltage instability
In this first scenario, the whole load is represented with
an exponential model. The time evolutions of the voltage at
bus 4 computed by the three methods are shown in Fig. 7. The
electromechanical oscillations that follow the line tripping die
out rather fast, indicating that the short-term dynamics are
stable. The LTC starts responding at t = 21 s, while the OEL
is activated at t  70 s. From there on, the LTC fails restoring
the distribution voltage and depresses the transmission one.
This degradation stops when the LTC hits its limit.
Both the proposed approach and the QSS approximation
provide evolutions almost undistinguishable from the bench-
mark method.
D. Case 2: long-term instability causing loss of synchronism
This scenario differs from Case 1 by a larger active power
generation at bus 2. Figure 8 shows that the voltage starts
evolving as in the previous case, with an OEL activation at




















Fig. 8. Case 2. Transmission side voltage
















Fig. 9. Case 2. Rotor angle of generator at bus 2
t  105 s, but eventually plunges down at about t  274 s.
This is caused by a loss of synchronism, as seen from the
rotor angle in Fig. 9 (generator at bus 2, referred to COI).
The proposed method provides a system evolution hardly
distinguishable from the benchmark, thereby showing its abil-
ity to track fast aperiodic changes. The QSS simulation, on the
other hand, reaches a singularity at t = 224 s, identified by
dots in Figs. 8 and 9. Although long-term voltage instability
can be diagnosed from the QSS response, the resulting fast
instability cannot be identified by this method.
E. Case 3: long-term instability causing motor stalling
This scenario differs from Case 1 by the load model. Part
of the load consists of an equivalent induction motor supposed
to represent multiple motor loads.
Figure 10 shows that the voltage evolves under the effect
of rotor oscillations, two tap changes, and the OEL activation
at t  35 s. Immediately after, it falls sharply. As can be seen
from the slip curve in Fig. 11, this is caused by the stalling
of the motor (which decelerates up to standstill; no tripping
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Fig. 10. Case 3. Transmission side voltage



















Fig. 11. Case 3. Motor slip
by a protection has been assumed), which itself results from
the lack of voltage support and reactive power supply after the
OEL activation.
Once again, the proposed method provides a response quite
close to the benchmark, and shows its ability to track fast
aperiodic changes. The QSS simulation, on the other hand,
reaches a singularity, identified by dots in Figs. 10 and 11.
This takes place at t = 36 s, when the field current limit is
enforced, and at a significantly higher voltage than in Case 2.
Complementary analysis of that singularity is needed for a
satisfactory diagnosis.
F. Step size control in proposed method
Figure 12 shows the evolution of the step size in Case 3. Up
to t = 46 s, the default step size h¯ = 1 s has been successfully
used. At t = 46 s, convergence difficulties are detected, most
likely due to the fast change in motor slip (see Fig. 11). Hence,
the step starts being adjusted according to Eq. (28), where τ
has been set to 2. At t  52 s, h is set back to h¯ for the










Fig. 12. Case 3. Evolution of step size h for 45 ≤ t ≤ 55 s













Fig. 13. Example of variation of ||b0x||∞ with the step size h
TABLE I
COMPUTATIONAL EFFORT OF VARIOUS METHODS
Case simulated TM with proposed QSS
No time (s) LTE control method simulation
JU NI JU NI JU NI
1 300 291 8115 27 440 19 298
2 224 287 8526 22 494 22 322
2 274 295 10241 34 874 final divergence
3 36 76 1580 8 59 9 57
3 300 272 6777 54 652 final divergence
The variation of ||b0x||∞ with the step size h is shown in
Fig. 13. The latter relates to the first iteration of the first time
step after the line is tripped, in Case 1, at t = 1 s. The variation
is not far from linear, as for the test equation (11). This holds
true even for relatively large steps.
G. Computational efforts
Table I compares the computational effort of respectively
the reference, the proposed and the QSS method in the three
cases presented so far, and for different simulation horizons.
The numbers of Newton iterations (“NI” in the table) and
Jacobian updates (“JU” in the table) are provided as measures
of this effort. The size of the Jacobian is the same for the three
methods.
As can be seen, the proposed method is much less de-
manding than TM. It even approaches the high computational
efficiency of the QSS approach. The additional effort with
respect to the latter is largely spent in computing the fast
changes that the QSS approximation cannot reproduce.
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Fig. 14. Case 4. Transmission side voltage
H. Case 4: oscillatory instability
The last case illustrates the hyper-stability drawback of
BEM, already mentioned in Section II-A. The gain of the
AVR of the generator at bus 2 has been increased so that
after the line outage the generator lacks damping torque. The
resulting oscillatory unstable response is shown with solid line
in Fig. 14. However, both the QSS approximation and BEM
ignore this unstable oscillation, and provide a trajectory which
is close to the underlying unstable equilibrium of the system.
Seeking an analogy with the test equation (11), one can say
that the simulation corresponds to point B in Fig. 1, where the
numerical response is stable but the real response is not. The
TM, on the other hand, would show an unstable response.
Several remedies could be thought of [9]:
1) escape the BEM stability region by reducing the step
size, which corresponds to moving from point B to point
C in Fig. 1. Coming back to the proposed approach, it
would be required to reduce the value of h¯. Alternatively,
the step size could be controlled by Eq. (28) with a
significantly lower value of τ ;
2) switch to a higher-order stiff-decay integration method,
less prone to hyper-stability, and preserving the interest-
ing features of BEM;
3) switch to another solver, such as TM, not prone to hyper-
stability.
The change in simulation scheme outlined could be made
over limited periods of time. However, since the proposed
method does not have an indication of emerging oscillatory
instability, it should take place somewhat systematically after
potentially dangerous events such as faults, line or generator
outages, etc.
Of course, in terms of computational effort the above
remedies will affect the overall performance of the proposed
approach and may bring it close to a non-simplified simulation.
V. CONCLUSION
On the premise that computational efficiency may be more
important than high accuracy for some applications, this paper
demonstrates the possibility to perform simplified but fast
time-domain simulations of a detailed dynamic model of
the power system. Numerical approximation of the system
response is thus preferred to simplification of the model,
typical of the QSS approximation.
The proposed integration scheme allows neglecting the
oscillatory dynamics which are fast compared to the step size
(such as inter-machine rotor oscillations) while concentrating
on the average evolution, with the possibility to track fast
changes such as loss of synchronism and motor stalling. This is
obtained by exploiting the stiff decay property of the backward
Euler method, which also allows a simplified handling of
discontinuities.
A variable step strategy has been proposed which consists
of integrating with a maximum step unless convergence diffi-
culties of the Newton iterations are met, corresponding to fast
changes. Then, the strategy focuses on the magnitude of the
Newton mismatches, until the step size can be brought back
to its large default value.
Oscillatory instability is likely to remain outside the range
of phenomena that can be simulated by the proposed approach.
Systems with lightly damped electromechanical modes should
thus be considered with care. This is part of the compromise
between accuracy and computational efficiency.
Future work will be devoted to: (i) detection of emerging os-
cillatory instability (e.g. through tracking of dominant system
eigenvalues), (ii) alternative stiff-decay integration schemes,
(iii) large-scale tests to assess the gain in computing times.
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