Abstract. This paper uses the ARIMA and BP neural network model to forecast the exchange rate 
Introduction
With the development of the global economy, foreign exchange rate has become an important criterion for measuring international economic relations. For the exchange rate forecasting model most methods use ARIMA forecasting method. However, the ARIMA model itself is a linear model and can't be measured and predicted for non-linear parts of the exchange rate. The artificial neural network model has a good prediction for the nonlinear part. In this paper, ARIMA model and artificial neural network model are established for exchange rate data respectively, and a combined forecasting method based on two models is proposed.
ARIMA Model
The ARIMA model is established by first converting the non-stationary time series into a stationary time series by means of differential method. Then, by selecting the minimum model BIC value and other methods to determine the value of the dependent variable and the value of the hysteresis of the random error term. Finally build the model.
There are four steps to establishing the ARIMA model and forecasting. First, the time series is stabilized by the difference and the order of the difference d is determined. Secondly, by observing the autocorrelation coefficient and the partial autocorrelation coefficient, the parameters of different orders are modeled according to the BIC minimum criterion to determine the order of the model p, q. Again, estimate the parameters of the model, and conduct a residual test to determine whether the established model is passed. Finally, the model is modeled using the appropriate parameters.
BP Neural Network Model
The artificial neural network consists of the basic neuron model, and the multiple neurons connect to the multi-layer network. The multi-layer network needs the BP algorithm to solve the parameters.
BP algorithm is the most widely used algorithm, which is the abbreviation of error back propagation algorithm. Based on the gradient descent method, the cumulative error on the training set is minimized, and the connection weight is continuously adjusted, and the appropriate model is obtained.
The model in the exchange rate forecast application
Data sources and basic analysis. The data comes from Canada Pacific Exchange Rate Service (http://fx.sauder.ubc.ca). This paper takes January 2000 to April 2017 the exchange rate of the RMB exchange rate as a general data set. The total data set has 196 USD exchange rate monthly data, no missing value, which will be January 2000 to December 2015 data as a training set. The data from January 2016 to April 2017 are used as test set.
The time series of the data for the training set is shown in Figure 1 . It can be seen from Figure 7 that it is appropriate to select 25 hidden nodes. The data were normalized, and the model was solved by the gradient descent method. The number of training times was set to 1000 times, and the artificial neural network model was established.
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Model prediction and comparison
The data from January 2016 to April 2017 are selected as the test sets, and the two models are used to predict each other. The relative prediction error (RPE) is used to measure the quality of the model.
RPE =
The 
Conclusion
This paper uses the BP neural network and the ARIMA model to predict the exchange rate of the US dollar. This method can describe the linear law of data, but also describe the nonlinear law.
From the prediction results, the comprehensive forecast also has smaller prediction error, so the model has some practical significance.
