Purpose Realistic modelling of soft tissue biomechanics and mechanical interactions between tissues is an important part of biomechanically-informed surgical image-guidance and surgical simulation. This submission details a contactmodelling pipeline suitable for implementation in explicit matrix-free FEM solvers. While these FEM algorithms have been shown to be very suitable for simulation of soft tissue biomechanics and successfully used in a number of image--guidance systems, contact modelling specifically for these solvers is rarely addressed, partly because the typically large number of time steps required with this class of FEM solvers has led to a perception of them being a poor choice for simulations requiring complex contact modelling. Methods The presented algorithm is capable of handling most scenarios typically encountered in image-guidance. The contact forces are computed with an evolution of the Lagrange-multiplier method first used by Taylor and Flanagan in PRONTO 3D extended with spatio-temporal smoothing heuristics for improved stability and edge-edge collision handling, and a new friction model. For contact search, a bounding-volume hierarchy (BVH) is employed, which is Results The effectiveness of the algorithm is demonstrated on a number of artificial test cases and meshes derived from medical image data. It is shown that the proposed algorithm reduces the cost of BVH refitting to the point where it becomes a negligible part of the overall computation time of the simulation. It is also shown that the proposed surfacenormal cone computation formula leads to about 40 % fewer BVH subtrees that must be checked for self-collisions compared with the widely used method of Provot. The proposed contact-force formulation and friction model are evaluated on artificial test cases that allow for a comparison with a ground truth. The quality of the proposed contact forces is assessed in terms of trajectories and energy conservation; a <0.4 % drop off in total energy and highly plausible trajectories are found in the experiments. The friction model is evaluated through a benchmark problem with an analytical solution and a maximum displacement error of 8.2 %, and excellent agreement in terms of the stick/slip boundary is found. Finally, we show with realistic image-guidance examples that the entire contact-modelling pipeline can be executed within a timeframe that is of the same order of magnitude as that required for standard FEM computations.
capable of identifying self-collisions by means of the surfacenormal bounding cone of Volino and Magnenat-Thalmann, in turn computed with a novel formula. The BVH is further optimised for the small time steps by reducing the number of bounding-volume refittings between iterations through identification of regions with mostly rigid motion and negligible deformation. Further optimisation is achieved by integrating the self-collision criterion in the BVH creation and updating algorithms. Results The effectiveness of the algorithm is demonstrated on a number of artificial test cases and meshes derived from medical image data. It is shown that the proposed algorithm reduces the cost of BVH refitting to the point where it becomes a negligible part of the overall computation time of the simulation. It is also shown that the proposed surfacenormal cone computation formula leads to about 40 % fewer BVH subtrees that must be checked for self-collisions compared with the widely used method of Provot. The proposed contact-force formulation and friction model are evaluated on artificial test cases that allow for a comparison with a ground truth. The quality of the proposed contact forces is assessed in terms of trajectories and energy conservation; a <0.4 % drop off in total energy and highly plausible trajectories are found in the experiments. The friction model is evaluated through a benchmark problem with an analytical solution and a maximum displacement error of 8.2 %, and excellent agreement in terms of the stick/slip boundary is found. Finally, we show with realistic image-guidance examples that the entire contact-modelling pipeline can be executed within a timeframe that is of the same order of magnitude as that required for standard FEM computations.
Introduction
FEM modelling has for some time now played an important role in surgical simulation [1, 32] and is finding its way into surgical guidance [3, 5] . Explicit FEM solvers, particularly such based on the total Lagrangian explicit dynamics (TLED), have been shown to provide a versatile and realistic means of simulating soft tissue solid dynamics, which is at the core of such guidance systems [19, 26, 32] . Their decoupling of the degrees of freedom also makes them ideal candidates for parallelisation, which in recent years with the advent of general-purpose GPUs and multi-core mainstream CPUs has proved to be a great source of cost-efficient execution speed [34, 35] .
They do, however, suffer from the inherent shortcoming of only allowing for small time steps, which can make simulations involving large-deformation contact modelling prohibitively expensive mainly due to the costs associated with contact search. Another drawback is that, compared with implicit methods, little literature is available on contact modelling for these solvers. The commonly encountered ones are the penalty force and the Lagrange-multiplier method of Taylor and Flanagan, and Heinstein et al. [14] , among the forcebased methods [37] , and kinematic contacts that rely on a direct correction of displacements and are very efficient, but are only capable of modelling contacts between deformable and rigid bodies [11] . All of these are typically implemented as node-segment contact algorithms only capable of detecting penetration of mesh nodes into surfaces, which requires two detection passes to achieve some degree of separation of the two surfaces in contact, and even with those two passes, mesh edges are still free to intersect. Node-segment methods must rely on denser meshes to avoid the latter type of mesh intersection which in turn entails more and computationally costlier time steps.
The algorithm presented in this paper was implemented as the general-purpose contact-modelling component of the open-source 1 TLED-based FEM solver package NiftySim [19] . It attempts to carry over some of the developments made in the context of implicit contact-modelling algorithms to explicit methods, such as being able to process contacts in a single pass as with segment-segment methods [31] , provided the meshes in contact have a similar resolution. Spatial smoothing, which attempts to alleviate the stability issues caused by sudden changes in the direction of contact forces arising from the use of coarse, piece-wise linear contact surfaces has found widespread adoption in implicit methods [30, 38] , is also employed. Further stability improvement is achieved by gradually slowing down approaching contact surfaces in close proximity, thus adding temporal smoothing to the method. 1 http://niftysim.sourceforge.net.
Another major area of focus in this work is the reduction of contact search costs through bounding-volume hierarchies (BVH) with novel, time-saving update and selfcollision detection heuristics. For self-collision detection, we employ the surface-normal bounding-cone heuristics developed by Volino and Magnenat-Thalmann [36] . New formulas for the computation of the bounding cones, via Provot's recursive algorithm [29] , are introduced. Another novel aspect is how the self-collision criterion is deeply integrated in determining the topology of the BVH and the decision on when to update BVH subtrees. The BVH updating algorithm is specialised for the typically small time steps of explicit methods, in which it comprises a method for the characterisation of the deformation the simulation geometry has undergone and identification of areas of negligible deformation and rigid motion, and updating of the BVH of the latter parts by means of rigid geometrical transforms.
The proposed method is further notable due to its versatility; it allows for modelling of contacts between the surfaces of two solid meshes, self-collisions, contacts between solid and membrane meshes, and deformable bodies interacting with moving or fixed rigid ones, and a new, simple friction model is available, too. This paper is organised as follows: After a brief overview of related previous work (section "Related work"), section "Total Lagrangian explicit dynamics" contains an introduction of the underlying FEM algorithm, the total Lagrangian explicit dynamics. This is followed by a detailed discussion of the contact-modelling pipeline that is subdivided into a relatively short part describing the contact surface data structures (section "Contact surfaces") and two larger sub-sections, the first of which deals with the contact search (section "Contact search"). Novel modifications to the self-collision detection method and the new BVH creation and update strategies are discussed in this order, in this part of the paper. The contact model is developed in section "Contact-force calculations"; it starts with a discussion of penetration response forces for node-facet and edge-edge collisions, followed by a discussion of the temporal smoothing and the friction model. In section "Experiments", the BVH algorithms are validated in the order in which they are presented by comparison with some alternatives that swap out some of the novel aspects for simpler or more established methods, on mostly synthetic test cases. The contact model is validated in terms of energy and momentum conservation, and plausibility of the trajectories resulting from impacts (section "Contact forces"). In section "Friction", the friction model is validated on a benchmark problem with an analytical ground truth taken from the literature. Finally, a demonstration of the entire pipeline's performance on two image-guidance problems is provided (section "Examples from image-guidance").
Related work
Classically, the algorithms for FEM contact modelling are node-segment approaches [37] , where one of the two surfaces in contact is assigned the role of the slave surface, the other is called the master surface. The only type of mesh interpenetration node-segment approaches can resolve are those of the master surface by slave nodes, which in turn necessitates two contact search and resolution steps with alternating master-slave roles for every time step. The underlying principle of mesh intersection handling with node-segment methods is to project slave nodes onto the nearest facet of the master surface and check the sign of the difference between the slave node position and its projection with respect to the master surface normal. A contact response in direction of the master surface normal is then applied. Since most FEM elements are only C0 continuous, this approach can also lead to sudden jumps in the direction of the response experienced by a node sliding over the master surface, in turn leading to instability of the algorithm. Smoothing node-segment methods, such as the one by Wriggers and Krstulović-Opara [38] based on cubic Bézier polynomials, were introduced to remedy this issue.
Segment-segment contact algorithms were devised to overcome the need for two passes with the node-segment approach [31] . Mortar elements, originally developed for coupling non-conforming meshes, were introduced to the field of contact modelling to also overcome the various mathematical limitations of the early node-segment methods, mainly stability problems with implicit methods arising from non-satisfaction of the Babuska-Brezzi condition. In these methods, the contacting meshes are pushed apart by a contact pressure that is interpolated over the mortar mesh. The work of Puso and Laurensen [30] introduced a mortar method for 3D and large deformations.
An interesting method suitable for any FEM or similar algorithm that assembles stiffness matrices was developed by Duriez et al. [7] . Their contact model based on Signorini's law was primarily designed with haptics in mind and computes contact forces from the constitutive model of the bodies in contact.
An alternative to both node-segment and segmentsegment methods, based on intersection volumes was devised by Heidelberger et al. [13] and significantly extended by Allard et al. [2] . By employing layered depth images (LDI) for intersection volume computation, they effectively solved collision detection and response calculation using the same method. However, the method is limited in its application to volumetric meshes.
A notable development in the area of matrix-free explicit FEM algorithms came with the Lagrange-multiplier-based method employed in PRONTO 3D by Taylor and Flanagan [33] , and later extended by Heinstein et al. [14] . These methods, like the-probably most widely adopted for explicit FEM-penalty method, resolve mesh intersection by applying forces to the offending nodes. Unlike with penalty methods that contain an arbitrary non-physical parameter, the forces with the Lagrange-multiplier method arise directly from the discretised equilibrium equation and lead to an immediate resolution of any mesh intersection and do not affect the admissible time-step size [4] . Cirak and West [6] devised a method for simulating impact contacts with explicit solvers, based on an elaborate decomposition of contact responses into mesh inter-penetration responses and momentum exchanges. In terms of scope, their work resembles ours strongly, with their ability to simulate membrane and solid mesh contacts, frictional as well as frictionless contacts, and handling of both edge-edge and node-facet collisions. Their resolution of mesh inter-penetration was based on a unilateral projection of slave nodes onto the master surface, the consequences of which on the energy balance of the simulated system they tried to minimise by establishing an equation system incorporating both penetration responses and momenta.
The range of contact search algorithms proposed for FEM contact modelling is as wide as that of methods for their solution. We propose a bounding-volume hierarchy (BVH)-based method. These methods are very versatile and used in a wide range of applications such as cloth modelling [25] , robot motion planning [10] , ray tracing [20] , and FEM contact modelling [28, 39] . What makes them interesting for the application with the relatively small time steps required with explicit FEM solvers is the ability to take a more localised, selective approach to collision detection and exploitation of temporal coherence. A further advantage of employing a BVH is that it can also be used for other problems arising in surgical image guidance, such as fast point location for point-set registration purposes.
Early developments in the field of BVHs were limited to rigid or even static problems, but since the 1990s, there has been a growing interest in collision detection for simulation of deformable bodies [24] . A key development came in 1994 with Volino and Magnenat-Thalmann's method [36] for efficient self-collision detection. They established two conditions under which a piece of simulated cloth could self-intersect: either the surface is folded onto itself, i.e. it has surface normals pointing in opposite directions, or there are intersecting boundary edges. Larsson and AkenineMöller [21] devised a hybrid bottom-up/top-down BVH strategy for detecting collisions between deformable bodies. Its purpose is to reduce the number of bounding volume (BV) updates by only updating down to leaf level those parts of the bodies' BVHs that overlap. The method, however, was not adapted for self-collision detection. They later [22] described a method for dynamically creating BVHs for triangle soups particularly suitable for such resulting from fracturing of objects. They also developed a variant of their algorithm incorporating a sweep and prune sort of all simulation primitives suitable for detecting self-collisions.
Methods

Total Lagrangian explicit dynamics
The TLED class of FEM solvers are matrix-free solvers relying on explicit central-difference time integration. They have enjoyed some success in the simulation of soft tissue biomechanics thanks to their ability to simulate large deformations, the relative ease with which complex material models can be implemented, and not least the possibility for very elegant parallel implementations [26, 34, 35] .
The discretised equilibrium equations of TLED, neglecting damping terms, read:
where
denote the next, current, and previous time-step displacements, respectively, Δt is the time-step size, R is the external load vector, and M is the lumped (diagonal) mass matrix. The term F(U ) represents the internal forces of the current configuration. The evaluation of the latter term does not involve the assembly of a stiffness matrix, instead internal forces are computed directly per element and subsequently accumulated for all nodes. In this work, internal forces are modelled with the neo-Hookean material model, whose strain-energy density function is given by
where G and K denote the shear and bulk modulus of the material, respectively, and
with C denoting the left Cauchy-Green deformation tensor and J is the determinant of the deformation gradient. Shellelement internal forces are computed with the EBST shell triangle of Flores and Oñate [8] .
Contact algorithm overview
The algorithm is of a predictor-corrector type that first evolves the displacements with the standard TLED algorithm without any regard to contacts, then identifies intersecting or very close geometry, and applies forces to correct the situation. The contact modelling pipeline comprises three major groups of routines and data structures: the contact surfaces which contain the geometry that is searched for collisions and some additional data required for contact-force application, the BVHs employed in contact search, and finally the contact-force computation algorithms. A pseudo-code overview of the algorithm including the TLED-related computations is given in "Appendix A".
Contact surfaces
Contact surfaces are data structures central to the contact modelling algorithm that consist of the geometric primitives -triangles are employed in the subsequent experiments and some of the explanations-which are tested for collisions and provide extended geometric information required in contact search such as surface normals and projection operators.
The contact surfaces associated with fixed rigid geometry are static data structures for which all normals, projection operators required for contact search and force calculation are precomputed. Moving rigid contact surface data structures are identical to their spatially fixed counterparts apart from possessing an update routine that applies the appropriate translation and/or rotation to the precomputed normals and operators.
The most important type is the deformable contact surface obtained by extracting the surface facets from the simulation solid mesh. Lazy evaluation with caches is employed for normals and other contact search-related data such as projection operators, which allows the algorithm to limit their re-computation to regions that are in contact with or close proximity to other geometry. Contact forces which are calculated for a contact surface node are applied to the corresponding FEM node via an index lookup table that is constructed together with the surface mesh.
If the simulation contains membranes, these elements are included in the same contact surface object as the solid mesh surface facets. To account for the thickness of the membrane, two contact primitives are introduced for every membrane element, one for the top and one for the bottom. The nodes associated with these membrane contact primitives are obtained by offsetting the membrane nodes by half the thickness of the membrane in direction of the normal and its opposite, for top and bottom, respectively, yielding the sandwich structure visible in Fig. 13 . By having the entries in the contact-force index lookup table point to the same FEM membrane node for the top and bottom node, it is ensured that contact forces are correctly incorporated in the global force vector.
Contact search
In the following, the algorithm is explained for BVHs that have a binary-tree structure and axis-aligned bounding boxes (AABB) are used for illustrations. However, the presented methods are not limited to this BVH-type. Left: a patch of connected geometry primitives defining a cone with the corresponding surface normals (red) and its AABB. Right: the corresponding cone, the normals it bounds (red) and the cone axis (black)
At leaf level, the BVs bound one primitive each such that the primitive's vertices at the start of the time step as well as at the end of the predictor step are fully contained within it. The leaf BVs are also fitted with a safety margin BV , which is uniform throughout the BVH and defaults to 1 100 (h max + h min ) in our implementation, with h max , h min being the maximum and minimum initial-configuration surface facet diameters. The purpose of this margin is to allow for some geometry deformation without the need to refit the bounding volume and to allow for the detection of primitives in close proximity.
All deformable geometry is contained in one BVH, rigid contact surfaces, moving or fixed, each have each their own BVH.
Self-collisions and surface-normal bounding cones
The surface-normal bounding cones (NBC) are a means for identifying BVH subtrees containing connected geometry that is folded onto itself, i.e. has normals pointing in opposite directions, and thus potentially self-colliding [36] , and are illustrated in Fig. 1 . Since we mostly deal with solid elements, self-collisions resulting from intersecting mesh boundaries as described by Mezger [25] are not considered, and we treat the NBC self-collision criterion
where α VMT is the cone opening angle and τ VMT the threshold above which self-collision tests are performed, as a necessary criterion for self-collision. The computation of this quantity α VMT is done recursively as part of the BVH update with a method similar to that proposed by Provot [29] , starting with the facet normal of the bounded primitive and an opening angle α VMT = 0, at leaf level, and creating NBCs for interior nodes by merging the cones of their children. Unlike Provot's algorithm that adopts for the parent cone's axis, the average of the child cones' axes and then computes the opening angles such that the child cones are fully contained, our approach computes the narrowest possible NBC from both the child cones' axes (a 1 and a 2 ) and opening angles (α 1 and α 2 ), as illustrated in Fig. 2 . The computation of the parent axis is accomplished via two weights w 1 > 0, w 2 > 0:
A step-by-step derivation of this formula can be found in "Appendix B".
The algorithm only performs these calculations after first checking whether one of the child cones is fully contained in the other. If so, the containing cone is adopted as the parent cone. It is therefore guaranteed that all quantities appearing in (4) lie within the valid range.
BVH generation
Since the number of BVH subtrees that need to be tested for self-collisions is determined by the NBCs, the same are used to influence how the BVH is generated and updated, so as to reduce the number of BV intersection tests and updates. The generation process comprises two main stages, in the first of which, disconnected geometry is identified and the top part of the BVH is created from the boxes bounding these clusters, bottom-up (Fig. 3) . The second stage is the top-down division of the boxes bounding the connected primitives. In order to be able to apply the NBC self-collision criterion, the division process makes sure that the primitives contained in the newly created BVs remain connected. The cost function governing the assignment of primitives to child BVs, Eq. (5), consists of two quantities to be minimised: the volume of the resulting BV and the opening angle of the NBC.
B child i , B parent denote the primitive sets bounded by the new children and the parent BV being split, respectively. T ∈ B parent is any unassigned primitive from the parent-BV set, V (B) is the volume of the BV bounding the primitive set B, α VMT (B) the opening angle of its NBC. To be able to mix volumes and angles, we introduce the constant c for which we determined 2/π to be a good value. The child-primitive sets B child i are initialised with the two primitives in the parent whose centroids are the farthest apart.
BVH updating
The BVH updating algorithm only refits bounding volumes to accommodate the deformation undergone by the geometry during a time step; it does not make any changes to the BVH topology. This selective updating is achieved by means of update nodes (UN) carried over from our previous work [18] . The UNs are defined as subtree roots in which the deformation undergone by the bounded geometry is quantified to assess the need for an update of the respective BVH subtree before the next collision detection pass. An update of the subtree is required, if 1) there are potential self-collisions in the subtree, or 2) the geometry has moved so much that the bounds of the subtree's BVs are no longer valid. The top part of the BVH, i.e. the part above the UN, is updated in every time step.
In order to evaluate criterion 1), a bound on the nonrigid deformation the geometry can undergo without causing an expansion of the NBC opening angle α VMT beyond the threshold τ VMT is required. The bound is given in (6) and derived in the "Appendix C".
Where h min is the minimum primitive diameter in the subtree. Finding it can be done recursively as part of the subtree update and at virtually no cost. The computation of the actual non-rigid displacement magnitude ||u NR || requires Procrustes analysis and is significantly more costly. However, the information obtained in the Procrustes analysis can be used to very cheaply update the subtree if update criterion 2) is satisfied but not 1), and the BV type supports such rigid body transforms, as do, e.g. oriented bounding boxes [9] . This gives rise to the update algorithm, Algorithm 1. The term r , appearing in the pseudo-code, will be explained in section "Contact-force calculations". 
Algorithm 1 BVH update algorithm
The UN role is assigned to BVs at the time of BVH creation. Since subtrees potentially containing self-collisions always have to be updated, it makes sense to place the update nodes well below a point in the tree where α VMT > τ VMT . The algorithm for the placing is a greedy one, initialising the set of UNs with the leafs of the BVH. In every iteration, it picks the two nodes whose parent has the narrowest NBC opening angle and replaces them with their parent in the intermediate set of update nodes. This procedure continues until the minimum value of α VMT of the set of parent BVs of the current UN exceeds a threshold, set to 1 2 τ VMT in the implementation.
Collision detection
The broad-phase collision detection is performed by recursively checking BVH (sub-) trees against each other until the bottom of the two BV trees is reached, i.e. the BVs bounding individual geometrical primitives [25] . For selfcollision detection, the children of any BVH node where Eq. (3) holds true needs to be checked against each other. The subsequent primitive-primitive test consists of one test for vertices against facets and one for edges against edges. The node-facet test starts with the computation of an initial projection onto the master surface and gap value, ξ ,η,g , for the predicted position of the slave vertex x s . The initial projection is obtained with Möller and Trumbore's method [27] with the minor modification of employing normalised facet normals instead of unnormalised one. This particular method is only applicable with triangular surface discretisations.
If the initial-guess projection (ξ,η) lies within the bounds of the master facet and the initial guess for the gap value, |g|, is sufficiently close to the previously nearest projection, it is improved upon with an iterative procedure that employs C0-continuous master facet normals n m (ξ, η), computed from the vertex normals obtained by averaging the normals of the incident facets. This yields the final penetration depth (gap function value), g, and projection x m (ξ, η):
where x i denotes the coordinates of the i-th master facet vertex, and b i (ξ, η) is the corresponding standard 2D linear shape function. This projection x m (ξ, η) is the virtual master surface node based on which the contact forces are computed (section "Contact-force calculations"). For each slave node, only the nearest projection onto a master facet is stored.
The edge-edge collision detection is performed by determining for the potentially colliding edge-edge pairs turned up by the broad-phase search the points on the two edges with the smallest distance at the end of the time step. This yields the parameters q and r ∈ [0, 1] that represent the position of the closest point on the slave and the master edge, respectively. The difference between those closest points is subsequently projected onto the master surface normal, resulting in the gap function for the edge-edge case:
Contact-force calculations
We distinguish two types of contact forces, penetration responses and gap rate proportional forces. The former come into effect if a predictor displacement configuration leads to intersections of master and slave surfaces. The latter slow down approaching master and slave surfaces before they can intersect. The derivation of the force formulations started from the work of Heinstein et al. [14] , modifications on the side of penetration responses include the distribution of forces over the master surface, the extension to the edge-edge collision case, the momentum-preserving gap-partitioning factor formulation, and the force consolidation algorithm. The gap rate proportional forces that in practice constitute the bulk of the contact forces are a new formulation. Another major objective of the presented formulation is to, as far as possible, enforce contact constraints one-by-one and avoid the introduction of any matrix formulations in the force computation step, so as to keep the required communication between workers processing individual contacts at a minimum.
Penetration response calculation
Penetrations are mathematically characterised by g < 0, i.e. situations where the slave node lies behind the master surface facet with respect to the master surface-normal direction. The penetration response force formulas arise directly from Eq.
(1) with the requirement of immediate resolution of any mesh intersection and, for node-facet penetrations, are given by
f s is the force applied to the penetrating slave node, ( f m ) i denotes the force applied to one of the three vertices of the penetrated master surface primitive. m s , m i are the masses of the slave node and master facet nodes, respectively. The factor γ i
distributes the gap function value over the master facet such that at the position x m , the fraction of the gap assigned to the master surface is recovered [23] :
The gap-partitioning factor β, appearing in (9), controls how the response is split between master and slave surfaces. For contacts between rigids and deformables, it is set to 0 and 1, respectively. For inter-penetration of deformables, it holds a value in ]0, 1[ that is computed from the masses of the nodes involved in the contact:
For the purpose of gap partitioning, the mass of the virtual master node m m is computed with linear interpolation from the corresponding facet-vertex masses.
With these definitions, it holds at the point of contact on the master surface:
where λ is the Lagrange-multiplier for the constraint.
Edge-edge penetration responses employ the same rationale that underlies Eq. (9), except that there are now two slave nodes and only two master nodes, and the 2D shape functions of (9) are now 1D ones.
Gap rate proportional forces
The gap rate proportional forces are employed to achieve a degree of temporal smoothing in the contact forces and thus to improve stability. They come into effect when 0 ≤ g < r and the relative velocity between slave and master, in master normal direction, the gap rate, is negative:
The constant r =
5
100·2 BV is chosen such that any node at distance r from a master facet still lies within the safety margin of the BV and so close that any effects of the force applications are not visible in the final configuration.
The force required for velocity-matching of the slave node and the virtual master node is derived from the forward-Euler increment of the velocity and momentum conservation as follows: (16) This gives rise to the following formula for the force's magnitudeλ
The applied force gradually increases as the distance between the surfaces decreases, and full velocity-matching is performed when there is zero distance between the slave node and its projection onto the master surface
The edge-edge contact formula forλ reads:
Friction Equation (17) can be used in Coulomb's model to simulate friction by substituting the relative tangential velocity for the gap rate. Modelling friction only requires keeping track of the active constraints in a given time step and the associated normal forces, and application of the forces computed from
with μ being the friction coefficient, f N the normal forces applied to the corresponding slave node, and
Contact-force consolidation
Since nodes can be involved in multiple contacts, e.g. multiple edge-edge contacts or master facet vertices being part of multiple node-facet contacts, the contact forces must be consolidated. This can be relatively easily accomplished if the indices subject contact constraints are being kept track of as the responses are computed. The option chosen in our algorithm is that of computing for every node with an active contact constraint the mean direction of the contact forces and applying the maximum projection over all response forces in that direction. Algorithm 2 contains a pseudo-code description of the consolidation algorithm. 
Algorithm 2 Algorithm for handling of redundant constraints.
for all n ∈ {nodes with contacts} do f = f ∈{contact forces applied to n} f /|| f ∈{contact forces applied to n} f || {Compute (weighted) mean direction of contact forces} f n ← max f ∈{contact forces applied to n} f T f {Compute maximum projection along mean direction} f n ← f n f end for
With the right data structures, this algorithm can be implemented with an O(N node-facet + N edge-edge ) runtime complexity, where N node-facet and N edge-edge are the number of nodefacet and edge-edge contacts, respectively.
Experiments
Our objective in this section was to show the inherent advantages of the individual heuristics introduced in this paper over a number of alternatives. The subsequent evaluations are based on a single-threaded C++ implementation of the algorithm described in the previous section. The FEM calculations were done with NiftySim's CPU solver [19] . The timings were obtained on a workstation equipped with an Intel Core i7 2,600K processor and 8GB of RAM, by surrounding individual parts of the code representing the major stages of the contact-modelling pipeline with calls to the C clock function and accumulation.
Self-collision detection cones
The first two experiments are aimed at quantifying the effects of the formula for computation of the NBCs described in section "Self-collisions and surface-normal bounding cones". To this end, it is compared with the method of Provot [29] . The geometry and simulation settings of the simulations are given in Fig. 4 . Due to the artificial nature of the geometry, units have been omitted, but all parameter values can be assumed to be specified in compatible units, e.g. m, s, Pa. The geometry was generated with AutoCAD 2 , and solid meshing was done with GMSH. 3 Most of the experiments are once run with a binary AABB hierarchy (AABB2) and once with a 4-nary BVH (AABB4).
The results in terms of the average number of BVH subtrees that need checking for self-collisions per time step, BV refittings, and the total time spent updating BVHs and searching for contacts, for these two simulations are given in Table 1 .
A reduction in the 40 % ballpark in the number of BVH subtrees that needs to be visited for self-collision detection (first column in Table 1 ) is achieved with our proposed formula in these two test cases. Further, since our BVH refitting and construction algorithms take into account the NBC opening angle, the number of BVs that are refitted is about 10 % lower with our NBC computation method (second column in Table 1 ). The latter effect can mostly make up for the slight increase in computational costs that comes with our formulation. These findings are consistent across the two considered BVH orders.
BVH refitting strategy
The second set of experiments deals with the evaluation of the proposed BVH updating strategy. Most of the geometry used in these experiments is again artificial and created with Meshlab, 4 except the test case containing a liver and diaphragm whose geometry was extracted from volunteer MRI data with Slicer 3D. 5 The "C" test case from the previ- ous section is also used in these experiments. The new test simulations are summarised in Fig. 5 .
The results for these experiments can be found in Table 2 . No results are available for Larsson and Akenine-Möller's method on the "rigid bar" test case, since the method is not defined for rigid-deformable contacts. Similarly, while technically it can be easily extended to applications in selfcollision detection, its inventors never intended for it to be used in that way, and its performance is very poor and provides little insight in this context. Therefore, there are no results for the "C" test case in Table 2b , either.
The first observation that can be made from these results is that our proposed BVH updating strategy leads to a general reduction in BV refitting and, ultimately, in overall computation time, over both exhaustive refitting and Larsson and Akenine-Möller's update strategy. This effect is more pronounced on higher resolution meshes and problems not involving self-collisions. The latter is most likely due to the dominant effect of contact search on the overall computation costs of self-collision problems. On the larger problems, the reduction in BVH refitting costs over exhaustive refitting approaches one order of magnitude with our method, despite the not insignificant computational overhead introduced by the deformation analysis.
Scaling
The aim here was to show how the performance of our proposed NBC computation formula and BVH update method change with increasing mesh resolution. To this end, the zipper self-collision test case is taken and the mesh refined in 5 steps. The Zipper test case was chosen for this experiment due to the relatively large deformation, and because all deformation stems from force application, there is hence no bias towards translational movement of geometry, which might give our proposed method an unfair advantage.
The first experiment looks at the NBCs. The same simulation is run once with Provot's method and once with ours and the average number of BVH subtrees that need checking for self-collisions and the average time required for contactmodelling operations per time step are recorded. The results for binary and 4-nary AABB hierarchies can be found in Fig. 6 . The timing values include the time required for all BVH and contact surface update, as well as collision detection and response computations.
There is a clear divergence in the number of sub-trees that need checking for self-collisions between the two methods, with noticeably lower computation times for our method at higher mesh resolutions. That the divergence in the time required for contact modelling operations, in turn dominated by the contact search, does not diverge stronger can likely be explained with the subtree pairs that need checking with both types of NBCs having their roots higher up in the hierarchy and thus being more time-consuming to traverse.
The second experiment, looking at the proposed BVH update strategy, is mostly identical except what is recorded is the number of refitted BVs and the average per time-step BVH refitting costs in milliseconds. The results for exhaustive refitting are included for reference. The results for binary and 4-nary AABB hierarchies can be found in Fig. 7 .
The most striking result is, as the number of surface primitives increases almost ten-fold, the number of updated BVs remains almost constant with our strategy. This can be explained with the UN being placed based purely on geometric criteria. Meanwhile, the costs of exhaustively refitting the BVH approaches 50 % of the total contact-modelling costs observed for our algorithm in Fig. 6 . From these plots, it can also be seen that the savings in terms of overall computation time with AABB4 over AABB2 and exhaustive refitting, observable in Table 2 , can be attributed only to the fewer refitted BVs with the higher order BVH. 
Contact forces
The next two experiments look at the quality of the contact forces by considering two geometrically well defined benchmark problems. The first experiment simulates a Newton's cradle consisting of 4 elastic spheres (Fig. 8) . All spheres are the same size (r = 1), identically discretised (1,004 nodes, 5,101 tetrahedra), and have the same material parameters (G = 1,000, K = 4,000, ρ = 10). The leftmost ball is given an initial velocity of v = (0.1, 0, 0) T , no other boundary conditions are applied. The simulation comprises 100,000 time steps of Δt = 10 −4 each for a total time of T = 10. The second one simulates the breaking of a billiard rack. Again the system consists of 4 balls, one of which is given an initial velocity of v x = 0.15 ( Fig. 8) , and identical material parameters are used for all 4 balls in the experiment:
The total simulated time is T = 20 with 20,000 time steps. To assess the energy conservation the time integration had to be performed with NiftySim's explicit Newmark time-ODE solver and without damping, since central-difference integration, even without damping, proved to be too dissipative. The ball-centre (average node positions) trajectories and the corresponding energy balance of the system are given in Figs. 9 and 10 for the Newton's cradle and the billiard rack experiment, respectively. The strain energies in the plots are the sum of the internal energies of all elements in the simulation and the kinetic energies are computed through the inner product defined by the lumped mass matrix:
In the Newton's cradle experiment, the ball-centre trajectories are all straight lines parallel to the x axis. The standard deviations of the ball trajectories in the y and z directions satisfy σ < 1.7 · 10 −4 . The mean velocity of ball 4 at the end of the simulation is v = (0.0996, 2.3 · 10 −4 , 1.2 · 10 −4 ). The total energy at the end of the simulation is 99.7 % of the initial energy. In the billiard experiment, the trajectories of ball 1 and 2 form straight lines with standard deviations in the y and z directions satisfying σ < 4.35 · 10 −4 . For balls 3 and 4, symmetric trajectories with slopes ±0.82 are found. The respective deviation of the trajectories from that line are σ ball3 = 3.3 · 10 −3 and σ ball4 = 3.3 · 10 −3 . The sum of all energy in the system at the end of the simulation is equal to the initial kinetic energy of ball 1. Calculated using a point mass approximation, the kinetic energy of balls 3 and 4 at the end of the simulation amounts to 96 % of the initial kinetic energy of ball 1, and 1.7 % are stored as strain energy in the balls.
In both experiments, the momentum and kinetic energy are almost fully transferred to the last balls in the chain. The method's ability to conserve momentum can be easily discerned in the Newton's cradle experiment, where the initial velocity of ball 1 is recovered in ball 4, at the end of the experiment. In the second experiment, the expected symmetric, linear trajectories for ball 3 and 4 are obtained. There is a small kink at the start of both trajectories most likely caused by a short phase in the experiment during which strain energy stored in ball 2 is converted back into kinetic energy and transferred to the last two balls and during which the three balls remain in continuous contact. There is a minor increase in the total energy during phases of conversion of kinetic energy into deformation. We experimentally excluded the temporal smoothing heuristic and the time discretisation as the cause, but did notice a correlation with the mesh density; a reduction in the number of elements per ball from 5,101 to 1,289 led to an increase of the highest peak from 105 % the initial energy to 109 %, in the billiard experiment. In any case, since this excess energy is absorbed just as smoothly as it arises and its magnitude in all experiments is in the single digits of per cents, it can be assumed to be harmless. Especially considering that the experiments had to be run with explicit Newmark time integration which the contact model was not explicitly designed for, these results are very satisfactory.
Friction
The following experiment is taken from Ref. [15] . It is a quasi-static friction problem with an analytical solution consisting of a bar being pushed down against a rigid surface, then dragged along the same via an outward pressure applied to its front face. The geometry of the experiment and location of boundary conditions is depicted in Fig. 11 . The bar geometry is discretised with an unstructured mesh consisting of 1,678 nodes and 8,419 tetrahedra and the floor consists of 400 triangles and 231 nodes in a regular grid. The material of the bar is characterised by a Young's modulus of E = 68.947 MPa and a Poisson ratio of ν = 0. The displace- The final configuration is shown in Fig. 11 . Figure 11 also shows a plot of the accumulated axial slip as a function of the corresponding point's x coordinate, at multiple time points in turn corresponding to different applied pressures. At most time points, the solutions for the tip displacement agrees with the analytic solution up to 5 %, a larger error of 8.2 % occurs at t = 0.7 after all but the constrained nodes have started slipping. At the end of the simulation, the measured peak displacement is u x = 1.287 mm which is within 2 % of the analytical solution. If we set the displacement threshold to 0.005 mm, the same value of 317.5 mm is recovered for the slip/stick boundary at t = 0.3, as found by Heinstein and Laursen [15] .
Given the relative simplicity of the friction model, the numerical result shows good agreement with the analytical solution. This result also provides evidence that the con- Fig. 7 Update-strategy scaling behaviour: our method, and exhaustive refitting. Top: average number of refitted BVs/time step. Bottom: average BVH update time/time step tact model is able to accurately deal with sustained contacts.
Examples from image-guidance
In this section, two quasi-static image-guidance examples of FEM contact modelling based on actual patient data are presented with the primary aim of demonstrating the proposed algorithm's performance on high-resolution meshes encountered in TLED's main application area. The code is sequential and uses binary AABB hierarchies for contact search. The first one is a reconstruction of the deformation caused to the prostate by the transrectal ultrasound (TRUS) probe used in guidance of needle biopsy and ablation procedures of prostate cancer. Being able to determine this deformation is crucial for the registration of the interventionally acquired TRUS images to MR images acquired prior to the procedure [17] .
The anatomical meshes were generated from a 320 × 320 × 15-voxel MR image with a 0.8 × 0.8 × 4 mm resolu- [15] tion with experimental, semi-automatic segmentation software and ANSYS. 6 The deformable geometry of the simulation consists of two unconnected parts: the prostate con-6 http://www.ansys.com/.
sisting of 22,705 tetrahedra and 4,425 nodes (purple in Fig. 12) , and a block representing the surrounding tissue and the rectum consisting of 64,316 elements and 13,159 nodes (semi-transparent, blue in Fig. 12 ). The TRUS probe The parameter values chosen for this purely demonstrational simulation are identical for the prostate and the other tissue and set to G = 1.8 kPa, K = 6.9 kPa. The front and back face of the block are fixed in all spatial directions via displacement boundary conditions. The probe is translated by (−0, −11.5, 5) mm from its initial to final position, in a linear motion. The simulation runs for a total of 1,000 time steps of Δt = 10 −3 s, each. The second example is motivated by the registration of preoperatively acquired prone MR images used for planning of breast conserving cancer surgery to intra-operatively acquired supine MR images [12] . Sliding between the skin and underlying tissues has been observed but not properly quantified, having a method that allows for the modelling of this behaviour could therefore be used in future biomechanics-based registration algorithms for this type of application. In this example, the skin is modelled with a separate membrane mesh. The solid mesh comprises 37,613 tetrahedral elements and 10,614 nodes, and was generated from a 256 × 512 × 32-voxel MR image with a 0.7 × 0.7 × 3.7 mm resolution with experimental segmentation software and TetGen. 7 The membrane mesh was generated by extraction of the surface of the solid mesh, offsetting by 3 mm, and performing a manual segmentation; it has 4,425 elements, 2,283 nodes. The thickness of the shell elements is set to 5 mm leaving a 0.5 mm gap between the two meshes, that is quickly closed by the applied gravity forces. The chest-wall side of the solid mesh is fully fixed. The skin mesh is only held in the superior, lateral corner. The solid mesh is modelled as homogeneous transversely isotropic neo-Hookean [12] with G = 3.57 kPa, K = 16.67 kPa, η = 37.71kPa 8 and the preferential direction coinciding with the ventro-dorsal axis. The skin's material parameters are E = 25 kPa, ν = 0.4 for the membrane component, E = 5 kPa, ν = 0.25 for the bending stiffness. The simulation comprises 2,500 time steps, representing 2.5 seconds. For reference, an otherwise identical second simulation is run without the skin mesh to better quantify the effects of the skinning. A colour map of the distance between the two results can be seen in Fig. 13 .
The deformation in the first experiment (Fig. 12) is, as can be expected, quite localised with the TRUS probe penetrating into the block by about 1.1 cm. In the process, the prostate is primarily rotated but also slightly bent with respect Fig. 13 Left: initial configuration of the breast simulation with the skin contact assembly partially peeled away for better visibility, showing the outer contact surface (red), midplane (grey, not used in contact modelling), and the bottom part of the membrane contact assembly (blue), and the breast solid mesh (beige). The red arrow indicates the direction of gravity. Centre: inferior-medial view of solid mesh and skin mid-surface final configurations with the skin mid-surface shown as wireframe mesh. Right: frontal view of skinned breast simulation final result with colour and opacity mapped distances to the result of the simulation without skin to its apex-base axis with the base being displaced by about 4 mm. Two small dents made by the surrounding tissue displaced by the probe can also be seen on the prostate's posterior surface, where the peak displacement magnitude reaches 5.1 mm. That the non-rigid deformation of the prostate is not larger can probably be attributed to the mesh consisting of two parts that can slide relative to each other.
The deformation of the solid mesh in the breast example ( Fig. 13) is primarily a compression in ventro-dorsal direction combined with a shift of a sizeable portion of the mass in inferior and medial direction. The skin mesh is well held in place by the former despite there only being displacement boundary conditions on one corner of the mesh. The mean solid mesh node distance between the results of the simulations with and without skin is 0.28 mm with a maximum of 8.61 mm. Most of the large magnitude interaction between the two meshes appears to happen in the area surrounding the breast, although there is some evidence of a constraining of the solid mesh's expansion in the plane of the chest wall. Further, due to the proximity of the skin and the solid mesh, roughly half of both the solid mesh and skin contact surface can be assumed to be subject to contact constraints, or at least be turned up as collision candidates by the broad-phase contact search, for most of the duration of the simulation which is a larger fraction than in most simulations. Thus, it can be assumed that particularly the contact search costs are higher in this simulation than in most simulations with a comparable mesh resolution.
In any case, the sum of the timings (Table 3) obtained for all contact modelling-related operations is in both cases of the same magnitude as the time required for the basic FEM modelling, which due to the low computational costs associated with the matrix-free approach of TLED is quite challenging in its own right.
Conclusions
We have presented methods suitable for detecting and handling of contacts arising in explicit FEM simulation of a range of scenarios: deformable geometry self-collisions, contacts between deformable solid and membrane meshes, and deformable geometry and a range of rigid geometry. The contact search portion of the presented pipeline is optimised for the typically small time steps one has with explicit time integration in which it keeps the number of BV refittings low by identifying the parts of the BVH where containment of the geometry is ensured and self-collisions can be excluded. The success of this strategy can be seen in the consistently low numbers of BV refittings. Further, in this paper, an improved formula for the computation, via Provot's recursive algorithm, of surface-normal bounding cones used for self-collision detection has been presented. We have demonstrated that the proposed formula leads to a marked reduction in the number of BVH subtrees that must be checked for self-collisions, compared with the formula originally proposed by Provot.
On the contact-modelling side, we have presented a robust general-purpose method that can deal with both geometric as well as temporal singularities via smoothing. Mathematically, the contact-force smoothing is, with respect to space, done by means of linearly interpolated surface normals, and with respect to time, by means of linearly increasing gap rate proportional forces. Despite these stability improving modifications, the results obtained with the proposed contact model remain consistent with physics and accurate as has been shown with transient impact and quasi-static, restingcontact friction experiments.
We have also shown that the entire proposed contactmodelling pipeline can be executed within a time frame that is of the same order of magnitude as the time required for standard TLED computations, in real-world image-guidance applications. 
Appendix B: Derivation of the NBC computation formula
The quantities appearing in this derivation are illustrated in Fig. 2 . The starting point for the derivation of our NBC formula (4) is the realisation that an optimal parent axis a p does not only depend on the child-NBC axes, a 1 , a 2 , but also their opening angles, α 1 , α 2 . If β denotes the angle between the two child axes and β 1 , β 2 their respective angles between them and the parent axis, the ideal opening angle of the parent NBC α p satisfies:
Using this and the definition of β 1 , β 2 , it is obtained
That in turn is used to obtain the desired weights w 1 , w 2 for computation of the parent axis from the child axes: 
Appendix C: Derivation of the non-rigid deformation threshold for BVH updating
A bound on the non-rigid deformation is required in the BVH updating algorithm to ensure the detection of all self-collision candidates, i.e. if no self-collision was possible in a BVH subtree at the time of its last update t U , meaning the root node's NBC opening angle α VMT is smaller than the self-collision candidate threshold τ VMT , how much non-rigid deformation can the bounded geometry undergo without pushing α VMT above the threshold τ VMT and thus necessitating a full update the BVH subtree and check for self-collisions?
The bound introduced here, can be derived with a 2D sketch (Fig. 14) : Assuming the maximum non-rigid displacement u NR,max of the bounded nodes is known, taking the smallest primitive diameter h min in the set of primitives bounded by the UN, it is found that the biggest change to the primitive's normal (and thus potentially all NBCs in which it is contained) occurs if the primitives vertices both move by ||u NR,max || in opposite directions and perpendicularly to the plane of the primitive. The angular change to the normal Δα arising from such non-rigid deformation is
The next step is to solve for ||u NR,max || by setting Δα to (τ VMT −α 
