We extend the results of [2] on totally positive matrices to totally positive elements in arbitrary semisimple groups.
Introduction
In this paper we study the varieties of totally positive elements in Schubert cells for an arbitrary semisimple complex Lie group G. These varieties were introduced and studied by G. Lusztig in [10] , [11] . Interest in them is motivated by a remarkable parallelism between their parametrizations and combinatorial labelings of the canonical basis for the quantum group corresponding to the maximal unipotent subgroup N of G. In [2] these parametrizations were described quite explicitly for the type A r , with the help of a special combinatorial substitution that we called the Chamber Ansatz. In the present paper, we generalize the results of [2] to arbitrary semisimple groups. In fact, practically all the results below can be extended in a straightforward way to arbitrary Kac-Moody algebras. For the sake of simplicity, we will not pursue this generalization here. Now let us give a more systematic account of our main results. Let g be a semisimple complex Lie algebra of rank r with the Cartan decomposition g = n − ⊕ h ⊕ n. Let e i , h i , f i (i = 1, . . . , r) be the standard generators of g, and A = (a ij ) be the Cartan matrix. The well-known commutation relations between the generators can be summarized as follows:
the Cartan subalgebra h is abelian with the basis h 1 , . . . , h r ; (1.1) (resp. by f 1 , . . . , f r ) subject to the Serre r elations (1.2) (ad e i ) 1−aij e j = 0 (resp. (ad f i ) 1−aij f j = 0) for i = j;
Let G be a simply connected complex Lie group with the Lie algebra g. Let N − , H and N be closed subgroups of G with Lie algebras n − , h and n, respectively; thus, H is a maximal torus, and N and N − are two opposite maximal unipotent subgroups of G. Let B − = HN − and B = HN be the corresponding pair of opposite Borel subgroups.
The Weyl group W of G is defined as W = Norm G (H)/H. For w ∈ W, we denote by w any representative of w in the normalizer Norm G (H). The action of W on H by conjugation gives rise to an action of W on h and the dual action on h * . As usual, we will identify W with the corresponding group of linear transformations of h * . The group W is a Coxeter group generated by simple reflections s 1 , . . . , s r given by s i (γ) = γ − γ(h i )α i (γ ∈ h * ) ; (1.4) here α 1 , . . . , α r ∈ h * are simple roots given by α j (h i ) = a ij . A reduced expression for w ∈ W is a sequence of indices i = (i 1 , . . . , i m ) such that w = s i 1 · · · s im , and m is the smallest length of such a factorization. We denote by R(w) the set of reduced expressions for w. The length of any i ∈ R(w) is denoted by l(w) and called the length of w.
For each i = 1, . . . , r, let x i (t) = exp (te i ) be a one-parameter subgroup in N generated by e i . Following G. Lusztig [10] , we define the variety N ≥0 of totally non-negative elements in N as the multiplicative semigroup generated by all x i (t) with i = 1, . . . , r and t ≥ 0. For any w ∈ W , we set N we will use the same notation x → x ι for the corresponding involutive antiautomorphism of the group G. w (x) = (η w −1 (x ι )) ι .
(1.8) Theorem 1.2 and Proposition 1.3 will be proved in Section 5. In a special case when G = SL r+1 is of the type A r , and w = w 0 is the longest element of the Weyl group W (which in this case is the symmetric group S r+1 ), these results were obtained in [2] , Lemma 1.3 and Theorem 3.2.5.
The second ingredient in our formula for x −1 i is a family of regular functions ∆ γ ∈ C[G], where γ runs over extremal weights in the fundamental representations of G. To be more precise, we recall that the fundamental weights ω 1 , . . . , ω r form a basis in h * dual to the basis h 1 , . . . , h r in h. The free abelian subgroup P ⊂ h γ ∈ P gives rise to a multiplicative character of the maximal torus H which will be written as d → d γ (d ∈ H). We will call a weight γ of the form γ = wω i for some w ∈ W and i = 1, . . . , r a chamber weight of level i. (This terminology is motivated by [2] , where these weights in the A r case were associated with chambers in certain pseudo-line arrangements; in Section 7 we will extend this graphical interpretation of chamber weights to the types B r and C r .) To every chamber weight γ of level i we associate a regular function ∆ γ on G, which is uniqely up to a scalar multiple determined by the condition that
(for more details and for the choice of a normalization of ∆ γ see Section 6 below). For example, if G = SL r+1 then the chamber weights are in a natural correspondence with subsets J ⊂ {1, . . . , r + 1}, and the functions ∆ γ just introduced are the minors ∆ J , where ∆ J (g) is the minor of g with the row set {1, 2, . . . , |J|} and the column set J.
Now we are in a position to formulate our main result.
. Then the components t 1 , . . . , t m are given by
where
w (x), and
(with the convention w m+1 = e, the identity element of W ).
This theorem will be proved in Section 6. When G = SL r+1 and w = w 0 , it specializes to Theorem 1.4 in [2] . Note that a generalization of this result to an arbitrary element w of the Weyl group (for the type A r ) obtained in [2] , Theorem 5.4.2, is different from the one given by Theorem 1.4 although closely related to it. In Section 6 we will also prove a version of Theorem 1.4 that generalizes [2] , Theorem 5.4.2. An advantage of the present version is that it implies a family of criteria for total positivity that generalize those given by [2] , Theorem 3.2.1 for G = SL r+1 and w = w 0 (the possibility of extending these criteria to an arbitrary w ∈ W was not realized in [2] ). Each of these criteria says that a point This theorem sharpens the following result by G. Lusztig: the variety N ≥0 consists of elements of N that act on the canonical basis in every fundamental representation of G by a matrix with non-negative entries, see [11] .
Another application of Theorem 1.4 is an explicit formula for the transition maps that relate parametrizations of N w >0 associated to different reduced expressions of w. To be more precise, for every two reduced expressions i, i ∈ R(w) the transition map
An explicit formula for R i i can be obtained by simply combining formula (1.5) for x i and (1.10) for x −1 i . In Section 3 we will prove that transition maps have the following positivity property.
Theorem 1.6. The components of the vector t = R i i (t) are subtraction-free rational expressions in the components of t.
The proof is based on the following well-known property of reduced expressions in Coxeter groups (see [3] , [6] if a ij a ji = 0 (resp. 1, 2, or 3) then the order d of s i s j is 2 (resp. 3, 4, or 6).
(1.13) Proposition 1.7 reduces the proof of Theorem 1.6 to its special case when the reduced expressions i and i have the form i = (i, j, i, . . . ), i = (j, i, j, . . . ), with the length d of both sequences given by (1.13). For d = 2 and d = 3, the transition map R i i was computed by G. Lusztig (see [9] or [2] , (1.13) and (1.14)); this proves Theorem 1.6 in a simply-laced case. In Section 3 we compute R i i in the two remaining cases d = 4 and d = 6.
As in [2] , the fact that transition maps are subtraction-free opens up an opportunity to define them over an arbitrary semifield K instead of R >0 (see [2] , Section 2 or Section 4 below for the precise definition of what we mean by a semifield). Following [2] , we then introduce the Lusztig variety
where each t i = (t i 1 , . . . , t i m ) is a "vector" in K m , and these vectors satisfy the
The Lusztig variety is studied in Section 4 below. We develop an "abstract version" of the Chamber Ansatz (1.10), where the functions ∆ γ (z) are replaced by variables M γ taking values in the ground semifield K. The formulas for the transition maps associated with d-moves then translate into (subtraction-free) polynomial relations between the M γ . For d = 3 these relations essentially coincide with the quadratic 3-term relations obtained in [2] , (2.5.4). In Section 4 we find these relations for d = 4 and d = 6: it turns out that each 4-move produces two relations of degrees 3 and 4, while a 6-move produces four relations of degrees 6, 9, 10, and 15. In view of Theorem 1.4, the functions ∆ γ satisfy all these relations in the coordinate ring C[G]. An especially interesting choice of the ground semifield K is K = Z, where the usual addition plays the role of multiplication, and taking the minimum plays the role of addition (this is the so-called tropical semifield which played an important part in [2] ). Over this semifield, the transition maps become certain piecewiselinear transformations. When G is simply-laced, and w = w 0 , the Lusztig variety L w over the tropical semifield is naturally identified with the canonical basis for the quantum group corresponding to N (this observation due to Lusztig was a main motivation for our interest in total positivity). In a non-simply laced case, or when w = w 0 , the relationship between the totally positive varieties and the canonical basis is much less understood. However, one can show that for the type B 2 , the piecewise-linear version of our formula for the transition map (see (3.4) below) is equivalent to the formula for the canonical basis given in [8] , Section 12.5 (we thank the anonymous referee for pointing this out to us).
We would like to note once again that the above results can be extended to arbitrary Cartan matrices and corresponding Kac-Moody algebras. It is also possible to "quantize" the maps x i by constructing their q-deformations. Some results in this direction were obtained in [1] ; in fact, most of the results in the present paper have their "quantum analogues". They will be discussed in a separate publication.
The paper is organized as follows. In Section 2 we discuss the properties of chamber weights. In Section 3, we compute the transition maps corresponding to d-moves; as explained above, the fact that the answers are subtraction-free implies Theorem 1.6. An "abstract" version of the Chamber Ansatz is introduced and studied in Section 4. Theorem 1.2 and Proposition 1.3 are proved in Section 5, while Theorems 1.4 and 1.5 are proved in Section 6. Finally, in Section 7 we give a graphical interpretation of our general results for the types A r , B r , and C r .
Chamber weights
In this section we develop the properties of chamber weights. For the convenience of the reader, we start by recalling some well known results about roots, weights, reduced expressions, etc. We retain the notation of Section 1. Thus, g is a semisimple complex Lie algebra of rank r with the Cartan decomposition g = n − ⊕ h ⊕ n satisfying the properties (1.1) through (1.3). The root lattice Q is a free abelian subgroup in h * generated by simple roots α 1 , . . . , α r . The root decomposition of g is written as g = h ⊕ α∈Φ g(α), where Φ is the root system of g. Let Q + be the additive semigroup in Q generated by α 1 , . . . , α r . Then Φ is the disjoint union Φ + ∪ (−Φ + ), where Φ + = Φ ∩ Q + is the set of positive roots; thus, n = α∈Φ + g(α) and n − = α∈Φ + g(−α).
The Cartan matrix A of g has the following well-known properties:
. . , r, and a ij ∈ {0, −1, −2, −3} for i = j; (2.1)
We fix the matrix C as in (2.2), and define a symmetric bilinear form on h * by
This form makes the real vector space h * R generated by the simple roots into an Euclidean space. Each simple reflection s i ∈ W acts on this space as an orthogonal reflection:
where α ∨ = 2α/(α, α). In particular, the action of s i on the simple roots α j , simple coroots α ∨ j and fundamental weights ω j is given by
It also follows that the scalar product is W -invariant. For an element w ∈ W we define its inversion set by
It is known that the cardinality of Inv (w) is equal to l(w). Furthermore, Inv (w) can be recovered from any reduced expression i = (i 1 , . . . , i m ) ∈ R(w) as follows. As in (1.11) above, we set
(with the convention w i m+1 = e, the identity element of W ). We also set α
The following proposition is well known, see [3] , VI,1.6. 
Let us now apply the above results to the study of chamber weights. Recall from the introduction that by a chamber weight of level i we mean a weight in W ω i , the W-orbit of the i-th fundamental weight (in view of Corollary 2.4, the orbits W ω i are disjoint, so the level is well-defined). Every such weight γ can be uniquely written as γ = uω i , where u is of minimal length in its coset uW i ; this presentation will be called the minimal presentation of γ. We set
. It remains to prove the inclusion Inv (u −1 ) ⊂ I(γ) for the minimal presentation γ = uω i . We proceed by induction on l(u). There is nothing to prove in the case when l(u) = 0, so we can assume that u = s j u for some j, where l(u) = l(u ) + 1. Let γ = s j γ; it is easy to see that γ has the minimal presentation γ = u ω i . By induction, we can assume that (γ , α ∨ ) < 0 for all α ∈ Inv (u −1 ). On the other hand, we have Inv (
To complete the proof, it remains to show that (γ, α ∨ j ) = 0, or, equivalently, that s j γ = γ. But the last inequality follows from the fact that γ = uω i is the minimal presentation of γ. This completes the proof of Proposition 2.6.
The minimal presentation of a chamber weight can be extracted from an arbitrary presentation as follows. 
. , i m ) ∈ R(w). The minimal presentation of γ is obtained from the expres-
Proof. Let u be the element obtained from the product
It is now obvious that uω i = wω i , so it remains to show that the presentation γ = uω i is minimal. Rewriting the scalar product (
∨ ) and using Proposition 2.6, we conclude that the equality (
. Removing the corresponding terms s i k from the reduced factorization of w, we express u as the product of |I(γ)| simple reflections. Now the minimality of the presentation γ = uω i follows from the last statement in Proposition 2.6, and we are done.
We say that a chamber weight γ is an i-chamber weight if γ = w i k ω i for some k = 1, . . . , m + 1 and i = 1, . . . , r (see (2.7)). Let E i denote the set of all i-chamber weights, and let E w = ∪ i∈R(w) E i . The elements of E w will be called w-chamber weights. The following characterization of w-chamber weights generalizes [2] , Proposition 5.3.1.
Proof. Let γ = uω i be the minimal presentation of a chamber weight γ. In view of Corollary 2.3 and Proposition 2.6, the inclusion I(γ) ⊂ Inv (w) is equivalent to l(w) = l(u −1 ) + l(wu). Clearly, the last condition implies that u = w i k for some i ∈ R(w) and k = 1, . . . , m + 1, hence that γ is a w-chamber weight. Conversely, if γ = w i k ω i is a w-chamber weight then w i k ∈ uW i , so Corollaries 2.3 and 2.5 and Proposition 2.6 imply that
We now turn to the study of i-chamber weights, where Proof. In general, the presentation (2.10) of γ(k; i) is not minimal. The minimal presentation can be extracted from it with the help of Proposition 2.7, which now takes the following form.
Corollary 2.10. The minimal presentation of
We conclude this section with the following proposition that generalizes Lemma 2.7.2 in [2] .
Proposition 2.11. For any w-chamber weight γ, the set R(w; γ) = {i ∈ R(w) : γ ∈ E i } is connected with respect to d-moves.
Proof. Recall that d-moves were defined in the introduction, after Proposition 1.7 (in fact, Proposition 1.7 is a special case of Proposition 2.11). Let i ∈ R(w; γ), i.e., γ = w i k ω i for some k = 1, . . . , m + 1 and i = 1, . . . , r. We will write i as a concatenation (i 1 , i 2 ), where
. , i m ). By Corollary 2.4, the index i and the coset w
. Let us fix some reduced expressions j 1 ∈ R(wu) and j 2 ∈ R(u −1 ). It is enough to show that i can be transformed to (j 1 , j 2 ) by a sequence of d-moves staying at all times in R(w; γ). This can be done in two steps, each time using Proposition 1.7. First, we can transform i into a reduced expression of the form (i 1 , i , j 2 ) by a sequence of d-moves applied to
Clearly, all the intermediate reduced expressions
in this process belong to R(w; γ). This completes the proof of Proposition 2.11.
Transition maps
In this section we study transition maps
(recall that they are defined by (1.12) in the introduction). We will find explicit formulas for R i i , where the reduced expressions i and i have the form i = (i, j, i, . . . ), i = (j, i, j, . . . ), with the length d of both sequences given by (1.13). We will use the notation R
If a ij = a ji = 0, and so d = 2 then x i (t) and x j (s) commute with each other for all s and t, hence the transition map R ji ij is given by
The remaining three cases when d = 3, 4, or 6 are treated in the following theorem.
iji is given by
ijijij is given by Proof. One way to prove our theorem would be to compute both sides of (3.1) in some matrix representation of the group generated by one-parameter subgroups x i (t) and x j (s). For this purpose, one could use standard matrix representations of rank two semisimple groups of types A 2 , B 2 (or C 2 ) and G 2 . For the type A 2 , this was done in [9] . Using a more uniform approach, we will realize the group N as a multiplicative subgroup in the completion U of the universal enveloping algebra U = U (n) of n. (This realization of N makes sense for an arbitrary KacMoody algebra.) To be more precise, recall that U is an associative algebra with unit generated by e 1 , . . . , e r subject to the Serre relations (ad
makes U into an associative algebra. The group N is embedded into the multiplicative group of U via
where the notation e (n) stands for the divided power e n /n!. (a) To prove (3.3), we consider the basis {e i , e j , e i e j , e j e i } in the subspace
of U, and let {c i , c j , c ij , c ji } be the corresponding coordinate functions. Computing these coordinates on both sides of (3.1), we obtain:
Since the Serre relations between e i and e j live in degrees 3α i + α j and α i + 2α j , they do not affect this subspace, so as its basis we can take all non-commutative monomials in e i and e j of given degrees. Let c i , c j , c ij , and c iij be the coordinate functions corresponding to the basis vectors e i , e j , e i e j , and e (2) i e j respectively. Computing these coordinates on both sides of (3.1), we obtain:
(c) The same argument as in (b) provides five relations between the p k and the t k given by
To obtain a sixth relation, consider the component
To analyze this subspace we need to take into account the Serre relation (ad e j ) 2 e i = 0, which can also be written in the form e j e i e j = e (2) 
It is easy to see that dim U(3α i + 2α j ) = 7. In fact, there are 10 non-commutative monomials of multi-degree (3, 2) in e i and e j but, in view of the above Serre relation, each of the 3 monomials e (2) i e j e i e j , e i e j e i e j e i , and e j e i e j e (2) i that contain a factor e j e i e j is a linear combination of the remaining 7 monomials. To be more precise, e (2) i e j e i e j is a linear combination of e (2) i e (2) j e i and e (3) i e (2) j , while e i e j e i e j e i is a linear combination of e i e (2) j e (2) i and e (2) i e (2) j e i , and e j e i e j e (2) i is a linear combination of e (2) j e (3) i and e i e (2) j e (2) i . Note that none of these linear combinations involve the monomial e i e j e (2) i e j . Hence the corresponding coordinate function c ijiij can be computed as in the free algebra generated by e i and e j . Computing this coordinate on both sides of (3.1), we obtain the desired sixth relation between the p k and the t k :
The relations (3.11) through (3.15) provide a system of 6 polynomial equations with 6 unknowns p 1 , . . . , p 6 . This system was solved using Maple, and the solution is given by (3.6). In a more old fashioned way, the system can be solved as follows.
First, comparing (3.7) and (3.15), we see that
iij . An easy calculation using (3.12), (3.13) and (3.14) shows that
Now a direct check shows that
19)
The right hand sides of (3.16) and (3.18) -(3.22) are monomials in p 1 , . . . , p 6 , and an easy check shows that they are related to p 1 , . . . , p 6 by an invertible monomial transformation. Computing the inverse of this transformation yields (3.6), thus completing the proof of Theorem 3.1.
Remark 3.2.
It is easy to see that in each of the cases in Theorem 3.1, the formulas expressing the t k through the p k (i.e., the inverse transformation R iji...
jij... ) can be found by the substitution
Remark 3.3. Note that, in each of the cases, our formulas for the transition map R jij... iji... imply two "monomial" relations: for d = 2 they are given by (3.2) , and in the other cases they are as follows: 
Chamber Ansatz
The main result of this section is a generalization of Theorems 2.7.1 and 5.3.2 from [2] . The terminology below is suggested by the A r case treated in [2] . In what follows we fix an element w ∈ W of length l(w) = m. As explained in the introduction, Theorem 1.6 allows us to associate to w the Lusztig variety L w = L w (K) defined over an arbitrary semifield K. As in [2] , Section 2.1, by a semifield we mean a set K endowed with two operations, addition and multiplication, which have the following properties: addition in K is commutative and associative; (4.1) multiplication makes K an abelian group; (4.2) distributivity:
Recall from the introduction that an element t of L w is a tuple t = (t i ) i∈R(w) ,
The following proposition generalizes [2] , Theorem 2.2.6 and is proved in the same way.
Proposition 4.1. For any i ∈ R(w), the projection t → t i is a bijection between the Lusztig variety L
w (K) and K m .
We will now present an alternative description of L w that generalizes the one in [2] , Sections 2.7 and 5.3. We will use the terminology and notation from Section 2. Let us introduce the variables M γ (γ ∈ E w ) labeled by w-chamber weights and taking values in K. We will express the components t i k of an element of the Lusztig variety by means of the substitution 
(4.5) (4.11)
The proof is straightforward: we only need to substitute the expressions given by (4.4) into the formulas (3.2), (3.3), (3. 
Proof. First we will show that M γ is well defined via (4.13), i.e., that the right hand side of (4.13) does not depend on the choice of i and k such that γ = γ(k; i). In view of Proposition 2.11, it is enough to show the following: if γ = γ(k; i) = γ(k ; i ), and i and i are related by a d-move, then
This is checked directly using the formulas for the transition maps in Theorem 3.1;
to be more precise, we only need the "monomial" part of the transition maps given by (3.2) and (3.23)-(3.25).
To complete the proof of Theorem 4.3, it remains to show that both compositions M → M(t(M)) and t → t(M(t)) are identity maps. In proving this, we will fix a reduced expression i = (i 1 , . . . , i m ) ∈ R(w) and will use a shorthand
. Using this notation, the correspondence t → M(t) given by (4.13) can be written as
14)
while the Chamber Ansatz correspondence M → t(M) given by (4.4) can be written as
where ν(k; j) = min {l : l > k, i l = j} (if i l = j for l > k then we set ν(k; j) = m + 1 and M m+1 = 1). The formulas (4.14) and (4.15) define two monomial transformations K m → K m , and we only need to show that they are inverses of each other. Clearly, it is enough to show that one of their compositions is the identity map. So it suffices to prove the following identity for k = 1, . . . , m:
The exponent of M k on the right-hand side of (4.16) is equal to
as needed. It remains to show that for every k > k, the variable M k cancels out on the right-hand side of (4.16). Let i k = i, and let k = max {l :
. The exponent of M k on the right-hand side of (4.16) can be written as
Remembering the definition of b(k, l), we can rewrite (4.17) as 
In view of (2.5), we have
; substituting this expression into (4.19), we see that the sum becomes telescoping, and β = 0. This completes the proof of (4.16) and of Theorem 4.3.
The following corollary generalizes Corollary 2.7.4 in [2] .
Corollary 4.4. For every i ∈ R(w), the components M γ(k;i) (k = 1, . . . , m) form a system of independent coordinates on M w (K), that is, they can be assigned arbitrary values in K, and the remaining components M γ of a point M ∈ M
w (K) are expressed through them as subtraction-free rational expressions.
Proof. In the course of the proof of Theorem 4.3, we have shown that, for every i ∈ R(w), the components t i k of a point t ∈ L w (K) and the components M γ(k;i) of the corresponding point M ∈ M
w (K) are related to each other by an invertible monomial transformation (see (4.14) and (4.15)). To prove our corollary, it remains to observe that by Proposition 4.1, the t i k for any given i ∈ R(w) form a system of independent coordinates on L w (K), and the remaining components t i k are expressed through them via the transition maps R i i which are given by subtraction-free rational expressions.
Proofs of theorem 1.2 and proposition 1.3
As in the introduction, we consider the open subset N w = N ∩ B − wB − of the Schubert cell C w . The involutive antiautomorphisms x → x T and x → x ι of G (see (1.6), (1.7)) preserve H and Norm G (H), and so act on W . We will denote by w a representative of w ∈ W in Norm G (H); a direct check shows that
For any w ∈ W , we define the subgroups N (w) and N (w) of N by
The following two facts are well-known: Now we are ready to introduce the map η w . We will do this in a slightly more general setting than in Theorem 1.2.
Proposition 5.1. For every
Proof. The uniqueness of x and the fact that x ∈ N w are obvious. To prove the existence of x, it is enough to show that wz
3) and (5.4), we obtain
as desired. Finally, the condition η w (y) = η w (z) can be rewritten as wy T (wz T ) −1 ∈ B − , which is easily seen to be equivalent to y −1 z ∈ N (w). This completes the proof of Proposition 5. 
Proof. According to (5.4), every z ∈ N w can be uniquely expressed as
where the choice of a representative w depends on z. We claim that the component x in (5.6) is equal to η w (z). Indeed, (5.6) can be rewritten as wz T = wyw T x; using (5.1), we see that wyw T ∈ B − , hence x = η w (z).
Using (5.6), one can express x as follows:
where u = w(y T ) −1 w −1 . Applying the anti-automorphism x → x ι on both sides of (5.7), we obtain 
which can be checked by the matrix calculation in SL 2 :
.
. For the induction step, we need some notation. For i = 1, . . . , r and t > 0 we set
thus, y i (t) ∈ N − and t hi ∈ H. These elements together with the x i (t) satisfy the following commutation relations:
(the relations (5.11) and (5.12) follow directly from the relations (1.3) in g, and (5.13) can be proved by another matrix calculation in SL 2 ). Now suppose that m ≥ 2, and let w = s i 1 w, i = (i 2 , . . . , i m ) ∈ R(w ), z = x i (t 2 , . . . , t m ) and x = η w (z ). By the inductive assumption, the decomposition (5.6) for z has the form
where y ∈ N (w ), and each p k is a subtraction-free rational expression in t 2 , . . . , t m . Using (5.14) and the commutation relations (5.11) -(5.13), we can rewrite z = x i 1 (t 1 )z as follows:
(to arrive at (5.15), we use (5.12) and (5.13) to push x i 1 (t 1 ) to the right through all the terms y i k (p k ) in (5.14); all the terms of the kind t hi that are generated during this process with the help of (5.13) are then also moved to the right by applying (5.11)). Since the relations (5.11) -(5.13) only involve subtraction-free expressions, we conclude that t and all p k in (5.15) are subtraction-free rational expressions in t 1 , . . . , t m . Using (5.9), we can rewrite the "tail" in (5.15) as follows: The above proof yields the following corollary which will be used in the next section. Note that, in view of (5.4), for every x ∈ N w there is a unique y ∈ N (w) such that x ∈ B − wy T , i.e., such that x = η w (y). Note also that, in view of Proposition 2.1, for any i = (i 1 , . . . , i m ) ∈ R(w), every element y ∈ N (w) has a unique factorization of the form 
(see (2.7) ), and η (w
Proof. In the notation of Proposition 5.3 and its proof, the element y is expressed as y y , where y ∈ N (α i 1 ), and y ∈ N (w ) is such that η w (y ) = x i 2 (t 2 ) · · · x im (t m ). Our statement follows by induction on m.
Totally positive varieties
In this section we specialize the results of Section 4 to the case when the ground semifiled K is R >0 . In view of Proposition Before proving Theorem 6.1, we need to establish some results about the functions ∆ γ (see (1.9) ). To put these functions in a proper context, we recall some well-known facts from the representation theory of G. Let P + be the additive semigroup in the weight lattice P generated by the fundamental weights ω 1 , . . . , ω r . The elements of P + are highest weights of irreducible rational representations of 
These submodules are all irreducible components of C[N − \G]:
For any λ ∈ P + , we define a function ∆ λ ∈ C[N − \G] as the highest vector in V λ normalized by the condition ∆ λ (e) = 1. In other words, ∆ λ is a regular function on G whose restriction to the open set N − HN is given by
Now let γ = uλ for some u ∈ W and λ ∈ P + . Then γ is an extremal weight for V λ , and the corresponding weight subspace V λ (γ) is one-dimensional. We denote by ∆ γ an element of V λ (γ) (cf. (1.9)) normalized in the following way. Choose a reduced expression (j 1 , . . . , j l ) ∈ R(u −1 ) and for k = 1, . . . , l set
It is well known that the action on V λ of the element e
; here e (b) stands for the divided power e b /b!. We normalize ∆ γ by the condition
It is known that this normalization does not depend on the choice of an element u ∈ W such that γ = uλ and on the choice of a reduced expression (j 1 , . . . , j l ) ∈ R(u −1 ) (see, e.g., [9] , Section 28.1). The function ∆ γ can also be written as
for some specific choice of a representative u. The normalization condition (6.6) implies that the representative u in (6.7) satisfies
(indeed, using (6.6) and the representation theory of SL 2 , we can write u as
. We now turn to the proof of Theorem 6.1. First we will give its equivalent reformulation. The following theorem generalizes [2] , Theorem 5.4.2.
Theorem 6.2. For every w-chamber weight γ, the function
In view of Proposition 5.2, the fact that Theorems 6.1 and 6.2 are equivalent to each other, is a consequence of the following statement.
Lemma 6.3. If γ is a w-chamber weight then
Proof. Every w-chamber weight can be written as γ = uλ, where λ is some fundamental weight, and u ∈ W satisfies Inv (u −1 ) ⊂ Inv (w) (see Corollary 2.3 and Proposition 2.10). The inclusion Inv (u −1 ) ⊂ Inv (w) readily implies that N (w) ⊂ N (u −1 ), i.e., that u −1 pu ∈ N for all p ∈ N (w). Using (6.7) and (6.4), we obtain
Turning to the proof of Theorem 6.2, we will first establish its special case when γ = w −1 ω i for some i. Thus, we will prove the equality
where x and y are as in Theorem 6.2. Choosing i = (i 1 , . . . , i m ) ∈ R(w) and writing x as x i (t 1 , . . . , t m ), we see that the left-hand side of (6.9) is the monomial in the t k given by (4.13). In our situation, this monomial takes the following form: 10) where the exponents b k are given by
In view of (6.10), we see that (6.9) becomes a consequence of the following lemma.
where the exponents b k are given by
Proof. (a) Note that (6.11) generalizes [2] , (5.4.6); our argument will be essentially the same as in [2] . In view of (6.7) and (6.8), one can choose a representative w so that w∆ γ = ∆ λ and w
By the definition of the map η w , we have wy
The same argument applied to ∆ λ yields
Comparing (6.14) and (6.15), we see that
To deduce (6.11) from (6.16), it remains to notice that
, and
(b) We will use the following general formula valid for any f ∈ C[G] and for any sequence of indices i = (i 1 , . . . , i m ) (not necessarily a reduced expression):
(6.17)
(To prove (6.17), note that
and use induction on m.) If f ∈ V λ (λ − β) for some β ∈ Q + then the tuples (a 1 , . . . , a m ) that have a non-zero contribution to (6.17) must satisfy
In particular, for f = ∆ γ and i ∈ R(w), the only tuples that contribute to (6.17), must satisfy (6.18) with β = λ − γ. One of such tuples is the tuple (b 1 , . . . , b m ) given by (6.13). Comparing (6.13) with (6.5) and remembering the normalization of ∆ γ given by (6.6), we see that the monomial
k appears in ∆ γ with the coefficient 1. The proof of (6.12) is completed by using the following lemma proved in [1] . Lemma 6.5. In the situation of Lemma 6.4 , if a 1 , . . . , a m are nonnegative integers satisfying (6.18) with β = λ − γ, and such that e (a 1 ) (a 1 , . . . , a m ) coincides with the tuple (b 1 , . . . , b m ) given by (6. 
13).
We have completed the proof of (6.9). To complete the proof of Theorem 6.2, it remains to show that 
. By Proposition 5.5, the element y can be written as y = y y (k−1) · · · y (1) , where y ∈ N(u), η u (y ) = x , and each y (l) for l < k belongs to the root subgroup N (α i l ). Since, in view of Proposition 2.1, none of the roots α i 1 , . . . , α i k−1 belong to Inv (u), it follows that the element p = y (k−1) · · · y (1) belongs to the subgroup N (u) (see (5.2) ). By Lemma 6.3 (applied to u instead of w), ∆
On the other hand, it is clear from (4.13) that
where the right hand side of (6.21) is defined via the Chamber Ansatz for u instead of w. Combining (6.20) and (6.21), we see that (6.19) becomes a consequence of (6.9), with w, x, and y replaced by u, x , and y , respectively. Theorems 6.2 and 6.1, and hence Theorem 1.4, are proved.
As a first consequence of Theorem 6.1, the relations between the M γ found in Section 4 (see Another consequence of Theorem 6.1 is Theorem 1.5 which produces a family of criteria for total positivity. This theorem can be restated as follows (cf. [2] , Theorem 3.2.1). 
Proof. The equivalence of (2) and (3) We conclude this section with a generalization of some results of [7] , which will allow us to produce more criteria for total positivity. Following Section 5 in [7] , we will say that a collection {γ 1 The following proposition is an immediate consequence of the relations (4.5)-(4.11) (cf. [7] , Proposition 5.10). 
Special cases
In this section we will give a graphical interpretation of the Chamber Ansatz for classical groups of types A r , B r , and C r . We start by briefly recalling the A r case which was treated in [2] and served as a prototype for the results in the present paper. In this case G = SL r+1 , the maximal torus H is the subgroup of diagonal matrices in G, and N ⊂ G is the subgroup of unipotent upper-triangular matrices. The standard generators of g are: 
Under this identification, the function ∆ γ (x) becomes the flag minor ∆ I (x), that is, the minor of x with the row set [1, i] The chamber set associated to a chamber C is the set of labels of all horizontal segments lying below C. The definitions readily imply that if C is the chamber whose right end is t i k , then the chamber set L(C) corresponds to the chamber weight γ(k; i) (see (2.10) ).
Using all this notation, Theorem 1.4 takes the following form:
where A, B, C, and D are the chambers of Arr (i) surrounding the crossing t i k , with A and D lying above and below t i k , and B and C being on the same horizontal level.
Our next target is the type C r . The group G is now the symplectic group Sp 2r . We will choose a matrix realization of G most convenient for studying total positivity. LetG = SL 2r , and consider two involutive anti-automorphisms x → x ι and x → x τ ofG given by
where d 0 and w 0 are matrices of order n = 2r given by
The maps x → x ι and x → x τ commute with each other, so their composition is an involutive automorphism ofG given by 6) where J = d 0 w 0 is the matrix given by
We will think of G as the subgroupG ιτ ⊂G of fixed points of the automorphism ιτ . In view of (7.6), an element x ∈G belongs to G if and only if x T Jx = J; since n = 2r is even, it follows from (7.7) that J T = −J, so G is indeed the symplectic group.
We will use our standard notation such as N, W, x i (t) etc., for the objects related to G, and will denote byÑ ,W ,x i (t) etc. the corresponding objects related toG. The antiautomorphisms x → x ι and x → x τ ofG preserveÑ and H, and we have
We set i * = n + 1 − i = 2r + 1 − i for i = 1, . . . , 2r. In this notation, the standard generators of g are:
e r =ẽ r , h r =h r , f r =f r , (7.9) where theẽ i ,h i , andf i are given by (7.1). It follows that
The Weyl group W of G is naturally identified with the subgroup ofW = S n = S 2r given by
Simple reflections in W are expressed through simple reflections inW as follows: (1, 2, 1, 2) thenĩ = (1, 3, 2, 1, 3, 2) . The following proposition is an easy consequence of (7.12) and (7.10). For instance, if r = 2 and i = (1, 2, 1, 2) then (7.13) takes the form
As a corollary of Proposition 7.1, we can now describe a relationship between totally positive varieties in N andÑ . ∩ N follows at once from (7.13) and Proposition 1.1. To prove the reverse inclusion, we notice that the automorphism x → x ιτ ofG sends x i (t) to x i * −1 (t), in particular, leaves x r (t) intact. Now let i = (i 1 , . . . , i m ) be a reduced expression of w in W , and letĩ be the corresponding reduced expression of w inW . Writing an element x ∈Ñ w >0 as the productxĩ(p), where p is some tuple of positive real numbers, and applying the automorphism x → x ιτ to this product, we conclude that x ιτ = x if and only if p k = p k+1 wheneverĩ k+1 =ĩ * k − 1. Using (7.13) and Proposition 1.1 again, we see that if x ∈Ñ w >0 is such that x ιτ = x then x belongs to N w >0 , and we are done.
We now turn to the description of the Chamber Ansatz for G. First notice that the anti-automorphisms x → x T and x → x ι of G are obtained by restricting to G the corresponding anti-automorphisms ofG. Therefore, for any w ∈ W the map η w for G (see Proposition 5.1) agrees with the corresponding map forG. For i = 1, . . . , r, the fundamental weight ω i for G is the restriction to H of the corresponding fundamental weightω i ofG. The function ∆ ωi is the restriction to G of ∆ω i , that is, ∆ ωi (x) = ∆ [1,i] (x), the principal flag minor of x ∈ G. In view of (7.11), the correspondence w We will now introduce a wiring diagram for representing a reduced expression i = (i 1 , . . . , i m ) of w ∈ W (see Figure 2) . Letĩ be the corresponding reduced expression of w inW (see Proposition 7.1), and consider the pseudo-line arrangement Arr (ĩ) representingĩ. Each term i k = i < r in i creates a pair of consecutive crossings in Arr (ĩ), one on the level i from the bottom and another on the level i from the top. Since, for i < r, the simple reflectionss i ands i * −1 inW commute with each other (as well as the corresponding one-parameter subgroupsx i (t) and x i * −1 (t)), the order of these two consecutive crossings is irrelevant for applications such as the Chamber Ansatz; this makes it natural to put these two crossings on the same vertical line. With this convention, the arrangement Arr (ĩ) has a horizontal symmetry axis that lies in the middle between the r-th and (r + 1)-th horizontal lines. We denote this axis by M (for "mirror"). Now we define the wiring diagram (or arrangement) Arr (i) as the half of the arrangement Arr (ĩ) that lies below M . Thus, Arr (i) consists of r pseudo-lines whose right endpoints are numbered 1 through r bottom-up; scanning the left endpoints bottom-up yields the sequence w −1 (1), . . . , w −1 (r + 1). The crossings of Arr (ĩ) that lie in Arr (i) will be called the crossings of Arr (i). They involve ordinary crossings, that is, the exchanges between the pairs of horizontal lines, and also the reflections in the "mirror" M . Under such a reflection, the pseudo-line changes its label from i * (to the left of the reflection point) to i, for some i = 1, . . . , r. By the definition, the arrangement Arr (i) has exactly m = l(w) crossings. As in the case of A r , we associate these crossings with the terms in the factorization x i (t 1 , . . . , t m ); we will again denote a crossing by the same symbol t k = t i k as the corresponding coordinate on the Lusztig variety.
The chambers and chamber sets for Arr (i) are defined in the same way as for A r . In full analogy with the A r case, if C is the chamber whose right end is t i k then the chamber set L(C) is the isotropic subset corresponding to the chamber weight γ(k; i) (see (2.10) ). Now everything is ready for a "concrete" formulation of Theorem 1.4 for the type C r . Let x = x i (t 1 , . . . , t m ) ∈ N w >0 , and let z = η −1 w (x). If i k < r then the crossing t k in Arr (i) is surrounded by four chambers A, B, C, and D as in the case A r , and t k is given by (7.3) . If i k = r, i.e., the corresponding crossing t k lies on the mirror M then this crossing is surrounded by three chambers: the chamber A below t k , and the chambers B and C just below the mirror on both sides of t k . Then (1.10) takes the following form:
(7.14)
Note that (7.14) can be deduced from the Chamber Ansatz for type A n−1 with the help of the following lemma. Applying Lemma 7.3 to a subset L(A) in (7.14) (which is an isotropic subset of size r − 1), we conclude that ∆ L(A) (z) = ∆ L(D) (z), where D is the chamber above t k in Arr (ĩ). Therefore, (7.14) becomes a consequence of (7.13) and (7.3), the latter applied to the reduced expressionĩ.
We now turn to the type B r . The group G is the spin group Spin 2r+1 which is a two-sheeted covering over the special orthogonal group G 0 = SO 2r+1 . Since the projection G → G 0 restricts to an isomorphism of the maximal unipotent subgroup N of G with that of G 0 , in studying the totally positive varieties in N we can (and will) work with G 0 rather than with G. Our treatment of G 0 will be completely parallel to the above treatment of the symplectic group. We set n = 2r + 1 andG = SL n , and we think of G 0 as the subgroupG ιτ ⊂G of fixed points of the automorphism ιτ , where the involutive anti-automorphisms x → x ι and x → x τ ofG are given by (7.4) and (7.5). Formulas (7.6) and (7.7) remain valid; the only difference with the symplectic case is that now the matrix J given by (7.7) is symmetric, so G 0 is indeed the special orthogonal group. With the same notational conventions as for the symplectic group, (7.8) also remains valid in our case.
We set i * = n + 1 − i = 2r + 2 − i for i = 1, . . . , 2r + 1. In this notation, the chamber A below t k , and the chambers B and C just below the mirror on both sides of t k . Then (1.10) takes the following form (cf. (7.14)):
(7.24)
Note that Lemma 7.3 and its proof remain valid for the type B r . Using this lemma and comparing (7.24) with the expression for √ 2t k given by the Chamber Ansatz for the type A 2r applied to the right hand side of (7.18), we arrive at the following identity. for any x ∈ G 0 = SO 2r+1 .
Remark 7.6. The realization of the symplectic group Sp 2r as a subgroup of SL 2r that we used above, agrees with the general strategy of Lusztig using the "descent" realization of a non-simply-laced semisimple group as a subgroup of a simply laced one. In particular, Corollary 7.2 for the type C r is a special case of a general result by Lusztig. However, the above realization of SO 2r+1 as a subgroup of SL 2r+1 does not follow this pattern; in Lusztig's approach, SO 2r+1 would be realized as a subgroup of the group SO 2r+2 of type D r+1 . It is possible to treat the case D r by using an embedding of SO 2r into SL 2r . However, the resulting description of totally positive varieties is not as nice as for the types B r and C r (in particular, there seems to be no way to satisfy Corollary 7.2), and we do not give it here.
