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Abstract
The present contribution deals with the estimation of haemodynamics Quantities of Interest by ex-
ploiting Ultrasound Doppler measurements. A fast method is proposed, based on the PBDW method.
Several methodological contributions are described: a sub-manifold partitioning is introduced to improve
the reduced-order approximation, two different ways to estimate the pressure drop are compared, and
an error estimation is derived. A test-case on a realistic common carotid geometry is presented, showing
that the proposed approach is promising in view of realistic applications.
1 Introduction
In biomedical engineering, most realistic applications have to deal with data assimilation. The problem
to be solved consists in providing predictions on Quantities of Interest (QoI) given observations of the
system which are often partial and noisy. The present work is a contribution to this topic and focuses
on the reconstruction of haemodynamics QoI by exploiting Doppler Ultrasound Imaging. The proposed
methodology is however general and can easily be extended to a broad set of other applications. Doppler
Ultrasound, in its different modes, is one of the most used, clinically available technologies to monitor
blood flows in the heart cavity and in several segments of the vascular tree. Its main advantages are
that it is fast, non-invasive, and cheap. Its main drawback lies in the space resolution: the observed
quantity (more precisely defined in Section 2.2) amounts to the noisy average in some voxels of one or
two components of the velocity field.
In several applications related to the cardiovascular system, the QoI to be predicted are:
1. The complete 3D velocity field and some quantities associated to it, say, for instance, the maximal
velocity ([1, 2]).
2. Pressure and pressure drop ([3, 4, 5, 6, 7]): this is particularly relevant, since it is one of the
main indicators of the severity of stenoses and eventual arterial blockages. The direct measure of a
pressure (or even a pressure drop) could be performed by implanting a catheter, hence in a rather
invasive way.
3. The vorticity ([8, 9, 10, 11]): this quantity is monitored especially in the heart cavity and around
cardiac valves. A too large vorticity could induce, for instance, haemolysis.
4. The wall shear stress ([12, 13, 14]): this is related to the mechanical stress that the blood exerts
on the endothelial cells, of paramount importance in aneurysms and plaque formation.
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The QoI listed have to be reliably estimated in vivo, with the additional constraint of being estimated
fast, ideally in real time. For this, two main approaches are available. The first consists in a purely data-
driven strategy where learning techniques are used to build an approximation of the observable-to-QoI
map given a sufficiently large dataset. The second consists in using an a priori description of the physics
involved by means of a mathematical model, often given in the form of a Partial Differential Equation
(PDE), and then solve an inverse problem. On the one hand, since we are dealing with space fields
estimation, the pure data-driven learning approach will in general need an exceedingly large data set to
meet the accuracy constraints of the application. On the other hand, discretising the system of Partial
Differential Equations and solving the inverse problem will in general result in a prohibitive computational
cost, thus leading to unacceptable computing times. These facts motivate the use of mixed approaches
combining an a priori knowledge coming from an available, potentially inexact physical model of the
system, and the a posteriori knowledge coming from the data. One recent example in this direction
is [15], where a physics-informed machine learning approach to estimate pressure in blood vessels from
MRI was proposed. In this work, we use a different methodology based on reduced-order modelling of
parametrized PDEs.
Our contribution is to propose a systematic methodology to estimate the above five QoI in close to real
time involving reduced modelling techniques, and to assess its feasibility in non trivial numerical examples
involving the carotid artery. However, due to our lack of real ultrasound images, our experiments present
certain limitations: we have worked with synthetically generated images and have used an admittedly
simple Gaussian modelling of the ultrasound noise (Doppler ultrasound images present a very involved
space-time structure which is not the main topic of our work and we refer to [16, 17, 18] for further
details on this matter). The PDE model considered to describe the haemodynamics is the system of
incompressible Navier-Stokes equations, which is generally acknowledged to be accurate for large vessels
such as the carotid artery. We therefore assume that there is no model error and that the true system is
governed by these equations. Note in addition that this assumption also comes from the fact that it is
not possible to study the impact of the model error without real measurements.
The structure of the paper is as follows. In Section 2 we describe the reconstruction method which we
use. The method is very general and its main mathematical foundations have been established in previous
works (see [19, 20, 21, 22, 23, 24, 25]). We make a presentation that alternates between a summary of
the general mathematical theory, and its particular application to our problem of interest. One relevant
point to remark is that so far the methodology has mainly focused on reconstructing spatial fields from
observable quantities. In our case, this concerns the reconstruction of the 3D velocity field. One relevant
novelty with respect to previous contributions is that we show that it is possible to reconstruct unobserved
quantities such as the pressure field or the pressure drop in our problem. This is possible by making a
joint reconstruction of observable and unobservable fields, which are velocity and pressure in our case.
We explain this idea in 3.1. The reconstruction of the wall shear stress and the vorticity are discussed
in Sections 3.2.2 and 3.2.3 respectively. The numerical experiments on a carotid bifurcation are given in
Section 4 for the case of noiseless images. We examine the effect of noise in Section 5.
2 Reconstruction methods
In this section we present the reconstruction methods that we use in this work. We alternate between
abstract mathematical statements and their translation to our specific problem of interest in order to
make the presentation as pedagogical as possible. To simplify the discussion, the presentation is done
for noiseless measurements. At the end of the paper, we will discuss how to take noise into account.
2
2.1 State estimation and recovery algorithms: abstract setting
Our problem enters into the following setting, for which solid mathematical foundations have been
developed in recent years. The relevant references will be cited throughout the discussion.
Let Ω be a domain of Rd for a given dimension d ≥ 1. We work on a Hilbert space V defined over Ω
which is relevant for the problem under consideration. As we will see in the following, we may change V
depending on our needs. However, once the space is fixed, the subsequent developments have to remain
consistent with this choice. The space is endowed with an inner product 〈·, ·〉 and induced norm ‖ · ‖.
Our goal is to recover an unknown function u ∈ V from m measurement observations
`i(u), i = 1, . . . ,m,
where the `i are linearly independent linear forms over V . In many applications, each `i models a sensor
device which is used to collect the measurement data `i(u). In our particular application, the observations
come in the form of an image and each `i models the response of the system in a given pixel as Figure
2 illustrates. We denote by ωi ∈ V the Riesz representers of the `i. They are defined via the variational
equation
〈ωi, v〉 = `i(v), ∀v ∈ V.
Since the `i are linearly independent in V
′, so are the ωi in V and they span an m-dimensional space
Wm = span{ω1, . . . , ωm} ⊂ V.
The observations `1(u), . . . , `m(u) are thus equivalent to knowing the orthogonal projection
ω = PWmu.
In this setting, the task of recovering u from the measurement observation ω can be viewed as building
a recovery algorithm
A : Wm 7→ V
such that A(PWmu) is a good approximation of u in the sense that ‖u−A(PWmu)‖ is small.
Recovering u from the measurements PWmu is a very ill-posed problem since V is generally a space
of very high or infinite dimension so, in general, there are infinitely many v ∈ V such that PWmv = ω. It
is thus necessary to add some a priori information on u in order to recover the state up to a guaranteed
accuracy. In the following, we work in the setting where u is a solution to some parameter-dependent
PDE of the general form
P(u, y) = 0,
where P is a differential operator and y is a vector of parameters that describes some physical property
and lives in a given set Y ⊂ Rp. Therefore, our prior on u is that it belongs to the set
M := {u(y) ∈ V : y ∈ Y}, (2.1)
which is sometimes referred to as the solution manifold. The performance of a recovery mapping A is
usually quantified in two ways:
• If the sole prior information is that u belongs to the manifold M, the performance is usually
measured by the worst case reconstruction error
Ewc(A,M) = supu∈M‖u−A(PWmu)‖ . (2.2)
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• In some cases u is described by a probability distribution p on V supported on M. This distri-
bution is itself induced by a probability distribution on Y that is assumed to be known. When
no information about the distribution is available, usually the uniform distribution is taken. In
this Bayesian-type setting, the performance is usually measured in an average sense through the
mean-square error
E2ms(A,M) = E
(‖u−A(PWmu)‖2) = ∫
V
‖u−A(PWmu)‖2dp(u) , (2.3)
and it naturally follows that Ems(A,M) ≤ Ewc(A,M).
2.2 Instantiation to the application of interest
In our case, Ω ⊂ R3 is a portion of a human carotid artery as given in Figure 1. The boundary Γ := ∂Ω
is the union of the inlet part Γi where the blood is entering the domain, the outlets Γo,1 and Γo,2 where
the blood is exiting the domain after a bifurcation, and the walls Γw.
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~8 cm
Figure 1: Domain Ω used in the simulations. Note the small stenosis in the upper part of the bifurcation.
Our goal is to reconstruct for all time t on an interval [0, T ] (with T > 0) the full 3D velocity field u
and pressure p in the whole carotid Ω. Additionally, we also want to reconstruct related quantities like
the wall-shear stress, the vorticity and the pressure drop between the inlet and the outlets. The Doppler
ultrasound device gives images with a certain time frequency. Each image contains partial information
on the blood velocity on a subdomain of the carotid. Depending on the ultrasound technology, we are
either given the projection of the velocity along the direction b of the ultrasound probe (CFI mode), or
along a plane (VFI mode). Figure 2 illustrates both imaging techniques.
Due to our lack of real images, our experiments are fully synthetic, and we work with an idealized
version of CFI images to generate measurements. For each time t, a given image is a local average in space
of the velocity projected into the direction in which the ultrasound probe is steered. More specifically,
we consider a partition of Ω = ∪mi=1Ωi into m disjoint subdomains (voxels) Ωi. Then, from each CFI
image we collect
`i(u) =
∫
Ωi
u · b dΩi, 1 ≤ i ≤ m,
where b is a unitary vector giving the direction of the ultrasound beam. According to what has been
exposed in section 2.1, the `i are linear functionals from a certain Hilbert space V which, in our case, is
4
`i =
Z
⌦i
u · b
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(a) Color flow image (CFI) (b) Vector flow image (VFI)
Figure 2: Velocity image of the common carotid bifurcation.
yet to be defined.
Note that, in this setting, pressure is an unobserved, invisible quantity so it cannot be recovered
directly from the measurements. In other words, we cannot build a reconstruction mapping A from the
velocity observations to the pressure p and provide good recovery guarantees in terms of the recovery
error (2.1) or (2.1). However, we prove in the following that it is actually possible to build a mapping A
to reconstruct jointly the couple (u, p) with good recovery guarantees.
As it seems natural, the joint reconstruction strategy requires necessarily some physical modelling
to help reduce the ill-posedness in u, and especially the one in p. This important ingredient comes, in
our case, from the following incompressible Navier-Stokes equations defined on Ω × [0, T ]. For a fluid
with density ρ ∈ R+ and dynamic viscosity µ ∈ R+, we search for all t ∈ [0, T ] the couple (u(t), p(t)) of
velocity and pressure such that ρ
∂u
∂t
(t) + ρu(t)∇u(t)− µ∆u(t) +∇p(t) = 0, in Ω
∇ · u = 0, in Ω.
(2.4)
The equations are closed by prescribing an initial condition and boundary conditions. We defer their
detailed description to section 4.1 for the sake of brevity in the current discussion. At this point, the
essential information is that a weak formulation of this equation makes the problem be well posed when
we seek (u(t), p(t)) in
V = U × P = [H1(Ω)]3 × L2(Ω),
which is the space in which we work and measure errors later on.
Our Navier-Stokes model involves some parameters y ∈ Y ∈ Rp, e.g., the heart rate. An important
detail is that we consider time as a parameter so t will be one of the coordinates of y. A manifold M is
generated by the variations of the parameters
M := {(u(y), p(y)) ∈ V : y ∈ Y}.
2.3 Optimal reconstruction algorithms
In general, one would like to use an algorithm A that is optimal in the sense of minimizing
infA:Wm→V Ewc(A,M), or infA:Wm→V Ems(A,M).
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However, as discussed in [26], optimal algorithms are difficult to compute and even to characterize for
general sets M. In this respect, the following is known:
• The problem of finding an algorithm A that minimizes Ewc(A,M) is called optimal recovery. It has
been extensively studied for convex sets M that are balls of smoothness classes. This is however
not the case in the current setting since the solution manifold M introduced in (2.1) usually has
a complex geometry. We know that as soon as M is bounded there is a simple mathematical
description of an optimal algorithm in terms of Chebyshev centers of certain sets. However, this
algorithm cannot be easily computed due to the geometry and high dimensionality of the manifold.
• The problem of finding an algorithm A that minimizes Ems(A,M) falls into the scope of Bayesian
or learning problems. As explained in [26], if the probability distribution on the manifold M is
Gaussian, the optimal algorithm can easily be characterized and computed. However, the assump-
tion on a Gaussian distribution is very strong and will not hold in general so finding a computable
optimal algorithm in the mean-square sense is also an open problem.
These theoretical difficulties motivate the search for suboptimal yet fast and good recovery algorithms.
One vehicle for this has been to build linear recovery algorithmsA ∈ L(Wm, V ) (see [20, 21, 26]). However,
since in general it is not clear that linear algorithms will be optimal, we use in this work piecewise linear
reconstruction algorithms as a trade-off between optimality and computational feasibility and rapidity.
2.4 Piecewise linear reconstruction algorithms using reduced modeling
Reduced models are a family of methods that produce each a hierarchy of spaces (Vn)n≥1 that approxi-
mate the solution manifold well in the sense that
εn := supu∈M dist(u, Vn) , or δ
2
n := E
(
dist(u, Vn)
2)
decays rapidly as n grows for certain classes of PDEs. The term dist(u, Vn) denotes the distance from u
to the space Vn, which is given by its projection error onto Vn,
dist(u, Vn) = ‖u− PVnu‖, ∀u ∈ V.
Several methods exist to build spaces such that (εn)n≥1 or (δn)n≥1 decay fast. Some families are the
reduced basis method (see [27]), the (Generalized) Empirical Interpolation Method (see [28, 19, 22]),
Proper Orthogonal Decomposition (POD, [29, 30]) and low-rank methods (see [31, 32]).
Linear reconstruction algorithms A : Wm → V that make use of reduced spaces Vn are the Generalized
Empirical Interpolation Method (GEIM) introduced in [19] and further analyzed in [20, 22] and the
Parametrized Background Data-Weak Approach (PBDW) introduced in [21] and further analyzed in
[23]. Some extensions have been proposed to address measurement noise (see, e.g., [24, 25]) and other
recovery algorithms involving reduced modelling have also been recently proposed (see [33]).
2.4.1 PBDW, a linear recovery algorithm
In this work, we take PBDW as a starting point for our recovery algorithm. Given a measurement space
Wm and a reduced model Vn with 1 ≤ n ≤ m, the PBDW algorithm
A(pbdw)m,n : Wm → V
gives for any ω ∈Wm a solution of
minu∈ω+W⊥ dist(u, Vn).
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This optimization problem has a unique minimizer
A(pbdw)m,n (ω) = u
∗
m,n(ω) := arg min
u=ω+W⊥
dist(u, Vn). (2.5)
as soon as n ≤ m and β(Vn,Wm) > 0, which is an assumption to which we adhere in the following. For
any pair of closed subspaces (E,F ) of V , β(E,F ) is defined as
β(E,F ) := infe∈Esupf∈F
〈e, f〉
‖e‖ ‖f‖ = infe∈E
‖PF e‖
‖e‖ ∈ [0, 1]
As proven in appendix A, an explicit expression of u∗m,n(ω) is
u∗m,n(ω) = v
∗
m,n(ω) + ω − PWmv∗m,n(ω) (2.6)
with
v∗m,n(ω) =
(
PVn|WmPWm|Vn
)−1
PVn|Wm(ω), (2.7)
where, for any pair of closed subspaces (X,Y ) of V , PX|Y : Y → X is the orthogonal projection into
X restricted to Y . The invertibility of the operator PVn|WmPWm|Vn is guaranteed under the above
conditions.
Formula (2.4.1) shows that A
(pbdw)
n is a bounded linear map from Wm to Vn ⊕ (Wm ∩ V ⊥n ). For any
u ∈ V , the reconstruction error is bounded by
‖u−A(pbdw)m,n (ω)‖ ≤ β−1(Vn,Wm)‖u− PVn⊕(Wm∩V⊥n )‖ ≤ β
−1(Vn,Wm)‖u− PVnu‖ (2.8)
Depending on whether Vn is built to address the worst case or mean square error, the reconstruction
performance over the whole manifold M is bounded by
e(wc, pbdw)m,n := Ewc(A
(pbdw)
m,n ,M) ≤ β−1(Vn,Wm)maxu∈M dist(u, Vn ⊕ (V ⊥n ∩Wm)) ≤ β−1(Vn,Wm) εn,
(2.9)
or
e(ms, pbdw)m,n := Ems(A
(pbdw)
m,n ,M) ≤ β−1(Vn,Wm)E
(
dist(u, Vn ⊕ (V ⊥n ∩Wm)2
)1/2
≤ β−1(Vn,Wm) δn, (2.10)
Note that β(Vn,Wm) can be understood as a stability constant. It can also be interpreted as the cosine of
the angle between Vn and Wm. The error bounds involve the distance of u to the space Vn⊕ (V ⊥n ∩Wm)
which provides slightly more accuracy than the reduced model Vn alone. This term is the reason why it
is sometimes said that the method can correct model error to some extend. In the following, to ease the
reading we will write errors only with the second type of bounds that do not involve the correction part
on V ⊥n ∩Wm.
An important observation is that for a fixed measurement space Wm (which is the setting in our
numerical tests), the error functions
n 7→ e(wc, pbdw)m,n , and n 7→ e(ms, pbdw)m,n
reach a minimal value for a certain dimension n∗wc and n
∗
ms as the dimension n varies from 1 to m. This
behavior is due to the trade-off between:
• the improvement of the approximation properties of Vn as n grows (εn and δn → 0 as n grows)
• the degradation of the stability of the algorithm, given here by the decrease of β(Vn,Wm) to 0 as
n→ m. When n > m, β(Vn,Wm) = 0.
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As a result, the best reconstruction performance with PBDW is given by
e
(wc, pbdw)
m,n∗wc
= min1≤n≤me
(wc, pbdw)
m,n , or e
(ms, pbdw)
m,n∗ms
= min1≤n≤me
(ms, pbdw)
m,n .
We finish this section with two remarks:
1. As already brought up, we do not consider model error in this work. However, the PBDW algorithm
can correct to some extent the model misfit (through the term η∗, see Appendix A).
2. Note that in the present setting the measurement space Wm is fixed and we will adhere to this
assumption in the rest of the paper. In our application, this is reasonable since the nature and
location of the sensors is fixed by the technology of the device and by the position of the probe
which the medical doctor considers best. A different, yet related problem, would be to optimize
the choice of the measurement space Wm. Two works on this topic involving greedy algorithms are
[22, 34]. They have been done under the same setting involving reduced modelling that is presented
in this work. More generally, the problem of optimal sensor placement has been extensively studied
since the 1970’s in control and systems theory (see, e.g. [35, 36, 37]). One common feature with
[22, 34] is that the criterion to be minimized by the optimal location is nonconvex, which leads to
potential difficulties when the number of sensors is large.
2.4.2 Piecewise linear reconstruction algorithm
In our application, we can build an improved reconstruction algorithm by exploiting the fact that we are
not only given a Doppler image at the time of reconstruction, but we also know in real-time the value of
some parameters like time and the heart-rate of the patient. In other words, the vector or parameters y
can be decomposed into a vector yobs of pobs parameters ranging in Y obs ⊆ Robs and a vector yunobs of
punobs unobserved parameters ranging in Y unobs ⊆ Runobs, with p = pobs + punobs. In other words,
y = (yobs, yunobs) ∈ Y obs × Y unobs
We can exploit this extra knowledge by building a partition of the parameter domain Y as follows: we
first find an appropriate partition of the observed parameters into K disjoint subdomains
Y obs = ∪Kk=1Y obsk , and Y obsk ∩ Y obsk′ = ∅, k 6= k′.
The strategy followed to find such a partition in our case is explained in Section 4.2. This yields a
partition of the whole parameter domain
Y = ∪Kk=1Yk, with Yk = Y obsk × Y unobs. (2.11)
This partition induces a decomposition of the manifold M into K different disjoint subsets Mk such
that
M = ∪Kk=1Mk, and Mk ∩Mk′ = ∅, k 6= k′. (2.12)
With this type of partition, we know in which subset we are at the time of reconstruction. We can
thus build reduced models (V
(k)
n )n=1 for each subset Mk and then reconstruct with the linear or affine
PBDW. Proceeding similarly as in the previous section, the reconstruction performance on subset Mk
is, for a fixed n ≤ m,
e(wc, k)m,n = Ewc(Am,n,Mk) ≤ β−1(V (k)n ,Wm) ε(k)n ,
or
e(ms, k)m,n = Ems(Am,n,Mk) := E
(‖u−Am,n(PWmu)‖2)1/2 ≤ β−1(V (k)n ,Wm) δ(k)n .
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The advantage of this piecewise approach is that the approximation errors (ε
(k)
n )n or (δ
(k)
n )n in each
subdomainMk may decay faster than in the whole manifold (sometimes even significantly faster if each
partition deals with very different physical regimes).
The best reconstruction performance for Mk is thus
e
(wc, k)
m,n∗wc(k)
= min1≤n≤me
(wc, k)
m,n , or e
(ms, k)
m,n∗ms(k)
= min1≤n≤me
(ms, k)
m,n .
It follows that the performance in M = ∪Kk=1Mk is
e(wc, aff)m = max1≤n≤me
(wc, k)
m,n∗ms(k)
, or e
(ms, k)
m,n∗ms(k)
=
K∑
k=1
ωke
(ms, k)
m,n∗ms(k)
,
where ωk = p(u ∈Mk).
3 Reconstruction of non-observable Quantities of Interest
in fluid flows
Our task is to use Doppler velocity measurements taken from a fluid flow and to reconstruct:
• Partially observable quantities: the full 3D velocity flow in Ω and related quantities such as
the wall shear stress and vorticity.
• Non-observable quantities: the full 3D pressure flow in Ω and the pressure drop.
Our strategy to address this task consists essentially in two steps:
• We apply the piecewise reconstruction algorithm of section 2.4.2 where the key is to do a joint
reconstruction of 3D velocity and pressure.
• We then derive the related quantities of interest as a simple by-product (wall shear stress and
vorticity).
3.1 Joint reconstruction of velocity and pressure
For the reasons explained in section 2.2, the couple (u, p) of velocity and pressure belongs to the Cartesian
product
V = U × P = [H1(Ω)]d × L2(Ω)
It is assumed to be the solution to the parameter-dependent Navier-Stokes equations (2.2) for some
parameter y ∈ Y . Some elements yobs are observed but others are not so we cannot directly solve (2.2)
with the parameters set to y. We therefore use the piecewise linear reconstruction of section 2.4.2. For
this, it is necessary to endow V with the external direct sum and product structure to build a Hilbert
space. That is, for any two elements (u1, p1) and (u2, p2) of V = U × P and any scalar α ∈ R,
(u1, p1) + (u2, p2) = (u1 + u2, p1 + p2), α(u1, p1) = (αu1, αu2)
The inner product is defined as the sum of component-wise inner products
〈(u1, p1), (u2, p2)〉V = 〈u1, u2〉U + 〈p1, p2〉P ,
and it induces a norm on V ,
‖(u, p)‖ := (〈(u, p), (u, p)〉V )1/2 , ∀(u, p) ∈ V.
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When we are given partial information on (u, p) from Doppler velocity measures, we are given the
projection
ω = PWm(u, p)
where Wm is the observation space
Wm := W
(u)
m × {0} = span{ω1, . . . , ωm} × {0} ⊂ V
and the ωi are the Riesz representers in U of each voxel `i ∈ U ′,
〈ωi, v〉U = `i(v) =
∫
Ωi
v · bdx, ∀v ∈ U.
We are now in position to apply directly the reconstruction algorithms from section 2 to do the joint
reconstruction of (u, p) with the current particular choice of Hilbert space V and observation space Wm.
We briefly instantiate here the main steps. Let us assume that we have a reduced model
Vn := span{(u1, p1), . . . , (un, pn)}
of dimension n ≤ m that approximates
M := {(u(y), p(y)) ∈ V : y ∈ Y}
with accuracy
εn := sup(u,p)∈M dist((u, p), Vn) , or δ
2
n := E
(
dist((u, p), Vn)
2)
and which is such that β(Vn,Wm) > 0. Then, we can reconstruct with the linear PBDW method (see
equation (2.4.1)) which, in the present case, reads
A(pbdw)m,n (ω) = (u
∗
m,n(ω), p
∗
m,n(ω)) := arg min
(u,p)=ω+W⊥
‖(u, p)− PVn(u, p)‖.
The worst and average reconstruction errors are bounded like in estimates (2.4.1) and (2.4.1), that is
e(wc, pbdw)m,n = max(u,p)∈M‖(u, p)− (u∗m,n(ω), p∗m,n(ω)) ≤ β−1(Vn,Wm) εn,
or
e(ms, pbdw)m,n = E
(
‖u−A((pbdw))m,n (PWmu)‖2
)1/2
≤ β−1(Vn,Wm) δn,
If we build a partition of the manifold M based on observed parameters, we can reconstruct with the
piecewise linear algorithm of section 2.4.2.
3.2 Reconstruction of related quantities
3.2.1 Pressure drop
The pressure drop is a quantity that has traditionally been of high interest to the medical community
since it serves to assess, for instance, the severity of stenosis in large vessels due to the accumulation of
fat in the walls. Decomposing the domain boundary ∂Ω of a generic arterial bifurcation into the inlet,
the wall and the outlet parts
∂Ω = Γin ∪ Γw ∪ Γ1out ∪ . . . ∪ Γlout,
the quantities to retrieve are
δpi =
1
|Γin|
∫
Γin
p− 1|Γiout|
∫
Γiout
p, (3.1)
for the outlet labels i = 1, . . . , l.
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Method 1 – From the joint reconstruction (u∗n, p
∗
n): If we reconstruct (u
∗
n, p
∗
n), we can easily
approximate the pressure drop by
δp∗i =
1
|Γin|
∫
Γin
p∗n − 1|Γiout|
∫
Γiout
p∗n
for i = 1, . . . , l.
As we will see in our numerical results, the pressure drop is approximated at very high accuracy with
δp∗i . We next provide a theoretical justification.
For this, we remark that we can view δpi as a bounded linear mapping from V = U ×P to R defined
as
δpi((u, p)) =
1
|Γin|
∫
Γin
p− 1|Γiout|
∫
Γiout
p, ∀(u, p) ∈ V.
Thus the reconstruction error is given by
|δpi((u, p))− δip((u∗n, p∗n))|.
Exploiting the linearity of δpi, one can derive the simple bound
|δpi((u, p))− δpi((u∗n, p∗n))| = |δpi ((u, p)− (u∗n, p∗n)) |
≤ ‖δpi‖V ′‖(u, p)− (u∗n, p∗n)‖
≤ ‖δpi‖V ′β(Vn,Wm)‖(u, p)− PVn(u, p)‖
≤ ‖δpi‖V ′β(Vn,Wm)εn
where we have used (2.4.1) between the second and the third line and where
‖δpi‖V ′ := sup(u,p)∈V
|δpi(u, p)|
‖(u, p)‖ ≥ 1.
As we will see below, this estimate is too coarse to account for the high reconstruction accuracy which is
observed because the values β(Vn,Wm) are close to zero and the product β(Vn,Wm)εn is only moderately
small. It is necessary to find a sharper estimate that involves finer constants in from of εn to account for
the good reconstruction results. For this, observing that, by construction of (u∗n, p
∗
n),
PWm(u, p) = PWm(u
∗
n, p
∗
n),
we have
(u, p)− (u∗n, p∗n) ∈Wm⊥
so we can derive the new estimate
|δpi((u, p))− δpi((u∗n, p∗n))| ≤ κm,n‖(u, p)− (u∗n, p∗n)− PVn ((u, p)− (u∗n, p∗n)) ‖
≤ 2κm,nεn (3.2)
with
κm,n := sup(u,p)∈Wm⊥
|δpi((u, p))|
‖ dist ((u, p), Vn) ‖ (3.3)
As we illustrate in our numerical tests, the value of κm,n is moderate and significantly smaller than the
factor ‖δpi‖V ′β(Vn,Wm) of the previous estimate. As a result, the product κm,nεn is small, and we
guarantee a reconstruction of the pressure with good accuracy.
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Method 2 – From the reconstruction of u∗n and the virtual works principle: As an
alternative to the joint reconstruction strategy, we can use a method introduced in [38] called Integral
Momentum Relative Pressure estimator. As a starting point, it requires to work with a reconstruction u∗n
of the velocity which, in our work, will be given by the PBDW method applied only to the reconstruction
of the velocity field without pressure. We then estimate the pressure drop using the Navier-Stokes
equations as follows. Assuming that u∗n satisfies perfectly the momentum conservation (2.2), we test by
a virtual and divergence free velocity field v ∈ U ,
ρ
∫
Ω
∂tu
∗
n · v︸ ︷︷ ︸
K(u∗n, v)
+ρ
∫
Ω
(u∗n · ∇u∗n) · v︸ ︷︷ ︸
Iconv(u
∗
n, v)
+
∫
Ω
∇p · v︸ ︷︷ ︸
Ipress(p, v)
−µ
∫
Ω
∆u∗n · v︸ ︷︷ ︸
Ivisc(u
∗
n, v)
= 0. (3.4)
Using Green’s identities, we can write
Iconv(u
∗
n, v) = ρ
∫
∂Ω
(u∗n · n)(u∗n · v)− ρ
∫
Ω
(u∗n · ∇v) · u∗n.
Ivisc(u
∗
n, v) = µ
∫
Ω
∇u∗n : ∇v − µ
∫
∂Ω
(∇u∗n · n) · v.
Ipress(u
∗
n, v) =
∫
∂Ω
p(v · n)−
∫
Ω
p(∇ · v).
The current strategy requires to assume that the pressure field is constant over the inlet and outlets.
Notice that, since ∇ · v = 0, the following identity holds,
Ipress(p, v) = p
∫
∂Ω
v · n = pin
∫
Γin
v · n+
l∑
i=1
piout
∫
Γiout
v · n,
where pin is the average pressure over Γin and p
i
out is the average pressure over the i-th outlet Γ
i
out. For
j = 1, . . . , l, we consider a function vj ∈ V satisfying ∇ · vj = 0 and vj = 0 in Γw. Mass conservation for
incompressible regimes implies ∫
Γin
vj · n+
l∑
i=1
∫
Γiout
vj · n = 0,
for j = 1, · · · , l. As a result, it is possible to recover the mean pressure drop xj = pjout − pin for each
outlet j = 1, · · · , l by solving an l × l system of equations Fx = H(u∗n), where F ∈ Rl×l has entries
Fij =
∫
Γ
j
out
vi · n, (3.5)
and,
Hi(u
∗
n) = − (Ivisc(u∗n, vi) + Iconv(u∗n, vi) + Ikin(u∗n, vi)) .
A convenient choice for the test functions would be to ask for each one of them to solve the problems:
Find vk ∈ U and λ ∈ L2(Ω) auxiliary function such that:
−∆vk +∇λ = 0 in Ω
∇ · vl = 0 in Ω
vk = 0 on Γw
vk = 1 on Γin
vk = 0 on Γ
i
out
∀i 6= k and k = 1, . . . , l, which decouples the problem by making the matrix (3.2.1) diagonal.
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In order to ensure good stability when doing the time integration of (3.2.1), we use a Cranck-Nicholson
scheme.
We may note that this method requires the knowledge of the flow viscosity and density, and it assumes
constant pressure over the inlets and outlets. This is contrast to the joint reconstruction approach which
does not need these assumptions.
3.2.2 Wall shear stress
The wall shear stress (WSS) has been proposed as an index of damage in vascular endothelial cells and
atherosclerosis, a disease in which the blood coagulates close to the vessel walls. The works [39], [40] or
[41] can serve as a reference.
The WSS is a mapping S : U → H−1/2(Γw), that returns the tangential component of the force that
the blood applies on the vessel wall
S(u) := {I − n⊗ n}
(∇u+∇uT
2
· n
)
, on Γw.
In order to quantify the error in the WSS estimation we need to harmonically extend the difference
between the ground truth S = S(u) respect to the reconstruction S∗ = S(u∗) = S(A(PWmu)). This
allow us to access the trace of an auxiliary vector field φ : Ω→ R3 that satisfies
∆φ = 0, in Ω
∇φ · n = S(u)− S(u∗)− 1|Γw|
∫
Γw
S(u)− S(u∗), on Γw
Lax-Milgram-Lions conditions are violated if we don’t add the equilibrium constraint included in the
Neumann boundary with the mean of the field on Γw (see, for instance, the Fredholm alternative in [42],
chapter 6). A coherent way to evaluate the reconstruction quality of the WSS at a given time t is to
compute:
ewss(t) = ‖φ|Γw‖L2(Γw) +
1
|Γw|
∣∣ ∫
Γw
S(u)− S(u∗)∣∣. (3.6)
3.2.3 Vorticity
The vorticity is defined as Θ = ∇× u. It provides clinical information about the shear layer thickness,
which has been correlated with thrombus formation and hemolysis [43]. In general, vorticity is connected
to the assessment of the cardiovascular function and there have been efforts to reconstruct it from
magnetic resonance images (see, for instance: [44]).
The relative L2 error in time for the vorticity reconstruction Θ∗ = ∇× u∗ = ∇× A(PWmu) is given
by
evorticity(t) =
(∫ ‖Θ(t)−Θ(t)∗‖2dt∫ ‖Θ(t)‖2dt
)1/2
, (3.7)
Since u ∈ U = [H1(Ω)]3 with ∇·u = 0 (incompressible flow) and since we have the identity (see, e.g.,
[45])
‖∇ × u‖2L2(Ω) = ‖∇u‖2L2(Ω) + ‖∇ · u‖2L2(Ω) = ‖∇u‖2L2(Ω),
it follows by (2.4.1) that
‖Θ−Θ∗‖L2(Ω) ≤ ‖u− u∗‖U ≤ β−1(Vn,Wm)‖u− PVnu‖U
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4 Noise-free numerical test in a carotid geometry
In what follows, the numerical experiments shown were computed using two softwares, one under con-
tinuous development and maintained by the COMMEDIA team at INRIA: the Finite Elements for Life
Sciences and Engineering, FeLiScE, and another one implemented especially for this work: the Multi-
physics and Data assimilation for Medical Applications, MDMA. In addition, tetrahedron meshing and
optimization is done using Mmg (see [46]).
4.1 Sampling M with the Navier-Stokes equations
We consider the incompressible Navier-Stokes equations (NSE) as given in (2.2). These equations are
closed by adding a zero initial condition and the following boundary conditions:
• No-slip for the vessel wall, that is, u = (0, 0, 0)T on Γw.
• The inlet boundary Γi lies in the xz plane and we apply a Dirichlet condition u = [0, b, 0]T . The
component b is a function b(t, x, z) = u0 g(t)f(x, z), where:
– u0 ∈ R+ is an scaling factor. The function g(t) is built by interpolating experimental flow data
in the common carotid area taken from [47]. Its behavior is given in Figure 3.
– The function f is a 2D logit-normal distribution
f(x) =
exp
{
−0.5
(
log
(
x
1−x
)
− s
)2}
x(1− x)z(1− z)
−
exp
{
0.5
(
log
(
z
1−z
))2}
x(1− x)z(1− z) ,
where the parameter, s ∈ R+, controls the axial symmetry of the inlet flow.
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Figure 3: The function g(t) for the inlet boundary condition.
• For the outlet boundaries Γ1out and Γ2out, we use a Windkessel model (see [48] for a survey on 0-D
models in haemodynamics), which gives the average pressure over each Γkout,
p¯o,k = p
k
d +R
k
p
∫
Γkout
u · n, k = 1, 2
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where pkd ∈ R is called distal pressure and is the solution to the ordinary differential equation:C
k
d
dpkd
dt
+
pkd
Rd
=
∫
Γkout
u · n
pkd(t = 0) = pd,k given.
This model aims to represent the cardiovascular system behavior beyond the boundaries of the
working domain with a minimal increase in the computational cost. It is based on an analogy
between flow and pressure with current and voltage in electricity. This is the reason why Ckd is
called distant capacitance and Rkp and R
k
d are respectively called proximal and distant resistances.
These three parameters are positive real numbers.
The mixed problem for velocity and pressure is discretized using P1 − P1 Lagrange elements. In
order to avoid the inf-sup constraint imposed by the saddle point nature of the problem we use the
Brezzi-Pitka¨ranta stabilization trick modyfing the discrete equations [49]. Standard SUPG stabilization
is used. Spatial discretization of the carotid geometry leads to a tetrahedron mesh of 42659 vertices.
Time is discretized with a semi-implicit scheme with time-step δt = 2 · 10−3s. An explicit scheme is used
to numerically solve the ODE on the distal pressure in the Windkessel model. In addition, a backflow
stabilization is added in order to address potential instabilities in the outlet boundaries (see, e.g., [?] for
a survey).
Now that the model has been introduced, let us define the of solutions that we consider in our
numerical experiments. We set, to a fixed value
ρ = 1 g/cm3
µ = 0.03 Poise
Ckd = 1.6× 10−5 for k = 1, 2
Rkp = 7501.5 for k = 1, 2
pkd = 1.06× 105 for k = 1, 2
R1d = 60012
We introduce the ratio of the distal resistances for the Windkessel model at the outlets of the geometry
η := R1d/R
2
d = 60012/R
2
d.
This parameter plays an important role since it impacts on how the blood flow splits between the two
branches. When η → 0 or ∞, one branch is obstructed and the blood tends to flow through the other
branch. In the following, we call this situation an arterial blockage. When η ≈ 1, the flow splits more or
less equally and there is no blockage.
We define the heart rate as the number of cardiac cycles per minute, that is,
HR := 60/Tc,
where Tc > 0 is the cardiac cycle duration expressed in seconds. We have Tc = Tsys + Tdia, where Tsys
and Tdia are the duration of the systole and diastole respectively.
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Our M is generated by the variations of the following six parameters
t ∈ [0, T ]
HR ∈ [48, 120]
s ∈ [0, 0.2]
Tsys ∈ [0.2863, 0.3182] s.
u0 ∈ [17, 20] cm/s
η ∈ [0.5, 1.5]
We emphasize that time is seen as a parameter and the parameter set is thus
Y = {(t,HR, s, Tsys, u0, η) ∈ R6 : t ∈ [0, T ] HR ∈ [48, 120], s ∈ [0, 0.2], . . . } ⊂ R6
and the set of solutions is
M := {u(y) ∈ [H1(Ω)]3 : y ∈ Y}.
The computation of reduced models involves a discrete training subset Mtrain ⊂ M which, in the
experiments below, involves #Mtrain = 21513 snapshots u(y). The parameters are chosen from a uniform
random distribution and we only save the solutions during the second cardiac cycle of each simulation.
4.2 Optimal partitioning and optimal dimension of Vn
During ultrasound examination, we have access to the patient’s heart rate HR and the time t of the
cardiac cycle. We can therefore decompose the vector y of parameters as
y = (yobs, yunobs), yobs = (t,HR), yunobs = (s, Tsys, u0, η).
and use the piecewise reconstruction algorithm introduced in section 2.4.2. For this, we need to find an
appropriate partition of Y obs which will yield a partition of the whole parameter domain and a manifold
decomposition as in equations (2.4.2) and (2.4.2).
The strategy that we have followed consists in computing first a training subset M˜ of snapshots. We
next consider a splitting of the time interval into K ∈ N∗ uniform subintervals
[0, T ] = ∪K−1k=0 τk, with τk = [kT/K, (k + 1)T/K[
We proceed similarly for the heart rate’s interval and split it into K′ ∈ N∗ uniform subintervals,
[48, 120] = ∪K′−1k′=0 hk′ , with hk′ = [48 + 72k′/K′, 48 + 72(k′ + 1)/K′[.
For fixed (K,K′), we have the partition in the parameter domain (see Figure 4)
Y obs =
⋃
(k,k′)∈{0,...,K−1}×{0,...,K′−1}
τk × hk′ , Y =
⋃
(k,k′)∈{0,...,K−1}×{0,...,K′−1}
τk × hk′ × Y unobs
and the induced partition in the manifold
M =
⋃
(k,k′)∈{0,...,K−1}×{0,...,K′−1}
M(k,k′)
For each M(k,k′), we can compute reduced models V (k,k′)n . If we measure the reconstruction error in
the worst case sense, we can estimate the reconstruction performance with this splitting by computing
e
(
K,K′
)
= max(k,k′)∈{0,...,K−1}×{0,...,K′−1}min1≤n≤mmaxu∈M˜(k,k′)
dist(u, V
(k,k′)
n )
β(V
(k,k′)
n ,Wm)
16
Figure 4: Manifold splitting and reduced models V
(k,k′)
n on each partition.
We then look for the optimal partition when K and K′ range between 1 and 7, that is, we select
(Kopt,K
′
opt) ∈ arg min
(K,K′)∈{1,...,7}×{1,...,7}
e
(
K,K′
)
.
When we consider only the velocity u as a target quantity, we obtain a 5 × 5 partitioning of
Y obs. In Figure 5, we show the behavior with n of the stability constant β(V
(k,k′)
n ,Wm) and the er-
ror max
u∈M˜(k,k′) dist(u, V
(k,k′)
n ) for each element of this optimal partition.
We proceed similarly to derive the optimal partition for the couple velocity-pressure (u, p) in V =
U ×P . We also obtain a 5× 5 partition and Figure 6 shows the behavior of β(V (k,k′)n ,Wm) and the error
max
(u,p)∈M˜(k,k′) dist((u, p), V
(k,k′)
n ) for this case. Note that the value of the stability constant is very
low, and this is due to the fact that our measurement space allows only to sense in the velocity.
Once the optimal partition has been found, for each subsetM(k,k′), we select the optimal dimension
n∗ as
n∗(k,k′) ∈ arg min
n=1,...,m
dist(u, V
(k,k′)
n )
β(V
(k,k′)
n ,Wm)
.
This procedure for the selection of n∗(k,k′) is referred to as the multi-space approach in [50].
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Figure 5: Behavior of stability constant and model error respect to the dimension of Vn for reconstruction
of velocity only. Optimal partitioning is (K = K ′ = 5).
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Figure 6: Behavior of stability constant and model error respect to the dimension of Vn for joint reconstruc-
tion of section 3.1. Optimal partitioning is (K = K ′ = 5).
4.3 Reconstruction results for velocity field and derived quantities
In the rest of the paper, we use the piecewise approach with the optimal splitting and the optimal
dimension n∗(k,k′) for the reduced models V
(k,k′)
n . To simplify notation, we will write Vn instead of V
(k,k′)
n
when no confusion arises and (u∗, p∗) instead of (u∗n∗
(k,k′)
, p∗n∗
(k,k′)
). In addition, depending on the context,
Vn denotes either the reduced model for the velocity reconstruction or the reduced model for the joint
reconstruction described in section 3.1.
Figure 7 shows the relative error in time in the velocity reconstruction
e(u(t))2 =
‖u(t)− u(t)∗‖2U∫ ‖u(t)‖2Udt . (4.1)
in norm U = [H1(Ω)]3. We observe that there is no field over 10% error. One can further examine the
error by studying separately the L2(Ω) reconstruction error of the velocity and its gradient, as shown in
Figure 8. The reconstruction plots show that there are small error peaks around the region where one
time window ends and the next one begins. Strategies of window overlapping will be explored in future
works in order to mitigate this behavior.
Figure 9 shows the approximation error due to the projection in Vn,
eVn(u(t))
2 =
‖u(t)− PVnu(t)‖2∫ ‖u(t)‖2dt .
We see that this error does not interfere with the reconstruction quality in the sense that it stays much
lower than (4.3).
An example of the velocity reconstruction for one patient during the early systole period is shown in
Figure 10, where we observe that the larger errors occur in the stenosis zone. This behavior is observed
during the whole cardiac cycle.
Concerning the WSS and vorticity, we can see the time evolution of the errors (3.2.2) and (3.2.3) in
Figure 11. As an illustration, Figure 12 and Figure 13 shows a three-dimensional reconstructed vorticity
and wall shear stress fields, respectively. The error in the stenosis area tends to be propagated from the
velocity reconstruction, as can be expected.
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Figure 7: Reconstruction error in U = [H1(Ω)]3 of the velocity field for 16 patients. Notice the small jumps
at each time window interface. The vertical axis shows the error as expressed in (4.3). The horizontal axis
shows the normalized time for one cardiac cycle.
0.0 0.2 0.4 0.6 0.8 1.00
.0
0
0.
02
0.
04
0.
06
0.
08
0.
10
Average
Max
(a) e((u(t)) in norm L2
0.0 0.2 0.4 0.6 0.8 1.00.
00
00.
00
50.
01
00.
01
50.
02
00.
02
50.
03
00.
03
50.
04
00.
04
5
Average
Max
(b) e((∇u(t))) in norm L2
Figure 8: L2 error in velocity reconstruction. We observe that the accuracy for both u∗ and ∇u∗ stays in
the same orders of magnitude. The vertical axis shows the error as expressed in (4.3). The horizontal axis
shows the normalized time for one cardiac cycle.
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Figure 9: Model error eVn(u(t)). Horizontal axis in seconds.
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(a) u. (b) u∗. (c) u− u∗.
Figure 10: Example of reconstruction of the velocity during the early systole period. We observe a zone of
high error close to the stenosis.
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Figure 11: Relative errors (3.2.3) and (3.2.2) in time (horizontal axis in seconds).
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(a) Θ. (b) Θ∗. (c) Θ−Θ∗
Figure 12: Example of reconstruction of the vorticity during the early systole period. We observe how the
error from the velocity reconstruction is reproduced close to the stenosis.
(a) S. (b) S∗. (c) S − S∗
Figure 13: Example of reconstruction of the wall shear stress during the early systole period. We observe
how the error from the velocity reconstruction is reproduced close to the stenosis.
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4.4 Pressure drop estimation results
This section is devoted to comparing the two reconstruction methods for the pressure drop introduced
in section 3.2.1.
In the first method, we first compute the joint reconstruction of velocity-pressure with the piecewise
linear algorithm, and then compute the pressure drop with formula (3.2.1). Figure 14 shows the evolution
of the estimated pressure drop in 4 simulations and compares it with the evolution of the exact pressure
drop. The figure shows that the methods delivers a very high accuracy.
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Figure 14: Pressure drops δp∗1 and δp
∗
2 in four simulations using the joint reconstruction method of section
3.1 with the piecewise linear algorithm. Dashed lines shows the ground truth δp1 and δp2. The vertical axis
shows the pressure drop in [mmHg] and the horizontal axis the time in seconds.
We can justify the obtained high accuracy by estimating the value of the stability parameter κm,n
defined in (3.2.1). For this, we approximate the space W⊥ with
W˜⊥ = span{Ψ1, . . . ,ΨN} ⊂W⊥,
where {Ψ1, . . . ,ΨN} is an orthonormal set of functions of W⊥. These functions are obtained, for ex-
ample, by first computing a singular value decomposition with N  n functions φi = (ui, pi) from
the manifold M. In our case we set N = 250. We can then orthonormalize them with respect to
Wm = span{ω1, . . . , ωm}, which yields the desired
Ψi = φi − PWmφi.
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We can next expand any function η ∈ W˜⊥ as
η =
N∑
i=1
ηiΨi, with ηi = 〈η,Ψi〉
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Figure 15: Behavior of κm,n respect to dimension of Vn for each manifold partition in the method for joint
reconstruction of section 3.1. In the right side we see the plot of maxi{2κm,nn} for i = 1, . . . , 25 denoting
the worst among the 25 windows in the piecewise linear approach. this quantity is an upper bound of the
pressure drop reconstruction error (see inequality (3.2.1)).
The discrete version of equation (3.2.1) leads to the optimization problem
maxη∈RN η
TQη
s.t. ηTMη = 1,
where
Mij = 〈Ψi − PVnΨi,Ψj − PVnΨj〉,
and
Qij = Q(Ψi)Q(Ψj).
This problem is equivalent the generalized eigenvalue problem of finding η ∈ RN and the largest λ ∈ R+
such that
Qη = λMη (4.2)
As a result, we can estimate the value of κm,n with the largest eigenvalue λ of problem (4.4). Figure
15(a) shows the estimated value of κm,n as a function of the dimension n of the reduced model Vn. Since
we use a 5 × 5 partition of the manifold, we plot the 25 associated curves. From the figure, we deduce
that κm,n ≤ 160 for all partitions. As we see from Figure 15(b), the product 2nκm,n stays lower than
10−3 for any dimension n. As proven in (3.2.1), this quantity is an upper bound of the reconstruction
error and rigorously confirms the quality of the approach.
We can next examine in Figure 16 the performance of the second method involving virtual works
discussed in section 3.2.1. Although we observe good results like for the previous method, a mismatch is
observed for one of the common carotid branches in the systolic phase. This error is not observed with
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the joint reconstruction, and it is probably due to the fact that the method involves less assumptions on
the nature of the flow and pressure.
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Figure 16: Pressure drops δp∗1 and δp
∗
2 with virtual work principle for noise-free measures. We observe the
time evolution for 4 test cases in the two carotid branches, and a comparison with the ground truths δp1
and δp2. Vertical axis shows the drop in [mmHg], whereas the horizontal axis shows the time evolution in
seconds.
5 Noisy measurements
There are multiple sources of noise in CFI images, e.g., fake echo, reverberation, speckle, side lobes,
ghosting, which result in a complicated space-time structure of the noise (see [16, 17, 18]). Here we
study the effect of noise in the admittedly simple case where we assume a gaussian perturbation of our
observations of the form
zi = `i(u) + ηi
where ηi ∼ N (0, σ2). The noise is then independent at each voxel, averaged on the perfect measures.
The standard deviation is chosen relative to the synthetic measures as
σ =
maxtmaxi=1,...,m`i(u(t))
α
where α > 0 is a parameter that steers the noise level.
As already observed in previous works, a naive reconstruction with the PBDW method with the noisy
measurements (zi)
m
i=1 is not asymptotically robust in the sense that when number m of observations
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increases, the error bounds degrade essentially like
√
mσ. This has motivated the search for more stable
formulations, and several approaches based on different types of regularization and thresholding have
been proposed (see [25, 24, 51]). Here we consider a simple variant based on a thresholding technique for
v∗m,n (see equation (2.4.1)) in the spirit of [24]. To explain it, we first need to recall that in the noiseless
case, v∗m,n is the unique minimizer of (see equations (A) and (A) of the appendix)
v∗m,n = arg min
v∈Vn
1
2
‖PWmu− PWmv‖2.
A slightly different approach is to find v˜∗m,n ∈ Vn as
v˜∗m,n = arg min
v∈Vn
1
2
m∑
i=1
|`i(u)− `i(v)|2`(Rm).
We may note that, in general, v˜∗m,n 6= v∗m,n except if {ωi}mi=1 is an orthonormal family in V . In presence
of noise, we measure zi and not `i(u) so the minimization becomes
minv∈Vn
1
2
m∑
i=1
|zi − `i(v)|2`(Rm). (5.1)
To make this reconstruction more robust againt noise, instead of minimizing over the whole space Vn, we
can use the structure of the PDE solution manifold M and minimize over its “footprint” on Vn, that is,
Kn = PVnM := {PVnu : u ∈M}.
The resulting minimization reads
vˆ∗m,n = arg min
v∈Kn
1
2
m∑
i=1
|zi − `i(v)|2`(Rm).
In practice, if {vi}ni=1 is an orthonormal basis of the space Vn, we can compute the coefficients c∗ ∈ Rn
of vˆ∗m,n in this basis by solving the constrained least-squares problem
minc∈Rn
1
2
m∑
i=1
|zi −
n∑
j=1
cj`i(vj)|2
s.t. |cj | ≤ maxu∈M|〈u, vj〉|, j = 1, . . . n.
(5.2)
We next study the reconstruction error with the unconstrained and constrained approaches (5) and
(5). Figures 17(a) and 17(b) show respectively the error against the dimension n of Vn for the velocity
reconstruction and velocity-pressure reconstruction. For each value of n, we compute the average error
over 100 realizations of the noisy measurements for different levels α of the noise. The noiseless case
is labeled α = ∞ in the plots. The test case is focused on the first time partition, during the systolic
phase of the cardiac cycle, and for patients in the lower heart rate partition. As expected, the quality
of the reconstruction degrades when the level of the noise increases (α decreases). We observe that
both constrained and unconstrained methods behave very similarly for a low number of modes. For the
ambient space V = U , the constrained approach is able to grant a better reconstruction as we increase
the dimension of the space Vn. However, for the ambient space V = U × P , the constrained approach
does not bring any improvement with respect to the unconstrained one.
Figure 18 shows the pressure drop computed from the joint reconstruction in V = U × P . As in the
noise-free numerical experiment, the reconstruction output is very satisfactory, and we observe a very
low sensitivity to the noise intensity. For all the cases, the reconstruction was done with a dimension
n = 20 for Vn.
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Figure 17: Reconstruction error (2.4.1) in one of the manifold partitions. Dots: unconstrained approach (5).
Full line: constrained approach (5). Curves for the constrained and unconstrained approach overlap for the
joint reconstruction in V = U × P , showing that the constraints do not bring any improvement.
6 Conclusions and perspectives
We conclude this paper by summarizing the main topic and contributions. We have proposed a systematic
methodology involving reduced modelling to give quick and reliable estimations of QoI in biological fluid
flows. We have assessed the feasibility of the approach in non trivial numerical examples involving the
carotid artery. The numerical examples include:
• The reconstruction of velocity related quantities such as vorticity and wall shear stress from Doppler
data, both holding errors below the 5% in an H1 sense.
• The reconstruction of unobserved QoI from Doppler data such as pressure fields and pressure drops,
with comparisons with other state-of-the-art techniques [38].
• The simulation of semi-realistic measures by considering white noise in the input signals.
• A theoretical study of the reconstruction error in all QoI. In particular, the numerical results confirm
that the bound for the pressure drop estimation is rather sharp.
Although the present results are promising, they remain a proof-of-concept since the Doppler images and
the flows serving as the ground truth are synthetically generated. To go further, we need to validate the
methodology with real flows and real ultrasound images. This step poses however a certain number of
challenges that we will address in a collaboration involving medical doctors and experts in 3D printing.
The main roadmap is: (i) to manufacture arteries with similar mechanical properties as biological ones,
and favorable optical properties to collect ultrasound and PIV measurements. (ii) Once this is done,
we will collect the ultrasound images and feed our reconstruction algorithms. We will compare our
reconstruction with PIV images, which will serve as the ground truth.
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Figure 18: Reconstruction of pressure drop for 3 noise levels in two patients. The results are presented for
the early systole phase. Vertical axis shows the presure drop in [mmHg] and the horizontal axis the time in
seconds.
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A Explicit expression and algebraic formulation of u∗m,n(ω),
the function given by the linear PBDW algorithm
Let X and Y be two finite dimensional subspaces of V and let
PX|Y : Y → X
y 7→ PX|Y (y)
be the orthogonal projection into X restricted to Y . That is, for any y ∈ Y , PX|Y (y) is the unique
element x ∈ X such that
〈y − x, x˜〉 = 0, ∀x˜ ∈ X.
Lemma A.1. Let Wm and Vn be an observation space and a reduced basis of dimension n ≤ m such
that β(Vn,Wm) > 0. Then the linear PBDW algorithm is given by
u∗m,n(ω) = ω + v
∗
m,n − PW v∗m,n,
with
v∗m,n =
(
PVn|WmPWm|Vn
)−1
PVn|Wm(ω). (A.1)
Proof. By formula (2.4.1), u∗m,n(ω) is a minimizer of
minu∈ω+Wm⊥ dist(u, Vn)
2 = minu∈ω+Wm⊥minv∈Vn‖u− v‖2
= minv∈Vnminη∈Wm⊥‖ω + η − v‖2
= minv∈Vn‖ω − v − PWm⊥(w − v)‖2
= minv∈Vn‖ω − v + PWm⊥(v)‖2
= minv∈Vn‖ω − PWm(v)‖2 (A.2)
The last minimization problem is a classical least squares optimization. Any minimizer v∗m,n ∈ Vn satisfies
the normal equations
P ∗Wm|VnPWm|Vnv
∗
m,n = P
∗
Wm|Vnw,
where P ∗Wm|Vn : Vn → Wm is the adjoint operator of PWm|Vn . Note that P ∗Wm|Vn is well defined since
β(Vn,Wm) = minv∈Vn‖PWm|Vnv‖/‖v‖ > 0, which implies that PWm|Vn is injective and thus admits an
adjoint. Furthermore, since for any w ∈ Wm and v ∈ Vn, 〈v, w〉 = 〈PWm|Vnv, w〉 = 〈v, PVn|Wmw〉, it
follows that P ∗Wm|Vn = PVn|Wm , which finally yields that the unique solution of the least squares problem
is
v∗m,n =
(
PVn|WmPWm|Vn
)−1
PVn|Wmw. (A.3)
Therefore u∗m,n = w + η
∗
m,n = w + v
∗
m,n − PWmv∗m,n.
Algebraic formulation: The explicit expression (A.1) for v∗n allows to easily derive its algebraic
formulation. Let F and H be two finite-dimensional spaces of V of dimensions n and m respectively in
the Hilbert space V and let F = {fi}ni=1 and H = {hi}mi=1 be a basis for each subspace respectively. The
Gram matrix associated to F and H is
G(F ,H) = (〈fi, hj〉) 1≤i≤n
1≤j≤m
.
These matrices are useful to express the orthogonal projection PF |H : H 7→ F in the bases F and H in
terms of the matrix
PF |H = G(F ,F)−1G(F ,H).
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As a consequence, if Vn = {vi}ni=1 is a basis of the space Vn and Wm = {ωi}mi=1 is the basis of Wm
formed by the Riesz representers of the linear functionals {`i}mi=1, the coefficients v∗m,n of the function
v∗m,n in the basis Vn are the solution to the normal equations
PVn|WmPWm|Vnv
∗
m,n = PVn|WmG(Wm,Wm)−1w,
where
PVn|Wm = P
T
Vn|Wm
since P ∗Wm|Vn = PWm|Vn and w is the vector of measurement observations
w = (〈u, ωi〉)mi=1.
Usually v∗m,n is computed with a QR decomposition or any other suitable method. Once v
∗
m,n is found,
the vector of coefficients u∗m,n of u
∗
m,n easily follows.
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