We consider the parametric Uncapacitated Facility Location Problem (UFLP) where the demand of each customer is allowed to vary over a certain interval. Despite the value of parametric analysis, no such efforts are found for the UFLP, that mainly seems to be due to the fact that parametric analysis usually requires the computation of a number of UFLP's with heavy computational burden. In this paper, we will show that the special structure of the UFLP provides a nice property for its parametric version, based on which an efficient branch and bound procedure for the parametric analysis is developed.
I. Introduction
The Uncapacitated Facility Location Problem (UFLP) is to select the location of uncapacitated facilities in such a way as to minimize the total cost for satisfying given demands. Among various discrete location problems, the UFLP seems to have received the most attention due to its practical as well as theoretical significance. However, despite the value of parametric analysis in mathematical programming, it is rather surprising to find that few studies of this type on facility location have been reported as yet to our knowledge.
Unlike the case of linear programming where parametric analysis is fully understood and developed, only recently devoted is the research attention on the parametric analysis for the integer programming (IP) or mixed integer programming (MIP) problems. Moreover, most of the studies published so far are about the theory and solution strategies mainly on a general mixed integer programming problem [4] [5] [6] [7] [10] [11] [12] [13] . But there still have been reported few results which perform the continuous parametric analysis for large scale real life problems. This seems to be due to the fact that for the parametric analysis, a number of (mixed) integer programming problems have to be solved iteratively, each requiring a heavy computational burden.
In this paper, we consider the parametric UFLP where the demand of each customer is allowed to vary over a certain interval. The UFLP with parametric demands has practical significance since the uncertainty in demand requirements is commonly seen in locational decision making environments. Moreover, the UFLP can easily be extended to such general models as capacitated, dynamic, concave cost, multicommodity, etc. [8] , and so can its parametric version.
The parametric UFLP we consider can be formulated as the following parametric mixed 0-1 integer programming problem:
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The set of potential sites for facilities. The set of customers. The continuous variable representing the amount supplied to customer j from facility i. The 0-1 variable such that Yi = 1 if facility i is established and 0 otherwise. The per unit cost of shipping from facility i to customer j. The fixed cost for establishing facility i. constraints (2) imply that each customer's demand should be satisfied and the constraints (3) guarantee that each customer can be supplied only from facilities established.
Here, we consider the case where each customer's demand varies linearly with respect to a single parameter and without loss of generality assume that the scalar parameter 0 satisfies 0 < 0 < 1. This type of parametric analysis is a typical one in the context of mathematical programming and the reasons for doing this analysis are explained well in [4] . In order not to limit the applicability of (Po) to the real world situation, we don't give any restriction to dj, but assume that Dj, D r + d r > 0 to avoid trivial cases.
(Po) is a difficult parametric mixed integer programming problem, since it contains the parametric terms at both the right-hand sides and the coefficients of some variables. Now that coefficient Dj + Odj in (3) can be replaced by a sufficiently large number, (Po) will be simply formulated as a right-hand side(RHS) parametric UFLP.
In the next section, we will show that the special structure of UFLP enables our parametric UFLP to be converted to a specialized version of parametric cost problem, thereby making the problem amenable to handle. In Section 3, based on the solution approaches developed so far for general parametric mixed integer problems, we construct an efficient solution procedure for (Po) which can exploit the inherent structure of the model. Section 4 provides the computational results for a number of large scale problems, with concluding remarks given in the last section.
Structural characteristics
A general parametric mixed integer linear programming problem with RHS parameters has a complex structure of having possible discontinuity in its objective function value, making its parametric analysis extremely difficult [4] . However, (Pe), due to its uncapacitatedness assumption, has the interesting structural attributes which make the problem more amenable. Some of those properties are also used in 
Proof. It is easily shown by letting xij = Xij/(D ~ + djO).
From the well-known properties of (pe) [ Proof. For any given binary y-vector, let I o = {i ~ I I Yi = 1}. Then the corresponding optimal set of xi/s in (pS) can be easily constructed as follows: 
Corollary 2. z(O) is a linear function over the range of 0 on which an optimal y-vector remains unaltered.
Note that in general parametric mixed integer programming problems, the optimal values of continuous variables may change in some range of 0, over which the optimal integer vector doesn't change. By Corollaries 1 and 2, a break-point in z(O) occurs only when there is a change in optimal y-vector. Therefore solving our problem boils down to identifying a number of 0 intervals, to each of which a distinct line segment of z(O) and its associated optimal y-vector correspond.
Close inspection of the constraints of (pO) shows that any nonzero binary y-vector is always feasible to (Po) for 0 < 0 _< 1. Moreover, the following holds.
Solution procedure

Basic solution strategy
Existing solution strategies for the parametric objective (mixed) integer problems can be categorized into the two kinds. The first kind, called Strategy I here, was first suggested by Geoffrion and Nauss [4] and formalized by Jenkins [6] . Strategy I exploits the concavity of the objective value. The other strategy, Strategy II, was first proposed by Marsten and Morin [10] and further refined by Ohtake and Nishida [11] . Strategy II modifies the conventional branch and bound (B & B) approach for a single IP to solve a parametric IP.
Now we sketch how the two strategies solve (pO). First let UB(O) and LB(O) be the upper and lower bound functions for z(O).
If the values of these two bound functions coincide, we then have z(O). For a given binary y-vector yl, let z(OI y/) be the optimal objective value of (pO) with y fixed at yr.
The process via Strategy I is illustrated in Fig. 1 Our solution approach is basically a Strategy II type, but the idea of Strategy I is also borrowed when constructing a lower bound function. The reason for adopting Strategy II is due to the following aspects of (pO). As shown in the proof of Lemma 2, a feasible solution of (pO) is easily obtained at marginal computing efforts, so is a good-quality UB(O) without calculating the exact z(O) for any point of 0. Moreover, as will be shown later, LB(O) can be efficiently constructed by slightly modifying the dual-based procedure for the UFLP given by Erlenkotter [3] . One possible way to obtain a lower bound function is to solve the LP relaxation of (po) exactly.
The upper and lower bound functions
However this does not seem to be a clever method since the resulting LP problems are still of large scale. Furthermore available is the dual-based method of dealing with dual feasible solutions only, which is known to date the best for the UFLP. We thus use dual feasible solutions instead of the exact optimal solutions of the LP relaxation of (po) when constructing our lower bound function. 
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By directly using Erlenkotter's dual-based procedure, we can obtain a near optimal solution for (Qo).
Moreover, during the process of deriving a dual feasible solution, also produced are a lot of integer primal feasible solutions which can be used for constructing UB(O). For more details about the dual-based procedure, refer to [3] . To make the lower bound function as tight as possible, we derive a dual feasible solution at each break point of UB(O) and linearly interpolate the plotted points corresponding to the derived dual feasible solutions, as illustrated in Fig. 2 
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Then our branch and bound algorithm for the parametric UFLP can be constructed as follows.
Step 1.
Step 2.
Step 3.
Step 4.
Step 5.
Step 6. OtuT~t).Set NODES --NODES U {n + 1, n + 2} and n = n + 2, and go to Step 2.
For node selection in Step 2, the Last-in-First-out(LIFO) rule is used to facilitate the storage management. In Step 6, the branching variable Ys is chosen arbitrarily from among the elements of K~ t which do not satisfy the following complementary slackness condition:
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Computational results
To show the efficiency of the presented branch and bound algorithm for the parametric UFLP, a variety of sample problems including some large scale ones were tested. Our algorithm was coded in FORTRAN IV and run on an HP-9000 (series 325) workstation. Tables 2a and 2b (Problem Set II) are the problems dealt with by Erlenkotter [3] . Fixed costs of the problems in Problem Set I are different each other, while those in Problem Set II are all given at the same value. Since the total cost of supplying all the demand of customer j from facility i was directly used as a variable cost in the source problems, we let this value represent cij x Dj in our problems. The generation of dj's was randomized so that the ratios of dj/Dj in the problems of Table la and Table 2a may Table lb aiad Table 2b We also tested a Strategy I type algorithm explained in Section 3 to compare it with our algorithm mostly based on Strategy II. As shown in Tables 1 and 2 , our algorithm spends less CPU time for most of the sample problems than the Strategy I type method. However, both strategies solve fairly large problems within reasonable time, which implicitly shows the nice structural attributes inherent in the parametric UFLP. 33  33  1000  3  47  50  4  32  62  4  18  26  2000  3  93  126  3  111  111  3  101  121   57  57  1000  5  77  85  6  84  55  5  65  73  2000  4  47  27  3  30  27  3  42  34   100  100  1000  8  106  195  9  196  167  10  225  335  2000  5  385  378  6  378  462  5 
Conclusion
We considered the parametric UFLP where the demand of each customer continuously varies over a certain range. We showed that the parametric UFLP has the special structural properties, which does not typically appear in other mixed integer programming problems. Using the characteristics of the parametric UFLP we devised an efficient branch and bound algorithm. As the model UFLP has been extended to a variety of general ones such as capacitated, dynamic, concave cost, multicommodity, etc. [8] , our solution approach can also be applied to the parametric versions of those general models. A number of sample problems containing large sized ones have been tested and shown that our method can efficiently solve the parametric UFLP.
