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a b s t r a c t
A new method is proposed for solving box constrained global optimization problems. The
basic idea of themethod is described as follows: Constructing a so-called cut-peak function
and a choice function for each present minimizer, the original problem of finding a global
solution is converted into an auxiliary minimization problem of finding local minimizers
of the choice function, whose objective function values are smaller than the previous ones.
For a local minimum solution of auxiliary problems this procedure is repeated until no new
minimizer with a smaller objective function value could be found for the last minimizer.
Construction of auxiliary problems and choice of parameters are relatively simple, so
the algorithm is relatively easy to implement, and the results of the numerical tests are
satisfactory compared to other methods.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Recently, due to increasing demand in some areas of science and engineering, there has been considerable interest in
the study of implementable algorithms for finding a global minimizer of multimodal functions. Generally speaking, the
reported approaches can be put into two categories: deterministic and probabilistic; moreover, deterministic methods are
usually more efficient than probabilistic methods, such as the filled function method with remarkable advances [1–4] and
the tunneling algorithm [5,6].
In this paper, a deterministic algorithm,which is referred to as the cut-peakmethod (briefly called C-Pmethod), is proposed
for finding a global minimizer of box constrained global optimization problems. In this method, an auxiliary problem is
introduced at a local minimizer of the original problem; more precisely, the auxiliary problem is the minimization problem
of a so-called cut-peak function and the objective function of the original problem, and the present local minimum point of
the original problem becomes the unique maximum point of the auxiliary problem in the constraint region.
For a local minimum solution of both an auxiliary problem and the original problem this procedure is repeated until no
other solution giving smaller objective function value could be found. Similar to the filled functionmethod and the tunneling
method, themethod proposed in this paper consists of twomain phases: the phase of finding a localminimizer and the phase
of finding a different minimizer in another valley; but the designs of the three methods are different — the filled function
method is based on some function perturbations, which are used to prevent searching from bogging down at a local valley,
tunneling method is on solving inequality systems [7], and the new method is on cutting peaks at a local minimizer point,
which leads into a choice function instead of the original objective function— so that the adopted functions and their features
I Thiswork has been supported by theNational Key Basic Research Project of China (NKBRPC) 2004CB318000 andChineseNSF under the grant 90103033;
The authors gratefully thank the anonymous reviewers for their many valuable suggestions.∗ Corresponding author.
E-mail addresses: ycwang@sdau.edu.cn (Y. Wang), fangww@amss.ac.cn (W. Fang).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.10.069
136 Y. Wang et al. / Journal of Computational and Applied Mathematics 230 (2009) 135–142
are different. In the newmethod, the construction of auxiliary problems and choice of parameters are relatively simple, thus,
the implementation of the algorithm is easier than others.
The rest of this paper is organized as follows. The basic concepts and notations are given in Section 2, and a principal
algorithm and convergence analysis are presented in Section 3. Because the auxiliary function (the choice function) is non-
differentiable at the pointswhere the cut-peak function and the objective functionmeet, a smoothing technique is employed
to approximate the auxiliary function in Section 4, and an implementable algorithm and preliminary numerical tests with
10 problems are also shown in this section.
2. The cut-peak function and choice function
2.1. Definitions of cut-peak function and choice function
Consider the global optimization problem
min
x∈Ω f (x) (P)
where f (x) is continuously differentiable and defined on a compact region Ω = {x ∈ Rn : a ≤ x ≤ b} ⊂ Rn, a and b
are two given vectors in Rn.
Definition 2.1.1. w(r, x(k), x) is called a cut-peak function of f (x) at point x(k) with a positive parameter r (sometimes a
vector) if the following two conditions are satisfied:
(i) x(k) is the unique maximum point ofw(r, x(k), x), andw(r, x(k), x(k)) = f (x(k));
(ii) for any direction d ∈ Rn,w(r, x(k), x(k) + λd) is strictly decreasing with respect to step length λ, and
lim
λ→+∞w(r, x
(k), x(k) + λd) = f (x(k))− c(r) > −∞,
where c(r) is a positive scalar with respect to given constant r and is called themaximum cut ofw(r, x(k), x) at x(k).
Remark 2.1. In practice, r or c(r) canbe regarded as a given constant depending on the accuracy required and is independent
of x(k).
The cut-peak function can be formulated in different ways. A suggested formulation is as follows:
w(r, x(k), x) = f (x(k))− f0(r, ‖x− x(k)‖),
where f0(r, ·) satisfies the following conditions:
(i) f0(r, ·) is strictly increasing from R+ to R+,
(ii) f0(r, 0) = 0, and
(iii) limt→+∞ f0(r, t) = c(r) < +∞, i.e., f0(r, ·) is upper bounded.
The following are two concrete examples on the f0(r, ·):
f0(r, t) = rt
2
1+ t2
and
f0(r, t) = r(1− e−t2).
Definition 2.1.2. F(r, x(k), x) = min(f (x), w(r, x(k), x)) is called a choice function of f (x) crossing through the point x(k).
An example of an objective function, cut-peak function and choice function is shown in Fig. 1: the broken line means
an objective function (f (x) = −ex sin(2pix) where x ∈ [0, 4] and x(k) = 1.275), the dotted line means a cut-peak
function (w(r, x(k), x) = f (x(k)) − 5(x−x(k))2
1+(x−x(k))2 where x ∈ [0, 4] and x(k) = 1.275), and solid line means a choice function
(F(r, x(k), x) = min(f (x), w(r, x(k), x)), where x ∈ [0, 4] and x(k) = 1.275); the points x(k+1) are the candidates for the local
minimizer in the next phase.
An auxiliary minimization problem concerned with point x(k) and the choice function defined above is:
minx∈Ω F(r, x(k), x). (Pk)
2.2. Properties of choice function
Firstly, a property of the cut-peak functionw(r, x(k), x) can be derived from Definition 2.1.1 directly.
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Fig. 1. A diagrammatic sketch of cut-peak function and choice function.
Property 2.2.1. For each x ∈ Ω , the inequality f (x(k))− c(r) ≤ w(r, x(k), x) ≤ f (x(k)) holds.
The properties of the choice function F(r, x(k), x) are given below.
Property 2.2.2. For any given point x(k), the inequality F(r, x(k), x) < f (x(k)) holds for each point x ∈ Ω and x 6= x(k), i.e., x(k)
is the global maximum point of function F(r, x(k), x).
Property 2.2.3. Suppose that x is a point different from x(k) and satisfies F(r, x(k), x) = f (x), then the inequality f (x) < f (x(k))
holds.
Definition 2.2.1. For a given point x(k), the region Ω(x(k)) = {x|F(r, x(k), x) = f (x)} is called the real descent region of
problem (Pk).
In general, the real descent regionΩ(x(k))may consist of several separate subsets in the constraint regionΩ , for example,
the two subsets [a, b] and [c, d] in Fig. 1.
In the following sections wewill show how to find a global minimum point of the original problem bymeans of auxiliary
problems (Pk) in a successive procedure based on the hypothesis that a local minimum point of problem (Pk) can be found
for each k.
3. Principal algorithm and convergence analysis
Given x(0) ∈ Ω and parameter r (vector), let E stand for the set of search vectors defined on the unit sphere of Rn and set
k := 0. The algorithm consists of two phases.
Phase 1: Finding a local minimizer of the auxiliary problem
With an initial point x¯ = x(k)+λe, whereλ is a proper real number and e ∈ E, find a localminimizer (or its approximation)
of F(r, x(k), x) and denote it by x˜.
Phase 2: Judging the state of the present point
If x˜ ∈ Ω(x(k)), set x(k+1) := x˜, then let k := k+ 1 and go to Phase 1; else take another unit vector e in E and go to Phase 1.
The algorithm terminates after all unit vectors in E were used andwe cannot find a point for which the value of the objective
function of the original problem is smaller than that of the present one.
Lemma 3.1. Suppose that x(k) is not a global minimizer of problem (P). If for a given initial point x¯ = x(k) + λe ∈ Ω , a local
minimizer x(k+1) of the sub-problem (Pk) can be found and satisfies F(r, x(k), x(k+1)) = f (x(k+1)), then f (x(k+1)) < f (x(k)).
Proof. Because x¯ ∈ Ω and is different from x(k), we have
F(r, x(k), x¯) < f (x(k))
from Property 2.2.2. Thus
f (x(k+1)) = F(r, x(k), x(k+1)) ≤ F(r, x(k), x¯) < f (x(k))
holds. 
Now we shift to the study of convergence of the algorithm.
Theorem 3.1. If
(i) f (x) is continuously differentiable in the compact regionΩ ,
(ii) the number of local minimum points inΩ is limited, and
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(iii) for each local minimum point x(k) 6= x∗ (x∗ denote global minimum points of problem (P)), there exists x¯ ∈ intΩ(x(k)), such
that the direction (x¯− x(k))/‖(x¯− x(k))‖ ∈ E,
then the solution x˜ derived by the algorithm satisfies
0 ≤ f (x˜)− f (x∗) ≤ c(r),
where c(r) is the maximum cut of the cut-peak function.
Proof. Suppose that the inequality f (x(k)) − f (x∗) > c(r) holds at the present local minimum point x(k). Then from
Property 2.2.1 we have
w(r, x(k), x) ≥ f (x(k))− c(r) > f (x∗), x ∈ Ω.
This means that the real descent regionΩ(x(k)) of sub-problem (Pk) is nonempty. So from condition (iii) and Lemma 3.1,
a descent direction can be found in E along which there is some point xˆ ∈ Ω(x(k)) ⊂ Ω such that f (xˆ) < f (x(k)). Therefore
a new local solution can be found from the starting point xˆ using a down-hill method. While the number of local minimum
points of problem (P) is limited, after a finite number of steps a local minimum point x˜ ∈ Ω can be obtained such that
0 ≤ f (x˜)− f (x∗) ≤ c(r). 
4. Algorithm implementation and numerical experiments
In this section, a smoothing technique is applied to the non-differentiable problem (Pk), and an executable algorithm and
the results of its implementation for 10 different problems are shown.
4.1. A smoothing technique for the choice function
Because the objective function of problem (Pk) is non-differentiable at the points where function f (x) and w(r, x(k), x)
meet, gradient-based algorithms of local optimization cannot be used directly to solve the auxiliary problems. From
Definition 2.1.2 we know that
F(r, x(k), x) = min(f (x), w(r, x(k), x)).
A smoothing technique employed to approximate F(r, x(k), x) is as follows [8].
Let
Fp(r, x(k), x) = −1p log[exp(−pf (x))+ exp(−pw(r, x
(k), x))]
where p is a positive parameter. It is easily seen that if both f (x) andw(r, x(k), x) are continuously differentiable onΩ , then
Fp(r, x(k), x) is also differentiable. Further, because
Fp(r, x(k), x)− F(r, x(k), x) = −1p (log(exp(−pf (x))+ exp(−pw(r, x
(k), x))))−min(f (x), w(r, x(k), x))
= −1
p
[log(exp(−pf (x))+ exp(−pw(r, x(k), x)))+ log(exp(pmin(f (x), w(r, x(k), x))))]
= −1
p
[log(exp(p(min(f (x), w(r, x(k), x))− f (x))))
+ exp(p(min(f (x), w(r, x(k), x))− w(r, x(k), x)))]
≥ −1
p
log(2)
and
Fp(r, x(k), x)− F(r, x(k), x) = −1p [log(exp(p(min(f (x), w(r, x
(k), x))− f (x))))
+ exp(p(min(f (x), w(r, x(k), x))− w(r, x(k), x)))]
≤ −1
p
log(1)
= 0,
we have
Property 4.1. For all x ∈ Ω , the following inequality
F(r, x(k), x)− (log 2)/p ≤ Fp(r, x(k), x) ≤ F(r, x(k), x)
holds.
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Table 1
Numerical results obtained by the C-P function method.
Problem Initial point Optimum point Optimum value
1 (2, 3)T (−.8983241D− 01, .7126545D+ 00) −1.0316285
2 (2, 3)T (.3141585D+ 01, .2275055D+ 01) .3978873
3 (2, 3)T (−.4259877D− 05,−.9999891D+ 00) 3.0000001
4 (−1,−1)T (.0000000D+ 00, .0000000D+ 00) −2.0000000
5 (10, 10)T (−.1425128D+ 01,−.8003195D+ 00) −186.7309088
6 (−5,−5,−5,−5,−5,−5)T (.9999998D+ 00, .9999932D+ 00,
.9999907D+ 00, .1000001D+ 01,
.9999967D+ 00, .9999823D+ 00)
.0000000
7 (−5,−5,−5,−5,−5,−5)T (.9999961D+ 00, .1000004D+ 01,
.1000044D+ 01, .9995683D+ 00,
.9999945D+ 00, .1000048D+ 01)
.0000000
8 (4, 4, 4, 4, 4, 4)T (.9999921D+ 00, .1000018D
+ 01, .1000015D+ 01, .1000018D+ 01,
.9999743D+ 00, .1000054D+ 01)
.0000000
9 (321, . . . , 321)T (.4209687D+ 03, . . . , .4209687+ D03) −12569.4866182
10 (5.12, . . . , 5.12)T (.0000000D+ 00, . . . , .0000000D+ 00) .0000000
From Property 4.1 one sees that Fp(r, x(k), x) converges to F(r, x(k), x) as the p parameter tends to infinity. Therefore, by
selecting a proper parameter p, problem (Pk) can be replaced by a differentiable function:
min
x∈Ω Fp(r, x
(k), x). (P
′
k)
Remark 4.1. In order to obtain a more precise solution to the original problem, the p value in problem (P′k) must be large
enough. However, the Hessian matrix of the objective function of problem (P
′
k) may become ill-conditioned when the p
value gets bigger. A stabilization techniquewas proposed by E. Polak, by which one can get the p parameter bigger gradually
using an adaptive strategy [8].
4.2. Algorithm implementation
An executable algorithm is described as follows.
Step 1. Initialization. Given initial point x(0), permit precision ε, parameter p and r , let λ be an adjustable parameter,
E = {ei|i = 1, 2, . . . ,m}, and ei (i = 1, 2, . . . ,m) be vectors uniformly distributed on the unit ball. Set k = 0, l = 1,
and x¯ = x(0) + λel.
Step 2. Find a local minimizer of problem (P′k) from initial point x¯, denote the solution by z.
Step 3. Judge the status of the present point z. If z ∈ Ω(x(k)), then set x(k+1) := z, k := k + 1, and go to step 4; else go to
step 5.
Step 4. Compute δ = ‖x(k) − x(k−1)‖, if δ ≤ ε, go to step 5; else set l = 1, x¯ = x(k) + λel and go to step 2.
Step 5. Set l := l+ 1, if l ≤ m, let x¯ = x(k) + λel, go to step 2; else go to step 6.
Step 6. Output x(k) and stop.
In the experiments below, we take w(r, x(k), x) = f (x(k)) − r(1 − e−‖x−x(k)‖22) as the cut-peak function. In the process
of finding local minimum points of function Fp(r, x(k), x), the BFGS method (a quasi-Newton method [9–12]) for modifying
search directions and the Amijo method [13] for line search are employed. As for the parameters, we simply take p = 106,
r = 10−6, and parameter λ is dynamically adjusted to keep x¯ ∈ Ω . The set E consists of 2n unit vectors, whose directions
coincide with the axes and n is the number of variables in the problems.
4.3. Numerical experiments
The new method is applied to 10 classical test problems. (The mathematical descriptions of these problems are listed in
the Appendix.) And the results of numerical experiments are presented in Table 1. Some numerical comparisons of the new
approach to some filled function methods and tunneling algorithms are shown in Tables 2 and 3 respectively.
In Table 1, ‘‘Problem’’ (a figure in the first column) represents the corresponding tested problem in the Appendix to
the serial number; ‘‘Optimum point’’ in the third column means the global minimizers found by C-P method for the tested
problems; ‘‘Optimum value’’ in the fourth column represents the value of the objective function at the global minimizers.
All the results are the same as those obtained by other methods.
In the following we will compare some numerical results of the new method with those of the filled function method
and the tunneling method.
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Table 2
Comparison between C-P method and filled function methods.
Problem Dimension Kt [C-P] Kt [M] Kt [Q ] Kt [G]
1 2 497 346 346 346
2 2 619 252 3640 252
3 2 343 498 1059 404
4 2 153 572 3589 619
5 2 555 569 685
6 6 319 2387 2665
7 6 497 1716 1716
8 6 365 3564 3784
9 30 523
10 30 2049
Table 3
Comparison between C-P method and tunneling function methods.
Problem Dimension Kt [C-P] Kt [Tun12] Kt [Tun17]
1 2 497 1496 1132
5 2 555 12160 <6000
The filled function method is a prominent approach for solving global optimization problem, and many filled functions
with high computational efficiency have been presented in the past 20 years (see [1–4]). Three of the popular filled functions
are
M(x, a) = 1
(f (x)− f (x1))1/m − a ‖x− x1‖
2 ,
Q (x, a) = −[f (x)− f (x1)] exp(a ‖x− x1‖p), and
G(x, r, ρ) = −{ρ2 ln[r + f (x)] + ‖x− x1‖p},
where x1 denotes the present local minimizer, m is a natural number greater than 1, p = 1 or 2, r and ρ are adjustable
parameters, and a is an adjustable positiveweight factor [4,1,2]. The evaluation of an algorithm or a formulationmay involve
several layers of the concerned numerical procedures. It is believed, however, that the number of iterations should not be
regarded as an appropriate evaluation index [1]. To evaluate their effectiveness, the index of total number of evaluations
of objective functions is, as usually, adopted. Some numerical comparisons between the new method and filled function
method are shown in Table 2.
In Table 2 ‘‘Problem’’ (a figure in the first column) represents the corresponding tested problem in the Appendix to the
serial number; the Kt [C-P] denotes the total number of evaluations by the cut-peak function method when the algorithms
terminated, and the Kt(M), Kt(Q ) and Kt(G) denote those results by the three filled functionsM(x, a),Q (x, a) and G(x, r, ρ)
mentioned above. The blank cells in this table mean the lack of calculation for these problems in the original articles [2,4].
Although the total number of evaluations of the objective function depends on a variety of factors such as the initial point,
the termination criterion and the accuracy required, the algorithm presented here seems satisfactory and has, at least, the
same effectiveness and efficiency as those of the filled function methods.
Tunneling function methods are also a sort of well-known deterministic approach for finding the global minimizer of
a function [7,5,6]. At each local minimum point, tunneling algorithm usually has to find a zero of an auxiliary function
(tunneling function) as a new starting point. Because it is difficult to seek roots in only one nonlinear equation with
multivariables for any zero finding algorithm, these kinds of methods need to spend more calculation amount to solve
optimization problems. As can be seen from the total number of evaluations of objective functions of the two tunneling
functionmethods in [5,6]:When the algorithm terminated, the tunneling algorithm given in [5] costs 1496 and 12160 times
of objective functions evaluation for Problem 1 and Problem 5 respectively. The dynamic tunneling algorithm given in [6]
is a relatively efficient algorithm compared with other tunneling function methods, but 1132 and less than 6000 objective
function evaluations are needed for Problem 1 and Problem 5 respectively. A simple comparison between the new method
and some tunneling algorithms is shown in Table 3.
In Table 3 Kt [C-P] denotes the total number of evaluations of the cut-peak function method when the algorithms
terminated, and Kt [Tun12] and Kt [Tun17] denote those results of the two tunneling function methods presented in [5]
and [6] respectively.
In addition, for the filled function and the tunneling function, finding aminimumpoint in another valley not only depends
on a right search direction but also depends on right parameters (usually, it is not easy to adjust the parameters), while for
the cut-peak method it just needs a right search direction; in the functions of the newmethod, r is not a real parameter, but
a given constant of the accuracy required. Thus the construction of choice function is relatively simple for other two kinds
of methods, and the implementation of the algorithm is easier than the others.
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According to our numerical experience, the parameters r and p determine the precision of the solution, and r from 10−5
to 10−8 and p from 105 to 108 are advisable in practice. The factor affecting the efficiency of computation and the correctness
of solution is the size of search direction set E. (There is always a dilemma for all global optimization algorithms.)
5. Conclusions
In this paper, a cut-peak function algorithm is presented for finding a global minimizer of box constrained global
optimization problems. This new method facilely constructs the auxiliary problems, and mainly reduces the difficulty in
adjusting the parameters in the main algorithmic phase, so it is relatively easy to implement it. Further, the numerical test
performance of the method is satisfactory compared with those of some filled function and tunneling function algorithms.
Appendix
The mathematical descriptions of the 10 classical test problems used in Section 4.3 are listed as follows.
1. Six-hump camel-back (n = 2) [14]:
f (x) = 4x21 − 2.1x41 + x61/3+ x1x2 − 4x22 + 4x42, −3 ≤ x1, x2 ≤ 3.
The global minimizers are (0.08983,−0.7126) and (−0.08983, 0.7126).
2. Branin (n = 2) [15]:
f (x) = (x2 − 1.275x21/pi2 + 5x1/pi − 6)2 + 10(1− 0.125/pi) cos(x1)+ 10, −5 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 15.
The global minimizers are (−3.142, 12.275), (3.142, 2.275) and (9.425, 2.425).
3. Goldstein–Price (G–P) (n = 2) [16]:
f (x) = [1+ (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)]
× [30+ (2x1 − 3x2)2(18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)], −3 ≤ x1, x2 ≤ 3.
The global minimizer is (0,−1).
4. Rastrigin (n = 2) [4]:
f (x) = x21 + x22 − cos(18x1)− cos(18x2), −1 ≤ x1, x2 ≤ 1.
This function has about 50 minimizers, the global minimizer is (0, 0).
5. Shubert III (n = 2) [5]:
f (x) =
{
5∑
i=1
i cos[(i+ 1)x1 + i]
}{
5∑
i=1
i cos[(i+ 1)x2 + i]
}
+ (x1 + 1.42513)2 + (x2 + 0.80032)2,
−10 ≤ x1, x2 ≤ 10.
This function has 760 minimizers, the global minimizer is (−1.42513,−0.80032).
6. Sine-square I (n = 6) [3]:
f (x) =
[
10 sin2(pix1)+ (xn − 1)2 +
n−1∑
i=1
(xi − 1)2(1+ 10 sin2(pixi+1))
]
pi/n,
−10 ≤ xi ≤ 10 for i = 1, . . . , 6.
This function has about 60 minimizers, the global minimizer is (1, 1, 1, 1, 1, 1).
7. Sine-square II (n = 6) [3]:
f (x) =
[
10 sin2(piy1)+ (yn − 1)2 +
n−1∑
i=1
(yi − 1)2(1+ 10 sin2(piyi+1))
]
pi/n,
yi = 1+ (xi − 1)/4, − 10 ≤ xi ≤ 10 for i = 1, . . . , 6.
This function has about 30 minimizers, the global minimizer is (1, 1, 1, 1, 1, 1).
8. Sine-square III (n = 6) [3]:
f (x) =
[
sin2(3pix1)+ (xn − 1)2(1+ sin2(2pixn))+
n−1∑
i=1
(xi − 1)2(1+ sin2(3pixi+1))
]/
10,
−10 ≤ xi ≤ 10 for i = 1, . . . , 6.
This function has about 180 minimizers, the global minimizer is (1, 1, 1, 1, 1, 1).
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9. Generalized Schwefel’s Problem [17]
f (x) = −
30∑
i=1
xi sin(
√|xi|), −500 ≤ xi ≤ 500 for i = 1, . . . , 30.
The global minimizer is (420.9687, . . . , 420.9687).
10. Generalized Rastrigin’s function [17]
f (x) =
30∑
i=1
[x2i − 10 cos(2pixi)+ 10], −5.12 ≤ xi ≤ 5.12 for i = 1, . . . , 30.
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