We propose a new class of binary nonlinear codes of constant weights derived from a permutation representation of a group that is given by a combinatorial definition such as Cayley graphs of a group. These codes are constructed by the following direct interpretation method from a group: (1) take one discrete group whose elements are defined by generators and their relations, such as those in the form of Cayley graphs; and (2) embedding the group into a binary space using some of their permutation representations by providing the generators with realization of permutations of some terms. The proposed codes are endowed with some good characteristics as follows: (a) we can easily learn information about the distances of the obtained codes, and moreover, (b) we can establish a decoding method for them that can correct random errors whose distances from code words are less than half of the minimum distances achieved using only parity checking procedures.
Introduction
The discovery and synthesis of the Buckyball C 60 (the Buckminster Fullerene) with 60 carbon atoms bonded into a soccerball-shaped molecule has spawned fruitful applications in chemistry and physics [7] . The remarkable features of Buckyball include its symmetric structure, physical stability, and equilibria in the molecule. For the mathematical side of Buckyball, aspects of topology, group theory, geometry, and graph theory and their interactions have been recognized. In this article, we provide a new mathematical application of Buckyball in coding theory, and using our construction method, we define a new binary nonlinear code of constant weight 5 with a minimum distance 6 from Buckyball. We also provide a decoding method for it.
A three-dimensional graph of Buckyball (which resembles a soccerball) is usually presented as a convex polytope composed of twelve pentagons and twenty hexagons. If one of the hexagons is removed, it can be displayed as a planar graph like that given in Fig. 1 .
The Buckyball has proved identical to a Cayley graph of a noncommutative group called "the alternating group of degree 5," denoted by A 5 , where A 5 has the following presentations that use given permutations of several terms as generators that are not unique.
A 5 a, b|a 2 , b 3 , (ab) 5 , a = (1, 2)(3, 4), b = (1, 3, 5).
(1) A 5 x, y|x 2 , y 5 , (xy) 3 , x = (1, 2)(3, 4), y = (1, 2, 3, 4, 5).
(For Cayley graphs, see [9] .)
As an effective application of algebra to coding theory, [5] opened up a new module theoretical approach to coding theory. Moreover, in subsequent works [11] and [4] , Frobenius rings were introduced in place of Z/4Z, and the MacWilliams extension theorem and MacWilliams identities were generalized to cases of modules over Frobenius rings. In this paper, we would like to utilize a discrete and combinatorial structure of groups and construct binary nonlinear error correcting codes of constant weights, and furthermore provide their decoding methods. In one remarkable example, we succeeded in constructing nonlinear codes of constant weights using a combinatorial structure of discrete groups that is visualized in the Cayley graphs of discrete groups by embedding them into binary spaces using permutation representations [3] . As for evaluating the proposed constant weight codes, they are rated at a competitive grade in comparison with the known upper bounds for constant weight codes, such as [1] , if they are constructed from Our construction method is available for a broader class of finite groups, and the nonlinear codes from Buckyball are considered one example of our results. We describe our method more precisely in subsequent sections using simpler examples whose essence is almost identical to the Buckyball case, except for its complexity. Our results are applications of the symmetric structure of convex polytopes to systematic code construction methods and their decoding methods.
This paper is organized as follows. In Sects. 2 and 3, we describe our construction method using simpler examples than Buckyball and provide their decoding methods, which are the simpler versions of dimension three and four of our decoding method that uses only modulo two matrix computation and parity-checking procedures. In Sect. 4, we discuss the code derived by Buckyball and give proof of (1) and (2) of Theorem 1.1, which appear as Theorem 4.1 and Theorem 4.2, respectively. We also provide a decoding method that can correct two errors that uses only modulo two matrix computation and parity-checking procedures.
Constant Weight Code Defined by Symmetric Group S 3
Although there are various applications of group theory to coding theory as described in [6] , most of them are concerned with implicit applications and there exist few examples of direct interpretation between groups and codes that utilize well-organized group structures to construct codes with good parameters. For this we only have [10] and [8] , which deal with code construction problems. As described later, our new construction method is classified into direct interpretations based on combinatorial group theory, and its basic techniques including Cayley graph presentation of groups whose generators and their relations are finite and group representations. One advantage of our method of code construction is that a group structure that is visualized in Cayley graphs of groups is essentially preserved in a code structure that is also useful in decoding procedures.
We also propose a group theoretical decoding method for our proposed codes that includes types of multiple-direction parity-checking procedures that are found in the theory of array codes [2] . Our decoding method generalizes the traditional decoding procedure for linear codes using combinato- 3 . Note that we accept those groups defined by the following forms, a 1 , a 2 , . . . , a n |a
where n ≥ 2, e i = 0 or e i ≥ 2 for i = 1, . . . , n, and R denotes a reduced word in the free product on a 1 , . . . , a n , and m ≥ 2. 2. Since every finite group can be defined as a subgroup of a symmetric group of some degree, provide generators with their realizations as permutations of some particular degree. For example, in the case of σ, τ|σ 3 , τ 2 , στ = τσ 2 , we need at least three terms to give them the smallest and most effective realization of permutations. For a, b|a 3 , b 2 , (ba) 3 , we need at least three terms from a 3 , and moreover, the implicit dependency between a and b implies that we need another term that is different from the previous three terms. For a detailed discussion, see Sect. 3. In the case of x, y|x 2 , y 5 , (xy) 3 u, v|u 2 , v 3 , (uv) 5 , we need at least five terms. For this case, we give two examples of a realization of permutations using the five and six terms in Sects. 4.1 and 4.3, respectively. However, we exclude the cases that employ redundant terms to give a group its realization of permutations, such as trivial cases in which several terms exist that are neither used nor moved. 3. Next, provide each element in the group with its realization of permutations of the same terms of the generators using its Cayley graph information. This provides us with the minimal-length presentations of each element of the group and reduces our efforts to count all the elements. For example, we utilize the graph theoretical information of Figs. 2, 5, and Fig. 1 (Buckyball). Note that realizations of permutations are not unique to a group. 4. If we start from a subgroup of a symmetric group of some degree, we may omit the above steps.
Construct an appropriate linear permutation representation
defined by assigning each element of G a permutation matrix based on the realization of permutations of the element of G. Then embed G into GL n (F 2 ) using X, where n equals the exact number of terms to realize permutations of G, resulting in a binary image of G.
Although several other possible representations exist, we fix this representation in our construction. 
where σ = (1, 2, 3) and τ = (1, 2). In other words,
where
Construct a linear representation of S 3 that is a group homomorphism,
by the following assignment:
The rest of the elements of X(S 3 ) can be easily written by using the above information.
Embed S 3 into nine-dimensional binary space by X;
then we have the following three vectors that correspond to {τ, στ, σ 2 τ} and another three vectors that correspond to {id, σ, σ 
Construct the following two vectors α and β from F(u), which denote discriminant vectors that show positions of errors. 
Proof

Since every matrix in F([A + B])
is a permutation matrix, each row and column has exactly a single 1. Thus the coordinate number of a zero of each discriminant vector shows information about in which row and column error exists on the condition that the number of errors is one.
Codes of Constant Weight 4 Defined by A 4 and S 4
In this section, we consider S 4 , the symmetric group of degree 4 and its subgroups. We also try to construct a new binary nonlinear code by embedding S 4 into a certain binary space using a group representation, as given in the previous section. We also establish a decoding algorithm for a new binary nonlinear code defined by A 4 that can correct two-bit errors.
S 4 can be presented by several combinations of generators and their relations. For example, we have the following presentation: In this section we provide the above three generators with the following realization of permutations:
Notice that S 4 can be composed by two types of group extension:
Using the above presentation, the Cayley graph of S 4 , i.e., CG(S 4 , {x, y, z}), can be described as Fig. 3 , where,
and
Construction of the Constant Weight Codes Defined by A 4
A 4 has three subgroups of order 2 that is isomorphic to the Klein 4-group B Z/2Z × Z/2Z, which is the only normal subgroup of A 4 , and four maximal subgroups of order 3 that are not normal; each is given by Fig. 4 .
Therefore, we have a short exact sequence of the following form:
Unfortunately, the following exact sequence does not follow because Z/3Z is not normal in A 4 :
:denotes a trivial group, • :denotes a cyclic group of order 2, s :denote cyclic groups of order 3, s :denote Klein 4-groups, and :denotes A 4 itself. where
Then, we can provide generators a and b with the next realization of permutations of the four terms:
The Cayley graph CG(A 4 , {a, b}) is given by Fig. 5 . Now we provide a new binary nonlinear code of 12 code words derived from embedding A 4 into F 16 2 . Consider the following linear representation:
defined by the following assignment:
Using the following relation,
we can complete the entire list of images of A 4 . We then have the following twelve words that comprise a binary nonlinear code of constant weight = 4 and length = 16 with minimum distance = 6. 
Let NC 12 denote the binary nonlinear code defined by the vectors in (29).
Theorem 3.1. The distance between any two vectors in NC 12 is 6 or 8.
Proof
By observing (21) and (23), every element ∈ A 4 is written in the form of either (a, b, c) or (a, b)(c, d),
where a, b, c, d ∈ {1, 2, 3, 4} and they are distinct from one another. Let Vc( * ) be an operation that converts an n × n matrix into an n 2 -dimensional vector. We can then summarize all the possible distances in NC 12 as follows:
1.
distance(Vc(X(σ)), Vc(X(τ)))
where a, b, c ∈ {1, 2, 3, 4} and they are dis-tinct from one another. 2.
distance(Vc(X(σ)), Vc(X(τ))) =
where a, b, c, d ∈ {1, 2, 3, 4} and they are distinct from one another.
Since the above cases exhaust every possibility, the assertion of the theorem follows.
By expanding our method from A 4 to S 4 , we have the following result. 
Proof
The binary nonlinear code defined by S 4 includes the following case that results in the minimum distance = 4: 3.
distance(Vc(X(σ)), Vc(X(τ)))
where a, b ∈ {1, 2, 3, 4} and they are distinct from one another.
A Decoding Algorithm for NC 12
We can provide a decoding algorithm for the new binary nonlinear code NC 12 given by the vectors of (29) ( A 4 ), which can decode two-bit errors that only utilize modulo 2 matrix computation and parity-checking procedures. Since our decoding algorithm is almost identical, except in its dimensions, to Algorithm 4.1 for NC 60 defined in the next section, we omit it from this paper. 
A Decoding Algorithm for Constant Weight Code
2. Provide the generators with permutation expressions.
3. Using Cayley graph information, we obtain total permutation expression.
As a permutation group of five terms, A 5 consists of the following 60 permutation expressions that we can count using the Cayley graph of A 5 given in Sect. 1, generated by x and y (or a and b). Now we consider a permutation representation over 5 symbols {1, 2, 3, 4, 5}, 
where x = (1, 2)(3, 4) and y = (1, 2, 3, 4, 5), as stated in Sect. 1. Using the following relation,
we can complete the entire list of images of A 5 . We then obtain 60 binary vectors that correspond to the above images of the representation of A 5 in almost the same way as in the case of A 4 in the previous section. Let NC 60 denote the binary nonlinear code defined in the above way from A 5 . 
Proof
Suppose that σ and τ are two permutations that correspond to the two vectors in NC 60 . Let Vc( * ) be an operation that converts an n × n matrix into an n 2 -dimensional vector. Then, we only have the following three exhaustive cases:
where a, b, c, d, e ∈ {1, 2, 3, 4, 5} and they are distinct from one another. 2.
where a, b, c, d ∈ {1, 2, 3, 4, 5} and they are distinct from one another. 3.
distance(Vc(X(σ)), Vc(X(τ)))
where a, b, c ∈ {1, 2, 3, 4, 5} and they are distinct from one another.
The assertion of the theorem results from the above cases.
A Decoding Algorithm for NC 60
We have the following decoding algorithm for NC 60 that only uses modulo 2 matrix computation and parity-checking procedures, and we provide a detailed description of the NC 60 case using examples. 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 , a 9 , a 10 ,  a 11 , a 12 , a 13 , a 14 , a 15 , a 16 , a 17 ,  a 18 , a 19 , a 20 , a 21 , a 22 , a 23 , a 24 , a 25 ) 
F(a
Construct the following two vectors α and β from F(u) that denote discriminant vectors that show positions of errors. 
Another Constant Weight Code with a Longer Minimum Distance
In this subsection, we utilize the following construction and resume our discussion about the second part of Theorem 1.1.
a Cayley graph of the alternating group of degree 5. We also established a general decoding method that can correct random errors whose distances from code words are less than half of the minimum distances for our proposed codes. Our results may also be considered one application of convex polytopes to the construction of nonlinear codes.
