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Summary
The era of ubiquitous access to a rich selection of interactive and high quality multi-
media has begun; with it, the term “data tsunami” has been coined to describe the
impending wave of data traffic set to overwhelm mobile networks. Understandably,
this has focused the efforts of the research community, achieving notable advances in
compression algorithms, further reducing the bitrate of multimedia, as well as spec-
tral efficiency improvements on the channels with which it is delivered. As it stands,
these advances alone will soon be outpaced by the continued growth of demand. Re-
search into this problem from a higher viewpoint reveals two diverging trends: Mobile
Broadcast is expected to play a significant role in reducing the burden of delivering
next generation multimedia to mobile devices. For any reasonable efficiency gains us-
ing mobile broadcast technology, interest from multiple users, in the same content is
required. Meanwhile, content creators and broadcasters are diverging from traditional
single stream offerings, providing greater personal choice for media consumption as well
as tailoring services for more capable devices though enhancements of live broadcast
streams.
Given the unique and complex problem the aforementioned diverging trends present,
the research herein explores the development of a standards compliant, multi-stream
aware framework for implementation within mobile network infrastructure. Providing
a multimedia centric, hybrid use of unicast and broadcast delivery methods, the frame-
work allows mobile network operators the efficiency gains of broadcast whilst continuing
to offer personalised experiences to customers. First, an open source system level Long
Term Evolution (LTE) simulation platform is extended to support broadcast. This
work is then characterised and validated to be 3GPP standards compliant. Next a
Hybrid Unicast Broadcast Synchronisation (HUBS) framework is developed for multi
stream multimedia content. This has the capability to dynamically vary broadcast
resource allocation, increasing cell efficiency whilst minimising the time error between
streams. Finally the HUBS framework is further expanded, making use of scalable
video content for more precise synchronisation and resource utilisation.
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Chapter 1
Introduction
1.1 Preamble
The term “Data Tsunami” has been coined to describe the impending wave of mobile
data traffic set to overwhelm mobile networks. Mobile data traffic is expected to in-
crease nearly 11-fold between 2013 and 2018, with video data forecast to account for
70% of this [20]. Industry analysts forecast that by 2018, network capacity will be ex-
ceeded several times daily, resulting in loss of service for users [39]. Larger and higher
resolution screens, greater processing power and reduced cost of smart phone and tablet
devices are all thought to be contributing factors to the greater content and quality
demand from the network [51]. Mobile media consumption has also placed increasing
pressure on the spectrum resources assigned to traditional Digital Television (DTV)
services [74] [25].
The concepts underpinning the work proposed in this thesis are formed based on the
observation of two diverging trends:
• Long Term Evolution (LTE) enhanced Multimedia Broadcast Multicast Service
(eMBMS)[9] is expected to play a significant role in reducing the burden of de-
livering next generation multimedia to mobile devices. Due to the way in which
radio resources are allocated, interest from multiple users, in the same content is
required for eMBMS deployment to present efficiency improvements.
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• Meanwhile, content creators and broadcasters are diverging from traditional single
stream offerings, increasingly providing individual users greater choice to person-
alise the way in which they consume content. These enhanced offerings open up
additional revenue streams for mobile operators and content creators who can
offer ’premium services’ to subscribers, thereby enhancing a live broadcast event.
Example applications include, Ultra High Definition Television (UHDTV), 3D
Television, Free Viewpoint Television (FVT) and Multi/Companion Screen view-
ing.
This poses both a unique and complex problem, since even a single popular live event
being broadcast, may have users divided across several different streams. With myriad
mobile device models, each with varying performance and capabilities, the problem sees
further complication. Consequently, the likelihood of catering for this increased choice
with LTE Broadcast alone increasingly diminishes. Here the unicast, or point-to-point
(p-t-p) radio bearers provide the support required for diverse service delivery, but are
unable to offer the spectrally efficient scaling point-to-multipoint (p-t-m) bearers may
provide.
The work presented in this thesis explores a hybrid use of unicast and broadcast ser-
vices for the delivery of multi stream multimedia. Here the broadcast stream may
be utilised to delivery the primary broadcast transmission view and format, common
among all viewers and thus popular. Unicast delivery can then be implemented to offer
accompanying data for extending viewing capabilities. This includes but is in no way
limited to: personalised interactive switchable streams, 3D or multiview viewing, or
enhanced quality layers; all of which are likely to be less popular within a single cell
than the primary broadcast content.
1.2 Research Challenges
Whilst there were several open source system level simulation platforms available to
the LTE research community when beginning this research, no platform supported
broadcast functionality. Without access to an eMBMS capable simulator, no assessment
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of the proposed research area could be conducted. Furthermore, should techniques to
improve hybrid delivery be developed, there are no tools available to benchmark any
improvements (or indeed reductions) in performance offered with their adoption. This
formed the first major research problem; the development of an open source platform
capable of system level eMBMS simulation with the required services. Furthermore,
results from any system level simulation would have to be extracted and analysed to
generate meaningful insights.
To instill a degree of trust for the developed simulation platform, following the devel-
opment of such a simulator, the results and calculations produced must be verified and
characterised. Without another platform to verify against, a fundamental mathemati-
cal analysis of the expected results must be performed, ensuring the simulator output
responds sensibly to and remains within the theoretical limits.
Following the development of a simulation platform on which to work, a linked stream
is to be transmitted via unicast and broadcast channels. In order to derive an under-
standing of synchronisation between these streams throughout the simulation, further
results analysis must be conducted. This must measure the arrival time of identical
video frame packets on the broadcast and unicast service streams and deduce a stream
offset formed of the difference. At this point a framework is developed capable of
managing users receiving synchronous streams through a group subscription model.
Statistical measures including a metric for synchronisation are periodically measured,
averaged and stored by this framework.
1.3 Research Objectives
The primary objective set out following extensive background research and future trend
forcast analysis is the development of a standards compliant framework to facilitate
synchronous delivery of hybrid unicast and broadcast multi stream multimedia content.
The primary objectives for this research can thus be summarised as:
• Development of a system level LTE simulation platform with eMBMS functional-
ity. Must remain compliant with an open source licence for release to the research
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community.
• Development of a toolset capable of extracting and calculating the statistical
measures required for performance evaluation from completed simulations.
• Design of a simulation scenario, and accompanying multimedia content typical of
a real world scenario, based upon the forcast expectations and diverging trends
presented above.
• The design of an algorithm capable of dynamic reallocation of resources between
unicast and broadcast to facilitate stream synchronisation.
• Through simulation, assess the performance of this algorithm in mixed traffic
scenarios.
• The design of an algorithm to leverage dynamic content adaptation to facilitate
stream synchronisation.
• Integration of the aforementioned algorithms into a complete, LTE specification
compliant framework.
• Conduct a performance evaluation on the integrated algorithm in a mixed service
cell environment.
1.4 Major Contributions
This work presents a number of original contributions to the field of multimedia content
delivery through LTE networks. The main contributions can be summarised as:
• Development the first openly available LTE eMBMS functionality through the
enhancement of the widely used LTE-Sim simulator, for release to the research
community.
• A novel algorithm for minimising inter arrival delay in hybrid unicast broadcast
delivered multi stream multimedia content via dynamic assignation of the broad-
cast SF map.
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• A novel approach to dynamic content adaptation based on stream and inter arrival
delay in hybrid unicast broadcast delivery of multi stream multimedia.
1.5 Thesis Outline
The current chapter provides an overarching introduction into the research problem, its
conception, as well as the approach chosen and contributions made toward a proposed
solution. The remainder of the thesis breaks down into 5 further chapters as follows:
1.5.1 Chapter 2
Chapter 2 presents the technology and standards on which the contributions within the
thesis were built, as well as analysis of the state of the art within the field in the form
of a literature review on the given areas. This broadly breaks down into an analysis
of the evolution of LTE, its architecture, resource management strategies as well as an
overview of the existing simulation platforms. This is followed with an overview of video
coding techniques related to the research. Lastly the mobile multimedia consumption
paradigm outlined above is presented in more detail, followed by an overview of the
state of the art within this research area.
1.5.2 Chapter 3
Chapter 3 presents the development of an existing open source LTE eMBMS simulation
platform to support specification compliant eMBMS services, a first for the open source
LTE research community. This also includes the creation of the tools required for
analysis of the results produced by the new platform. The chapter begins with the
motivations behind the development which leads onto the platform selection, planning
and implementation phases. Lastly the platform is validated and characterised.
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1.5.3 Chapter 4
This chapter sees the introduction on what has come to be defined as the Hybrid Unicast
Broadcast Synchronisation (HUBS) framework. The chapter begins by discussing the
motivations driving the research into the framework, followed by system design and
implementation stages. The chapter then progresses to evaluate the behaviour and
potential of the novel framework through a series of simulations. The chapter concludes
with a performance evaluation of two simulated scenarios to which the framework may
be applied and which are likely to be encountered by real world networks in the near
future.
1.5.4 Chapter 5
Chapter 5 extends the framework introduced in chapter 4 with a Dynamic Content
Adaptation (DCA) extension able to dynamically adapt the unicast video streams
through varied quality levels based on cell feedback. Following an introduction, re-
asserting the motivation behind further work on the framework, this chapter presents
the design and details the integration of the DCA algorithm. This is first followed by
stand alone testing prior to testing and characterisation of various settings following
integration with the HUBS framework’s DSF algorithm.
1.5.5 Chapter 6
The final chapter of this thesis presents a summary of each of the contributions pre-
sented and conclusions drawn throughout the research period. The chapter ends pre-
senting future research areas of study, detailing how the work may be continued, as
well as suggesting how the work may be extended and adapted moving forward.
Chapter 2
Literature Review
2.1 Introduction
This chapter provides a background to the technology and standards on which the
contributions within this thesis were built. This is further complemented with a review
of the state of the art research literature within the field. Section 2.2 is a technical
look into the 3GPP LTE technology and standards with a focus on the scheduling and
resource allocation for unicast and broadcast services. A review of the video coding
technology and standards used within this work is carried out in Section 2.3. Section 2.5
looks, from a high level, at technology and user behaviour trends with an aim to provide
an understanding of the future of the mobile multimedia consumption and delivery field.
It is from this initial research and top down viewpoint that the problem to be addressed
is first exposed. Lastly a review and analysis of the state of the art in related work is
presented in Section 2.6.
2.2 LTE - Long Term Evolution Overview
The last two decades have presented a continued and relentless advancement of con-
sumer electronics. Processing power per square centimeter continues increasing ex-
ponentially, permitting cheaper, more power efficient, lighter and hence more mobile
devices. For the first decade, Mobile Network Operator (MNO) services were very much
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seen as means of communication, with data services more focused on business use than
entertainment. In the latter decade, this has seen a complete transformation with
the explosion in popularity of the smartphone and subsequently smart device (tablets,
cars, watches etc). Whilst still a communications device, viewed from a bandwidth
usage perspective, its primary role looks very different. Whether for work or entertain-
ment, smartphones are most often performing ”content consumption” tasks. The kind
of heavy duty data consumption once limited to a stationary desktop or cumbersome
laptop is now effortlessly exceeded by a device in the pockets of 1.91 billion people
worldwide [26]. With the internet having evolved into the content platform it is today,
technologies to deliver the vast quantities of data a modern smartphone user has come
to expect, in an increasingly populated radio spectrum space has become a considerable
challenge. Moving forward, the demands from the network have only shown signs of
increasing clearly defining a driving force and direction behind the evolution of mobile
networking technologies.
2.2.1 The Evolution of the LTE Standard
In the modern and globally connected world, the task of developing and compiling
mobile technology standards has become increasingly complex. So much so that it
has given birth to large global organisations such as 3GPP dedicated to developing
and managing the standards. Globally adopted technologies have been divided into
generations, and these generations, which bear the familiar ‘G’ prefix, form the all
important public nickname and representation for the technology within [28]. In the
1980s, the first generation or 1G radio technology carried voice calls over a purely
analogue radio signal, only using digital communications for its signalling to the tower
[38]. In 1991, the next generation, 2G introduced the first digital global mobile system.
This brought with it some major advances in security as well as data services such
as text and picture messaging [38]. Perhaps the most important benefit of all was
a significant increase in spectral efficiency afforded by digital communications which
allowed for the catering of considerably more mobile phones. As time progressed and
mobile phones increasingly grew in popularity and capability, 2G was evolved to 2.5G
and introduced support for packet data with General Packet Radio Services (GPRS)
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providing IP support. It was 3G that provided an introduction to a mobile broadband
experience with minimum transmission rates of 2Mbit/s and 348Kbit/s for stationary
/ slow walking and moving vehicle users respectively, far exceeding the 21.4Kbit/s
maximum offered by GPRS [54, 41]. This gave way to support for services such as
real-time video, paving the way for media consumption on mobile devices [44]. 3G
like its predecessors has seen continued development, 3GPP Release 6 provided High
Speed Packet Access (HSPA) and 3GPP Release 7 Evolved HSPA (HSPA+) with peak
downlink data rates of 14Mbit/s and 168Mbit/s respectively; albeit only in very good
radio conditions [61, 46]. 4G is often referred to as LTE, although it is often stated
that LTEs release 10, known as LTE-Advanced, is the real 4G step; leaving release 8
termed as 3.9G [28, 29]. Release 10 offered considerable extensions to the radio access
technology and accompanied higher data rates. Despite this commercial indecision
on naming, it should be noted that LTE and LTE-Advanced are fundamentally based
on the same technology, separated only by additional or further enhanced features. As
such, the writing henceforth will simply refer to the standard as ’LTE’, only referencing
a specific release where required.
The main downlink performance targets specified for LTE against its predecessor HSPA
in 3GPP Release 6 can be listed as [37, 65, 21]:
• A factor of 10 improvement in peak user throughput. This equates to peak rates
in excess of 100Mbps in DL for a 20MHz channel.
• Flexible bandwidth allocation allowing 1.25, 2.5, 5, 10, 15 and 20 MHz channel
bandwidth selection.
• A factor of 2-3 improvement in latency, effectively allowing for user plane delay
of <10 ms.
• A factor of 2-4 improvement in spectral efficiency equating to 5bps/Hz or higher
for downlink. With 10 users per cell assumption, edge requirements are 0.04-0.06
bps/Hz/user.
LTE-Advanced is still very much in active development with the 3GPP group confirming
the name covers release 10 onwards to 13 [2]. Completed 3GPP releases, their date and
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what are deemed to be their key features are listed in Table 2.1. A key interest in
Table 2.1, further explored in Section 2.2.2.3, is the evolution of the eMBMS provided
within the LTE 3GPP standard.
Table 2.1: 3GPP LTE releases to date with their respective key features and enhance-
ments [1, 28, 37, 68, 13, 23]
REL-8
MAR 2009
”LTE” First Release
• LTE
• Evolved Packet Core (EPC) / System Architecture Evolution (SAE)
REL-9
MAR 2010
”LTE”
• LTE Home NodeB (HNB)
• Location Services
• MBMS baseline (eMBMS)
• Multi-standard BS
REL-10
JUN 2011
”LTE-Advanced”
• Carrier Aggregation
• Enhanced DL MIMO
• UL MIMO
• Enhanced ICIC
• Relays
• eMBMS Counting
REL-11
MAR 2013
”LTE-Advanced”
• Carrier Aggregation Enhancements
• Coordinated Multi Point Operation (CoMP)
• UL Positioning
• MBMS Service Continuity Improvements
REL-12
MAR 2015
”LTE-Advanced”
• Small Cell and Heterogeneous Networks
• Multi-antennas (MIMO and Beam Forming)
• Proximity Services
• Support procedures for more diverse traffic types
Release 13, planned to be frozen in March 2016 continues to add and enhance features
to the LTE standard addressing key challenges faced by the system. Some notable
enhancements include [27]:
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• Licensed Assisted Access (LAA), allowing the use of public space spectrum to
complement the licensed spectrum in meeting downlink traffic demands.
• Carrier aggregation improvements - Expanding the original 5 carrier limit to 32
carriers in both uplink and downlink.
• Multi-Antenna enhancements including more advanced beam forming and MIMO
techniques.
• Latency Reduction techniques including Transmission Time Interval (TTI) short-
ening and reduced processing time in terminals and base stations.
Some new use cases have also been defined to allow support for new emerging technolo-
gies. The first is Machine-Type Communications (MTC), which encompasses network
connected sensors or actuators which are likely low computing power, long life battery
powered devices. The second is device to device communication, establishing abilities
such as out-of-coverage support for example allowing emergency communications when
out of range of a tower.
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2.2.2 System Architecture
The overall LTE system architecture can be broadly split into two halves, the Evolved
Packet Core (EPC) and, the RAN, both outlined and labelled along with core opera-
tional nodes in Figure 2.1. In LTE a user terminal (most likely a users mobile phone)
is referred to as a User Equipment (UE). The officially termed E-UTRAN Node B
(eNodeB), as seen in the RAN portion of Figure 2.1, is analogous to a base station;
although, unlike its traditional ancestor, the evolved version is capable of managing the
UEs in multiple cells[28, 21]. It is responsible for all radio related functions of these
cells[28].
2.2.2.1 EPC - Evolved Packet Core
The EPC performs the management and routing tasks required by a mobile broad-
band network. This includes establishing end to end connections, user authentication,
charging and policy re-enforcement [28]. With LTE having been designed from the
ground up as a purely packet based access network all packets are routed through the
EPC using the familiar IP [49]. Unlike prior mobile broadband technologies, it provides
users with an always-on connection rather than tearing down established connections
the moment a transfer is finished [21]. The EPC is made from different nodes and is
highly configurable. Figure 2.1 shows the EPC along with the essential nodes required
for the core functionality [9].
The Packet Data Network Gateway (P-GW) is the edge router connecting the EPC
to an external packet network, in the case of Figure 2.1 this is the Internet. The P-
GW is responsible for performing the Dynamic Host Configuration Protocol (DHCP)
functionality, providing each UE with an IP address. It is therefore the node which
acts as the UEs IP point of attachment. It is responsible for traffic gating and filtering
functions which are set forth by the network policies for each UE and service as well
as reporting related charging information for said service. These policies are set by the
Policy and Charging Resource Function (PCRF) node connected directly via a control
plane interface to the P-GW. The PCRF is responsible for policy and charging control,
along with considering decisions on how to handle services from a QoS perspective [37].
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Figure 2.1: The Evolved Packet Core (EPC) and Radio Access Network (RAN) ar-
chitectures shown together with key nodes. Solid and dashed lines represent user and
control plane data respectively.
The high level function of the Serving Gateway (S-GW) is to manage tunnels through
which to route and forward UE data packets. By maintaining connections to multiple
eNodeBs it can act as an anchor during handover between both eNodeBs but also other
3GPP services. The S-GW also takes responsibility for managing the data paths from
the EPC through to the RAN based on UE state. A UE in a “connected” state has
data relayed between the eNodeB and P-GW. For a UE in an “idol” state, resources at
the eNodeB are released and data is terminated at the S-GW. Should the S-GW receive
new data from the P-GW, the packets will be buffered and the Mobility Management
Entity (MME) will begin to page the destination UE. The paging should result in UE
reconnection where buffered packets can be forwarded on [37].
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The MME is the main control element in the EPC and operates solely in the control
plane, never dealing with user data. It is responsible for authentication and security
functions, registering UEs as they join. After registration the MME will request re-
source setup for a given UE within the eNodeB and select its corresponding S-GW. By
default, each UE is assigned a default bearer by the MME providing basic IP connectiv-
ity and signalling. UE mobility is also managed by the MME, keeping track of locations
of all UE devices and communicating this back to each UEs Home Subscription Server
(HSS). The HSS is essentially a database server, storing data such as subscriber profiles,
locations and permissions [37].
2.2.2.2 RAN - Radio Access Network
The RAN contains primarily one type of node, the eNodeB. Its functionality includes
Radio Resource Control (RRC) and Modulation and Coding Scheme (MCS) selection,
Admission Control, Scheduling, Enforcement of Negotiated Uplink (UL) Quality of
Service (QoS) and of most interest to this work, management of eMBMS session control
and bearer establishment [28, 37, 9]. Figure 2.1 presents an example of a typical RAN
configuration along with where and how the network interfaces with the EPC; the solid
lines represent the user plane data and the dashed lines the control plane data [37].
The functionality of the RAN can be explained in further detail through the protocol
architecture of the downlink shown in Table 2.2 [37, 28, 9].
2.2.2.3 Multimedia Broadcast Architecture
The history of mobile networks has seen very little focus on broadcast services. Given
the challenges of meeting increased bandwidth demands, this is already changing. As
seen in Figure 2.2, research interests around mobile broadcast as well as LTE Multime-
dia Broadcast Multicast Service (MBMS) have seen a rapid increase, with publications
from 2010 to 1015 four times as high as those 5 years earlier.
Although MBMS was first introduced with UMTS release 6, defined in 2003 [3] there
have been no commercial deployments of the standard. Evolved for LTE, the MBMS
standard became known as eMBMS, although conceptually existing since LTE’s initial
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introduction in Release 8 (frozen in March 2009), implementation details were not
specified until March 2010 with the freeze of release 9 [4]. Table 2.1 gives a clearer idea
of the 3GPP LTE release timeline. As with Conventional Multicast Schemes (CMS),
eMBMS facilitates synchronous transmission to multiple users through shared use of the
same radio resources. On the radio interface of the network, this is done by establishing
a Point-to-Multipoint (P-T-M) radio bearer [4].
The LTE eMBMS architecture is shown in Figure 2.3 and introduces new nodes to
the architecture presented in Figure 2.1 [4]. By comparison the flow of eMBMS data
through an LTE network is very different from unicast. Content providers will interface
with the Broadcast Multicast Service Center (BM-SC) which establishes and manages
the data flow configuration through the EPC. From here the IP stream from the BM-SC
is forwarded to the MBMS Gateway (GW) which manages the distribution of the stream
of eMBMS data packets to each participating eNodeB via IP Multicast, efficiently using
Table 2.2: RAN interface protocols and functionality [37, 28]
RRC Radio Resource Control Located within the eNodeB and only present
in the control plane to the UE. Responsible
for the radio access functionality including han-
dover between cells and UE’s signalling and data
connections.
PDCP Packet Data Conver-
gence Protocol
One per radio bearer, responsible primarily for
IP header compression, reducing the overall data
to be transmitted on the radio interface. Also
responsible for encryption and integrity protec-
tion.
RLC Radio Link Control Provides ‘radio bearers’ to the PDCP layer. Re-
sponsible for in-sequence delivery of data to
higher layers, duplicate detection, retransmis-
sion handling and segmentation.
MAC Medium Access Control Uplink and downlink scheduling functionality is
based in the MAC layer within the eNodeB.
Provides ‘logical channels’ to the RLC. Other
responsibilities include multiplexing of logical
channels and HARQ retransmission.
PHY Physical Layer Handles all physical layer functionality pre-
senting the MAC layer with ‘transport chan-
nels’. Responsibilities include coding, modula-
tion, Multiple-Input Multiple-Output (MIMO)
antenna mapping.
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the backhaul network [28]. The MBMS GW is also responsible for handling the session
control signalling of each eMBMS service which is performed via the MME that keeps
a record of UE properties, such as location, connected or idle status and is responsible
for the setup and release of resources [9].
Connected to the MME, via the control plane, is the Multicast Coordination Entity
(MCE), a key node for this research. This entity sits within the RAN and is a ‘logical’
entity, meaning it can be implemented as either a hardware node, or a software update
in the eNodeB. The responsibilities of the MCE include the radio resource management
of all eMBMS services for each of the connected eNodeBs, as well as decisions on MCS
selection and frame allocation [9].
In order to build upon these standards and architecture, an intimate understanding of
the packet data flow through the network, as well as the roles of the control nodes and
the statistics stored by each is required.
2.2.3 OFDMA - Downlink Multiple Access Scheme
Given the focus of the work in this thesis is based on the downlink channel, details of
the schemes and standards for uplink resource allocation will not be included in this
chapter. Downlink data traffic in LTE is based on the Orthogonal Frequency Division
Multiple Access (OFDMA) scheme. Conventionally, with single carrier transmission,
information is modulated onto a carrier of a given bandwidth by controlling its ampli-
tude or phase. OFDMA uses many closely spaced carriers termed sub carriers, across
the same bandwidth, modulating each of them with a far smaller data rate. The ‘or-
thogonality’ comes from spacing the carriers such that they cancel out neighbouring
carriers, producing a zero value and at this instant, sampling the carrier without the
noise from these other carriers. In LTE, the spacing between sub carriers is set at
15kHz. This is chosen to allow enough tolerance for the doppler shift of UE terminals
travelling at high velocity as well as providing leeway for imperfections with deployment
[37].
Given the nature of the OFDMA scheme, this gives access to resource control in both
the time and frequency domains without needing to leave frequency gaps between the
18 Chapter 2. Literature Review
#0 #1 #2 #8 #9
Radio Frame = 10ms
Subframe = 1ms
Subframe No.Slot = 0.5ms
Figure 2.4: Structure of Frame Type 1
carriers, enabling highly granular allocation. LTE supports both Frequency Division
Duplexing (FDD) and Time Division Duplexing (TDD) modes for downlink and uplink
allocation with frame ’type 1‘ and ‘type 2’ defined to represent each respectively [7].
The proposed work will only focus on the FDD ‘type 1’ frame structure, shown in
Figure 2.4. Each frame has a duration of 10ms and is formed of ten 1ms sub frames
that are then further split into two 0.5ms slots.
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For practicality of signalling, physical resource allocation in LTE is carried out using
a unit called the Resource Block (RB) which covers one slot, 0.5ms in time and twelve
sub-carriers, 180KHz, in frequency [7]. Since the TTI and time domain unit for LTE
scheduling is set at 1 ms, the minimum allocation unit is formed of two RBs and is
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called a Physical Resource Block (PRB). This structure is illustrated in Figure 2.5.
As the available bandwidth is increased, more schedulable RBs are made available per
time slot. Table 2.3 shows how many RBs are available per slot for each permitted
LTE transmission bandwidth. It is this granularity in both the time and frequency
domains that provides unicast its spectral efficiency edge, allowing resource blocks to
be scheduled depending on the channel conditions experienced by the UE in the current
TTI.
Table 2.3: OFDMA and Resource Block parameters in LTE
Transmission BW (MHz) 1.25 2.5 5 10 15 20
No. of Resource Blocks 6 15 25 50 75 100
Sub-Carrier Spacing 15 KHz
Sub-Carriers per RB 12
(PRB) BW 180 KHz (12*15KHz)
2.2.3.1 Modulation
LTE makes use of both amplitude and phase modulation, this allows the transmitter
to adjust the number of bits available per symbol by how many points in the 2d phase
amplitude space to include [66]. For downlink users data, LTE supports the Quadrature
Phase Shift Keying (QPSK), 16-Quadrature Amplitude Modulation (QAM) and 64-
QAM modulation methods, the constellations of which are illustrated in Figure 2.6.
From Figure 2.6, it is clear to see that the distance between points is much smaller
with higher order modulation, therefore, these are more prone to noise. Whilst QPSK
and 16-QAM are supported by all devices, 64-QAM is down to the capabilities of the
receiver.
Figure 2.6: LTE modulation constellations [37]
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2.2.4 RRM - Radio Resource Management
Within the eNodeB there are various Radio Resource Management (RRM) algorithms,
each responsible for maximising efficiency in their given domain. At the Radio Link
Control (RLC) layer are the QoS management algorithms and admission control de-
cision making algorithms which are primarily called upon during the establishment
of new data flows. In the Medium Access Control (MAC) layer and Physical Layer
(PHY) the algorithms are far more dynamic, often with processing taking place every
TTI (1ms) and as such are termed ‘fast dynamic’ algorithms. These include Hybrid
ARQ (HARQ) management, dynamic packet scheduling and link adaptation algorithms
[37, 21].
2.2.4.1 Channel Feedback
LTE defines a channel feedback reporting procedure allowing UEs to estimate and
subsequently report back to the eNodeB the channel state. This allows for informed
packet scheduling decisions within the eNodeB allowing optimum use of the frequency
resources [37]. The channel feedback procedure is more clearly illustrated in Figure 2.7.
1. eNodeB makes a 
transmission (this 
includes reference 
symbols)
2. UE makes CSI 
measurements 
3. UE reports back 
information on channel 
and link adaptation which 
it can support 
eNodeB
UE
4. eNodeB takes 
advantage of feedback to 
ensure optimal resource 
allocation parameters 
Figure 2.7: LTE Channel feedback procedure [37]
Although there are multiple types of feedback information included in the status re-
ports, the Channel Quality Indicator (CQI) is the most valuable with respect to resource
allocation. This is the indicator which gives the eNodeB the ability to select the MCS
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for a given UEs communications. This works by estimating, primarily based on the
Signal to Interference plus Noise Ratio (SINR) of the channel, the modulation and
coding rate at which the Block Error Ratio (BLER) will not exceed 10%. The BLER is
the ratio of received erroneous blocks to the total number of blocks transmitted. The
advantage behind reporting back a CQI rather than statistics is, for example, a more
advanced receiver may well have the ability to successfully process received data at a
lower SINR than a basic one. Once received, the CQI is interpreted by the eNodeB by
reference to Table 2.4 where it extracts the applicable modulation scheme and coding
rate for use with this users resource block [21].
Table 2.4: CQI Table (Table 7.2.3-1 ETSI TS 136.213) [8]
CQI index Modulation Code Rate x 1024 Bits per Symbol
0 Out of Range
1 QPSK 78 0.1523
2 QPSK 120 0.2344
3 QPSK 193 0.3770
4 QPSK 308 0.6016
5 QPSK 449 0.8770
6 QPSK 602 1.1758
7 16QAM 378 1.4766
8 16QAM 490 1.9141
9 16QAM 616 2.4063
10 64QAM 466 2.7305
11 64QAM 567 3.3223
12 64QAM 666 3.9023
13 64QAM 772 4.5234
14 64QAM 873 5.1152
15 64QAM 948 5.5547
2.2.4.2 Retransmission Modes
The retransmission modes available in the RLC along with a description of their func-
tionality and uses are listed below [10]:
Transparent Mode (TM) - In TM mode, the RLC simply acts as a transmission
buffer. It does not alter nor add headers, split or combine data in any way. TM
is usually used where the packet unit size is known beforehand.
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Unacknowledged Mode (UM) - Here, ‘unacknowledged’ means that no response
receipt of any kind, positive or otherwise is required from the second party. On
the downlink side, UM differs from TM as it will perform buffering operations,
segmentation, ordering and as a result will prefix a header. The UM is best suited
for real time services which cannot afford the delay incurred by retransmission.
Acknowledge Mode (AM) - Here, an acknowledgement is required from the sec-
ond party. Although the algorithm behind this mode is far more advanced and
intelligent, for the purposes of comparison of functionality, it is simplified here.
Much like UM, buffering and segmentation operations are performed, but copies
of transmissions are stored in a local buffer. Should acknowledgement be received
from the second party, the next data transmission will be performed. Should the
transmitter fail to receive an acknowledgement, the buffered data would be re-
transmitted. As earlier stated, the real implementation is far more advanced;
to keep overheads low, not every transmission will expect an acknowledgement.
Instead they are carefully selected. AM is most appropriate for non-realtime
services such as file downloads.
2.2.4.3 Downlink Physical, Transport and Logical Channels
LTE defines three types of channel, these are ‘Logical’, ‘Transport’ and ‘Physical’.
Logical channels map to transport channels which reside in the MAC layer, these sub-
sequently map to physical channels which reside in the PHY layer [9]. This is more
clearly illustrated in Figure 2.8 which shows the channel mappings through each channel
type. Unlike its predecessor technology, a dedicated transport channel is not available
within LTE, instead common transport channels must be shared.
A logical channel is defined by the ‘type’ of information carried [9]. Therefore, logical
channels are divided into two uses, they can be utilised for the transmission of control
information and as such are classified as ‘control’ channels, or as channels which trans-
port user data and thus classified as a ‘traffic’ channels. The set of logical channels
defined for LTE include:
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Figure 2.8: Downlink Channel Mapping [28]
Broadcast Control Channel (BCCH) - Used by the network to communicate to
all UE terminals within a cell. Before a UE is connected to the cell, it requires
some idea of how the system is configured, this information can be found on the
BCCH [28, 37].
Paging Control Channel (PCCH) - This channel is used to contact / locate a UE
terminal where the network does not know even in which cell the terminal is. For
this reason, the paging for the UE is performed in multiple cells [28, 37]..
Common Control Channel (CCCH) - Used to transfer control information to the
UE when no RRC connection exists, in its random access state, usually, for ex-
ample whilst establishing initial connection [28, 37].
Dedicated Control Channel (DCCH) - This is a dedicated channel to the UE for
control information and is usually established via the CCCH [28, 37]. Coupled
with the DTCH below, these form the most important logical channels [21].
Multicast Control Channel (MCCH) - Introduced in release 9, this channel is
currently dedicated to handling eMBMS control signalling enabling reception of
the MTCH below [28, 21].
Dedicated Traffic Channel (DTCH) - possibly the most bandwidth bearing chan-
nel, this is used for the delivery of all user data to UE terminals other than
eMBMS [28].
Multicast Traffic Channel (MTCH) - This is the eMBMS data traffic channel also
introduced in Release 9 [28, 21].
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Within the MAC layer, services are delivered to the PHY layer via assignation to
transport channels which are defined by how the information is to be transmitted
and with what characteristics [28, 9]. Data is assigned to transport channels after
being organised into units called ‘transport blocks’. Where the MIMO technique is
not implemented, only one transport block may be transmitted per TTI [9]. Each
transport block is also assigned a ‘Transport Format’ which details how the block
is to be transmitted over the air interface, including the transport block size, MCS of
transmission and antenna mapping [28, 9]. This is how LTE relays its rate control down
the physical layer and channels. LTE has the following transport channels defined:
Broadcast Channel (BCH) - Used for the transmission of BCCH system informa-
tion. As can be seen in Figure 2.8 there is a direct coupling [28, 9]. The transport
format on this channel is fixed and provided by the 3GPP specification [9].
Paging Channel (PCH) - Used for the transmission of PCCH logical channel in-
formation. Interestingly, as this is a paging channel, it supports ‘discontinuous
reception’ which allows the UE to sleep, waking periodically to receive the channel
and thus saving battery [28, 9].
Downlink Shared Channel (DL-SCH) - This is the main channel used for down-
link data transmission to UEs. The DL-SCH fully supports dynamic rate adaption
as well as time scheduling in the time and frequency domains [28, 9]. Despite ap-
pearing like an always on connection to the end user, the channel also supports
‘discontinuous reception’. In most cases there is a DL-SCH established for each
user in a cell, along with one carrying system information [28].
Multicast Channel (MCH) - Used to support eMBMS services and thus broadcast
to the entire coverage of the cell area [9]. The MCH has support for a structured
resource allocation framework further expanded on in Section 2.2.4.5.
Many details of the physical channels are out of the scope of this research but an
information overview of the relevant channels can be found in [28].
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2.2.4.4 Dynamic Packet Scheduling Strategies
The 3GPP standard defines only the RRM related to signalling leaving the Mobile
Network Operators (MNOs) to decide on which scheduling strategies to employ to
deliver user data. The design decision making process can be generally reduced to a key
design tradeoff of decision optimality versus computational complexity. Of particular
interest to this study are the popular, channel aware packet scheduling strategies widely
accepted as benchmarks by the research community. A more complete survey, along
with system level simulation results is performed by F.Capozzi et al. in [19]. This
section intends to offer a brief introduction and overview of the packet scheduling
algorithms utilised in the system level simulations within this thesis.
Scheduling of resources in LTE is performed at the RB level (introduced on page 18).
The quantity of RBs available for a given scheduling interval of 1ms is dependant on
the bandwidth allocation and is given in Table 2.3 on page 19. In order to decide
which RB, j, gets allocated to which user u, each is weighted by the given scheduling
algorithm metric mALGORITHMu,j . The user u with the highest value of m
ALGORITHM
u,j
for each RB j is assigned use of the RB for the given scheduling interval.
The most computationally lightweight scheduling algorithm utilised is named Propor-
tional Fair (PF). This is described by F.Capozzi et al. in [19] as typical trade-off between
fairness and spectral efficiency. It is formed by merging the Blind Equal Throughput
(BET) and Maximum Throughput (MT) strategies. BET is only concerned with min-
imising the difference between each users average throughput; MT on the other hand
will favour users able to achieve the maximum throughput during the current trans-
mission interval [19]. The calculation used to compute the PF metric, mPFu,j , for each
user u over RB j is shown in Equation 2.1. Here the expected data-rate to be achiev-
able by the user is calculated by multiplying the spectral efficiency γu,j by the 180kHz
bandwidth assigned to a single resource block. This in turn is divided by the average
throughput, Ru(t− 1), achieved up until the last TTI (t− 1) by user u.
mPFu,j =
(γu,j ∗ 180000)
Ru(t− 1)
(2.1)
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The Exponential Proportional Fair (EXP/PF) and Modified Largest Weighted Delay
First (M-LWDF) scheduling algorithms are well established, having originally been
developed for multimedia service delivery in single carrier applications [17]. A perfor-
mance analysis conducted by R.Basukala et al. in [17] on the deployment of EXP/PF
and M-LWDF scheduling algorithms within an LTE network show results vary with
cell loading conditions. The analysis concluded with M-LWDF maintaining the edge at
lighter loads but EXP/PF displaying greater performance gains as the load increased.
The implementation of EXP/PF employs both the characteristics of the PF function
as well as an exponential function acting upon the delay experienced by services across
the bearer [19]. This is commonly referred to as Head Of Line (HOL) delay, expressed
as DHOL,u, as it represents the difference in time between the radio frame currently at
the front of the bearer queue (i.e. the frame which is the oldest) and the current time
for user u. The full functionality of the algorithm is only applied to real-time flows such
as Voice over IP (VoIP) or video where delays must be strictly managed; non real time
flows are weighted using only the PF metric. Mathematically, the EXP/PF metric is
calculated by:
m
EXP/PF
u,j = exp
(
σu ·DHOL,u − χ
1 +
√
χ
)
· (γu,j ∗ 180000)
Ru(t− 1)
(2.2)
Where σu weights the metric to favour users with the least tolerance to packet loss, given
by an acceptable packet loss value δu and the maximum QoS defined delay threshold
τu [19]. σu is calculated as follows:
σu = − log δu
τu
(2.3)
Finally, to complete the exponential segment of the metric, χ is calculated. This
represents an average of the σu adjusted HOL delay, but across the entire number of
real time flows within the cell Nrtf . The calculation of χ is therefore given by:
χ =
1
Nrtf
Nrtf∑
u=1
σu ·DHOL,u (2.4)
The EXP/PF metric is then given by the product of the result of the exponential
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function and the PF metric.
The M-LWDF algorithm employs the same split strategy for real time and non real
time flows as EXP/PF, handling the latter using only a PF metric. The metric for real
time flows is calculated as follows:
mMLWDFu,j = σu ·DHOL,u ·
(γu,j ∗ 180000)
Ru(t− 1)
(2.5)
Once again here σu is employed to weight the HOL delay currently experienced by the
user but unlike EXP/PF, this is no longer compared to the average of the cell, nor
is it scaled with the exponential function; it is instead applied directly to the familiar
proportional fair metric.
2.2.4.5 eMBMS Resource Allocation
Both unicast and eMBMS are based on the OFDMA scheme for downlink data traffic.
Despite this, the way in which each performs allocation of resources in both the fre-
quency and time domain vary vastly. For any eNodeB that provides an eMBMS service,
certain frames are periodically allocated for the transmission of the MCH [28]. Alloca-
tions can be made in two modes, ‘oneFrame’ where a single frame is allocated each time,
or ‘fourFrame’ where allocation is in sets of 4 consecutive frames[11]. For the purposes
of this explanation, ’oneFrame’ based allocation will be assumed. Ordinarily, no dy-
namic allocation of eMBMS resources is performed, instead frame reservation is based
on the ‘radioframeAllocationPeriod’ and ‘radioframeAllocationOffset’ parameters. All
radio frames that satisfy:
SFN mod Ap = Ao (2.6)
are reserved for the eMBMS service, where SFN is the current System Frame Number
and Ap and Ao represent the chosen Allocation Period (AP) and allocation offset
respectively [11]. An example presented in Figure 2.9 more clearly illustrates this
allocation, where an offset of 2 and scheduling period of 4 are shown mapped over
time.
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Once a frame is reserved to contain eMBMS services, only six of the ten available sub
frames within can be used for the broadcast service. This is due to synchronisation
and paging that can occupy sub frames 0, 4, 5 and 9 of any LTE Type 1 frame, making
them unusable for eMBMS services[12]. In order to denote which sub frames have been
allocated within the reserved frame, a bitmap is used, each bit denoting true or false
for an eMBMS or Unicast sub frame assignment respectively. Only the sub frames
that may be allocated to eMBMS services are represented by the bitmap; therefore, a
6-bit map would represent ’oneFrame’ allocation and a 24-bit map would be utilised
for ’fourFrame’ allocation [12]. The example illustrated in Figure 2.9 uses bitmap
’110101’, therefore allocating all but sub frame numbers 3 and 7 of the allocatable
range to eMBMS. A reserved sub frame utilises the entire bandwidth allocation in the
frequency domain for its duration.
SFN eMBMS 1
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2 3 4 5 6 7 8 90
0 N
1 N
2 Y
3 N
4 N
5 N
6 Y
7 N
8 N
Sub Frame #
Scheduling 
Period  = 4
Unicast Subframe eMBMS Subframe
X
Scheduling 
Oset   = 2
Sub Frame Bitmap [6 bit] : 110 101
X X
X eMBMS Capable Subframe but not mapped so assigned to Unicast
Figure 2.9: LTE MBSFN frame & sub frame scheduling with MBSFN AP = 4
In order to decode the eMBMS data, the UE must know the allocation period and
offset parameters, bitmap and MCS chosen to transmit data. This information is
updated during each sub frame and cannot be changed until an update is sent on the
control channel. The delay between these updates is also selectable and is named the
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“MCHSchedulingPeriod”. Control channel update periods are limited to every 32,
64, 128 or 256 frames, with shorter durations adding greater signalling overhead [11].
It is the loss of the fast and dynamic ability to schedule, as well as the need for the
same transmission parameters to cater for a larger user base, that can lead to lower
spectral efficiency if there is little interest in the broadcast content.
2.2.5 QoS Support
Within LTE, the most significant parameter for defining QoS conditions is the QoS
Class Identifier (QCI). This number acts as an index to a locally stored look up table.
Each QCI refers to a Priority, Delay and Loss Rate QoS attribute. The LTE standard
defines some pre-configured classes, shown in Table 2.5, along with the bearer type
Guaranteed Bit Rate (GBR) or non-GBR and a description of the application [37].
The QoS parameters in the headers of Table 2.5 are:
Resource Type Should this particular class be established with a GBR bearer.
Priority Referred to by the packet scheduler on the radio interface to asses in which
order to prioritise the assignment of radio resources.
Delay Budget Also referred to by the packet scheduler where packets not assigned
radio resources will remain queued on the bearer incurring delay.
Loss Rate Can dictate how much error correction must be implemented via the RLC,
for example the number of re-transmissions [37].
The QCI is an 8-bit number, allowing mobile network operators 255 possible QoS
configurations [21].
Without dropping down to the detail of various implementations available, the LTE
standard facilitates data transport between parts of the system using ‘bearers’ which
can often be likened to data pipes. The Evolved Packet System (EPS) bearer is the
bi-directional pipe transferring information between the UE and P-GW with a specified
QoS [21]. EPS bearers can be assigned two classifications, GBR or non-GBR. A GBR
bearer are most suitable for real-time services such as VoIP or live video streaming.
The guarantee of bit-rate is defined as the long term average data rate, implying there
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Table 2.5: QoS parameters for QCI [37]
QCI Resource type Priority Delay budget Loss rate Example application
1 GBR 2 100ms 1e-2 VoIP
2 GBR 4 150ms 1e-3 Video Call
3 GBR 5 300ms 1e-6 Streaming
4 GBR 3 50ms 1e-3 Real time gaming
5 Non-GBR 1 100ms 1e-6 IMS signalling
6 Non-GBR 7 100ms 1e-3 Interactive gaming
7 Non-GBR 6 300ms 1e-6 Application with TCP:
8 Non-GBR 8 browsing, email, file
9 Non-GBR 9 download, etc.
is some room for instantaneous variations [21]. A non-GBR bearer is more suited for
non-realtime data services, providing no guarantees.
2.2.5.1 Admission Control
Here Admission Control (AC) functionality within LTE will be summarised only within
the scope of the research presented. Therefore implementation details outlines by the
standard will not be covered. AC functionality is responsible for granting or rejecting
requests for new EPC bearers. By assessing the level of resource usage within the
cell and priorities and QoS assignments of the currently active services in the cell, an
estimate is made on whether the QoS requirements of the new bearer can be met. If
this estimation deems the cell unable to support the new bearer at the required QoS
standards, or may be detrimental to the already existing and connected bearers within
the cell, it will reject the establishment of the new bearer.
2.2.6 Simulation Platforms Overview
The three open source simulators most widely used by the academic community for
LTE system level simulation are Vienna LTE Sim [55], NS-3 with the LENA module
[16] and LTE-Sim [64].
The Vienna LTE Simulation platform by Mehlfu¨hrer et al., presented in [55] is coded
to run in MATLAB and offers both link and system level simulation environments.
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The simulator is offered under an academic non-commercial use licence allowing mod-
ification for academic research. The drivers behind the development of the simulator
was enabling reproducible research and novel algorithm comparisons [55]. The link
level simulator focuses on investigation of channel level simulation with features to
support channel estimation, tracking, MIMO, Adaptive Modulation Coding (AMC)
and feedback techniques. The system level simulator is designed for analysis of a whole
LTE network and the effect of cell planning, scheduling or large scale interference from
multiple base stations and UEs are presented as typical use cases [55]. In the sys-
tem level simulator, the PHY layer is abstracted with the use of simplification models,
representing the essentials of the layer with accuracy but far lower complexity.
At the time of writing, NS-3 had only just introduced a module for the support of
LTE simulation and this module was largely inspired by the work in [64] by Piro et al..
Both NS-3 and the LTE module are written in C++. The implemented features at the
time were:
• Devices: UE and eNodeB
• Core RRC
• MAC queues with TM (no retransmissions) in the RLC
• Data Radio Bearers with QoS parameters
• PHY layer with RB resolution
• Outdoor channel model
• CQI management
• AMC scheme for downlink
• Support for downlink packet scheduler
LTE-Sim, presented in [64], was the first full system level open source LTE simula-
tion platform to be offered to the community of researchers in the field. Once again
the motivations behind the simulator was to offer a platform on which to not only de-
velop novel contribution but also to help with the reproducibility of results from other
research. With its release, LTE-Sim was a capable simulator, offering multi-cell and
multi-user support with both downlink and uplink scheduling. It also featured:
• User mobility modelling
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• Radio resource optimisation
• Frequency reuse techniques
• AMC functionality
• VoIP, video, infinite buffer and constant bit rate UE applications
• QoS classifier support
• Variety of Channel Realisation and propagation models
• Many pre-implemented radio resource schedulers
2.3 Video Coding
The focus of the work presented in this thesis is the development of a multimedia
content delivery network over LTE mobile networks. It is therefore imperative that
an understanding of the video coding and compression standards used to deliver the
multimedia content in question is established. This chapter reviews, at a high level,
the most widely adopted video coding standards by the Moving Picture Experts Group
(MPEG) and International Telecommunication Union (ITU) group. The technologies
within these standards are examined in more detail where relevant to the contributions
within this thesis.
2.3.1 Video Coding Fundamentals
There is strong statistical correlations between consecutive video frames as well as
within each frame. By exploiting these correlations, bandwidth saving can be achieved
with minimal loss to visual quality. Information within a frame is referred to as spatio-
temporal visual information and the coding of this is termed ‘intraframe’ coding [35].
This is where the spatial redundancies present among similar pixels within an image are
reduced with data compression techniques. Frames coded as an intraframe are often
termed an I-Frame and can be decoded independently of any other frames. Temporal
information is a reference used to describe information between consecutive frames in
a video sequence [35]. Coding using this frame to frame technique is termed ‘inter-
frame’ coding. It can be carried out using ‘interframe prediction’ techniques which can
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represent parts or all of successive frames by coding only the difference from the prior
or even successor frame. Iterframe coded frames are usually termed as a P-Frame or
B-Frame for Predictive or Bi-predictive respectfully. After the reduction of the afore-
mentioned redundancies, entropy coding is performed reducing the redundancy in the
symbols forming the encoded video [35].
For the video coding standards used in this thesis, to represent the spatio-temporal
data in a way which can be efficiently compressed it is transformed into the frequency
domain. For most natural images, at this point much of the signal energy is represented
at the lower frequencies [35]. The Human Visual System (HVS) is far less sensitive to
the fine detail, or high frequency components in an image versus the large scale features
or low frequency components which form it. For this reason, in order to perform the
lossy compression in the region which the HVS is least sensitive to, a more coarse
quantisation can be used at higher frequencies. As these frequencies are already quite
small in many images, this forces many to zero allowing even greater compression,
albeit at the cost of accurately representing the image [35]. The coarseness of the
entire quantisation process can be set by the user whilst performing video encoding.
Termed the Quantisation Parameter (QP), this forms one of the main parameters to
vary when selecting the bandwidth versus quality requirements of a video.
2.3.2 H.264/AVC Video Coding
The H.264/AVC codec, today widely accepted as the de facto coding standard for
video applications, came of a collaboration by MPEG and ITU, now formally known
as Joint Video Team (JVT) [40]. By 2010 H.264/AVC was the dominant codec in
most video coding applications including telecommunication, terrestrial and satellite
broadcasts, IP Television (IPTV) and most video over internet services including on
demand services [35].
Designed with a focus on network delivery, H.264/AVC architecture is formed of a
Network Abstraction Layer (NAL) and Video Coding Layer (VCL). The NAL formats
data, adding header information which can be read and forwarded by network trans-
portation layers. This is done by encapsulating the data in NAL units [35]. The VCL
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represents the actual video content, with H.264/AVC, each frame of video is split into
blocks of 16x16 pixels, these are termed macroblocks. From the top left to the bot-
tom right these are encoded by sampling the Luminance and Chrominance values of
the image within. These macroblocks are then grouped into what the encoder calls a
slice. Slices essentially form a group of macroblocks which may be coded and decoded
independently. This concept works to reduce the chances of error propagation which
will continue to reference macrobocks if these partitions did not exist.
2.3.2.1 Multiview Video Coding Extension
Ordinarily, if the two views of a stereoscopic 3D video are encoded separately, twice the
bandwidth will be required over the 2D video equivalent. As this concept is extended
beyond a single stereoscopic pair into a multiple viewpoint scenario, the bandwidth
requirement will be multiplied by the number of views. These concepts make wireless
transmission of multiview video at a reasonable quality infeasible [36].
Since multiview is shot by a series of cameras at different angles, they are all captur-
ing a representation of the same scene. Therefore redundancies must exist between
them and this has become a driving force for the development of a standard for the
compression of multi-view video through the exploitation of inter-view redundancies.
Multiview Video Coding (MVC) is an extension to the H.264/AVC standard which,
through prediction between views, exploits the redundancies, providing a better overall
compression ratio [36]. One of the outlined requirements of the extension was complete
backward compatibility of the video stream by non enhanced decoders.
2.3.2.2 Scalable Video Coding Extension
With myriad devices already on the market, the difference in capabilities, specifications
and feature support is extremely large. Users with high power portable devices, whom
have invested in high quality screens will desire viewing content of equally high quality.
Scalable Video Coding (SVC) is an extension to the H.264/AVC standard which allows
for the delivery of a range of video qualities in a single transmission [69]. This works
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by structuring the high quality stream such that partial bit streams can be transmitted
and decoded independently, providing video services with a lower spatial or temporal
resolution [69]. This can allow for a single device to vary the quality of its bitstream,
perhaps reducing to a lower quality where signal strength is weaker, rather than com-
pletely loosing an undeliverable full quality version. This can also be used to cater for
a variety of device capabilities, for example a tablet or large screen phone may request
the full high quality stream whereas a smaller mobile device with lower pixel count
screen may choose a lower quality stream with less spatial resolution.
2.3.3 HEVC Video Coding
Whilst the ability to easily capture Ultra High Definition (UHD) resolution content,
even on mobile devices already exists, the internet and Digital Video Broadcasting
(DVB) services are continuing to struggle at even the delivery of large amounts of High
Definition (HD) content. This encouraged and shaped the advancement of compression
standards beyond H.264/AVC to achieve even greater efficiency, eventually standardis-
ing High Efficiency Video Coding (HEVC) in 2013 [45]. This was successfully achieved
with HEVC said to offer the same perceptual video quality but at half the bit rate
of existing coding standards [34]. Two areas of particular focus were identified in the
development of HEVC above and beyond the existing application areas of H.264/AVC,
these are higher resolution video and the use of parallel processing architectures [34].
An overview of the HEVC codec and its advances over H.264/AVC is presented by
Gary J. Sullivan et al. in [34].
2.4 Dynamic Adaptive Video Streaming
The development of adaptive bitrate streaming concepts has also been driven in recent
years by the ever broadening range of devices on which the same multimedia is to be
consumed [73]. Therefore, adaptive video streaming, by the nature of its development,
has highly flexible configuration options. Conceptually, a top down look at a typical
dynamic adaptive streaming implementation may appear as follows:
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• A content provider will produce either several parallel independent live streams
of increasing quality, or, take an SVC approach where a single encoder is used
and the various quality bitrates can be extracted and decoded individually (For
non-live content, this will simply be a series of pre-encoded files).
• The content provider will also make available a ‘Manifest File’ which identifies
which streams are available and details of where they are located.
• At regular and defined intervals, a feedback mechanism, ordinarily on the client
side, can relay information back to the server by way of requesting a particular
quality ‘segment’ at a given time. This could be due to the clients signal quality,
bandwidth limitations, buffer status, or perhaps CPU usage to define a devices
processing limitations.
At the time of writing, the most utilized commercial adaptive streaming technologies are
largely closed platform implementations, metaphorically ‘siloed’ to their given provider.
It is becoming understood that in this situation market growth potential is hindered.
By unifying these implementations, providing a standard whereby content and services
can, on a single platform operate between a multitude of devices, from UHDTVs down
to tablets and mobile phones can the full market potential be unlocked [73, 50].
This is the area where the development of MPEG Dynamic Adaptive Streaming over
HTTP (DASH) is positioned to offer maximal impact. Hypertext Transfer Protocol
(HTTP) streaming has become an increasingly efficient protocol with which to transmit
video. It is a protocol which is implemented by nearly all of the internet infrastructure
and as such end to end delivery has already been streamlined. From content delivery
servers, regional caching through to internet security implementations, HTTP is sup-
ported [73, 50]. Furthermore, an important point to note is that the DASH standard
is codec agnostic.
In LTE Release 10, 3GPP released its own compatible MPEG DASH profile which
was named 3GPP DASH [6]. An overview of 3GPP DASH in a unicast communication
scenario is shown in Figure 2.10 [50]. The UE makes a request for given media segments
at a given time, each of which have a given bandwidth and therefore quality property.
Each of the segments are compatible such that they can create a continuous audiovisual
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Figure 2.10: 3GPP DASH overview [50]
stream at the receiver side no matter which quality segment is received. The 3GPP
eMBMS standard also defines the delivery of multimedia using the DASH standard. In
this case there is no dynamic requesting of the media segments, the manifest file simply
contains a single quality representation and the end user receives all the segments being
transmitted over the broadcast service [50].
2.5 Mobile Interactive Multimedia Delivery and Consump-
tion Paradigm
Within this section, a high level analysis of mobile traffic forecasts and technology
trends is presented with a focus on mobile multimedia delivery and demands. This
is compared with advances in technology and the trends observed going forward in
multimedia consumption. Combined, these present a view of the future mobile media
consumption platform and expose potential issues which may come to fruition. It is
this analysis which served to formulate the basis of the problem tackled in this thesis
as well as refine the approach to a solution.
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Mobile data traffic is expected to increase nearly 11-fold between 2013 and 2018, with
video data forecast to account for 70% of this [20]. Industry analysts forecast that by
2018, network capacity will be exceeded several times daily, resulting in loss of service
for users [39]. From a hardware perspective, larger and higher resolution screens, greater
processing power and reduced cost of smart phone and tablet devices are all thought to
be contributing factors to the greater content and quality demand from the network[51].
2.5.1 Multimedia Creation and Consumption Research Trends
To fully address the issues increased demand will present to mobile networks, of great
importance is an understanding of how, in a very literal sense, user behaviour is chang-
ing. This may be otherwise presented as a question to a future mobile media user as:
“Where, when and how would you consume multimedia on a daily basis?”. One exam-
ple is the increase of media multi-tasking, named ’media meshing’, emerging as a result
of the ownership of lightweight, internet connected devices [63]. With already more
than one in ten adults (16%) in the uk owning a tablet [62], the concepts of second
screen viewing; where a user has a ’companion device’ displaying synchronised content
with their primary viewing has become a logical next step for media consumption. In
a mobile environment, this would not only create additional and sizeable bandwidth
requirements, but also require tight Quality of Service (QoS) conditions in order to
keep the streams to each device synchronised.
Observable trends show content creators and broadcasters are diverging from tradi-
tional single stream offerings, increasingly providing individual users greater choice to
personalise the way in which they consume content. These enhanced offerings open
up additional revenue streams for mobile operators and content creators who can offer
’premium services’ to subscribers, thereby enhancing a live broadcast event. Exam-
ple applications include, UHDTV, 3D Television, FVT and Multi/Companion Screen
viewing.
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2.5.1.1 Mobile Data Delivery Research Trends
Right up to the link level, the gap between Spectral Efficiency (SE) and its theoretical
limits are closing (eg coding, modulation). In the link level arena, this has placed
the onus on MIMO technology to extend both the theoretical and practical limits by
creating additional, parallel channels [56]. The other, already widely saturated area of
study is spectrum reuse, which the LTE standard supports throughout. This allows for
easier deployment of micro, pico and femto cells of approximate radii; 300m, 100m and
25m respectively in order to further broaden channel bandwidth offerings within dense
environments of higher demand [60].
With LTE and subsequently Long Term Evolution Advanced (LTE-A) already having
being adopted as the next standard in mobile communication, the aforementioned rev-
elations of a data tsunami have begun to place the multimedia broadcast abilities of
these standards in a pivotal role [53]. Maintaining network accessibility during peak
times will become a key focus of all MNOs [51]. According to research carried out by
leading industry analyst iGR, LTE broadcast can oﬄoad 12.5% of video traffic data
from overall unicast services, rising up to 15% during the most critical peak hours [39].
As it stands, MNOs must manually predict, in advance, whether a given stream should
be broadcast [39, 67]. Without adequate user interest, a broadcast rather than unicast
stream will needlessly occupy excess bandwidth. In order to use broadcast services
most effectively, decision making should take place intelligently and on the fly. This
said, this decision making proves a difficult problem, even more so when interactivity
and future advances in technology begin to empower users with a choice of multiple
streams and methods of consumption for even a single event.
Generally speaking, much of the research effort on eMBMS has been centered around
SE. Reduced SE of eMBMS versus unicast transmission is primarily caused by a prop-
erty all broadcast systems suffer from: Performance limits are based on the UE with
the weakest radio channel quality [75]. The channel quality dictates which MCS can be
used without resulting in excessively erroneous reception. A weaker channel will call
for a more robust MCS selection, with greater coding and lower order modulation. This
will come at the cost of reduced data transmission and therefore reduced SE. In LTE,
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by default, once an MCS is chosen it remains for the duration of the eMBMS session.
It is therefore chosen independently of the current distribution of users within the cell,
instead, the consideration that any new users may appear within the cell during the
broadcast is made. Therefore any MCS chosen will ensure robust coverage across the
entirety of the cell, including more interference prone cell edges. To mitigate the loss
this causes, work in [75] proposed the use of fast AMC based on feedback from UEs
for a more informed selection of MCS. The authors also explored the use of HARQ
feedback for error recovery. Simulations showed gains in UE throughput of up to 25%
and 70% for fast AMC and HARQ respectively. More recently, an adaptive resource
allocation policy for multicast is proposed in [14], where Araniti et al. group users
requesting multicast services into subgroups by utilising an optimisation problem ap-
proach. Following this, AMC is applied accordingly on a subgroup basis, successfully
recovering some of the multi-user diversity gains lost through CMS.
The other key variable that can influence channel quality is transmission power. In [47],
the authors use unicast CQI feedback mechanism to determine power saving adjust-
ments for a group of UEs subscribed to the same eMBMS content. Although these are
significant gains, the benefits presented by systems with group channel quality feedback
tend to diminish at an increasing rate as user numbers increase, an effect that can be
clearly seen in [75].
Mobile media consumption and the associated demand it presents for mobile network
bandwidth has also placed increasing pressure on the spectrum resources assigned to
traditional Digital Television (DTV) services[74]. Given the forecast data trends, re-
search in the delivery of future broadcast television over cellular networks has recently
gained traction. Walker et al. in [74] identifies that ”traffic growth is far exceeding the
growth in available bandwidth”. Furthermore, rather than directly targeting bandwidth
from DTV, the paper presents intuitive methods to share bandwidth, thus providing
a greater aggregate efficiency between the two services. Perhaps most interestingly,
analysis in [74] shows LTE broadcast services fair considerably better in dense urban
environments than less dense suburban. Furthermore, it is shown that for two users
of common content in a suburban deployment, unicast services at 2 GHz will deliver
the content with greater SE, whereas, at UHF (700 MHz) and 850 MHz frequencies,
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broadcast is more spectrally efficient for the same environment. This is put down to
the improved propagation characteristics of the signals at lower frequencies when pre-
sented with the larger Inter-Site Distance (ISD) of cells in a suburban cell deployment.
In [22], Crussire et al. describe the results of previous attempts at proposing “pure
broadcast solutions to the mobile ecosystem” as being “vain”. The paper continues
to present some lessons learnt from these previous attempts: non-3GPP chipsets are
unlikely to be embedded in devices without having mobile vendors in the loop from
day one, cost issues prevent deployment and management of a second network and new
services should be offered to properly assess interest in a new broadcast solution. The
paper concludes presenting a common physical layer based on eMBMS and DVB-T2
standards [30].
An interesting case study on DTV distribution over cellular networks is carried out in
[70]. Here, Shi et al. carried out analysis on a hypothetical ”CellTV” network, operat-
ing in the 470-790 MHz spectrum to provide services to rural and urban areas in Sweden
in the year 2020. The study accounted for both viewing patterns and expected advances
in technology. The ”CellTV” network could make use of both unicast and broadcast
capabilities, and, for broadcast employing an approach using layered Multicast Broad-
cast Single Frequency Networks (MBSFN)[5]. Smaller MBSFN networks distributed
regional content and larger MBSFN networks distribute non regional programming.
Both broadcast and unicast distribution method were included in the analysis, simply
where unpopular content would be transmitted using unicast radio bearers. For broad-
cast only, the paper presented only limited saving in required bandwidth over DTV in
rural environments with ISDs of 12km or less. In urban environments where ISDs are
1.5km or less, savings of up to 160 MHz are shown, although, these figures are for fixed
antennas and rely on “reasonably optimistic assumptions”. The study concluded that,
with shifted TV consumption patterns, “CellTV can be beneficial”.
2.6 Related Work
The idea of hybrid use of unicast and eMBMS services has also been explored in mul-
tiple forms. Albeit a different hybrid approach to the work proposed, Monserrat et al.
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in [58] use eMBMS services for unidirectional file delivery to multiple users. By provid-
ing a “post-delivery repair phase”, any user unable to decode the file after broadcast
transmission were successfully able to perform recovery via a Point-to-Point (P-T-P)
bearer.
More closely related, recent work in [33] uses a Joint Multicast/Unicast Scheduling
strategy to overcome the aforementioned limitation of CMS catering for channel condi-
tions of all users requiring service. Here, de la Fuente et al. performed an assessment
at each LTE frame to establish on a compromise between the multicast and unicast
groups. The result of this assessment then dictates the allocation of resources to, and
the MCS selection for, multicast services. The remaining resources are allocated back
to the unicast scheduler.
Work in [15], although targeted more generally at OFDMA networks rather than di-
rectly to LTE networks, presents an interesting concept; grouping broadcast users based
on their channel conditions and delivering to each group with a suitable MCS. This
mitigates many of the efficiency losses introduced by selecting MCS to cover the entire
cell or simply serving the broadcast stream at the MCS required by the weakest cell
user.
Chapter 3
Open Source LTE eMBMS
cellular simulation platform
This chapter presents the development of an open source LTE eMBMS simulation
platform. To begin the motivation of this work and what novelties it can contribute to
both the authors research as well as research in the field are introduced. A review of
the open source platforms on which to build this expansion is also performed, looking
at the merits and demerits of the most feature rich LTE simulators available at the time
of writing. After defining what is required from the extended platform on completion, a
proposed design is outlined based on the chosen simulation platforms architecture. The
implementation details of the design are outlined in the following which also provides
details of the developed simulation management and results extraction and calculation
tools and methodologies. Lastly the enhanced platform is validated and characterised,
working from simulations run on an unmodified copy of the simulator along with a
fundamental analysis of the results.
3.1 Introduction
Through review of both research and industry data on the field, an understanding of
the requirements from a future mobile cellular network, from a multimedia perspective,
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become clear. Enhancement of the mobile viewing experience, certainly for live broad-
cast, will come through the delivery of multiple simultaneous streams to each single
end user. Current examples where multi stream delivery is required or highly beneficial
over single stream offerings include High Definition Television (HDTV), UHDTV, 3D
Television, FVT and Multi/Companion Screen viewing. Furthermore, it was also clear
that, for popular content, the most efficient method of delivery to mobile users is a
broadcast via eMBMS. Given the variability of device abilities and personal preference,
the enhancement offerings are likely to be numerous, and thus individually far less
popular. This further refines the investigation criteria to a hybrid use of unicast and
eMBMS.
3.1.1 Motivation
An extensive literature review defined in Section 2 refined the area for investigation to
this point but was insufficient to draw further conclusions. This was due to a distinct
lack of data on which any analysis could be performed. The majority of the relevant
academic publications reviewed for this research do not state the simulation platform
utilised nor provide sufficient information to reproduce the simulations in full. The next
logical step involved gathering data to understand the dynamics of delivering multi
stream multimedia, in a live scenario, over hybrid unicast and broadcast LTE channels.
This would require the use of a system level simulator where scenarios resembling the
future use cases outlined above could be established and an analysis of the results
performed.
It quickly became clear whilst researching LTE simulation platforms in Section 2.2.6,
that no open source system level LTE simulator supporting LTE eMBMS features
was available. In order to gather the data required to develop an understanding of
the possible issues presented by the problem area defined above, a simulation platform
would have to be developed. Further to this, the simulation platform should be designed
in such a way that it can be released to the community, allowing reproduction of the
results in this thesis as well as the possibility of becoming a reference tool for the
development of research in the field. Its features must therefore remain compliant
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with 3GPP LTE standards and be implemented in such a way as to be positioned
correctly within the system architecture, sourcing and sinking information from the
correct nodes.
Following careful consideration, the decision was made to extend the functionality of
an existing system level simulator. This will result in extensions and modifications
throughout the chosen simulation platform, building upon functionality in each layer
from end to end. It will also require the establishment of the MCE logical control
entity required for eMBMS transmission along with the implementation of standards
compliant resource and channel allocation algorithms. Therefore, the choice of platform
on which to develop would feature a structure which lends itself well to the addition of
the aforementioned changes.
3.1.2 Selecting a Simulation Platform
The C++ base of NS-3 and LTE-Sim would offer wider platform support and greater
customisation potential over the MATLAB based Vienna LTE Sim. Looking more
closely at these two C++ simulators, NS-3 is a large and complex simulation platform,
offering many modules and subsequently a very large code base. Given the network
simulation background of NS-3, much of the additional features offered by this com-
plexity are at the IP backhaul infrastructure level. Additionally, at the time, the LTE
module for NS-3 had only recently been released and lacked features when compared
to LTE-Sim. As a stand alone system level simulator, LTE-Sim’s implementation re-
spected the layered approach of the LTE standard clearly and concisely. Furthermore,
it is highly modular and makes extensive use of the object-oriented and polymorphic
abilities of the c++ language. LTE-Sim has received continual support and updates
from the team at Politecnico di Bari and continues to attract an active and engag-
ing community of researchers. Therefore, after extensive research, including testing
and an extensive code review of both NS-3 and LTE-Sim, LTE-Sim was chosen as the
simulation platform on which to implement the eMBMS extension.
46 Chapter 3. Open Source LTE eMBMS cellular simulation platform
3.2 Proposed Design
To begin the design process, the requirements from the simulation platform are first
outlined. All components on this list will be designed with extendability in mind
so as to suite the exploration of tangents presented by the experimental nature of
research. This not only outlines extensions for the implementation of eMBMS, but
also enhancements to support the proposed multimedia applications, such as dynamic
adaptive video streaming. For continuity and clarity of the object oriented structure,
the C++ Class::Function() notation will be used to define a Function() defined within
a given Class.
3.2.1 Summary of initial design requirements
The initial design requirements were defined as follows:
• Establish a new Multicast Coordination Entity (MCE) node as a central man-
agement entity for eMBMS services, responsible for:
Resource Allocation: Performing resource allocation between broadcast and
unicast services. Adhering to the 3GPP standard for the allocation of the
shared downlink resources.
Resource Scheduling: Should multiple broadcast services exist simultaneously
on a single eMBMS bearer, provide a platform on which users can define how
these can be scheduled. Provide at least a single basic default scheduling
algorithm.
Modulation and Coding: Definition of MCS for each broadcast channel. Static
by default but keep ability for dynamic variation.
Subscription Management: Management of the eMBMS groups to which UEs
interested in broadcast reception are subscribed.
Base Station Management: Define eNodeB eMBMS participation for correct
allocation of resources to only these base stations.
• A method by which users may subscribe and unsubscribe from receiving broad-
cast transmissions. Membership status would need to be managed and tracked
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through the simulation.
• Establish a P-T-M flow at the application layer, allowing an application to deliver
packets to a multicast group ID as a destination , rather than a single UEs IP.
• Carry this P-T-M flow from the application layer through to the PHY layer for
transmission, defining a P-T-M radio bearer in the MAC.
• Expanding the PHY functionality to correctly deliver packet burst transmissions
from the eNodeB to each UE with the application of the relevant loss models.
• Provide updated trace outputs throughout the simulator which conform to the
current trace implementation. These must have the ability to track data packets
as they traverse each layer.
• A video ‘trace based’ broadcast application, allowing the delivery of a single
reconstructed video stream to serve the eMBMS subscribers.
• A dedicated sink application to receive this data from the eMBMS radio bearer
and ensure it is generated and destroyed as appropriate on subscribed and un-
subscribed users.
• A trace based application and sink capable of DASH style dynamic adaptive
content adaptation based on a defined algorithm and feedback.
3.2.2 Defining Simulation Scenarios
At the centre of a simulation in LTE-Sim is the scenario definition. This is a C++
header file which is called upon by the main program. Here, the many variables and
settings required when establishing a system level scenario are defined along with in-
stances of each component required for both the core simulation platform and the user
designed scenario. The scenario file must instantiate the four main components of the
LTE simulator:
• Simulator
• Network Manager
• Flows Manager
• Frame Manager
Each of these is responsible for handling the correct and compliant running of the
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simulator as well as management of the cell, eNodeB and UE network objects which
form the simulation scenario. Also defined and instantiated in the scenario file are
the applications. Each application has a source and destination set as well as QoS
parameters and a flow start and stop time. Lastly, after defining the running length of
the scenario, the scenario file makes a call to the ‘Simulator’ component defined above
to transition the simulation into a running state.
A user will approach the simulator with a single, or even a series of simulation scenarios
in mind. In keeping with the existing simulator, this is where the user interface of the
enhancements will exist, allowing for eMBMS services to be both implemented and
configured for a given simulation scenario. Therefore, functions must be provided by
each new node or object implemented to allow their configuration.
3.2.3 Design of the MCE node
Considering its central role in the management of LTE broadcast services, the starting
point for design is the MCE. Taking the design requirements in the order presented
above, the first is resource allocation.
3.2.3.1 Frame and Sub Frame Resource Allocation
The LTE eMBMS resource allocation process as defined by 3GPP is detailed in Sec-
tion 2.2.4.5 and will be utilised to form the design guidelines.
Figure 3.1: Sub frame Configuration as defined by 3GPP [12]
Figure 3.1 is an excerpt from the 3GPP protocol definition documentation and outlines
the configuration variables the MCE node will need to maintain for compliant resource
allocation, these are:
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Radio Frame Allocation Period defining the distance, in frames, between the al-
location of eMBMS enabled frames. This can be otherwise defined as the period
of eMBMS frame allocation. The value of this variable can be defined as 1, 2, 4,
8, 16 or 32 frames.
Radio Frame Allocation Offset which defines the offset, in frames, of the above
defined allocation. This will essentially allow shifting of the allocation for this
eMBMS service and may be useful where multiple services are to be defined.
Four Frame Allocation Map enabled flag is a boolean value which denotes the
allocation mode selected. This is further explained below.
Sub Frame Bitmap is either 6 or 24 bits in length based on the selection of a single
or four frame allocation mode respectively.
In order to set the radio frame allocation, and allocation offset, functions will need to
exist which can be called from the scenario file. This will also need to include bounds
checking as the specification defines limits to the settings available. The same access
from the scenario file is required for configuring the allocation mode and setting the
sub frame bitmap are also required.
Once the variables are configured, a mechanism to enact the allocation of the radio
frames and sub frames is required. To ensure continuity a look at the mechanisms used
for the allocation of unicast resources forms a good starting point to implementation.
Figure 3.2 shows the call chain, in block diagram form, of both the existing mechanism
as well as the proposed enhancements described below. This diagram is simplified for
clarity, omitting steps irrelevant to this explanation, but, the causality of each call
remains the same. For a unicast frame, when the simulation is started, the frame man-
ager calls its Start() function, this will in turn, schedule for the Start of a frame to be
inserted into the simulation calendar with a call to the FrameManager::StartFrame()
function also within the frame manager class. Using the same technique of schedul-
ing a call within the simulation calendar, the FrameManager::StartFrame() function
will call the FrameManager::Startsubframe() function. After performing some variable
updates, the sub frame function will go on to begin resource allocation with a call to
the FrameManager::ResourceAllocation() function. Given their differences in resource
allocation, the frame manager then established whether FDD or TDD is in use, here
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FRAMEMANAGER::
Start()
FRAMEMANAGER::
StartFrame()
FRAMEMANAGER::
StartSubFrame()
Via Calendar T=0.0
Via Calendar T=0.0
FRAMEMANAGER::
ResourceAllocation()
Frequency 
Division Duplexing
Mode
True FOR(each eNodeB)
END FOR
False
TDD Scheduling
(Not Covered Here)
CALENDAR::InsertEvent(
When: 0.0 (Now)
What: RBAllocation()
Where: eNodeB )
MCE::
isEMBMSFrame()
False
True
CALENDAR::InsertEvent(
When: 0.0 (Now)
What:  EMBMSRBAllocation()
Where: MCE
MCE::
isEMBMSSubFrame() True
 Key:
Original Simulator Call 
Replaced Simulator Call 
New Simulator Call 
New AdditionExisting
Figure 3.2: Simplified frame and sub frame call chain for resource allocation showing
both the original simulator and proposed enhancement
and for the remainder of this work, FDD is assumed. Now, the frame manager calls
upon each eNodeB within the simulation and inserts into the simulation calendar an
immediate call to each to perform resource block allocation with the RBAllocation()
function.
The design proposed adds some additional logic to the FrameManager::Startsubframe()
function which checks if the current frame is reserved for eMBMS allocation with the
MCE::isEMBMFrame() function. This function will retrieve the current frame number
from the frame manager and return a true or a false condition where true indicates
the frame is reserved for eMBMS services, its operation is described further below and
illustrated in Figure 3.3. Should the condition return true, a subsequent call to the
MCE::isEMBMSsubframe() function, illustrated in Figure 3.4 will be made. This time
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the function will retrieve the current sub frame number, once again from the frame
manager object and return true if the current sub frame has been allocated within the
sub frame map. Should either of these functions return false, unicast allocation will be
performed as described above. Should they both return true, the frame manager will,
in keeping with the simulator designers choices, schedule within the simulation calen-
dar an immediate call to an MCE::EMBMSRBAllocation(). This function, explored
further below, will be responsible for making the eMBMS resource allocation across
the subscribed eNodeBs. In summary, where an eMBMS frame and sub frame are en-
countered, rather than cycle through the eNodeBs and perform resource allocation, the
simulator will request the MCE perform the broadcast allocation on the subscribing
nodes.
In order to establish the allocation of frames and sub frames as defined in the 3GPP
136.443 technical specification, the proposed design establishes two functions to be in-
cluded in the MCE class definition. These functions rely on the variables defined above
to return true or false values to the frame manager based on the user configuration for
the given scenario [12]. The first of these functions establishes whether the current sys-
tem frame is scheduled to include eMBMS services and the proposed design is illustrated
in Figure 3.3. On making a call to MCE::isEMBMSFrame(), the function will retrieve
the current frame number by calling the public FRAMEMANAGER::GetNbFrames()
function already present within the frame manager class allowing the function to be
called from anywhere in the simulation. Once the current frame number is retrieved
and assigned to the ‘SFN’ variable, the function checks whether the current user defined
Allocation Period or ‘AP’ and Allocation Offset or ‘AO’ variables satisfy the equation:
SFN mod AP = AO (3.1)
This equation is first introduced in Section 2.2.4.5 where more detailed information is
available. If this equation is satisfied, the current frame can be defined as an eMBMS
frame so the function may return true. In this instance, before the function returns
true, it will make a note of the current SFN into a variable named ‘4FrameHit’. This
is for use in the case that the four frame map allocation mode is enabled, meaning
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SFN mod AP == AO
 Variables:
4FrameHit = SFN
TRUE
  MCE::isEMBMSFrame()
Return TRUE
4Frame 
FALSE
SFN < (4FrameHit + 4)
TRUE
TRUE
Return FALSEInteger SFN = System Frame Number
Integer AP = Radio Frame Allocation Period
Integer AO = Radio Frame Allocation Offset
Boolean 4Frame = Four Frame Allocation  
Map enabled flag
Integer 4FrameMapCounter = A counter for 
which frame of the four frame 
reservation is to be processed
SFN = 
FRAMEMANAGER::GetNbFrames()
4frameMapCounter = 0
Increment 4frameMapCounter
4frameMapCounter = 0
FALSE
Figure 3.3: Logic flow chart of proposed eMBMS frame allocation function. Assignment
of variables based on parameters specified by 3GPP 136.443 technical specification [12].
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that the 3 frames following the first are also to be classed as eMBMS schedulable. Also
for the four frame allocation mode, the variable ‘4FrameMapCounter’ will be defined
which will keep track of which frame in the sequential 4 the simulator is in. This could
be deduced from the ‘4FrameHit’ variable, but is kept as a counter due to functionality
required in the allocation of sub frames described below. In the case that Equation 3.1
is not satisfied, the function will check whether four frame mode is enabled. If four
frame mode is not enabled, this is not an eMBMS frame and false is therefore returned.
Should four frame mode be enabled, the function determines whether the current frame
is less that or equal to the ‘4FrameHit’ variable plus three frames. If false, false is
returned, if true, this is one of the four frame allocation and true is returned following
the incrementing of the ‘4FrameMapCounter’ by one.
Should the MCE::isEMBMSFrame() return true, the simulator then needs to calculate
whether the current sub frame is eMBMS schedulable. As described above, this is
established with a call to the MCE::isEMBMSSubFrame() function, the logic flow chart
of which is illustrated in Figure 3.4. The first step within the function is a call to the
frame manager class to populate the the current sub frame variable ‘SubFrameNo’ with
the pre-existing FRAMEMANAGER::GetNbSubFrames() function. Once again with
reference to the technical specification, described in Section 2.2.4.5 [11], only certain
sub frames may be allocated to eMBMS services. The first condition check established
whether the current sub frame is eMBMS schedulable (i.e. is one of 1, 2, 3, 6, 7,
8), or if it is not (i.e. 0, 4, 5, 9), then a false value is returned and unicast resource
allocation is performed. If the sub frame is schedulable, the next step is to check the
scenario defined sub frame allocation map, retrieving the bit in the map relevant to
the current sub frame. The 3GPP specification states only 6 of available 10 sub frames
may ever be allocated to eMBMS due to timing and control reservations. Furthermore,
in four frame allocation mode this is continued, resulting in 24 of the available 40 total
sub frames allocatable. In the design, the bitmap was allocated to variable named
‘eMBMSbitMap’, a vector of 24 single bits large enough for the four frame map. For
single frame allocation, only the first 6 bits of the vector will be used, mapped directly
to the allocatable sub frames (i.e. bit 0 to sub frame 1, bit 1 to sub frame 2 etc..).
Programmatically, it is more logical to treat the first 3 allocatable sub frames (i.e.
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SubFrameNo
 == 0 or 4 or 5 or 9
TRUE
  MCE::isEMBMSSubFrame()
Return FALSE
SubFrameNo
== 1 or 2 or 3
FALSE
SubFrameNo = 
FRAMEMANAGER::GetNbSubFrames()
Int index = 
SubFrameNo + (4frameMapCounter * 6) - 1
TRUE
Return eMBMSbitMap[index] 
(I.e. return value at  index  
position of bit map)
index
SubFrameNo
== 6 or 7 or 8FALSE
Int index = 
SubFrameNo + (4frameMapCounter * 6) - 3
TRUE
index
Throw Error & Halt 
Simulation
FALSE
 Variables:
Integer SubFrameNo = Sub Frame Number
Integer index = The location of the bit of interest within the eMBMS bit map.
Bitset<24>  eMBMSbitMap = a vector of 24 single bits each representing a sub frame. A true 
(1) value implies reservation for eMBMS services, a false (0) reservation for unicast.
Figure 3.4: Proposed eMBMS sub frame allocation function Logic flow chart. Assign-
ment of variables based on parameters specified by 3GPP 136.443 technical specification
[12].
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1, 2 or 3) and the latter 3 (i.e. 7, 7 or 8) separately since they are two consecutive
groups. Here two simple equations can be used to deal with both single and four frame
allocation modes:
index = SubFrameNo− 1 + (4frameMapCounter ∗ 6) (3.2)
and:
index = SubFrameNo− 3 + (4frameMapCounter ∗ 6) (3.3)
where the index value directly relates to the bit representing the current sub frame
within the ‘eMBMSbitMap’ vector array and the ‘4frameMapCounter’ variable is de-
fined within the MCE class and is updated by the MCE::isEMBMFrame() function as
described above. Unless four frame mode is enabled, the value of ‘4frameMapCounter’
will remain at zero, meaning only the first 6 bits (i.e. 0-5) of the ‘eMBMSbitMap’ will
be accessed. When four frame mode is enabled, the ‘4frameMapCounter’ will act to
shift the index along the ‘eMBMSbitMap’ vector according to the which frame within
the four frame sequence the simulation is currently in.
3.2.3.2 Resource Scheduling and MCS
Once a sub frame is assigned to either unicast or broadcast services a call must be made
to begin resource scheduling. The decision of which physical resources are mapped to
which bearer and ultimately UE are determined by the resource scheduling (or resource
allocation) algorithm. This algorithm remains undefined by the 3GPP LTE technical
specifications and is the choice of the MNO. There are various schools of thought
when it comes to the selection of resource scheduling algorithms, some may focus on
fairness amongst UEs and others choose to optimise for maximum spectral efficiency. To
facilitate the chosen algorithms decision making and most efficiently utilise the physical
resources available, as well as respect and maintain QoS and GBR conditions, many of
the resource scheduling algorithms require an understanding of the conditions within
the cell and network. This includes feedback on each UEs channel conditions, in the
form of CQI reports (as discussed in Section 2.2.4.1) and subsequently the throughput
and efficiency each user channel is capable of, the status of data queues as well as how
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much the bearer in question has already transmitted. The simulator must therefore
perform a number of functions to prepare this data for availability to the resource
scheduling algorithm. The creators of the original LTE-Sim platform placed a particular
focus on the support of resource scheduling algorithm development. In order to provide
the research community with a similar platform on which these algorithms may be
developed and tested for broadcast services, this functionality must be extended for the
broadcast resource scheduling also. Once again, to keep development of the simulator
uniform, this design is modelled from the unicast resource allocation implementation.
This process of resource assignation is triggered via a calendar event created by the
frame manager class where a call is made to eNodeB::RBAllocation() for unicast or eN-
odeB::EMBMSRBAllocation() for broadcast, as shown in Figure 3.2. A call to either of
these functions triggers a series of events leading to the allocation of physical resources
to any bearers with data to transmit. For unicast scheduling, this is managed by the eN-
odeB which retrieves the selected downlink packet scheduler class and calls the function
DownlinkPacketScheduler::DoSchedule(). On the broadcast side, the proposed design
sees a call to the MCE where infrastructure is in place to support the resource allocation
algorithm to be used for eMBMS services. To keep the continuity in the simulator de-
sign this is also named EMBMSPacketScheduler::DoSchedule() and exists within a new
class for eMBMS packet schedulers. The logic flow charts of both the existing unicast
and proposed broadcast DoSchedule() functions are shown in Figure 3.5 illustrating
the functions required to run before resource allocation may begin. The first function
called, DownlinkPacketScheduler:: UpdateAverageTransmissionRate() for unicast or
EMBMSPacketScheduler:: UpdateAverageTransmissionRate() for broadcast, is identi-
cal. This is because this function cycles through all active radio bearers and requests
an update to each of their statistics via a call to RadioBearer:: UpdateAverageTrans-
missionRate(). Instead of having a separate radio bearer class redesigned for broadcast,
the existing bearer was instead enhanced to support the concept of P-T-M. The average
transmission rate within a P-T-M defined bearer is therefore handled with the existing
moving average function in the class which employs the moving average equation:
R′(t+ 1) = (0.8 ·R′(t)) + (0.2 ·R(t)) (3.4)
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Where R(t) is the data rate calculated at time t.
DownlinkPacketScheduler::DoSchedule()
UpdateAverageTransmissionRate()
SelectFlowsToSchedule()
GetFlowsToSchedule ()->size() != 0
RBsAllocation()
StopSchedule()
TRUE
FALSE
EMBMSPacketScheduler::DoSchedule()
UpdateAverageTransmissionRate()
SelectFlowsToSchedule()
GetFlowsToSchedule ()->size() != 0
RBsAllocation()
StopSchedule()
TRUE
CheckForMBMSDLDropPackets()
FALSE
(A) (B)
Figure 3.5: Logic flow chart of the downlink packet scheduling trigger procedure called
from the frame manager via a calendar event for: A: Unicast downlink scheduler and
B: eMBMS downlink scheduler.
Following the update of each bearers transmission rate, the next function to be called
is SelectFlowsToSchedule() in either the ‘DownlinkPacketScheduler’ or ‘EMBMSPack-
etScheduler’ class for unicast or broadcast services respectively. This function is respon-
sible for not only selecting flows to schedule but also acquisition of the data required
for the scheduling algorithm. The original function for unicast allocation needed only
slight modification to recognise the new P-T-M radio bearer type. Considering the lim-
itations presented in Section 2.5.1.1, where any broadcast transmission to the entire cell
must adopt the weakest (or potentially weakest) users MCS, the eMBMS scheduler will
require a different set of group based statistic values for scheduling. The design of the
EMBMSPacketScheduler::SelectFlowsToSchedule() function is illustrated in Figure 3.6
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along with notes on design decisions and functionality. Finally, the spectral efficiency
and the CQI values are placed alongside the data requiring transmission and inserted
into an array of flows ready for the decision making of the resource allocation algorithm
assigned.
Following the selection of flows in the DoSchedule() function, there is a discrepancy
where the ‘EMBMSPcketScheduler’ class calls the internal function ‘CheckForMBMS-
DLDropPackets()’. This function will iterate through the radio bearers container and
verify that the data to be transmitted has not exceeded the maximum acceptable de-
lay QoS parameters defined for the given application. Should the data have exceeded
its defined QoS parameters, it will be dropped at the eNodeB before scheduling or
transmission. This is a design decision, where the unicast services rely on the resource
allocation algorithm to perform this task, eMBMS functionality is, by definition media
based, making QoS conditions of paramount importance to continuous playback. With
this design, broadcast flows may still be established without QoS restrictions, in this
case the function will be called but impose no changes to the bearers.
At this point both the unicast and proposed broadcast DoSchedule() function will check
if the SelectFlowsToSchedule() function has allocated any flows for physical resource
allocation. If there is no traffic scheduled for transmission, there is an immediate call
to the StopSchedule() function. If there are flows then the RBsAllocation() function is
called. This a virtual function, which is to say it actually does not exist within either
the ‘DownlinkPacketScheduler’ or ‘EMBMSPacketScheduler’ class as anything more
than a placeholder. It is in fact designed to be overridden with the RBsAllocation()
method defined in the resource allocation algorithm chosen in the simulation scenario
file. This is the case for both the unicast and broadcast implementations, where in the
unicast implementation, the resource allocation algorithm is defined in the eNodeB, in
eMBMS it is defined in the MCE. On completion of the RBsAllocation() function, the
StopSchedule() function is once again reached. Assuming the last step had presented
some flows to schedule, this function is now responsible for enacting the Resource Block
(RB) allocation made by the resource allocation algorithm with the physical resources
defined in the simulated eNodeB. This involves the allocation of packets, each of which
is an object of class ‘Packet’ created by the application layer. These are created based
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EMBMSPacketScheduler::
SelectFlowsToSchedule()
ClearFlowsToSchedule()
RadioBearersContainer = eNB-
>GetRadioBearerContainer()
For each Bearer in 
RadioBearersContainer 
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= 1x108
Bearer->GetAppType
 == INFINITE_BUFFER
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TRUE
FALSE
TRUE
DestinationGroup = Bearer->
GetDestGroup()
For each User in DestinationGroup
Initialise lowestCQI_vals array of 
length numCQI with value  15'
For each cqiValue at index in 
cqiFeedback 
lowestCQI_vals[index]
= cqiValue 
cqiFeedback=eNB->
GetUeRecord(User->ID())->GetCQI() 
TRUE
FALSE
eNB = MCE::getENodeB()
Pull the 
eNB from 
the MCE
Deal with Infinite 
Buffer application 
based on 
simulator existing 
functionality
Populate CQI and SE 
based on the values of the 
lowest users in the group
 Create an array to store the 
minimum value and 
initialise with highest value 
15 for comparison later
Rather than a 
destination 
node as a UE, 
now there is an 
eMBMS group. 
Here only 
PTM 
bearers 
are being 
scheduled
PTP and 
PTM 
bearers 
exist in the 
same eNB 
container
Now for each 
UE the CQI 
feedback is 
retrieved via 
the User ID
Since there are 
multiple CQI 
feedback values 
across the RB range, 
scan for the lowest 
of each equivalent 
feedback across the 
users. Store this to 
create a master 
 lowest_vals  array 
of CQI feedback
cqiValue < 
lowestCQI_vals[index]
For each cqiValue at index in 
lowestCQI_vals
SpectralEfficiency[index] = 
GetEfficiencyFromCQI(lowestCQI_vals[index])
InsertFlowToSchedule(Bearer, dataToTransmit , SpectralEfficiency,
cqiFeedback)
Initialise spectralEfficiency array of 
length numCQI
Initialise cqiFeedback array of 
length numCQI
Create two 
vector arrays to 
then pass on to 
schedule, one 
for spectral 
efficiency at 
each RB and the 
other
cqiFeedback[index] = 
lowestCQI_vals[index]
Retrieve spectral efficiency based on the MCS derived from 
CQI and subsequently establish the Transport Block Size 
(TBS) based on MCS (From 3GPP TS 36.213). Since the 
efficiency is the bitrate over the bandwidth:
Spectral Efficiency 
= (TBS/0.001) / 180000
Save to Spectral Efficiency at index location
Save lowest 
values to 
cqiFeedbac
k at index 
location to 
keep in 
sync with 
spectral 
efficiency 
values.
Finally, based on the extracted information, a 
call is made to insert the given flow into the 
packet schedulers information to schedule.
Figure 3.6: Existing eMBMS sub frame allocation function Logic flow chart. Assign-
ment of variables based on parameters specified by 3GPP 136.443 technical specification
[12].
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on the data in the bearers, they have various tags, headers and properties attached
and detached as they transverse the simulation layers. In the StopSchedule() function,
packets are subsequently added to a ‘PacketBurst’ class as an array of ‘Packets’ and
passed to the physical layer to begin transmission.
Considering the focus of the development of this LTE simulator broadcast extension is
equipping the research community with a means to develop and test scheduling and re-
source management strategies, this only leaves an explanation of what may overload the
virtual RBsAllocation() function. Much like unicast services, there is no 3GPP techni-
cal specification for the allocation of broadcast data to physical resources. Therefore,
a ‘standard’ algorithm was created which simply allows a set MCS and performs no
analysis of the merits of one resource block over another. This design is illustrated
in flow chart form in Figure 3.7 and is best used exclusively for single broadcast flow
testing.
3.2.3.3 eMBMS UE Subscription Management
In order to ensure the broadcast stream is received by the correct clients, a subscription
style model would have to be implemented. This will contain eMBMS groups and a
mechanism whereby UEs can join and be tracked. This will also require the users to
know if they are a member of the group.
To manage this an ‘eMBMSGroup’ class will be created, this will maintain a subscribed
user container in the form of a vector of pointers to each UE member object. Subscrip-
tion management, member UE retrieval and group statistics will be facilitated through
the following public functions:
SetGroupId( id ): Each group can be allocated an ID on Instantiation or can be
allocated an ID from the scenario file after its creation.
GetGroupId(): Will retrieve and return group ID variable from this object.
addUE( ue object ): Will be passed a UE object, upon ensuring that the UE is not
already a member, this will proceed to add the UE to the members container.
removeUE( ue object ): Will be passed a UE object and upon locating the same
object within the members container, will erase it.
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embms_Standard_PacketScheduler::
RBsAllocation()
flows = GetFlowsToSchedule ()
For each RB in RBs 
transportBlockSize >= 
flow->DataToTransmit()
flow->AllocateRB(RB)
RBs = 
GetDlSubChannels ().getRBs()
Retrieve flows for 
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previous  function 
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resource blocks 
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transportBlockSize = 
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allocatedRBs)
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flow->allocatedRBsList->size()
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many RBs have 
already been 
allocated
Calculate 
transportBlockSize 
to see if flow is 
fully scheduled
flow->Allocated = TRUE
Flow->Allocated
FALSE
If f low is yet to be 
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allocated, assign 
this RB then move 
on to next RB in 
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TRUE
FALSE
TRUE
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has been entirely 
scheduled, if true, 
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Finalise Allocation and control 
messages
Figure 3.7: The eMBMS standard packet scheduler is designed to perform basic resource
allocation to flows. This algorithm allows a single MCS to be defined for all eMBMS
services in this group.
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getMember( index ): Will retrieve UE object at index location.
isGroupMemeber( ue object ): If object exists in member container, return TRUE
otherwise return FALSE.
printGroup(): Will print the detailed of the group members to the console and trace
file.
getSize(): return the number of members subscribed to the group.
3.2.4 P-T-M Bearer
LTE-Sim already has already established bearer classes to support P-T-P traffic, mak-
ing these a logical point at which to implement simulator support for P-T-M. There
are two classes which enable the bearer functionality, RadioBearerInstance which is the
parent class to RadioBearer. The RadioBearerInstance class maintains details of the
bearer whereas the RadioBearer child class contains much of the functionality required
for its operation.
For the proposed enhancements, the RadioBearerInstance class requires a means by
which it can be assigned a type, this is done simply by establishing a private variable
named ‘bearerType’. This variable can have a default assignation of P-T-P to main-
tain compatibility. Following this a public function must be defined to allow setting of
and retrieving the bearer type value. Finally, most important of all is that the bearer
must support a group as a destination, rather than a single user object. To main-
tain functionality, the original RadioBearerInstance::SetDestination() function will be
maintained, and an additional SetDestinationGroup() function will be established.
Within the RadioBearer class the simulator also performs the application level trace
output required for results analysis. This therefore must also be extended to include
support for broadcast applications.
3.2.5 UE Applications
The application class structure within the existing LTE-Sim implementation lends itself
well to the enhancements required for the proposed broadcast implementation. This is
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once again due to the good hierarchical inheritance structure implemented. Any UE
specific application class (i.e. VoIP, Video Trace Based, Constant Bit Rate, Infinite
Buffer etc.) is built as a child of parent class Application. This class provides all of the
functionality to manage the application through the simulation, including: application
identifiers, application type definitions, source and destination parameters and start and
stop times. Most importantly, it is responsible for establishing the application bearer
on the transmitting node and subsequent sink on the destination node (to manage the
received data).
Much like in the real world LTE network, LTE-Sim establishes bearers when a service
or application is started and tears them down to leave only the default bearer once
the service ends. An application is started in LTE-Sim by scheduling a call to Ap-
plication::start(). Implementing support for the newly defined P-T-M bearer within
this function will allow community built applications to easily utilise the new broad-
cast functionality of the simulator, since all specific applications inherit this function.
This also means the designed modifications must satisfy both the existing applications
alongside new broadcast applications. The design for an enhanced Application::start()
function is shown in Figure 3.8, this includes the original functionality.
It was decided, although there is some overlap in functionality between starting a uni-
cast and broadcast application, there are enough considerable differences in procedure
to warrant separating the call chains and having a condition to call the correct sequence.
This avoids convoluting either side and repeatedly making calls to check between Uni-
cast and Broadcast applications. The broadcast call chain, shown on the TRUE branch
of the ’Application is Broadcast?’ condition check in Figure 3.8 sees two major differ-
ences, the first is the replacement of the destination with an eMBMS broadcast group
rather than a single UE. The second major difference is, although only a single bearer
is created, a sink application and bearer must be created for each subscribing UE, so a
for loop ensure each sink is created and configured correctly. Lastly each user is then
also subscribed to the shared downlink channel.
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Application::start()
Application Is Broadcast ?
Source Node 
Is UE ?
Create Uplink Bearer
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TRUE
Set Destination UE 
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Set Sink 
Destination 
To UE
FALSE
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Set Uplink Sink 
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Add Bearer Sink 
Reference To Bearer
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Channel As Appropriate
Source Node 
Is UE ?
ERROR: 
Broadcast From UE Not Supported.
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TRUE
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PTM
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To eNB Assigned 
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Set Bearer 
Destination To
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Create Application Sink
Create Bearer Sink
Set Bearer Sink Source To ENB From 
MCE
Set Bearer Sink Destination Group
To BroadcastGroup
Add Bearer Sink Reference To
Application Sink
TRUE
For Each UE In BroadcastGroup
Set Bearer Sink Destination To UE
Set UE To State ACTIVE
Assign User To Downlink / Uplink 
Channel As Appropriate
Call Virtual Function DoStart Overloaded By 
Application Type Class Child
Double walled elements 
indicate proposed design 
implementation
Figure 3.8: Logic flow chart of Application::start() function including existing func-
tionality alongside newly designed support for broadcast.
3.3. LTE-Sim Manager - Results Extraction, Analysis and Simulation Management
Platform 65
3.2.5.1 eMBMS Video Trace Stream Application
The original motivation set forth was an investigation of the joint use of unicast and
broadcast services for the efficient delivery of multi stream multimedia. To facilitate
the investigation which inspired the development of broadcast functionality within the
LTE-Sim platform, a trace based video application must be created to broadcast video
streams to subscribed UEs.
As the functionality is largely the same, this broadcast application is based upon LTE-
Sim’s existing trace based application. The only significant changes required were a
new identification for the application type allowing both the parent Application class
and other layers to correctly route and manager the bearers and flows. There are also
some changes to the building of packets, where the packet class has also been expanded
to support a multicast flag within the IP header.
3.3 LTE-Sim Manager - Results Extraction, Analysis and
Simulation Management Platform
The LTE-Sim platform is developed and focused on the scientific research community,
yet it lacks a comprehensive toolset to enable the management of multiple simulations
and resultant data sets often required in the scientific research process. Furthermore,
the scripts provided for results analysis are inflexible, limiting the true exploration of
vast results data sets.
The LTE-Sim Manager presented here is written entirely in Python, making use of the
vast statistical analysis and data exploration libraries it provides. Most importantly, it
will provide the research community an extendable and highly customisable platform,
with a much shallower learning curve, on which to truly explore the vast data output
simulations produce with LTE-Sim and the extended broadcast functionality.
66 Chapter 3. Open Source LTE eMBMS cellular simulation platform
3.3.1 Parameter and Configuration Parser
Generally speaking, experimentation within the scientific research process often requires
an array of simulations to be run for any given experiment. This can include a control
simulation, where no modifications are made, along with changes to different aspects of
the scenario to comprehensively show how a given enhancement for testing influences
the result. These simulations contain myriad parameters and variables for configura-
tion, raising another cornerstone of the scientific research community, reproducibility.
This inspired the development of a configuration file parser, a text file where the given
simulation set to be run can be outlines then executed autonomously. For an idea on
what this looks like, a snippet from a configuration file is shown in Listing 3.1. The
configuration file can then be stored and distributed along with the results, serving as
a record of the given configuration and allowing reproduction of the results.
Listing 3.1: Concatenated sample of a configuration file from the developed analysis
and management platform (comments do not exist in the actual configuration file).
...
[Simulation_Params]
sim_repeat = 15 //How many repeats for randomness
sim_filename = DS0001 //ID prefix for this dataset
sim_duration = 150 //Simulation Duration (seconds)
sim_flow_duration = 120 //Duration (seconds) of flows to allow warm up/down
exe_path = ../Release/ //Path to the compiles simulator executable
exe_name = lte-sim-5-MBMS_Louis //Name of executable
exe_scenario = SSWI_HUBS_Multiview //Name of scenario to be called
[Network_Params]
no_of_cells = 7 //Number of cells in scenario
frame_struct = 1 //Selection of FDD or TDD frame types
cell_radius = 0.25 //Radius of each cell (in Kilometres)
dlbandwidth = 20 //Downlink Bandwidth (in MHz)
ulbandwidth = 20 //Uplink Bandwidth (in MHz)
...
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3.3.2 Primary Results Extraction and Analysis
In order to analyse the results in any meaningful way, they must first be extracted from
the trace output. This is often a time consuming process with some complete scenarios
formed of one thousand individual simulated files each of which can contain hundreds
of thousands of lines. Each research application of the simulator will likely want an
overall understanding of the cell performance but also require further application spe-
cific metrics based on the research work being developed. Therefore, results extraction
and analysis has been split allowing a primary analysis to be performed providing cell
wide statistics of each application category. The primary results analysis functionality
is modelled on the current LTE-Sim results analysis output. This can then be followed
up with extended or custom analysis which can be expanded to give more detailed per
simulation analysis over time or between users.
Primary analysis extracts the Packet Loss Ratio (PLR), Throughput (TP) and delay of
each application type where use had been defined within the simulation configuration
file. Each individual simulation subset is run a total of R times where each simulation r
is identical but initialised with a unique seed for random number generation. The results
are then evenly averaged to help minimise randomisation artifacts. Also calculated for
the entire cell, regardless of application are spectral efficiency and physical error. The
average PLR of a given application type a, PLRa is calculated using Equation 3.5.
RXa,r and TXa,r are the total counts of received and transmitted packets respectively
and Ua,r is the total number of users actively receiving application type a.
PLRa =
R∑
r=1
(
1− ρ
TXa,r
)
R
Where ρ = RXa,r for Unicast Applications
=
RXa,r
Ua,r
for Broadcast Applications
(3.5)
The average TP in bits per second for a given application type a is calculated using
Equation 3.6 where TBytes,r is the total number of bytes received across all nodes in the
68 Chapter 3. Open Source LTE eMBMS cellular simulation platform
cell for this application during run r and τflow is the total time the application flow is
active. TBytes,r is calculated where P is the total number of packets received and Sp,r
is the size of the received packet p for run r. The addition of 5 to every packet is to
account for the MAC overhead which will have been transmitted but removed when
the packet is reported at the application layer.
TP a =
R∑
r=1
(
TBytes,r · 8
τtotal
)
R
Where TBytes,r =
P∑
p=1
(Sp,r + 5)
τtotal =τflow for Unicast Applications
τtotal =τflow · Ua,r for Broadcast Applications
(3.6)
Finally, shown in Equation 3.7 the average delay, Da, is simply an average of each delay
dr,p experienced by each packet p of total packets Pr for a given application type a on
run r.
Da =
R∑
r=1
d¯r
R
Where d¯r =
Pr∑
p=1
dr,p
Pr
(3.7)
For the non application specific average spectral efficiency, Seff , and average physical
error, Perr, results, Equations 3.8 and 3.9 are used respectively. Seff is calculated by
first deriving the average throughput, Γr, in bits per second across the simulation time
τsim by taking the size Sp,r, of each transmitted packet p. Once again 5 Bytes is added
to each packet size account for the MAC overhead. The spectral efficiency for a given
run r is derived by dividing the average throughput (Γr) by the available downlink
bandwidth ∆fdl in Hz. Finally the average spectral efficiency (Seff) is calculated
across each run up to total number of runs R.
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Seff =
R∑
r=1
(
Γr
∆fdl
)
R
Where Γr =
P∑
p=1
(Sp,r + 5)
τsim
· 8 (3.8)
The average physical error (Equation 3.9) is simply calculated as a ratio of the total
number of packets received with errors, Nerr,r, against the total number of packets
received with errors or successfully, Ntot,r, at the physical layer. This is once again
averaged across the runs with the same notation used above.
Perr =
R∑
r=1
(
Nerr,r
Ntot,r
)
R
(3.9)
3.3.3 Extended and Custom Results Extraction and Analysis
Given the rich variety of applications a simulator may be applied to in within the
research community, an ability to extract a particular subset of results from the vast
trace output of a simulation set is key. Furthermore, an extended set of scripts has
been developed to allow exploration and statistical analysis of the extracted data.
The results extracted here are related primarily to the area of interest outlined for
research, however, the modular design of the code allows these to serve as examples to
researchers wishing to adapt the code for their own application.
3.3.3.1 Inter-arrival Difference - Cell Wide
One area of particular interest is the difference in arrival time of joint video stream
sent over both unicast and broadcast services simultaneously. This will be calculated
based on the arrival time of the same video frame from each service. To extract this
data, the packets which compose the frame in question will need to be identified in
both services. The arrival times of these packets can then be compared and an offset
deduced. Several challenges are also presented; the comparison algorithm must cope
with packets lost or dropped in either stream. Each stream can contain hundreds of
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thousands of entries, therefore, the algorithm must employ functionality which avoids
needlessly scanning through all entries.
The script will utilise the configuration files to deduce which users are assigned both
streams. The received trace buffers will then be extracted for these users and all packets
not belonging to the applications of interest will be discarded. The trace buffers are
then passed to the findTimeDeltaAv() function, described in pseudocode in Algorithm 1
showing how the calculation is performed.
Algorithm 1 A snippet of code outlining the calculation performed to establish the
average inter-arrival time difference of a joint unicast and broadcast service to a single
user.
.
Require:
tracebufU . Selected users received unicast packet data extracted from trace
tracebufU . Selected users received broadcast packet data extracted from trace
1: function findTimeDeltaAv(tracebufU, tracebufB) . The g.c.d. of a and b
2: framelistU ← framelist(tracebufU) . Extract list of frames
3: framelistB ← framelist(tracebufB)
4: while length(framelistB) > 0 do
5: frameB ← framelist.pop(0) . Pop the first broadcast frame
6: for each frameU in framelistU do
7: if frameU.no > frameB.no then . Unicast frame passed broadcast
8: break . Frame lost so break to next
9: else if frameU.no == frameB.no then . Match Found
10: framelistU.delete(frameU) . Remove frame from list
11: count← count+ 1
12: delta← delta+ (frameU.RXtime− frameB.RXtime)
13: break . Match made, need not continue
14: end if
15: end for
16: end while
17: return delta/count
18: end function
3.3.3.2 Inter-arrival Difference - Single User
The cell wide extraction of inter-arrival different offers insights into how inter-arrival
difference varies with different cell loading. What it fails to provide is an understand-
ing of the inter-arrival difference experiences by a single user during the simulation.
The single user script allows the extraction of frame by frame inter-arrival and delay
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statistics on a per user, per run basis. The base calculation is performed in the same
way as described in Algorithm 1 above but rather than averaging and reporting at the
end, the time delta of each frame is reported.
3.3.3.3 Simulation Geography and Mobility Data
600 400 200 0 200 400 600
600
400
200
0
200
400
600
Cell ID: 0
Cell ID: 1
Cell ID: 2
Cell ID: 3
Cell ID: 4
Cell ID: 5
Cell ID: 6
eNb:0
eNb:1
eNb:2
eNb:3
eNb:4
eNb:5
eNb:6
7
8
9
10 11
Cell Geography and UE Propagation - RUN: 1
600 400 200 0 200 400 600
600
400
200
0
200
400
600
Cell ID: 0
Cell ID: 1
Cell ID: 2
Cell ID: 3
Cell ID: 4
Cell ID: 5
Cell ID: 6
eNb:0
eNb:1
eNb:2
eNb:3
eNb:4
eNb:5
eNb:6
7
8
910
11
Cell Geography and UE Propagation - RUN: 2
600 400 200 0 200 400 600
600
400
200
0
200
400
600
Cell ID: 0
Cell ID: 1
Cell ID: 2
Cell ID: 3
Cell ID: 4
Cell ID: 5
Cell ID: 6
eNb:0
eNb:1
eNb:2
eNb:3
eNb:4
eNb:5
eNb:6
7
89
10
11
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GeoPlot_DS0080_CELLPOP-5_SCHED-MLWDF_AP-2_BMAP-100000
Figure 3.9: Example of output from the Simulation and Mobility Data Mapping script
In order to more clearly understand discrepancies in results on a user level, it becomes
essential to visualise the random starting positions and directions of travel of user nodes
relative to the cell infrastructure. This set of scripts is able to specify each UE and
eNodeB node on a cartesian coordinate plane, producing a 2D top down map of the
cell infrastructure. Figur 3.9 is an example of the output for a 7 cell simulation with 5
users generated in the centre cell. For each eNodeB a hexagonal cell area is calculated
based on the defined cell radius and node position. For each UE the starting position
is represented by a dot and the initial direction by an arrow.
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3.4 Validation and Characterising
In order to validate the performance and credibility of the enhanced LTE-Sim simu-
lation platform, a series of dynamic simulations were conducted and results analysed.
Initially, identical simulations are performed on both the original, validated, LTE-Sim
platform and the broadcast capable enhancement. Despite the broadcast architecture
being in place, only unicast flows were established to facilitate a direct comparison of
results. This is followed up with a characterisation of the enhanced simulation plat-
form, where the results are examined and an analytical approach is employed through
mathematical first principles.
3.4.1 Re-Validating Enhanced Code
The implementation of the broadcast functionality within the simulator has required
enhancements and modifications throughout the simulation platform; therefore, a log-
ical first step in the validation process is to ensure the original functionality of the
simulator performed as expected.
The scenario to be tested is based upon the example single cell with interference scenario
file included with the LTE-Sim platform. Here, the simulation takes place in the centre
cell, with surrounding cells generating interference. To perform the test, a completely
fresh copy of LTE-Sim Release 5 was downloaded directly from the Politecnico di Bari
telematics lab website 1. Once the scenario file was configured, it was copied between
the two simulation platforms adding only the core commands to create the broadcast
infrastructure but establish no flows on the extended platform.
As the results and extraction analysis package forms an essential part of the research
work flow, these were also included in the simulation testing forming a full end to end
test for each platform respectively. The simulation parameters, found in Table 3.1 are
configured into both the original simulation execution scripts and into a configuration
file for the new LTE-Sim Manager.
1http://telematics.poliba.it/index.php/en/lte-sim
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Table 3.1: Simulation parameters
Parameter Value
Bandwidth 10 MHz
Number of RBs 50
Simulation Time 150s Per Run, 30s Warm Up, 10 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
User distribution Random Placement, walking in random direc-
tion
User Numbers 5 - 60 users, interval of 5
eMBMS Disabled
Acknowledge Mode Disabled
Frequency Reuse Enabled (4 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling PF, M-LWDF
Algorithm and EXP/PF
QoS Max Delay Video = 100ms (QCI-7)
User Service
Standalone Video 100% Total Active Users
The parameters for both simulations are listed in Table 3.1. A bandwidth of 10MHz
was selected as a good compromise between enough throughput to reveal accumulation
errors whilst not so high as to avoid saturation of a cell with greater user numbers. The
saturation point will provide a good characteristic graph which can be easily compared.
Simulation time was chosen at 150 seconds with a 30 second warm up period. This
warm up is where the simulation scenario is established and allowed to run without
any user data being broadcast. This allows plenty of time for many of the averaging
and time dependant algorithms to establish themselves and is far more realistic to a
real world scenario. Following this flows are established wish staggered start times each
to last 120 seconds. With 10 runs this totals 20 minutes of total simulation time per
individual parameter set each with a unique set of randomly selected user mobility and
channel patterns. Considering the simulation has a TTI of 1ms, this allows a generous
time for random selection anomalies to settle to reliable figures for this test. Across
the entire simulation set with the increasing of user loading, this equates to 4 hours of
simulated LTE time.
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The identical simulations were performed on each platform. Herein, the original, fresh
download of LTE-Sim will be labelled the “control” simulation and the platform ex-
tended to support eMBMS as the “extended” simulation. The results presented are
following extraction and analysis by each platforms given results package. The results
using the Proportional Fair (PF) scheduling algorithm are shown in Figure 3.10 where
it is immediately visible the simulation platforms produce results with identical trends.
This clearly demonstrates the simulation behaviour of the extended platform follows
that of the control. The PF algorithm makes no provisions for QoS and thus the
packet loss is seen to rise to almost 60% along with accruing a delay of over 20 seconds.
These tests are designed to compare the two platforms. Should this be a real world
implementation, the choice of a standard PF scheduling algorithm would be unlikely.
Furthermore, testing the platform to saturation requires processing of greater quantities
of data through both the simulator and results analysis code, further magnifying any
divergences in calculations. Thus, it can be said although this scenario configuration
would result in terribly poor video reception to the majority of end users in the cell, it
does form a good test on which to compare the simulation platforms in their saturated
states.
There is a very slight divergence between the two platforms which is most prominent at
greater user numbers. To understand how this small deviation occurs an understanding
of where it is introduced must first be established. To determine if the deviation is
introduced by the simulator before the results extraction is executed, the unix diff 2
command line utility was utilised to examine an equivalent trace file from each platform
and produce a file displaying the differences. The experiment was repeated and all files
showed the results produced by the control and extended platforms at a trace level are
absolutely identical, thus ruling out the code enhancements made to the platform as
a cause of the minor deviation. Instead, this attributes the deviation to the results
extraction and analysis scripts. The magnitude of the error increases with larger user
numbers, making it characteristic of an accumulative error. This is attributed to a
discrepancy in the handling of floating point arithmetic between the control results
2http://pubs.opengroup.org/onlinepubs/9699919799/utilities/diff.html
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Figure 3.10: Simulation Results of identical scenario executed on original Control simu-
lation platform and eMBMS enhanced platform using the Proportional Fair scheduler.
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analysis implementation, utilising the command line function ’awk’ 3 and the python
based implementation of the extended analysis platform. This is an inherent issue
when processing floating point mathematics cumulatively since programming languages
and utilities implement alternative type casting, rounding precision and representation
techniques. Both the control and extended results analysis scripts perform calculations
more than a million times for each single point presented in the results graphs with
this increasing significantly at higher user numbers.
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Figure 3.11: Mean Absolute Error between control and extended results analysis scripts
for PF scheduler.
Although the magnitude of the error is marginal, to establish an objective measure
of the error the Mean Absolute Error (MAE) was calculated. Further to this, to
gain control of the precision within the extended analysis implementation, the python
function round() was implemented. This was used to vary the precision of the per-
simulation summing to further understand how this may influence the results produced
by the extended analysis platform. Analysis is performed with 5, 10 and 15 decimal
place precision and the results are shown in Figure 3.11. It is immediately clear that
even 5 points of precision provide adequate accuracy and reproducibility within the
extended results analysis platform.
The stability of the results at varied rounding precision places confidence in the ex-
tended analysis script. The exact values of MAE for each of the scheduling algorithms
3http://pubs.opengroup.org/onlinepubs/9699919799/utilities/awk.html
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chosen is shown in Table 3.2. Generally speaking, for all results which remain within
reasonable bounds the MAE between the control and extended remains below 3%. Con-
sidering the comparative approach to be used throughout this work, this is seen as a
negligible error. The MAE for PF video delay at 3.75% was the highest error, but, also
an example of a hugely out of bounds measurement. This is due to the complete lack of
QoS awareness within the PF scheduler allowing the delay to rise to beyond 20 seconds
where the QoS specifies a maximum delay of 100ms, as observable in Figure 3.10.
Table 3.2: Mean Absolute Error of extended simulation results from control simulation
results for each scheduling algorithm.
MAE Cell SE Video PLR Video TP Video DELAY
PF 1.09% 1.39% 1.09% 3.75%
MLWDF 2.05% 1.44% 2.05% 2.64%
EXP/PF 2.19% 1.57% 2.19% 2.65%
The results for the EXP/PF and M-LWDF algorithms continue to support the observa-
tions on the PF algorithm, tracking the control simulation with no significant deviation.
The PLR graph shown in Figure 3.12 compares the PLR of the remaining EXP/PF
and M-LWDF scheduling algorithms. This also serves as a comparison of their matched
performance where a single traffic source is present. Once again, the deviation between
the control and extended platform only really becomes visible as user numbers increase
beyond 30. Beyond this the deviation is marginal and continues to remain negligible.
More importantly from Figure 3.12 along with Figure 3.13 and Figure 3.14 its clear
to see the relative deviation is in the same direction. Further to this, by observing
Table 3.2 once again, it is clear to see that mean magnitude of the deviation also varies
relatively for like comparisons.
In conclusion, it has been shown that the deviation is marginal at less than 3% in all
(2.5% in 80%) of measurements within bounds. Furthermore, the deviation shown is
always in the same direction and of relative magnitude for a given set of parameters.
Given the comparative approach for which this analysis will be used, where the extended
results analysis platform will be the sole in use, this further instills confidence in the
results.
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Figure 3.12: Packet Loss Ratio across increasing cell load for control and extended
simulation platforms using the EXP/PF and M-LWDF scheduling algorithms.
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Figure 3.13: Throughput across increasing cell load for control and extended simulation
platforms using the EXP/PF and M-LWDF scheduling algorithms.
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Figure 3.14: Delay across increasing cell load for control and extended simulation
platforms using the EXP/PF and M-LWDF scheduling algorithms.
3.4.2 eMBMS Frame Allocation
To characterise the extended code, a simulation scenario was established with only
broadcast data present within the cell. By testing the various configuration parameters
defined for eMBMS transmission and analysing the resultant output, the behaviour of
the broadcast service can be characterised.
The first experiment is to both explore and validate the new Allocation Period (AP)
parameter which can be defined for eMBMS transmissions. A scenario was established
where every user within the cell will subscribe to only the broadcast data stream.
Considering this is a test of the AP, the SF allocation map was simply set to allocate
all sub frames (i.e. “111111”) to broadcast within a system frame reserved for eMBMS
service. The simulation was repeated with an AP of 1,2,4,5,16 and 32. To fully test
the cell from light to completely saturated users are introduced in steps of 5 from just
5 users to 80. The remainder of the simulation parameters are listed in Table 3.3.
Firstly, it was important to establish how both the simulator and results extraction and
analysis scripts responded to increasing broadcast subscriber numbers within the cell.
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Figure 3.15: eMBMS PLR, Delay and Throughput graphs verifying eMBMS and results
analysis platform behaviour with increasing cell load.
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Table 3.3: Simulation parameters
Parameter Value
Bandwidth 10 MHz
Number of RBs 50
Simulation Time 150s Per Run, 30s Warm Up, 5 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
User distribution Random Placement, walking in random direc-
tion
User Numbers 5 - 80 users, interval of 5
eMBMS AP 1, 2, 4, 8, 16, 32
eMBMS SF Allocation Single Frame
eMBMS SF Bitmaps
(Static Allocation)
111111
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 100ms
Video = 100ms (QCI-7)
VoIP = 100ms (QCI-1)
User Service
Broadcast Video 100% Total Active Users
Foreman H264 440Kbit
The results with increasing users are shown in Figure 3.15 for each AP assignment. The
simulator, correctly shows little variation in performance with increasing user numbers
for broadcast services. This also ensures the behaviour of the results analysis script
which must account for broadcast users receiving data from a common transmission.
A perhaps more informative presentation of the data for further analysis is provided in
Figure 3.16 where the average across all user numbers is taken for each AP assignment.
The resultant behaviour the simulator exhibits is in line with what would be expected,
as fewer and fewer frames are allocated, there is a resultant increase first in delay,
followed by packet loss and a drop in throughput. Of course a drop in throughput is
expected due to the assignment of fewer resources, but, with QoS restricted services,
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Figure 3.16: eMBMS PLR, Delay and Throughput with increasing eMBMS Allocation
Parameter
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a drop in throughput will also be experienced should the delay increase. The standard
eMBMS scheduler mimics the tried and tested packet dropping policy of M-LWDF
and EXP/PF algorithms; implemented as a design decision to ensure delay does not
build at the bearer. As the AP parameter increases, the time distance between frames
reserved for broadcast also increase. There may well exist a scenario where there is
sufficient bandwidth averaged over one second, yet the delay incurred by frames on a
millisecond level would exceed the 100ms QoS threshold and be subsequently dropped.
This is what explains the resultant shape difference present between the delay (B) and
PLR and TP, (A) and (C) respectively in Figure 3.16.
Although the behaviour of the simulator is correct, it is important to ensure the data
produced is valid. For a simple scenario such as this, this can be accomplished by
manually calculating the expected cell throughput for a given AP. The Transport Block
Size (TBS) for a given MCS and number of RBs can be derived from Table 7.1.7.2.1-1
in the 3GPP LTE Technical Specification 36.213 [8]. Let the look up table be defined
as a function TBS(Nrb, ITBS) where Nrb is the number of RBs assigned. Let the
function ITBS(IMCS) return the the row index reference derived from the chosen MCS
from Table 7.1.7.1-1 in Technical Specification 36.213 [8]. For the given scenario, the
selected MCS index is 8 and at 10Mhz the number of RBs available are 50 as listed in
Table 3.3. This results in:
ITBS(8) = 8 (3.10)
and:
TBS(50, 8) = 6968 bits (3.11)
The TBS is the data which can be transmitted a single TTI of 1ms. Therefore we can
establish a maximum achievable bit rate using:
TThroughput(AP ) = 1000 · Nrb
10
· TBS(Nrb, ITBS) · 1
AP
(3.12)
By keying the results of Equation 3.10 and 3.11 into Equation 3.12 a maximum the-
oretical throughput can be established for each AP value. This maximum theoretical
throughput has been plotted along side the throughput of the 440Kbit video stream
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broadcast over the network in Figure 3.17. For APs of 1, 2 and 4, the stream is able
to sustain its throughput, also taking into account the delay shown in Figure 3.16 (B)
which remains relatively low below 40ms. Once the AP reaches 8, the allocation of
broadcast frames are 80ms apart causing a considerable delay buildup on the bearer.
It is clear that there is just about adequate theoretical bandwidth in which to transmit
the data yet there is a considerable drop in throughput and subsequent rise in PLR
which is now at almost 40%. This shows the importance of regular scheduling of frames
when broadcasting real time services. Furthermore, it also shows the simulator is re-
sponding in line with the theoretical calculations above based on the 3GPP technical
specification.
The next stage is to examine the behaviour of varying the number of SF assigned per
reserved frame to eMBMS via the SF allocation map.
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Figure 3.17: Throughput of eMBMS service carrying 440kbit video stream, versus
theoretical maximum of the cell given the varying AP.
3.4.3 eMBMS Sub Frame Allocation
The AP, as demonstrated in Section 3.4.2 is a somewhat course parameter to define
when allocating broadcast resources. Far more precise and granular control is achieved
through allocation of sub frames to broadcast services via the SF allocation map defined
by the 3GPP standards. The method by which the SF allocation map assigns resources
is described in Section 2.2.4.5.
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Table 3.4: Simulation parameters
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 5 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direc-
tion
User Numbers 5 and 40 users
eMBMS AP 1, 2
eMBMS SF Allocation Single Frame
eMBMS SF Bitmaps
(Static Allocation)
100000, 110000, 111000, 111100, 111110, 111111
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 250ms
User Service
Broadcast Video 100% Total Active Users
Poznan St H.264/AVC 720p (Cam 4)
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Once again a simple broadcast only scenario was established to test and characterise
the SF allocation functionality of the extended simulation platform. For this test it
was decided a higher bit rate video sequence would be broadcast over the network.
The Poznan Street4 sequence was decided upon due to its familiarity amongst the
research community and its availability in HD. The view from camera 4 was encoded
using the H.264/AVC JM reference encoder with a QP of 27 and at a resolution of
720p (1280x720). Subsequently a trace file was extracted taking the side, type and
transmission time of each frame in the sequence. The remainder of the simulation
parameters can be found in Table 3.4.
Given the larger resolution video stream, the bandwidth available to the cell downlink
has been increased to 20Mhz. The maximum number of cell users has been decreased to
40, since it has been proven subscribers have little influence on the broadcast transmis-
sion. To better understand the nature of delay, the QoS maximum delay for broadcast
was lifted to 250ms to avoid packets being dropped such that the response of the delay
curve can be observed. The AP will also be varied but only between a value of 1 and
2 in this experiment, instead focusing on the SF bit map where assignments 100000,
110000, 111000, 111100, 111110 and 111111 will all be tested.
Figure 3.18 illustrates the results of both the eMBMS service PLR and delay with
increasing SF allocation to eMBMS services. The SFs are allocated using the SF
maps shown in the simulation parameters Table 3.4, where 1 sub frame is allocated
as ‘100000’, 2 as ‘110000’ and so on. It is clear that allocation of a single frame is
inadequate for this transmission even with an AP of 1 set. Doubling this to 2 has
a dramatic effect with an AP of 1, dropping the PLR to a level where it shows no
significant improvement with increased resource allocation. Furthermore, comparing
the PLR and delay graphs in Figure 3.18 it is clear to see the effect the QoS based
packet dropping functionality in the broadcast scheduler has on the stream. As this
test has had the maximum delay restriction within the QoS relaxed to 250ms, there is
a clear drop in PLR at a SF allocation of 2 and 3 for an AP of 1 and 2 respectively.
This serves as a verification that both the SF allocation is responding as it should be
as are the QoS parameters.
4Production: Poznan University of Technology
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Figure 3.18: eMBMS service PLR and Delay with increasing eMBMS subframe alloca-
tion shown for both an Allocation Parameter of 1 and 2.
Just like the last experiment, the throughput is numerically analysed to verify the
functionality of the extended simulation platform. Figure 3.19 shows the throughput
of the simulated scenario along with the theoretical maximums calculated as shown in
Equation 3.12 but with parameters adapted for 100 RBs.
It seems that with broadcast as the only service in the cell, the 20Mhz of spectrum allo-
cation is somewhat under used. Never the less the platform shows, certainly clearly for
an AP of 2 that the throughput falls in line with the maximum theoretical throughput
resulting in a bandwidth limited scenario for SF allocation of only 1 or 2 per frame.
With an AP of 1 the cell is close to its limit with a SF allocation of only 1 per frame
but as seen above, the throughput required for the Poznan St. sequence is reached once
an allocation of 2 SFs per frame is set.
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Figure 3.19: eMBMS service throughput along with theoretical maximum throughput
with increasing sub frame allocation for an Allocation Parameter of 1 and 2.
3.4.4 eMBMS ‘four-Frame’ Allocation Mode
All of the broadcast testing to this stage has been performed utilising the single frame
eMBMS mode. The extended simulator has also had support for the ‘four frame’ mode
added. This is a brief experiment to both test and explore the ‘four frame’ allocation
mode. Since the SF allocation map now covers 4 frames it is a total of 24 bits, of which
there are a great many permutations. For initial testing purposes, repeating patterns
were chosen, allowing comparisons to be drawn with the single frame allocation mode.
These SF allocation maps along with the remainder of the simulation parameters can
be found in Table 3.5.
Initially the trace outputs were verified manually, this was done by producing a trace
output for each frame and sub frame reporting which had been assigned to broadcast
and which to unicast. Upon verifying the first few seconds of simulated allocation, the
data was explored statistically.
Figure 3.20 shows the results for PLR, delay and TP for the 3 chosen SF allocation
maps. The results show the allocation working as expected and can be very closely
compared to the equivalent allocations in ‘single frame’ allocation. For a direct com-
parison, Table 3.6 was created looking at equivalents in both allocation modes. Here
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Table 3.5: Simulation parameters
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 5 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direc-
tion
User Numbers 5 and 40 users
eMBMS AP 4, 8
eMBMS SF Allocation Four Frame
eMBMS SF Bitmaps
(Static Allocation)
110000110000110000110000
111100111100111100111100
111111111111111111111111
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 250ms
User Service
Broadcast Video 100% Total Active Users
Poznan St H.264/AVC 720p (Cam 4)
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Figure 3.20: eMBMS PLR, Delay and Throughput testing with four frame SF allocation
maps
equivalence is defined as having allocated the same proportion of resources over one
second. The results where every frame has some eMBMS SFs allocated expectedly
produced identical results to their ‘single frame’ allocation equivalents. This can be
seen from the first 6 entries of Table 3.6.
Table 3.6: Comparison of results between eMBMS single and four frame allocations.
AP SF MAP TP PLR Delay
1 110000 1123 0.06179 45.33
4 110000110000110000110000 1122.48 0.06179 45.33
1 111100 1124 0.0609 17.125
4 111100111100111100111100 1124 0.0609 17.125
1 111111 1124 0.06105 11.555
4 111111111111111111111111 1124 0.06105 11.555
2 111111 1125 0.060835 22.825
8 111111111111111111111111 1121.2 0.06236 39.625
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Although the change seems subtle in this example, it shows this does not remain true
where there is not contiguous allocation of eMBMS frames for real time services. Over
a single second, ‘single frame’ allocation with an AP of 2 and SF map of 111111 has
the same number of resources assigned per second as an AP of 8 and SF map of
111111111111111111111111 with ‘four frame’ allocation. With ‘single frame’ allocation
there is only ever a 10ms delay before further transmissions are made, where as with
‘four frame’ this is 40ms. As shown in the last two rows of Table 3.6, due to the more
sparsely seperated bursty nature of the throughput, a delay becomes accumulated on
the bearer as it is waiting to transmit. Since the video bitrate may vary, this can lead
to packet loss when the bitrate is such that the bearer is unable to clear the data in
the queue, leading to the head of line delay of the packets exceeding the QoS defined
maximum delay, subsequently resulting in the bearer dropping these packets. This is
the cause of the marked increase in delay and PLR of the ‘four frame’ allocation over
the equivalent ‘single frame’ allocation.
The work here has verified the behaviour of the ‘four frame’ allocation mode supported
by the extended simulation platform. The next task is to verify the behaviour of the
simulator with unicast services also present within the cell.
3.4.5 Mixed Service Simulation
The experiments and tests conducted so far have independently implemented unicast
and broadcast services, here the services are combined, introducing some unicast video
services along with VoIP and emulated internet service users along with the multicast
stream. To provide more detailed analysis, as well as allow an opportunity to examine
the cell at saturation, users are increased from 10 to a total of 60 users with an interval
of 5 at a time. The QoS maximum delay for broadcast services has also been increased
to 2 seconds, severely limiting the chance of dropped broadcast packets due to delay.
This allows a comparison to be made with earlier simulations on how the broadcast
stream behaves unbounded. The full list of simulation parameters are provided in
Table 3.7.
Firstly a look at the broadcast services within the cell shown in Figure 3.21. Included for
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Table 3.7: Simulation parameters
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 5 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direc-
tion
User Numbers 10 to 60 users, interval of 5
eMBMS AP 1
eMBMS SF Allocation Single Frame
eMBMS SF Bitmaps
(Static Allocation)
100000, 110000, 111000, 111100, 111110, 111111
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 2000ms
User Service
Broadcast Video 100% Total Active Users
Poznan St H.264/AVC 720p (Cam 4)
Standalone Video 60% Total Active Users
Poznan St H.264/AVC 720p (Cam 3)
Voice Calls 30% Total Active Users
Internet Browsing 10% Total Active Users
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comparison are the results from the simulation in Section 3.4.3 which was a broadcast
only simulation.
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Figure 3.21: Performance of eMBMS services in a mixed traffic scenario. Also included
is performance of broadcast only simulation found in Section 3.4.3.
Given that the broadcast resource assignment is in no way influenced by the unicast
traffic within the cell, the results returned are expected to be identical for both broad-
cast only and mixed service simulations. Figure 3.21 shows this to be the case for
all but single sub frame allocation. This is due to the increase to 2 seconds of the
aforementioned QoS maximum delay for the broadcast service. This experiment makes
conclusively clear how much of the PLR in the broadcast only simulation is directly
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attributed to packets dropped for missing their deadline. It also verifies the extended
simulation platform is correctly honouring the QoS restrictions in place.
In a mixed traffic scenario, increasing the number of resources assigned to broadcast
services via the SF allocation map is essentially reallocating the given SFs from unicast
services. Therefore, as a greater quantity of SFs are allocated to broadcast transmission,
a resultant drop in performance is experienced among all unicast services competing via
the resource scheduling algorithm for the remaining cell resources. The effect this has
on each of the respective services is graphed in Figures 3.22 and 3.23 with increasing
user numbers.
Figure 3.22 illustrates the throughput for unicast VoIP, Video and Internet. As ex-
pected, for both VoIP and Video services, the graphs show throughput rising in line
with the increase in user numbers. The internet service is considered non realtime and
a “best effort’ service, thus it will be processed through the PF portion of the M-LWDF
resource allocation scheme. This generally leaves the throughput of the services with
a lower weighting coming out of the metric and generally, in a cell loaded heavily with
real time services, results in the service being resource limited.
Another notable result is that of VoIP throughput shown in Figure 3.22 that, unlike the
other unicast services, showed no significant change as the SF allocation map reassigned
greater resources from unicast to broadcast. This is due to the comparatively small
magnitude of the VoIP throughput which allows the small packets to be easily cleared
from bearer queues before delay increases, the packets expire and are subsequently
dropped. It can be said that lightweight, QoS bound realtime applications are somewhat
less vulnerable to bandwidth restricted cells. Of course, although the packets do not
expire, causing a drop in throughput, they do still experience delay as can be observed
in the graph showing VoIP delay in Figure 3.23. This also shows just how quickly, once
the unicast resources within the cell are saturated, the delay can increase.
The video Delay and PLR graphs in Figure 3.23 show how quickly packet loss can
reach unacceptable levels as resources are handed over to broadcast services. Where
the unicast scheduler has adequate resources, considerably more unicast users can be
served video keeping the overall average PLR below 0.15 for the entire duration of the
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Figure 3.22: Throughput of unicast VoIP, Video and Internet services in a mixed traffic
scenario with increasing users.
simulation.
It is clear to see just how important it is to correctly allocate broadcast resources.
Each subframe reserved for broadcast, certainly with an AP of 1, can have a large
impact on the overall capacity of the cell from the perspective of unicast services.
Generally speaking, in most scenarios, unicast services will more efficiently use each
hertz of bandwidth resource. This is simply because unicast services have the ability to
dynamically adapt the MCS on a per user basis. Of course just a few broadcast users
subscribed to the same content can quickly close the efficiency gap.
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Figure 3.23: Performance of unicast video and VoIP services in a mixed traffic scenario
with increasing users.
3.4.6 Randomness
A real world cell is affected in many ways by unpredictable mechanisms. This may occur
from both natural and made made radio interference and noise as well as unpredictable
radio performance from non-permanent structures, moving obstacles and reflections.
This is also largely true of cell loading and user positioning and movement, since it is
challenging to predict exactly where each user will travel or, for example when they
may make a call or stream a video. To examine the potential advantages offered by any
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research contribution, certainly at an early stage in development, a simulation platform
is most commonly employed as a testing environment. The cost and difficulty of real
world testing is difficult, time consuming and financially prohibitive in many cases. It
is usually the aim of the simulation platform to represent the possibilities a real world
test could present. The unpredictability in most simulation environments is introduced,
generally speaking, through Pseudo-Random Number Generator (PRNG)s. A PRNG
is initialised using a ‘seed’ value, following this it will generate a close to random (but
not truly random since it is deterministic) number sequence. This random seed allows
for the simulation to be reproduced exactly should the same seed be re-applied when
initializing the number generator. Furthermore, in the work presented, re-using a seed
between a control and test simulation will allow for true A:B comparisons, maintaining
exactly the situation within the cell (given the code applying the random numbers does
not change).
Of course a single simulation with random numbers is not representative of all of the
environments likely to be faced in a real world cell over time. Therefore any algorithm
or contribution cannot be relied upon to produce the same result upon deployment in
a real world scenario with only a single randomised simulation having taken place. A
robust test will repeat the simulation, initialising the PRNG with multiple different
seeds. This will ensure users begin in different locations, in different directions, with
different channel conditions, completely changing the dynamics of the simulation. This
will test any proposed enhancement in a multitude of scenarios, providing a considerably
more robust analysis. Of course, like most decisions in life, there is a compromise to be
made; since each simulation takes time and processing power to complete, there is a cost
involved. The question therefor arises, how many simulation runs with alternate seeds
provide adequate coverage of the randomness within a cell. This number will also vary
given other simulation parameters such as duration and cell size. This section provides
an analysis of the issue and concludes with suggestions by which the robustness of the
work carried out utilising the platform can be verified.
In order to determine an appropriate value for the number of runs for a given simulation,
an idea of where the results begin to converge is a key indictor. Therefore a simulation
scenario was established and statistical analysis performed on every iteration of the
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results up to 30 runs. The simulation scenario and parameters are outlined in Table 3.8.
Table 3.8: Simulation parameters
Parameter Value
Bandwidth 10 MHz
Number of RBs 50
Simulation Time 150s Per Run, 30s Warm Up, 30 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direc-
tion
User Numbers 5 - 65 users, interval of 20
eMBMS AP Disabled
eMBMS SF Allocation Disabled
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 100ms
Video = 100ms (QCI-7)
VoIP = 100ms (QCI-1)
User Service
Standalone Video 100% Total Active Users
Voice Calls 0% Total Active Users
Internet Browsing 0% Total Active Users
The graphs presented in Figure 3.24 show the results compiled for each individual
run on the x-axis, where each run has its PRNG initialised with a unique seed. A
clear random variation is immediately observable across the runs introduced by the
random modelling process process. At this stage, each point on each of the metric
graphs in Figure 3.24 is a representation of the mean of the given metric across the
entire running time of the given run. There is therefore already some degree of random
modelling taking place within a single run. This is most visible in Figure 3.24(A),
showing the physical error rate within the cell, where the considerable deviation in
the results between each run with 5 users quickly settles down as the user numbers
increase. The same characteristic can also be observed in Figure 3.24(B) showing the
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video service PLR. Of course, in the given scenario, the users who cause these deviations
in the results for the 5 user simulations will also exist in the equivalent simulation run
for 25, 45 and 65 users as the first 5 users, since each of the same runs initialise with
the same seed. Figure 3.24(C) and (D) exhibit some slightly different behaviour due
to the loading of the cell as user numbers increase. From the PLR it is clear to see the
cell is overloaded in the 65 user instance; this makes for a good environment to reveal
the variations inherently introduced by random modelling. As the cell is overloaded,
the throughput will be highly dependant on the MCS opportunities available to the
cell. These opportunities are directly linked to users channel conditions which are in
turn largely influenced by their positioning within the cell. Therefore, where a peak in
throughput can be observed, for example during run 10 it is where the random selection
has happened upon favorable placement of the majority of users such that the cell is
able to maximise throughput with more efficient MCS.
In order to establish how many simulations are required before the random variables
begin to converge, statistical measures must be performed across each set of simulations
cumulatively (i.e. 1-2, 1-3, 1-4 ... 1-30). The first metric for analysis was the physical
error rate, this is the ratio of erroneous radio frames to the total transmitted frames.
Figure 3.25 shows both the mean of the physical error rate and the standard deviation
in (A) and (B) respectively. It is immediately clear that the error rate within the cell
is reduced as more users are added. As more of the available spectrum is filled with
data, the error rate ratio drops due to the considerable increase in size of the divisor.
More importantly, looking at Figure 3.25 (A), at the simulations rise from a single run
to 4 runs, there is clearly some convergence occurring and it is present in simulations
of all users. From the results it seems simulation run 1 produced some favorable results
regarding the physical error rate, as further runs are performed, this is leveled out. The
standard deviation measure, shown in Figure 3.25 (B) presents a similar picture, with
results settling down at around 8 runs. In this instance, although showing a standard
deviation of less than 1.5% physical error rate for 5 users, the deviation of simulations
performed with 25 cell users or greater were considerably lower and are thus shown
separately in Figure 3.26. Here it is even clearer to see how the deviation settles over
time. There is still some variation observable between 8 and 12 runs in Figure 3.26 but
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Figure 3.24: Individual results from each of the 30 simulation runs at 5, 25, 45 and 65
cell users. Each is initialised with a unique and randomly selected seed.
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it is clear by approximately 14 runs the deviation is of a completely negligible precision.
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Figure 3.25: Statistical Measures against number of runs for the physical error rate
within the cell.
The results for 5 user simulations appear somewhat volatile when compared with those
of 25, 45 and 65 users. This does come down to the sensitivity of results based on
such few users. Given the drivers and focus behind the work are centered around
high cell usage this is not considered an issue which required further attention. The 5
user simulations have been included throughout the work for both completeness and
understanding.
For a deeper measurement and analysis of the results, the 3rd and 4th moments of
skewness and kurtosis were also calculated for the physical error rate; these are shown
in Figure 3.27 (A) and (B) respectively. Skewness quantifies the distributions symme-
try, where a skewness of 0 represents a completely symetrical distribution and anything
greater than 1 or -1 begins to indicate more considerable asymmetry. Kurtosis is a
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Figure 3.26: A closer look at the standard deviation for 25, 45 and 65 users.
quantified measure of how closely the given data matches that of a normal distribution
of the same variance. The closer the data is to the normal distribution, the closer to 0
the kurtosis value will become. A negative value for kurtosis indicates a flatter distribu-
tion ; conversely a peaked distribution will result in a positive kurtosis. Figure 3.27 (A)
shows considerable changes in skew with fewer than 8 runs. As this increases beyond
8, for all but the 5 cell user simulations, the skewness settles and tends towards to 0.
The kurtosis seems to converge later than the skewness measure at closer to 13 runs.
To test how real time, delay sensitive applications respond to the random modelling, yet,
not introduce too many variables, only video services were deployed as traffic generators
in the cell. Video is not only the topic for exploration within this thesis but, since its
throughput is based on trace files which remain unchanged between simulations, serves
as a good traffic generator when making comparisons. Figure 3.28 lists the results of
the mean video delay with increasing runs. Increasing user numbers have been graphed
separately as the difference in delay is considerable versus its deviation. Considering the
scale of the units are in milliseconds, its clear that by 8 runs, the 45 and 65 users have
settled adequately and by 15 runs, 25 user simulations also show marginal deviation.
The results for 5 users here also shows stability with the results showing little variation
across the range.
The results of the mean video TP with increasing runs is shown in Figure 3.29. Again, as
with the delay, user numbers have been graphed separately for clarity as the difference
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Figure 3.27: Skewness and Kurtosis Measures against number of runs for the physical
error rate within the cell.
in delay is considerable versus its deviation. An initial look at the graphs shows that
at 4-5 runs the mean TP is already largely converging to within a reasonable deviation
of the settled mean. In this case, it is seemingly the 65 user simulation which seems
to show the most resistance to settling, this is due to the increased sensitivity of the
TP metric when the cell is heavily loaded. In reality, the deviation beyond 10 runs is
marginal.
The standard deviation of delay experienced by the video service within the cell is
shown in Figure 3.30 (A). The first thing to note here is the scale on the y-axis, which
does not exceed 1ms. Considering the TTI within LTE is defined as 1ms, by 11 runs
the deviation has fallen to such a degree of accuracy it can be regarded as completely
negligible.
Figure 3.30 (B) shows the deviation of the video TP. Initial observation confirms the
greater deviation seen in the mean TP graphs in Figure 3.29 as the cell loading increases.
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Figure 3.28: Statistical Measures against number of runs for the physical error rate
within the cell.
Once scaled, the deviation represents only a fraction (approximately 4%) of the mean
TP; nevertheless, what is important is that the throughput deviation stabilises, and it
does so to within a reasonable deviation margin from 10 runs onward.
To conclude, this study has provided a great insight into both the characteristics of the
simulation platform and behaviour of the random modelling with the initialisation seeds
employed. The initial 10 seeds are identical to those in the original LTE-Sim platform
download; to this a further 20 were added using the random number generator within a
desktop calculator. This set of seeds are maintained for all work presented throughout
this thesis. Furthermore, from the testing, all metrics observed were deemed to have
converged to acceptable levels by an absolute minimum of 10 runs, certainly so for
comparative results analysis where each set of results for comparison has been run with
identical seeds for initialisation. Furthermore, it was observed that simulations with 5
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Figure 3.29: Statistical Measures against number of runs for the physical error rate
within the cell.
users can produce spurious results and should be analysed carefully. For all simulations
essential to the verification of the contributions within this work, 15 simulations will
be run for assurance.
3.5 Summary
This chapter has presented the design, implementation and testing of an open source
LTE eMBMS simulation platform implemented on the 3GPP Technical Specification
documentation. To date, no open source simulation platform is available to the research
community supporting eMBMS services. The research of future trends in mobile media
delivery showed strong indicators broadcast services over LTE will be instrumental
to sustaining delivery with increasing user demand. By building upon the existing
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Figure 3.30: Standard Deviation of video service delay with increasing runs.
LTE-Sim code, a complete and extensible platform has been developed, allowing mixed
unicast and broadcast simulations as well as the opportunity to introduce broadcast to
existing contributions and publications implemented with LTE-Sim. At the centre of
the scientific research communities philosophy is the ability to build upon the research
and contributions of fellow researchers and fundamental to this is reproducibility. An
eMBMS simulation platform was essential for the remainder of the work in this thesis,
but, it is hoped that given the vibrant LTE-Sim community, this enhancement can also
become a platform on which the research community can build and test contributions
to further the LTE research field in the area of broadcast.
The extended platform includes modelling of the core eMBMS Multicast Coordination
Entity, responsible for resource reallocation between unicast and broadcast services.
An eMBMS group class manages UE subscription, allowing for full and flexible con-
figuration of broadcast scenarios from within the scenario file. The extension is built
from the ground to include a highly extensible platform for scheduling strategies to
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be introduced to broadcast services. This is based upon the scheduling framework
used within LTE-Sim for unicast services and allows rapid prototyping, development
and testing of advanced scheduling strategies. Furthermore, a results extraction and
analysis framework has also been developed offering far more advanced extraction and
analysis of data from LTE-Sim.
Testing and characterising of the extended platform has shown results which are math-
ematically in line with calculations performed with reference to 3GPP technical specifi-
cations. More advanced simulations show consistency and characteristics remain com-
pletely in line with both fundamental calculations and logical expectations. Extensive
testing of the effects of random modelling provide a platform on which the remainder
of the work relying on simulation can be built with confidence. This has instilled con-
fidence in the implemented simulation platform as a reliable tool for the exploration of
efficient multi stream multimedia delivery over LTE networks.
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Chapter 4
HUBS - Dynamic Broadcast
Resource Allocation Framework
This chapter introduces what has come to be defined as the Hybrid Unicast Broad-
cast Synchronisation (HUBS) framework. This framework embraces the concept of
dynamically reallocating resources within an LTE network between unicast and broad-
cast services, to facilitate the delivery of high quality yet interactive multimedia in
a spectrally efficient manner; all whilst remaining compliant with LTE 3GPP techni-
cal specifications. The synchronisation element is introduced to the framework where
the delivery of multi stream multimedia is required. Of course this can also be ap-
plied to any single stream offering also, since scalable quality solutions are inherently
multi stream and allow far more flexible delivery. This concept was born from the
understanding of evolving user demand from the research and discussion carried out in
Section 2.5.
The chapter begins with an introduction; providing a more in depth discussion of the
motivation driving the research and development of the HUBS framework. This is
followed by a system design, describing both the overall design along with its imple-
mentation details atop the simulation platform introduced in Chapter 3. Following
this are several experimental simulations exploring the behaviour and potential of the
HUBS framework. This is concluded with a performance evaluation based upon two
simulated scenarios to which the framework may be applied.
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4.1 Introduction
The concept underpinning the work proposed in this chapter is formed based on the
observation of two diverging trends: LTE eMBMS is expected to play a significant role
in reducing the burden of delivering next generation multimedia to mobile devices. The
only scenario in which broadcast technology can offer a significant spectral efficiency
gain is where multiple UEs are receiving the exact same data, or within the context
of this work, the same video stream. Meanwhile, content creators and broadcasters
are diverging from traditional single stream offerings, increasingly providing individual
users greater choice to personalise the way in which they consume content. These
enhanced offerings are becoming increasingly popular, and can open up additional
revenue streams for mobile operators and content creators who can offer ’premium
services’ to subscribers, thereby enhancing a live broadcast event. Example applications
include, Ultra High Definition Television (UHDTV), 3D Television, Free Viewpoint
Television (FVT) and Multi/Companion Screen viewing. To further compound the
problem, there are myriad devices each with varied capabilities to both process and
display a given stream. This can further dilute the number of users a single broadcast
stream is likely to cater for. Recent years have seen both significant advances and wide
spread adaption of solutions based on scalable video techniques where, for example,
spatial or temporal quality can be built up hierarchically in layers. In the MPEG
DASH implementation, the stream may also dynamically adapt to varying channel
conditions and bandwidth fluctuations.
The work within this chapter explores a hybrid delivery framework for multi stream
multimedia. This area of focus is entirely inspired by the observations above. The
concept allows for delivery of a popular stream via broadcast, maximising spectral
efficiency. Enhancements to this broadcast stream can be delivered via a secondary
unicast stream to selected users. To ensure the maximum gains from broadcast are
achieved, the broadcast stream is encoded or selected to ensure maximum compatibility
as well as popularity amongst end users. An example application could include a
scenario where the base layer of a scalable video stream encoded from a live sporting
event is broadcast to all users within a cell. Users who have HD or UHD capable
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devices are able to enhance the base layer by requesting an enhancement layer via
unicast transmission. This enhancement layer may even be dynamically varied for each
subscribed user independently since bidirectional communication exists in unicast. A
second example may include the delivery of stereoscopic content, where the majority
of cell users will likely watch in 2D. Considering the significant size increase required
to stream in 3D, it is unlikely to be spectrally efficient to broadcast the full 3D stream
should only a limited number of users be interested. Therefore, unicast transmission
can be utilised to deliver the second view of the stereoscopic pair to only users who
have 3D capable playback. The framework was always intended to remain agnostic to
the type of data used within the stream and can therefore be applied in an array of
scenarios as well as with new advances in multi stream encoding methods.
4.2 Proposed System Design and Implementation
An intimate understanding of the LTE eMBMS mechanism has been developed during
the implementation of the extended LTE-Sim simulation platform in Chapter 3. When
considering a hybrid unicast broadcast delivery system, one factor which is highly
evident is just how separate these two delivery mechanisms are kept. Broadcast has
a highly rigid scheduling and data delivery architecture where cell conditions have no
influence on the effective throughput. On the other hand unicast is highly granular
in its data allocation procedures with decisions on throughput made to a TTI (1ms)
precision.
The HUBS framework’s primary objective is to, despite varying cell conditions and
loading, minimise the time offset between related streams delivered jointly by LTE
unicast and broadcast services. By considering stream offset in addition to delay, the
streams may adapt, together, to varying load conditions. Since bandwidth must be
split between eMBMS and unicast services, this subsequently offers benefits to the
entire cell. Consider a scenario where, due to insufficient unicast resources for the
requested traffic, the stream begins to see an increased bearer queue building at the
eNB. In this instance, the unicast stream will show a lag versus the broadcast, the HUBS
framework will then consider whether some resources from the broadcast stream can be
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freed and re-allocated to the unicast pool. The framework must also ensure resources
are not over-provisioned to broadcast services; this quickly had a detrimental effect on
cell efficiency as was observed in Section 3.4.5. Also observed in Section 3.4.5 was the
magnitude of the effect of varying the broadcast resource allocation parameters of AP
and SF map allocation. AP was far too course an adjustment and once a stream is
established is unlikely to require changing, therefore the active varying of resources will
be performed with the SF map.
4.2.1 HUBS Framework Overview
The LTE eMBMS architecture (presented in Section 2.2.2.3), shows the MCE is uniquely
positioned to gather the required user data for calculating the offset between the
streams. It is also the entity that holds responsibility for radio resource management of
all eMBMS services. It is therefore chosen as the key node in which to implement the
HUBS framework management. As an additional challenge, this research is designed in
such a way as to allow implementation into a real world LTE test bed network. Since
the MCE is a virtual node, implemented in software within an LTE network, addition
of the HUBS framework would simply involve a software update. To keep this in line
with the current LTE design structure, it was decided to implement HUBS entirely as
a module named the ‘HUBS Processor’.
The ‘HUBS Processor’ is responsible for managing the HUBS framework. At the center,
is a simple ‘process’ command that is called once per LTE system frame (10ms), and this
will perform all of the required processing to keep the framework information up to date
and functioning. A simplified high level diagram showing only the key design aspects of
the HUBS processor is shown in Figure 4.1. The ‘HUBS Processor’ concept is designed
with extendability in mind. This includes the ability to synchronise multiple sets of
streams by allowing multiple HUBS service offerings across the broadcast service area.
This is achieved by separating and managing statics and properties of each hybrid
unicast broadcast service with the use of a ‘HUBS group’ entity, also illustrated in
Figure 4.1.
A ‘HUBS group’ will be instantiated for each HUBS service and only responsible for
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HUBS Group Container
    1. HUBSGroup
...
    2. HUBSGroup
Member Stats Refresh 
Period
Group Stats Refresh Period
Allocation Decision Period
HUBSMemberContainer
    1. Member
GroupID = 1
GroupStats
    Ave Moving Ave Delta
    Ave Raw Delta
    Ave HOL Delta
    2. Member
....
Anchor Application
Moving Ave Delta
Raw Delta
coeff
HOLDelay
GroupID = 2
....
These statistics represent 
the average statistics 
gathered across the 
group members and are 
updated with every 
 Group Status Refresh 
Period 
The anchor 
application is the 
reference to which 
all difference 
readings are made. 
For the purposes of 
this research this 
will always be the 
broadcast 
application.
HUBS GroupHUBS Processor
Member
HUBS Group
Each Member of the group has 
the following parameters and 
variables assigned:
- Stored Moving Ave Delta for 
user
-Last recorded Raw 
(unmodified) delta for user
-Last recorded HOL Delay for 
user
-Coeff sets the tail off of the 
moving average calculation
Figure 4.1: Diagram showing only key HUBS data and infrastructure within MCE.
minimising the time offset between related unicast and broadcast streams amongst the
members subscribed to this service. Each group will have an ‘anchor’ stream assigned,
in this research this will always be the broadcast stream. The ‘anchor’ is a key entity as
it is the reference to which the offset of each member is measured. Each user member
subscribed to a group, has statistics stored and maintained within the group, where
they may be retrieved at decision making intervals.
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4.2.2 HUBS Processor
Where the HUBS service is active during a simulation, the processor will prompt each
group to refresh the statistics of each member periodically at settable intervals. This
is also true for the processing of group statistics and finally decision making on the re-
allocation of resources via the eMBMS SF map. These periodic intervals are defined as
Pmsr and Pgsr system frames for member and group statistics refresh respectively. Pdad
is the period, in system frames, between dynamic allocation decisions (i.e. where the re-
source allocation is varied). The pseudocode in Algorithm 2 more clearly demonstrates
the HUBS processor’s process() function, run every LTE system frame.
Algorithm 2 HUBS Processor process() function. Called for every system frame.
Require: The following variables are retrieved from the running simulation.
SFN = LTESystemFrameNumber
Pmsr = PeriodforMemberStatsRefresh
Pgsr = PeriodforGroupStatsRefresh
Pdad = PeriodforDynamicAllocationDecision
1: function process(SFN) . where SFN ∈ Z+
2: if SFN mod Pmsr == 0 then
3: MemberStatsRefresh()
4: end if
5: if SFN mod Pgsr == 0 then
6: GroupStatsRefresh()
7: end if
8: if SFN mod Pdad == 0 then
9: DynamicBcastAllocationDecision()
10: end if
11: end function
Unlike unicast services, which have a dedicated infrastructure for rapidly adapting
resource allocation, LTE does not support the changing of parameters for a given
eMBMS service without first issuing an update on the control channel. These updates
are periodic and defined by the MCH Scheduling Period within the MCE. Due to
this limitation, each group will only define an allocation decision period satisfying
Pdad > MCHSchedulingPeriod, where Pdad ∈ {32, 64, 128, 256}. Given the frequent
variability of cell conditions as well as the instantaneous nature of video stream bit rate
(i.e. size of an I versus a P frame), it is inadequate to make an assessment of stream
4.2. Proposed System Design and Implementation 115
offset and subsequent dynamic allocation decision based on only a single instantaneous
time sample. Therefore, an average is maintained within each HUBS group by sampling
the offset with greater frequency between each dynamic allocation decision. This is
the purpose of individually assigning Pmsr which defines this more frequent sampling
period, where Pmsr ∈ {4, 8, 16, 32}. An example is more clearly illustrated in Figure 4.2.
Here the member statistics sampling period is assigned as 4 system frames and both the
‘Group Statistics’ and ‘Allocation Decision’ have a period of 32 system frames assigned.
Figure 4.2: Example Timing diagram where the member statistics sampling period
(Pmsr) is 4 system frames and both the Group Statistics (Pgsr) and Allocation Decision
(Pdad) have a period of 32 system frames.
The complete programmatic design for the HUBSProcessor class for implementation
within the extended LTE-Sim platform is shown in Figure 4.3 along with the de-
sign of the HUBSGroup class. Many of the variable and function names provide a
clear insight into the intended functionally. In summary, each subscribed user for
a given service is stored within the ’m membersContainer’ vector array within the
HUBSGroup class of the service. Each HUBSGroup is subsequently stored in the
’m HUBSGroupContainer’ vector array within the HUBSProcessor. Each user mem-
ber instance within the ’m membersContainer array is of structure type ‘member’ which
maintains the statistics variables for the user as shown in Figure 4.3. This modular
approach keeps the whole system, and subsequently the research flexible and open to
further development.
4.2.3 Deriving Stream Offset
First, a look at the procedures by which the HUBS framework derives the stream
offset, defined as the Inter Arrival Difference (IAD). Within a group, each member user
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MCE
+HUBSProcessorUpdate() : void
-m_HUBSProcessor : HUBSProcessor
+getHUBSProcessor() : HUBSProcessor*
...
HUBSProcessor
...
-m_HUBSGroupContainer : 
vector<HUBSGroup*>
-m_enable_DynBcastSF : bool
-m_MemberStatsRefreshPeriod : int 
-m_DynBcastSFUpdatePeriod : int
-m_GroupStatsRefreshPeriod : int
-m_dynSFhelper : DynamicSF
-m_GroupAveragingStats : 
GroupAveragingStats
-MemberStatsRefresh() : void
-GroupStatsRefresh() : void
-DynamicBcastAllocationDecision() : void
-calcAveAcrossHUBSGrps() : void
+GetHUBSGroupContainer() : 
vector<HUBSGroup*>*
+CreateHUBSGroup(int) : HUBSGroup*
+GetGroupAveStats() : 
GroupAveragingStats*
+GetHUBSGroupByID(int) : HUBSGroup*
+process(int) : void
+HUBS_enable_DynBcastSF(bool) : void
+setMapLength(int) : void
GroupAveragingStats
+AveMoAvDelta : double
+AveRawDelta : double
HUBSGroup
-m_stats : GroupStats
+SetGroupId(int) : void
+getMembersContainer() : MembersContainer*
frameBufElement
+frameNo: int
+getFrameNo() : int
+getTxTime() : double
+setFrameNo(int) : void
+TxTime: double
+setTxTime(double) : void
GroupStats
+AverageMoAvDelta: double
+AverageHOLDelay: double
+AverageRawDelta: double
-m_framebuf : *deque<frameBufElement>
-m_membersContainer : vector<member>
-m_groupid : int
-m_frameDuration : double 
member
+application: TraceBasedEnhanced*
+HOLDelay: double
+MovAveDelta: double
+rawDelta: double
+coeff: double
-m_anchorApp : Application*
+GetGroupId() : int
+getAnchorApp() : Application*
+getStats() : GroupStats
+setAnchorApp(Application*) : void
+SetFrameRate(int) : void
+GetFrameRate() : int
+UpdateAveDelta() : double
+getMember(int) : member
+removeMember(TraceBasedEnhanced*) : bool
+MemberStatsRefresh() : void
+GroupStatsRefresh() : void
+addMember(TraceBasedEnhanced*) : bool
+isGroupMember(TraceBasedEnhanced*) : bool
// Group Properties
// Group Membership
// Statistics Gathering & Processing
+printframeBuf() : void
+getDeltaFromAnchor(int) : double
+update_framebuf(Packet*) : void
+expMovAve(double, double, double) : 
double
// HUBS Broadcast FrameBuffer Management
+frameInBuf(int) : bool
+GetAnchorLastFrame() : int
+bufNOTempty() : bool
+getAnchorFrameTime(int) : double
// Utilities
+getSize() : int
+printGroup() : bool
Figure 4.3: Class diagram showing the HUBSProcessor and HUBSGroup classes as
related to the MCE. This provides some indication as to how this may be implemented
in an LTE network.
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k has the time offset δk between their corresponding unicast and broadcast streams
calculated by probing the bearer queues at the eNB. A positive or negative δk implies
the broadcast stream is leading or lagging respectfully since the broadcast stream is
defined as the anchor to which the offset of each unicast stream will be measured; this
is more clearly illustrated in Figure 4.4. In the case where the broadcast and unicast
streams are transmitting the same video frame, δk is set to zero.
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Figure 4.4: Reading the graphed IAD metric.
To improve accuracy in the case where the broadcast stream leads the unicast, a record
of the previous 10 video frame numbers, along with their transmission times is kept for
the broadcast stream, resulting in:
δk = tnow − tbcast,f (4.1)
where tnow is the current simulator time and tbcast,f equals the time of transmission
within the broadcast stream of frame number f , kept for the preceding 10 frames. For
example, where Fb is the current video frame being broadcast the following is true:
tbcast,f ∀ f ∈
{
x ∈ Z+ | Fb − 10 < x ≤ Fb
}
(4.2)
Maintaining a similar updated record for each unicast user in the group would prove
computationally expensive. Therefore, only the current video frame Fu,k of the unicast
stream for user k is retrieved. Should a unicast user lead the broadcast stream, the
stream offset will be calculated by establishing how many frames the lead consists of,
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multiplied by the frame duration j in milliseconds:
δk = j(Fb − Fu,k) (4.3)
At this point δk is representative of the instantaneous stream offset for user k at simula-
tor time tnow. Although this instantaneous value is stored, the decision making within
the HUBS framework is performed on the mean of the exponential moving average δ′k,i
of each user k, where i is the measurement index at system frame Fsys making i − 1
the prior measurement at Fsys − Pmsr (since updates only occur every Pmsr system
frames). The calculation is performed with the following equation:
δ′k,i = (αδk) + (1− α)δ′k,i−1 (4.4)
The coefficient α serves to provide a factor by which the weight of older observations fall
off and is assigned between 0 and 1. This weighting factor will decrease exponentially
for each historic datum as a new reading is taken. By the nature of an exponential fall
off, this does imply that the weighting will never reach zero, yet it is clear that with
the correct weighting coefficient selected, historical results eventually serve negligible
influence over the final result. Where α is closer to 1, the result will more quickly
discount older observations. This implementation was chosen due to the flexibility
offered without the system overheads of storing and processing historical buffer of
results for each user.
4.2.4 HUBS Group Mean and Dynamic Resource Reallocation
The HUBS architecture, first introduced in Section 4.2.1 described how the framework
adopts a structure where member and group statistics are calculated independently at
periodically configurable intervals. This design has been inspired from that of the LTE
system design philosophy, considering at each step, the network processing and storage
overheads.
The previous section outlined how the exponential moving average stream offset for each
user within the HUBS group is derived and maintained at a frequency of Pmsr system
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frames. The dynamic reallocation of resources within each group (and hence eMBMS
service) is based upon a calculation of the mean of the exponential moving average
across all users within the group. The calculation of this group mean is performed
every group stats refresh period of Pgsr system frames. Expanding on this architecture,
let each HUBS group GID maintain a set of users K = {x ∈ Z+ | x ≤ N} where, N is
the total number of member users. The mean exponential moving average, MGrp can
thus be calculated as such:
MGrp=
1
N
N∑
k=1
δ′k,i (4.5)
At this point the group statistics have been updated and are ready to be read by the
DSF allocation algorithm to make a decision on resource reallocation. The objective
of the algorithm is to minimise the time offset between the broadcast (anchor) stream
and each of the unicast services whilst respecting the QoS parameters of each. The
calculation is called for each group from the HUBS processor every Pdad system frames.
The decision is based on the group’s average offset MGrp value. This is more clearly
and concisely described in Algorithm 3 which expands on the functions first introduced
in Algorithm 2.
There are 3 outcomes from which the decision making algorithm can select; to in-
crease, maintain or decrease eMBMS resource allocation for the given group anchor
stream. The bounds of these decisions are determined on the QoS max delay param-
eter, τmax, defined for the broadcast application along with two thresholds which are
derived by applying scaling factors to the τmax delay parameter. The first threshold
scaler is named the ‘HUBS Delta Threshold’, κdelta, and can be defined between 0 and
1. This determines the area analogous to a dead band where, should MGrp remain
above −κdeltaτmax but below κdeltaτmax the decision is made to maintain the current
allocation. Should MGrp drift below −κdeltaτmax or above κdeltaτmax, the algorithm will
increase or decrease resources reserved for broadcast accordingly. The HUBS algorithm
will also honour the broadcast bearers QoS delay constraints, guaranteeing service con-
ditions for broadcast only users who are not members of the HUBS group. This is
where the second threshold scaler appears, named the ”keep within” threshold. Once
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Algorithm 3 HUBS dynamic allocation algorithms for delta calculations and member
and group statistics
Require: The following variables are retrieved from the running simulation.
α← FalloffWeightFactor
j = 1000× (1/framerate) . Video frame duration (ms)
1: function MemberStatsRefresh(void)
2: for each user k where k ∈ K do
3: if user k bearer queue > 0 then . Packets Queued on Bearer
4: Fu,k ← Frame No. of Next Queued Transmission
5: δk ← getDeltaFromAnchor(Fu,k)
6: else . No Packets Queued on Bearer
7: Fu,k ← Frame No of Last Transmission
8: δk ← getDeltaFromAnchor(Fu,k)
9: end if
10: δ′k,i ← (αδk) + (1− α)δ′k,i−1 . Calculate Exponential Moving Average
11: end for
12: end function
13: function GroupStatsRefresh(void)
14: Count← 0
15: σ ← 0
16: for each user k where k ∈ K do
17: σ ← σ + δ′k,i . Sum Exponential Moving Average
18: Count+ +
19: end for
20: MGrp← 1Count · σ
21: return MGrp
22: end function
23: function getDeltaFromAnchor(Fu,k)
24: if Fu,k == Fb then
25: δk = 0
26: else if Fu,k < Fb then
27: if Fu,k > (Fb − 10) then
28: δk = tnow − tbcast,Fu,k
29: else
30: δk = j(Fb − Fu,k)
31: end if
32: else if Fu,k > Fb then
33: δk = j(Fb − Fu,k)
34: end if
35: return δk
36: end function
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again defined between 0 and 1, κwithin multiplied by τmax defines the upper threshold
to which the eMBMS broadcast stream delay may reach before the HUBS group is
unable to continue allocating resource away. This also defines the delay threshold for
the broadcast stream at which the HUBS framework will allocate further resources to
the broadcast regardless of its own objectives to satisfy the QoS conditions. By set-
ting these bounds lower than the maximum delay itself, there is less chance the delay
will momentarily exceed the maximum delay (τmax). This function is more concisely
described in Algorithm 4.
Algorithm 4 HUBS - Dynamic Broadcast Allocation Decision Function
Require: The following variables are retrieved from the running simulation.
τmax ← QoSMaxDelay
kdelta ← HUBSDeltaThreshold
kwithin ← KeepWithinThreshold Dynamic Threshold
dhol ← HeadOfLineDelayforBcastBearer
SFmapLength← 6 or 24 . Length of bit map for 1 or 4 frame allocation.
1: function DynamicBcastAllocationDecision(void)
2: if MGrp> kdeltaτmax and dhol < kwithinτmax then
3: if index < SFmapLength− 1 then
4: index+ +
5: end if
6: else if MGrp< −kdeltaτmax or dhol > kwithinτmax then
7: if index > 0 then
8: index−−
9: end if
10: end if
11: bitmap← mapFromIndex(index) . Retrieve map for index
12: MCE− > setEMBMSSFBitmap(bitmap) . Command MCE to use new map
13: end function
Maintaining the modular and configurable design approach once again, the management
of resource re-allocation is performed by a separate entity named the Dynamic Sub
Frame Helper (DSFH) which is assigned to each HUBS group. This tracks the current
sub frame allocation and manages requests to increase and decrease resource allocation
from the HUBS Processor, translating this to a SF bitmap for the MCE. This is done
by defining a ‘sub frame index’ where each index references a sub frame map. When
an increase or decrease in eMBMS assigned resources is requested, the map index
is incremented, or decremented respectively. By default, the maps are defined with
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Table 4.1: Default index to sub frame map for Dynamic Sub Frame Helper object
Index SF Map
0 100000
1 110000
2 111000
3 111100
4 111110
5 111111
linearly increasing allocation, as shown in Table 4.1. This enables future expansion
of the system, certainly with 24 bit maps, to offer non linear, profiled allocation of
resources within given scenarios.
Should a request to increment or decrement the index when at either the end or start of
the available range, the allocation will remain static but return a false condition back
to the HUBS group to indicate the request could not be fulfilled.
4.3 Initial Performance Evaluation
To initially evaluate and assess the proposed HUBS DSF allocation algorithm, the
design and implementation presented in Section 4.2 is implemented within the extended
LTE-Sim platform and a mixed traffic scenario is established and simulated. For this
scenario, identical simulations are run with and without the HUBS DSF allocation
framework enabled. For the control simulations where no DSF allocation is utilised,
the simulation is run for all possible SF bitmaps for the given AP of 1. The core
parameters of each simulation remain fixed, these are shown in Table 4.2 along with
assignment percentages of user services across the cell.
For this initial analysis, once again the Poznan Street1 sequence is utilised. Two views
are transmitted, jointly encoded as an MVC stream with the JMVC reference encoder
[72]. Camera 4 of the sequence is chosen as the popular stream that is transmitted via
broadcast to end users and is encoded as the MVC ’independent’ stream. Camera 3 of
the sequence is encoded as the enhancement to the broadcast stream and thus encoded
as the MVC ’dependant’ stream. This is transmitted to a subset of users via unicast.
1Production: Poznan University of Technology
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Table 4.2: HUBS Dynamic SF Initial Performance Evaluation Simulation Parameters
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 10 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate
interference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direction
User Numbers 10 - 60 users, interval of 5
eMBMS AP 1 frame
eMBMS SF Allocation 1 frame
eMBMS SF Bitmaps
(Static Allocation)
111111, 111110 , 111100, 111000, 110000, 100000
When HUBS Dynamic SF Allocation DISABLED
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 250ms
Video = 250ms
HUBS Parameters When HUBS Dynamic SF Allocation ENABLED
Pmsr 4 system frames
Pgsr 32 system frames
Pdad 32 system frames
a coefficient 0.2
User Service
Broadcast Video 100% Total Active Users
Poznan St CAM4 (720p QP27)
Enhancement Video 60% Total Active Users
Poznan St CAM3 (720p QP27)
Voice Calls 30% Total Active Users
Internet Browsing 10% Total Active Users
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Since the unicast enhancement stream depends on the broadcast primary stream for
decoding, in this scenario, any users receiving the secondary stream are subscribed
to the HUBS group. Users who successfully decode both streams are able to enjoy
stereoscopic 3d video. Where DSF allocation is disabled, static allocation maps are
assigned for the duration of the simulation. The eMBMS AP is 1 frame, implying that
every frame in the simulation will have some allocation of resources to broadcast.
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Figure 4.5: Results for Inter Arrival Difference with increasing cell users; illustrating
the time difference in arrival of the unicast and broadcast streams to a given HUBS
subscriber with DSF or Static SF map allocation.
Firstly a look at the key metric results of IAD, measured in milliseconds. The DSF
IAD against that of all the assignable static SF maps is shown in Figure 4.5. It is clear
that the minimum allocation of just a single SF in every frame is completely insufficient
to sustain the broadcast throughput. Here the plot representing the ‘100000’ allocation
is seen below -200ms in a lightly loaded cell, increasing only where the delay of the
unicast stream sufficiently due to increased user loading, thus reducing the difference.
It is immediately clear that the DSF allocation mechanism introduced performs desir-
ably at both reducing and maintaining the IAD in the given scenario. Furthermore, it
illustrates how stable the DSF allocation algorithm performs even at the two extremes
of such a wide variation in cell loading. The average of the DSF allocation IAD plot
is 36.5ms with a standard deviation of just 4.3ms. This implies for the most part the
IAD is reduced to less than the duration of a single video frame, significantly reducing
the delay and complexity introduced through buffering techniques.
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Figure 4.6: Delay of broadcast delivered main sequence with increasing users in (A)
and for enhancement sequence, delivered via unicast in (B).
Figure 4.6 (A) and (B) plot delay for each SF map and DSF allocation against increasing
cell users for the main and enhanced stream respectively. Here it is clear to see how
the actions of the HUBS framework minimise the stream offset. On the broadcast side,
the delay gracefully increases as the user load in the cell does, this is due to greater
resources reallocated from the broadcast stream to all unicast services. This in turn
has the direct effect of reducing the delay experienced by the unicast stream, further
mitigating the requirement for further resource reallocation. This result can be seen in
Figure 4.6 (B), where the HUBS algorithm performed well to ensure the unicast delay
minimised more aggressively as user numbers increase. This test shows both graceful
and balanced performance exhibited by the HUBS DSF allocation features, striking a
balance between the requirements of both the broadcast and unicast streams.
This initial test has shown promising results, reducing and keeping stable the IAD
between the joint unicast and broadcast streams despite heavily increased user loading.
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At this point some more advanced simulation scenarios are established exploring multi-
stream multimedia use cases based on typical real world scenarios likely to challenge
mobile networks in the near future.
4.4 Scenario A: Independent Interactive Companion View
The initial performance evaluation presented in Section 4.3 has shown promising results
for the HUBS framework in an arbitrary scenario. In order to more systematically eval-
uate the proposed HUBS framework, two more detailed scenarios have been established.
These have been designed based on trend forecasts in both research and industry to
establish how the framework may be used in a real network delivering next generation
multimedia.
In this scenario, the primary coverage of a football match is broadcast within a cell
to all subscribing users. The pseudo broadcaster then additionally offers a multitude
of alternative views which are streams that the user can interactively select between
to accompany the main broadcast. In the simulation, there is four additional views
available, one of which is randomly selected by each user requesting a companion view.
This random selection occurs at the start of each simulation run and the user maintains
the chosen sequence for the duration of the run. The scenario is shown in Figure 4.7
using an illustration of companion viewing scenario where a user may enjoy the primary
stream on a larger screen device such as a tablet and opt for a companion view on a
smaller secondary device such as a smartphone.
4.4.1 Multimedia Content Preparation
The sequences provided by the TRICTRAC2 project comprise synthetic views of a
football match from various angles around the modelled stadium. Three scenarios of
footage are available for download, the third scenario was selected as it offered a total
of five unique views of the same time segment of action simultaneously from different
cameras. The sequence for each view is provided as a series of JPEG images. These
2Production: TRICTRAC Project: http://www.multitel.be/trictrac
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Figure 4.7: Interactive companion view scenario A diagram
are encoded using the H.264/AVC video codec at a resolution of 960x540 and with a
Contsant Rate Factor (CRF) of 30 and intra-frame insertion interval of every 50 frames
[24]. The stream chosen for broadcast in this scenario was camera 6 in the TRICTRAC
sequences, along with cameras 4, 7, 3 and 9 for the available companion unicast views
1-4 respectively.
The bit rate of each of the enhancement sequences to be transmitted to subscribing users
via unicast, along with the bit rate of the broadcast sequence is shown in Figure 4.8. The
broadcast bit rate is the highest at 1062Kb/s, this is due to this sequence containing
a high level of motion and movement throughout. The bit rates of the companion
views to be delivered to users via unicast vary significantly amongst one another; the
largest sequence with a bit rate of 931Kb/s and the smallest with 471Kb/s. This is
expected given the different angles and varied focal lengths used in each sequence. This
is more clearly illustrated in Fig 4.8 where the data rates of each video sequence are
shown alongside each other. The vast variation in stream size is an interesting real
world possibility and considering the random selection of media will do well to test the
frameworks response.
For a more in depth view at how the streams vary over their duration, Figure 4.9 plots
the frame size of the first 300 frames of each 600 frame sequence. Given the large
difference in size between Intra and Predicted frames, Figure 4.9 (B) provides a closer
look at the variation of the streams by limiting the y axis thus cropping the larger Intra
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Figure 4.8: Variation of encoded bit rates of scenario A video sequences.
frames from the graph. Observation of (B) shows there is minimal variation within each
stream during the first 300 frames and this pattern continues throughout the non visible
final 300 frames also.
4.4.2 Simulation Parameters
As in the initial evaluation in Section 4.3, identical simulations are run with and without
the HUBS DSF allocation framework enabled. Where no DSF allocation is utilised,
the simulation is run for all possible SF bitmaps. Each simulation is iterated through
15 runs, each with a new random seed. Every run has a total simulation duration of
150 seconds, consisting of a warm up period of 30 seconds followed by 120 seconds of
application data transmission.
Table 4.3 provides the system level simulation parameters on which the evaluation of
Scenario A is performed. The driving force behind the development of the HUBS DSF
allocation algorithm was high user demand for a given video service within a cell service
area. This is unlikely to occur in rural or even sub-urban areas; therefore, simulations
are targeted at an urban environment. With reference to Table 8-4 in [43], a report
containing guidelines for the evaluation of radio interfaces, an urban placed macro-cell
has an ISD of 500m, therefore a cell radius of 250m was decided upon. By keeping to
the largest recommendation, the most challenging scenario is presented for evaluation.
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Table 4.3: Scenario A: Interactive Companion View Simulation parameters
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 15 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate inter-
ference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direction
User Numbers 5 - 60 users, interval of 5
eMBMS AP 1 frame
eMBMS SF Allocation 1 frame
eMBMS SF Bitmaps
(Static Allocation)
111111, 111110 , 111100, 111000, 110000, 100000
When HUBS DSF Allocation DISABLED
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 100ms
Enhancement Video = 100ms (QCI-7)
Other Video = 100ms (QCI-7)
VoIP = 100ms (QCI-1)
HUBS Parameters When HUBS DSF Allocation ENABLED
Pmsr 4 system frames
Pgsr 32 system frames
Pdad 32 system frames
a coefficient 0.8
User Service
Broadcast Video 60% Total Active Users
TRICTRAC Broadcast View 960x540 H.264 CRF30
Enhancement Video 50% Total Broadcast Users
By Random Selection:
-TRICTRAC View 1 960x540 H.264 CRF30
-TRICTRAC View 2 960x540 H.264 CRF30
-TRICTRAC View 3 960x540 H.264 CRF30
-TRICTRAC View 4 960x540 H.264 CRF30
Other Video 10% Total Active Users
Foreman H264 440Kbit
Voice Calls 20% Total Active Users
Internet Browsing 10% Total Active Users
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Figure 4.9: Size of first 300 frames for each video sequence. The Y axis has been limited
to 0-15 kilobytes in (B) for a closer look at the streams B and P frames.
Given the heavy demand of multiple video services as well as eMBMS services, the cell
bandwidth is set to 20MHz providing a total of 100 resource blocks. A cell layout of
7 cells is employed with the scenario simulation taking place in the center cell. The
surrounding cells serve to generate interference more closely emulating the challenges
presented in a real word scenario.
The QoS policies for maximum delay within the unicast services have been kept in line
with the LTE technical specifications at 100ms (QCI-7) for the video services. The
eMBMS service also has a defined maximum delay of 100ms. Since the HUBS delta
threshold is defined as a percentage of this maximum delay parameter, it is expected
that the broadcast stream will never be allowed to exceed the delay restrictions imposed
on the unicast services by avoiding the reallocation of too many resources away from
the broadcast service.
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4.4.3 Performance Evaluation
The first objective for evaluation is the Inter-stream Arrival Difference (IAD); the
difference in arrival time measured in milliseconds between the main broadcast and
unicast enhancement streams. The IADs are extracted from the completed simulation
trace files. Shown in Figure 4.10 (A) is the resultant IAD value averaged across users
for the entire simulation duration and across all runs of the simulation. For analysis,
results for this scenario have had bitmap 100000 removed as, with so little resource
allocation, the broadcast service is unable to sustain the bit rate required from the
video stream. It therefore would not have been a viable option for transmission of
the selected broadcast video sequence. The proposed HUBS DSF allocation framework
shows clear minimisation of IAD with increased success and accuracy as cell loading is
increased, more clearly observable in Figure 4.10 (B) with map 100000 excluded.
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Figure 4.10: Scenario A: Results for Inter Arrival Difference with increasing cell users for
scenario A; illustrating the time difference in arrival of the joint unicast and broadcast
streams to a given HUBS subscriber with DSF or Static SF map allocation. (A) Includes
all static SF maps, (B) plots all but map 100000.
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The HUBS delta threshold value, κdelta, is defined as 10% of eMBMS QoS Max Delay,
therefore a value of ±10ms is taken by the HUBS algorithm (See Section 4.2.4). Al-
though some variation from zero can be observed with fewer cell users, the IAD never
exceeds even 15% of this threshold value, implying that the streams were synchronised
without approaching their respective QoS delay limitations. Greater cell users and thus
greater number of subscribers seem to better serve the algorithm; a logical result when
considering the statistics on which decisions are made are collected from the member
subscribers. This scenario also presents an interesting case where a static allocation
map has marginally outperformed the DSF allocation offered by the HUBS service be-
low 25 users. Analysis of this case shows its occurrence is somewhat by chance, since
the bit rate of the videos happens to match the resources provided by a given static
map for scenarios with less than 25 cell users. Furthermore, the given scenario has
purposely presented encoded streams which show no significant bit rate variation for
their duration limiting variables for testing purposes in this scenario; this is less likely
to be the case for real world video streams containing much more dynamically varying
content. It is also important to specify that the dynamically allocated map had no
outside intervention, thus establishing a suitable allocation map based solely on the
minimisation of IAD during the simulation. This demonstrates the HUBS framework’s
ability to quickly and independently establish a configuration on the fly that would or-
dinarily be the task of the MNO; requiring calculations and predictions on the required
bit rate of the service which will require revision for each stream. Further to this, the
HUBS algorithm will dynamically vary this allocation throughout the service duration,
appropriately assigning resources as the video content varies.
The average results show the algorithm making sensible and reasoned allocation deci-
sions when averaged across the duration of the simulation. For a closer look at what
happens during the simulation, Figure 4.11 plots the IAD over simulation time. This is
averaged across all runs for each second to help stabilise any random noise. The first 5
seconds of the simulation are regarded as part of the warm up and have no data trans-
missions take place. Perhaps the most defining characteristic each plot reveals is the
periodic peaks. These peaks are always either positive or negative for each map alloca-
tion instance. Similarly to the discussion in the prior paragraph; with fixed broadcast
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Figure 4.11: Scenario A: Each graph represents IAD for SF map of 110000, 111000 and
DSF allocation against simulation time. IAD is calculated from the average across all
runs. Graphs included for 10, 30 and 60 cell users.
channel bandwidth, when a larger Intra coded frame is presented for transmission, if the
momentary bandwidth available is insufficient for its transmission within the current
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TTI, further segments will remain in the bearer queue and accumulate a delay penalty.
This is what causes the peaks to appear. Where this phenomenon becomes particularly
interesting for the given application is: in order to minimise the IAD, over-assigning
resources to broadcast such that any Intra frame may be transmitted to incur mini-
mal delay penalty would have the opposite effect on the delay incurred to the unicast
video. Thus, it is best to ensure that the resource assignment allows for near negligi-
ble delay to the bulk of the smaller predicted frames whilst being able to clear Intra
frames through the buffer in a timely manner. With this in mind, given that a positive
IAD represents the broadcast arriving ahead of the unicast, it is understandable that
these peaks will, at a given SF map allocation, switch from negative to positive; since
resources are reallocated in favour of the opposing direction.
A closer look at Figure 4.11 for 10 users quickly reveals that where a static map of
’110000’ is utilised, the broadcast stream struggles to clear the larger intra coded frames
in a timely manner. Once again looking at the same graph, it is evident from the absence
of these peaks in the DSF allocation, the algorithm has decided to offer further resources
to the broadcast to alleviate some of this bearer delay. Thus in this situation, the
algorithm has correctly maximised this opportunity of light cell loading to ensure IAD
between the streams is minimised. This can be confirmed by examining the allocation
decisions being made by the HUBS DSF allocation algorithm. Figure 4.12 illustrates
the SF index chosen, averaged across all the runs, during the running simulation. For
the given scenarios, the SF maps are assigned directly to the SF index values (i.e map
100000 is index 0, 110000 is index 1 etc). Therefore, for 10 users, it can be confirmed
the allocation algorithm opted for a SF index ’111000’ for the majority of its duration.
Moving to the 30 cell user graph in Figure 4.11, the behaviour of the DSF allocation
algorithm has changed. The greater number of cell users has placed extended load on
the unicast services of the cell, therefore the allocation algorithm is more restrictive
in reassigning resources away from the these services. As a result, the decision (as
observable in Figure 4.12) is to maintain the ’110000’ map for the majority of the sim-
ulation, leaving the algorithms IAD with far greater and more frequent peaks. With 30
users, the peaks for the dynamically allocated map remain slightly smaller in magni-
tude compared to the statically allocated ’110000’ map. This is a result of the ability of
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Figure 4.12: Scenario A: HUBS SF Decision Making over Simulation Time
the algorithm to switch to a greater map for just a single time period to help alleviate
some of the bearer queue faster. At 60 users, the algorithm has chosen to offer the
loaded unicast services as many resources as may be afforded, yet has chosen explicitly
not to allow the SF map to drop below ’110000’, showing an ideal response to the QoS
delay conditions in place. The peaks in IAD seen at the start of each graph are a result
of the DSF allocation algorithm starting with a map of ’100000’.
The results in Figure 4.12 show that the algorithm is slightly more unstable with only
5 users. This is somewhat expected, given there is some reliance on user numbers
to smooth the feedback into the algorithm. Reassuringly the decisions made, once
averaged, closely resemble the 10 user plot. The 10, 30 and 50 user plots see far more
stability in the decision making, which, given the relatively uniform bit rate of the
video streams are a positive indication of a stable feedback mechanism.
To further analyse the decision making of the HUBS allocation algorithm with increas-
ing user numbers, a gaussian kernel density estimation graph was generated based on
the trace files of the simulation. This will provide a smoothed estimation of the dis-
tribution of SF map choices for a given number of cell users. The generated graph is
shown in Figure 4.13 for 10 to 60 users in intervals of 10. From this graph it may be
quickly inferred that as users and thus cell load increases, the HUBS algorithm makes
the choice to reduce the SF index assigning further resources to the unicast services.
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With 10 cell users, the algorithm centres close to a SF index of 2 (’111000’) yet the
width of curve and the second peak at an SF index of 1 does indicate some variation
of choice through the simulation. By 20 users, the peak of the curve has shifted im-
plying the algorithm is modulating between a SF index allocation of 1 and 2. As cell
user numbers increase to 30 and 40, the curves become narrower and the peaks higher,
indicating a smaller spread of index choice and instead a far stronger confidence in
a narrower selection. Both 50 and 60 cell user simulations showed identical results,
tightly centered around an SF index of 1 it is clear that the algorithm has found the
lower end of SF assignment to be the ’110000’ which is confirmed by the results found
above.
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Figure 4.13: Scenario A: Gaussian kernel density estimation graph illustrating the
distribution of HUBS SF decision making with increasing cell users and load.
Further to the analysis of IAD, measurements for delay must also be examined since
technically both streams could exhibit unacceptable delay values, with the IAD still
measuring close to zero. This is the motivation for applying head of line delay bounds
to the HUBS allocation algorithm. Figure 4.14 illustrates the average broadcast delay
in (A) and enhanced video stream delay in (B). The delay results for broadcast with a
dynamically allocated map exhibit a graceful rise as cell users increase. This is in line
with the increase in delay experienced by the enhancement video stream with increased
utilisation of the unicast resource pool due to a greater number of cell users. This delay
increase does not run away, instead levels off for both the joint broadcast and unicast
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Figure 4.14: Scenario A: Broadcast (A) and Enhanced (B) video delays with increasing
user number.
Of course it is also vital to ensure that the HUBS DSF allocation algorithm is also
not detrimental to the independent unicast services within the cell. Figure 4.15 plots
against increasing cell user numbers the PLR for VoIP and stand alone video services
also sharing the cell in (A) and (B) respectively. The VoIP PLR shows very little
deviation with increasing user numbers in the given scenario and HUBS DSF allocation
remained in line with the statically allocated maps. The stand alone video PLR shown
in Figure 4.15 (B) does see some divergence between maps as user numbers increase.
Despite this DSF allocation remains solidly with the best performing static allocation
map minimising the PLR.
With DSF allocation enabled, all real-time services, including VoIP and independent
video services within the cell remained commensurate with the performance of the best
performing static allocation map. This statement also stands true for non realtime
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Figure 4.15: Scenario A: (A) and (B) show Packet Loss Ratios with increasing cell
users for VoIP and Stand Alone Video Services respectively. (C) Plots the throughput
of best effort services within the cell with increasing cell users. Lastly, (D) plots cell
spectral efficiency with increasing user numbers.
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services which showed only slight variation. Figure 4.15(C) graphs the non-real-time
best effort service that emulates typical web browsing services within the cell. Here
it is clearer to see the effects of the DSF allocation algorithm where, with fewer users
(less than 30) more resources can be assigned to broadcast and there is consequently
a small impact on throughput of non-real-time services that are first to be affected.
On the other hand, when the cell is heavily congested (in the given case greater than
40 users), the same result is shown in the opposite direction, providing a throughput
increase to the non-real-time services through greater resource allocation to unicast.
Lastly, Figure 4.15 (D) provides a glance at the overall Spectral Efficiency (SE) mea-
sured within the cell. This shows that the DSF allocation has minimised the IAD yet
remained as spectrally efficient as any selectable static allocation map. The slight de-
viation seen reflects the behaviour observable in the non-real-time results where fewer
cell users show a very slight decrease in overall SE but higher cell loading, where any
gain in SE is arguably most critical, an increase is observable.
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4.5 Scenario B: H.264/H.265 encoded 3D Stereoscopic
Pair
This scenario explores the delivery of a popular live television event with stereoscopic
3D coverage (i.e. a football game or a motorsport event). In this case, users wishing
to view the broadcast in stereoscopic 3D must be receiving the left and right views
simultaneously. The left view is broadcast to all subscribing users within the cell.
Since it is likely only a subset of users within the cell will be capable of, or choose to
watch the coverage in 3D, these users are catered for using unicast transmissions; as
illustrated in Figure 4.16.
LTE Broadcast LTE Unicast
HUBS 
Group 
Subscriber
Random 
(Left View) (Right View)
Figure 4.16: HUBS Stereoscopic 3D scenario B diagram
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4.5.1 Multimedia Content Preparation
This scenario provides a particular focus on how effectively the DSF allocation of the
HUBS framework responds to variations of video content during the broadcast. Given
the content has a significant impact on the video encoder and resultant data rate,
in order to best test the proposed model, a video sequence with properties true to a
typical live broadcast was created. This sequence was formed of multiple test clips
compiled from sequences available and familiar to the research community. Each of
these has been chosen to provide a mix of both spatial and temporal information more
representative of a live video broadcast. This included fixed and panning camera shots
as well as scene cuts. Table 4.4 lists, in order, the name and duration of each clip used
to compile the final sequence totalling 120 seconds run time.
Table 4.4: Breakdown of compiled scenario B video sequence
Original Sequence Frames Duration
New Clip Name Start End Total Seconds @25fps
24h Clip 1 1320 1820 500 20
24h Clip 2 2500 3000 500 20
Big Buck Bunny 10500 11500 1000 40
Cafe´ Cam 4+5 0 250 250 10
Poznan St Cam 4+5 0 250 250 10
Shark Cam 4+5 0 250 250 10
Micro World 1+2 0 250 250 10
Total - - 3000 120
In order to draw objective comparisons of both spatial detail and temporal change
information, and hence the coding difficulty, analysis was performed on each clip. Spa-
tial perceptual Information (SI) was measured based on the Sobel filter utilising the
method defined in [42]. For Temporal perceptual Information (TI) standard deviation
is performed across each pixel of the current frame with the prior also using the method
defined in [42]. For both SI and TI, the maximum value in the time series is taken as
the representative value. The results for each clip are shown in Figure 4.17.
Screenshots from each clip are displayed in Figure 4.18. The first two clips used are ex-
cerpts from the ”24h” [48] racing sequence featuring high action car racing content with
frequent scene cuts. The following clip is an action scene taken from ”Big Buck Bunny”
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Figure 4.17: Spatial and Temporal Index of chosen scenario B sequences
[32], an animated sequence that is high in both action, texture and detail. Figure 4.17
confirms visual observations placing these clips at the higher end of the Temporal and
Spatial information scales. Cafe´3 represents a typical fixed camera indoor studio soap
opera style scene and Poznan Street4, also fixed camera, represents a typical outdoor
scene with object motion. Shark, provided by NICT5 is an animated underwater scene
with a moving camera and moderate motion. Finally Micro World, also provided by
NICT, is a relatively detailed moving camera animated sequence.
For transmission over the simulator, the videos were encoded using both the H.264/AVC
and H.265/HEVC codecs using the publicly available x264 [52] and x265 [59] encoding
libraries. The left view of each sequence is considered the main 2D view and is thus
employed as the the broadcast stream. This is encoded at a resolution of 1280x720
with a CRF of 27. This resulted in a bit rate across the stream of 1180kbps. The
right view of the sequence, required to enable stereoscopic 3D viewing to the end user
is transmitted over unicast at a lower resolution of 640x720. This is exactly half of the
horizontal spatial resolution of the left stream since this will be delivered to the end user
in side by side format. Furthermore, the encoding of the stereo view has been performed
3Production: Gwangju Institute of Science and Technology (GIST)
4Production: Poznan University of Technology
5This sequence is provided by NICT for MPEG FTV standardization.
4.5. Scenario B: H.264/H.265 encoded 3D Stereoscopic Pair 143
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Big Buck Bunny Cafe
Poznan St Shark
Micro World
Figure 4.18: Screenshots of each clip compiled to form scenario B video sequence
asymmetrically, with the unicast delivered right view being encoded with a CRF of 30.
This generates a resultant bit rate across the stream of 658.94Kbps. Work presented in
[18] showed compelling results in favour of the implementation of asymmetric encoding
techniques in both mobile and bandwidth limited scenarios. Furthermore, along with
work found in [31] and [71] it is concluded that the level of distortion applied to the
secondary view in this scenario should be almost imperceptible to the end viewer. A
summary of the sequences is shown in Table 4.5.
Figure 4.19 plots the frame size of both the H.264/AVC and H.265/HEVC compiled
video sequences for their duration. Here, the variation of the content in the sub se-
quences from which the final sequence is comprised, show their effects on the encoded
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Table 4.5: Encoded scenario B video sequence summary
View Codec Profile Resolution CRF Bit Rate
LEFT X264 High:L4.2 1280x720 27 1180 Kbps
X265 - 1280x720 27 991 Kbps
RIGHT X264 High:L4.2 640x720 30 659 Kbps
X265 - 640x720 30 504 Kbps
frame sizes.
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Figure 4.19: Frame size plotted for both H.264/AVC and H.265/HEVC left video se-
quences over the video duration for the scenario B compiled video sequence.
4.5.2 Simulation Parameters
The process utilised for scenario A is repeated here once again. Simulations are run
with and without the HUBS DSF allocation framework enabled, retaining all simulation
parameters not crucial to switching between the two. Once again, where no DSF
allocation is implemented, the simulation is run for all possible SF bitmaps. Each
simulation totals 150 seconds run time comprising of 25 seconds warm up, 5 seconds
cool off and 120 seconds of active application data exchange.
The system level simulation parameters for the evaluation of scenario B are listed in
Table 4.6. Unless explicitly stated within the remaining scenario B text, this table
shows the parameters employed for both dynamic and static allocation, as well as
for videos encoded in both H.264/AVC and H.265/HEVC. The remainder of critical
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Table 4.6: Scenario B: H.264/H.265 encoded 3D Stereoscopic Pair
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 15 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate inter-
ference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direction
User Numbers 5 - 60 users, interval of 5
eMBMS AP 1 frame
eMBMS SF Allocation 1 frame
eMBMS SF Bitmaps
(Static Allocation)
111111, 111110 , 111100, 111000, 110000, 100000
When HUBS DSF Allocation DISABLED
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 100ms
Enhancement Video = 100ms (QCI-7)
Other Video = 100ms (QCI-7)
VoIP = 100ms (QCI-1)
HUBS Parameters When HUBS DSF Allocation ENABLED
Pmsr 4 system frames
Pgsr 32 system frames
Pdad 32 system frames
a coefficient 0.8
User Service
Broadcast Video 60% Total Active Users
Compiled Sequence Left View
1280x720 CRF27
H.264/AVC OR H.265/HEVC
Enhancement Video 50% Total Broadcast Users
Compiled Sequence Right View
640x720 CRF30
H.264/AVC OR H.265/HEVC
Other Video 10% Total Active Users
Foreman H264 440Kbit
Voice Calls 20% Total Active Users
Internet Browsing 10% Total Active Users
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parameters have remained identical to scenario A. A description and justification for
their selection can thus be found in Section 4.4.2.
4.5.3 Performance Evaluation H.264/AVC
This scenario explores how the HUBS DSF Allocation responds to varying video con-
tent often seen in live broadcast coverage. Here the broadcast stream closely follows
the enhancement stream as they are a stereoscopic pair, sharing the same character-
istics over time. This results in simultaneous peaks in data rate across both services
introducing new challenges to the HUBS Framework.
Once again the first metric chosen for evaluation is the IAD extracted from the com-
pleted simulation trace files. The results are shown in Figure 4.20 where (A) shows the
results for all SF maps and (B) has SF map ’100000’ removed for greater clarity. Once
again it is clear that an allocation map of ’100000’ is unable to sustain the bit rate
required for the broadcast stream. The ’110000’ SF map is also showing some signs of
elevated delay, remaining in the negative values even at 60 users. Since there is not a
matching increase in PLR accompanying this delay, it seems the data rate peaks are
being cleared through the broadcast bearer before reaching their respective QoS limits.
It is once again unlikely that map ‘110000‘ will be chosen, certainly where map ‘111000‘
also performs considerably well.
Once again the proposed HUBS dynamically allocated SF show minimisation of IAD
despite the increased cell loading. The DSF algorithm holds the IAD stable between
10 and 35 users, remaining within a few milliseconds of 0. As cell loading increases,
the HUBS IAD average sees only a slight drift, staying within 5 milliseconds of 0. This
scenario maintains the HUBS delta threshold value, κdelta, defined in scenario A of 10%
of the eMBMS QoS Max Delay, assigning a value of ±10ms to the HUBS algorithm
(See Section 4.2.4). In this case the average IAD is never allowed to exceed the ±10ms
threshold defined.
To further explore the results of the proposed algorithm, the IAD is assessed over the
duration of the simulation time for a cell with a given number of users. Figure 4.21
plots the IAD averaged across all runs against simulation time; the averaging across
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Figure 4.20: Scenario B, Results for Inter Arrival Difference with increasing cell users;
illustrating the time difference in arrival of the joint unicast and broadcast streams to
a given HUBS subscriber with DSF or Static SF map allocation. (A) Includes all static
SF maps, (B) plots all but map 100000.
each time instance helps to stabilise any random noise. Once again, the first 5 seconds
of the simulation contribute to the cell warm up and thus no data is transmitted by
any applications, only signalling and channel information gathering takes place. The
results in Figure 4.21 reveal the large and unstable variations experienced in IAD
which the graphs representing the average across the run, shown in Figure 4.20 do
not. This instability between the streams is due to the variation in the bit rate of
the encoded sequence caused by the dynamic nature of the video content. This is
further confirmed by a correlation in IAD instability and the variation of encoded
frame sizes shown in Figure 4.19. Here the proposed HUBS algorithm reveals its real
potential in offering maximum flexibility to MNOs whilst dealing with the difficult real
world multimedia scenarios and applications an LTE network will face. Further more,
Figure 4.21 (A), both static allocation maps ’110000’ and ’111000’ show a great deal
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Figure 4.21: Scenario B IAD for SF maps 11000, 111000 and DSF allocation against
simulation time in seconds. IAD shown is calculated from the average across all runs
at the given time interval. (A), (B) and (C) are from 10, 30 and 60 cell user runs
respectively.
of variation and jitter, some of which greatly exceeds 100 milliseconds. Where the SF
allocation is performed dynamically through the proposed HUBS algorithm, there is a
marked improvement in stability as the algorithm ramps the resource allocation to best
suite the unicast and broadcast needs. The same scenario is seen repeated in Figure 4.21
(B) and (C), at 30 and 60 cell users respectively. Where (C) is concerned, the cell is
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approaching a saturated condition; a challenging scenario for resource allocation where
QoS restrictions also come to play and compromise must be made to avoid allocating
away too many resources to struggling unicast services. To summarise, the static SF
map allocations of ’110000’ and to a lesser degree ’111000’ are not entirely stable choices
for the eMBMS delivered stream.
At this point, the SF allocation map of ’100000’ is strictly unable to sustain the through-
put required and maps ’110000’ through ’111000’ have shown an inability to fully sup-
porting the stream. Figure 4.22 focuses on the period where IAD sees the greatest
unrest, at the simulation time between 50 and 110 seconds. It plots the dynamically
allocated SF map along with all statically allocated maps for 10, 30 and 60 users. Al-
though not immediately clear, with examination the map allocation at which static
allocation becomes suitable comfortable is ’111100’. Figure 4.22 also serves to docu-
ment the proposed HUBS algorithms ability to avoid over allocation of resources to
broadcast (i.e. not allowing the IAD to drift too far into the positive).
A graph of the SF allocation decisions being made by the proposed HUBS DSF al-
location algorithm over the simulation duration are shown in Figure 4.23 for 5, 10,
30 and 50 cell users. The results presented on the graph have been averaged across
all the runs for the given time period. The SF maps are assigned directly to the SF
index values in the same manor to scenario A (i.e map 100000 is index 0, 110000 is
index 1 etc). The algorithm continues to show a little instability in its decision making
with only 5 cell users but this has disappeared with an increase to 10. With only 5
cell users, only 2 users in total will subscribe to the broadcast feed (60%) and beyond
this only one of these users (50%), will subscribe to the enhanced service. Thus this
instability is of little concern so long as the IAD is minimised. With increasing user
numbers the algorithm chooses to reassign less resources to the broadcast stream, in-
stead making them available to help alleviate unicast congestion. This is exactly the
behaviour sought after during the HUBS algorithms design. It also becomes clear that
by 50 users, where the cell is more heavily loaded and approaching resource saturation,
the algorithm conforms even more closely to the variations in the sequence bitstream.
Once again a gaussian kernel density estimation graph based on the algorithms decision
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Figure 4.22: Scenario B IAD for DSF as well as Static SF maps 11000 through 111111
against simulation time in seconds. IAD shown is calculated from the average across
all runs at the given time interval. (A), (B) and (C) are from 10, 30 and 60 cell user
runs respectively.
making was produced to analyse the distribution of chosen SF maps with increased user
load. The generated graph is shown in Figure 4.13 in intervals of 10 users from 10 to
60 users. The graph echoes a more clear and complete confirmation of the pattern
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Figure 4.23: Scenario B: HUBS SF Decision Making over Simulation Time
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Figure 4.24: Scenario B: Gaussian kernel density estimation graph illustrating the
distribution of HUBS SF decision making with increasing cell users and load.
observed in Figure 4.23 where further resources are assigned to unicast services with
increased user loading. This is also in line with observations in scenario A, except,
in scenario B the algorithm shows a much broader curve, implying the use of a larger
range of SF maps. This is an expected result with a more dynamic and varied video
sequence. Furthermore, lower numbers of cell users see the SF index spread wide across
many maps, where as the algorithm tends to become more selective as user numbers
increase with more defined peaks. This is a result of the algorithm ’feeling’ the effects of
stream variations more due to the availability of fewer resources within the cell. Thus
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it tends to conform to the variations in the sequence more tightly.
The delay experienced by both the broadcast and unicast transmitted enhancement
streams are shown in Figure 4.25 (A) and (B) respectively. Maps ’111000’ and ’110000’
were deemed as non ideal choices for static allocation as they have been shown to be
unable to support the broadcast stream for its entire duration. For this reason they
have been plotted, but with reduced opacity for a fair comparison of performance to
dynamically allocated stream. From Figure 4.25 (A), the dynamically allocated map
seems to remain relatively flat rising from just below to just above 20ms of delay from
5 to 45 users. At 50 users there is a larger rise in delay of approximately 5ms where we
have seen from Figure 4.24 a shift in the algorithms choice of SF map. This delay sits
closest to the ’111000’ SF map, never rising above 30 ms and staying well within the
QoS conditions. Once again the algorithm exhibits sensible, non erratic and bounded
decision making characteristics.
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Figure 4.25: Broadcast (A) and Enhanced (B) video delays with increasing user number.
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The delay of the unicast delivered enhancement stream, shown in Figure 4.25 (B)
shows that of the preferred SF bitmaps, the dynamically allocated map shows the best
performance, particularly so as cell users increase.
Further statistics from other cell services are shown in Figure 4.26. (A) shows the PLR
of VoIP services within the cell with increasing users and alternate SF map allocations.
It is clear to see that the dynamically allocated map remains in line with the existing
statically allocated results. Figure 4.26 (B) shows the PLR for stand alone video services
within the cell. Here DSF allocation remains in line with the best performing map till
35 users, then shows marginal improvements as compared to the best performing static
allocation of ’111100’ of the preferred maps.
Figure 4.26 (C) provides a look at the non real time best effort service. Since this is
effectively the lowest priority service within the cell, it is often the most starved on
bandwidth. The philosophy chosen when designing the DSF allocation algorithm was
to release the resources back to unicast services as a whole, rather than reserve freed
resources for allocation only to HUBS enabled streams. Thus, with DSF allocation
enabled, the best effort service has thrived on making use of the freed resources now
available, seeing great throughput improvements. It is also apparent to see from the
’111000’ and ’110000’ map lines within graph (C) that as user numbers climb above
20, the DSF allocation is often balancing between these two maps, jumping to higher
allocation only when necessary.
Lastly, an analysis of the cell SE in Figure 4.26 (D) shows an increase in SE for the
dynamically allocated map over the preferred static allocations. This is commensurate
with the throughput gained by the best effort service as well as other video services.
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Figure 4.26: (A) and (B) show Packet Loss Ratios with increasing cell users for VoIP
and Stand Alone Video Services respectively. (C) Plots the throughput of best effort
services within the cell with increasing cell users. Lastly, (D) plots cell spectral efficiency
with increasing user numbers.
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4.5.4 Performance Evaluation H.265/HEVC
This section provides the same evaluation criteria as the previous section (4.5.3) but for
the identical H.265/HEVC encoded streams in place of the left and right broadcast and
unicast transmitted views respectively. Interesting observations are highlighted and
comparisons drawn with Section 4.5.3 throughout. The H.265/HEVC stream offers a
16% overall bit rate saving for the left view; bringing the stream from 1180 Kbps to 991
Kbps. For the right view a larger bit rate saving of 23% is seen with the use of HEVC.
The remainder of the information regarding the procedures used to encode each stream
is presented in Section 4.5.1. Not only is there a difference observed in the overall bit
rate but also in the characteristics of the bit stream formed of the encoded frame sizes.
This is shown in Figure 4.19 where almost all intra coded H.265/HEVC frames are
smaller than their H.264/AVC counterparts. Interestingly, there is no clear uniform
saving to be observed between the two, instead the saving per frame varies throughout
the sequence.
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Figure 4.27: Results for Inter Arrival Difference with increasing cell users for scenario
B with H.265/HEVC encoded streams.
One again the first metric for evaluation is the IAD between the streams. Even with
the bit rate savings offered by HEVC encoding on the broadcast left view, SF map
’100000’ is unable to support the stream and is thus not included in the performance
evaluation. Figure 4.27 shows the averaged performance of the remaining bitmaps.
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The performance of SF map ’110000’ is also seen to indicate a resource starved broad-
cast stream, showing only marginal improvement over the equivalent map with the
H.264/AVC encoding (Figure 4.20). SF map ’111000’ conversely does show improve-
ment, along with the dynamically allocated map maintaining an IAD of less than 1.5
milliseconds from 5 to 35 cell users. Once 35 users are exceeded, the algorithm is no
longer able to forfeit broadcast resources to unicast without sacrificing its own QoS
delay bounds. Therefore the IAD beyond this point rises to favour a broadcast lead
scenario as unicast congestion increases as cell users do.
Once again the more revealing IAD statistics are shown in Figure 4.28 plotting the
difference over simulation time. The same samples are taken as the H.264/AVC stream
analysis above for direct comparison. Once again, SF map ’110000’ becomes unstable
from around 55 seconds, showing the large peaks responsible for skewing the averaged
results into the negative in Figure 4.27. The SF map ’111000’ still shows some peaks and
instability; although with the smaller intra coded frames, these are not as pronounced
as in the H.264/AVC equivalent simulation results (Figure 4.21), the peaks are still
sufficient to avoid the use of this static allocation map. The dynamically allocated
map maintains much of the performance improvement exhibited with the H.264/AVC
sequence with 10 and 30 users in Figures 4.28 (A) and (B) respectively. At 60 users,
in Figure 4.28 (C) a performance improvement is observed in the H.265/HEVC over
the H.264/AVC coded streams with markedly less peaks noticeable in the IAD results
with the dynamically allocated SF map.
There are immediately clear differences is in the decision making of the dynamic al-
location algorithm between the two methods of video coding. Figure 4.29 shows the
SF map decisions over time for 5, 10, 30 and 50 users in a graph directly comparable
to Figure 4.23. Here the algorithm made little difference in choice regardless of the
user numbers. This decision making is attributed to the 23% bit rate reduction on the
unicast stream allowing the cell to remain comfortable with regard to delay induced
by bandwidth saturation when scaling in user numbers. This also shows how the DSF
algorithm has automatically adjusted its behaviour to the 16% bandwidth reduction on
the broadcast stream, remaining at a SF index of 1 (map ’110000’) up until 55 seconds
and rising no higher than an index of 3 (map ’111100’) for the majority of the simula-
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Figure 4.28: Scenario B IAD for SF maps 11000, 111000 and DSF allocation against
simulation time in seconds. IAD shown is calculated from the average across all runs
at the given time interval. (A), (B) and (C) are from 10, 30 and 60 cell user runs
respectively.
tion duration. This is as opposed to the decision making behaviour exhibited for the
H.264/AVC stream which required increases to an index of 2 far earlier and peaking to
an index of 4 (map ’111110’) far earlier.
These changes are reflected in the gaussian kernel density estimation graph in Fig-
ure 4.30 with little variation seen with increasing users. There is a give away in be-
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Figure 4.29: Scenario B (H.265/HEVC): HUBS SF Decision Making over Simulation
Time
haviour at 60 users where the cell begins to see some effects of bandwidth saturation.
Here the curve begins to show the algorithm relinquishing broadcast resources to the
somewhat bandwidth saturated unicast services.
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Figure 4.30: Scenario B (H.265/HEVC): Gaussian kernel density estimation graph
illustrating the distribution of HUBS SF decision making with increasing cell users and
load.
The delay experienced by the joint broadcast and unicast services are shown in Fig-
ure 4.31 (A) and (B) respectively. The 16% and 23% bandwidth savings achieved when
encoding with HEVC over H.264/AVC with this particular sequence do appear when
compared directly to the equivalent H.264/AVC graphs shown in Figure 4.25. The
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broadcast service does see a reduction in delay for both static and dynamically allo-
cated SF maps. The unicast services see an even greater reduction, most noticeable
where the average delay using any SF map does not exceed 40ms.
The dynamically allocated SF map outperforms any of the preferred static allocations.
Furthermore, the broadcast delay experienced with the dynamically allocated map
does not see the sharp incline with 60 users experienced with the H.264/AVC encoded
stream. This only begins to appear as the small change in gradient seen between 55
and 60 users, also tallying with the SF allocation behaviour for 60 users shown in
Figure 4.30.
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Figure 4.31: Broadcast (A) and Enhanced (B) video delays with increasing user num-
bers for H.265/HEVC encoded streams.
VoIP services responded in much the same way as with the H.264/AVC encoded streams
and from a performance perspective remain unchanged by any allocation of SF map.
This is due to the small size and high priority of VoIP data packets. The PLR ex-
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perienced by stand alone video services within the cell showed a slight improvement
over H.264/AVC equivalents, particularly when the cell approached 60 users along with
SF allocation maps of ’111110’ and ’111111’ where unicast resources are most limited.
The dynamically allocated map once again remains the best performer with an identical
margin to that shown with H.264/AVC equivalent streams.
The remainder of the cell services, shown in Figure 4.32, once again mimic the mag-
nitude of performance gain experienced due to the bit rate savings provided by the
more advanced encoding of the H.265/HEVC codec. Best effort services, shown in Fig-
ure 4.32 A continue to benefit from the resources freed using DSF allocation; clearly
outperforming the preferred static allocation maps. Lastly, the overall cell SE, shown
in Figure 4.32 B illustrates an SE gain by selecting a dynamically allocated map across
the entire range of simulated cell users.
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Figure 4.32: (A) Plots the throughput of best effort services within the cell with in-
creasing cell users. (B) plots cell spectral efficiency with increasing user numbers.
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4.6 Summary
This chapter has introduced the HUBS framework’s DSF allocation algorithm: a novel
algorithm for optimised delivery of multi stream multimedia content through joint LTE
eMBMS and unicast services. The framework’s primary objective is to minimise the
time offset of delivery between the two streams despite varying cell conditions and
loading. This is achieved through reallocation of shared resources between broadcast
and unicast services via the dynamic assignation of the broadcast SF map. A complete
framework design is then provided along with a proposed implementation, considering
at every stage how the algorithm may be implemented in a live, real world LTE network.
Following implementation atop the enhanced LTE-Sim platform developed in Chap-
ter 3, the proposed algorithm is tested in two mixed service scenarios and is shown
to provide significant advantages over static allocation of the SF map. Scenario A ex-
amined the performance where broadcast and unicast streams contain different video
content and thus varied independently in size and bit rate. Over the simulation time,
despite the large relative difference in stream size, the algorithm showed aptitude for
employing the most appropriate SF map for given cell conditions. Scenario B presented
an alternate challenge whereby the left view of a stereoscopic stream is delivered via
broadcast and the right via unicast. The causality of transmitting a stereoscopic se-
quence in this manner is, any variance in the stream bit rate is usually reflected in both
streams simultaneously. Furthermore, the sequence encoded for transmission was com-
piled of a variety of clips exhibiting a range of spatial and temporal video qualities. This
is far more representative of typical broadcast transmissions. Despite these challenges,
the DSF algorithm once again displayed improved performance on the IAD metric as
well as enhancing the delay, throughput and PLR metrics of other services within the
cell. Within a congested cell, freeing up non essential resources allows more efficient
instantaneous use of spectrum by the unicast schedulers. Consequently, an increase in
overall cell spectral efficiency was also observed. Furthermore, in both scenarios, the
HUBS DSF allocation algorithm provides a “set and forget” mechanism for MNOs to
provide content to users adaptively, based on subscriber demands, trusting that the
network will optimally select the resource allocation required.
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Chapter 5
HUBS - Dynamic Content
Adaptation Framework
Chapter 4 introduced the Hybrid Unicast Broadcast Synchronisation (HUBS) frame-
work; specifically designed to facilitate interactivity through a combination of fixed
broadcast and tailored unicast content. A novel algorithm was introduced as part
of this framework to dynamically vary the broadcast Sub Frame (SF) map allocation
based on the conditions within the cell and their subsequent effect on a metric defined
as the Inter Arrival Difference (IAD).
This chapter presents further enhancement to the HUBS framework through the ex-
ploitation of Dynamic Adaptive Streaming over HTTP (DASH) style content adapta-
tion. Where the dynamic SF allocation algorithm worked at a cell level, this content
adaptation algorithm is performed on a per user basis for each HUBS subscriber.
Following an introduction, reasserting the motivation behind further work on the frame-
work, this chapter presents the design and details the integration of the DCA algorithm.
This is first followed by stand alone testing prior to testing and characterisation of var-
ious settings following integration with the HUBS framework’s DSF algorithm.
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5.1 Introduction
The work in this chapter is a continuation in the development of the HUBS framework
introduced in Chapter 4. The motivation and objectives underpinning the original
research remain identical: facilitating the delivery of high quality interactive multimedia
utilising a hybrid broadcast unicast approach. Furthermore this must be achieved in
a spectrally efficient manner, without compromising end user experience all whilst
remaining compliant with LTE 3GPP technical specifications. The approach presented
in this chapter to achieve the outlined objectives is different from that in Chapter 4.
Whilst the Dynamic Sub Frame (DSF) allocation algorithm was a cell centric approach,
making changes at cell level based on cell level statistics, the DCA algorithm works at
a member user level, adapting each members content stream based on a hybrid of cell
and user statistics.
The functionality on which the HUBS DCA algorithm builds is based upon the dynamic
adaptive video streaming protocols described in Section 2.4; namely the MPEG DASH
protocol already widely accepted as the standard in adaptive video streaming for LTE.
The proposed algorithm is presented with a selection of video streams at varying quality
levels. As the video quality deteriorates through higher compression or reduced spatial
resolution, so does the resultant bitrate. By varying between these levels, and thus
bitrates, streams can be brought into synchronisation. The DCA algorithm should
always seek to provide the user with the best possible quality stream in any given
scenario.
The DCA algorithm is first tested individually, to examine the benefits offered to cell
performance. Following this, the algorithm is integrated fully into the HUBS frame-
work, enabling the DSF and DCA algorithms to operate simultaneously. Parameters
are tested and the framework characterised. Finally a full performance evaluation is
conducted on the final combined framework.
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5.2 Proposed HUBS DCA design and integration
The DCA algorithm is built upon the HUBS framework described in Section 4.2.1,
namely with respect to the HUBS group membership and member architecture illus-
trated in Figure 4.1. The DCA architecture and its integration with the existing HUBS
framework is illustrated in Figure 5.1 and further described below.
In order to implement the support for dynamic adaptive video within the LTE-Sim
platform, a new unicast application was generated named the ’Trace Based Enhanced’
application. This application is able to read in a trace file which contains multiple
quality levels. The mechanics and calculations for the DCA algorithm are contained
within a separate class named the ’DCA Helper’. This stores and tracks information
such as the number of available layers, the currently selected layer index and the time
elapsed since the last segment. Also defined here is the DCA profile, containing an array
of settable parameters to tune the behaviour of the algorithm. The ’QoS Max Delay’
variable should echo the settings used for the unicast stream in question, although by
keeping it as part of the DCA profile, portability of the framework onto other platforms
is maintained.
Once again modelled from the MPEG DASH framework, a minimum duration for each
quality layer selection is defined by the ’segment length’ variable. With the HUBS im-
plementation, when the segment length duration has elapsed, the ’DCA Helper’ makes
a decision on whether the current layer index is suitable or should be reallocated in
either direction. Unlike the most popular, “client driven” form of DASH style content
delivery, where the client will request segments of a particular quality level, this imple-
mentation will be driven by the network itself. Of course any implementation of this
nature will induce some control overhead. The feedback required for this implementa-
tion would amount to nothing more than a unique identifier for each user along with
a quality level to serve to this user. Furthermore, by only transmitting updates on a
quality level transition, the frequency of these feedback transmissions can be further
reduced.
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Figure 5.1: Infrastructure and data flow diagram of proposed DCA algorithm integrated
into existing HUBS Framework. Only key entries are shown.
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5.2.1 The HUBS DCA Algorithm
The algorithm is primarily governed by the Head Of Line (HOL) delay, DHOL,k, for
each user k as part of the HUBS group GID. This is built upon the architecture in
Section 4.2.4 where each GID maintains a set of users K = {x ∈ Z+ | x ≤ N} where,
N is the total number of member users. To ensure the video stream packets are not
lost to delay based QoS restrictions. This is also where the two threshold parameters,
τ1 and τ2 come into play, defining a lower and upper bound respectively. Together
these thresholds define three segments of the user HOL delay, within each of which
the algorithm employs different behaviour. The complete DCA algorithm is shown
Algorithm 5, where behaviours break down as follows:
Where DHOL,k ≤ τ1 the algorithm will perform a check on the average group HOL
delay, DHOL,GID , maintained by the HUBS processor for group GID. Only if this should
meet the condition DHOL,GID ≤ τ1, is the quality index for user u incremented by one.
When these conditions are met simultaneously, favorable conditions are experienced by
both the UE in question as well as other member users within the group. This second
condition check prevents the quality of a given, particularly fortunate user increasing
the burden on what may be an otherwise saturated cell, impeding the quality of other
cell users and services. This segment fulfills the algorithms condition to ensure the
greatest quality stream is provided to the user where conditions allow.
The next segment lies between the defined thresholds, satisfying τ1 < DHOL,k ≤ τ2.
Here the algorithm assumes more typical HUBS behaviour, comparing the exponential
moving average IAD, δ′k of each user, introduced in Section 4.2.3, to the HUBS threshold
τHUBS . This results in users who are ahead of the broadcast by a time difference greater
than that of τHUBS having their quality increased. The opposite is true for users who
are behind the broadcast stream by greater than τHUBS ; their quality is reduced. This
has the effect of tightening each user individually around the broadcast stream, but
only where the user in question is within the two threshold values.
The final segment is where the condition DHOL,k > τ2 is satisfied, showing a user’s delay
approaching the QoS maximum delay value, τmax. This is a critical area, ensuring users
do not suffer a complete loss of the unicast stream as well as alleviating cell congestion.
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Algorithm 5 HUBS DCA Algorithm implementation pseudocode
1: function DCA Decision Maker(DHOL,k)
2: if DHOL,k ≤ τ1 then . User HOL Below Threshold 1
3: if DHOL,GID ≤ τ1 then . Group Below Threshold 1
4: LayerIndexChange(1) . Increment Quality index by 1
5: end if
6: else if τ1 < DHOL,k ≤ τ2 then . User HOL between Threshold 1 and 2
7: if δ′k ≤ −τHUBS then . User ahead of broadcast by > HUBS Threshold
8: LayerIndexChange(1) . Increment Quality index by 1
9: else if δ′k ≥ τHUBS then . User behind broadcast by > HUBS Threshold
10: LayerIndexChange(-1) . Decrement Quality index by 1
11: end if
12: else if DHOL,k > τ2 then . User HOL Greater than Threshold 2
13: ϕ← (τmax − τ2)3/(L · 103) . Calculate Quality Layers Scaling Factor
14: λ← −ρ[(DHOL,k − τ2)/10]3/ϕ . Calculate Change in Quality
15: LayerIndexChange(round(λ)) . Adjust Quality index
16: end if
17: end function
For this, a novel back off function was developed, factoring in the upper threshold as
well as the number of quality layers available within the service.
First, a quality scaling factor, ϕ, is calculated based on the number of available quality
layers, L within the service. This calculation breaks down as follows:
ϕ =
(τmax − τ2)3
(L · 103) (5.1)
Once ϕ is calculated, it does not require re-calculation unless the DCA profile changes.
At this point a calculation is performed to establish how fast to reduce the video quality
by means of, λ(DHOL,k), the value dictating how many layers to jump back. This is
done based on the current value of DHOL,k for user k. The complete function takes the
form:
λ(DHOL,k) = −ρ
(
DHOL,k−τ2
10
)3
ϕ
(5.2)
Where ρ serves as a quality backoff sensitivity value settable as part of the HUBS
DCA profile. To get a better understanding of the construction of the backoff function,
along with the calculated number of levels by which to scale back the quality of the
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stream, Figure 5.2 illustrates several variations of possible profiles and parameters in
(A) through (D).
Figure 5.2 (A) varies the ’Quality Backoff Sensitivity’ variable ρ. Where ρ = 1, when the
HOL delay reaches τmax the algorithm will have dropped the streams index L quality
levels, essentially ensuring that the minimum quality stream is now being transmitted.
In most cases, the most desirable result is to ensure the quality is scaled back before
τmax is reached. Thus, increasing ρ has the effect of increasing the sensitivity of the
algorithm. A value of ρ = 2 will result in a drop of quality index of L levels at 90ms
where τmax = 100ms. Figure 5.2 (B) shows the function scaling to scenarios with
different numbers of available stream quality levels. Once again, where ρ = 1 and HOL
delay reaching τmax, it is ensured that the minimum quality layer is selected. Figure 5.2
(C) shows the function becoming more aggressive with scaling back the layers as the
segment between τ2 and τmax is reduced. Lastly, Figure 5.2 (D) confirms the behaviour
of the function scaling to accommodate different profile values for τmax.
5.3 Standalone DCA Performance Evaluation
To begin the DCA algorithm functionality is analysed on its own. Comparisons and
evaluations on any improvement are made directly with an equivalent simulation run
without DCA enabled. Given its inability to assign adequate resources for the support
of the broadcast stream, SF map 100000 was completely excluded from the results.
5.3.1 Multimedia Content Preparation
The compiled sequence from Scenario B in Chapter 4 Section 4.5.1 is once again utilised.
It provides a rich mix of video characteristics typical of broadcast video. For use with
the DCA algorithm, several quality levels are required. The video stream was encoded,
once again in h.264/AVC with the open source x264 based encoding library, at a range of
spatial resolutions and quantization parameters. The final encoded sequence properties
are shown in Table 5.1.
170 Chapter 5. HUBS - Dynamic Content Adaptation Framework
50 55 60 65 70 75 80 85 90 95 100
−20
−15
−10
−5
0
λ
(D
H
O
L
,k
)
(A) [τmax = 100ms | τ2 = 50ms | L = 5]
ρ = 1
ρ = 2
ρ = 4
ρ = 8
50 55 60 65 70 75 80 85 90 95 100
−20
−15
−10
−5
0
(B) [τmax = 100ms | τ2 = 50ms | ρ = 1]
L = 5
L = 10
L = 15
50 55 60 65 70 75 80 85 90 95 100
−10
−8
−6
−4
−2
0
DHOL,k
λ
(D
H
O
L
,k
)
(C) [ρ = 1 | L = 5 | τmax = 100ms]
τ2 = 50ms
τ2 = 60ms
τ2 = 70ms
τ2 = 80ms
τ2 = 90ms
50 60 70 80 90 100110120130140150
−10
−8
−6
−4
−2
0
DHOL,k
(D) [ρ = 1 | L = 5 | τ2 = 50ms]
τmax = 100ms
τmax = 125ms
τmax = 150ms
Figure 5.2: Example plots for λ(DHOL,k) where DHOL,k > τ2. (A) Varies quality
backoff sensitivity, (B) Varies number of quality layers, (C) varies upper threshold
parameters, (D) shows response with increasing QOS max delay.
Table 5.1: Encoded sequence properties for Broadcast (Left) view and multi stream
Unicast (Right) view.
Quality Index View Profile Resolution CRF PSNR Bit rate
- Left High:L4.2 1280x720 27 37.122 1180 Kbps
4 Right High:L4.2 640x720 27 37.5 845.69 Kbps
3 30 36.6 658.94 Kbps
2 33 35.3 480.83 Kbps
1 480x540 30 36.3 447.8 Kbps
0 33 34.6 311.56 Kbps
Once again the right view is unicast at half the spatial resolution, as it will be dis-
played simultaneously with the left view on the end user device as the current industry
standard side by side mechanism does. As discussed in Section 4.5.1, it is hoped once
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again that in practice the left view will mask many of the artifacts introduced by the
greater compression and lost spatial resolution introduced at lower quality indexes.
5.3.2 Simulation Parameters
Given the same video content is used, the simulation Scenario B developed and outlined
in Chapter 4 is also implemented here. This makes comparing of the results possible
whilst conducting a performance evaluation of the given DCA extension to the HUBS
framework in the following sections. Much like the experimental process adopted for
testing the DSF algorithm, simulations are run with and without the HUBS DCA
algorithm in situ, retaining all simulation parameters not crucial to switching between
the two. Where DCA is not implemented, the simulation is carried out with the right
stream encoded at 640x720 with a CRF of 30. This makes the range of selectable quality
levels a single index increase and 3 index decrease when compared to the statically
allocated map. Each simulation totals 150 seconds run time comprising of 25 seconds
warm up, 5 seconds cool off and 120 seconds of active application data exchange. The
complete system level simulation parameters are listed in Table 5.2.
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Table 5.2: Simulation Scenario Parameters for DCA performance evaluation
Parameter Value
Bandwidth 20 MHz
Number of RBs 100
Simulation Time 150s Per Run, 30s Warm Up, 15 Runs
Cells Simulation takes place in a single cell
Cell Layout Hexagonal grid of 7. Surrounding cells generate inter-
ference
Inter Site Distance 0.5km
User distribution Random Placement, walking in random direction
User Numbers 5 - 60 users, interval of 5
eMBMS AP 1 frame
eMBMS SF Allocation 1 frame
eMBMS SF Bitmaps
(Static Allocation)
111111, 111110 , 111100, 111000, 110000, 100000
When HUBS DSF Allocation DISABLED
eMBMS MCS Index 8
Acknowledge Mode Disabled
Frequency Reuse Enabled (3 Clusters)
Channel Realization Macro Cell Urban Area
Error Model Wideband CQI Eesm Error Model
Link Adaptation AMC Enabled
Unicast Scheduling Maximum-Largest Weighted Delay
Algorithm First (M-LWDF)
QoS Max Delay eMBMS = 100ms
Enhancement Video = 100ms (QCI-7)
Other Video = 100ms (QCI-7)
VoIP = 100ms (QCI-1)
HUBS Parameters When HUBS DSF Allocation ENABLED
Pmsr 4 system frames
Pgsr 32 system frames
Pdad 32 system frames
a coefficient 0.8
DCA Profile τ1 = 10ms, τ2 = 50ms, τHUBS = 10ms
τmax = 100ms, ρ = 2, L = 5
Segment Length = 1s
User Service
Broadcast Video 60% Total Active Users
Compiled Sequence Left View
1280x720 CRF27 H.264/AVC
Enhancement Video 50% Total Broadcast Users
Compiled Sequence Right View
DCA Disabled: 640x720 CRF30 H.264/AVC
Other Video 10% Total Active Users
Foreman H264 440Kbit
Voice Calls 20% Total Active Users
Internet Browsing 10% Total Active Users
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5.3.3 Performance Evaluation
To begin, a look at the effect of DCA on the IAD metric. Figure 5.3 shows an array
of graphs plotting IAD with increasing user numbers for a range of SF maps. In the
case where the broadcast leads the unicast (Maps 111111, 111110 and 111100), DCA is
clearly showing improvements in reducing the IAD between the streams as the unicast
begins to struggle with greater user numbers. In Chapter 4 Section 4.5.3 maps ’111000’
and ’11000’ were deemed non ideal choices, unable to sustain the broadcast stream
for its entirety, although all maps are examined, the SF maps ’111111’, ’111110’ and
’111100’ remain the focus of this analysis. Since higher SF allocation maps also take
greater resources from the unicast pool, the effect of DCA is most pronounced for these
maps, where the algorithm is able to make the biggest impact. The DCA algorithm is
primarily positioned to be most influential where broadcast is ahead due to resource
limitations for unicast services within the cell. This is to complement the DSF algorithm
which is most effective in the opposite light. Furthermore, given the range of quality
choice the DCA algorithm has available within this scenario, it is clear to see why it is
less effective in the opposing direction.
Observation of map 111000, in Figure 5.3 (D) reveals that where IAD is below 0,
the performance of DCA remains in line with the control simulation. When the IAD
rises above 0 due to greater loading of the unicast services, one again the algorithm is
shown to improve the IAD. Of course map ’111000’ will not be a likely choice but it
serves as a good test for the algorithms performance given this scenario. Where the
broadcast is resource starved, in Figure 5.3(E), the settings chosen for the algorithm
do result in a slight increase in IAD magnitude where the cell is more heavily loaded.
This is likely the IAD algorithm falling into its first segment where DHOL,k ≤ τ1, thus
opportunistically increasing user quality with a detrimental effect on IAD. With this
in mind, it is also important to note that this detrimental effect is very small; with the
scale of the y-axis in Figure 5.3(E) considered, certainly far smaller than the benefits
seen in all other scenarios. Furthermore, a scenario where the selection of broadcast
SF leaves the stream resource starved in every case of cell loading is an unlikely choice
for a MNO.
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Figure 5.3: Results for average Inter Arrival Difference with increasing cell users with
various SF maps.
For a clearer understanding on the choices being made by the DCA algorithm, Fig-
ure 5.4 plots the average of the chosen quality index with increasing cell users. Also
noted on the graph is a line representing the encoded stream utilised for the statically
allocated control simulation. With fewer cell users the algorithm is comfortable to raise
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the quality of the end user stream to the highest quality of 4, surpassing the quality
offered by the static allocation. Given the graph represents an average of the selected
index across each simulation run, across all users within the run and across the run
duration, where the results lay between index values it is likely the algorithm has as-
signed alternate quality levels based on the scenario and user distribution at a given
time.
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Figure 5.4: Average of selected DCA quality index with increasing users.
To examine how the average decision making for all cell users varies across the simula-
tion duration, Figure 5.5 presents the behaviour of the algorithm over simulation time
for SF maps 110000, 111100 and 111111 in (A), (B) and (C) respectively. In Figure 5.5
(A), for 10 users there are sufficient resources available to avoid the need to heavily
vary the quality index. As unicast resources assigned to each service within the cell
become more scarce, each real time streams will see increased delay sensitivity to fluc-
tuations in the bit stream or cell environment. Thus, as the cell user numbers increase,
the DCA algorithm varies the quality index to a greater extent to alleviate the delay
fluctuations within the stream. As unicast services have further resources reassigned
away (Figure 5.5 (B) and (C)) through greater SF map allocation to broadcast, the
fluctuations are seen to increase further. Looking across the graphs it also becomes
clear that many of the peaks and fluctuations are common across the user and SF
denominations. This is the algorithm responding to the variations in the transmitted
video bit stream. This is confirmed by comparing the graphs in Figure 5.5 with the
plot in Chapter 4 Figure 4.19 showing frame sizes for the stream over time. Where the
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Figure 5.5: DCA Decision Making over Simulation Time for SF maps 110000, 111100
and 111111 in (A), (B) and (C) respectively.
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video frame sizes increase, the is a corresponding reduction in index, but usually only
where unicast resources are limited.
Figure 5.6 (A) through (C) show the average delay and throughput statistics for the
enhancement video stream with increasing cell users. An initial look at the results for
a SF allocation map of ’110000’ in graph (A) reveals the DCA algorithm has caused
a slight increase in delay. This is in fact the correct behaviour of the algorithm by
design. Since the lower threshold τ1 is set at 10ms, and the upper, τ2 at 50ms, the
delay (average) is sitting in the middle segment and thus the algorithm is exhibiting
the HUBS driven behaviours. The broadcast stream average delay for the ’110000’ SF
allocation map is 43ms, therefore, where there are fewer users the algorithm allows the
increase of quality since the broadcast delay is greater than the unicast and additional
unicast delay can be afforded. Graph (B) has further resources assigned to broadcast
services with an allocation map of ’111100’, thus the average broadcast delay has been
reduced to 15ms. With fewer available unicast resources, as user numbers increase the
algorithm is now more clearly reducing the delay to help with cell congestion as well
as minimise IAD. Graph (C) has allocated the maximum number of SFs to broadcast
services, significantly reducing availability to unicast services. In this scenario, as shown
in Figure 5.5 (C) the algorithm attempts to make the best of the extreme situation by
heavily reducing the DCA quality index where required. This has reduced the delay
experienced by the stream, once again reducing the IAD. Given the DCA algorithm
was designed from the ground up to run as part of the HUBS framework alongside the
DSF allocation algorithm, this scenario should typically not occur.
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Figure 5.6: Average Delay and Throughput statistics for the enhancement video stream
with and without DCA.
5.4 DCA Testing and Characterising
The proposed DCA algorithm has shown positive results when tested in a stand alone
environment. This section provides an initial examination of the performance of the
complete HUBS framework with both the DSF and DCA algorithms integrated and
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enabled. Several simulations are run where DCA profile parameters are varied and the
results analysed. Each variation of parameters is run with a Light, Medium and Heav-
ily loaded cell scenario with 10, 35 and 60 users respectively. The scenario outlined
in Section 5.3.2 is once again implemented; all simulation parameters remain identical
unless explicitly stated below. Simulations are split into 3 groups to denote the param-
eter variations. A complete outline of the properties of each simulation are shown in
Table 5.3.
Table 5.3: Simulation notation and DCA Profile parameter variations
DCA Profile
Simulation Cell Loading Cell Users τ1 τ2 τHUBS τmax ρ
Default Light 10 10 50 10 100 2
Medium 35 10 50 10 100 2
Heavy 60 10 50 10 100 2
A Light 10 20 50 10 100 2
Medium 35 20 50 10 100 2
Heavy 60 20 50 10 100 2
B Light 10 10 75 10 100 2
Medium 35 10 75 10 100 2
Heavy 60 10 75 10 100 2
C Light 10 10 50 10 100 4
Medium 35 10 50 10 100 4
Heavy 60 10 50 10 100 4
Figure 5.7 plots the IAD, broadcast stream delay and enhanced stream delay and
throughput for each profile in graphs (A), (B), (C) and (D) respectfully. Beginning
with an analysis of IAD, there is an immediately obvious outlier in profile B which
has the τ2 parameter increased from 50ms to 75ms. Since the observed IAD has seen
positive displacement, the implication is that the broadcast has developped a greater
lead as a result of the parameter change. A look at the enhancement stream delay in
(D) for profile B, as compared with the broadcast delay in (B), it is clear to see that
this lead is due to greater delay with the unicast stream. The increase τ2 allows the
stream to drift far closer to the QoS maximum delay condition, resulting is far later
quality back off. Thus the stream is maintaining a higher quality index over the other
profiles, also confirmed by observations in Figure 5.8, plotting the quality index over
simulation duration. Here, it is clear that where profile B is implemented, the algorithm
consistently retains a higher quality index where all other profiles have made the choice
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to ramp down.
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Figure 5.7: Results for average Inter Arrival Difference with increasing cell users with
various SF maps.
Profile A, altering the lower bound and thus increasing the likelihood of DCA index
increases, results in much the same performance at the default profile. This verifies
the decision making within the lower delay segment of the HUBS supporting middle
segment. Lastly, profile C, increasing backoff sensitivity parameter ρ is seen to show a
small decrease in IAD. An examination of Figure 5.8 reveals the result of this increased
sensitivity with much deeper troughs in the quality index where video bitrate momen-
tarily peaks or cell congestion occurs. Dependant on the priorities of the MNO, this
may be advantageous from a cell perspective in keeping traffic flowing and minimising
congestion. Alternatively increased sensitivity may be considered a disadvantage, since
rapid quality changes will likely cause annoyance to end users. Figure 5.7(D) reflects
the above arguments; showing an increase in throughput for profile B, since indexes of
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a higher quality are selected more frequently. Profile A produces identical throughput
results as the default profile and profile C reduces overall quality with greater backoff
sensitivity, thus a reduction in bitrate is witnessed.
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Figure 5.8: Results for DCA Quality Index averaged across runs plotted over simulation
duration.
The above testing begins to show the characteristics of the HUBS framework along with
how the profiles, which can be defined on a per service basis, influence the behaviour
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exhibited.
5.5 Integrated HUBS DSF and DCA Performance Eval-
uation
Following the testing and characterisation of the integrated HUBS framework in the
previous section, it is decided the default profile best suits testing for the given scenario.
Here a more complete simulation is performed on the integrated platform, iterating
through all user numbers outlined in Table 5.2. Following this, an analysis can be
made of the integrated algorithm with comparisons to the prior simulations for DCA
and DSF only. As mentioned in Section 5.3, SF allocation map ’111000’ and below do
not provide sufficient resources to accommodate the broadcast stream for its entirety.
For this reason, maps ’111100’ and ’1111110’ are examined as these have been shown
as the most plausible static allocation candidates, avoiding over or under allocation of
resources.
Chapter 4 has shown the improvements offered by the novel DSF allocation algorithm
over the default statically allocated resources. Furthermore, this chapter has shown
the advantages offered by the DCA algorithm for stream synchronisation, particularly
where the cell becomes heavily loaded. Figure 5.9 shows the performance of the inte-
grated framework against standalone DSF and DCA enabled simulations. The stan-
dalone DSF algorithm reduces and stabalises IAD across the board to almost negligible
levels already producing more than acceptable results for most cell conditions. The
DCA algorithm shows very little change with fewer user numbers, instead helping most
when the cell becomes congested and the unicast streams are adaptively scaled back to
help alleviate the cell load.
Figure 5.10 (A) and (B) present the broadcast and unicast delays respectively. The
broadcast delay for the integrated system remains well within the QoS maximum delay
conditions and varies by only 6ms. As the cell users increase, the HUBS DSF algorithm
will more aggressively assign resources back to unicast at opportune moments. This
naturally has the effect of increasing the delay slightly. This delay will only rise to
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Figure 5.9: Integrated HUBS framework with increasing cell load compared with stand
alone DSF and DCA simulations.
approach the delay being experienced by the unicast stream. Plot (B) shows the DCA
algorithm ramping down the quality and successfully reducing the delay experienced
in heavy loading. (C) illustrates how releasing some broadcast resources, as well as
making content allocation decisions frequently to avoid unmanageable peaks in loaded
cells, the achievable throughput of the service will also increase along with the delay
decrease.
Figure 5.10 (D) to (F) plot results from various standalone cell services, completely
unlinked to the HUBS algorithm. VoIP service delay, shown in (D) sees an improve-
ment on an already low delay. (E) graphing stand alone video service delay also shows
a reduction when making use of the integrated algorithm. Here the algorithm is op-
portunistically making use of lower SF allocations, all of which if statically allocated
would otherwise not support the stream through its entire duration. Both the VoIP and
Video services are real time and thus may have additional resources allocated through
the unicast scheduling algorithm which is bound to attempt to meet the QoS conditions
assigned. The best effort service, with throughput graphed in (F) is not considered real
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Figure 5.10: Integrated HUBS Framework results for various services within the cell.
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time and as such has fewer QoS boundaries and lower scheduling priority. The traffic
generation for the best effort service is considered infinite buffer, meaning that it will
request to get as much information through per TTI as the scheduler will assign. The
instantaneously freed up resources unused by the other real time services or due to the
fairness element of the M-LWDF scheduling algorithm in use) also distributed among
the best effort services showing a clear increase in throughput.
5.6 Summary
This chapter has presented a novel dynamic content adaptation algorithm to enhance
the media management and synchronisation properties offered by the HUBS framework.
The algorithm operates within three segments, each exhibiting a different behaviour.
These allow the algorithm to directly serve HUBS objectives where the cell is comfort-
able but ensure QoS limits are respected where they are approached. Segment bounds
are defined by thresholds and parameters defined in the DCA profile. This profile may
be changed for each HUBS service group, or even each user in the case of premium
content subscription services. With real world application in mind, the algorithm will
run on MNO hardware, as such the implementation complexity was kept minimal, min-
imising calculations where possible and avoiding the storage and management of large
and complex arrays and databases.
To begin, the DCA algorithm performance was evaluated against an identical simulation
with statically allocated quality levels. The algorithm showed increased effectiveness
as cell user numbers increased, beginning to congest the cell. In these conditions a
clear minimisation of the IAD can be observed. This was as a result of the algorithm
gracefully ramping down the average quality index used as increasing users joined the
cell.
At this point, the DCA algorithm was integrated fully into the HUBS framework and
run alongside the DSF algorithm introduced in Chapter 4. Initially, an exploration of
the threshold and behaviour parameters that make up the DCA profile were examined.
For this, a series of simulations were run to assess and characterise the behaviour with
each variable varied, also serving as a means to validate each parameter was exhibiting
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the desired effects. The integrated HUBS framework showed desirable characteristics,
the profiles tested displayed behaviour commensurate with their role within the algo-
rithm.
Finally, to conclude, a full simulation and performance evaluation of the integrated
HUBS framework was conducted. Analysis was performed with comparisons of con-
trol, standalone DSF and DCA algorithms results. The DSF allocation algorithm im-
proved results through the entire range of users, showing how the release of resources
not required in that time instant can be greatly utilised by the unicast schedulers to
improve cell performance. The DCA algorithm, whilst not showing as significant gains
as the DCA does heavily aid with cell congestion once users build up. The integrated
framework showed desirable results throughout, minimising and stabilising IAD as well
as increasing throughput and minimising delay for other cell services. Furthermore,
the entire framework has been designed with integration into an LTE network in mind,
keeping the framework compliant with the LTE broadcast specification.
Chapter 6
Conclusions and Future Work
This thesis has examined the concept of a hybrid use of unicast and broadcast LTE
services for the delivery of multi stream multimedia. The primary objective set forth
was the design of a framework to facilitate this delivery whilst improving stream syn-
chronisation and overall cell performance. This chapter summarises the accomplished
achievements; since each of the major contributions within this thesis build on one an-
other, this is done on a chapter by chapter basis. Following this summary, future work
and research ideas are presented, suggesting how the work presented may be continued
and expanded.
6.1 Summary of Research Achievements
6.1.1 Open Source LTE eMBMS cellular simulation platform
Despite extensive research, it quickly became clear there was no open source platform
available to the research community for the system level simulation of LTE eMBMS
scenarios. The work in Chapter 3 presents the design, implementation and testing of an
open source LTE eMBMS simulation platform built upon the existing LTE-Sim code.
This extension of functionality was implemented on the 3GPP Technical Specification
documentation.
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The extended platform models the eMBMS Multicast Coordination Entity, a core com-
ponent in eMBMS cell deployment. eMBMS services can be fully managed and config-
ured from a standard LTE-Sim scenario file, including broadcast group Management
and UE subscription handling. This fully integrates with the unicast capabilities of the
simulator, obeying the resource allocation limitations outlined by the 3GPP specifica-
tion documents. This provides the research community a powerful tool where deploying
unicast and broadcast enabled scenarios is as straightforward and as flexible as the ex-
isting and already widely used simulation platform.
To further improve the power and usability of both the extended and original simulation
platforms, a suite of results extraction and analysis tools have also been developed,
offering far more advanced extraction and analysis of data from LTE-Sim.
The extended platform was subject to a range of test simulations. All simulation
results were mathematically verified to be in line with calculations based on the 3GPP
technical specification recommendations. Further to this, to characterise the extended
platform, more advanced simulations showed consistency and exhibited characteristics
in line with both the fundamental calculations performed as well as logical expectations
given the varied parameters. Along with this analysis, extensive testing of the effects of
random modelling provided an insight into best practices for conducting experiments
where random deviations have sufficiently settled. The results of the thorough testing
and characterising instil confidence in the chosen design and implementation. The
extended simulator is the platform on which the remaining contributions are built and
tested.
6.1.2 HUBS - Dynamic Broadcast Resource Allocation Framework
Chapter 4 introduces the Hybrid Unicast Broadcast Synchronisation (HUBS) frame-
work towards fulfilling the primary objective laid out for this research: to facilitate
synchronous delivery of hybrid unicast and broadcast multi stream multimedia con-
tent. Housed within the framework is a novel Dynamic Sub Frame (DSF) allocation
algorithm which performs the task of dynamically reallocating resources based upon the
Inter Arrival Difference (IAD) time between the unicast and broadcast streams. The
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DSF algorithm’s primary objective is to minimise the IAD time between the streams
whilst respecting the QoS restrictions imposed.
To implement the allocation algorithm within an LTE network, the supporting frame-
work (HUBS) is required to manage the subscription of users wishing to receive joint
unicast and broadcast streams. The chapter goes on to present a complete design and
implementation of the HUBS framework, also responsible for the refresh and update of
group and member statistics periodically at defined intervals. This follows the method-
ology implemented through much of the LTE standard, performing calculations at set
intervals and frequencies as well as respecting limits on how frequently changes may be
imposed within the network. Compliance with the 3GPP technical specification means
the framework could be deployed into a real world LTE network with minimal design
modification.
Following implementation of the outlined HUBS DSF design into the extended simu-
lation platform developed in Chapter 3, the proposed algorithm is tested in two mixed
service scenarios. In both the tested scenarios the algorithm is seen to provide sig-
nificant advantages over the existing static allocation of SF map. The first scenario
tested modelled a companion viewing scenario where unicast video streams contain
very different content from both the broadcast stream and eachother. The result is
streams having disparate stream bit rates. In this case, the algorithm showed aptitude
for employing the most appropriate SF map for the cell conditions being experienced.
The second scenario challenged the DSF algorithm with a stereoscopic sequence, where
the left view was broadcast and the right view delivered to HUBS subscribed users
requesting 3D content. This stream was compiled of several test sequences mimicking
the changing nature of real world broadcast content. Here, the stream bitrate of both
the broadcast left view as well as unicast right view fluctuated simultaneously with
changes of the content, making decisions harder. Despite the additional challenges, the
DSF algorithm once again showed improved performance with the IAD metric as well
as improving on the delay, throughput and PLR statistics of other cell services. Finally
the algorithm also provided a “set and forget” method for MNOs to provide content to
users in an instantaneous and straightforward way.
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6.1.3 HUBS - Dynamic Content Adaptation Framework
The work in Chapter 5 expands the HUBS framework and DSF algorithm introduced
in Chapter 4 with a novel Dynamic Content Adaptation (DCA) algorithm operating on
the unicast streams. The algorithm operates within three segments, each of which rely
on different statistical measures. Which segment is implemented for each dynamic allo-
cation decision is based upon the delay currently experienced by the user the decision
is being made for. Should this delay be close to the maximum QoS delay conditions,
the quality of the stream content will be scaled back. Alternatively, should the de-
lay be minimal, the algorithm suggests increasing the quality. Thus, by only making
quality allocation decisions based upon IAD where the cell is comfortably away from
QoS limits, the algorithm is able to safely serve the HUBS objectives. The chapter
presents a breakdown of the algorithm including how it integrates with the existing
HUBS framework.
To begin, the algorithm performance was evaluated using a control simulation with
statically allocated unicast stream quality. As cell numbers increased and the cell
became congested, the algorithm showed increased effectiveness, scaling down quality
levels.
The chapter then goes on to perform a series of integrated simulations with both DSF
and DCA algorithms enabled. These simulations vary the various parameters, assessing
the character and behaviour of the proposed algorithms in an integrated environment.
Finally, a full simulation and performance evaluation confirms the integrated frame-
work is able to improve results through a range of cell users. By releasing resources in
instances where they remain unused, the unicast allocation algorithms are able to fulfill
more services with their opportunistic and fast changing strategies. The entire HUBS
framework implementation has been designed with integration into LTE in mind, keep-
ing each entity and respective actions compliant with the 3GPP specification. The
framework also avoids the use of complex databases and keeps calculations minimal to
greatly minimise implementation overheads.
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6.2 Limitations
As is often the case when working at system level with mobile networks, real world
testing and analysis is both prohibitively expensive and extremely time consuming.
Thus the entirety of the results based on the developed HUBS framework provided
within this thesis are simulation based. Whilst the same behaviour can be expected
in real world deployment, the scale of what HUBS can offer will likely vary with each
deployment. This can lead to lesser gains or indeed improved gains in real world
deployment scenarios.
Further to this concept, the results of the work focus prominently on quantitative
QoS metrics, most notably delay and the IAD between streams. The framework was
designed with parameters which will tweak its response to given network deployments
and media content. A subjective assessment could be conducted as future work on a
testbed to gain a more qualitative assessment of the framework with given parameters.
6.3 Future Work
6.3.1 Internal Reallocation of Resources
Currently the HUBS architecture proposed releases unicast resources by freeing up
unrequired SFs during a particular time period. Once reallocated to unicast, these
resources are assigned by the unicast scheduling strategy to any active unicast service.
It would be interesting to examine whether allocating these spared resources to only
HUBS unicast enhanced streams should increase the frameworks performance. The
knock on effects this has on the remainder of the services within the cell.
6.3.2 A Study of Hierarchical Broadcast Methods Based on Cell Con-
gestion
Given the work presented, MNOs are now in a position where they will have to con-
sider a tradeoff where a cell becomes congested; reducing stream quality but servicing
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a greater number of users, or blocking additional users from joining the network and
maintaining the stream quality of existing users. Perhaps the ideal answer lies some-
where between these choices. A logical next step for the HUBS framework would be an
ability to dynamically adapt the quality of the broadcast content also. This will allow
further resources to be devoted to unicast services where cell congestion is critical. This
can also be linked to the allocation of the broadcast SFs through the DSF algorithm.
Of course, expanding this concept further, where a cell is congested, services could also
be tiered further by having two broadcast transmissions; an example would be a base
layer transmission with a low order MCS and a secondary enhancement layer transmis-
sion, increasing the quality of the base layer broadcast with a higher order MCS. This
will allow users with a greater signal strength, capable of receiving the more efficient
transmission to benefit from a greater quality viewing experience.
6.3.3 Smart Start Algorithm
One issue which arose during the testing of the HUBS framework, namely the DSF
algorithm, was a peak in delay where the transmission of the broadcast application
begun. This is simply due to the fact that the DSF allocation algorithm starts from
the lowest SF index of 0. Although the algorithm quickly responds, increasing the index
to the correct value, the periodic nature of statistical analysis and allocation result in
a delay at which point the broadcast stream delay has already accumulated. To avoid
this scenario, a smart start algorithm could be developed, estimating the continued bit
rate by extrapolating the first instance data detected by the HUBS architecture. This
will allow a starting value for SF index commensurate with the requirements of the
stream to be broadcast.
6.3.4 Dynamic SF Allocation in Single Frequency Networks
LTE networks support the combining of multiple cells for eMBMS services to form a
Single Frequency Network (SFN). By coordinating transmissions from each eNodeB,
the SFN reduces losses and interference at cell edges resulting is the ability to user high
order MCS. Given the MCE entity in which the HUBS framework implementation is
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proposed has connectivity to all participating eNodeBs, experimentation of dynamic
SF allocation with users divided across cells could form an interesting study. In this
case, the decisions could be weighted per cell, based on the number of users within the
cell.
6.3.5 Synchronisation potential in Public-Private Spectrum Sharing
Scenarios
A large focus of future LTE releases (including Release 13), as well as the eventual move
to 5G networks, is the idea of Public-Private Spectrum Sharing (including the use of
WiFi networks) [27][57]. This would provide an interesting evolution for the HUBS
framework, where the task of synchronising streams falls across alternate networks.
Given WiFi provides far less resource control, and public spectrum in general faces no
guarantee of stability as compared to LTE, any strategies implemented here will require
a somewhat more advanced approach. This could include assessing levels of volatility
for the secondary network and avoiding over optimistic quality assignment based on a
networks volatility index.
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