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In this paper, we are concerned with the following nonlinear Schr .odinger equation:
i_
@c
@t
¼ 
_2
2m
Dcþ V ðxÞc g_jcj
p2c; g_ > 0; x 2 R
2;
where _ > 0; 25p56; c :R2 ! C; and the potential V is radially symmetric. Our
main purpose is to obtain positive solutions among the functions having the form
cðr; y; tÞ ¼ expðiM_y=_þ iEt=_ÞvðrÞ; being r; y the polar coordinates in the plane.
Since we assume M_ > 0; the functions in this special class have nontrivial angular
momentum as it will be speciﬁed in the Introduction. Furthermore, our solutions
exhibit a ‘‘spike-layer’’ pattern when the parameter _ approaches zero; our object is
to analyse the appearance of such type of concentration asymptotic behaviour in
order to locate the asymptotic peaks. # 2002 Elsevier Science (USA)
Key Words: Schr .odinger equation; quantum mechanics; existence; concentra-
tion.1. INTRODUCTION
One of the basic principle of quantum mechanics is the correspondence
principle. According to this principle the quantum mechanics contains the
classical mechanics as limit for _! 0 [20, p. 30]. Let us see as this limits can1To whom correspondence should be addressed at Dipartimento Interuniversitario di
atematica, Universita´ degli Studi di Bari, via E. Orabona 4, 70125 Bari, Italy.
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BENCI AND D’APRILE110be formally performed. Let us consider the Schr .odinger equation
i_
@c
@t
¼ 
_2
2m
Dcþ V ðxÞc; ð1Þ
if we write
cðx; tÞ ¼ vðx; tÞeði=_ÞSðx;tÞ; x ¼ ðx1; . . . ; xN Þ; v : RN ! Rþ;
S
_
2 S1 ¼
R
2pZ
;
Equation (1) takes the following form
@S
@t
þ
1
2m
jrSj2 þ V ðxÞ  _2
Dv
v
¼ 0; ð2Þ
m
@
@t
ðv2Þ þ r 
 ðv2rSÞ ¼ 0: ð3Þ
Now we assume that
* _! 0;
*
R
jcj2 dx ¼
R
v2 dx ¼ 1;
* the probability density v2 concentrates around a point qðtÞ; namely
v2ðx qðtÞÞ ! dðx qðtÞÞ:
With this assumptions Eqs. (2) and (3) formally become
@S
@t
þ
1
2m
jrSj2 þ V ðxÞ ¼ 0; ð4Þ
m ’q rSðqÞ ¼ 0: ð5Þ
Equation (4) follows directly from (2); as regards (5) it is sufﬁcient to observe
that by (3) there results
0 ¼ m
@
@t
v2 þrðv2rSÞ ¼ mrv2 
 ’q þrv2 
 rS þ v2DS:
By multiplying for a test function f one getsZ
RN
½v2ðm ’q rSjrfÞ  v2DSfþ v2DSf dx ¼ 0
by which we obtain (5).
Equations (4) and (5) are the Hamilton–Jacobi formulation of the
Newton equation
m .q þrV ðqÞ ¼ 0: ð6Þ
However, this formal deduction, in general, cannot be performed
rigorously. One of the main difﬁculty is related to the fact that Eq. (1) is
NONLINEAR SCHRO¨DINGER EQUATION 111dispersive and a wave packet disperse in a short time. For this reason, it is
interesting to consider the semiclassical limit for the nonlinear Schr .odinger
equation
i_
@c
@t
¼ 
_2
2m
Dcþ V ðxÞc g_jcj
p2c; p > 2; ð7Þ
where _ > 0; g_ > 0; c :R
N ! C; V :RN ! R: The mathematical interest of
this equation, which appears in many physical problems, relies on the fact
that the nonlinear terms compensate the dispersive nature of Eq. (1) so that
solitary waves appear as solutions of Eq. (7).
In general, a solitary wave is a solution of a ﬁeld equation whose energy
travels as a localized packet and which preserves its form under
perturbations. In this respect, solitary waves have a particle-like behaviour
(see also [2–10,13, 14]). Therefore, it seems very interesting to investigate the
behaviour of the solutions of (7), if we let _! 0 keeping
R
jcj2 dx ¼ 1 and in
particular
* (i) the relation of such solutions with those of (6),
* (ii) the behaviour of the physically relevant quantities such as the energy
E½c ¼
Z
_2
2m
jrvj2 þ
1
2m
jrSðxÞj2v2 þ V ðxÞv2 
2g_
p
jvjp
 
dx;
E½q ¼
1
2m
jrSðqÞj2 þ V ðqÞ ¼
1
2
mj ’qj2 þ V ðqÞ;
the momentum
P ½c ¼
Z
rSðxÞv2 dx; P ½q ¼ rSðqÞ ¼ m ’q;
and the angular momentum
M ½c ¼
Z
xrSðxÞv2 dx; M ½q ¼ qrSðqÞ ¼ mq ’q: ð8Þ
The simplest situation concerns the case of standing waves namely
solutions of the form
cðx; tÞ ¼ vðxÞei½fðxÞþðE0=_Þt:
If fðxÞ ¼ 0; Floer and Weinstein [18] considered the one-dimensional
case and constructed for small _ > 0 a family of solutions concentrating
around any nondegenerate critical point x0 of the potential V ; under the
condition that V is bounded and p ¼ 4: In this case we have P ½c ¼ 0 ¼ P ½q
and M ½c ¼ 0 ¼ M ½q:
BENCI AND D’APRILE112Many authors have generalized this result to higher dimensions when
25p5 2NN2 ðN53Þ (see [1, 4, 15–17, 19, 21, 23–28, 30, 31]).
If V is radially symmetric, the angular momentum (with respect to the
origin) is a constant of motion both for Eqs. (7) and (6). The aim of this
paper is to investigate the points (i), and (ii) for solutions of (7) when
M ½c=0:
We restrict ourselves to the two-dimensional case and ﬁrst we examine the
solutions of Eq. (6). Assume that
(V1) V 2 C1ðR2;RÞ;
(V2) V ðxÞ50;
(V3) V is radially symmetric,
(V4) lim supjxj!þ1 V
0ðxÞ > 0:
Using polar coordinates ðr;WÞ; Eq. (6) takes the following form:
mð.r  r ’W
2
Þ þ
@V
@r
¼ 0;
d
dt
ðmr2 ’WÞ ¼ 0:
Making the following ansatz:
ðtÞ ¼ r0ðcosOt; sinOtÞ
and imposing M ½q ¼ M ; we get the following equations:
mr0O
2 ¼
@V
@r
ðr0Þ; mr20O ¼ M :
Eliminating O; we get the equation
mr30
@V
@r
ðr0Þ ¼ M2: ð9Þ
Equation (9) has at least one solution by (V4). The energy of this solution is
given by E½q ¼ M
2
2mr2
0
þ V ðr0Þ: Now let us examine the solutions of (7).
Following the idea of [11], we look for solutions having the form
cðr; y; tÞ ¼ jðrÞei½2pnWþðE0=_Þt; n 2 Zn: ð10Þ
Comparing (8) and (10), we have that the angular momentum is
quantised: M ½c ¼ 2pn_: Then, in general, it is not possible to get a solution
having a ﬁxed angular momentum M as in Eq. (6). However, we may ﬁx M
and set
M_ ¼ maxf2pn_4M j n 2 Zg: ð11Þ
M_ is an approximation of M which is very accurate if _ is small, namely
M_ ! M when _! 0: The main result of this paper shows the existence of
NONLINEAR SCHRO¨DINGER EQUATION 113solutions which concentrate around a circle, in the sense that, for _
sufﬁciently small, the actual look of the solution would be that of a very
sharp spike around a circle centered in zero, while approximating uniformly
zero away from it. The idea, roughly speaking, is that the presence of a
nontrivial angular momentum produces a force which prevents the solutions
to concentrate in the origin. The concentration radius %r; which corresponds
to an absolute minimum of a certain ‘‘hidden’’ functional, results as a sort of
balance between the barrier given by the angular momentum and the natural
tendency of the radial solutions to concentrate near the origin. More exactly
we have the following theorem.
Theorem A. Assume (V1)–(V4) hold and, in addition, p 2 ð2; 6Þ: Then for
any M 2 R and any _ > 0; there is g_ > 0 and a solution c_ of Eq. (7) with
N ¼ 2 having form (10) such that, as _! 0;
(i)
R
jc_j
2 dx ¼ 1;
(ii) M ½c_ ¼ M_ ! M ; g_ ! 0
þ:
Furthermore, for every sequence _n ! 0þ; up to a subsequence there results
(iii) jc_n j
2 ! dðrr0Þ
2pr (where
dðrr0Þ
2pr ðjÞ ¼ jðr0Þ for every j 2 C
1
0 ðR
2Þ; j
radial),
(iv) E½c_n  ! E0  r0V
0ðr0Þ þ M
2
mr2
0
:
Furthermore, if V is bounded, r0 satisfies
p þ 2
p
V 0ðr0Þr0 þ ðp  2ÞðE0 þ V ðr0ÞÞ 
2M2
mr20
¼ 0: ð12Þ
Remark 1. Notice that as p ! 2þ Eq. (12) reduces to Eq. (9). Moreover
E½c_n  ! E0: Thus it seems that the semiclassical limit of Eq. (7) is strongly
related to (6) at least when p is slightly bigger than 2.
This paper is organized as follows. In Section 2, we provide some
preliminary results. In Section 3, we describe the functional setting and we
recall some well-known compactness properties of the radial functions in R2:
Section 4 is devoted to the introduction of an auxiliary functional which will
prove very useful for the localization of the spikes of the solutions. In
Section 5, we prove the existence of a family of radial solutions
concentrating around a circle centered in zero.
Notation. We ﬁx the following notations we will use from now on.
* xy is the standard scalar product between x; y 2 R2: jxj is the Euclidean
norm of x 2 R2:
* H1ðR2Þ or H 1ðOÞ; with O R2 an open set, are the standard Sobolev
spaces.
BENCI AND D’APRILE114* For any U  R2; %U its closure and @U its boundary. Furthermore wU
denotes the characteristic function of U ; while by meas ðU Þ we mean the
Lebesgue measure of U :
* If x 2 R2 and r > 0; then BrðxÞ or Bðx; rÞ is the open ball centered in x and
radius r:
*Given R2 > R1 > 0; by CðR1;R2Þ we denote the annulus in R
2 centered in
0 and with internal radius R1 and external radius R2; i.e. CðR1;R2Þ ¼ fx 2
R2 j R15jxj5R2g:
2. PRELIMINARIES
In this section, we intend to give an idea of the technical devices we will
use in order to achieve our result. Fix M > 0 and let M_ as in (11) and
consider the following elliptic equation:

_2
2m
Dvþ
M2_
2mjxj2
þ V ðxÞ þ E0
 
v ¼ l_jvjp2v; x 2 R
2; l_ > 0: ð13Þ
Throughout this paper, if not stated otherwise, we make the following
assumptions for Eq. (13):
(a) N ¼ 2; 25p56; _ > 0; E0 > 0;
(b) V 2 C1ðR2;RÞ; V50 is a radially symmetric function, i.e.VðjxjÞ ¼ V ðxÞ
8x 2 R2 for some V 2 C1ð½0;þ1Þ;RÞ:
Our main result for Eq. (13) is the following.
Theorem B. Assume that (a) and (b) hold. Then for every _ > 0 there
exists l_ > 0; fl_g  ½c1; c2 with 05c15c2; and there exists a positive
radially symmetric solution v_ to Eq. (13). Furthermore, the family fv_g
exhibits the following concentration behaviour as _! 0þ: for each sequence
_n ! 0þ there exists a subsequence, still denoted by _n; such that v_n has a
circle of local maximum points fx 2 R2 j jxj ¼ r_ng with v_n ðxÞ > m > 0 for jxj ¼
r_n and r_n ! r0 > 0; also, for every d > 0; it is:
v_n ! 0 as n! þ1 uniformly in the set fjjxj  r0j5dg:
Furthermore, we have
lim
R!þ1
lim sup
n!þ1
1
_n
Z
R2=Cðr0_nR;r0þ_nRÞ
jv_n j
2 dx ¼ 0 ð14Þ
and
lim
n!þ1
1
_n
Z
R2
jv_n j
2 dx ¼ L 2 ð0;þ1Þ: ð15Þ
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p  2
p
lim
n
_n
2m
Z
R2
jrv_n j
2
¼
2 p
p
ðVðr0Þ þ E0Þ þ
ðp þ 2ÞM2
2mpr20
 r0V0ðr0Þ
 
lim
n
1
_n
Z
R2
jv_n j
2: ð16Þ
We devote the remaining part of this section in proving how Theorem A
of the Introduction can be deduced by Theorem B.
Proof of Theorem A. Consider the family fv_g provided by Theorem B.
We renormalize our solutions in the L2-norm and deﬁne
c_ðxÞ ¼ *v_ðxÞe
iððM_=_ÞyþðE0=_ÞtÞ;
where *v_  v_=jjv_jjL2 : Each c_ satisﬁes the equation
i_
@c
@t
¼ 
_2
2m
Dcþ V ðxÞc g_jcj
p2c; x 2 R2; ð17Þ
where g_ ¼ l_jjv_jj
p2
L2 ! 0
þ: Now we immediately compute the angular
momentum
Mðc_Þ ¼
Z
R2
xrSðxÞ*v2_ dx ¼ 2p
Z þ1
0
r
@S
@y
*v2_ dr ¼ 4p
2n_
Z þ1
0
r *v2_ dr
¼ 2pn_ ¼ M_ ! M
and (ii) of Theorem A follows.
We focus our attention on a generic sequence _n ! 0þ; for sake of
simplicity, whenever it is necessary, we shall tacitly consider a subsequence
of _n: Then v_n denote a suitable subsequence having the concentration
behaviour described by Theorem B. We begin by proving that jc_n j
2 !
dðrr0Þ
2pr : To this aim take a radial test function f 2 C
1
0 ðR
2Þ and, choosing
R > 0 sufﬁciently large, compute
2p
Z þ1
0
rjc_n j
2fðrÞ dr  fðr0Þ


¼
2p
jjv_n jj
2
L2
Z þ1
0
rjv_n j
2jfðrÞ  fðr0Þj dr
4
4p_njjfjj1
jjv_n jj
2
L2
1
_n
Z
ð0;þ1Þ=ðr0_nR;r0þ_nRÞ
rjv_n ðrÞj
2 dr
þ sup
ðr0_nR;r0þ_nRÞ
jfðrÞ  fðr0Þj:
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for r 2 ðr0  _nR; r0 þ _nRÞ; we obtain (iii) of Theorem A.
It remains to prove (iv). To this aim multiply both members of (17) by %c_n
and obtain
E0 ¼
Z
R2
_2n
2m
jr*v_n j
2 þ
M2_n
2mjxj2
*v2_n þ V ðxÞ*v
2
_n
 g_n *v
p
_n
 !
dx: ð18Þ
By (16) and (18),
p  2
p
lim
n!þ1
g_n
Z
R2
j*v_n j
p dxþ r0V0ðr0Þ 
M2
mr20
 
¼ 0; ð19Þ
and then (iv) follows. It remains to prove relation (12) under the additional
hypothesis that V is bounded. To this aim consider n 2 N and the one-
parameter family of functions wlðxÞ ¼ *v_n ð
x
lÞ: Notice that, since *v_n solves

_2
2m
D *v_n þ
M2_n
2mjxj2
þ V ðxÞ þ E0
 !
*v_n ¼ g_n j*v_n j
p2 *v_n ; x 2 R
2;
it is a critical point of the associated functional
SðwÞ ¼
Z
R2
_2
2m
jrwj2 þ V ðxÞ þ E0 þ
M2_n
2mjxj2
 !
jwj2 
2
p
g_n jwj
p
 !
dx:
Notice that SðwlÞ is well deﬁned since V is bounded. It is easy to check that
SðwlÞ ¼
Z
R2
_2
2m
jr*v_n j
2 dxþ l2
Z
R2
V ðlxÞ þ E0 þ
M2_n
2mjlxj2
 !
*v2_n dx
 l2
2g_n
p
Z
R2
*v
p
_n
dx:
The fact that *v_n is stationary for S;must in particular make SðwlÞ stationary
with respect to the variations of l; that is ddlSðwlÞ ¼ 0 at l ¼ 1; by which,
differentiating,
2g_n
p
Z
R2
*v
p
_n
dx ¼
Z
R2
V ðxÞ þ E0 þ
1
2
V0ðjxjÞ 
 jxj
 
*v2_n dx:
NONLINEAR SCHRO¨DINGER EQUATION 117Letting n! þ1 one gets
2g_n
p
Z
R2
*v
p
_n
dx!Vðr0Þ þ E0 þ
1
2
V0ðr0Þr0: ð20Þ
Combining this with (19) we obtain (12). ]
Then our object is to prove Theorem B. For sake of simplicity, we assume
2m ¼ 1 and put *V  V þ E05E0 > 0 so that (13) becomes
_2Dvþ
M2_
jxj2
þ *V ðxÞ
 
v ¼ l_jvjp2v; x 2 R
2: ð21Þ
Notice that by setting uðxÞ ¼ vð_xÞ; (21) leads to
Duþ
M2_
j_xj2
þ *V ð_xÞ
 
u ¼ l_jujp2u; x 2 R
2: ð22Þ
3. FUNCTIONAL SETTING
In order to obtain solutions of Eq. (21) or (22) we choose a suitable
Hilbert space: for every _ > 0 let H_ denote the subspace of H 1ðR
2Þ
consisting of functions u such that
jjujj2H_ 
Z
R2
jruj2 þ
M2_
j_xj2
þ *V ð_xÞ
 
juj2
 
dx5þ1:
By hypothesis it is infx2R2
*V ðxÞ5E0 > 0; then H_ is embedded continuously
into H 1ðR2Þ: We denote by H_;rad the closed subspace of H_ formed by the
radial functions. The functions in H_;rad are continuous for x=0 and decay
to zero at inﬁnity; furthermore if u 2 H_;rad then
juðxÞj4ð2pjxjÞ1=2jjujjH1ðR2Þ; 8a:e: x 2 R
2: ð23Þ
Finally, we recall a useful result concerning a compactness property which is
a consequence of a lemma due to Strauss [29] (for the proof we refer also to
[12, Theorem A.I0; p. 341]).
Lemma 1. For every _ > 0 the injection H_;rad  LsðR2Þ is compact for
s 2 ð2;þ1Þ:
For sake of simplicity, in what follows, we will adopt the following
convention: for every u 2 H_;rad we denote by ju the real function
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ju : ð0;þ1Þ ! R; juðsÞ ¼ uðxÞ; jxj ¼ s: ð24Þ
It is obvious that ju 2 H
1ða;þ1Þ for every a > 0:
By using the homogeneity of Eqs. (21) and (22), the solutions
of our problem will be captured by means of a constrained
minimization method: more precisely for every _ > 0 consider the
functional
E_ðuÞ ¼ 2p
Z þ1
0
s j 0uðsÞj
2 þ
M2_
j_sj2
þ *Vð_sÞ
 
j uðsÞj
2
 
ds  jjujj2H_ ;
where, with obvious notation, *V ¼Vþ E0: There results E_ 2 C1ðH_;rad ;RÞ;
and E_ is weakly lower semicontinuous and coercive. Now for every a 2
ð0; 1 introduce the set
M_ðaÞ ¼ u 2 H_;rad _
Z
R2
jujp dx ¼ a

 	
:
It is standard to check that, if u0 2M_ðaÞ minimizes the functional E_ on the
set M_ðaÞ; letting u ¼ ð
E_ðu0Þ_
a Þ
1=ðp2Þu0; we obtain a solution of (22). This is
essentially the method we will employ in the next sections.
4. AUXILIARY RESULTS
The purpose is now to deﬁne a suitable auxiliary functional which
will prove very useful for the achievements of our results. First consider
the set
U  fu 2 H 1ðR2Þ j u radial; u  0 in a neighborhood of 0;
u compactly supportedg:
We need u ¼ 0 near the origin to avoid the possible nonregularity of u in
zero. Obviously, it is U H_;rad for all _ > 0: By using the convention
introduced in (24), for every r > 0 and a 2 ð0; 1 put
UrðaÞ ¼ u 2 U 2pr
Z þ1
0
j uðsÞj
p ds ¼ a

 	
:
Then for r > 0 and u 2 U the auxiliary functional Er is deﬁned as
ErðuÞ ¼ 2p
Z þ1
0
j 0uðsÞj
2 þ *VðrÞ þ
M2
r2
 
j uðsÞj
2
 
ds:
NONLINEAR SCHRO¨DINGER EQUATION 119We notice that Er is well deﬁned in U: Finally, for every r > 0 and
a 2 ð0; 1 set
Enr ðaÞ ¼ infu2UrðaÞ
ErðuÞ:
In future, we will write Enr in place of E
n
r ð1Þ: By the continuous embedding
H 1ð0;þ1Þ  Lpð0;þ1Þ it follows Enr ðaÞ > 0: In order to study the
properties of the functional Er we will need the elementary results given
by the following two lemmas.
Lemma 2. Let A RN a measurable set, ffng  CðA;RÞ and gn : A! R
two sequences of functions verifying
gn is measurable; gnðxÞ50 a:e: in A;
fn ! f uniformly in A as n! þ1
for some f 2 CðA;RÞ with infA jf ðxÞj ¼ n > 0: Then there results
lim sup
n!þ1
Z
A
fngn ¼ lim sup
n!þ1
Z
A
fgn; lim inf
n!þ1
Z
A
fngn ¼ lim inf
n!þ1
Z
A
fgn:
The proof is an easy computation.
Lemma 3. For every r > 0 and a 2 ð0; 1 it is: Enr ðaÞ ¼ a
2=pEnr :
The proof can be found in [4, Lemma 4.2].
The usefulness of having introduced the auxiliary functional Er will be
clear in the next lemma which establishes a relation between the behaviour
of the two functionals E_ and Er with respect to suitable sequences of
functions in the set U:
Lemma 4. Let _n ! 0 an arbitrary sequence and consider un 2 U\
M_nðanÞ with fang  ð0; 1 such that
un  0 in R
2=Cðrn  R; rn þ RÞ; ð25Þ
_nrn ! r; an ! a as n! þ1 ð26Þ
for some rn;R; r > 0 and a 2 ð0; 1: Then, setting wnðxÞ  unðxþ ðrn  2RÞ xjxjÞ in
CðR; 3RÞ and wn  0 everywhere else, there results
lim inf
n!þ1
Z þ1
0
j wn j
p ¼
a
2pr
; lim inf
n!þ1
_n
Z
R2
jrunj
2 ¼ 2pr lim inf
n!þ1
Z þ1
0
j 0wn j
2;
lim inf
n!þ1
_n
Z
R2
*V ð_nxÞ þ
M2_n
j_nxj
2
 !
junj2 ¼ *VðrÞ þ
M2
r2
 
lim inf
n!þ1
Z þ1
0
j wn j
2:
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lim inf
n!þ1
_nE_n ðunÞ5rE
n
r ðaÞ: ð27Þ
Proof. We conﬁne ourselves to prove (27) since the ﬁrst part is an easy
computation. In order to avoid triviality, assume lim infn!þ1 _nE_nðunÞ5þ
1: According to (26) it makes sense to assume rn  R > 0 for every n 2 N:
Taking into account of the notations introduced in (24) we infer jwn ¼
jun ð
 þ rn  2RÞ: Then it follows that
2prE0 lim inf
n!þ1
Z 3R
R
j wnðsÞj
2 ds ¼ 2prE0 lim inf
n!þ1
Z rnþR
rnR
j un ðsÞj
2 ds
4 lim inf
n!þ1
2prE0_n
_nðrn  RÞ
Z rnþR
rnR
sj un j
2 ds
4 lim inf
n!þ1
_n
Z
R2
*V ð_nxÞjunj25þ1:
Then compute
lim inf
n!þ1
_nE_n ðunÞ
¼ 2p lim inf
n!þ1
_n
Z rnþR
rnR
s j 0unðsÞj
2 þ *Vð_nsÞ þ
M2_n
ð_nsÞ
2
 !
j un j
2
 !
ds
¼ 2p lim inf
n!þ1
_n
Z 3R
R
ðsþ rn  2RÞ
j 0wn j
2 þ *Vð_nðsþ rn  2RÞÞ þ
M2_n
ð_nðsþ rn  2RÞÞ
2
 !
j wn j
2
 !
ds
52p lim inf
n!þ1
_n
Z 3R
R
ðsþ rn  2RÞ j 0wnðsÞj
2 þ *VðrÞ þ
M2
r2
 
j wn j
2
 
ds
þ 2p lim inf
n!þ1
_n
Z 3R
R
ðsþ rn  2RÞ
*Vð_nðsþ rn  2RÞÞ þ
M2_n
ð_nðsþ rn  2RÞÞ
2
 *VðrÞ 
M2
r2
 !
j wn j
2 ds:
Notice that *Vð_nðsþ r_n  2RÞÞ ! *VðrÞ and
M2_n
ð_nðsþrn2RÞÞ
2 ! Mr2 uniformly for
s 2 ðR; 3RÞ; while in the ﬁrst part of the proof we have obtained lim infn!þ1R 3R
R j wn j
2 ds5þ1:
Hence, we easily deduce that last integral is equal to zero. On the other
hand, it is immediate to prove that _nðsþ r_n  2RÞ ! r uniformly for
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lim inf
n!þ1
_nE_nðunÞ5r lim infn!þ1
ErðwnÞ: ð28Þ
Now observe that by hypothesis it is
R
R2
junjp dx ¼ an_n; by which we deduce
a ¼ 2p lim
n!þ1
_n
Z 3R
R
ðsþ rn  2RÞj wn ðsÞj
p ds ¼ 2pr lim
n!þ1
Z 3R
R
j wn ðsÞj
p ds:
Last equality follows from Lemma 2 since _nðsþ rn  2RÞ ! r uniformly for
s 2 ðR; 3RÞ: For every n 2 N choose tn 2 ð0;þ1Þ such that tnwn 2 UrðaÞ; more
precisely, since 2pr
R 3R
R j wnðsÞj
p ds ! a; there results tn ! 1 as n! þ1:
This implies
ErðwnÞ ¼ t2n ErðtnwnÞ5t
2
n E
n
r ðaÞ; 8n 2 N
by which, taking the limit as n! þ1 we get lim infn!þ1 ErðwnÞ5Enr ðaÞ: By
inserting this inequality in (28) we obtain the desired conclusion. ]
Then we conclude this section with the following lemma.
Lemma 5. The following statements hold:
(i) The function r > 0/Enr is continuous.
(ii) limr!þ1 rEnr ¼ limr!0þ rE
n
r ¼ þ1:
Proof. (i) Fix b > a > 0 arbitrarily and take %r 2 ½a; b and u 2 U%rð1Þ: For
every r 2 ½a; b put tr ¼ ð%r=rÞ
1=p: As easy computation shows that tru 2 Urð1Þ:
Hence we have
Enr4ErðtruÞ ¼ t
2
rErðuÞ ¼ ð%r=rÞ
2=pErðuÞ:
So we deduce that the function r 2 ½a; b/Enr is bounded; then choose L > 0
such that Enr5L for all r 2 ½a; b: Hence the deﬁnition of Er implies that each
Enr can be also written in the form
Enr  inf ErðuÞ j u 2 Urð1Þ;
Z þ1
0
j uj
2 ds4
L
2pðE0 þM2=b2Þ
 	
:
Thus taken s; s0 2 ða; bÞ arbitrarily, choose u 2 Us0 ð1Þ with
Rþ1
0 j uj
2 ds4
L
2pðE0þM2=b2Þ
: We have ðs0=sÞ1=pu 2 Usð1Þ and it is
Ens 4Es
s0
s
 1=p
u
 !
4
s0
s
 2=p
Es0 ðuÞ
þ
s0
s
 2=p
*VðsÞ þ
M2
s2
 *Vðs0Þ 
M2
s02

 LE0 þM2=b2:
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then taking the limit for s0 ! s: Ens4lim inf s0!s E
n
s0 : By changing
the role of s and s0 we obtain the symmetric inequality and the
proof of (i) ends.
(ii) Taking into account of the continuous immersion H1ð0;þ1Þ 
Lpð0;þ1Þ we infer the existence of a constant A > 0 such that
Z þ1
0
j jp ds
 1=p
4A
Z þ1
0
j 0j2 þ j j2

 
ds
 1=2
; 8j 2 H1ð0;þ1Þ:
Fix r > 0 arbitrarily and take u 2 Urð1Þ: We have
1
ð2prÞ2=p
¼
Z þ1
0
j uj
p ds
 2=p
4A2
Z þ1
0
j 0uj
2 þ j uj
2

 
ds
4
A2
2p
max 1;
1
E0
 	
ErðuÞ:
By taking the inﬁmum for u 2 Urð1Þ we deduce rEnr ! þ1 as r ! þ1:
Now assume by absurd that lim inf r!0þ rEnr5þ1 and ﬁx L > 0 such that
Enrn5L for some sequence frngn 2 ð0; 1Þ with rn ! 0: By the deﬁnition of Er
there follows
Enrn  inffErn ðuÞ j u 2 Urnð1Þ \ G
ng; 8n 2 N; ð29Þ
where the set Gn is given by Gn  fu 2 U j
Rþ1
0
j 0uj
2 ds4 L
2pg: The theory of
the one-dimensional Sobolev spaces allows us to infer that the set of
functions fju j u 2 G
ng is equi-uniformly continuous in ð0;þ1Þ: This fact
provides the existence of s > 0 such that
8u 2 Gn; 8s; s0 2 ð0;þ1Þ; js s0j5s) j uðsÞ  juðs
0Þj4
1
2
: ð30Þ
Now take u 2 Urnð1Þ \ G
n and distinguish two cases: either
(a) sups50 j uðsÞj > 1; or (b) for every s50 it is j uðsÞj41:
If (a) holds true, there is su 2 ð0;þ1Þ verifying juðsuÞ > 1: From (30) there
follows j uðsÞj >
1
2
8s 2 ðsu  s; su þ sÞ; and hence
ErnðuÞ52p *VðrnÞ þ
M2
r2n
 
s
2
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Consider case (b). Then there results
ErnðuÞ5 2p *VðrnÞ þ
M2
r2n
 Z
j uj
2 ds52p *VðrnÞ þ
M2
r2n
 Z
j uj
p ds
¼ *VðrnÞ þ
M2
r2n
 
1
rn
and we conclude rnEnrn ! þ1 as n! þ1: Hence we obtain the
statement. ]
5. CONCENTRATION AROUND A CIRCLE
In this section, we solve the problem of ﬁnding a family of solutions fv_g
to Eq. (21) exhibiting a concentration behaviour around a circle fx 2
R2 j jxj ¼ r0g: To this aim for every _ > 0 we deﬁne the inﬁmum value c_ as
follows:
c_ ¼ inf
u2M_ð1Þ
E_ðuÞ:
The following lemma provides an estimate of the values c_:
Lemma 6. lim sup_!0þ _c_4inf r>0 ðrE
n
r Þ:
Proof. Consider r > 0 arbitrarily and w 2 Urð1Þ: For every _ > 0; deﬁne
v_ :R
2 ! R by setting v_ðxÞ  0 if jxj4r_; v_ðxÞ ¼ wðx
r
_jxjxÞ if jxj >
r
_: By using
convention (24) we can write
jv_ ðsÞ ¼ jw s
r
_
 
; 8s5
r
_
:
It is obvious that v_ 2 H_;rad for every _ > 0; then compute
_
Z
R2
jv_jp dx ¼ 2p_
Z þ1
r=_
sj v_ ðsÞj
p ds ¼ 2p_
Z þ1
0
sþ
r
_
 
j wðsÞj
p ds
by which, since _ðsþ r_Þ ! r uniformly on compact sets and jw is compactly
supported, we have lim_!0þ _
R
R2
jv_jp dx ¼ 2pr
Rþ1
0 j wðsÞj
p ds ¼ 1: Now for
every _ > 0 let t_ > 0 such that t_v_ 2M_ð1Þ: It is t_ ! 1 as _! 0þ: Hence we
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lim sup
_!0þ
_c_4 lim sup
_!0þ
_E_ðt_v_Þ
¼ 2p lim sup
_!0þ
t2__
Z þ1
0
sþ
r
_
 
j 0wj
2 þ *Vð_sþ rÞ þ
M2_
j_sþ rj2
 
j wj
2
 
ds
42p lim sup
_!0þ
t2__
Z þ1
0
sþ
r
_
 
j 0wðsÞj
2 þ *VðrÞ þ
M2
r2
 
j wðsÞj
2
 
ds
þ 2p lim sup
_!0þ
t2__
Z þ1
0
sþ
r
_
 
*Vð_sþ rÞ þ
M2_
j_sþ rj2
 *VðrÞ 
M2
r2
 
j wj
2 ds:
Notice that t2__ðsþ
r
_Þ ! r;
*Vð_sþ rÞ ! *VðrÞ and M_
j_sþrj2
! Mr2 uniformly on
compact sets, while jw is compactly supported, hence we deduce
lim sup
_!0þ
_c_42pr
Z þ1
0
j 0wðsÞj
2 þ *VðrÞ þ
M2
r2
 
j wðsÞj
2
 
ds  rErðwÞ:
By taking the inﬁmum on the right-hand side of last inequality ﬁrst for
w 2 Urð1Þ and then for r > 0 we achieve the desired conclusion. ]
Next object is to minimize the energy functional E_ in the manifoldM_ð1Þ:
Theorem 5.1. Assume that hypotheses (a)–(b) hold. Then for every _ > 0
the infimum c_ is attained in the set M_ð1Þ by a function u_50:
Proof. From Lemma 1 it immediately follows that the manifoldM_ð1Þ is
weakly closed. Hence, ﬁxed _ > 0 arbitrarily, consider fu_kg a minimizing
sequence in M_ð1Þ for the functional E_; it has obviously bounded energy.
Then up to a subsequence we have
u_k * u_ weakly in H_;rad ; u
_
k ! u_ in L
pðR2;RÞ as k ! þ1;
for some u_ 2M_ð1Þ: The weakly lower semicontinuity of E_ implies c_4
E_ðu_Þ4lim infk!þ1E_ðu_kÞ ¼ c_; i.e. u_ is the desired minimizing function.
We notice that since E_ðuÞ ¼ E_ðjujÞ we may assume that u_50 for every
_ > 0: ]
Remark 2. We notice that last theorem holds for every p 2 ð2;þ1Þ:
Proof of Theorem B. By applying the Lagrange multiplier rule there
exists l_ 2 R such that u_ solves Eq. (22). By multiplying both members of
NONLINEAR SCHRO¨DINGER EQUATION 125(22) for u_ and integrating by parts one obtains
c_ 
Z
R2
jru_j
2 þ *V ð_xÞ þ
M2_
j_xj2
 
ju_j
2
 
dx ¼ l_
Z
R2
ju_j
p dx ¼
l_
_
: ð31Þ
Lemma 6 assures that the family fl_g is bounded at least for small _; more
precisely
lim sup
_!0þ
l_4 inf
r>0
ðrEnr Þ: ð32Þ
Now we want to study the behaviour of the family fu_g as _! 0þ: For sake
of clarity we divide the proof into 7 steps.
Step 1. There exists %R > 0 independent of _ such that for all a > 0 and for
every r 2 ð0; %R_Þ there results
u_ðxÞ4a for jxj ¼ r ) u_ðxÞ4a; 8x 2 Bð0; rÞ:
Fix a > 0 and take r 2 ð0; %R_Þ where %R > 0 will be deﬁned later. Suppose
u_ðxÞ4a for jxj ¼ r: Since each u_ solves (22), we can choose as a test
function
c_ðxÞ ¼
ðu_  aÞþ  maxfu_  a; 0g if x 2 Bð0; rÞ;
0 if x 2 R2=Bð0; rÞ:
8<
:
By hypothesis we easily infer that c_ is continuous on the circle fx 2
R2 j jxj ¼ rg; hence it is continuous everywhere. It is standard to check that
c_ 2 H_;rad : By construction there results ru_  rc_ a.e. in Bð0; rÞ: Hence
after integration by parts, one gets
Z
Bð0;rÞ
jrc_j
2 þ *V ð_xÞ þ
M2_
j_xj2
 
u_c_
 
dx ¼ l_
Z
Bð0;rÞ
ju_jp2u_c_ dx: ð33Þ
Observe that combining (23) and the deﬁnition of E_ one gets that for every
_ > 0 and for a.e. x 2 R2:
u_ðxÞ4ð2pjxjÞ
1=2jju_jjH1ðR2Þ4ð2pj_xjÞ
1=2 maxf1; 1=
ﬃﬃﬃﬃﬃ
E0
p
g
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_E_ðu_Þ
p
:
Since E_ðu_Þ ¼ c_; by using Lemma 6 we deduce for _ > 0 small enough and
for a.e. x 2 R2
l_ju_ðxÞjp24Cj_xjð2pÞ=2
BENCI AND D’APRILE126for some constant C depending on V ; E0 and M : Now insert last inequality
in (33) and obtain
Z
Bð0;rÞ
jrc_j
2 þ *V ð_xÞ þ
M2_
j_xj2
 C
1
j_xjðp2Þ=2
 
u_c_
 
dx40: ð34Þ
Now recall the inequalities 25p56 and M_ ! M ; a direct computation
shows that, if %R
ð6pÞ=2
4M
2
4C ; then, for small _;
M2_
j_xj2
 C 1
j_xjðp2Þ=2
50 for jxj4 %R_ ;
while u_c_50: Then the integral in (34) is nonnegative, hence it must be
zero. We conclude in particular c_  0; by which u_ðxÞ4a for every x 2
Bð0; rÞ and the statement follows.
Remark 3. We notice that step 1 is the only point of the paper in which
the restriction p56 is used; without this hypothesis concentration near the
origin is not ruled out (see Remark 1 of the Introduction).
Step 2. For small _; there results
8x 2 B 0;
%R
2_
 
: u_ðxÞ4m 
E0
2 inf r>0ðrEnr Þ
 1=ðp2Þ
;
9r_ >
%R
2_
such that u_ðxÞ > m for jxj ¼ r_;
where %R > 0 is provided by step 1.
We begin by proving the ﬁrst part. According to step 1 it is sufﬁcient to
prove that at least for small _ there is r_ 2 ð
%R
2_;
%R
_Þ such that u_ðxÞ4m for
jxj ¼ r_: We argue by contradiction and assume the existence of a sequence
_n ! 0þ such that
8n 2 N; 8x 2 C
%R
2_n
;
%R
_n
 
: u_nðxÞ > m:
Hence we compute
_nc_n5_nE0
Z
R2
ju_nðxÞj
2 dx5_nE0m2p
%R
2
_2n

%R
2
4_2n
 !
! þ1
as n! þ1 in contradiction with Lemma 6.
We go on with the proof of the second part of the step. By (31) and
Lemma 6 we obtain, at least for small _; l_ ¼ _c_42 inf r>0 ðrEnr Þ; by which,
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R2
jru_j
2 þ *V ð_xÞ þ
M2_
j_xj2
 2 inf
r>0
ðrEnr Þju_j
p2
 
ju_j
2
 
dx40: ð35Þ
Assume by absurd that for some _ small enough u_ðxÞ4m for every
jxj > %R2_; which implies, taking into account of the ﬁrst part of the
proof, u_ðxÞ4m 8x 2 R
2: On the other hand, the deﬁnition of m
implies *V ð_xÞ  2 inf r>0 ðrEnr Þju_j
p25 *V ð_xÞ  2 inf r>0 ðrEnr Þm
p250; so the
integral in the inequality of (35) is nonnegative for _ sufﬁciently
small and this would lead to u_  0; the desired contradiction
follows.
From now on we focus our attention on a generic sequence _n ! 0þ:
Then, letting un  u_n ; for every n 2 N let jn : ½0;þ1Þ ! R such that
jnðsÞ ¼ unðxÞ; jxj ¼ s:
The object is to apply Lemma 3.2 of [4] to the sequence fung with m in
place of e and %R
2
in place of t: Indeed we have
lim sup
n!þ1
_n
Z
R2
ðjrunj2 þ junj2Þ dx4max 1;
1
E0
 	
lim sup
n!þ1
_nc_n5þ1: ð36Þ
Furthermore, steps 1 and 2 assure that all the hypotheses of such lemma are
satisﬁed. Hence we get the existence of ‘ 2 N; t > 0; R1; . . . ;R‘ > 0 and ‘
sequences of positive numbers fr1ng; . . . ; fr
‘
ng; with r
i
n >
%R
2_n
; such that, up to
subsequence,
f_nring is bounded; 8i ¼ 1; . . . ; ‘; ð37Þ
jnðr
i
nÞ > m; ð38Þ
rin is the maximum point for jn in ð0;þ1Þ
[
j5i
-
ðrjn  Rj; r
j
n þ RjÞ; ð39Þ
8r =2
[‘
i¼1
ðrin  Ri; r
i
n þ RiÞ: jnðrÞ4m; ð40Þ
jrin  r
j
nj ! þ1 as n! þ1 8i; j 2 f1; . . . ; ‘g with i=j; ð41Þ
jnðsÞ >
m
2
8s 2 ðrin  t; r
i
n þ tÞ; 8i 2 f1; . . . ; ‘g: ð42Þ
Before going on we ﬁx some notations. Consider R > 2 maxi¼1;...;‘ Ri and n
sufﬁciently large such that, according to (41), it is Cðrin  R; r
i
n þ RÞ \ Cðr
j
n 
BENCI AND D’APRILE128R; rjn þ RÞ ¼ | for i=j; then it makes sense to consider Z
R
n 2 C
1ðR2;RÞ a
radial function so that
ZRn  1 on R
2
[‘
i¼1
-
Cðrin  R; r
i
n þ RÞ;
ZRn  0 in
[‘
i¼1
C rin 
R
2
; rin þ
R
2
 
;
04ZRn41; jrZ
R
n j4
c
R
;
where c is a constant independent of R and n:
Step 3. For every e > 0 there exists Re > 2 maxi¼1;...;‘ Ri such that for every
R > Re and large n;
_n
Z
R2
jrunj2 þ u2n

 
ZRn dx5e; s =2
[‘
i¼1
ðrin  R; r
i
n þ RÞ ) jnðsÞ4e:
Fix r > 0 arbitrarily and consider I an interval with length r; by the theory
of the one-dimensional Sobolev spaces the immersion H1;2ðIÞ  L1ðIÞ is
continuous and then
jj jjL1ðIÞ4Ajj jjH 1;2ðIÞ; 8j 2 H
1;2ðIÞ;
where A is a constant depending only on r but not on the location of I on
real line.
Then take R > 2 maxi¼1;...;‘ Ri and, by using ZRnun as a test function in (22),
we get
Z
R2
jrunj2ZRn þ *V ð_nxÞ þ
M2_n
j_nxj
2
 !
u2nZ
R
n  l_n junj
pZRn
 !
dx
¼ 
Z
R2
hrun;rZRniun dx: ð43Þ
Notice that the deﬁnition of ZRn and (40) imply that Z
R
n  0 in the set fx 2
R2 j unðxÞ > mg by which junjpZRn4u
2
nm
p2ZRn : Combining this inequality
together with (43) we deduce
Z
R2
jrunj
2 þ *V ð_nxÞ þ
M2_n
j_nxj2
 l_nm
p2
 !
u2n
 !
ZRn
4
Z
R2
hrun;rZRniun: ð44Þ
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p25E0 
_nc_nE0
2 inf r>0 ðrEnr Þ
and then, by Lemma 6, *V ð_nxÞ  l_nm
p2 > E0
4
for large n: Inserting
last inequality in (44) and using H .older inequality we have
_n
Z
R2
jrunj
2 þ
E0
4
u2n
 
ZRn4
c
R
_n
Z
R2
jrunj
2
 1=2
_n
Z
R2
u2n
 1=2
: ð45Þ
The boundedness of the terms _n
R
R2
jrunj2 dx and _n
R
R2
u2n dx in (45) give
the ﬁrst part of the claim. We go on with the proof of the second part. Given
e 2 ð0; mÞ; for R > 0 sufﬁciently big and for large n it is
_n
Z
R2
ðjrunj
2 þ u2nÞZ
R
n dx5
%R
2
p
e2
A2
;
where %R has been deﬁned in step 1. Setting tRn ðjxjÞ ¼ Z
R
n ðxÞ; the above
inequality can be rewritten in terms of the functions jn in the following way:Z þ1
%R=ð4_nÞ
ðj 0nj
2 þ j2nÞt
R
n ds4
4_n
%R
Z þ1
%R=ð4_nÞ
sðjj0nj
2 þ j2nÞt
R
n ds5
e2
A2
: ð46Þ
Suppose n sufﬁciently large such that the following statements holds:
jrin  r
j
nj > r; r
i
n 
%R
4_n
> r; 8i; j ¼ 1; . . . ; ‘; i=j; ð47Þ
where r > 0 has been introduced at the beginning of the step.
The ﬁrst inequality of (47) follows directly from (41); the second
holds true provided that n is sufﬁciently large since rin 
%R
4_n
5 %R
2_n
 %R
4_n
!
þ1: Now consider s 2 ð %R
4_n
;þ1Þ=
S‘
i¼1 ðr
i
n  R; r
i
n þ RÞ; by using (47)
we can ﬁnd an interval I with length r such that s 2 I  ð %R
4_n
;þ1Þ=
S‘
i¼1
ðrin  R; r
i
n þ RÞ and then
jnðsÞ4jj njjL1ðIÞ4Ajj njjH1;2ðIÞ ¼ A
Z
I
ðjj0nj
2 þ j2nÞt
R
n ds
 1=2
4e;
the second equality follows since by construction it is tRn  1 in I : We have
proved that for n sufﬁciently large
s 2
%R
4_n
;þ1
 [‘
i¼1
ðrin  R; r
i
n þ RÞ ) jnðsÞ4e:
Taking into account of the result of step 1, we obtain the second part of the
step.
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every R5RðdÞ and for large n it holds
_njjð1 ZRn Þunjj
p
Lp5_njjunjj
p
Lp  d; _njjrð1 Z
R
n Þunjj
2
L2 dx4_njjrunjj
2
L2 þ d:
Fix d 2 ð0; 1Þ arbitrarily. According to last step for R > 8 maxi¼1;...;‘ Ri
sufﬁciently big and for large n
_n
Z
R2
ðjrunj
2 þ u2nÞZ
R=2
n dx5d ð48Þ
and
s =2
[‘
i¼1
rin 
R
4
; rin þ
R
4
 
) jnðsÞ4d: ð49Þ
Now observe
_n
Z
R2
jZR=2n unj
p dx ¼ _n
Z
R2
ZR=2n
un
d
 p
dp dx:
Notice that by (49) it is un4d in R
2=
S‘
i¼1 Cðr
i
n 
R
4
; rin þ
R
4
Þ; while, by
construction, ZR=2n  0 in
S‘
i¼1 Cðr
i
n 
R
4
; rin þ
R
4
Þ; in other words, it is ZR=2n un
4d everywhere, so we get
_n
Z
R2
jZR=2n unj
p dx4_n
Z
R2
ZR=2n
un
d
 2
dp dx4_n
Z
R2
ZR=2n u
2
nd
p2 dx;
by which, taking into account of (48),
_n
Z
R2
jZR=2n unj
p dx4dp14d:
On the other hand, by construction for every x 2 R2 there results
1 ZRn ðxÞ ¼ 1 or Z
R=2
n ðxÞ ¼ 1; this implies jZ
R=2
n unjp þ jð1 ZRn Þunj
p5junjp
and then we conclude
_n
Z
R2
jð1 ZRn Þunj
p5_n
Z
R2
junjp  _n
Z
R2
jZR=2n unj
p5_n
Z
R2
junjp  d
and the ﬁrst part of the step follows.
As regards the second part, for sake of simplicity put
CRn ¼
[‘
i¼1
Cðrin  R; r
i
n þ RÞ
 !- [‘
i¼1
C rin 
R
2
; rin þ
R
2
  !
:
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R
n is different from 0 and 1. ObserveZ
CRn
jrðð1 ZRn ÞunÞj
24jjrunjj2L2ðCRn Þ þ
c2
R2
jjunjj2L2ðCRn Þ þ 2
c
R
Z
CRn
jrunjjunj:
H .older inequality yields
jjrð1 ZRn Þunjj
2
L2ðCRn Þ
4jjrunjj2L2ðCRn Þ þ
c2
R2
jjunjj
2
L2 þ 2
c
R
jjrunjjL2 jjunjjL2
by which it immediately follows that for every R sufﬁciently large
_n
Z
CRn
jrðð1 ZRn ÞunÞj
2 dx4_n
Z
CRn
jrunj2 dxþ d:
On the other hand, by construction we have ð1 ZRn Þun is equal to 0 or to
un in R
2=CRn : Thus one deduces
_n
Z
R2
jrðð1 ZRn ÞunÞj
24_n
Z
R2
jrunj2 dxþ d:
By the inequality rin >
%R
2
for every i ¼ 1; . . . ; ‘ and by (37) we get the
existence of %r1; . . . ; %r‘50 verifying, up to subsequence,
_nrin ! %ri as n! þ1; %ri5
%R
2
; 8i ¼ 1; . . . ; ‘: ð50Þ
Step 5. There results ‘ ¼ 1 and %r1En%r1 ¼ inf r>0 ðrE
n
r Þ ¼ limn!þ1 _nc_n :
Furthermore for every k 2 N there is a %Rk > 0 such that, setting *ukn 
ð1 Z %Rkn Þun; and eventually substituting _n by a suitable subsequence, there
results
lim
k!þ1
lim
n!þ1
_n
Z
R2
jr *uknj
2 dx ¼ lim
n!þ1
_n
Z
R2
jrunj
2 dx;
lim
k
lim
n
_n
Z
R2
*V ð_nxÞ þ
M_n
j_nxj
2
 
j *uknj
2 ¼ lim
n
_n
Z
R2
*V ð_nxÞ þ
M_n
j_nxj
2
 
junj2;
lim
k
lim
n
_n
Z
R2
j *uknj
2 dx ¼ lim
n
_n
Z
R2
junj2 dx; lim
k
lim
n
_n
Z
R2
j *uknj
p dx ¼ 1:
According to last claim, let %R1 > 2 maxi¼1;...;‘ Ri such that for large n
_njjð1 Z
%R1
n Þunjj
p
Lp5_njjunjj
p
Lp 
1
2
; ð51Þ
_njjrðð1 Z
%R1
n ÞunÞjj
2
L24_njjrunjj
2
L2 þ
1
2
: ð52Þ
By (41), we may assume Cðrin  %R1; r
i
n þ %R1Þ \ Cðr
j
n  %R1; r
j
n þ %R1Þ ¼ | for
i=j: In particular, since by construction 1 Z %R1n  0 in R
2=
S‘
i¼1 Cðr
i
n 
BENCI AND D’APRILE132%R1; rin þ %R1Þ; we can write ð1 Z
%R1
n Þun ¼
P‘
i¼1 *u
i
n where we have put for
every i ¼ 1; . . . ; ‘;
*uin  ð1 Z
%R1
n ÞunwCðrin %R1;rinþ %R1Þ:
There results: *uin 2 H_n;rad : The object is to apply Lemma 4 to each
sequence *uin: To this aim remember that un 2M_n ð1Þ; then, using (51), we get
for large n
1
2
¼ _n
Z
R2
junjp 
1
2
4_n
Z
R2
jð1 Z %R1n Þunj
p dx4_n
Z
R2
junjp dx ¼ 1;
by which
_n
Z
R2
jð1 Z %R1n Þunj
p dx 2
1
2
; 1
 
: ð53Þ
Now ﬁx i ¼ 1; . . . ; ‘; we have *uin 2M_nða
i
nÞ for some a
i
n 2 ð0; 1: Up to a
subsequence we may assume ain ! ai 2 ½0; 1: What we are going to prove
now is that ai > 0: indeed by (42) we obtain
ain
_n
¼
Z
R2
j *uinj
p dx ¼ 2p
Z rinþ %R1
rin %R1
sj nðsÞj
p ds52pðrin  %R1Þ
mp
2p
minf2 %R1; 2tg:
Hence we have limn!þ1 ain52p lim infn!þ1 _nðr
i
n  %R1Þ
mp
2p
minf2 %R1; 2tg52
p%ri
mp
2p
minf2 %R1; 2tg > 0:Hence Lemma 4 applies to the sequence *uin and gives,
eventually passing to a subsequence,
lim
n!þ1
_nE_nð *u
i
nÞ5%riE
n
%ri
ðaiÞ; 8i 2 f1; . . . ; ‘g:
Furthermore, by (53),
X‘
i¼1
ai ¼ lim
n
X‘
i¼1
_n
Z
R2
j *uinj
p ¼ lim
n
_n
Z
R2
jð1 Z %R1n Þunj
p 2
1
2
; 1
 
: ð54Þ
Combining Lemma 6 together with (52) and the above inequalities one
computes
inf
r>0
ðrEnr Þ5 lim sup
n!þ1
_nc_n 5 lim infn!þ1
_nc_n ¼ lim infn!þ1
_nE_nðunÞ
5 lim inf
n!þ1
_nE_n ðð1 Z
%R1
n ÞunÞ

1
2
5
X‘
i¼1
lim
n
_nE_n ð *u
i
nÞ 
1
2
5
X‘
i¼1
%riE
n
%ri
ðaiÞ 
1
2
:
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inf
r>0
ðrEnr Þ5 lim sup
n!þ1
_nc_n5 lim infn!þ1
_nc_n5
X‘
i¼1
lim
n!þ1
_nE_nð *u
i
nÞ 
1
2
5
X‘
i¼1
a2=pi %riE
n
%ri

1
2
: ð55Þ
The construction of the ‘ sequences f *u1ng; . . . ; f *u
‘
ng and of the ‘ positive
numbers a1; . . . ; a‘ depends on the particular %R1 > 2 maxi¼1;...;‘ Ri chosen
at the beginning of the claim. To emphasize this fact we denote them as
f *u1;1n g; . . . ; f *u
1;‘
n g and a1;1; . . . ; a1;‘:We proceed by choosing, according to last
claim, %R2 > 2 %R1 such that for large n
_njjð1 Z
%R2
n Þunjj
p
Lp5_njjunjj
p
Lp 
1
4
;
_njjrðð1 Z
%R2
n ÞunÞjj
2
L24_njjrunjj
2
L2 þ
1
4
: ð56Þ
Then set, for every i ¼ 1; . . . ; ‘;
*u2;in  ð1 Z
%R2
n ÞunwCðrin %R2;rinþ %R2Þ 2 H_n;rad :
Then, since un 2M_nð1Þ and using (56) and proceeding like for (53), we have
_n
Z
R2
jð1 Z %R2n Þunj
p dx 2
3
4
; 1
 
: ð57Þ
We notice that, being %R2 > 2 %R1; by construction there results 1 Z
%R2
n 51
Z %R1n in R
2; as a consequence for every i ¼ 1; . . . ; ‘ it follows *u2;in 5 *u
1;i
n and so,
setting a2;in > 0 such that *u
2;i
n 2M_n ða
2;i
n Þ; it is a
2;i
n ! a2;i5a1;i: The analogous
of (54) and (55) for the sequences *u2;in givesX‘
i¼1
a2;i 2
3
4
; 1
 
;
inf
r>0
ðrEnr Þ5 lim sup
n!þ1
_nc_n5 lim infn!þ1
_nc_n5
X‘
i¼1
lim
n!þ1
_nE_nð *u
2;i
n Þ 
1
4
5
X‘
i¼1
a2=p2;i %riE
n
%ri

1
4
:
By a recursive argument for every k we ﬁnd %Rk > %Rk1; ‘ numbers ak;1; . . . ;
ak;‘; with ak;i5ak1;i > 0 for every i ¼ 1; . . . ; ‘ and verifying
_n
Z
R2
jrðð1 Z %Rkn ÞunÞj
2 dx4_n
Z
R2
jrunj
2 dxþ
1
2k
; ð58Þ
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k;i
n Þ; a
k;i
n ! ak;i;
X‘
i¼1
ak;i 2 1
1
2k
; 1
 
; ð59Þ
inf
r>0
ðrEnr Þ5 lim sup
n!þ1
_nc_n5 lim infn!þ1
_nc_n5
X‘
i¼1
lim
n!þ1
_nE_n ð *u
k;i
n Þ 
1
2k
5
X‘
i¼1
a2=pk;i %riE
n
%ri

1
2k
; ð60Þ
where *uk;in  ð1 Z
%Rk
n ÞunwCðrin %Rk ;rinþ %Rk Þ 2 H_n;rad : Now we have in our hand all
the instrument to achieve the desired conclusion. Indeed by construction for
every i ¼ 1; . . . ; ‘ the sequence fak;ig  ð0; 1 is nondecreasing, then put bi ¼
supk51 ak;i ¼ limk!þ1 ak;i 2 ð0; 1: By taking the limit for k ! þ1 in (59)
and (60) there resultsX‘
i¼1
bi ¼ 1; inf
r>0
ðrEnr Þ5
X‘
i¼1
b2=pi %riE
n
%ri
5
X‘
i¼1
b2=pi
 !
inf
r>0
ðrEnr Þ:
If by absurd it was ‘ > 1; then it would result bi 2 ð0; 1Þ for every i ¼ 1; . . . ; ‘;
and consequently
P‘
i¼1 b
2=p
i >
P‘
i¼1 bi ¼ 1; in contradiction with the above
inequality. Hence ‘ must be equal to 1 and %r1E
n
%r1
¼ inf r>0 ðrEnr Þ: Inserting this
in (60) and taking the limit as k ! þ1;
inf
r>0
ðrEnr Þ ¼ %r1E
n
%r1
¼ lim
n
_nc_n ¼ limn
_nE_nðunÞ ¼ limk
lim
n
_nE_n ð *u
k;1
n Þ: ð61Þ
By a diagonal process we can extract a subsequence, still denoted by
f_ng such that for all k the sequences f_n
R
R2
jr *uk;1n j
2 dxg; f_n
R
R2
jrunj
2 dxg;
and f_n
R
R2
junj2 dxg; f_n
R
R2
j *uk;1n j
2 dxg; f
R
R2
ð *V ð_nxÞ þ
M_n
j_nxj2
Þu2n dxg; f
R
R2
ð *V ð_nxÞ
þ M_n
j_nxj2
Þj *uk;1n j
2 dxg; converge. By (58)
lim sup
k!þ1
lim
n!þ1
_n
Z
R2
jr *uk;1n j
2 dx4 lim
n!þ1
_n
Z
R2
jrunj2 dx:
On the other hand, for all k and n it is
R
R2
ð *V ð_nxÞ þ
M_n
j_nxj2
Þj *uk;1n j
2 dx4
R
R2
ð *V ð_n
xÞ þ M_n
j_nxj2
Þu2n dx; then combining last two inequalities with the last of the above
equalities (61) it must be
lim sup
k!þ1
lim
n!þ1
_n
Z
R2
jr *uk;1n j
2 dx ¼ lim
n!þ1
_n
Z
R2
jrunj
2 dx;
lim sup
k
lim
n
_n
Z
R2
*V ð_nxÞ þ
M2_n
j_nxj2
 !
j *uk;1n j
2
¼ lim
n
_n
Z
R2
*V ð_nxÞ þ
M2_n
j_nxj
2
 !
junj2:
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lim
k!þ1
lim
n!þ1
_n
Z
R2
j *uk;1n j
2 dx ¼ lim
n!þ1
_n
Z
R2
junj2 dx:
Hence, setting *uk;1n  *u
k
n; we achieve the statement.
Step 6. Up to a subsequence, r1 satisﬁes
p  2
p
lim
n
_n
Z
R2
jrunj2 ¼
ðp þ 2ÞM2
pr21
 r1 *V
0
ðr1Þ 
p  2
p
*Vðr1Þ
 
lim
n
_n
Z
R2
junj
2:
For every n 2 N and k 2 N deﬁne wknðxÞ  *u
k
nðxþ ðr
1
n  2 %RkÞ
x
jxjÞ in Cð
%Rk ; 3
%RkÞ and wn  0 everywhere else. According to Lemma 4 and last step there
results
lim
k
lim
n
Z þ1
0
j wkn j
p ds ¼
1
2pr1
lim
k
lim
n
Z
R2
j *uknj
p dx ¼
1
2pr1
; ð62Þ
lim
n
_n
Z
R2
jrunj
2 ¼ 2pr1 lim
k
lim
n
Z þ1
0
j 0wkn j
2 ds; ð63Þ
lim
n
_n
Z
R2
*V ð_nxÞ þ
M2_n
j_nxj2
 !
junj
2
¼ 2pr1 *Vðr1Þ þ
M2
r21
 
lim
k
lim
n
Z þ1
0
j wkn j
2 ds: ð64Þ
Now consider the following function:
f ðrÞ ¼
r1
r
 2=p
r lim
k
lim
n
Z þ1
0
j 0wkn j
2 þ *VðrÞ þ
M2
r2
 
lim
k
lim
n
Z þ1
0
j wkn j
2
 
¼
1
2p
r1
r
 2=p
r lim
k
lim
n
ErðwknÞ ¼
1
2p
r lim
k
lim
n
Erððr1=rÞ
1=pwknÞ:
By (63), (64) and step 5 it follows that f ðr1Þ ¼ 12p limn!þ1 _nc_n ¼
1
2p inf r>0
ðrEnr Þ; on the other hand for r=r1; since according to (62) limk limnR
jðr1r Þ
1=pjwkn j
p ds ¼ 1
2pr; f ðrÞ ¼
1
2pr limk limn Erððr1=rÞ
1=pwknÞ5
1
2prE
n
r : Hence
BENCI AND D’APRILE136f ðrÞ has a minimum at r ¼ r1: This leads to
0 ¼ f 0ðr1Þ
¼
p  2
p
lim
k
lim
n
Z þ1
0
j 0wkn j
2 þ *Vðr1Þ þ
M2
r21
 
lim
k
lim
n
Z þ1
0
j wkn j
2
 
þ r1 *V
0
ðr1Þ 
2M2
r31
 
lim
k!þ1
lim
n!þ1
Z þ1
0
j wkn j
2 ds
¼
p  2
2ppr1
lim
n
_n
Z
R2
jrunj
2
þ
p  2
2ppr1
*Vðr1Þ þ
M2
r21
 
þ
*V
0
ðr1Þ
2p

2M2
2pr31
" #
lim
n
_n
Z
R2
junj
2:
Step 7. End of the proof.
In order to conclude we have just only to combine the results obtained in
the previous steps. Indeed we already know that for every _ > 0 the inﬁmum
c_ is attained by a function u_ 2M_ð1Þ and u_50 in R
2: Furthermore,
considered a generic sequence _n ! 0þ; (38), (39), (50) and last claim give
that, up to a subsequence, u_n has a circle of local maximum points fx 2
R2 j jxj ¼ r1ng with u_n ðxÞ > m for jxj ¼ r
1
n; furthermore _nr
1
n ! %r15
%R
2
and %r1
En%r1 ¼ inf r>0 ðrE
n
r Þ ¼ limn!þ1 _nc_n ; moreover from step 3 for every Z > 0
there exists R > 0 such that, for large n;
u_n ðxÞ5Z 8x =2 Cðr
1
n  R; r
1
n þ RÞ:
Setting v_n ðxÞ ¼ u_n ð
x
_n
Þ and rn ¼ _nr1n; we have the ﬁrst part of Theorem B. It
remains to prove (14)–(16). From step 3, we deduce that, for every Z > 0
there exists RZ > 0 sufﬁciently large such that for every R > RZ:
lim sup
n!þ1
1
_n
Z
R2=Cðrn_nR;rnþ_nRÞ
jv_n j
2 dx
¼ lim sup
n!þ1
_n
Z
R2=Cðr1nR;r1nþRÞ
ju_n j
2 dx4Z;
by which we get (14). By (36), possibly passing to a subsequence,
lim
n
1
_n
Z
R2
jv_n j
2 dx ¼ lim
n
_n
Z
R2
ju_n j
2 dx5þ1:
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lim
n
1
_n
Z
R2
jv_n j
2 dx ¼ lim
n
_n
Z
R2
ju_n j
2 dx5
m2
4
4pt lim
n
_nr1n5m
2pt
%R
2
by which (15) follows. Equation (16) follows directly from step 6. Finally,
lim_!0þ l_ ¼ lim_!0þ_c_ ¼ inf r>0 ðrEnr Þ; so the constants l_ are uniformly
(with respect to n) bounded and uniformly away from zero.
Remark 4. By Lemma 5 we immediately obtain that the function r >
0/rEnr is continuous and rE
n
r ! þ1 as r ! þ1 and as r ! 0
þ: This fact
implies that the inﬁmum inf r>0 ðrEnr Þ is attained by some r0 > 0: If such
minimum point r0 is unique, then all the bound states fv_g we have found in
last theorem concentrate at the sphere fx 2 R2 j jxj ¼ r0g as _! 0þ in the
sense speciﬁed in Theorem B.
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