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Abstract{ In this study, we apply a machine-learning method (a natural language processing),
namely Word2Vec, to source code of software products. The Word2Vec is originally a natural
language processing technique. In this technique, words are represented as multi-dimensional
vectors and such computation on such vectors enables to identify similarities or dierences among
words. In this study, at rst, we tried to apply Word2Vec to identiers in source code, such as
method names, function names, variable names and to generate a model of source code. However,
a result of a preliminary experiment showed that we cannot obtain enough accurate models of
the source code for applications such as code recommendation or consistency check of identiers.
One of the reasons seemed to be dierences of structures between natural language text and
source code. To overcome such issue, we investigate cleaning methods for source code to apply
Word2Vec for it, aiming an accurate code recommendation to support software developers.
Keywords: Source code, Java programs, Natural language processing, Word2Vec, Machine
learning
概 要: 本研究ではソースコード内の値やメソッド名，関数名や変数名などの識別子を学習デー
タとし，自然言語処理技術の一つであるWord2Vecを用いて機械学習を行う．Word2Vecの学習に
よって識別子は多次元空間のベクトルとして表現される．これを用いることで単語の類似性や相違
性が求められ，特定の単語と対の概念となっている単語を検索することができる．しかし，予備実
験を行った結果，ソースコードは自然文章とは異なる構造を持つため前処理なしのソースコードで
は有効な結果が得られないことがわかった．そこで，本研究では自然言語処理技術をソースコード
の識別子に応用するために有効なクリーニング手法を調査し，クリーニング処理をしたソースコー
ドを用いて開発者支援のためのコード片を推薦することを目指す．
キーワード: ソースコード, Java言語, 自然言語処理, Word2Vec, 機械学習
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第1章 序論
本章では, 背景, 目的について述べる.
1.1 背景
ソフトウェア開発において，ソフトウェアを保守管理する場合や機能を追加削除する場
合にプログラム理解は必要不可欠である．プログラム理解とは，開発者がソースコードを
読み，プログラムの流れや動作を理解することである．プログラム理解に際して，開発者
は，関数名や変数名などからプログラム要素の役割を推測しプログラムを読み進めるため，
識別子の名前は重要な役割を果たしている．もし，ある開発者によって不適切な命名が識
別子に行われた場合にはその開発者以外の開発者がプログラム理解に多大な時間を要して
しまうため大きな負担となる．そのため，識別子に対して命名規則を設け，可読性を高め
ることが，一般の開発現場において行われている．
また，ソフトウェア開発において開発者がメソッドの使い方を覚えていない場合は書籍
やウェブ上から検索し，メソッドの使い方を習得する必要がある。しかし，書籍やウェブ
上に記載されているサンプルコードと実際に使用する場面は異なる場合が多いためサンプ
ルコードの書き換えが必要となり開発者にとって大きな負担となっている。
1.2 研究目標
本研究では開発者の負担を軽減するために，自然言語処理技術であるWord2Vec[7]を
ソースコードに適用することにより，1.1で指摘した 2つの問題に対して次のような解決
策を実現できる．
 命名規則の確認 Word2Vecで学習を行うことで識別子間の類似性や相違性を表現す
る．これを用いて，開発者が入力した単語に対して関連のある単語を表示すること
で命名規則にあっている単語かどうかを確認する．
 コード片の推薦 Word2Vecに入力を与えることで関連のある単語が出力される特徴
を用いて，開発者が入力した単語に対して関連のある単語を推薦語とし，推薦語，あ
るいは入力された単語と推薦語が含まれたコード片を推薦することでメソッドに対
しての学習時間の軽減を期待する．
本稿では，これら解決策の手法の概要を示し，さらにコード片の推薦を実現し，予備的な
実験を行った．
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第2章 関連研究
本研究と関連した研究として，Java言語を対象とした過去に開発したソースコードを基
にコード片を推薦するシステムの研究と，メソッド名に用いられている識別子についての
研究，コードクローンについて述べている研究を説明する．また，本研究との関連性につ
いても説明する．
2.1 Java ソフトウェア部品検索システム SPARS-J
SPARS-J[10]は Java言語を対象に特定の単語を入力することで過去に開発したソース
コードの断片を検索を行えるシステムである．キーワードとなる単語の重みをページラン
ク [5]に似たコンポーネントランクという仕組みによって決定している．これに対して、本
研究ではWord2Vecを用いて単語の重要性や類似性を一種の重み付けとして利用する．
2.2 メソッドに用いられる動詞-目的語関係を収録した辞書構築手
法の提案
鹿島ら [9]は開発者による識別子への適切な命名を支援するためにソースコードから動
詞-目的語関係を抽出し辞書を構築している．これに対して，本研究では識別子への適切
な命名を支援するために関数内やソースコード内でよく使われている単語を出力させ命名
の参考にすることを期待する．
2.3 Variation Analysis of Context-Sharing Identiers with
Code Clone
Kamiya[8]はソースコード中に互いに類似したソースコードの断片において，同じ位置
に現れる識別子のバリエーションを調べ，名前の一貫性のない部分を検出する手法を提案
した．本研究では，類似したソースコードが大量に存在する場合に学習が正しく行えない
可能性があるため，この手法を用いてコードクローンの除去する処理を含める予定である．
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第3章 理論と手法
本章では，本研究で用いる理論，手法について述べる.
3.1 手法
3.1.1 テキストマイニング
形式化されていない大規模なテキストデータを単語や文節で区切り，出現頻度や共出現，
出現傾向などを解析することで有意な結果を取り出す技術である．データマイニングの一
種であり，データマイニングの対象を自由記述されたデータを基に行うものがテキストマ
イニングと呼ばれる．
3.1.2 自然言語処理
人間が日常的に使用している自然言語を対象に行うテキストマイニングにおいて解析の
前段階で行う処理のことである．一般的に自然言語は形式化されておらず，自然言語のテ
キストをそのままコンピュータにより解析を行うことは難しいため形態素解析や構文解析
を行いコンピュータが自然言語を理解しやすい形式にすることが一般的である．本研究で
は，日本語でコメントが書かれたソースコードも解析し日本語の識別子にも対応させるた
めに形態素解析の手法を含める予定である．
3.1.3 字句解析
自然文章やプログラミング言語のソースコードなどの文字列を解析することで最小単位
として単語を取り出す手法である．Java言語の場合は，キーワードや識別子を 1つの単語
とし，演算子として使われている記号も記号単体で 1つの単語とした．
3.1.4 Word2Vec
Word2Vec[7]は，Tomas Mikolov氏が米グーグルの研究者だったときに開発した自然言
語処理の手法の一つであり，従来のアルゴリズムよりも少ない学習時間で飛躍的な精度向
上を可能にした．手法の特徴として単語を多次元空間のベクトルとして表現する定量化手
法であり，単語の類似度やベクトルの加算，減算することで別な単語を求めることができ
る．単語の意味概念は周辺の単語によって構成されるという仮説の基に，学習データ内の
特定の単語を学習するときには前後 5個 (デフォルト値)の単語を正解データとして学習を
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行う．学習によって得られたモデルに対して特定の単語を入力として与えるとベクトル空
間の距離が近い順でコサイン距離と共に単語が出力される．
3.2 ツール
本研究で用いるプログラミング言語，ライブラリについて説明する．
3.2.1 Python
Python[6]は広く使用されている汎用のスクリプト型プログラミング言語である．デー
タマイニングや自然言語処理，機械学習のためのライブラリが充実していることがひとつ
の特徴である．本研究では，自然言語処理をする部分，及び分析結果からグラフデータを
作成するためにDOT言語 [4]に書き出す部分をPythonで実装した．Gensim[1]はPython
の自然言語処理用のライブラリである．Gensimは Pythonのコード上でWord2Vecを使
用するために用いた．
3.2.2 Graphviz
Graphvizは，AT&T研究所が開発したオープンソースのツールパッケージ [3]でDOT
言語で書かれたスクリプトからグラフを描写することができる．本研究では Pythonで書
かれたDOT言語を有向グラフとして描画する部分で使用した．
3.2.3 DOT言語
上述の Graphvizで利用されているデータ表現フォーマットは DOT言語と呼ばれてい
る．プレーンテキストによりデータ構造としてグラフを表現するためのデータ記述言語の
１つである．コンピュータで処理しやすいように記述されているが，人間から見ても分か
りやすい単純化された形式で記述されているという特徴がある．本研究では，Pythonで
Word2Vecを用いて学習を行った結果を有効グラフとして描写するために使用した．
3.2.4 GitHub
ソフトウェア開発プロジェクトのためにGitHub社によって保守されている共有ウェブ
サービスである [2]．リポジトリと呼ばれる単位で管理され，オープンソースプロジェクト
のソースコードも多数，GitHubにより管理されている．また，GitHubは SNS(ソーシャ
ル・ネットワーク・サービス)機能を持ちソースコードに対して議論が活発に行われている．
本研究ではGitHubで公開されているオープンソースプロジェクトを対象に調査を行う．
GitHubの重要な概念である，リポジトリとスターについて以下で説明する．
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リポジトリ
ファイルやディレクトリの状態を記録する場所のことである．内容の変更履歴を状態と
して保存するため過去の変更した状態に戻すことも可能である．
スター
GitHubでは，あるプロジェクトに対して，そのプロジェクト外のユーザがそのプロジェ
クトに「スター」と呼ばれるマークをつける操作が用意されている．スターはリポジトリ
単位で行えるもので，今後の活動の経過を知りたいプロジェクトなどをスターすると，リ
ポジトリに変更があったときに通知が届く機能である．また，単に応援したいプロジェク
トに対してもスターをすることがある．本研究では，学習データとしてオープンソースプ
ロジェクトを収集したが，その際にはスター数が多いものを採用した．これは，スター数
が多いリポジトリはソースコードに対して活発に議論が行われる傾向にあることや多くの
人が見ているため，ソースコードの可読性も高いと仮定しスターを評価基準とした．
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第4章 提案手法
本章では，コード片を推薦する提案手法について述べる．提案手法の概要図を図 4.1に
示す．
4.1 提案概要
本研究では機械学習によりソースコードの構造を学習することにより，開発者に対して
コード片を推薦する手法を実現する．コード片を推薦する方法は統計的なモデルを生成す
る処理と統計的なモデルを利用してコード片を生成する処理の 2つに分けることができる．
4.1.1 統計的なモデルの生成
GitHubから収集したソースコードを字句解析することで識別子データを抽出する．次
に得られた識別子データに対してクリーニングを行うことで学習の精度向上を期待する．
クリーニング済みの識別子データに対してWord2Vecを用いて学習を行った結果，統計的
なモデルが生成される．
4.1.2 統計的なモデルの利用
上記の方法で統計的なモデルを生成し，このモデルを用いて，語単位の推薦と推薦語を
含むコード片の推薦，累積的な推薦語を含むコード片の推薦，推薦語を含むメソッド単位
の推薦の合わせて 4つの手法でコード片の推薦を行う．
語単位の推薦
この手法は入力した単語と関連した単語を語単位で出力する手法である．具体的には，
Word2Vecによる学習から作成された統計的なモデルに対して特定の単語を入力として与
え，多次元空間で距離が近い順からいくつかの単語を出力する．その結果，関連のある単
語をいくつか出力するため，開発者は単語が現れる箇所の周りの単語を確認する．これに
より開発者は入力した単語と出力された単語を比較し命名規則にあっているかを確認する
ことや関連のある単語を予め確認することで開発者がプログラム理解を円滑に行うことを
期待する．例えば，開発者がUserクラスを実装しようと思った場合に，入力として"User"
を検索すると過去に実装された Userクラスに含まれているメソッドや変数が出力される
ため，メソッドを追加で実装するときに出力結果を変数やメソッド名の命名の参考にする
使い方を想定している．
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図 4.1: 提案手法概要図
推薦語を含むコード片の推薦
この手法は入力された単語と関連のある単語が両方含まれているコード片を行単位で推
薦する手法である．具体的には 2つの単語のどちらかが出現した行からもう一方が出現す
る行までを 1つのコード片として推薦する手法である．これにより，語単位の推薦と比較
すると検索した単語と推薦語の関係性を見ることができるためプログラム理解を円滑に行
うことや実装の参考になることを期待する．例えば，開発者が"input"を検索したときに
関連のある単語として"output"が推薦語となり，"input"と"output"が含まれている箇所
を行単位で取り出しコード片として推薦を行う．これにより，入力処理から出力処理まで
が行われているコード片が推薦されるため，入力を受けて出力するまでの変数の関係性や
具体的なデータ処理などを確認することができる使い方を想定している．
累積的な推薦語を含むコード片の推薦
この手法は関連のある単語を基に更に関連のある単語を見つけ出し，それらが含まれて
いるコード片を行単位で推薦する手法である．手法 2では特定の単語を検索した場合に，
関連のある単語を推薦語として結果的に出現箇所のコード片を出力として得るが，手法 3
では，再帰的に関連のある単語の関連のある単語を求め，出現頻度が一定値を超えたもの
を推薦語として加える．例えば，"open"を入力として検索を行った場合に，関連のある単
語として"close"が出力されたとする．手法 3ではここから"close"を入力として検索を行
う．これにより出力として"CREATOR"が得られたときに学習データ内での"close"の出
現頻度と"CREATOR"の出現頻度を比較する．"CREATOR"のほうが出現頻度が高い場
合は，"CREATOR"を推薦語に加え，更に入力として関連のある単語を検索する処理を再
帰的に行う．出現頻度が低い場合は，そこで探索を終了し，推薦語が全て含まれている範
囲の行を推薦する．これにより，入力した単語と関連のある単語がソースコード上で使わ
れる時に共に使われることが多い単語を確認することができるため，上記の 2つの手法と
比較すると"open"に対して潜在的に関連している単語である"CREATOR"を推薦語とし
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てコード片に加えることができる．
推薦語を含むメソッド単位の推薦
この手法は，累積的な推薦語を含むコード片の推薦と同じ手法を用いて推薦語を決定し，
それらの単語が含まれているコード片をメソッド単位で推薦する手法である．これにより
単語がソースコード内でどのように使われているかを確認できるため，開発者がメソッド
の使い方が不明な場合でも実装例を見ることで実装時間の短縮を期待する．例えば，開発
者が入力した単語と推薦語が含まれているメソッドが推薦されるため，1つの処理で推薦
語がどのように使われているかを上記の 3つの手法よりも具体的に確認することができる．
4.1.3 クリーニング
データマイニングを実際のデータに適用する際に，特に大規模なデータには一部の項目
の値が無いデータ（欠損値）や他に類似した値のないデータ（外れ値）が含まれているこ
とが多く，これらのデータを取り除くことをクリーニングと呼ぶ．クリーニングをするこ
とによって機械学習の結果から有用な情報を得やすくなる．本研究では，ソースコードを
自然言語処理技術に適用するためにソースコードの構造に合わせたクリーニング手法につ
いて調査を行う．
4.2 Word2Vecの利用
本研究では，GitHubから収集したソースコードに対して字句解析とクリーニングを行
い，識別子データを作成しWord2Vecの学習データとした．その結果，Word2Vecでは特
定の単語の前後に出現する単語を関連のある単語とし学習を行い，統計的なモデルを生成
する．ソフトウェア開発の文脈的にはある変数を入力として与えたときにある変数の近く
に出現しやすい単語が出力される．
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第5章 実験手法
本章では，予備実験，実験，クリーニング手法ついて述べる.
表 5.1: 実験結果
リポジトリ数 13
入力となったソースファイルの総行数 1,463,319
抽出された単語数 6,095,631
抽出された語彙数 55,171
クリーニングにより除去された単語数 2,515,702
クリーニングにより除去された語彙数 14,008
5.1 予備実験
Word2Vecが持っている単語の意味表現可能性について評価するためにアルゴリズムの
設計，ツールの実装及び予備的な実験を行った．実験データはGithubからC言語で書かれ
たソースコードを収集し，学習する前処理として記号を半角スペースに置換し学習を行っ
た．その結果，"malloc free fopen"という入力に対して"fclose"という単語が一番近似し
ていると出力された。これは，"malloc⇒ freeならば fopen⇒ fclose"ということを表現し
ている．C言語では"malloc"と"free"は共に使われることが多い，また"fopen"と"fclose"
も共に使われることが多いため，Word2Vecで学習することで自然言語の文章とは異なる
構造を持つソースコードでも類似性や相違性を表現することができることがわかった．し
かし，出力結果を見ると使用場面が予想しにくい単語が多く含まれており，学習データに
前処理を行いこれらを取り除く必要があることがわかった．
5.2 学習データの収集
ソフトウェア開発プロジェクトのための共有ウェブサービスであるGithubからリポジ
トリに付けられたスター順でソートし，スター数が 7,000以上ついているリポジトリは活
発に議論が行われる傾向にあることや多くの人が見ているため，ソースコードの可読性も
高いと仮定し収集したところ，13個のリポジトリを収集することができた．
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5.3 前処理
予備実験の結果を受け，学習結果を詳しく分析するために以下の処理を行った．これに
より 6,095,631個の単語で構成された学習データを作成した．
5.3.1 単語属性で区別
ソースコード中の単語を大きく分けて４つの属性に区別した．変数名として使われる単
語，コメントの中に出現する単語，文字列中に出現する単語，関数名として使われる単語
の４つに区別することができる．本研究では，これらの 4つの属性を区別し分析を行うた
めそれぞれに記号をつけた．コメント中に出現する単語には先頭に「#」を，文字列中に
出現する単語には先頭に「"」を，関数名として使われている単語には単語の末に「(」を
付加し区別した．
5.4 グラフの作成
Word2Vecで学習を行った際に生成される統計的なモデルを用いて有向グラフの作成を
行った．この有向グラフでは単語を頂点とし単語と関連している単語を辺としている．例
えば単語Aと単語Aと関連している単語Bがある場合に単語Aと単語Bは有向辺で結ば
れる．
5.5 クリーニング手法
予備実験では，使用場面が予想しにくい単語が多く含まれており，特定の単語を入力し
た時に推薦された単語が支援に適さない結果となった．そこで，使用場面が予想しにくい
単語を取り除くためにクリーニングを行った．その際にWord2Vecの学習過程を詳しく分
析するために Java言語を学習データとした．これは，Java言語がオブジェクト指向言語で
あり，処理ごとにまとまった場所に記述されるために分析しやすいためである．Word2Vec
の学習方法では出現頻度が低い単語同士は距離が近くなりやすいため出現頻度による影響
を抑えるために大きく分けて 6つの処理を行った．
以下 5.5.1から 5.5.6で，それぞれの処理の内容とその結果について述べ，5.6でそれぞ
れの処理についての考察を述べる．
5.5.1 数字の除去
予備実験と同じ処理を施した Java言語で書かれたソースコードに対してグラフを作成
した結果，図 5.1のような数字を含む単語のみのグラフが多く見られた．これにより数字
を含む単語がWord2Vecに学習に大きな影響を及ぼしていることがわかる．しかし，数字
が含まれている単語の使用方法を調査したところ数字はプロジェクト内のみで有意味であ
る場合が多く，出力結果から単語の意味を推測しにくいため除外した．
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図 5.1: 数字を含む単語群
結果
クリーニング前の学習データに含まれていた単語数の約 5.48%にあたる 334,126箇所の
単語を除去することができた．無作為に 20行を抽出した結果，表 5.2に表される結果と
なった．
5.5.2 局所的な意味の単語の除去
図 5.2や図 5.3のような 1つのプロジェクトのみで使用されていた単語を除外した．こ
のツールの利用方法として，利用者が別のプロジェクトでツールを利用するというものを
想定していることと 1つのプロジェクトのみで使用されている単語は数字が含まれた単語
と同様にプロジェクト内のみで有意味である場合が多いため，出力結果から単語の用途を
予測することは困難だと判断し除外した．
結果
クリーニング前の学習データに含まれていた単語数の約 21.92%にあたる 1,336,296箇所
の単語を除去することができた．無作為に 20行を抽出した結果，表 5.3に表される結果と
なった．
5.5.3 コードクローンの除去
コードクローンとはソースコード内の類似または一致したコード片のことである．Word2Vec
では学習データ内に多くのコードクローンがあることで学習結果に偏りが生まれてしまっ
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図 5.2: 局所的な意味の単語群 1
たため取り除いた．そこで，クラス名とそのファイルが含まれているパッケージ名をペア
とし，等しいペアがコードクローンである可能性が高いためこれらのペアを除去した．
結果
クリーニング前の学習データに含まれていた単語数の約 0.09%にあたる 5,484箇所の単語
を除去することができた．無作為に 20行を抽出した結果，表 5.4に表される結果となった．
5.5.4 コピーライト文の除去
プロジェクトがオープンソースのコードを自プロジェクトに適用していた場合にソース
コードにはコピーライトがコメントとして記述されている．コピーライトはオープンソー
スの作者が決まった形式をソースコードの一部に書き加えることを促している．よって同
じコメントが多くのソースコード内に存在しているため学習に強く影響しているため学習
データから除外した．
結果
クリーニング前の学習データに含まれていた単語数の約 13.47%にあたる 821,323箇所
の単語を除去することができた．無作為に 20行を抽出した結果，表 5.5に表される結果と
なった．
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図 5.3: 局所的な意味の単語群 2
5.5.5 テスト用コードの除去
テスト用のコードは様々な状況でも正しく動作することを確認するために同じような形
式のプログラムが数行に渡って記述される．よって近傍の単語が学習結果に影響してしま
うWord２Vecではテスト用のコードは悪影響を及ぼしてしまうため除外した．"test"と
いう文字がパスに含まれたソースコードはテスト用のコードが書かれていると思われるた
め学習データから除外した．
結果
クリーニング前の学習データに含まれている単語数の約 28.53%にあたる 1,738,900箇所
の単語を除去することができた．無作為に 20行を抽出した結果，表 5.6に表される結果と
なった．
5.5.6 ダミーテキストの除去
ダミーテキストは正式な文字列が定まっていない場合に一時的に書体やレイアウトなど
を視覚的に調整するために用いられるが，その時には文章の内容に意識が集中しないよう
に意味の全くない文字の羅列を文字列に代入するのが一般的である．学習データとして用
意したデータの中には"Lorem ipsum"というラテン語を基にして作られたダミーテキスト
が多く含まれていた．それらの単語は本来の英語と異なるため推薦されても用途が推測し
にくいことを考慮し除外した．
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結果
クリーニング前の学習データに含まれている単語数の約 0.06%にあたる 3,385箇所の単
語を除去することができた．除外したすべての単語は表 5.7に表される結果となった．
5.6 クリーニング考察
6つの処理を行った結果，残った語彙数と取り除いた箇所の割合を表 5.8に示す．
5.6.1 数字を除去した場合
表 5.8を見たときに，学習データの 5.48%にあたる 334,126箇所の単語を除去し，これ
は元の語彙数の約 1割を除去したことがわかる．これにより表 5.2にあるような単語のみ
では用途を推測しにくい単語が学習データに約 1割は存在していたことがわかる．
5.6.2 局所的な意味の単語の除去
表 5.8を見たときに，この処理では学習データの 21.92%を除去できているが，除去前と
除去後の語彙数を比べると 72.47%が除去されていることがわかる．また，取り除かれた
単語の中には表 5.3にある"createTabLayout()"のように用途が推測しやすい単語も多く
含まれていた．クリーニングの目的は，推測しにくい単語を除去して有用な出力を得るこ
とであるため，推測しやすい単語の語彙数を減らしているこの処理方法は不適切であると
わかった．
5.6.3 コードクローンの除去
表 5.8を見たときに，学習データの 0.09%にあたる 5,484箇所の単語を除去したことが
わかる．この結果からコードクローンが学習データに多く含まれていないかコードクロー
ンがうまく抽出できていないことが考えられる．よってコードクローンをうまく抽出する
方法を調査するために，別のコードクローンの抽出方法も試行していく．
5.6.4 コピーライト文の除去
表 5.8を見たときに，学習データの 13.47%にあたる 821,323箇所の単語を除去したこと
がわかる．この結果からコピーライト文は処理とは関係のない文字列であるため約 3割の
単語が学習に偏りを生じさせていたことがわかる．
5.6.5 テストコードの除去
表 5.8を見たときに，学習データの 28.53%にあたる 1,738,900箇所の単語を除去したこ
とがわかる．表 5.6を見ると"testExternalVersioningIndexConict()"のようなテストのた
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めに用意されたメソッドが多く含まれており，単語を見ただけでは用途を推測しにくい単
語であるためこの処理方法は適切であるとわかった．
5.6.6 ダミーテキストの除去
表 5.8を見たときに，学習データの 0.06%にあたる 3,385箇所の単語を除去したことがわ
かる．表 5.7を見ると推測しにくい単語が含まれていることがわかる．また，""in"や""id"
など用途が推測しやすい単語が含まれており，これら単語の学習の影響を与えていた箇所
を除去できたことがわかる．
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表 5.2: 取り除いた数字を含む単語一覧
"0
"52d
"environment 01
"u1031
#2631
#GL11
0016455
0x8D62
1432782000000l
2314
35558
5098
688
8934000000008
GL COLOR ATTACHMENT0
V 1 0 0
btGeneric6DofSpring2ConstraintDoubleData2 padding3 set()
cp1
mIcon1
setLateralFrictionDir1()
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表 5.3: 取り除いた 1つのプロジェクトのみで使われていた単語一覧
"000
"Zed
"map kd
"wallet
#Rights
#jint
0x12
AllocationId()
FIELDDATA FIELDS FIELD
MASK PATTERN
SContact()
VerifyResponse
btGhostPairCallback removeOverlappingPairSwigExplicitbtGhostPairCallback()
createTabLayout()
getAdvanceX()
indexFailedCount
mergeNSyncStreamsOf1()
printer()
setStoreTermVectorOsets()
testOneRequestIsSentToEachNodeHoldingAShard()
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表 5.4: 取り除いたコードクローンに含まれていた単語一覧
!=
"amazonaws
"getMessage
"s3
#AWS
#See
#block
#false
#load
#return
#true
AWS INVARIANT PROPERTIES
ESIntegTestCase
Plugin
SignerFactory
auth
discovery
http
os
setProperty()
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表 5.5: 取り除いたコピーライト文に含まれている単語一覧
#0
#41
#Based
#Daniel
#GroovyScriptTests
#Inventec
#More
#Project
#Simple
#Trillian
#annotations
#by
#deal
#les
#i
#libraries
#name
#place
#retain
#testing
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表 5.6: 取り除いたテストコードに含まれている単語一覧
!
"Rectangle
"dynamic
"nShard
"termsList
#GroovyCodeSourcePermission
#except
#specify
BulkRequestTests
HashMap()
PRIMARY
TestSynchronousObservable
bulktest()
encodeInt()
getTimeInMillis()
memoizedSerializedSize
printTestMessage()
shardSize()
testExternalVersioningIndexConict()
testSizeTimestampIndexParsing()
表 5.7: 取り除いたダミーテキストに含まれている単語一覧
"Lorem
"ad
"amet
"anim
"consectetur
"do
"dolor
"elit
"est
"eu
"ex
"id
"in
"ipsum
"non
"qui
"sit
"ut
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表 5.8: クリーニングにおける各処理での語彙数
base number
single
repository code clone copyright test code dummy text
vocabulary 55,171 51,848 15,190 55,143 54,989 43,462 55,162
removal rate(%) 0 5.48 21.92 0.09 13.47 28.53 0.06
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第6章 結論と今後の展開
本章では，まとめと今後の方針について述べる．
6.1 まとめ
本研究では，開発者によって多大な負担となっている命名規則とメソッドの習得に対し
て自然言語処理技術のWord2Vecを用いた解決策の概要を示し，さらにメソッドの習得
を解決するためにコード片を推薦を実現した．コード片を推薦するためにGitHubから収
集したソースコードに対して字句解析を行うことで識別子データを作成した．字句解析を
行ったデータに対してWord2Vecを用いて学習を行うことで統計的なモデルが生成される．
統計的なモデルを基にグラフを作成したところ，局地的な意味の単語が多く含まれていた
ため 6つのクリーニング手法を用いて学習前のデータから除去を試みた．その結果，1つ
のプロジェクトのみに含まれている単語を除去した場合に，多くの単語を除去できたが語
彙数が元のデータの 3割り程度になってしまったため，有向なクリーニング処理ではない
ことがわかった．次に，クリーニング後にもう一度学習を行い生成された統計的なモデル
を用いてコード片を推薦するツールの開発を行った．コード片を推薦するため，開発者の
使用場面を想定し 4つの手法を実装を行った．
6.2 今後の方針
今後は，作成したツールに対して評価実験を行い，ツールの改善を行う．また，日本語
の識別子にも対応させるために形態素解析の手法を含め統計的なモデルを作成することを
予定している．その後，命名規則の負担を軽減させるために統計的なモデルを用いて命名
規則に関する実験を行い評価を行うことを予定している．
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付録その1 予備実験の結果
表 1: 予備実験出力結果
fp 0.509854
fname2 0.455458
!le 0.447540
!feof 0.439248
ele 0.362675
MYSQLND MEMORY POOL CHUNK 0.347333
menuMapMax 0.345752
compl arg 0.345178
char*zend get executed lename 0.344457
ale[i 0.343680
curbufb sfname 0.342926
ireplename 0.338680
picturememory argb 0.335788
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