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R E S U M E N
El objetivo general de la tesis consiste en generar trayectorias de la
producción eólica futura para el análisis probabilístico de los siste-
mas de energía eléctrica. Esta información puede ser utilizada para
el comercio en los mercados de energía, para la determinación y la
resolución de restricciones en la operación del sistema, para la esti-
mación de las reservas de energía, entre otros usos. De esta forma, se
facilita la integración de las fuentes no gestionables, y en particular,
de la energía eólica.
Para conseguir este objetivo se desarrolló un modelo estocástico de
la producción eólica. Este modelo genera escenarios de producción
condicionados por la predicción a corto plazo. El modelo caracteri-
za las trayectorias simuladas basándose en la información obtenida
del comportamiento pasado del parque eólico: producciones reales y
sus respectivas previsiones a diferentes horizontes de predicción. Es-
te tipo de información es la que usualmente poseen los productores
eólicos y el operador del sistema, de forma que son los únicos datos
disponibles para obtener el modelo.
El modelo se desarrolla partiendo de la teoría de las funciones có-
pula, como una herramienta para el modelado multivariante de varia-
bles aleatorias. Para el modelo multivariante es necesario obtener los
modelos para las funciones de densidad univariantes de los errores
de la predicción. Para obtener estos modelos se parte de los datos de
un parque eólico, predicciones y producciones donde se identifican
las características de las variables. Para las funciones marginales uni-
variantes, primero se considera un modelo paramétrico basado en la
distribución beta; como segunda alternativa, se considera una técnica
de estimación de la función de densidad mediante funciones kernel,
siendo este un método no paramétrico.
Los dos modelos, paramétrico y no paramétrico, no consiguen mo-
delar de forma adecuada los errores de la predicción eólica cuando
la producción real del parque es cero. Para resolver este problema se
utiliza la regresión logística, un método que permite estimar la proba-
bilidad de una variable con respuesta cualitativa, en este caso, de las
producciones nulas. Una vez que se estima el modelo que obtiene la
probabilidad de que ocurra una producción nula, dada la predicción,
se adaptan los modelos antes descritos para obtener las funciones de
densidad que modelan correctamente los errores en la predicción de
producción eólica.
En ambos modelos, paramétrico y no paramétrico, se implementa-
ron estimaciones adaptativas de los parámetros. A medida que pasa
el tiempo, el modelo obtiene nueva información del comportamiento
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del parque, en este caso, de las producciones reales y sus respecti-
vas predicciones. Los nuevos datos son incluidos y ponderados de
acuerdo a su relevancia y antigüedad, dando una característica adap-
tativa al modelo, de forma que logran replicar los comportamientos
estacionales de la producción eólica.
Los modelos estimados para las funciones marginales univariantes
son evaluados y comparados durante el procedimiento. Se determina
que el modelo no paramétrico, mediante funciones kernel y la regre-
sión logística, tiene un mejor desempeño que la técnica de modelado
paramétrica, que utiliza la distribución beta y la regresión logística.
Finalmente, se estima la estructura de dependencia de las variables
aleatorias desde el dominio uniforme. Se convierten las variables alea-
torias al dominio uniforme, mediante la función de distribución de
probabilidad obtenida con las funciones kernel y la regresión logísti-
ca. De esta forma, se elimina la influencia del dominio original de las
variables aleatorias. Con las funciones de densidad univariantes y la
estructura de dependencia, se construye un modelo multivariante pa-
ra la producción eólica, usando las funciones cópula. Con el modelo
propuesto se pueden generar trayectorias posibles de la producción y
obtener los intervalos de confianza. Dos modelos han sido desarrolla-
dos, el primero representa la dependencia temporal (corto plazo) en
la producción de un parque y el segundo representa la dependencia
espacial-temporal de varios parques en una misma zona.
Con un número considerable de escenarios simulados es posible
estimar la incertidumbre de la producción, no solo en términos de
potencia, sino también en cantidad de energía desviada. Esta infor-
mación es utilizada para desarrollar medidas de compensación de
los desvíos en la producción eólica, aplicadas a problemas de com-
plejidad real. En el primer problema se propone la utilización de un
método de optimización, buscando maximizar los ingresos de la ope-
ración conjunta de una central hidroeléctrica reversible y un parque
eólico. En el segundo problema se representan diversas medidas de
compensación como problemas de optimización, donde se busca cu-
brir los desvíos de la producción de un grupo de parques eólicos.
En los problemas de optimización, el modelo del sistema eléctrico es
representado explícitamente.
A partir de las trayectorias simuladas de la producción eólica fu-
tura se determinan los niveles de incertidumbre, en términos tanto
de potencia como de energía futura. La incertidumbre de la produc-
ción es incluida en un problema de optimización que usa una central
hidroeléctrica reversible con el objetivo de reducir el costo de los des-
víos. En todos los resultados obtenidos para este problema, se con-
siguió un beneficio al comparar la operación independiente respecto
a la operación conjunta. El método propuesto puede ser extendido a
otros aspectos de la operación de sistemas de energía eléctrica.
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La central hidroeléctrica reversible se usa para minimizar los des-
víos debidos a los errores en la predicción de la potencia eólica, cuan-
do el productor eólico participa en el mercado. De esta forma, los
agentes pueden reducir el riesgo al que están expuestos debido a la
incertidumbre asociada a la producción eólica y a los precios de la
energía de reserva.
Finalmente, se comparan diferentes alternativas para compensar
los desvíos de la producción eólica en un sistema de energía eléctrica.
Las medidas propuestas se prueba en un sistema basado en el caso
«IEEE 30 Bus Test Case», incluido en MATPOWER, con el objetivo de
simular la complejidad de un pequeño sistema real. Las diferentes
alternativas se validan mediante un Flujo de Potencia Probabilístico
(FPP), empleando el método de Monte Carlo, donde se considera la
incertidumbre de la producción eólica de un grupo de parques eóli-
cos. Mediante este método se puede estimar el valor de cualquiera de
las variables del sistema de energía eléctrica por medio de su función
de densidad de probabilidad, por ejemplo, el nivel de carga de las lí-
neas de transmisión, las pérdidas del sistema, el uso de los elementos
de almacenamiento, etc. La influencia de la producción eólica y los
efectos del almacenamiento en el sistema de energía eléctrica pueden
apreciarse comparando las variables de salida (generación, intercam-
bio entre áreas, pérdidas del sistema y uso del almacenamiento) del
Flujo de Potencia Probabilístico (FPP).
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A B S T R A C T
The overall objective of the thesis is the generation of trajectories of
future wind power production (for a short term horizon, one or two
days in advance) for the probabilistic analysis of power systems. This
information can be used for trading into markets, for the identifica-
tion and resolution of constraints on the operation of the system, to
estimate energy reserves, among others. This results will facilitate
the integration of intermittent energy into the system, in particular
the wind energy.
To achieve this objective, a stochastic model of the wind production.
This model generates possible production trajectories, conditioned
by the short-term wind power prediction has been developed. The
model characterizes the simulated trajectories, based on the historical
data of the wind farm, namely power production and their forecasts
for different horizons. This information is usually held by wind farms
owners and system operators.
The model is based on the copula function theory, which is a tool
for modeling multivariate random variables. For the multivariate
model the univariate density functions of the forecasted error of the
wind power is required. These functions have been estimated in
this work from the data of a wind farm, predictions and produc-
tions, from also the characteristics of the variables were identified.
For univariate marginal functions, a parametric model based on the
beta distribution was considered in a first trial. As second alternative,
the estimation technique called Kernel Density Estimation (KDE), a
non-parametric method, was considered.
The two models, parametric and nonparametric, failed to correctly
represent the prediction errors of the wind power when the real pro-
duction is zero. To solve this problem, logistic regression was used,
to estimate the probability of a qualitative response variable (in this
case the null productions). Once the model for the probability of
null production was estimated, for a given value of the prediction,
the models described above were adapted for modeling correctly the
forecast error of the wind power production.
In both models, parametric and nonparametric, adaptive estimates
of the parameters were implemented. This means that a new infor-
mation obtained from data of the wind farm, in this case of new pro-
ductions and their predictions, are included and weighted according
to their relevance and age, giving to the model an adaptive feature,
so the model is able to represent the seasonal behavior of wind pro-
duction.
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The proposed models for the univariate marginal functions were
evaluated and compared with real data. It was determined that the
non-parametric model using kernel functions and logistic regression
performs better than the parametric modeling technique, using the
beta distribution and logistic regression.
Finally, the dependence structure of the random variables from the
uniform domain was estimated. The forecasted errors were trans-
formed to uniform domain by using the Probability Density Function
(PDF), obtained with kernel functions and logistic regression. Through
this transformation, the influence of the original domain of the ran-
dom variables was eliminated. With these elements a multivariate
model for the wind power production using the copula function can
be built, to generate possible trajectories and to obtain the confidence
intervals of the wind power production. The first developed model
represents the time dependence (short term) in the wind power pro-
duction of a wind farm, and the second model represents the spatial-
temporal dependence for several wind farms in the same region.
With a considerable number of simulated trajectories, it is possible
to estimate the uncertainty of the wind production, not only in terms
of power but also in terms of energy. This information is used to
develop actions for compensating the wind power deviations in com-
plex problems. As a first problem, the use of an optimization method
is propose, which seeks to maximize the revenues of a wind power
producer, reducing the wind power deviations by the joint operation
with a hydro-pump plant. In the second problem, different actions
of compensation are formulated as optimization problems, in order
to reduce the deviations of a group of wind farms. In all the actions,
the power system model is explicitly considered in the optimization
problem.
The statistical information obtained with the simulated trajectories
makes possible to calculate the joint optimal operation of a hydro-
pump plant and a wind power producer. The wind power produc-
tion uncertainty is included in an optimization problem that uses a
hydro-pump plant in an optimal way, reducing the imbalance costs.
In all the results of this problem, an economic gain was achieved
for the operation in cooperation. The procedure can be expanded
to independent control centers for renewable energy and some other
operational issues.
The hydro-pump plant is used to minimize the imbalances due
to the errors in the wind power forecasting when the wind producer
trades in energy markets. In this way, the utilities may reduce the risk
due to the uncertainty in the wind power prediction and in prices of
the reserve market. Eventually, the imbalances in the wind power
production could be fully avoided by the action of the hydro-pump
plant and others storages devises.
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Finally, different alternatives to compensate wind power deviations
in power systems are compared. The different approaches were tested
on a modified MATPOWER 30-bus test system modeling the com-
plexity of a real system. The different alternatives were validated
by using the Probabilistic Load Flow in the electrical power system
where wind power uncertainty is considered. With this method the
probability density function of any variable in the power system can
be estimated. These variables might be the charge level of the trans-
mission line, the losses in the system, the use of storage devices,
etc. The wind power and storage effects in the power systems can
be observed by comparing the output variables (generation, area in-
terchange flows, system losses and storage use) of the Monte Carlo
method in the power systems.
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I N T R O D U C C I Ó N Y O B J E T I V O S D E L A T E S I S

1
I N T R O D U C C I Ó N
1.1 energía eléctrica
La energía eléctrica se ha convertido en un elemento fundamental en
el desarrollo de la sociedad, debido principalmente a su versatilidad
frente a otras formas de energía, y a que puede ser transportada y
transformada con un alto rendimiento. Para cuantificar el desarrollo
de un país o una región, en algunos contextos, es utilizada la canti-
dad de energía eléctrica demandada como indicador, ya que puede
explicar el estado de la industria y economía.
En [82] se estima el agotamiento de los combustibles fósiles: alre-
dedor de 35 años para el petróleo, 107 años para el carbón y 37 años
para el gas. Ya que es un hecho el fin de este tipo de fuentes energéti-
cas, además de los problemas ambientales asociados a las mismas, los
Estados y empresas se ven en la necesidad de buscar alternativas para
su abastecimiento, entre ellas, las energías renovables. No solo para
cubrir sus necesidades a futuro, sino para poder garantizar su sobera-
nía y autonomía: depender de otros Estados o empresas proveedoras
los hace vulnerables, pierden su autonomía y hace que los recursos
energéticos se convierten en elementos estratégicos o de presión.
En la Unión Europea (UE) la dependencia energética registra un
aumento constante. En el año 2000, la UE cubría sus necesidades ener-
géticas en un 50% con productos importados. Según las predicciones,
en el peor escenario, si no se toma ninguna medida correctiva, entre
el 2020 y el 2030 el porcentaje de dependencia energética podría llegar
al 70%, según el informe de la UE, [87]. Según éste, la dependencia
externa implica no solo riesgos económicos, sino también sociales y
ecológicos para la UE. Desde el punto de vista geopolítico, el 45% de
las importaciones de petróleo proceden del Oriente Medio, y el 40%
de las importaciones de gas natural viene de Rusia. En el caso parti-
cular de la energía eléctrica, las importaciones representan solo el 6%
del total, [29, 87].
En España, a finales del 2010, se contaba con aproximadamente 20
GW de potencia eólica instalada, cubriendo aproximadamente el 16%
de la demanda del sistema de ese mismo año. En lo que respecta a
potencia instalada en la península, la eólica representa el 20% del
parque generador, 99,04 GW en el 2010, [79]. Según estas magnitudes
y la tendencia al crecimiento de la generación eólica, se hace más im-
portante asegurar una adecuada integración de este tipo de fuente no
gestionable dentro del sistema. Para esto, es prioritario desarrollar las
tecnologías necesarias para contribuir a este proceso de integración
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de la energía eólica, mitigando así las desventajas que tiene frente a
otros tipos de fuentes tradicionales.
Para paliar los problemas de previsión del recurso eólico pueden
ser utilizados elementos de almacenamiento de energía, como bate-
rías, volantes de inercia, bombeo y condensadores, entre otros, que
contribuyen a mitigar los problemas de las fuentes intermitentes.
Adicionalmente tenemos el concepto de redes inteligentes, que en-
tre sus objetivos propone disponer de una capa de comunicación que
permita la teleoperación y telemedida a nivel de fuentes de genera-
ción y consumo. Este concepto se encuentra en una etapa temprana
de desarrollo, por lo que aún no es una alternativa viable para re-
solver el problema de la integración de las fuentes intermitentes. Sus
principales inconvenientes son los desafíos técnicos de instalación y
la puesta en marcha que implica.
1.2 energía eólica del mundo, europa y españa
El panorama actual energético en el mundo está cambiando constan-
temente, en parte debido al cambio climático y al interés por preser-
var el medio ambiente. También este cambio responde a los conflic-
tos políticos y sociales de los países poseedores de grandes reservas
de combustibles fósiles y a eventuales cortes en el suministro, situa-
ción que provoca una gran volatilidad en los precios que, usualmente,
tienden a subir , [41, 86]. Todos los factores que influyen el panora-
ma actual han impulsado de forma directa o indirecta el desarrollo
e instalación de fuentes renovables, por lo que ahora es necesaria su
gestión e integración en el sistema.
En junio del 2011, la capacidad instalada de energía eólica en el
mundo era de 215 GW, lo que significa un incremento del 18% res-
pecto a los 175 GW de la primera mitad del 2010. En la tabla 1.1
se presenta una lista de los países, de mayor a menor, de acuerdo a
la potencia eólica instalada. Según las expectativas y siguiendo las
tendencias actuales de crecimiento, se tendrían unos 240 GW de ca-
pacidad instalada para finales del 2011, que podrían cubrir alrededor
del 3% de la demanda de electricidad mundial, [102].
En la directiva europea de energías renovables (2009/28/CE), don-
de se ratificaron iniciativas del 2001 y 2003, se marcaron objetivos
muy ambiciosos para el 2020. Estos objetivos, llamados comúnmen-
te 20/20/20, se refieren a reducir a un 20% las emisiones de CO2,
aumentar un 20% la eficacia energética y que el 20% de la energía
consumida por la UE proceda de fuentes renovables. En lo que se re-
fiere a energía eléctrica, significa que la cuota actual de las energías
renovables, 15%, debe aumentar al 34% en el 2020 para la UE, [30].
En la figura 1.1 se presenta un mapa de Europa donde se puede
observar la potencia instalada, según datos de finales de 2010.
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Tabla 1.1: Lista de países en el mundo de acuerdo a la potencia eólica insta-
lada, datos a julio de 2011, [102].
Puesto País GW
1 China 52, 8
2 USA 42, 4
3 Alemania 28, 0
4 España 21, 2
5 India 14, 6
6 Italia 6, 2
7 Francia 6, 1
8 Reino Unido 5, 7
9 Canadá 4, 6
10 Portugal 4, 0
Resto del mundo 29, 5
Total 215, 0
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Figura 1.1: Potencia eólica instalada por país en Europa, datos de 2010, [30].
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1.2.1 Situación de España
Según el informe de la World Wind Energy Association (WWEA), [102],
España es el cuarto país con más potencia eólica instalada en el mun-
do. A finales del 2010 la potencia eólica instalada era de 20, 7 GW y
durante ese mismo año se instalaron 1,5 GW, lo que significa un au-
mento de la potencia instalada del 8% respecto al año anterior, siendo
el crecimiento más lento desde el 2003 en términos absolutos [80].
En la tabla 1.2 se puede apreciar el estado de la potencia instala-
da por comunidad autónoma. Estas magnitudes reflejan condiciones
geográficamente favorables para este tipo de tecnología y la extensión
de las mismas.
Tabla 1.2: Potencia eólica instalada en España por comunidad a finales del
2010, [80].
Comunidad Potencia instalada MW
Castilla y León 4803, 8
Castilla-La Mancha 3709, 2
Galicia 3289, 3
Andalucía 2979, 3
Aragón 1764, 0
Comunidad Valenciana 987, 0
Comunidad Foral de Navarra 968, 4
Cataluña 851, 4
La Rioja 446, 6
Principado de Asturias 356, 0
País Vasco 153, 3
Región de Murcia 189, 9
Canarias 138, 9
Cantabria 35, 3
Islas Baleares 3, 7
Extremadura 0, 0
Comunidad de Madrid 0, 0
Ceuta y Melilla 0, 0
Según el informe de Red Eléctrica de España (REE), [79], en 2010
la energía eólica cubrió el 16% de la demanda de electricidad en
España. Además, durante este mismo año, la eólica superó los valores
máximos históricos de potencia instantánea, a nivel horario y diario.
El 9 de noviembre se registró el último récord de energía diaria con
315, 3 GWh, lo que significó una cobertura del 43% de la demanda
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eléctrica de ese día. En febrero de ese mismo año, la energía eólica
cubrió el 21% del total de la demanda de ese mes.
Debido a la naturaleza no controlable de esta fuente de energía, se
pueden presentar situaciones extremas. Un ejemplo es lo que sucedió
el 9 de noviembre a las 3:35 horas, donde el 54% de la demanda era
cubierta con energía eólica. Sin embargo, el día 26 de junio a las 10:32
horas, apenas cubría el 1% de la demanda del sistema, [79].
Según el Plan de Acción Nacional de Energías Renovables (PANER)
[63], se espera para el 2020 una potencia instalada de 35 GW de eólica
terrestre y 3 GW de eólica marina en España. Estos niveles implican
un reto tecnológico, en lo que se refiere a la integración en el sistema.
1.3 retos de la energía eólica
Algunas de las fuentes de energía renovable han sido, tradicional-
mente, mucho más costosas que las fuentes convencionales. Por este
motivo los gobiernos han subvencionado y adoptado mecanismos de
incentivos para fomentar su instalación, [80]. Hoy en día la energía
eólica se encuentra en una posición muy competitiva en comparación
con otras fuentes convencionales, y se espera que mejore aún más en
los próximos años [69].
Sin embargo, todas las fuentes renovables presentan inconvenientes
técnicos, entre ellos, la variabilidad de los recursos y, ligado a esto, la
dificultad de ajustar la producción a la demanda. Otro aspecto es la
dificultad para obtener una predicción fiable sobre la disponibilidad
del recurso, ya que cada uno tiene sus características. Por ejemplo, en
el caso particular de España, la producción eólica tiene una propiedad
estacional, ya que durante los meses de verano hay una producción
menor en comparación con el resto del año, [37, 80].
Por otro lado, uno de los obstáculos a los que se enfrenta la energía
eólica es la capacidad de evacuación de las redes de transmisión, ya
que las zonas con mayor potencial eólico se encuentran concentradas
geográficamente. Por este motivo, las redes de transmisión limitan
la cantidad de potencia que se puede instalar en una región. Con la
instalación de nuevas líneas y la adecuación de las subestaciones es
posible aumentar la capacidad de evacuación, pero los costos se ele-
van. Además de esto, están las restricciones por operación, gestión y
estabilidad del sistema eléctrico, que están relacionadas con la topo-
logía y las características de la red.
Según las tendencias globales, las energías renovables y, sobre to-
do, la eólica, seguirán creciendo en las próximas décadas, [102]. Así,
se hace necesario desarrollar estas tecnologías, y otras que permitan
mitigar los problemas y desventajas que éstas tienen. Esto implica
que, en el futuro, los parques eólicos tendrán que cumplir con los
requisitos y consignas de regulación primaria y de inercia [80].
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Tal como se dijo antes, uno de los aspectos débiles de la energía
eólica es la dificultad de estimar con precisión la disponibilidad del
recurso en un determinado momento y lugar. Por tanto, cuando se
trabaja con estimaciones, siempre se está expuesto a un riesgo que es
necesario estudiar y estimar.
1.3.1 Estimación de la incertidumbre
Debido a la naturaleza del viento, no es posible prever con exactitud
la energía eléctrica que será producida a partir de éste. Para solucio-
nar este problema se combina la producción eólica con otras fuentes
de energía, con el objetivo de asegurar la cobertura de la demanda.
Adicionalmente, la operación conjunta haría posible una mejor inte-
gración dentro de los mercados de energía, sujetos a regulaciones
basadas en las tecnologías tradicionales como la térmica, hidroeléctri-
ca o nuclear, en los que es posible asegurar una capacidad energética
de forma anticipada.
Para garantizar una adecuada integración de la generación eólica
en los sistemas eléctricos se debe considerar la incertidumbre asocia-
da a este tipo de fuente no gestionable. Ninguna predicción de poten-
cia eólica es perfecta, por lo que siempre se producen desvíos respecto
a la potencia eólica esperada, afectando así el equilibrio del sistema
eléctrico, y más aún cuando el nivel de penetración de potencia eólica
instalada es alto. Por esta razón es necesario desarrollar herramientas
que describan mejor el comportamiento de la producción, de modo
que sea posible obtener estimaciones de potencia y energía. Este ti-
po de información es necesaria para gestionar los posibles desvíos y
garantizar el funcionamiento del sistema eléctrico.
Como medida para gestionar los desvíos, en algunos casos [3, 8,
24, 74, 94], son utilizados dispositivos de almacenamiento de energía
que permiten absorber la sobreproducción para luego aprovecharla
de forma controlada, cuando el sistema lo requiere; o cuando hay
un desvío negativo (subproducción), para mantener el equilibrio en
el sistema. Lo que se busca es utilizar o almacenar la energía eólica
disponible en todo momento.
1.4 sistemas de almacenamiento de energía
Una de las ventajas de instalar sistemas de almacenamiento es que,
además de permitir una mejor integración de las energías renovables,
darían más flexibilidad al sistema eléctrico. Operando de forma con-
junta, un productor eólico y un sistema de almacenamiento podrían
comportarse como una fuente convencional gestionable, lo cual redu-
ciría el riesgo al que están expuestos los agentes cuando van a los
mercados. También, se podría aprovechar el recurso eólico, incluso
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con las restricciones de la red o cuando la demanda es baja, de forma
que se almacene la energía y pueda ser utilizada en otro momento.
Existen muchos tipos de tecnologías de almacenamiento, como ba-
terías, volantes de inercia, sistemas electromagnéticos, aire comprimi-
do, bombeo hidráulico e hidrógeno, entre otras; múltiples áreas de
la ciencia están involucradas en el desarrollo de estas tecnologías, ha-
ciendo que se mantengan en un constante desarrollo.
Cada tecnología de almacenamiento se caracteriza por: cantidad
de energía que pueden acumular, tiempos de carga y descarga, ren-
dimientos, número de ciclos de carga o descarga, costos de puesta
en marcha y mantenimiento, y disponibilidad de ubicaciones, entre
otras, lo que la hace apta para diferentes aplicaciones.
Hoy en día, las centrales hidroeléctricas reversibles son la opción
más usada para almacenar energía, [58, 104], gracias a su eficiencia, su
capacidad de control y sus dimensiones, características las hace aptas
para muchos tipos de aplicaciones en los sistema de energía eléctri-
ca. Es posible modificar embalses ya existentes dedicados al riego,
al abastecimiento de agua potable o al uso industrial anexando equi-
pos de bombeo, lo cual potencia aún más esta alternativa [98]. España
cuenta con un número considerable de centrales hidroeléctricas rever-
sibles y, según datos obtenidos del Boletín Oficial del Estado (BOE), se
espera contar con 3, 2 GW más de centrales hidroeléctricas reversibles
en el 2020.
1.4.1 Central hidroeléctrica reversible
Las centrales hidroeléctricas reversibles utilizan una de las tecnolo-
gías más maduras, ya que han sido utilizada desde los años veinte
[80]. Para almacenar energía con una central hidroeléctrica reversible
se bombea agua desde una presa de nivel bajo, a una presa con un
nivel superior. Un esquema de esto se presenta en la figura 1.2.
Existen dos tipos básicos de centrales de bombeo, de acuerdo a su
funcionamiento:
centrales de bombeo puro : en este tipo de centrales, la presa
del nivel superior solo tiene aportaciones de agua debido al bombeo.
Por esta razón hace falta tener una cantidad adecuada de agua alma-
cenada en la presa superior para poder generar electricidad.
centrales de bombeo mixto : en este tipo de centrales hay
aportaciones de agua provenientes de ríos u otros embalses, por lo
que es posible su operación como central de generación en cualquier
momento, y solo dependiendo de su cota de agua almacenada.
Las centrales hidroeléctricas reversibles pueden conseguir un ren-
dimiento que está alrededor del 70%, requieren bajo mantenimiento
y son alternativas para el almacenamiento de energía, tanto en pe-
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Embalse superior
Embalse convencional
Hidroeléctrica reversible
Generador / Bomba
Figura 1.2: Esquema de una central hidroeléctrica reversible.
riodos diarios como semanales. Presentan algunos inconvenientes, ya
que necesitan de lugares geográficamente aptos, el costo de puesta en
marcha es elevado, producen un impacto ambiental y son proyectos
que requieren de varios años hasta poder estar operativos.
1.4.1.1 Situación en España
En la figura 1.3 se pueden ver localizadas algunas de las centrales
hidroeléctricas reversibles más importantes en España. Además se
muestran algunas en proyecto o construcción. El gobierno de España
ha agilizado la puesta en marcha de algunos proyectos de bombeo pu-
ro, al considerarlos fuera del ámbito de aplicación del Real Decreto
Legislativo 1302/1986, por lo que no se deben someter al procedi-
miento de evaluación de impacto ambiental. Con estas medidas se
busca aumentar la capacidad de almacenamiento del sistema y, a la
vez, facilitar la gestión de toda la energía que es inyectada en éste.
En España, según datos obtenidos de [62], se espera contar con 3 GW
más de centrales de bombeo puro para el 2016, lo que significaría
5,7 GW; esto sin considerar las centrales hidroeléctricas mixtas. Otro
proyecto importante, que también influirá en España, es el que apro-
vecha el río Támega, al norte de Portugal, que tendrá una potencia de
1135 MW. Estos proyectos buscan dar garantías al sistema, haciendo
posible el aumento de las energías renovables.
En la figura 1.4 se observan dos fotos de la central de la Muela,
en el río Júcar, con una potencia de 546 MW, donde se instalarán
848 MW más en una segunda fase del proyecto. Como este proyecto
hay muchos más en España [63], lo que ratifica la tendencia hacia un
sistema con elementos de almacenamiento.
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Figura 1.3: Principales centrales hidroeléctricas reversibles en España.
1.5 algunas aplicaciones del bombeo
1.5.1 Para el productor eólico
Cualquier productor eólico busca maximizar sus beneficios. Para lo-
grarlo puede optar por una estrategia punta-valle, donde utiliza la
energía eólica en periodos valle para bombear agua, y luego utiliza el
agua almacenada en periodos punta para obtener el mayor beneficio.
Esta estrategia depende de la diferencia del precio de la energía entre
los periodos punta y valle; cuanto mayor sea la diferencia, mayor será
el beneficio.
Otra aplicación es la compensación de los desvíos de la producción.
Los productores eólicos se comprometen con una cierta cantidad de
energía a futuro, basándose en las predicciones de potencia. Cuan-
do no son cumplidos los compromisos, el productor debe pagar por
los desvíos. En este caso, se podría utilizar una central hidroeléctrica
reversible que asumiera los desvíos. Si el productor eólico produce
menos energía que la esperada, la central produciría la energía faltan-
te; en el caso contrario, si el productor eólico produce más energía de
la esperada, la central operaría como bomba, almacenando el exceso
de energía. Por tanto, si se elige esta medida, el beneficio máximo se
obtiene al minimizar los desvíos entre la producción real y la previ-
sión del productor eólico.
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(a) Foto aérea, [45].
(b) Foto tomada desde un satélite, [38].
Figura 1.4: Central de la Muela, Valencia, España.
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1.5.2 Para un grupo de productores
En España, un productor eólico puede ir al mercado de electricidad
por medio de un agregador que agrupa la oferta de muchos produc-
tores. De esta forma, el representante puede estar interesado en com-
pensar los desvíos, pero de forma global. Para este fin es necesario
considerar la ubicación de los parques y la dependencia que existe en
la producción de todos ellos. Las centrales hidroeléctricas reversibles
reducirían los desvíos, ya sea de forma global, o incluso de forma
zonal, donde se apliquen restricciones del sistema de energía eléctri-
ca. Debido a la complejidad del sistema, se delegan en los Centros
de Control de Generación (CCG) la tarea de gestionar la energía eólica
generada, de forma que ésta sea aprovechada. Además, se consideran
las restricciones técnicas del sistema, con el objetivo de mantener la
fiabilidad y estabilidad de éste, o para no sobrepasar la capacidad de
los elementos de la red [17].
El Operador del Sistema (OS) es el encargado de asegurar el sumi-
nistro de energía eléctrica. Por esta razón, para el operador también
es necesario prever la producción de los parques eólicos, ya que son
una de las principales fuentes de incertidumbre en la estimación de
la reserva. El OS no solo busca aprovechar la producción proveniente
de la generación eólica durante las horas valle, sino también la que
proviene de la energía nuclear en la cual, por restricciones técnicas,
es complejo modificar el punto de operación. Esta estrategia también
está ligada a la intención de alisar la curva de la demanda, que es
otro objetivo del OS, [33, 64, 65].
Gracias a las características técnicas de las centrales hidroeléctricas
reversibles, éstas también pueden contribuir en la tarea de mantener
la frecuencia del sistema de energía eléctrica cuando se presenta una
perturbación debida a la pérdida repentina de un generador o de una
carga. En el futuro, las centrales hidroeléctricas reversibles y todos los
elementos de almacenamiento serán fundamentales en la implemen-
tación de las redes inteligentes que buscan mejorar la gestión de los
recursos energéticos [33, 64, 65].
1.6 objetivos de la tesis
El objetivo general de esta tesis es generar trayectorias de producción
eólica futura para el análisis probabilístico de los sistemas de energía
eléctrica. Esta información puede ser utilizada para el comercio en los
mercados de energía, para la determinación y la resolución de restric-
ciones en la operación del sistema y para la estimación de las reservas
de energía, entre otros usos. De esta forma se facilita la integración
de la energía intermitente y, en particular, de la energía eólica.
Además se busca mejorar la integración de la energía eólica en el
sistema eléctrico, determinando la incertidumbre y las posibles tra-
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yectorias de la producción eólica. Con esta información es posible
operar la reserva del sistema para maximizar el uso de la energía
eólica y garantizar el funcionamiento del sistema.
Como primer objetivo específico se obtendrá un método para anti-
cipar posibles trayectorias de la producción eólica futura. Se analizará
la dependencia temporal a corto plazo y la dependencia espacial que
existe entre parques eólicos localizados en una región geográfica y,
de esta forma, se obtendrán trayectorias o escenarios de producción
eólica a futuro, ya sea para un parque o para un grupo de parques.
Como segundo objetivo especifico se analizarán algunas medidas
de compensación de los desvíos en la producción aplicados a casos
realistas. Primero se estudiará el caso de un productor eólico que
busca maximizar sus beneficios reduciendo los desvíos respecto a
la producción con que se ha comprometido. En segundo lugar se
modelará un sistema eléctrico donde se analizarán diversas medidas
para compensar los desvíos en la producción de un grupo de parques
eólicos.
1.7 estructura y contenido de la tesis
La tesis está dividida en cuatro partes. En la primera parte se presen-
ta la introducción, objetivos, estado del arte y definición del proble-
ma. En la segunda parte se explica al método utilizado para obtener
escenarios de la producción eólica a futuro utilizando las funciones
cópula. La tercera parte presenta algunas aplicaciones donde se busca
mejorar la integración de la generación eólica por medio de la opera-
ción conjunta de centrales hidroeléctricas reversibles. Finalmente, en
la cuarta parte se presentan las conclusiones generales de la tesis y
las expectativas de trabajo en el futuro.
2
E S TA D O D E L A RT E
2.1 introducción
Las principales variables que introducen incertidumbre en la opera-
ción del sistema de energía eléctrica son la demanda, el precio de la
energía y la producción de la potencia eólica. Dependiendo del rol de
cada agente, es necesario tener herramientas de estimación para cada
una de estas variables.
La estimación de la potencia demandada y el precio de la energía
son problemas que surgieron con los sistemas de energía eléctrica.
Estos temas han sido estudiados ampliamente y hoy en día se cuen-
ta con herramientas que logran dar buenas estimaciones para ambos
problemas [22, 25, 40]. Sin embargo, la predicción del viento, que has-
ta hace poco era un problema exclusivo de la meteorología, se ha
tornado de gran interés por su impacto económico y técnico en paí-
ses donde la potencia eólica instalada tiene una cuota significativa.
Un dato fiable sobre la velocidad del viento implica una buena es-
timación de la producción de potencia eólica. Adicionalmente, hay
que considerar otros factores funcionales de la producción eólica que
son ajenos al viento y que afectan directamente la potencia produci-
da. Por esta razón son necesarias herramientas que proporcionen una
predicción precisa de la producción eólica [54].
2.2 modelado de la producción eólica
Para la coordinación de la producción eólica con cualquier otro tipo
de fuente de energía y/o almacenamiento, es necesario estimar de
una forma fiable los posibles desvíos entre la predicción a corto pla-
zo y la producción real. En [52] se utiliza una función que estima los
posibles errores, usando como única variable el horizonte de predic-
ción. Esta función está basada en el promedio de diferentes métodos
para predecir los errores.
La predicción del viento se modela como una serie ARMA en [59],
convirtiendo este dato posteriormente en potencia eléctrica, mediante
el uso de las curvas de los generadores. Este modelo es utilizado en
un problema de optimización que busca aprovechar de forma eficien-
te la energía generada por un grupo de parques eólicos y un conjunto
de centrales hidroeléctricas en el mismo cause de un río, cuando exis-
te la posibilidad de bombear agua de un embalse a otro. En el proble-
ma de optimización se tiene también como restricción la capacidad
de las líneas de transmisión que conectan las centrales hidroeléctricas
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y los parques eólicos, que limitan la potencia inyectada en el sistema
eléctrico.
En [71], la producción eólica es modelada como una variable aleato-
ria, y la función marginal es estimada a partir de los datos de viento,
que son convertidos en potencia eléctrica por medio de las curvas de
los generadores eólicos. En este caso se buscaba determinar la depen-
dencia entre diferentes zonas de producción eólica y la demanda del
sistema.
Basado en las predicciones y sus respectivas observaciones de pro-
ducción, en [76] y [72] son estimadas las funciones marginales de la
producción como funciones no paramétricas. Luego estas funciones
son utilizadas para modelar la dependencia temporal y espacial res-
pectivamente.
En [37], se propone un modelo regional para la producción eólica,
donde se modela la producción por medio de una técnica no paramé-
trica.
El trabajo desarrollado por [26] analiza una zona con gran penetra-
ción eólica en Irlanda, con la intención de cuantificar la incertidumbre
del sistema y así poder estimar la reserva necesaria para asegurar el
funcionamiento del sistema eléctrico. Para este caso, la incertidumbre
de la potencia eólica y la demanda del sistema son modelados conjun-
tamente por una distribución Normal. El modelo está condicionado
por el horizonte de predicción y la desviación estándar de los errores
de la predicción eólica y de la demanda. Los modelos están basados
en datos reales de un parque eólico y los resultados son obtenidos
con una herramienta de cálculo difuso. Para el cálculo de la incerti-
dumbre de los errores de la predicción, en una zona donde existen
múltiples parques eólicos, se utiliza una función de correlación que
se basa en la distancia que existe entre los diferentes parques eólicos.
En [43] se presenta un análisis de los errores en la predicción eólica,
donde se muestra una dependencia no sólo del horizonte de predic-
ción, sino también del nivel de potencia prevista. Este concepto es
presentado y aplicado en [74, 76], donde se cuantifica la incertidum-
bre de la predicción eólica a partir de un modelo construido con los
datos históricos de un parque eólico, predicciones y producciones
reales, donde se considera tanto el horizonte de predicción como los
niveles de potencia prevista.
En [93], la producción eólica y la energía demandada son analiza-
das como dos variables aleatorias para determinar la incertidumbre
y cuantificarla. El caso de estudio es una isla, donde la proporción
de energía eólica es relevante en comparación con la demanda total.
En ese trabajo, el error en la predicción no es relacionado con el ho-
rizonte de predicción y los desvíos son calculados de forma absoluta.
Finalmente, el método se aplica utilizando perfiles de producción de
días típicos y cuantificando los desvíos de una forma económica a
partir de escenarios con diferentes niveles de incertidumbre.
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La producción de la potencia eólica es representada como una dis-
tribución beta en [7], y es usada para calcular la función de probabi-
lidad de los errores en la predicción. Sin embargo, es introducido un
factor de ponderación que se ajusta de forma empírica. Para el cálcu-
lo de los errores, el horizonte de predicción es usado para determinar
los parámetros que condicionan la función de probabilidad.
En [51], se utiliza la técnica de estimación mediante funciones ker-
nel para obtener función de densidad de la producción eólica, ya que
el objetivo era obtener la forma de la función de densidad. Para es-
te caso, las producciones nulas son consideradas y modeladas como
una discontinuidad y son introducidas como una parte discreta en
la distribución que modela la producción eólica. La probabilidad se
calcula como la proporción de producciones nulas, dada la potencia
prevista.
En [71], se utiliza una función cópula para modelar la dependencia
espacial en la producción de diferentes parques eólicos en Holanda.
En este caso particular, la variable aleatoria es la velocidad del viento
y el comportamiento de la demanda del sistema. La dimensión del
problema es de 16 variables aleatorias, donde se utiliza la cópula nor-
mal para determinar la dependencia estocástica de estas variables.
En [39], son utilizadas las funciones cópula para determinar la de-
pendencia estocástica del viento en diferentes regiones de Alemania.
Con esta información se estima la producción eólica para nuevos em-
plazamientos con el objetivo de encontrar los lugares con mejores
características, a la vez que se reduce el riesgo de inversión. En es-
te caso la dimensión del problema es de 40 variables y se utiliza la
cópula normal.
En [97], se presenta un modelo que utiliza una función cópula para
estudiar la integración de fuentes de energía intermitentes, fotovol-
taica y eólica. Los centros de generación se localizan en una red de
distribución en el área de Davarzan en Irán. Las variables del pro-
blema son: la velocidad del viento y la radiación solar. En este caso
la dimensión del problema es de 11 variables y se utiliza la cópula
normal.
Es necesario desarrollar modelos que se adaptan a los datos reales,
incorporando las características de las variables. Este trabajo se fun-
damenta en la necesidad de tener información fiable para la toma de
decisiones.
2.3 uso de la incertidumbre en la operación de los sis-
temas de energía eléctrica
Un productor eólico oferta la energía en el mercado basándose en la
información obtenida por medio de las herramientas de predicción
de las que dispone. Sin embargo, si pudiera operar de forma conjun-
ta con una central hidroeléctrica reversible, tendrían la posibilidad de
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almacenar energía, llevando agua a un embalse para luego producir
energía en períodos donde se obtenga el máximo beneficio, basándo-
se en la diferencia de los ingresos en el mercado y los costos variables.
Los costos variables para una central térmica dependen de los precios
de combustible, operación y mantenimiento. Para una central hidro-
eléctrica reversible y un parque eólico no hay gasto en combustible,
ya que sus insumos son agua y viento, y para este tipo de casos los
costos variables son insignificantes. Finalmente, el objetivo es maxi-
mizar los beneficios de forma conjunta en el mercado.
En [107], se presenta un análisis probabilístico que considera el im-
pacto de algunas fuentes de incertidumbre sobre el Flujo de Potencia
Óptimo (FPO). El impacto de las variables es abordado por medio de
un análisis probabilístico, empleando el método de Monte Carlo, y
un proceso de optimización determinista. El objetivo es proponer un
método para la evaluación del riesgo en la operación de sistemas de
energía eléctrica, enfocado a la toma de decisiones para el OS. El méto-
do se desarrolla y aplica a un sistema de 5 nudos, y luego es probado
en el sistema IEEE de 30 nudos para ilustrar los resultados.
En [99] se presenta un procedimiento para calcular el flujo de car-
ga probabilístico en un sistema de energía eléctrica, considerando la
incertidumbre de la generación eólica. La función de densidad de
la producción eólica es obtenida a través de una aproximación cua-
drática de la curva típica de viento-potencia de un aerogenerador. El
sistema de energía eléctrica es modelado linealmente (flujo de carga
en DC). Finalmente los modelos son integrados y reducidos usando
técnicas de convolución para reducir el tiempo de cálculo. El méto-
do es puesto a prueba en un sistema de 14 nudos, sobre el cual son
desarrolladas diferentes pruebas.
En [96] se presenta un flujo de potencia probabilístico donde la
generación eólica es modelada con la función beta. El método se basa
en las propiedades de la función de densidad de probabilidad y la
expansión de Cornish-Fisher, adecuada para funciones no gaussianas.
El método presentado se pone a prueba en el sistema tipo llamado
«IEEE-RTS96», donde se comparan los resultados con el método de
Monte Carlo para comprobar la precisión del procedimiento.
En [57, 107], se utiliza una versión modificada de MATPOWER
[108] para desarrollar un análisis probabilístico que considera el im-
pacto de algunas fuentes de incertidumbre sobre el Flujo de Potencia
Óptimo (FPO).
Se pueden distinguir dos esquemas de operación conjunta entre
una central hidroeléctrica reversible y un productor eólico. En el pri-
mero, la programación de la operación de bombeo depende funda-
mentalmente de la producción eólica, aunque ocasionalmente hay
aportes externos de energía que se utilizan para almacenar agua en
el embalse. Este tipo de esquema se utiliza frecuentemente en regio-
nes aisladas eléctrica o físicamente, como las islas [4, 12, 13, 98]. En
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algunas islas, el uso de bombeo, puede llegar a reemplazar la nece-
sidad de instalar una central térmica [13]. Adicionalmente, el uso de
bombeo, como una forma de almacenamiento de energía eólica, re-
suelve no sólo los problemas ya antes mencionados, sino que además
plantea soluciones y alternativas para las reservas de agua potable, la
irrigación, la protección contra incendios e incluso la desalinización
de agua marina [13, 98].
En el segundo esquema de operación, la central hidroeléctrica re-
versible opera de forma independiente y además cubre los desvíos en
la predicción de un productor eólico, de forma que maximiza los be-
neficios económicos al mantener la producción eólica lo más cercana
posible al programa presentado con antelación. A su vez, el produc-
tor eólico puede aportar los excedentes de energía para alimentar
la central hidroeléctrica reversible, cuando ésta opera como bomba.
Este último esquema está sujeto a restricciones técnicas del sistema,
del mercado y, a su vez, a intereses económicos de los agentes que
intervienen [5, 18, 36]. En regiones interconectadas y con buenos per-
files de viento es posible que, por restricciones de carácter técnico
en el sistema eléctrico, sea limitada la cantidad de energía aportada
por los productores eólicos [59]. Esta labor es desarrollada en España
por Centro de Control de Régimen Especial (CECRE), lo que obliga en
algunos casos a desaprovechar parte de la energía eólica [17]. La ope-
ración conjunta proporciona no solo una alternativa para utilizar este
excedente, sino también para cubrir los errores en la programación
de los parques eólicos.
2.4 almacenamiento en el sistema de energía eléctrica
El almacenamiento de energía se realiza mediante dispositivos o me-
dios físicos que la almacenan para realizar operaciones útiles en un
momento posterior. El almacenamiento en los sistemas de energía
eléctrica permite guardar el exceso de energía, de modo que ésta pue-
da ser utilizada cuando la demanda de electricidad es mayor.
En [8] es utilizada la incertidumbre de la predicción eólica obtenida
de acuerdo a la método descrito en [7] para determinar la dimensión
de un dispositivo de almacenamiento que cubrirá los desvíos del pro-
ductor eólico.
En [94], es presentado un estudio basado en el sistema holandés,
donde son utilizados sistemas de almacenamiento alimentados por
centrales térmicas de carbón, que son más baratas que las centrales
térmicas de gas, y se utilizan solo en los periodos punta. En este caso,
se realiza un balance neto de las emisiones de CO2 en el sistema. El
resultando es un aumento de éstas, ya que el sistema de almacena-
miento es alimentado por energías no renovables.
En [24] es presentado un modelo con el concepto de central virtual.
Este modelo consta de un elemento de almacenamiento y un parque
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eólico. El objetivo es maximizar los beneficios de forma conjunta en
un entorno de mercado, minimizando los desvíos debidos a los erro-
res en las predicciones de potencia eólica.
En [74], es utilizada una técnica que simula posibles trayectorias
de producción eólica a corto plazo. Con esta información se estima
la dimensión de una central de almacenamiento de energía, con el
objetivo de cubrir los desvíos de la predicción eólica. Este problema
es desarrollado en un contexto de mercado de energía, donde los
desvíos en la producción eólica tienen un valor económico.
En [3] se presenta un modelo conjunto de una central hidroeléc-
trica reversible y un productor eólico como una solución para redes
aisladas, con el fin de aumentar la penetración de la energía eólica
y los beneficios económicos. Este trabajo presenta un método para el
dimensionado óptimo de los distintos componentes de una central
hidroeléctrica reversible, diseñada para almacenar los excedentes de
energía eléctrica proveniente de un parques eólico, los cuales son re-
chazados debido a las limitaciones impuestas por el OS. El método es
probado utilizando datos reales de la energía rechazada proveniente
de un número de parques eólicos instalados en la isla de Creta, en
Grecia.
2.5 definición del problema
Tal y como se dijo en los objetivos de la tesis, sección 1.6, para generar
trayectorias de la producción eólica futura es necesario determinar la
incertidumbre asociada a este tipo de fuente no gestionable. El mo-
delo para generar trayectorias de producción tendrá que obtenerse
a partir de la información que poseen los productores eólicos y el
operador del sistema. Usualmente éstos solo disponen de un registro
histórico de las producciones eólicas obtenidas a partir de los disposi-
tivos de medida y las respectivas predicciones, que en la mayoría de
los casos son deterministas. Esto significa que en los registros solo se
cuenta con un valor para la potencia prevista para cada horizonte de
predicción y el valor respectivo de la potencia observada. El modelo
de la incertidumbre de la producción eólica deberá considerar los ca-
sos de producción nula, los cuales son usuales a nivel de parques y
puede llevar a errores.
Para un parque eólico, un modelo temporal a corto plazo considera
la producción promedio por hora durante dos días; esto quiere decir
que el modelo tienen una dimensión de 48 variables. Adicionalmente,
si se modela la dependencia espacial que existe con otro parque, la di-
mensión del problema se duplica, en este caso, 48 variables por cada
parque. Para simular trayectorias de producción eólica futura se debe
buscar un método que se adapte a las características y dimensiones
de este problema. Por estas razones se exploran en este trabajo algu-
nos de los métodos más utilizados para obtener funciones conjuntas,
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sobre todo aquellos métodos que han sido utilizados en problemas de
dimensión y complejidad semejante. De esta forma es posible realizar
una simulación utilizando el método de Monte Carlo, donde se mode-
lará una realización completa de un posible escenario de producción
eólica temporal y/o espacial. Con un conjunto de realizaciones simu-
ladas se podrá estimar la incertidumbre futura de las variables que
dependen de la producción eólica. Esta información es útil para esti-
mar la reserva del sistema, realizar análisis de la operación, participar
en mercados y gestionar el riesgo, entre otras aplicaciones.
Para abordar el problema de la operación conjunta de un productor
eólico y una central hidroeléctrica reversible, primero se propone la
solución de un problema de optimización que busca obtener el mayor
beneficio de una central hidroeléctrica reversible operando conjunta-
mente con un parque eólico. Como entrada en el problema de optimi-
zación se utilizarán los resultados del modelo de producción eólica
a corto plazo (modelo temporal) para estimar la incertidumbre de
esta fuente no gestionable. Como resultado se espera obtener el pro-
grama óptimo de la central hidroeléctrica reversible que maximice el
beneficio de la operación conjunta.
Finalmente, se comparan diferentes alternativas para compensar
los desvíos de la producción eólica por parte del OS como problemas
de optimización. En estos casos, el modelo del sistema eléctrico es re-
presentado explícitamente y se considera la generación de un grupo
de parques eólicos. Para cuantificar el impacto de la incertidumbre
sobre el sistema de energía eléctrica se aplicará el método de Monte
Carlo combinado con un proceso de optimización determinista. De
esta forma se espera evaluar la fiabilidad en sistemas de energía eléc-
trica. Los resultados serán una herramienta para evaluar los efectos
de la incertidumbre sobre el rendimiento y operación del sistema de
energía eléctrica.
Para obtener la solución de los Flujo de Potencia (FP) y los Flujo de
Potencia Óptimo (FPO), será utilizado MATPOWER [108, 112]. Este
programa es software libre, por lo que es posible modificarlo y ex-
tenderlo y así programar funciones objetivo alternativas a la opción
por defecto. De esta forma será posible modelar el sistema eléctrico y
evaluar diferentes alternativas para la gestión de la reserva.

Parte II
M O D E L A D O D E L A P R O D U C C I Ó N E Ó L I C A
En esta parte de la tesis se pretende desarrollar un mo-
delo estocástico de la producción eólica. Con este modelo
se busca obtener escenarios de producción dada la predic-
ción de potencia a futuro. Además se buscará estimar, en
base a la predicción, la incertidumbre de la potencia y la
energía a futuro (corto plazo) de un parque o de un grupo
de parques eólicos.
Primero se presenta un resumen de las funciones cópu-
la como herramienta para el modelo multivariante. Luego
se analizan los datos de un parque eólico, predicciones y
producciones. Una vez identificadas las características de
las variables, se continúa con la estimación de las funcio-
nes de densidad univariantes para la producción eólica,
con diferentes horizontes de predicción. Para las funcio-
nes marginales univariantes se considerará un modelo pa-
ramétrico basado en la distribución beta y una alternativa
basada en la técnica de estimación de la función de densi-
dad mediante funciones kernel, siendo éste un método no
paramétrico.
Para modelar los errores en la predicción, cuando la pro-
ducción es cero, se utiliza la regresión logística para esti-
mar la probabilidad de una variable con respuesta cualita-
tiva.
Finalmente son presentadas y analizadas diferentes for-
mas de obtener la estructura de dependencia de las varia-
bles aleatorias desde el dominio uniforme.
Una vez obtenidos todos los elementos necesarios para
construir un modelo multivariante que simule la produc-
ción eólica usando funciones cópula, se presenta el mode-
lo temporal de la producción eólica de un parque. Luego
éste se extiende para modelar la producción de varios par-
ques en una misma zona (modelo espacial-temporal).
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M O D E L O M U LT I VA R I A N T E Y C Ó P U L A S
Resumen
En este capítulo se presenta un resumen de la teoría de las funciones
cópula para realizar modelos multivariantes. Además son presenta-
das algunas técnicas para estimar los parámetros de estas funciones
y, finalmente, se expone el procedimiento que se desarrollará en los
capítulos siguientes para conseguir el modelo multivariante con el
que se obtendrán las trayectorias de la producción eólica futura.
3.1 introducción
Cuando se trabaja con energía eólica, una de las tareas más difíciles es
considerar la incertidumbre asociada a la producción futura. Desde
el punto de vista técnico, todos los errores en la previsión de energía
eólica deben ser compensados por otro generador para suministrar la
potencia demandada por la carga. Desde el punto de vista del merca-
do de electricidad, la incertidumbre en la predicción aumenta el ries-
go al que los productores eólicos están expuestos, ya que los desvíos
en la producción usualmente provocan una reducción en los ingresos.
Estos factores aumentan el precio de la energía, siendo éstas las ra-
zones principales que llevan a tratar de cuantificar la incertidumbre
en la previsión de la energía eólica y, de esta forma, conseguir una
operación más eficiente.
Los productores eólicos se basan en herramientas de previsión fí-
sicas, estadísticas o una combinación de ambas, para estimar la pro-
ducción de potencia eólica en un período a corto plazo. Esta informa-
ción generalmente es requerida por el OS para realizar los programas
de operación y los agentes deben presentarlo con anterioridad a la
operación. No obstante, esta información es utilizada también para
el desarrollo de estrategias de mercado por las que estos datos son
también necesarios y valiosos.
Usualmente la información entregada por las herramientas de pre-
dicción consiste en la estimación de la producción en un horizonte
de tiempo, así como los niveles de fiabilidad asociados a ésta. Sin
embargo, dicha información, generalmente, no es suficiente si se re-
quiere conocer el orden de los posibles desvíos de potencia y energía
a futuro.
La cuantificación de los posibles desvíos de la energía y la defi-
nición de los intervalos de predicción son necesarias para conseguir
una operación apropiada del sistema eléctrico, a través del dimen-
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sionamiento de los elementos de almacenamiento, del desarrollo de
programas de reservas y de estrategias de mercado, además de otros
problemas de la operación del sistema.
La motivación para desarrollar el presente trabajo nace de la nece-
sidad de cuantificar los posibles desvíos de potencia y energía, con-
siderando la dependencia entre los errores y la producción eólica en
diferentes horizontes. La Distribución de Probabilidad Conjunta po-
dría ser una solución para cuantificar los posibles desvíos de energía
durante un período futuro, pero las características de no-linealidad
de la producción eólica hacen esta tarea demasiado compleja y fuera
del alcance de esta tesis. Por esta razón se realiza un análisis de los
datos de un parque y se propone un método alternativo para simular
posibles producciones de potencia eólica para un horizonte de corto
plazo.
Para realizar un modelo multivariante de la producción eólica será
utilizada la teoría de funciones cópula, por ser un método robusto y
utilizado en problemas de gran dimensión y complejidad semejante
[39, 71, 72, 97, 103]. Para obtener un modelo con las funciones cópu-
la se presenta un procedimiento que consta de dos pasos: primero,
se determinan las distribuciones de probabilidad univariantes de ca-
da variable, como si se tratase de variables independientes; segundo,
se determina la estructura de dependencia de la función cópula, en
otras palabras, la dependencia que existe entre las variables aleatorias
univariantes. Esta estructura se puede obtener desde el dominio uni-
forme de las variables aleatorias; de esta forma se evita la influencia
de las funciones marginales en la estimación [71]. Desde un punto de
vista práctico, estimar el modelo en varios pasos reduce la comple-
jidad en la estimación de cada uno de los parámetros, tanto de las
funciones marginales como de la estructura de dependencia.
A continuación se presenta una breve descripción de las funciones
cópula, con el objetivo de tener los elementos necesarios para realizar
y entender un modelo multivariante.
3.2 formulación de las funciones cópula
En la teoría de probabilidad y estadística, la cópula es una función
que pueden describir la dependencia de un conjunto de variables
aleatorias. El concepto fue introducido por Sklar en 1959, [85], y es
reconocido como un poderoso instrumento para modelizar la depen-
dencia entre variables aleatorias.
En muchos campos de la ciencia el uso de las funciones cópula es
relativamente nuevo, pero se encuentra en rápido crecimiento. Ejem-
plos de su uso en demografía, finanzas, medicina e ingeniería se pue-
den encontrar en [71, 103], siendo una garantía de su madurez, simple
implementación y gran potencial.
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Figura 3.1: Esquema de la transformación integral de probabilidad.
Una función cópula es una distribución multivariante cuyas dis-
tribuciones marginales son uniformes, [0, 1]. Sea (X1,X2, . . . ,Xd), un
vector de variables aleatorias continuas, con sus respectivas funciones
de distribución de probabilidad, (Probability Density Function (PDF)),
continuas, es decir Fi(x) = P(Xi 6 x). Entonces, por definición, para
toda variable Xi se cumple lo siguiente:
Xi = F
−1
i (Ui)⇔ Ui = Fi(Xi) (3.1)
Donde Ui es una variable aleatoria uniforme, con valores entre 0
y 1. La Transformación Integral de Probabilidad es más conocida en
inglés como Probability Integral Transform (PIT). Un esquema de la
transformación es mostrado en la figura 3.1, [71]. Por tanto, para el
vector (X1,X2, . . . ,Xd) se obtiene la siguiente expresión:
(U1,U2, . . . ,Ud) = (F1(X1), F2(X2), . . . , Fd(Xd)) (3.2)
Para el vector de variables aleatorias (X1,X2, . . . ,Xd) , la función
cópula se define como:
C(u1,u2, . . . ,ud) = P(U1 6 u1,U2 6 u2, . . . ,Ud 6 ud) (3.3)
Donde F es una distribución multivariante con sus respectivas fun-
ciones de distribución de probabilidad (en inglés Cumulative Distri-
bution Function (CDF)), F1(X1), F2(X2), . . . , Fd(Xd). Según el teorema
de Sklar, [85], existe una función cópula C, para toda variable aleato-
ria x en el dominio de F, que contiene la información necesaria para
28 modelo multivariante y cópulas
X1 X2 Xd
Xi = F−1i (Ui )
U1 U2 Ud
Cópula
Ma
rgi
na
les
Un
ifo
rm
es
= F(Ui )Xi
Figura 3.2: Modelado mediante funciones cópula.
modelar la dependencia entre las variables aleatorias (X1,X2, . . . ,Xd).
Las funciones Fi(xi) contienen los respectivos modelos de las funcio-
nes de distribución de cada variable aleatoria. Por tanto, se puede
reescribir la ecuación (3.3) de la siguiente forma:
F(x1, x2, . . . , xd) = C (F1(x1), F2(x2), . . . , Fd(xd)) (3.4)
De las ecuaciones (3.1) y (3.4), se tiene que:
C (u1,u2, . . . ,ud) = F(F−11 (u1), F
−1
2 (u2), . . . , F
−1
d (ud)) (3.5)
Por tanto, una función cópula se define a partir de las funciones
marginales de cada una de las variables Fi, y por la estructura de
dependencia presente en la función cópula C. Un esquema de la for-
mulación puede ser visto en la figura 3.2.
3.3 familias de funiones cópula
Las dos familias de funciones cópula más usadas y aplicadas son las
elípticas y las arquimedianas, las cuales son explicadas a continua-
ción.
3.3.1 Cópulas elípticas
Las funciones cópula elípticas son las funciones cópula de distribu-
ciones de perfil elíptico, como la normal y la t-student multivariantes.
Una descripción más detallada se puede encontrar en [32, 68].
Este tipo de cópula se emplean frecuentemente en finanzas y ges-
tión del riesgo por su simple implementación. Otra de sus ventajas es
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la posibilidad de obtener funciones de probabilidad condicionada a
otra variable, lo que es muy útil para elaborar predicciones [103].
3.3.1.1 Cópula normal
Esta cópula se deduce de la distribución Normal multivariante en Rd.
La formulación para la cópula Normal, está dada por:
CΣ (u1,u2, . . . ,ud) = ΦΣ(Φ−1(u1),Φ−1(u2), . . . ,Φ−1(ud)) (3.6)
Donde Φ−1 es la inversa de la CDF de la distribución normal, y ΦΣ
es la CDF de la distribución Normal multivariante, con media cero y
matriz de covarianza Σ.
Un esquema de este modelo se presenta la figura 3.3.
3.3.1.2 Cópula t
Así como la cópula normal está definida por la distribución normal
multivariante, la distribución t de Student multivariada da origen a
la cópula t. La formulación de la cópula t viene dada por:
CΣ,ν (u1,u2, . . . ,ud) = tΣ,ν(t−1(u1), t−1(u2), . . . , t−1(ud)) (3.7)
Donde el parámetro ν representa el número de grados de libertad,
t−1 es la inversa de la CDF, de la distribución t Student y tΣ,ν es la
CDF de la distribución t Student multivariante parametrizada. Como
en el caso anterior, Σ es la matriz de covarianza
3.3.2 Cópulas arquimedianas
Una cópula arquimediana es construida a través de una función de-
nominada como generador y representada por ϕ. Se describe de la
siguiente forma:
C (u1, . . . ,ud) = ϕ−1 (ϕ(u1) + · · ·+ϕ(ud)) (3.8)
Donde ϕ−1 es la inversa del generador ϕ. Para que la ecuación (3.8)
cumpla la definición de una función cópula, el generador ϕ tiene que
ser una función completamente monótona. El generador determina
de forma única la función cópula, [103]. En la práctica, las funciones
cópula arquimedianas están extendidas porque permiten representar
la dependencia, en el modelo multivariante, con un solo parámetro
denominado αA. En la tabla 3.1, son mostrados algunos de los gene-
radores más usados para las funciones cópula arquimedianas, [103].
Una descripción más detallada de las funciones cópula arquimedia-
nas y sus parámetros se puede encontrar en [68].
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Tabla 3.1: Algunos generadores para las funciones cópula arquimedianas.
Familia Parámetro Generador Inverso del generador
ϕ(l) ϕ−1(s)
Clayton αA > 0 l−αA − 1 (1+ s)−1/αA
Frank αA > 0 ln
(
eαAl−1
eαA−1
)
α−1A ln (1+ e
s (eαA − 1))
Gumbell αA > 1 (− ln l)αA exp
(
−s−1/αA
)
3.4 estimación de los parámetros para las funciones
cópula
Para toda función cópula, independientemente de su familia, es nece-
sario estimar los parámetros que la definen. Estos parámetros pueden
ser estimados principalmente a partir de dos métodos: inferencia pa-
ramétrica y no paramétrica. El método totalmente paramétrico, a su
vez, puede ser dividido en dos enfoques. En el primero se maximi-
za una función de probabilidad, donde las variables representan los
parámetros de las funciones de densidad y la estructura de dependen-
cia de la función cópula. Este enfoque se conoce como el método de
máxima verosimilitud, en inglés Maximum Likelihood (ML). Cuando
la dimensión del problema es grande, este método precisa de mucho
tiempo de cálculo.
Como alternativa a este método hay uno más simple, pero me-
nos exacto, denominado Método de Inferencia de Funciones para las
Marginales, conocido en inglés como Inference Function for Margins
(IFM), que consta de dos pasos. En el primero se determinan los pará-
metros de las funciones de densidad de forma individual, reduciendo
así la complejidad del problema. Una vez que se han obtenido los pa-
rámetros óptimos de cada una de las marginales, se introducen en la
función cópula, para así encontrar el parámetro óptimo que determi-
na la dependencia de las variables.
A continuación se formulan algunos de los métodos que se em-
plean frecuentemente para estimar los parámetros que definen una
función cópula. Los parámetros a estimar dependen de la función có-
pula escogida, y pueden ser estimados de formas alternativas. Una
descripción más detallada de las técnicas que se emplean para esti-
mar los parámetros de las funciones cópula, se puede encontrar en
[68].
3.4.1 Método de máxima verosimilitud
Este método de estimación de parámetros, conocido en inglés como
Maximum Likelihood (ML), puede ser aplicado a cualquier familia de
distribución de probabilidad que tenga un cierto numero de paráme-
3.4 estimación de los parámetros para las funciones cópula 31
tros. El conjunto de parámetros de la distribución de probabilidad es
introducido en una función de optimización, donde se maximiza la
probabilidad de todos los datos observados.
Sea un grupo de n observaciones independientes de una distribu-
ción multivariante, {(Xi,1, . . . ,Xi,d)
T : i = 1, . . . ,n}. Supóngase que la
distribución multivariante está definida por un número de margina-
les, cada una con su CDF Fj y su PDF fj donde j = 1, . . . ,d, y una
cópula definida con densidad c, donde β es el vector que contiene los
parámetros de las marginales y α el vector que contiene los paráme-
tros de la cópula. El vector de parámetros a estimar se define como
θ = (βT ,αT )T , y la función de verosimilitud como, [103]:
L(θ) =
n∑
i=1
ln c {F1(Xi,1;β), . . . , Fd(Xi,d;β);α}+
n∑
i=1
d∑
j=1
ln fi(Xi,j;β)
(3.9)
Mediante el método ML se obtiene el valor de θˆML que maximiza el
valor de la ecuación (3.9).
θˆML = arg ma´x
θ∈Θ
L(θ) (3.10)
3.4.2 Método de inferencia de funciones para las marginales
Este método, conocido en inglés como Inference Function for Margins
(IFM), consta de dos pasos, [103]:
Primero se determinan los parámetros de las distribuciones margi-
nales por separado de los parámetros de la cópula.
βˆIFM = arg ma´x
β
n∑
i=1
d∑
j=1
ln fj(Xi,j;βj) (3.11)
Cuando cada marginal Fi tiene su propio conjunto de parámetros,
se define el vector βi = (βT1 , . . . ,β
T
d)
T que contiene los parámetros
de la función marginal. Para este caso, el primer paso consiste en
estimar por medio del método ML, los parámetros de cada marginal
al maximizar la expresión siguiente:
βˆj IFM = arg ma´x
βj
n∑
i=1
ln f(Xi,j;β) (3.12)
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A continuación, a partir de los parámetros estimados de las fun-
ciones marginales, se calculan los parámetros de la función cópula,
maximizando la siguiente expresión:
αˆIFM = arg ma´x
α
n∑
i=1
ln c
(
F1(Xi,1; βˆIFM), . . . , Fd(Xi,d; βˆIFM);α
)
(3.13)
3.4.3 Método de la máxima verosimilitud canónica
Este método, conocido en inglés como Canonical Maximum Likelihood
(CML), se diferencia del método IFM porque no hace ninguna presun-
ción sobre las distribuciones marginales. El proceso se realiza en dos
pasos, [103]:
Primero, partiendo del conjunto de observaciones {(Xi,1, . . . ,Xi,d)
T :
i = 1, . . . ,n}, se transforman las variables aleatorias utilizando la PIT,
a partir de la CDF empírica de las mismas, en variables aleatorias
uniformes, (Ui,1, . . . ,Ui,d)
T . En segundo lugar se calculan los pará-
metros de la cópula, maximizando la siguiente expresión:
αˆCML = arg ma´x
α
n∑
i=1
ln c (Ui,1, . . . ,Ui,d;α) (3.14)
3.5 modelo de la producción eólica , funciones cópula
De la literatura científica se puede deducir que una de las funciones
cópula más usadas para modelos multivariantes de gran dimensión
es la normal, [39, 71, 72, 97]. Esta función cópula permite modelar de
forma simple problemas multivariantes de gran dimensión, a diferen-
cia de la familia de funciones cópula arquimedianas, donde se limita
usualmente a modelos bivariantes. Por estas razones se utilizará la
función cópula normal para desarrollar el modelo estocástico para
obtener las trayectorias de la producción eólica futura. Un esquema
de esta modelo puede ser visto en la figura 3.3. Otra de las ventajas
de la cópula Normal es la posibilidad de obtener funciones condicio-
nadas a partir de variables de entrada. Esta característica particular
será utilizada para modelar la producción eólica.
Para realizar un modelo multivariante utilizando la teoría de fun-
ciones cópula, en el caso de un modelo temporal de un parque (donde
las variables están dadas por la producción eólica a diferentes hori-
zontes de tiempo), se parte del análisis de los datos de un parque
eólico, capítulo 4. Una vez definidas las características de las varia-
bles aleatorias se procederá a estimar una función marginal que re-
presente el comportamiento de la producción eólica. En los capítulos
5, 6 y 7 se analizarán y evaluarán diferentes opciones para las funcio-
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Figura 3.3: Modelo de la cópula normal
nes marginales que modelarán el comportamiento de la producción
eólica.
En el capítulo 8 se analizarán diferentes formas para determinar la
estructura de dependencia entre las variables aleatorias: para un mo-
delo temporal de un parque y para un modelo espacial-temporal de
varios parques. Las variables serán la predicción eólica a diferentes
horizontes por cada parque. Puesto que se utilizará la cópula normal,
la estructura de dependencia se puede obtener desde el dominio uni-
forme de las variables aleatorias aplicando la PIT a las mismas; con
esto se elimina la influencia de las funciones marginales en la estima-
ción, [71]. Este método se basa en la formulación del Canonical Ma-
ximum Likelihood (CML), pero se estimarán los parámetros de forma
adaptativa con el objetivo de modelar el comportamiento estacional
y las características de la producción eólica. Por esta razón no es po-
sible obtener la estructura de dependencia por medio de un proceso
de optimización, tal como es planteado en los métodos descritos en
la sección 3.4. Estos conceptos serán explicados con más detalle en el
capítulo 8.
Una vez obtenidas las distribuciones marginales y la estructura de
la dependencia, se completará el modelo con las funciones cópula,
que será utilizado para obtener las trayectorias de producción eólica
dada la predicción de potencia a futuro.
• • • 
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Resumen
En este capítulo son presentados los datos de un parque eólico, pro-
ducciones y sus respectivas previsiones a diferentes horizontes de
predicción. Con estos datos se pretende definir de forma general las
relaciones y características que existen entre las predicciones y los
errores en la predicción a corto plazo. Una vez definidas estas carac-
terísticas se continuará en los capítulos próximos con la estimación
de una función marginal genérica para el modelo multivariante usan-
do las funciones cópula, para obtener las trayectorias de producción
eólica dada la predicción de potencia a futuro.
4.1 introducción
Tanto el productor eólico como el OS necesitan tener estimaciones
de la posible producción. La importancia de las predicciones radica
en la ayuda que aportan para planificar y anticiparse a los eventos
futuros que afectarán el sistema. Esta información ayuda a gestionar
las reservas y a maximizar el uso de los recursos. Si estos objetivos se
consiguen, también se maximizan los beneficios en la operación del
sistema.
En las últimas décadas se ha dado un gran avance en las herramien-
tas de predicción, en parte debido al incremento de la capacidad de
los centros de cálculo. Actualmente es posible utilizar, analizar y ope-
rar grandes cantidades de datos y realizar estimaciones complejas en
tiempos relativamente cortos, sin la necesidad de grandes inversio-
nes. Por las razones antes mencionadas, las herramientas de predic-
ción han podido introducir modelos cada vez más complejos con el
objetivo de mejorar los resultados o para entregar información más
completa, [37].
La información que entregan las herramientas de predicción eólica
suele ser determinista, lo que quiere decir que se proporciona un
número que representa la estimación de la producción a una hora
determinada. Esta información no es suficiente si se requiere conocer
el orden de los posibles desvíos de potencia y energía a futuro.
En la sección 3.5, se describió de forma general el procedimiento
que se empleará para conseguir el modelo multivariante de la produc-
ción eólica. En este capítulo se hará un análisis de las producciones y
sus respectivas previsiones a diferentes horizontes de predicción, pa-
ra un parque eólico determinado. Puesto que es necesario compren-
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der y determinar las características de las variables, una vez definidas
estas características, se continuará con la estimación de las funciones
marginales a partir de este análisis.
Tal y como es presentado en [37], la incertidumbre de la producción
eólica, es desarrollada a partir del modelo del error en la producción.
La predicción, pˆt+k|t, es un valor determinista puntual y los errores,
un valor probabilista, fˆe,k. Entonces, la incertidumbre de la produc-
ción eólica, fˆp,k, se consigue sumando a la PDF de los errores el valor
de la predicción:
fˆp,k = pˆt+k|t + fˆe,k (4.1)
Obteniendo el modelo de la función marginal de los errores, se
podrá simular el comportamiento de la producción eólica. Esta afir-
mación es abordada nuevamente en los siguientes capítulos, donde
se estima dicha marginal. Sin embargo es importante mencionarlo
ahora, ya que se hace un mayor énfasis en las características de los
errores en la predicción.
4.2 caso de estudio
Se analizarán datos pertenecientes a un parque eólico, donde se dis-
pone de la producción de potencia eólica, hora a hora, y la previsión
de esta, hecha k horas antes, durante dos años consecutivos. Por mo-
tivos de confidencialidad, solo es posible afirmar que el parque se
encuentra localizado en España y que sus características correspon-
den a las de un parque típico.
Los datos de la predicción de potencia del parque eólico son obte-
nidos con un sistema de predicción a corto plazo. Esta herramienta
obtiene la predicción por medio de modelos estadísticos que utilizan
como datos de entrada predicciones meteorológicas de la velocidad y
dirección del viento, además de las telemedidas de potencia genera-
das del parque. Una descripción más detallada de los algoritmos de
esta herramienta de predicción se encuentra en [88, 90]. Estos algorit-
mos también son utilizados en la herramienta de predicción SIPREO-
LICO, utilizada por el Operador del Sistema (OS) español.
Del conjunto de datos, producciones y sus respectivas prediccio-
nes, se estimará una distribución de probabilidad que representa la
producción eólica.
Debido a interrupciones en los datos de entrada o en el funciona-
miento del parque, no todos los datos son válidos, lo cual provoca
salidas erróneas en la herramienta de predicción, por lo que son des-
cartados algunos registros de los datos originales.
Una vez eliminados los registros erróneos, los datos se dividien en
dos conjuntos. El primer conjunto se denomina datos de entrenamien-
to y corresponde a la primera mitad de todos los datos, producciones
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y sus respectivas predicciones. Este conjunto está orientado a ser uti-
lizado en el proceso de estimación de las funciones marginales. En el
resto del documento se hará referencia a este conjunto como datos de
entrenamiento.
El segundo conjunto, se denomina en el resto del documento como
datos de evaluación. Este conjunto corresponde a la segunda mitad de
los datos del parque. Una vez estimados los modelos de las funcio-
nes marginales, estos datos son utilizados para verificar si el modelo
simula el comportamiento real de las variables. El proceso de evalua-
ción se explica con más detalle en la sección 4.3.
La denominación datos históricos es utilizada para referirse al con-
junto de datos disponibles en el presente. Un productor eólico o el
OS, mantienen un registro del comportamiento de los parques, que
consta de las medidas y las respectivas predicciones. Este conjunto es
parecido a los datos de entrenamiento, con la diferencia de que los
datos históricos crecen a medida que pasa el tiempo.
A continuación se presentan algunos conceptos básicos sobre el
funcionamiento y producción de la energía eólica, antes de comenzar
con el análisis de los datos.
4.2.1 Producción de potencia eólica y su incertidumbre
La relación entre la velocidad del viento y potencia producida en un
generador eólico está dada por la siguiente ecuación:
P(v) =
1
2
ρwAv
3CP,e(v) (4.2)
Donde A es el área que abarca las palas al girar en [m2], v es la ve-
locidad del viento en [m/s], ρw es la densidad del viento en [Kg/m3]
y CP,e(·) es el coeficiente de potencia eléctrica que relaciona el rendi-
miento mecánico y eléctrico del aerogenerador, [81]. Los constructo-
res de generadores eólicos utilizan túneles de viento para mantener
las condiciones constantes y de esta forma poder caracterizar sus pro-
ductos. De esta forma se obtiene la curva característica del aerogene-
rador 4.1a [88]. Esta curva se aproxima al modelo teórico expresado
en la ecuación (4.2). Sin embargo, en la figura 4.1b [88], se puede
observar una familia de puntos que corresponde a la velocidad del
viento medida frente a la potencia de salida de un generador eólico
ubicado en un parque. En esta gráfica se puede ver que para una mis-
ma velocidad de viento, existen varios valores de potencia producida.
Con este ejemplo se podría asegurar que, aún contando con una pre-
dicción perfecta de la velocidad del viento, y utilizando la ecuación
(4.2) para obtener la estimación de la potencia, siempre se tendrían
errores o desvíos, debido a que hay factores como la energía del vien-
to y la dirección del mismo que pueden cambiar continuamente, afec-
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(a) Curva típica de un generador eólico
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Figura 4.1: Relación de la velocidad del viento y la potencia producida por
un generador eólico.
tando la potencia de salida de los aerogeneradores. Adicionalmente,
considerando los fallos en los aerogeneradores, las salidas por man-
tenimiento o los tiempos en orientarse hacia el viento se hace aún
más compleja la tarea de realizar estimaciones para parques eólicos y
zonas donde se concentren un grupo de ellos.
En [59, 71, 97, 99] y otros, es utilizada la ecuación (4.2) y prediccio-
nes de viento para estimar la producción eólica. Esta aproximación es
bastante imprecisa si se compara con el caso real de un aerogenerador,
tal como se puede ver en la figura 4.1b. Es mucho más conveniente es-
timar los modelos considerando las producciones y predicciones del
conjunto de datos históricos.
En trabajos como [26], se hace un análisis de la producción eólica
y se modela el error en la predicción en función del horizonte de
predicción y la potencia instalada. En [52] es usada una aproximación
empírica para calcular el error en la predicción, como una proporción
de la producción eólica y dependiendo solamente del horizonte de
predicción. En [76], los errores en la predicción son modelados como
una función no paramétrica, considerando el horizonte de predicción
el nivel de la potencia prevista.
En el presente análisis se buscará determinar la relación que existe
entre el horizonte de predicción, el nivel de potencia prevista y los
errores de la predicción. De este modo se puede formular un modelo
para la función marginal de los errores que sea fiable y represente sus
características.
4.2.2 Relación entre la predicción de potencia eólica y el error
En la figura 4.2 se observa un ejemplo del problema de la incerti-
dumbre en la predicción eólica. La línea vertical situada en el cero
del eje de abscisas, representa el tiempo presente t, hacia la izquier-
da se encuentran los datos históricos del parque, producciones y sus
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Figura 4.2: Ejemplo de la predicción (pˆt+k|t), y la producción (pt+k), de
la potencia eólica de un parque, donde t + k|t se refiere a la
predicción hecha para la hora t + k en el tiempo t, donde
k = [1, 2, . . . , h]
respectivas predicciones (las cuales no son dibujadas); a la derecha
de la línea vertical, se encuentra un ejemplo de la previsión a futuro,
representada con una línea continua; y la producción real del parque,
representada con la línea continua con círculos. En esta figura se pue-
den observar los desvíos entre la predicción y la producción real, en
términos de potencia para cada hora y, adicionalmente, el área entre
las dos curvas, representa los desvíos en términos de energía. Los da-
tos utilizados para el ejemplo de la figura 4.2 corresponden a datos
reales, tomados del caso de estudio descrito en la sección 4.2.
Los errores en la predicción son calculados como la diferencia entre
la potencia producida y las predicciones hechas con anterioridad para
cada período de producción.
et+k|t = pt+k − pˆt+k|t ∀ t, k (4.3)
et =
[
et+1|t, et+2|t, . . . , et+h|t
]T ∀ t, k (4.4)
Donde la notación t+ k|t, se refiere a las predicciones hechas para
la hora t+k en la hora t; y k = [1, 2, . . . , h]. Los errores se calcularon
para todos los datos del caso de estudio.
En la figura 4.3, se utiliza una nube de puntos, figura 4.3a y un
diagrama de caja, figura 4.3b, para mostrar la relación que existe entre
la predicción y el error. Para este caso en particular son tomados
todos los datos del caso de estudio, con horizonte de predicción k =
30 h.
En la figura 4.3b, se puede identificar la simetría y la forma de la
distribución de los datos. Para valores de predicción bajos y altos se
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(b) Diagrama de caja.
Figura 4.3: Ejemplo de la relación entre la predicción de potencia eólica y el
error, horizonte de predicción k = 30 h.
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puede observar que los errores están concentrados y que tienen una
forma asimétrica. Para predicciones cercanas al 50% de la predicción,
los errores tienen una distribución casi simétrica y están más disper-
sos. Estas características se pueden asumir como generales para todos
los horizontes de predicción, tal y como se ve en la figura 4.4b, donde,
de igual forma a la gráfica anterior, son tomados todos los datos del
caso de estudio, pero en este caso el horizonte de predicción es k = 5
h. En esta figura se puede identificar que la forma en que se distri-
buyen los errores, respecto al nivel de potencia prevista, se mantiene
casi constante. La diferencia radica en que la varianza de los errores
del horizonte k = 30 h es mayor que la del horizonte k = 5 h. Esta
relación se tratará con más detalle en la siguiente sección.
4.2.3 Relación entre el horizonte de predicción y los errores
En la figura 4.5, se dibuja la relación entre el horizonte de predicción
y la magnitud de los errores en la predicción. Para este diagrama
de caja son utilizados todos los datos del caso de estudio descrito al
comienzo del capítulo. Para esta figura no se realizó ninguna discri-
minación por el nivel de potencia prevista. En la figura 4.5 se pueden
observar, como características generales, que la varianza y la magni-
tud de los errores aumenta con el horizonte de predicción. Adicional-
mente se puede asumir que la distribución de los errores, para cada
horizonte de predicción, es aproximadamente simétrica.
Como características generales para los errores en la predicción de
potencia eólica, se ha observado que:
• La variabilidad aumenta con el horizonte de predicción k.
• La variabilidad depende del horizonte de predicción, k, y del
valor de la predicción, pˆt+k|t.
• La magnitud de los errores aumenta con el horizonte de predic-
ción k.
• Para predicciones bajas y altas, los errores se agrupan de forma
asimétrica y están concentrados.
• Para predicciones cercanas al 0,5 pu, los errores son casi simé-
tricos y están dispersos.
Con estas características generales sobre los errores de la predic-
ción, se buscará un modelo univariante que represente el comporta-
miento de la variable. Antes de continuar, se definirán algunos con-
ceptos necesarios para evaluar estos modelos.
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Figura 4.4: Ejemplo de la relación entre la predicción de potencia eólica y el
error, horizonte de predicción k = 5 h.
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Figura 4.5: Relación de la predicción eólica y la producción usando un dia-
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4.3 evaluación de las funciones marginales estimadas
Tal y como se dijo en la sección 4.2, los datos del caso de estudio
se separaron en dos conjuntos, el primer conjunto se denomina da-
tos de entrenamiento y corresponde a la primera mitad de los datos
disponibles. Este conjunto está orientado a la obtención de las funcio-
nes marginales de los errores. El segundo conjunto, que se denomina
datos de evaluación, corresponde a la segunda mitad de los datos dis-
ponibles. Estos datos son utilizados para verificar si el modelo simula
el comportamiento de los errores.
Por tanto, se busca un modelo que simule el comportamiento de
los errores en la predicción, a partir del conjunto de datos de entrena-
miento. Luego, el modelo obtenido se evaluará utilizando la segunda
mitad de los datos. Sí el modelo obtenido simula el comportamien-
to del conjunto de datos de evaluación, quiere decir que el modelo
simula de forma adecuada las características de los errores.
Debido a que las funciones marginales para el modelo de la pro-
ducción eólica son condicionadas, no es posible utilizar los métodos
convencionales para determinar los parámetros de las funciones có-
pula, descritos en la sección 3.4. Estos métodos son concebidos para
modelos estacionarios, donde la función marginal que describe la va-
riable es única.
Para determinar si el modelo simula de forma adecuada las va-
riables, serán utilizados los siguientes métodos, conocidos en inglés
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como Probability Integral Transform (PIT) y Continuous Ranked Pro-
bability Score (CRPS). Estos métodos son usados en la literatura espe-
cializada para evaluar y comparar este tipo de modelos [15, 37, 51].
Con la evaluación se podrá cuantificar y comparar el grado de ajuste
de los modelos. De esta forma se podrá determinar de forma simple
si el modelo replica el comportamiento de la variable real. A con-
tinuación serán explicados brevemente los métodos que se utilizan
para evaluar y comparar los modelos de las marginales.
4.3.1 Transformada integral de probabilidad
Partiendo del conjunto de datos de entrenamiento, se estiman mo-
delos para las funciones de densidad. Posteriormente cada modelo
estimado, es evaluado con el conjunto de datos de evaluación. Para
la evaluación, se aplica la inversa de la transformada integral de pro-
babilidad, PIT, al conjunto de datos de evaluación, en este caso los
errores de la predicción. Por tanto, cada uno de los errores será trans-
formado al dominio uniforme utilizando la inversa de la función de
distribución de probabilidad, de la siguiente forma:
F−1e (et+k|t) = Ut+k|t ∀ t, k (4.5)
La variable uniforme Ut+k|t esta comprendida entre los valores
[0 1]. Si el modelo es correcto, los valores se distribuirán uniforme-
mente en todo el intervalo, de modo que si se obtiene un histograma,
todas las alturas de las clases tendrán aproximadamente la misma al-
tura. Un ejemplo de este proceso se ilustra en la figura 4.6. En el resto
del documento, cuando se hable del histograma PIT, se hará referencia
a este proceso de evaluación de la función marginal.
El grado de ajuste del histograma PIT, se puede evaluar comparan-
do éste con una distribución uniforme ideal. Para cuantificar el grado
de ajuste, se calcula la raíz del error cuadrático medio, más conoci-
do en inglés como Root Mean Square Error (RMSE), entre la altura
relativa de cada una de las clases del histograma PIT, y la altura rela-
tiva de una función uniforme ideal. Habitualmente se suele dividir el
histograma en veinte clases (κ = 20), para su evaluación, [37].
RMSEPIT =
√√√√1
κ
κ∑
i=1
(
ψi −
1
κ
)2
(4.6)
Donde ψ se refiere a la altura relativa de cada una de las clases del
histograma PIT.
Este método alternativo de evaluación de las funciones marginales
permite evaluar el ajuste de las funciones estimadas, [15].
En la figura 4.7, se muestran varios ejemplos para interpretar las
formas que puede adquirir el histograma PIT. En el primer cuadro
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Figura 4.6: Esquema de evaluación de la función de distribución, U = F(X).
de la columna izquierda se muestran la distribución real, y que se
espera estimar (en este caso es una función normal con media cero y
desviación estándar uno N(0; 1)) y la distribución prevista. De arriba
a abajo las distribuciones previstas son, N(0; 1), N(0; 0, 5), N(0; 2) y
N(1; 1). En la columna de la derecha se representan los histogramas
PIT obtenidos para cada uno de las funciones estimadas. Cada histo-
grama PIT fue obtenido con 10000 puntos generados a partir de la
distribución de destino, [15].
4.3.2 Continuous Ranked Probability Score (CRPS)
El CRPS, [71], es un método para evaluar la función probabilista de
una variable continua. Este método es equivalente al Brier Score1,
[11], integra todos los valores posibles y es una generalización del
Ranked Probability Score, [28], que se utiliza para evaluar las predic-
ciones probabilistas sobre las variables ordinales. El CRPS es sensible
a la distancia, es decir, es capaz de penalizar las predicciones que
están muy lejos de la observación real. En esencia, el CRPS mide la
diferencia entre la CDF de la predicción y la observación, figura 4.8.
Para que el resultado sea sensible a la distancia de la observación, son
calculados los errores cuadráticos entre la CDF de la predicción y la
observación, [15].
Del conjunto de datos de evaluación {(ei,1, . . . , ei,d)
T : i = 1, . . . ,n},
y siendo fˆe (i,k) la PDF estimada de los errores y Fˆe, (i,k) su respec-
1 El Brier Score mide la desviación cuadrática media entre las probabilidades pre-
dichas de un conjunto de eventos y sus observaciones. Una puntuación más baja
representa una mayor precisión del modelo.
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Figura 4.7: Algunas de las posibles formas que puede adquirir el histograma
PIT.
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tiva CDF (para cada horizonte de predicción k = 1, . . . ,d), el valor
promedio del CRPS se calcula de la siguiente forma:
CRPSk =
1
n
n∑
i=1
∫ ∞
−∞
(
Fˆe (i,k)(x) −H(x, ei,k)
)2
dx (4.7)
Donde H es la función escalón de Heaviside:
H(x, ei,k) =
0, x < ei,k
1, x > ei,k
(4.8)
En lo sucesivo, cuando se utilice el CRPS para evaluar las margina-
les, se presentará el valor promedio de las observaciones por cada
horizonte de predicción.
En la figura 4.8a se muestra un ejemplo de una PDF estimada para
el error en la predicción, fˆe,k, donde el valor del error observado es
de e = −0,05 pu. En la figura 4.8b se muestra la respectiva CDF esti-
mada del mismos ejemplo, Fˆe,k. El área entre el error observado y la
CDF estimada (mostrada por las dos flechas), es el valor que entrega
la expresión (4.7) para una sola observación. Sí el modelo estimado
representara perfectamente la variable se obtendría un valor cero. Pa-
ra el caso particular de estimar la distribución de los errores de la
predicción, no se podría tener un CRPS igual a cero, ya que se depen-
de de la herramienta de previsión. El CRPS se utilizará para comprar
diferentes modelos de la función marginal del error.
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D I S T R I B U C I Ó N B E TA C O M O F U N C I Ó N D E
D E N S I D A D
Resumen
La distribución beta, según la literatura, se ha utilizado para modelar
la incertidumbre de la producción eólica. Con el objetivo de validar
el modelo, en este capítulo se utilizarán los datos de un parque eóli-
co para estimar los parámetros de la distribución beta, y así modelar
la incertidumbre de la producción eólica. Para hacer el modelo más
robusto, se exploran alternativas diferentes a las empleadas en la li-
teratura especializada para estimar los parámetros de la distribución
beta. Finalmente el modelo es evaluado utilizando datos reales de un
parque eólico.
5.1 introducción
En este capítulo se presenta un método paramétrico para modelar la
incertidumbre producción eólica utilizando la distribución beta. La
idea principal del modelo es presentada en [9] y adaptada en [7, 50],
donde son introducidos cambios a la propuesta inicial. Otros autores
han utilizado aproximaciones semejantes para modelar la producción
eólica, entre ellos [10, 31, 43, 96].
Comparando la distribución beta, por ejemplo, con la distribución
normal utilizada por algunos autores [18, 75], ésta resulta mucho más
adecuada para representar la incertidumbre de la producción eóli-
ca, ya que la distribución beta está acotada entre [0, 1], tal como la
producción eólica, por lo que puede ser utilizada directamente, sin
necesidad de ser adaptada o escalada. Su comportamiento está condi-
cionado por dos parámetros que pueden ser estimados del conjunto
de datos de entrenamiento.
En este capítulo se pretende modelar la incertidumbre de la pro-
ducción eólica mediante la distribución beta. Una vez obtenidas las
funciones marginales univariantes, se podrá simular, a través de éstas
y de las funciones cópula, el comportamiento de la producción eólica.
Adicionalmente, para hacer el modelo más robusto, se exploran alter-
nativas a las encontradas en la literatura especializada para estimar
los parámetros.
Como se dijo antes, se utilizarán los datos del caso de estudio des-
critos en la sección 4.2. Con el conjunto de datos de entrenamiento se
obtendrán los parámetros del modelo, y con el conjunto de datos de
evaluación se verificará el modelo.
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Primero se definirán algunos conceptos sobre la distribución beta
necesarios para comprender el modelo de la producción eólica.
5.2 definición de la distribución beta
En la teoría de la probabilidad y la estadística, la distribución beta,
que pertenece a la familia de las distribuciones continuas, es definida
en el intervalo (0; 1) y parametrizada por dos números positivos que
generalmente son denotados por a y b, y cuya PDF es la siguiente:
f(x;a,b) =
1
B(a,b)
xa−1(1− x)b−1 (5.1)
Donde B es la función beta:
B(a,b) =
∫1
0
xa−1(1− x)b−1 dx (5.2)
El valor esperado y la varianza de una variable aleatoria X con
distribución beta es:
E(X) =
a
a+ b
(5.3)
Var(X) =
ab
(a+ b)2(a+ b+ 1)
(5.4)
La distribución beta está condicionada por a y b. Estos parámetros
condicionan la forma de la PDF, un ejemplo de esto se puede ver en
la figura 5.1. Para modelar la producción eólica, son útiles todas las
distribuciones beta, menos aquellas que son cóncavas hacia arriba.
Por esta razón se deberá evitar estimar parámetros que generen PDF
inadecuadas para modelar la incertidumbre de la producción eólica.
La figura 5.2 muestra ejemplos de la incertidumbre de la produc-
ción eólica, siendo modelada por la distribución beta. Para estos ejem-
plos han sido dibujadas diferentes curvas, y cada una de ellas fue con-
dicionada al nivel de potencia prevista y a la varianza de los errores.
Los valores y parámetros son listados en la tabla 5.1. En la sección
5.3 se explicará cómo estimar los parámetros a partir de los datos del
conjunto de entrenamiento.
Sea fˆp,k la PDF estimada para modelar la incertidumbre de la pro-
ducción eólica, en este caso, utilizando la distribución beta. Entonces,
según la ecuación (4.1), se puede definir el modelo de los errores de
la predicción de la siguiente forma:
fˆe,k = fˆp,k − pˆt+k|t (5.5)
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Figura 5.1: Diferentes formas que puede tomar la PDF de la distribución beta.
En la figura 5.3 son mostradas sólo tres curvas, para evitar que se
solaparan las líneas, de la PDF de los errores utilizando la distribución
beta. Igual que para el caso anterior, cada una de las curvas está con-
dicionada al nivel de potencia prevista y a la varianza de los errores.
Los valores y parámetros son presentados en la tabla 5.1.
A continuación se presenta un método para estimar los parámetros
de la distribución beta utilizando los errores en la predicción. Tal y
como fue descrito en el capítulo 4, el modelo considera el nivel de
potencia prevista y el horizonte de predicción.
Los parámetros estimados de la distribución beta se denominarán
aˆ y bˆ.
5.3 estimación de los parámetros
Los parámetros que condicionan la distribución beta, aˆt,k y bˆt,k, pue-
den ser definidos en función de la media y la varianza estimada, µˆt,k
y σˆ2t,k respectivamente, como es mostrado en las ecuaciones (5.6) y
(5.7).
aˆt,k = µˆt,k
(
µˆt,k (1− µˆt,k)
σˆ2t,k
− 1
)
∀ k (5.6)
bˆt,k = (1− µˆt,k)
(
µˆt,k (1− µˆt,k)
σˆ2t,k
− 1
)
∀ k (5.7)
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Figura 5.2: Ejemplo de la incertidumbre de la producción eólica usando la
distribución beta. En este caso cada una de las distribuciones ha
sido condicionada al nivel de potencia prevista y a la varianza
de los errores, tabla 5.1.
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Tabla 5.1: Parámetros de la distribución beta utilizados en las figuras 5.2 y
5.3.
Número PDF pˆpu σ2 a b
1 0, 1 1, 4× 10−3 6, 3 57, 0
2 0, 2 3, 5× 10−3 8, 9 35, 8
3 0, 3 6, 0× 10−3 10, 2 23, 8
4 0, 4 7, 0× 10−3 13, 3 20, 0
5 0, 5 8, 0× 10−3 15, 1 15, 1
6 0, 6 7, 5× 10−3 18, 6 12, 4
7 0, 7 6, 4× 10−3 22, 3 9, 5
8 0, 8 5, 5× 10−3 22, 5 5, 6
9 0, 9 4, 0× 10−3 19, 4 2, 2
El valor medio se considera como la esperanza de la producción
futura, µˆt,k = pˆt+k|t, [9, 31]. De esta forma se introduce en el modelo
el valor de la potencia prevista y el horizonte de predicción.
Para estimar la varianza se presentarán diferentes opciones, con
el objetivo de comparar varios modelos para la función marginal de
los errores de predicción. La evaluación será presentada al final del
capitulo.
5.4 varianza de los errores en la predicción
La estimación de la varianza es determinante para el modelo de la
distribución beta [7] y, según el análisis del capítulo 4, está condicio-
nada al nivel de potencia prevista y al horizonte, por tanto σˆ2t,k =
σ2(k, pˆt+k|t).
A continuación se presentan diferentes formas de estimar el valor
de la varianza de los errores, ya que es un parámetro determinan-
te para el modelo de incertidumbre de los errores en la predicción
utilizando la distribución beta.
5.4.1 Regresión polinómica por intervalos
Como primera aproximación se presenta el método utilizado por
[7, 43], donde la varianza de la distribución es estimada, para cada
horizonte k, como un polinomio de cuarto orden en función de la po-
tencia prevista, σˆ2t,k = σ
2(k, pˆt+k|t). Este polinomio es estimado por
medio de la técnica de los mínimos cuadrados, usando los datos de
entrenamiento descritos en la sección 4.2.
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Figura 5.4: Ejemplo del polinomio de cuarto orden estimado para la varian-
za de los errores en función de la potencia prevista y el horizonte
de predicción. En este caso k = 15 h.
El conjunto de datos de entrenamiento es subdividido en intervalos
de 0,02 pu de acuerdo a la potencia prevista (el último intervalo es
más grande para asegurar que haya datos suficientes para el cálculo,
ya que el rango de operación del parque eólico usualmente no supera
el 80% de su capacidad nominal, [7, 43]). De este modo se tienen
subconjuntos de previsiones de potencia eólica con sus respectivos
errores de la predicción. Para cada uno de los intervalos se calcula
la varianza de los errores de la predicción y, finalmente, se estima el
polinomio de cuarto orden que se ajusta a los datos por medio de la
técnica de mínimos cuadrados. Este procedimiento es desarrollado y
aplicado en [7, 43]. Un ejemplo de los resultados obtenidos se puede
ver en la figura 5.4, para un horizonte de predicción k = 15 h. En esta
figura se muestran los valores calculados de la varianza de los erro-
res en cada intervalo, representados como un círculo. El polinomio
estimado por medio de la técnica de mínimos cuadrados es dibujado
como la línea continua sobre los círculos. La línea continua horizontal,
marca el cero en el eje de las ordenadas.
Para los otros horizontes el modelo es obtenido de igual forma: es-
timando el polinomio de cuarto orden que se acerca más a la varianza
de los errores de todos los intervalos.
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En los resultados se encontró que la función estimada tomaba va-
lores negativos para predicciones bajas, lo cual no es correcto según
la definición de la varianza. Un ejemplo de esto se puede observar
en la figura 5.5a, donde el horizonte de predicción es k = 22 h. Para
solucionar este problema se estimó de igual forma la desviación es-
tándar. Por tanto, se calculó la desviación estándar de cada intervalo
y se estimó el polinomio de cuarto orden que se ajusta mejor a todos
los puntos. En el caso de los errores de la predicción, la desviación
estándar tiene una magnitud mayor comparada con la varianza, el
nuevo polinomio estimado no toma valores negativos en los extre-
mos. Un ejemplo se puede ver en la figura 5.5b, donde se solucionó
el problema específico mostrado en la figura 5.5a.
El método utilizado por [7, 43], donde se estima la varianza o la
desviación por medio del método de mínimos cuadrados, no garanti-
za, para todos los horizontes, que el polinomio de cuarto orden tome
valores positivos.
Otro inconveniente de este tipo de modelo es que la estimación
agrupa las observaciones por intervalos y no considera el número de
datos dentro de cada intervalo. Por ejemplo, para predicciones bajas
hay una gran concentración de observaciones, pero para predicciones
altas hay pocas, tal como se ve en las figuras 4.3a y 4.4a. El problema
radica en que los intervalos no tienen el mismo número de obser-
vaciones, pero la varianza o desviación estándar calculada por cada
intervalo influye de igual forma en el polinomio estimado por medio
del método de mínimos cuadrados.
Para que cada observación influya de igual manera en el modelo
resultante, a continuación se estimará la varianza de los datos direc-
tamente, sin realizar cálculos parciales en intervalos, como se hizo
antes. De esta forma se busca garantizar que cada dato influya de
igual manera en el resultado final.
5.4.2 Regresión polinómica directamente de los datos para estimar la va-
rianza en los errores
Siendo una variable aleatoria X con media µ = E(X), se define la
varianza, Var(X), como:
Var(X) = E[(X− µ)2] (5.8)
= E[(X2 − 2Xµ+ µ2)] (5.9)
= E(X2) − 2µE(X) + µ2 (5.10)
= E(X2) − 2µ2 + µ2 (5.11)
= E(X2) − µ2 (5.12)
Para obtener el modelo de la varianza en los errores, se asume
que los errores de la predicción tienen media cero, µe = 0, [7]. Esta
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(a) Estimación de la varianza.
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(b) Estimación de la desviación estándar.
Figura 5.5: Ejemplo del polinomio de cuarto orden estimado para modelar
la varianza o la desviación estándar de los errores, k = 22 h.
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aproximación se acepta de forma común en este tipo de análisis, [23].
Por tanto, la varianza de los errores se puede expresar a partir de la
ecuación (5.12), como:
Var(et+k|t) = E(e
2
t+k|t) (5.13)
Siendo (xi,yi) un par de observaciones e i = 1, . . . ,n el número de
éstas. Se desea encontrar una función fˆ(xi) = yi + εi, tal que εi es
una perturbación aleatoria con media cero.
La función estimada fˆ, es aquella que obtiene el valor mínimo de
la siguiente expresión, [44]:
RMSE(fˆ) =
∑n
i=1 ε
2
i
n
(5.14)
donde:
εi = yi − fˆ(xi) (5.15)
Se busca estimar una función que consiga representar el compor-
tamiento de las observaciones. Por definición, [44], ningún modelo
estimado se ajusta perfectamente al comportamiento de una variable
aleatoria, ya que hay un error aleatorio asociado a cada observación,
εi. Por tanto, el modelo estimado se aproxima localmente al prome-
dio del valor que toma la variable aleatoria. Para el caso particular
del modelo de la varianza de los errores, si se estima la media local
de los errores al cuadrado se obtiene de forma indirecta el modelo de
la varianza y, por tanto, de la ecuación (5.13), se define la varianza de
la siguiente forma:
Var(et+k|t|pˆt+k|t) = E(e
2
t+k|t|pˆt+k|t) (5.16)
Así, es posible modelar la varianza de los errores de la predicción,
estimando un polinomio de cuarto orden por medio de la técnica
de mínimos cuadrados, que se ajusta a los errores al cuadrado. De
esta forma se puede estimar el modelo de la varianza asegurando
que cada observación influye de igual forma en la función que se
obtiene. Un ejemplo de esto se puede ver la figura 5.6, donde además
se presenta el modelo de la varianza descrito en la sección 5.4.1.
En la figura 5.6 se representa con una línea continua la estimación
propuesta anteriormente, donde se utilizan directamente las observa-
ciones; con una línea negra y círculos se representa el primer mode-
lo descrito, el cual se obtiene a partir de calcular la varianza de los
errores por intervalos. Adicionalmente son representadas dos técni-
cas que serán explicadas en la sección 5.4.3.
En la revisión de los resultados se comprobó que, para algunos ho-
rizontes, la función estimada de la varianza toma valores negativos
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para predicciones bajas, lo cual no es correcto según la definición de
la varianza. Este problema es relevante ya que el parque opera con
mucha frecuencia en este rango de producciones, por lo que no sería
adecuado aplicar una aproximación. Ya que los modelos presentados
anteriormente no garantizan una estimación fiable para la varianza
de los errores en la predicción, se considerará la estimación no para-
métrica mediante la regresión kernel, presentada a continuación.
5.4.3 Regresión kernel
La regresión kernel [44], en estadística, es considerada como una téc-
nica no paramétrica utilizada para estimar la esperanza condicionada
de una variable aleatoria. El objetivo es encontrar una relación no li-
neal entre Y (la variable dependiente) en términos de una variable
X (la variable independiente, explicativa o regresor), de la siguiente
forma:
Y = m(X), (5.17)
Donde m(·) es una función cualquiera que relaciona a Y con X,
determinada a partir del análisis empírico de las observaciones (con-
junto de datos de entrenamiento) utilizadas en la estimación.
Tal como se dijo antes, partiendo del principio de que ningún mo-
delo estimado se ajusta perfectamente a el comportamiento de una
variable aleatoria, pero sí se aproxima localmente al promedio del
valor que toma la variable, [44], se tiene que:
yi = m(xi) + εi ∀ i = 1, . . . ,n, (5.18)
E(Y|X = x) = m(x) (5.19)
La expresión Y = m(X) no tiene que ajustarse perfectamente a cada
observación i, que es afectada por una perturbación aleatoria εi. La
ecuación (5.19), se refiere a que la relación se ajusta al promedio de
las observaciones. El objetivo es que a partir de un conjunto finito de
observaciones (yi, xi), i = 1, . . . ,n, se estima un modelo, m(·), que se
ajusta a la esperanza condicional de una variable.
Por tanto, para cualquier regresión no paramétrica, la esperanza
condicionada de una variable Y respecto a una variable X, se escribe
como:
E(Y|X) = m(X) (5.20)
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La función estimada m̂, es el resultado de la regresión no para-
métrica conocida como el estimador Nadaraya-Watson [67, 101], y se
define como,[44]:
m̂h(x) =
1
n
n∑
i=1
Whi(x)Yi (5.21)
Esta función se puede ver como promedio ponderado de la varia-
ble respuesta, ya que el sumatorio de los pesos debe cumplir con
1
n
∑n
i=1Whi(x) = 1. Una descripción más detallada de la regresión
kernel puede ser encontrada en [44].
Entonces, para modelar la varianza de los errores de la predicción
de la ecuación (5.16) y (5.20), se tiene que:
Var(et+k|t|pˆt+k|t) = E(e
2
t+k|t|pˆt+k|t) = m̂(pˆt+k|t) (5.22)
Tomando los datos de entrenamiento (en este caso, las prediccio-
nes y los respectivos errores en la predicción), se estima la función
m̂(pˆt+k|t) para cada horizonte de predicción k.
En la figura 5.6, se presenta una comparación de la varianza de
los errores de la predicción eólica, estimada por medio de diferentes
técnicas para el horizonte de predicción k = 29 h.
Los modelos de la varianza obtenidos por medio de la regresión
kernel (para todos los horizontes), no toman valores negativos, ga-
rantizando de esta forma un resultado coherente para la varianza de
los errores de la predicción, respecto a los modelos presentados ante-
riormente.
En la figura 5.6, se ha dibujando el resultado obtenido por medio
de la regresión kernel (línea continua con puntos). Adicionalmente se
ha dibujado el resultado obtenido al incorporar una ponderación de
acuerdo a la antigüedad de las observaciones (línea discontinua). Una
explicación detallada sobre los pesos o ponderaciones se desarrollará
en la sección 6.3, donde también serán utilizados.
La regresión kernel tiene la capacidad de ajustar el modelo a los da-
tos, y esta adaptación es útil para modelar los fenómenos estacionales
de los errores. Adicionalmente es posible ponderar los datos por su
antigüedad o relevancia. Estos aspectos se describirán con más deta-
lle en la sección 6.3.1. Otra ventaja es la simple implementación del
algoritmo que facilita su extensión, bien sea introduciendo pesos al-
ternativos o diferentes parámetros de suavizado, [37].
Los resultados de los diferentes modelos son presentados en la fi-
gura 5.6. Se pueden apreciar diferencias considerables en la varianza
de los errores (sobre todo para valores bajos de la predicción eólica
pˆt+k|t < 0,1 pu) entre los modelos obtenidos mediante la técnica de
mínimos cuadrados y la regresión kernel. Para verificar qué mode-
lo conjunto (distribución beta más el modelo de la varianza de los
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Figura 5.6: Comparación de diferentes técnicas para estimar la varianza de
los errores en la predicción, k = 29 h.
errores) representa mejor la distribución marginal de los errores en
la predicción, se utilizará la técnica descrita en la sección 4.3.1 como
método de evaluación y comparación, presentada a continuación.
5.5 evaluación de la función de distribución
Los modelos conjuntos (distribución beta más el modelo de la varian-
za de los errores) son estimados a partir del conjunto de datos de
entrenamiento. Posteriormente, por cada predicción del conjunto de
datos de evaluación, pˆt+k|t, se obtiene el modelo de la función mar-
ginal para los errores en la predicción, donde Fˆ−1e es la inversa de la
CDF de los errores de la predicción. Una vez hecho esto, se convierte
cada uno de los errores de la predicción (et+k|t = pt+k − pˆt+k|t) al
dominio uniforme, utilizando la inversa de la función de distribución
de probabilidad, F−1e (et+k|t) = Ut+k|t.
En la figura 5.7 se presentan los resultados del histograma PIT de los
modelos, utilizando la distribución beta con los diferentes modelos
para la varianza de los errores.
Todos los histogramas PIT obtenidos a partir de la distribución be-
ta y mostrados en la figura 5.7 reflejan problemas en los modelos, ya
que no se aproximan a una distribución uniforme, tal como se explicó
en la sección 4.3.1 y figura 4.7. El RMSE del PIT y el CRPS no se calcu-
laron, ya que no aportaba información adicional a este resultado que
muestra claramente un problema en los modelos.
Al hacer un análisis de los resultados se observó que hay una gran
concentración de producciones nulas para predicciones con valores
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(c) Regresión kernel con ponderación por la antigüedad en
los datos.
Figura 5.7: Evaluación de la distribución beta, para diferentes técnicas de
estimación de la varianza.
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Figura 5.8: Evaluación de la distribución beta sin considerar las produccio-
nes nulas y sus respectivas predicciones. En este caso la varianza
fue obtenida por medio de la técnica de mínimos cuadrados.
bajos, pˆ 6 0,2. Para estos casos hay gran probabilidad de que la pro-
ducción sea nula y la PDF estimada no consiga replicar el comporta-
miento extremo. Estos datos se ven reflejados en la zona izquierda de
los histogramas PIT.
La concentración a la derecha de los histogramas PIT se podría jus-
tificar de forma análoga a la concentración de la izquierda, debida a
producciones iguales a la potencia nominal del parque. Sin embargo,
al revisar el datos de entrenamiento y evaluación no se encuentra un
número considerable de observaciones con esta magnitud.
Haciendo una evaluación adicional se obtuvo el histograma PIT, eli-
minando las producciones nulas y sus respectivas predicciones, tanto
del conjunto de datos de entrenamiento como de evaluación; el resul-
tado del histograma PIT es mucho más aproximado a una distribución
uniforme, figura 5.8. Con esto se explica que ambas concentraciones
se deben a las producciones nulas, ya que introducen sesgos en las
funciones marginales estimadas.
Uno de los inconvenientes de utilizar una función paramétrica es
su limitada capacidad de adaptación a los datos reales, por lo que el
modelo no es válido para todos los casos posibles. Como alternativa
a la distribución beta se estimará la función de densidad por medio
de una técnica no paramétrica. De esta forma se espera obtener una
función de densidad que se adapte a las características de los datos.
6
M O D E L O L O C A L D E L A F U N C I Ó N D E D E N S I D A D
P O R M E D I O D E F U N C I O N E S K E R N E L
Resumen
En este capítulo se presenta una técnica de modelado local para de-
terminar la función de densidad de probabilidad de la producción
eólica por medio de funciones kernel. El objetivo es tener un méto-
do alternativo a la distribución beta, que tiene limitaciones por ser
una función paramétrica. Así, se busca una técnica no paramétrica
que modele mejor el comportamiento de los errores de la producción.
Finalmente el modelo es validado utilizando datos reales de produc-
ción eólica.
6.1 introducción
En estadística, la estimación de la función marginal de una variable
aleatoria, mediante las funciones kernel, es clasificada como una téc-
nica no paramétrica para obtener la PDF. Es decir, no supone ninguna
hipótesis sobre la distribución que representaría los datos, sino que
se estima la forma de la función del análisis empírico de los datos de
entrenamiento.
La estimación no paramétrica de la PDF, mediante las funciones
kernel, es considerada una técnica de suavizado, más conocida en
inglés como Kernel Density Estimation (KDE). Para un modelo local,
se parte de una ventana de datos de la forma [pˆt+k|t−δ1, pˆt+k|t+δ2],
donde el parámetro δ = δ1 + δ2 es llamado «ancho de la ventana
de datos». Éste determina el intervalo de los datos utilizados para
el modelo local. Los datos seleccionados, {pˆt+k|t,j : j = 1, . . . ,n}, se
utilizan para calcular la PDF del modelo local en función del valor
seleccionado pˆt+k|t,s. Un esquema de esta formulación se puede ver
en la figura 6.1, donde los datos seleccionados están sobre el área
sombreada.
Según los resultados presentados en [37], con un 20% de los datos
más cercanos a pˆt+k|t,s, se obtiene una estimación fiable de la PDF.
Por tanto, el ancho de la ventana de datos se determina de acuerdo
a la cantidad de datos disponibles en el conjunto de entrenamien-
to. Según [37] se tomará un 20% de los datos más cercanos al valor
pˆt+k|t,s, y por esta razón la magnitud de δ dependerá de la concen-
tración de los datos. Para valores bajos de la predicción el parámetro
δ será menor, comparado con la magnitud que tomará para valores
altos. Tomando un 20% de los datos de entrenamiento, para un mo-
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Figura 6.1: Ejemplo de los valores seleccionados según el ancho de la venta-
na de datos.
delo local, se garantiza que él método tiene los datos necesarios para
estimar una PDF fiable en todo el rango de valores posibles que toma
la predicción.
6.2 modelo local de la pdf por medio de funciones ker-
nel
Sea (x1, x2, . . . , xn) una serie de observaciones de una variable aleato-
ria, con una PDF desconocida f. Para estimar la forma de esta función
en torno al punto x, por medio de KDE, se utiliza la siguiente expre-
sión:
fˆ(x) =
1
nh
n∑
j=1
K
(x− xj
h
)
=
1
nh
n∑
j=1
K(uj) (6.1)
Donde K(·) es una función kernel que otorga pesos o pondera, y
h > 0 es el parámetro de suavizado, también llamado «ancho de
banda». En [44] se encuentra una explicación más detallada de la
estimación de la densidad por medio de las funciones kernel.
Para el caso particular de estimar la PDF de los errores de la predic-
ción, fˆe,k, por medio de KDE. La distancia relativa, uj, de cada uno
de los datos de entrenamiento seleccionados en la ventana de datos,
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{pˆt+k|t,j : j = 1, . . . ,n}, respecto al punto donde se busca el modelo
local, pˆt+k|t,s, se mide usando la siguiente expresión:
uj =
pˆt+k|t,j − pˆt+k|t,s
h
∀ j (6.2)
Hay diferentes formas de calcular el parámetro de suavizado, [44],
pero suponen realizar hipótesis sobre la función a estimar, lo cual
es un inconveniente a priori. En [37], se estima la PDF por medio de
aplicar KDE a un conjunto de datos reales, donde solo se varía el valor
del parámetro de suavizado. En las pruebas realizadas se demostró
que la regla de Silverman, [44], se aproxima en la mayoría de los casos
al valor que obtenía la mejor evaluación. Por tanto, de forma práctica
se utiliza la regla de Silverman, expresada de la siguiente forma:
hˆ = 1,06 mı´n
{
σˆX,
R
1,34
}
n−1/5 (6.3)
Donde R = Q3 −Q1 = X75% − X25%, llamado «rango intercuartíli-
co» (Q1 y Q3 son los cuartiles primero y tercero respectivamente), σˆX
es la desviación estándar de la muestra, y n es el número de elemen-
tos en la muestra, tomados de la ventana de datos, figura 6.1.
6.2.1 Funciones kernel
Las funciones kernel son un método de ponderación o peso, utiliza-
das en técnicas de estimación no paramétrica. Estas funciones son
usadas para estimar la PDF correspondiente de una variable aleatoria
KDE; o en regresiones kernel, para estimar la esperanza condicional
de una variable aleatoria.
Una función kernel K(·), debe garantizar que la función estimada fˆ
corresponde a la PDF de la muestra analizada, por lo que debe cumplir
la siguiente expresión:
∫+∞
−∞ K(u)du = 1 (6.4)
Que a efectos prácticos, ya que se trata de observaciones, quedaría
de la siguiente forma:
n∑
j=1
K(uj) = 1 (6.5)
Además, para todas las observaciones de la muestra y sus respecti-
vas distancias relativas se debe cumplir que K(−uj) = K(uj).
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En la figura 6.2 son dibujadas algunas funciones kernel. A conti-
nuación se presentan sus respectivas formulaciones.
Epanechnikov K(uj) =
0 Si |uj| > 13
4(1− u
2
j )
2 Si |uj| 6 1
(6.6)
Gaussiana K(uj) =
0 Si |uj| > 11√
2pi
e−
1
2u
2
j Si |uj| 6 1
(6.7)
Cuártica K(uj) =
0 Si |uj| > 115
16(1− u
2
j )
2 Si |uj| 6 1
(6.8)
Triangular K(uj) =
0 Si |uj| > 1
(1− |uj|) Si |uj| 6 1
(6.9)
Tri-cúbica K(uj) =
0 Si |uj| > 170
81(1− |uj|
3)3 Si |uj| 6 1
(6.10)
Tri-ponderada K(uj) =
0 Si |uj| > 135
32(1− u
2
j )
3 Si |uj| 6 1
(6.11)
Uniforme K(uj) =
0 Si |uj| > 11
2 Si |uj| 6 1
(6.12)
Coseno K(uj) =
0 Si |uj| > 1pi
4 cos
(
pi
2uj
)
Si |uj| 6 1
(6.13)
En [44] y [37], a partir de un análisis matemático y de una serie
de cálculos numéricos, se concluye que a efectos prácticos, la elección
de la función kernel es irrelevante para la fiabilidad de la estimación.
Un ejemplo de esto se puede ver en la figura 6.3, donde se genera-
ron 10000 números aleatorios a partir de la distribución beta, con los
parámetros a = 2 y b = 5, y posteriormente se estimó la función de
densidad mediante KDE utilizando diferentes funciones kernel. Las
curvas estimadas se sobreponen casi en su totalidad y solo hay dife-
rencias menores, lo cual confirma la conclusión de los autores.
Por tanto se utilizará la función triangular por su simple implemen-
tación, además de que asigna valores nulos a todas las observaciones
donde |uj| > 1, lo que, a efectos de la implementación, hace más
rápido el algoritmo.
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Figura 6.2: Funciones kernel.
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Figura 6.3: Estimación de la PDF usando diferentes funciones kernel. Fun-
ción teórica: distribución beta, con los parámetros a = 2 y b = 5.
6.3 funciones de ponderación
Además de las funciones kernel (que son funciones de ponderación
para obtener la estimación de la PDF o de la regresión) se utilizan
funciones de ponderación para dar relevancia a los datos históricos
o de entrenamiento. Esta ponderación tiene como objetivo modelar
fenómenos estacionales o dar más relevancia a los datos históricos
que pueden describir mejor el fenómeno futuro.
6.3.1 Ponderación por antigüedad
La forma de la PDF puede variar a medida que llegan nuevos valores
al modelo, sea por condiciones estacionales, porque varía la propia in-
certidumbre de las variables de entrada, por cambios en la precisión
del modelo de predicción de potencia, por la instalación de nuevos
parques eólicos en la región o por la sustitución de aerogeneradores
en algún parque. En cualquiera de los casos, esto implicará variacio-
nes en la forma de la PDF.
La ponderación por antigüedad da un nivel de adaptabilidad a la
función estimada. Por tanto, se dará más peso o relevancia a las ob-
servaciones más recientes. Por esta razón se incluye una ponderación
en función de su antigüedad, donde τ = 1 representa la observación
más reciente, y τ = n la observación más antigua. El parámetro λ es
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Figura 6.4: Ejemplos de la ponderación de una observación según el factor
de olvido.
conocido como «factor de olvido», y de este valor depende la relevan-
cia de la observación de acuerdo a la expresión λτ,j. En la figura 6.4
se dibujan algunos ejemplos. Para asegurar que la nueva estimación
cumple lo expresado en la ecuación (6.4), los pesos son escalados para
cada una de las observaciones de los datos seleccionados del modelo
local, donde j = 1, . . . ,n.
Wτ,j =
λτ,j∑n
l=1 λ
τ,l ∀ j (6.14)
Entonces la estimación de la PDF, considerando una ponderación
por antigüedad, quedaría de la siguiente forma:
fˆ(x) =
1
nh
n∑
j=1
Wτ,jK(uj) (6.15)
En la figura 6.4 se relaciona el factor de olvido y la antigüedad de
la observación respecto a la ponderación que se asignaría a una ob-
servación concreta. Por ejemplo, un factor de olvido λ = 1 haría que
todas las observaciones tuvieran la misma ponderación, y a medida
que λ disminuye, las observaciones más antiguas pierden relevancia
respecto a las más actuales, [37, 89].
6.3.2 Ponderación según el valor de la predicción
Para tener en cuenta el nivel de potencia prevista, se añade una pon-
deración Wpˆ que hace más relevantes los datos históricos cercanos al
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Figura 6.5: Ponderación según la distancia relativa.
valor previsto. De forma similar a la distancia relativa de las observa-
ciones, descrita en la ecuación (6.2), se determinan las ponderaciones
utilizando nuevamente una función kernel, quedando de la siguiente
forma:
Wpˆ,j =
K(upˆ,j)∑n
l=1 K(upˆ,l)
(6.16)
Donde:
upˆ,j =
pˆt+k|t,j − pˆt+k|t,s
δ/2
(6.17)
Según (6.2), una observación con una distancia relativa igual a ce-
ro obtendría la máxima relevancia según la ponderación. A medida
que la distancia relativa se hace mayor, la ponderación disminuiría,
haciendo que la observación influya menos en la estimación del mo-
delo. En la figura 6.5 se muestra un esquema de esta formulación.
De forma semejante a el procedimiento de las funciones kernel,
presentado en la figura 6.1, las observaciones que están por fuera de
la ventana de datos no serán consideradas en los cálculos.
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Figura 6.6: Evaluación de la función de distribución estimada mediante fun-
ciones kernel.
Finalmente, la estimación de la PDF, considerando una ponderación
por antigüedad y por el valor de la potencia prevista, quedaría de la
siguiente forma:
fˆ(x) =
1
nh
n∑
j=1
Wτ,jWpˆ,jK(uj) (6.18)
6.4 evaluación de la función de distribución
A partir de la ecuación (6.15) se estima el modelo local de los errores
en la predicción eólica. Se ajusta el factor de olvido a λ = 0,999, que es
un valor comúnmente utilizado para este tipo de cálculos, [88]. Según
[37], se toma un 20% de las observaciones del conjunto de datos de
entrenamiento (en este caso, predicciones y sus respectivos errores)
más cercanas al punto escogido para el modelo local.
Por cada predicción del conjunto de datos de evaluación, pˆt+k|t,
se obtiene el modelo de la función marginal para los errores en la
predicción, donde Fˆ−1e es la inversa de la CDF de los errores de la
predicción. Una vez hecho esto, se convierte cada uno de los erro-
res de la predicción, et+k|t = pt+k − pˆt+k|t, al dominio uniforme
utilizando la inversa de la función de distribución de probabilidad,
F−1e (et+k|t) = Ut+k|t.
En la figura 6.6 se presentan los resultados del histograma PIT de la
distribución estimada mediante las funciones kernel. El RMSE del PIT
y el CRPS no se calcularon, ya que no aportaban información adicional
a este resultado, que muestra claramente un problema en el modelo.
Al igual que los histogramas PIT de la distribución beta mostrados
en la figura 5.7, se aprecia un problema en el modelo en la figura 6.6.
Sin embargo, hay una clara diferencia, ya que solo tiene una concen-
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tración a la izquierda, debida a la considerable cantidad de produccio-
nes nulas para predicciones con valores bajos, pˆ 6 0,2. Para modelar
los errores en la predicción hay que considerar las producciones nu-
las de una forma explicita, puesto que los modelos de la distribución
beta y la estimación con funciones kernel no consiguen modelar de
forma general el comportamiento de los errores.
La regresión logística que se presenta en el capítulo siguiente tiene
el objetivo de explicar los errores debidos a las producciones nulas
como una variable de respuesta cualitativa. Modelando de forma in-
dependiente los errores debidos a las producciones nulas se pretende
realizar un modelo conjunto que logre describir el comportamiento
de los errores en la predicción.
7
R E G R E S I Ó N L O G Í S T I C A PA R A M O D E L A R E L
E R R O R E N L A P R E D I C C I Ó N , C U A N D O L A
P R O D U C C I Ó N E S N U L A
Resumen
Debido a la incapacidad de modelar correctamente los errores en la
predicción en el caso de las producciones nulas (utilizando la distri-
bución beta y la función de distribución estimada por medio de KDE),
se hace necesario considerar y modelar de forma independiente este
suceso particular para poder obtener un modelo fiable. Con la regre-
sión logística se pueden modelar los errores debidos a las produc-
ciones nulas como una variable de respuesta cualitativa en función
de la predicción. En este capítulo se presenta una breve explicación
sobre la regresión logística y cómo se aplicará para estimar la proba-
bilidad de que ocurra una producción nula. Una vez estimada esta
probabilidad se utilizará para reconstruir el modelo completo de los
errores en la predicción eólica, donde se considerará todo el interva-
lo posible. Finalmente el modelo se valida utilizando datos reales de
producción.
7.1 introducción
Los histogramas PIT de la distribución beta, mostrados en la figura
5.7, reflejan problemas en el modelo al no estar uniformemente distri-
buidos. Al hacer un análisis de los resultados, se determinó que hay
una concentración de producciones nulas que introduce errores en el
modelo, dando como resultado concentraciones en los extremos del
histograma PIT. Este problema ya sido tratado en la sección 5.5.
Algo semejante ocurre en los histogramas PIT para las distribucio-
nes estimadas con funciones kernel, figura 6.6. En este caso, es apre-
ciable una concentración a la izquierda del histograma PIT debida a
las producciones cero. Este problema ya sido tratado en la sección 6.4.
Para solucionar estos problemas se plantea una alternativa, ya que
este suceso no logra ser modelado por las funciones de densidad pro-
puestas en los capítulos anteriores. En [51], las producciones nulas
son modeladas como una discontinuidad y son introducidas como
una parte discreta en la distribución que modela la producción eóli-
ca. En este caso la probabilidad es calculada como la proporción de
producciones nulas, dada la potencia prevista.
El procedimiento propuesto en este capítulo propone dividir el mo-
delo en dos partes. La primera se encargará de modelar los errores
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de la predicción debidos a producciones mayores que cero, utilizando
las técnicas explicadas en el los capítulos 5 y 6. Y la segunda parte
se encargará de modelar los errores debidos a las producciones nulas
por medio de la regresión logística, que es un método mucho más
apropiado que una función de masa de probabilidad, presentada en
[51].
La regresión logística tiene como objetivo modelar la probabilidad
de un suceso cualitativo en función de otros factores explicativos que
puede ser continuos y/o discretos. El problema consiste en estimar la
probabilidad de que ocurra una producción nula. Entonces, usando
como variable explicativa el valor de la predicción a un horizonte de
tiempo determinado, se quiere estimar la probabilidad de que la pro-
ducción real sea igual a cero, P(pt+k = 0|pˆt+k|t). Una vez estimada
esta probabilidad, será utilizada para obtener la CDF que modele co-
rrectamente el comportamiento de los errores de la predicción eólica.
7.2 formulación
En la teoría de la probabilidad y la estadística, la regresión logística
(a veces llamada «modelo logístico» o «modelo logit») es un modelo
de regresión que se utiliza para estimar la probabilidad de ocurrencia
de una variable con respuesta cualitativa en función de un conjunto
de variables explicativas, que puede ser continuo y/o discreto.
En muchos problemas se desea explicar el comportamiento de un
fenómeno (variable respuesta) en función de un conjunto de entradas
(variables explicativas). La variable respuesta, Y, es cualitativa y to-
mará valores de Y = 1 si el suceso de interés ocurre, y Y = 0 en el
caso contrario. Para obtener el modelo se dispone de un conjunto de
variables explicativas denotadas por X = (X0,X1, . . . ,Xn).
El modelo logístico asume una relación suave entre el vector de
variables explicativas, Y, y la probabilidad de ocurrencia del suceso
de interés, P.
Pi =
1
1+ e−BTXi
(7.1)
con:
BTXi = B0 +B1X1,i +B2X2,i + · · ·+BnXn,i (7.2)
Donde B0 es la «intercepción», y B1,B2, . . . ,Bn son los «coeficien-
tes de la regresión» de X1,i,X2,i, . . . ,Xn,i respectivamente.
Una vez se tiene el vector de variables respuesta Y y el vector o
matriz con las variables explicativas X, se estiman los coeficientes de
la regresión Bˆ por medio del método de máxima verosimilitud (ML).
Una explicación más detallada de la regresión logística y de cómo
estimar sus coeficientes se puede encontrar en [73].
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7.2.1 Estimación de los coeficientes de la regresión
A partir del conjunto de datos de entrenamiento se calcula la variable
respuesta, que tomará valores de Y = 1 si la producción es nula,
pt+k = 0, y en el caso contrario, Y = 0, si la producción es mayor
que cero, pt+k > 0. Para estimar los modelos se ha considerado como
valor nulo a toda producción menor que 0,001 pu.
Como primera aproximación (modelo 1) para el vector de variables
explicativas se utilizó Xi = pˆt+k|t, y como segunda aproximación
(modelo 2) se tiene Xi =
(
pˆt+k|t, pˆ2t+k|t
)
.
Siguiendo el procedimiento para determinar los coeficientes de la
regresión Bˆ se aplica el método de máxima verosimilitud (ML), tal
como se propone en [73]. En la figura 7.1 se muestran los modelos
estimados para P(pt+k = 0|pˆt+k|t) a partir de las dos opciones pre-
sentadas para el vector de variables explicativas. En ambos ejemplos,
el modelo estimado es para el horizonte de predicción k = 20 h.
Para evaluar las dos opciones presentadas se utiliza una de las me-
didas más usuales para determinar el ajuste global de la regresión
logística, [73], llamado «coeficiente de determinación». Para el caso
particular de la regresión logística se define como:
R2 = 1−
L(Bˆ)
L(Bˆ0)
(7.3)
Donde el numerador es la desviación total (verosimilitud) del mo-
delo estimado, y el denominador, la desviación (verosimilitud) en el
modelo que incluye sólo la constante, [73]. Si el ajuste del modelo
estimado es perfecto, entonces R2 = 1; esto quiere decir que todas
las observaciones con Y = 1 obtienen una probabilidad del 100%, y
todas las observaciones con Y = 0 obtienen una probabilidad de 0%.
Entonces la desviación total del modelo es cero (L(Bˆ) = 0). Por el con-
trario, si las variables explicativas no influyen nada en la estimación
del modelo, la desviación con las variables explicativas será igual a la
desviación sin ellas; por tanto, L(Bˆ) = L(Bˆ0) y entonces R2 = 0.
En la figura 7.2 se muestra el resultando obtenido del modelo es-
timado con los datos de entrenamiento, y evaluado con el conjunto
de datos de evaluación. Se puede observar que el modelo 2 consigue
un mejor desempeño en todos los horizontes de predicción, ya que el
coeficiente de determinación toma un valor mayor que el modelo 1.
Por esta razón se utilizará el modelo 2 para realizar el modelo de los
errores en la predicción.
7.3 integración de los modelos
Del conjunto de datos de entrenamiento se toman las producciones
mayores que cero, pt+k > 0, con sus respectivas perdiciones. Con este
76 regresión logística para modelar el error en la predicción
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Prediccion
Pr
ob
ab
ilid
ad
(a) Modelo 1, Xi = pˆt+k|t.
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(b) Modelo 2, Xi =
(
pˆt+k|t, pˆ2t+k|t
)
.
Figura 7.1: Ejemplos de los modelos estimados para la probabilidad de las
producciones nulas usando la regresión logística, horizonte de
predicción k = 20 h.
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Figura 7.2: Evaluación de los modelos de la probabilidad de que ocurra una
predicción nula.
subconjunto de datos de entrenamiento son calculadas nuevamente
las funciones marginales de los errores de la predicción, descritas en
los capítulos 5 y 6. De esta forma, las nuevas funciones marginales
no son influenciadas por las producciones nulas. Un ejemplo de esto
se puede ver en la figura 7.3a. Estas funciones marginales estimadas
son escaladas respecto a su altura, de acuerdo con la probabilidad
estimada por medio de la regresión logística, tal y como se ve en la
figura 7.3b. El procedimiento consiste en escalar la altura de la fun-
ción marginal y desplazarla hacía arriba; el espacio resultante en la
parte inferior modela los errores en la predicción, debidos a las pro-
ducciones nulas, ya que se reserva una distancia proporcional a la
probabilidad de que éstas ocurran. En la parte superior son mode-
lados los errores de la predicción debidos a producciones mayores
que cero, usando las funciones marginales (descritas en los capítulos
5 y 6) que son estimadas con el subconjunto de datos entrenamiento,
donde no son consideradas las producciones nulas.
Con la CDF resultante es posible modelar los errores de la predic-
ción eólica en todo el intervalo posible, desde producciones nulas
hasta la potencia máxima del parque.
7.4 evaluación de la función de distribución
Por cada predicción del conjunto de datos de evaluación, pˆt+k|t, se
obtienen los modelos de la función marginal de los errores en la pre-
dicción eólica. En este caso se estimaron las distribuciones utilizando
la distribución beta con los dos modelos de varianza de los errores
(mínimos cuadrados y regresión kernel) y la distribución estimada
I:::!:: I 
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(a) Marginal para producciones mayores que cero.
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(b) Marginal para todo el intervalo de producciones.
Figura 7.3: Escalado de la función de distribución de probabilidad.
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Figura 7.4: Esquema de evaluación de la función de distribución con la re-
gresión logística.
mediante las funciones kernel. Estas funciones son estimadas utili-
zando el subconjunto de datos de entrenamiento donde no se consi-
deraron las producciones nulas.
Luego por cada predicción del conjunto de datos de evaluación se
estimó la probabilidad de que ocurriera una producción nula, utili-
zando el modelo de la regresión logística. Con el valor obtenido se
reconstruyeron las CDF, tal y como se muestra en la figura 7.3b.
Una vez hecho esto, se convierte cada uno de los errores de la pre-
dicción del conjunto de datos de evaluación (et+k|t = pt+k − pˆt+k|t)
al dominio uniforme, utilizando la inversa de la función de distri-
bución de probabilidad de los modelos presentados anteriormente
(F−1e (et+k|t) = Ut+k|t).
En la figura 7.6 se presentan los resultados del histograma PIT para
las diferentes funciones de distribución propuestas. Distribución beta:
donde la varianza se estima por medio de la regresión polinómica,
figura 7.6a; donde la varianza se estima usando una regresión kernel,
figura 7.6b. Luego se presenta el histograma PIT de la función de
distribución estimada, utilizando las funciones kernel, figura 7.6c.
Para evaluar la función de distribución se utiliza el RMSE del his-
tograma PIT, tal y como se describe en la sección 4.3. Los resultados
son presentados en la tabla 7.1, donde se puede apreciar que la distri-
bución estimada mediante funciones kernel es la que tiene un mejor
ajuste entre las opciones presentadas. Cabe recordar que en este tipo
de evaluación se están considerando todos los horizontes de predic-
ción al mismo tiempo. Para hacer una evaluación discriminando cada
horizonte y comparando los modelos entre si, se utiliza la técnica co-
nocida en inglés como Continuous Ranked Probability Score (CRPS),
[42].
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Figura 7.5: Comparación de los modelos propuestos para las funciones mar-
ginales, utilizando el criterio de evaluación CRPS.
El CRPS se calcula para evaluar y comparar los modelos presenta-
dos. La principal ventaja del CRPS es que es sensible a la forma de
la función de distribución (sección 4.3.2). Los resultados obtenidos a
través del CRPS se muestran en la figura 7.5. Con los resultados obte-
nidos se ratifica el desempeño de la distribución estimada mediante
funciones kernel, comparada con las dos versiones presentadas de la
distribución beta. Tal se explica en la sección 4.3.2, si el modelo es-
timado representara perfectamente la variable se obtendría un valor
cero. Esto quiere decir que cuanto más bajo sea el valor del CRPS, será
mejor el modelo que representa la variable.
Tabla 7.1: Resumen de la evaluación de las diferentes funciones de distribu-
ción propuestas.
Tipo de función de distribución RMSEPIT
Distribución beta, regresión polinómica 0,1088
Distribución beta, regresión kernel 0,1301
Distribución estimada mediante funciones kernel 0,0430
7.5 conclusiones
Dados los resultados de las evaluaciones presentadas, se utilizará la
función de distribución obtenida por medio de las funciones kernel y
la regresión logística.
El modelo utilizando de la distribución beta tiene problemas de
ajuste, pero éstos pueden deberse a errores en la estimación de los
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(a) Distribución beta, con la varianza estimada por medio
de la regresión polinómica.
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(b) Distribución beta, con la varianza estimada por medio
de la regresión kernel.
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(c) Función de distribución estimada mediante funciones
kernel.
Figura 7.6: Evaluación las funciones de distribución propuestas.
, 
,r-h--rll~ 
-- ~=--,~-,-;¡, .. " .. -
_._._._._._._._._._._._._.~=~.-Jr-~_ ;." 
-F -'-'-'-
82 regresión logística para modelar el error en la predicción
parámetros. Sin embargo, es una aproximación simple que puede ser
de interés para algunas aplicaciones en modelos regionales, por lo
que se considerará para trabajos futuros.
En el área del modelado de los errores de la predicción eólica, el
modelo conjunto mediante la regresión logística y una función de
distribución, paramétrica o no paramétrica, es un aporte claro de la
tesis, ya que no se ha encontrado literatura especializada donde se
utilice un método semejante al presentado aquí.
Otro aporte de la tesis es la posibilidad de simular los errores de
la predicción eólica para todo el intervalo de producción, desde pro-
ducciones nulas hasta la potencia máxima del parque, con la CDF
obtenida. En el capítulo 8 se explicará con más detalle el proceso de
simulación de las trayectorias posibles de producciones eólicas me-
diante las funciones cópula.
8
E S T I M A C I Ó N D E L A D E P E N D E N C I A D E L A
F U N C I Ó N C Ó P U L A N O R M A L
Resumen
En este capítulo se presentan diferentes opciones para calcular la es-
tructura de dependencia de la función cópula Normal. Además de
la estructura de dependencia estacionaria, son presentadas dos op-
ciones adaptativas para la estimación de este parámetro, siendo más
apropiado ya que considera el comportamiento estacional de la pro-
ducción eólica. Una vez estimada la estructura de dependencia de la
la cópula normal, son formulados los modelos temporal y temporal-
espacial para simular trayectorias de producción eólica.
8.1 introducción
La correlación lineal es usada comúnmente como medida de la de-
pendencia entre variables aleatorias. Sin embargo, no es una medida
general sobre la dependencia, sino que da una idea de la relación
lineal entre las variables aleatorias. La correlación lineal representa
correctamente la estructura de dependencia solo si el problema está
representado por una distribución elíptica, sea ésta la normal multi-
variante o la t-student multivariante, ya que la estructura de su de-
pendencia es lineal, [66].
El uso del coeficiente de correlación lineal como una medida ge-
neral de la dependencia, en problemas donde las variables aleatorias
tienen relaciones no lineales, puede llevar a conclusiones incorrectas.
Por esta razón son consideradas formas alternativas para calcular la
estructura de dependencia entre las variables aleatorias.
Cuando la dependencia es estimada en el dominio original de las
variables aleatorias, se deben utilizar los coeficientes de correlación
de Kendall o Spearman, denominados como Rank Correlation (RC).
La correlación de Kendall, τ, es una medida no paramétrica de
la dependencia estadística, y mide la relación que existe entre las
variables aleatorias. Sea (x1,y1), (x2,y2), . . . , (xn,yn) un conjunto de
observaciones de dos variables aleatorias X e Y, respectivamente, de
tal manera que todos los valores xi e yi son únicos. Para cualquier
par de observaciones (xi,yi) y (xj,yj) se dice que son concordantes
si xi > xj e yi > yj o si xi < xj e yi < yj. Son discordantes si xi > xj
e yi < yj o si xi < xj e yi > yj. Si xi = xj o yi = yj, la pareja no es
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concordante ni discordante. La correlación de Kendall se calcula de
la siguiente forma:
τ =
npc−npd
1
2n(n− 1)
(8.1)
Donde npc es el número de parejas concordantes y npd es el nú-
mero de parejas discordantes.
La correlación de Spearman, ρr, es una medida no paramétrica de
la dependencia estadística, y mide la relación que existe entre las
variables aleatorias X e Y, si estas pudieran ser explicadas por una
función monótona, creciente o decreciente.
ρr =
∑n
i (xi − x¯)(yi − y¯)√∑n
i (xi − x¯)
2
∑n
i (yi − y¯)
2
(8.2)
Los coeficientes de correlación de Spearman o Kendall son invarian-
tes frente a transformaciones estadísticas de las variables aleatorias.
Al usar el dominio uniforme de las variables aleatorias, se elimina
el efecto de las funciones marginales. Para variables aleatorias unifor-
memente distribuidas, la correlación lineal y la correlación de Spear-
man son iguales ρr = ρ, [71], por tanto, la medida de dependencia,
para un grupo de variables aleatorias (X1,X2, . . . ,Xd), con sus respec-
tivas función de distribución de probabilidad, Fi, se puede definir de
la siguiente forma:
ρr (X1,X2, . . . ,Xd) = ρ (F1(X1), F2(X2), . . . , Fd(Xd)) (8.3)
La correlación de Spearman es invariante frente a transformaciones
estadísticas de las variables aleatorias, [71], a partir de la ecuación
(8.3) se puede obtener la estructura de dependencia de la función
cópula Normal. Pero primero es necesario transformar las variables
aleatorias al dominio uniforme.
8.2 transformación al dominio uniforme
Tal y como se describe en la sección 4.2, los datos del caso de estudio
corresponden a un parque eólico, donde se busca construir un mode-
lo temporal para simular posibles trayectorias de producción eólica.
A partir del conjunto de datos de entrenamiento, se obtienen las
función de distribución de probabilidad de los errores para cada hori-
zonte de predicción, Fe,k. Utilizando estas funciones, se transforman
al dominio uniforme los errores de la predicción para cada horizonte,
et+k|t, pertenecientes al conjunto de datos de evaluación. Este nuevo
conjunto de datos se definen de la siguiente forma:
Ut = (U1, . . . ,Uh)T =
(
Fe,1(et+1|t), . . . , Fe,d(et+h|t)
)T (8.4)
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Donde la notación t+ k|t se refiere a las predicciones hechas para
la hora t+ k en la hora t, y k = [1, 2, . . . , h] se refiere al horizonte
de predicción.
El conjunto de datos de entrenamiento es utilizado para estimar
las funciones de densidad. Luego, el conjunto de datos de evaluación
es convertido al dominio uniforme, que se denomina como Ut. En
este caso se adoptó la forma de funcionamiento de una aplicación en
tiempo real, donde las nuevas observaciones de la potencia producida
pasan a formar parte del conjunto de datos de entrenamiento del
modelo.
Los métodos descritos en la sección 3.4 para estimar los parámetros
de las funciones cópula (entre ellos, la estructura de dependencia) se
orientan a modelos estacionarios, por esta razón son descartados y
se busca un método de estimación que permita ponderar los cambios
de la variable de entrada a medida que éstos se integran en los da-
tos de entrenamiento. El objetivo es que la estructura de dependencia
modele los fenómenos estacionales, las variaciones de la propia incer-
tidumbre de las variables de entrada, los cambios en la precisión del
modelo de predicción de potencia, la instalación de nuevos parques
eólicos en la región y la sustitución de aerogeneradores en algún par-
que. En cualquiera de los casos, esto implicará que la estructura de
dependencia debe ser actualizada y deberá ajustarse los cambios de
la variable de entrada.
8.3 cálculo estacionario
Como primera aproximación se presenta el cálculo estacionario para
la matriz de covarianza:
Σt = (UtU
T
t ) (8.5)
Esta opción tiene el defecto de no ser adaptativa frente a los datos
que alimentan el modelo. Cuando el conjunto de datos almacenados
o históricos es considerablemente grande, hay un escaso efecto de los
datos más recientes.
En otras palabras, la capacidad de adaptación es muy baja respecto
a la entrada de nuevas observaciones. Por esta razón no es posible
modelar correctamente la dinámica de la dependencia a medida que
llegan datos nuevos.
8.4 estimación recursiva con factor de olvido exponen-
cial
La formulación estacionaria es modificada para introducir un factor
de olvido (ecuación (8.6)) que pondera las observaciones más recien-
tes y les da la mayor relevancia; a medida que las observaciones se
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hacen antiguas respecto al presente, éstas pierden relevancia; en la
sección 6.3.1 es explicado este factor. En [72, 76] los autores utilizan
está aproximación para hacer una estimación adaptativa de la estruc-
tura de dependencia.
Σt = λΣt−1 + (1− λ)(UtU
T
t ) (8.6)
Donde λ es el factor de olvido en la estimación. El factor de olvido
puede tomar valores dentro del intervalo 0 < λ < 1, de modo que
un valor pequeño de λ hará que los datos más actuales tengan una
mayor influencia en el valor estimado. En el caso contrario, si el valor
de λ es cercano a 1, se asemejará a la formulación estacionaria, donde
todos los datos tienen la misma ponderación.
El problema de este tipo de formulación es que necesita un conjun-
to de datos de entrenamiento lo suficientemente grande para que el
valor final no se vea afectado por una inicialización inadecuada. En
[76] se sugiere inicializar Σ0 con la matriz identidad, lo cual podría
provocar una estimación incorrecta cuando se cuenta con pocos datos
en el conjunto de entrenamiento, ya que persistiría la influencia del
valor inicial. Otro inconveniente de este tipo de procedimientos es la
posibilidad de que que la matriz obtenida no sea semidefinida posi-
tiva y simétrica, que es un requisito para la matriz que representa la
estructura de dependencia en los modelos que utilizan la familia de
funciones cópula elípticas, [71].
8.5 estimación recursiva con media móvil ponderada
exponencialmente
El método de estimación recursiva de media móvil ponderada ex-
ponencialmente, conocido en inglés como Exponentially Weighted
Moving Average (EWMA), garantiza una correcta estimación, inclu-
so desde las primeras iteraciones, ya que cada observación puede ser
ponderada respecto a la cantidad de observaciones pasadas o que se
encuentran en el conjunto de datos de entrenamiento, [89, 106]. Otra
de las ventajas de este método es que no necesita ser inicializado,
por lo que se pueden tener estimaciones correctas desde las primeras
iteraciones.
En este caso el factor de olvido debe garantizar la correcta adap-
tación a los datos. La memoria asintótica tendrá que ser lo suficien-
temente pequeña como para detectar con adecuada rapidez los cam-
bios en la estructura de dependencia de los datos entrantes, y lo sufi-
cientemente elevada para evitar una gran variabilidad en los valores
estimados.
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Cada vez que en un instante t llega un nuevo vector Ut, la matriz
de covarianza se actualiza de la siguiente forma:
Σˆt|t−k =
Uˆt|t−k
Nt
, (8.7)
Donde:
Uˆt|t−k =
(
Ut|t−kU
T
t|t−k + λUˆt|t−k−1
)
(8.8)
Nt = 1+ λNt−1 (8.9)
La mayoría de aplicaciones utilizan un factor de olvido que típica-
mente se encuentra dentro del rango 0,995 6 λ 6 0,999, [37, 89].
8.6 estructura de dependencia para la cópula normal
En la figura 8.1 son presentados ejemplos del cálculo de las tres alter-
nativas para la estructura de la dependencia (matriz de covarianza)
para el caso de un modelo temporal de un parque eólico, donde se
obtiene la dependencia entre los diferentes horizontes. El factor de
olvido se ajusta a λ = 0,999, un valor utilizado para este tipo de apli-
caciones [37, 89, 106], tanto para la estimación con factor de olvido
exponencial como para la media móvil ponderada exponencialmen-
te.
Las estimaciones de la estructura de dependencia, utilizando un
factor de olvido y la EWMA, tienden a ser casi iguales cuando se han
procesado muchas observaciones, tal como se ve en las figuras 8.1b y
8.1b. Sin embargo, se utilizará la EWMA, ya que garantiza una correcta
estimación desde las primeras iteraciones.
8.7 modelo temporal
Un modelo temporal para un parque eólico se refiere a un modelo
multivariate que simulará el comportamiento de los errores en la pre-
dicción a futuro, y a su vez, también simulará las trayectorias posibles
de la producción eólica, en este caso utilizando la cópula normal.
Para construir el modelo con la cópula normal, se debe tener en el
instante t un conjunto de datos de entrenamiento, con el que se ob-
tienen las función de distribución de probabilidad univariantes por
cada horizonte de predicción Fk(et+k|t|pˆt+k|t) y la estructura de de-
pendencia Σt.
A continuación se describen los pasos necesarios para construir
el modelo temporal para un parque eólico por medio de la cópula
normal:
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(b) Factor de olvido exponencial.
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(c) Media móvil ponderada exponencialmente.
Figura 8.1: Matriz de covarianzas, diferentes técnicas de estimación.
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1. Datos de entrada para el modelo temporal de un parque eólico.
• Registros históricos de las producciones y predicciones a
diferentes horizontes temporales.
• Calculo de los errores en la predicción, ecuación (4.3).
2. Construcción del modelo basado en la cópula normal.
• Función marginal para los errores en la predicción.
– Modelo estimado pero medio de las funciones Kernel
y la regresión logística, para cada horizonte de predic-
ción, Fk(et+k|t|pˆt+k|t), capítulo 7.
• Estructura de dependencia para los errores en la predic-
ción, Σt.
– Conversión de los errores en la predicción al dominio
uniforme, ecuación (8.4).
– Calculo de la matriz de covarianza por medio del mé-
todo conocido como Exponentially Weighted Moving
Average (EWMA), ecuación (8.7).
8.7.1 Simulación de trayectorias
En el instante t se cuenta con un conjunto de datos de entrenamiento,
con el que ha sido obtenido el modelo temporal utilizando la cópula
normal. Además se cuenta con la predicción de la potencia eólica
futura, pˆt+h|t, para los horizontes k = 1, . . . , 38 horas (se toma como
referencia la regulación española, donde los agentes deben informar
al Operador del Mercado (OM) las estimación de la producción de un
día (24 horas) 14 horas antes, [5]). Como ejemplo, se simulan 10000
trayectorias de los posibles errores en la predicción, e(s)
t+k|t.
Las trayectorias simuladas de los errores en la predicción eólica
para el período futuro, p(s)
t+k|t, son obtenidas por medido de la cópula
normal.
e
(s)
t+k|t =
[
e
(s)
t+1|t, . . . , e
(s)
t+h|t
]
=
CΣt
(
F1(et+1|t|pˆt+1|t), . . . , Fh(et+h|t|pˆt+h|t)
)
(8.10)
Sumando la predicción a cada una de las posibles trayectorias si-
muladas se obtienen las posibles trayectorias de producción eólica.
p
(s)
t+k|t = e
(s)
t+k|t + pˆt+k|t =[
e
(s)
t+1|t + pˆ
(s)
t+1|t, . . . , e
(s)
t+h|t + pˆ
(s)
t+h|t
]
(8.11)
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Figura 8.2: Trayectorias simuladas de producción eólica, modelo temporal.
A continuación se describen los pasos necesarios para simular tra-
yectorias de producción eólica utilizando el modelo temporal para un
parque eólico construido por medio de la cópula normal:
1. Con el modelo temporal de un parque eólico, son simuladas las
trayectorias de los errores en la predicción eólica para el período
futuro, condicionadas a la potencia prevista pˆt+h|t, ecuación
(8.10).
2. Las trayectorias de producción eólica son obtenidas al sumar la
predicción a cada una de las trayectorias simuladas, ecuación
(8.11).
Con este conjunto de simulaciones es posible cuantificar la incer-
tidumbre de la producción. El método propuesto para obtener las
trayectorias simuladas es rápido (del orden de segundos), por lo que
para otro tipo de análisis el número de escenarios podría ser incre-
mentado. En la siguiente parte de la tesis serán utilizadas las tra-
yectorias simuladas para obtener la operación óptima de una central
hidroeléctrica reversible que cubre los desvíos en la producción de
un productor eólico.
Basados en las trayectorias simuladas, se calculan los intervalos de
la predicción y los posibles desvíos de energía. En la figura 8.2 son
dibujadas sólo treinta del total de las trayectorias simuladas, p(s)
t+k|t,
la predicción de la potencia eólica pˆt+k|t, y la producción real, pt+k.
Cada una de las trayectorias se modela de acuerdo a la estructura
de dependencia, donde cada punto de la trayectoria depende de sus
valores anteriores; además están condicionadas por el valor de la pre-
dicción pˆt+k|t y el horizonte k.
En la figura 8.3 se representan con bandas los intervalos de predic-
ción obtenidos a partir de todas las trayectorias simuladas. Adicional-
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Figura 8.3: Intervalos de predicción basados en la simulación de trayectorias,
modelo temporal.
mente se dibuja la previsión de potencia pˆt+h|t y la producción real
pt+k. Cada banda representa la probabilidad que tiene la producción
de potencia eólica futura de estar dentro de ésta. La banda de mayor
área corresponde al 90% y sobre ésta, conteniéndola, está la banda
del 80%, un poco más estrecha y oscura. Continúa de esta forma has-
ta llegar a la banda del 10%, la más estrecha y oscura de todas ellas.
Esto quiere decir que cuanto menor sea el área de la banda, menor se-
rá la probabilidad de que la producción de potencia eólica esté dentro
de ésta.
8.7.2 Desvíos de energía
Con las trayectorias simuladas es posible estimar los desvíos en tér-
minos de energía. A partir de esta información se puede obtener la
cantidad de energía necesaria para cubrir los desvíos entre el pro-
grama previsto de un parque eólico y la energía que es finalmente
generada. Cuando no se cuenta con una herramienta para estimar
esta información la cantidad de energía puede ser dimensionada o
calculada de forma heurística, con la intención de evitar problemas
en la operación o en el mercado. Sin embargo, estas medidas conser-
vadoras hacen que los recursos energéticos no sean aprovechados de
una forma adecuada y, en algunos casos, se desperdician.
Para estimar el desvío de energía respecto a la previsión, primero
se obtienen las magnitudes de los desvíos y la frecuencia con que es-
tos ocurren. Luego son estimados los desvíos como la integral de la
diferencia entre la predicción de la potencia eólica y cada uno de las
trayectorias simuladas (ecuación (8.12)). Para este cálculo son conside-
radas solamente las últimas 24 horas del horizonte simulado (k1 = 15
92 estimación de la dependencia de la función cópula normal
−15 −10 −5 0 5 10
0
200
400
600
800
1000
1200
Desvios de energia [pu]
Fr
ec
ue
nc
ia
Figura 8.4: Desvíos de energía para un período de 24h
y k2 = 38), tomando como referencia la regulación del mercado en
España, donde son realizadas las ofertas. La figura 8.4 muestra el his-
tograma con los posibles desvíos de energía. Con esta información es
posible estimar la cantidad de energía a reservar en función de las
trayectorias simuladas para un día de operación de un parque eólico.
E(s) =
∫k2
k1
(
p
(s)
t+k|t − pˆt+k|t
)
dk ∀ s (8.12)
Esta información será utilizada para obtener la operación óptima
de una central hidroeléctrica reversible que cubra los desvíos en la
producción de un productor eólico.
8.8 modelo espacial y temporal
La formulación del problema temporal de un parque eólico se extien-
de para modelar el comportamiento de varios parques situados en
una misma región, ya que su producción guarda dependencia debi-
do al viento.
Las trayectorias simuladas de producción de potencia eólica para
el período futuro, p(s,d)
t+h|t, son obtenidas usando la cópula normal, la
cual se representa de la siguiente forma:
p
(s,d)
t+k|t = e
(s,d)
t+k|t + pˆ
(d)
t+k|t =
CΣt(F
(1)
1 (et+1|t|pˆt+1|t), . . . , F
(1)
h (et+h|t|pˆt+h|t), . . . ,
F
(q)
1 (et+1|t|pˆt+1|t), . . . , F
(q)
h (et+h|t|pˆt+h|t)) + pˆ
(d)
t+k|t (8.13)
Donde el superíndice (s, d) se refiere a que son simulaciones y d =
[1, 2, . . . ,q] es el número del parque del modelo espacial-temporal.
A continuación se describen los pasos necesarios para construir el
modelo temporal-espacial de un grupo de parques eólicos por medio
de la cópula normal y la simulación de trayectorias de producción:
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1. Datos de entrada para el modelo temporal-espacial de un grupo
de parques eólicos.
• Registros históricos de las producciones y predicciones a
diferentes horizontes temporales de cada parque.
• Calculo de los errores en la predicción, ecuación (4.3).
2. Construcción del modelo basado en la cópula normal.
• Función marginal para los errores en la predicción.
– Modelo estimado pero medio de las funciones Kernel
y la regresión logística, para cada horizonte de predic-
ción y parque, F(d)k (et+k|t|pˆt+k|t), capítulo 7.
• Estructura de dependencia para los errores en la predic-
ción y cada parque, Σt.
– Conversión de los errores en la predicción al dominio
uniforme de cada parque, ecuación (8.4).
– Calculo de la matriz de covarianza por medio del mé-
todo conocido como Exponentially Weighted Moving
Average (EWMA), ecuación (8.7).
3. Simulación de trayectorias de producción futura.
• Con el modelo temporal-espacial de un grupo de parques
eólicos, son simuladas las trayectorias de los errores en la
predicción eólica para el período futuro, condicionadas a
la potencia prevista pˆ(d)
t+k|t.
• Las trayectorias de producción eólica son obtenidas al su-
mar la predicción a cada una de las trayectorias simuladas,
ecuación (8.13).
En la figura 8.5 se presenta un ejemplo de la estructura de depen-
dencia de dos parques eólicos, y se puede ver que es simplemente una
extensión del modelo temporal de uno de ellos. Tomando como refe-
rencia el modelo temporal de un parque, se unieron los datos de dos
parques para crear un conjunto donde las primeras [1, . . . ,h] colum-
nas corresponden a los datos de un parque para todos sus horizon-
tes; las siguientes [h+ 1, . . . , 2 ·h] columnas corresponden al segundo
parque. Este modelo puede ser ampliado para incluir más parques
añadiendo las columnas respectivas.
En este ejemplo los parques eólicos están separados una distancia
de 5,1 [km] y están situados en el noroeste de España. Los datos
de las predicciones y producciones son obtenidos con un sistema de
predicción a corto plazo. Esta herramienta obtiene la predicción por
medio de modelos estadísticos que utilizan como datos de entrada
predicciones meteorológicas de la velocidad y dirección del viento,
además de las telemedidas de potencia generadas del parque. Una
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Figura 8.5: Estructura de dependencia modelo espacial-temporal
descripción más detallada de los algoritmos de esta herramienta de
predicción se encuentra en [88, 90].
Para el modelo temporal-espacial se cuenta con 2812 medidas de
producción eólica y sus respectivas predicciones para cada uno de los
parques.
En la figura 8.6 son presentados sólo treinta del total de las tra-
yectorias simuladas para un ejemplo de un modelo espacial-temporal
de dos parques (p(s,d)
t+h|t), la predicción de la potencia eólica de cada
parque (pˆt+h|t) y la producción real de cada uno (pt+h). Cada tra-
yectoria se modela de acuerdo a la estructura de dependencia, donde
cada punto de una trayectoria depende de sus valores anteriores y es-
tá condicionado por el valor de la predicción pˆt+h|t y el horizonte k.
La diferencia del modelo temporal con el modelo espacial-temporal,
radica en la estimación de la estructura de dependencia, que relaciona
los errores de cada parque.
En la figura 8.7 encontramos los intervalos de predicción obtenidos
a partir de todos las trayectorias simuladas de cada parque (repre-
sentadas como bandas). Adicionalmente es dibujada la previsión de
potencia pˆt+h|t y la producción real pt+h.
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(b) Parque 2.
Figura 8.6: Trayectorias simuladas de producción eólica, modelo temporal-
espacial.
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(a) Parque 1.
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Figura 8.7: Intervalos de predicción basados en la simulación de trayectorias,
modelo temporal-espacial.
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8.9 conclusiones
El método presentado permite la estimación de los posibles errores
en la predicción de potencia eólica a través de trayectorias simuladas
por medio de la cópula normal.
La principal ventaja del método es que cada punto en las trayecto-
rias depende de los valores de los puntos previos y del valor de la pre-
dicción de la potencia eólica, recreando de esta forma la naturaleza
de la variable original. Esto hace posible modelar el comportamiento
no lineal y la asimetría de la producción de potencia eólica.
El cálculo de las trayectorias simuladas es muy prometedor, ya que
permite la obtención de los posibles desvíos de energía y los interva-
los de predicción, facilitando la comprensión del comportamiento de
la producción de la energía eólica y la relación con su predicción.
La información conseguida es útil para los centros de control de
energías renovables y para calcular el funcionamiento óptimo de los
sistemas con capacidad de almacenamiento, además de servir para
resolver otros problemas de la operación de sistemas eléctricos.
En la siguiente parte del documento son presentados dos tipos de
problemas en sistemas de energía eléctrica, donde se utilizan las tra-
yectorias simuladas y los intervalos de predicción.

Parte III
A P L I C A C I O N E S A S I S T E M A S E L É C T R I C O S
En esta parte de la tesis se presentan casos en los que se
busca mejorar la integración de la generación eólica, por
medio de la operación conjunta de centrales hidroeléctri-
cas reversibles. Los casos presentados se modelan como
problemas de optimización, donde la incertidumbre de la
predicción eólica es utilizada como dato de entrada en los
modelos.
En el primer caso, se presenta un problema de optimiza-
ción donde se busca maximizar los ingresos de un pro-
ductor eólico y reducir los desvíos en la producción me-
diante la operación conjunta con una central hidroeléctri-
ca reversible. Se analizan los costos y los ingresos de los
programas propuestos, al operar de forma independiente
y conjunta.
Finalmente se representan diversas medidas de compen-
sación por parte del Operador del Sistema, modeladas co-
mo problemas de optimización. En estos casos, el modelo
del sistema eléctrico es representado explícitamente y se
considera la generación de un grupo de parques eólicos.
Se analizarán los resultados para determinar los aspectos
positivos y negativos de las alternativas presentadas.
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O P E R A C I Ó N C O N J U N TA D E U N A C E N T R A L
H I D R O E L É C T R I C A R E V E R S I B L E Y U N PA R Q U E
E Ó L I C O
Resumen
En este capítulo se presenta y desarrolla una propuesta para el uso
del almacenamiento de energía por medio de una central hidroeléc-
trica reversible. El objetivo es maximizar los beneficios al mitigar los
desvíos de un productor eólico debido a los errores de la predicción
de la potencia eólica.
Primero se plantea un problema para obtener el programa óptimo
que maximiza los beneficios de una central hidroeléctrica reversible,
que funciona de forma independiente. Luego el problema original
es modificado para introducir los posibles desvíos de potencia y las
reservas necesarias de energía, para asegurar el cumplimiento del
programa del productor eólico que ha sido informado con antelación.
El programa resultante es puesto a prueba analizando la producción
real de la central.
Finalmente son calculados y analizados los ingresos de los progra-
mas propuestos para los agentes, al operar de forma independiente y
conjunta. Para este análisis son considerados diferentes perfiles típi-
cos de precios y producciones.
9.1 introducción
En el mercado español (ver descripción en el anexo A) los producto-
res eólicos con potencias instaladas superiores o iguales a los 10 MW
y menores a 50 MW, pueden realizar ofertas al mercado. Generalmen-
te, esta oferta se hace para el día siguiente, y debe ser en bloques
horarios (desde la hora 00:00 h hasta la hora 24:00 h). El mercado
cierra el plazo para la presentación de las ofertas a las 10:00 h del
día anterior, lo que agrega 14 horas de anticipación a las 24 horas de
programación. Debido a esto, los productores eólicos están expuestos
a tener errores en su programa ofertado.
Según [36], los errores pueden estar entre el 30-50% de la energía
ofertada, con respeto a la energía real al momento de despacharla.
Este error se reduce acudiendo a los mercados intradiarios, para re-
comprar o vender la energía, quedando entre el 15-25%. Finalmente,
los desvíos entre la energía programada y la energía entregada al
sistema son cubiertos a través de los mercados de reserva.
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La estrategia más común para un productor eólico es ofertar la
energía prevista para cada hora; este dato es obtenido por medio de
las herramientas de predicción de las que dispone. Sin embargo, si
contara con una central hidroeléctrica reversible asociada podría al-
macenar energía, llevandola a un embalse para luego producirla en
períodos donde se obtenga el máximo beneficio de cuerdo con la di-
ferencia entre los ingresos en el mercado y los costos variables. Este
concepto, llamado «central virtual» [14, 24, 77], tiene el objetivo de
maximizar los ingresos de forma conjunta en un entorno de merca-
do, minimizando los desvíos debidos a los errores en la predicciones
de potencia eólica. Para una central térmica, los costos variables de-
penden de los costos del combustible, operación y mantenimiento,
mientras que para una central hidroeléctrica reversible y un parque
eólico los costos son menores, ya que sus insumos son agua y viento.
Para este tipo de casos los costos variables son insignificantes. Final-
mente, el objetivo es maximizar los ingresos de la operación conjunta
en el mercado.
9.2 definición del problema
Para encontrar el programa de operación óptima conjunta de una
central hidroeléctrica reversible y un generador eólico se parte del
planteamiento individual de la operación de una central hidroeléctri-
ca reversible. Luego se modifica su programa original, con el objetivo
de cubrir los posibles desvíos del productor eólico y, de esta forma,
obtener un programa conjunto de operación. Esto significa realizar
una oferta conjunta al OM para el mercado diario. La oferta conjunta
solo es posible si ambos agentes, el productor eólico y la central hi-
droeléctrica reversible, están dentro del Régimen Especial del mercado
de electricidad español, regulado por el Real Decreto 661/2007 de 25
de mayo.
En el presente problema se analiza la programación futura a corto
plazo de la central hidroeléctrica reversible, por lo que se necesita
una estimación del precio futuro de la energía eléctrica. Para este
caso, se considera una predicción perfecta del precio de la energía
en el mercado, y como fuente de incertidumbre solo se introduce
la relativa a los errores en la predicción. La predicción perfecta del
precio no es posible; sin embargo, la predicción a corto plazo del
precio de la energía tiene una menor incertidumbre comparada con
la producción de potencia eólica, por lo que no se considerará en este
estudio [22, 36].
Los datos del parque eólico (predicción y producción eólica) que se
utilizan en este problema, son los mismos que fueron presentados en
el capítulo 4. Algunos casos que representan producciones típicas del
conjunto de datos de evaluación son seleccionados para el estudio.
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Teniendo como referencia la regulación española, los agentes pre-
sentan las ofertas al OM, que usualmente es el valor de la predicción
de la producción eólica de un día (24 horas), presentada 14 horas
antes [5]. Por esta razón en el planteamiento del problema de optimi-
zación solo se consideran las últimas 24 horas de programación, es
decir, el mercado diario. El mercado intradiario no se analiza en el
presente análisis.
Para los embalses de la central hidroeléctrica reversible se asume
que no hay aportaciones externas que sean considerables o que afec-
ten el nivel de los embalses. En el problema de optimización no se
modelan los costos debidos a las paradas y arranques de la central.
9.3 operación óptima de una central hidroeléctrica re-
versible
El objetivo de este problema es conseguir el programa óptimo que
maximice los ingresos de una central hidroeléctrica reversible que
opera de forma independiente, dada la predicción de los precios de la
energía para el día siguiente en el mercado diario. La central bombea
agua para almacenar energía en un embalse, en períodos donde el
precio de la energía en el mercado es bajo, y luego opera como un
generador hidráulico, descargando el agua almacenada en períodos
donde el precio de la energía es alto [18, 19, 49].
ma´x
n∑
i=1
(ciP¯Hi − cPiP¯Pi) (9.1)
sujeto a:
Ei+1 = Ei + t
(
ηPP¯Pi −
P¯Hi
ηH
)
(9.2)
E1 = E
esp
1 (9.3)
En+1 = E
esp
n+1 (9.4)
0 6 P¯Hi 6 PuH (9.5)
P¯Hi 6 ηH
Ei
t
(9.6)
0 6 P¯Pi 6 PuP (9.7)
0 6 Ei 6 Eu (9.8)
∀ i = 1, . . . ,n
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Donde:
P¯Hi Potencia programada, generación hidroeléctrica en
el período i. [pu]
P¯Pi Potencia programada, consumo bombeo en el perío-
do i. [pu]
ci Precio horario de la energía en el mercado diario en
el período i. [e/(pu·h)]
cPi Precio horario de la energía cuando la central bom-
bea en el período i. [e/(pu·h)]
Ei Energía útil almacenada en el embalse en el período
i. [pu·h]
E
esp
1 ∧ E
esp
n+1 Niveles especificados de energía almacenada en el
embalse. [pu·h]
Eu Límite superior de la energía almacenada en el em-
balse. [pu·h]
ηH Eficiencia de la central hidroeléctrica. [ %]
ηP Eficiencia de la central de bombeo. [ %]
PuH Límite superior de operación de la central operando
como generador. [pu]
PuP Límite superior de operación de la central operando
como bomba. [pu]
t Duración de cada período. [h]
n Número de períodos.
En la notación se marca la programación anticipada con una barra
en la parte superior de las variables «¯». La ausencia de la barra indica
el valor real de la variable después de llevarse a cabo el programa de
operación.
Con la función objetivo (9.1) se busca maximizar los ingresos de
una central hidroeléctrica reversible que opera de forma independien-
te, minimizando el costo de operación durante el bombeo y maximi-
zando los ingresos al vender la energía almacenada en períodos de
precios altos. Cuando la central bombea, el precio horario de la ener-
gía será considerado como el precio marcado del mercado, más al
costo interno de operación de la central.
En la ecuación (9.2) se calcula el nivel de energía almacenada para
el siguiente período, el cual se modifica por la operación de bombeo
o de generación. El nivel inicial del embalse es conocido, y el nivel
final se ajustará de acuerdo a la necesidad del día siguiente. Para
todas los problemas modelados, el nivel final será igual al nivel inicial
E
esp
1 = E
esp
n+1 = 0,8 pu·h (ecuaciones (9.3) y (9.4) respectivamente).
La cantidad de potencia inyectada a la red está determinada por
la capacidad física del generador (ecuación (9.5)). Adicionalmente, la
central no puede generar más energía que la disponible en el embalse
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(ecuación (9.6)). La cantidad de potencia consumida durante el bom-
beo también está determinada por la capacidad física de la maquina
(ecuación (9.7)). Finalmente, el embalse está limitado por su capaci-
dad física (ecuación (9.8)).
Todos los cálculos en este capítulo se realizaron con MATLAB ®,
en un ordenador con procesador de doble núcleo a 3 GHz con 3 GB
de memoria.
El problema de optimización definido en las ecuaciones (9.1)-(9.8)
es resuelto utilizando el Método de Puntos Interiores descrito en [48].
Como caso de estudio son tomados los datos de una central hi-
droeléctrica reversible con la que se espera cubrir los desvíos en la
predicción de un productor eólico (tabla 9.1). La capacidad nominal
del parque eólico, 30 MW, se toma como potencia base para llevar los
valores a por unidad.
Eu pu PuH pu P
u
P pu ηH [ %] ηP [ %]
8,00 1,09 1,34 88 92
Tabla 9.1: Datos técnicos de la central hidroeléctrica reversible.
9.3.1 Resultados
El resultado del problema definido en las ecuaciones (9.1)-(9.8) es
mostrado en la figura 9.1, donde se puede apreciar la operación de la
central como bomba, P¯Pi; la operación de la central como generador
hidráulico, P¯Hi; el nivel de energía almacenada en el embalse, Ei, y el
precio de la energía en el mercado según la predicción, ci. El precio de
la energía es decisivo en el resultado del programa óptimo. Un perfil
diferente del precio de la energía significaría un programa óptimo
diferente.
La operación obtenida comienza en la primera hora, sin realizar
ninguna actuación sobre la central. Esto se debe a que está a la espera
de precios bajos antes de comenzar a operar como bomba. Al comien-
zo, el nivel de la energía almacenada en el embalse es Eesp1 . Cuando
los precios son lo suficientemente bajos, la central comienza a ope-
rar como bomba hasta que se llena o consigue la energía almacenada
óptima, de la hora 2 al final de la hora 7, para luego vender en los
períodos de precios altos. Luego, de las horas 8 a 17, la central espera
hasta que los precios son lo suficientemente altos para vender la ener-
gía almacenada y así maximizar los ingresos. En el período entre la
hora 18 y el final de la hora 23, la central hidroeléctrica reversible ope-
ra como generador y vende la energía almacenada al mercado, hasta
que llega al valor final requerido de energía en el embalse, Eespn+1. En
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Figura 9.1: Operación óptima para una central hidroeléctrica reversible.
la última hora de programa no se realiza ninguna actuación sobre la
central, y el nivel de energía en el embalse no se modifica.
9.4 operación conjunta de una central hidroeléctrica
reversible y un productor eólico
El objetivo de este problema es conseguir el programa óptimo que ma-
ximice los ingresos de una central hidroeléctrica reversible que opera
de forma conjunta para cubrir los desvíos de un productor eólico, da-
da la predicción de los precios de la energía para el día siguiente en
el mercado diario. Como en el caso anterior, la central bombea agua
para almacenar energía en el embalse en períodos donde el precio
de la energía en el mercado es bajo, y luego opera como un genera-
dor hidráulico, descargando el agua almacenada en períodos donde
el precio de la energía es alto. Durante todo el programa de opera-
ción, la central debe ajustar su operación para cubrir los desvíos del
productor eólico, reduciendo o aumentando la producción hidroeléc-
trica o el consumo debido al bombeo. De esta forma, desde el punto
de vista del OS, el productor eólico siempre seguiría el programa de
producción informado con anterioridad.
Este problema supone una adaptación a la formulación original
de la operación óptima de una central hidroeléctrica reversible (ecua-
ciones (9.1)-(9.8)). Para el nuevo problema es necesario conocer las
magnitudes de los posibles desvíos del productor eólico y la estima-
ción de la energía necesaria para cubrir los desvíos en un intervalo
determinado. Esta información no se obtiene de forma directa con las
herramientas de predicción; por esta razón son utilizados los regis-
tros históricos de producción y predicción de potencia eólicos, para
realizar un análisis estadístico donde se simulan posibles trayectorias
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de producción para un horizonte a corto plazo. Con estas trayecto-
rias se puede cuantificar la incertidumbre en la predicción, y de esta
forma tener una estimación realista de la magnitud de los posibles
desvíos de potencia y de energía para un período de corto plazo. En
la parte ii de este documento se desarrolla y explica el método uti-
lizado para llegar a estos resultados. En la parte ii, la predicción de
potencia eólica se denominó pˆt+k|t. Para evitar confusiones de índi-
ces y notación en el planteamiento del problema de optimización, en
este capítulo se denominará la misma variable como PˆWi.
Sea PˆWi la predicción de potencia eólica, se consideran las estima-
ciones de los posibles desvíos de potencia para cada hora en el futuro
a corto plazo PMWi y P
m
Wi, que representan los desvíos máximos y mí-
nimos respectivamente, según los cálculos realizados en la sección
8.7.
9.4.1 Desvíos de potencia
Cuando el productor eólico genera menos potencia de la informada
en su programa de operación, la central hidroeléctrica (que funcio-
na como generador) debe reservar cierta cantidad de potencia para
cubrir el desvío, por lo que la potencia máxima que generará en ca-
da período será P¯Hi 6 PuH − PmWi, donde PmWi representa el desvío
esperado de subproducción del parque eólico en el período i. Para el
caso contrario, cuando el parque eólico produce más potencia de la
informada en su programa de operación, la central que opera como
bomba cubre este desvío consumiendo la sobreproducción. Entonces
la potencia máxima que consumirá en cada período no será mayor
que P¯Pi 6 PuP − PMWi, donde PMWi representa el desvío esperado de so-
breproducción del parque eólico en el período i. Durante el período
de inactividad se debe comportar de forma análoga, donde también
será necesaria la actuación de la central para cubrir los desvíos.
Para determinar los niveles de potencia a reservar se utiliza el mé-
todo propuesto en la sección 8.7, donde a partir de las posibles trayec-
torias de producción son determinados los valores correspondientes
a los percentiles (medidas de posición no central) 5% y 95% para
cada intervalo i. De esta forma se puede asociar un nivel de cober-
tura que, para este caso, correspondería al 90%, lo que quiere decir
que se garantiza una cobertura del 90% de los casos, según los datos
simulados, que a su vez están basados en los registros históricos del
generador eólico.
9.4.2 Reservas de energía
Para compensar las sobreproducciones del productor eólico respecto
a su predicción se debe reservar una capacidad de almacenamiento
en el embalse en cada período i, especialmente en los periodos de
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inactividad. Esto quiere decir que no se debe llenar el embalse en su
totalidad hasta que comienza la operación como generador, ya que
a partir de este momento la compensación se realiza modificando la
potencia generada de la central.
También se debe reservar una cantidad de energía mínima alma-
cenada al comienzo de la operación de la central, cuando aún está
inactiva. Este mínimo de energía almacenada sirve para compensar
los desvíos del productor eólico cuando éste no consigue producir la
potencia informada con antelación a la acción de bombeo de la cen-
tral. Después del período de generación también se debe asegurar un
mínimo de energía almacenada para compensar los desvíos hasta el
final del día.
Tomando como referencia el programa obtenido del problema des-
crito en las ecuaciones (9.1)-(9.8), se pueden definir los siguientes es-
tados de la central: a)períodos de inactividad: primera hora del pro-
grama, de la hora 8 al final de la hora 17 y en la última hora del
programa; b) período de bombeo: de la hora 2 al final de la hora 7;
c)período de descarga: de la hora 18 al final de la hora 23. Partiendo
de este programa son tomados los tiempos de cada uno de los pe-
ríodos como una aproximación para calcular las reservas de energía
necesarias en los periodos de inactividad, ya que no se conocen los
períodos de actuación real de la central con antelación a la solución
del problema. Posteriormente, las reservas de energía son calculadas
considerando estos intervalos de tiempo como posibles desvíos según
la simulación de trayectorias de producción, sección 8.7.2.
La cantidad de energía que se debe reservar en el período de inac-
tividad (entre el bombeo y la descarga) se calcula para cada hora,
comenzando por ERi=8, donde la reserva considera los desvíos posi-
bles del período comprendido entre la hora 8 y el final de la hora 17
utilizando la ecuación (8.12), con los parámetros k1 = 8 y k2 = 17.
Para el período i = 9, los parámetros de la ecuación (8.12) cambiarán
de la siguiente forma: k1 = 9 y k2 = 17. Continuarán así hasta llegar
al intervalo i = 17, donde los parámetros serán k1 = 17 y k2 = 17.
Cuando la central está operando como bomba (entre la hora 2 y el
final de la hora 7) la capacidad de almacenamiento de energía será
ajustada al valor máximo del intervalo comprendido entre la hora 8
y el final de la hora 17. De igual forma será al comienzo del ciclo de
operación de la central, cuando está inactiva (hora 1). Para el inter-
valo comprendido entre la hora 18 y el final de la hora 24 la central
opera como generador, por lo que no es necesario considerar los lími-
tes en la capacidad de almacenamiento de energía. En este periodo se
asigna un valor nulo.
De forma análoga se determina la energía mínima inicial Eesp1 utili-
zando la ecuación (8.12), donde son calculados los posibles errores de
energía para el primer período de inactividad, antes de que comien-
ce la acción de bombeo. Después de la acción de bombeo se calcula
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la energía mínima necesaria para cubrir los posibles desvíos del pro-
ductor eólico hasta el final del día. De forma semejante se utiliza la
ecuación (8.12) con los parámetros k1 = 8 y k2 = 24 para calcular la
energía mínima que se debe almacenar en el embalse, ESi=8. De for-
ma semejante, para el período i = 9 los parámetros de la ecuación
(8.12) cambian de la siguiente forma: k1 = 9 y k2 = 24; continúan así
hasta llegar al intervalo i = 24, donde los parámetros son k1 = 24 y
k2 = 24.
Al igual que en caso de los desvíos de potencia, el nivel de cobertu-
ra es ajustado al 90% de los casos simulados utilizando las medidas
de posición no central o percentiles. Esto aplica tanto para los des-
víos positivos (de sobreproducción, donde es necesario reservar una
capacidad de almacenamiento de energía) como para los negativos
(de subproducción, donde se debe mantener una cantidad de energía
mínima almacenada).
9.4.3 Resultados de la operación conjunta
El problema para obtener el programa de operación conjunta de una
central hidroeléctrica reversible que cubre los desvíos de un produc-
tor eólico se describe en las ecuaciones (9.9)-(9.16). Para este proble-
ma, la potencia del productor eólico, así como los desvíos de potencia
y de energía son considerados en por unidad, tomando como poten-
cia base la capacidad nominal del parque eólico, 30 MW.
ma´x
n∑
i=1
(ciP¯Hi − cPiP¯Pi) (9.9)
sujeto a:
Ei+1 = Ei + t
(
ηPP¯Pi −
P¯Hi
ηH
)
(9.10)
E1 = E
esp
1 (9.11)
En+1 = E
esp
n+1 (9.12)
0 6 P¯Hi 6 (PuH − PmWi) (9.13)
P¯Hi 6 ηH
Ei
t
(9.14)
0 6 P¯Pi 6
(
PuP − P
M
Wi
)
(9.15)
ESi 6 Ei 6
(
Eu − ERi
)
(9.16)
∀ i = 1, . . . ,n
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Figura 9.2: Operación óptima para una central hidroeléctrica reversible que
cubre los errores de un productor eólico.
Donde:
PMWi ∧ P
m
Wi Desvíos esperados de sobre y sub producción del par-
que eólico en el período i. [pu]
ERi Capacidad de almacenamiento de energía adicional a
reservar en el período i. [pu·h]
ESi Capacidad de energía almacenada mínima que se de-
be mantener en el período i. [pu·h]
En la figura 9.2 se puede apreciar la operación de la central como
bomba (P¯Hi), la operación de la central como generador hidráulico
(P¯Hi), el nivel de energía almacenada en el embalse (Ei) y el precio de
la energía en el mercado según la predicción (ci). Al comparar con
la figura 9.1, se observa una reducción en la energía almacenada en
el embalse y en los niveles a los que opera la central como bomba
y como generador. Esto se debe a las restricciones impuestas por los
desvíos esperados del productor eólico, y a la necesidad de reservar
una cierta capacidad de energía en el embalse.
El programa de operación conseguido cubrirá el 90% de los casos
posibles, según las simulaciones realizadas en la sección 8.7. El nuevo
programa da la posibilidad al productor eólico de controlar el riesgo
desde el punto de vista técnico y económico; esto representa una ven-
taja estratégica frente a otros competidores, disminuyendo el riesgo
al que está expuesto.
En los cálculos hechos, no se están cubriendo todos los posibles
casos sorteados en las simulaciones, ya que se tomaron el 90% de los
mismos. Sin embargo, si se aumentara la cobertura hasta un 95% se
necesitaría reservar un 18% más de espacio en el embalse para los
errores de sobreproducción, y un 26% más de energía almacenada
para los errores de subproducción, limitando así la operación de la
~ ~ 
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central; incluso podría hacer inviable el programa de cobertura, ya
que las dimensiones actuales del embalse no serían suficientes para
cubrir los posibles desvíos.
9.5 operación real de la central hidroeléctrica rever-
sible cubriendo los desvíos del productor eólico
La medida propuesta se evalúa usando los datos reales de la produc-
ción eólica para el día considerado y adaptando la producción de la
central hidroeléctrica reversible para cubrir los desvíos.
En la figura 9.3a se puede ver la diferencia de energía almacenada
resultante. Para este caso particular los desvíos de energía son predo-
minantemente de sobreproducción. Sin embargo, también tuvieron
lugar con algunos errores de subproducción. La sobreproducción fue
aprovechada almacenando energía en el embalse desde el comienzo
de la operación y hasta el final de la hora 5. En las horas 11 y 24 se
pueden observar las operaciones de bombeo debidas a las sobrepro-
ducciones de potencia eólica. De forma contraria, hay una reducción
en la operación de bombeo entre la hora 6 y el final de la hora 7,
cuando ocurrieron errores de subproducción (figura 9.3b).
En la figura 9.3c se puede ver la adaptación en la operación de la
central cuando opera como generador; en este caso, cubre los errores
de subproducción entre la hora 12 y el final de la hora 16. Luego
reduce la producción de energía debido a la sobreproducción eólica,
en el período comprendido entre la hora 17 y el final de la hora 23.
En este caso se verifica la correcta programación de la central hidro-
eléctrica reversible, capaz de compensar los errores reales producidos
en el horizonte programado.
9.6 costos de la programación anticipada y de la ope-
ración real
El costo se calcula teniendo en cuenta las dimensiones del productor
eólico y de la central hidroeléctrica reversible. Tanto los precios de la
energía como los de la reserva se tomaron del mercado ibérico [78] el
día 01/08/2009. Las mediciones y las predicciones corresponden a la
misma fecha.
Los ingresos de la central hidroeléctrica reversible operando de for-
ma independiente (primer caso planteado, sección 9.3) son de 4375
[e]. En el segundo caso (sección 9.4), los ingresos de la central hi-
droeléctrica reversible que opera de forma conjunta con el productor
eólico son de 3093 [e], lo que supone un 29,3% menos. La diferencia
de estas dos cantidades es llamada «costo de oportunidad», ya que
es la cantidad de dinero que deja de ganar la central hidroeléctrica
reversible al asumir en su nuevo programa los posibles desvíos del
productor eólico.
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Figura 9.3: Comparación del programa obtenido con antelación y la opera-
ción real
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Los ingresos debidos al nuevo programa de la central hidroeléctrica
reversible son menores debido a que no opera a su capacidad máxima.
Sin embargo, los ingresos reales deben ser calculados después de la
operación real de la central, a partir de la potencia generada por el
productor eólico y el programa ajustado de la central hidroeléctrica
reversible.
Los ingresos reales de los agentes después de la operación se cal-
culan teniendo en cuenta el precio de reserva en el mercado. En el
presente caso, estos precios son tomados del MIBEL [78], y corres-
ponden a una proporción del precio horario de la energía del mismo
día.
n∑
i=1
(
ciPˆWi + ci d
)
(9.17)
Con:
d =
+cselli
(
PWi − PˆWi
)
Si PWi > PˆWi,
−cbuyi
(
PˆWi − PWi
)
Si PWi < PˆWi
(9.18)
Donde:
PWi Potencia producida por el productor eólico en el período i.
[pu]
PˆWi Predicción eólica en el período i. [pu]
cselli Precio de venta de la energía de reserva, proporción del
precio de la energía en el mercado diario en el período i.
[ %]
c
buy
i Precio de compra de la energía de reserva, proporción del
precio de la energía en el mercado diario en el período i.
[ %]
Finalmente, los ingresos reales de la central hidroeléctrica reversi-
ble y el productor eólico se calculan de forma conjunta a partir de
la oferta única de los dos productores presentada al OM y de la pro-
ducción real, considerando los costos por acción en el mercado de
reservas.
n∑
i=1
(
ciP¯WHPi + ci d
)
(9.19)
Con:
d =
+cselli
(
PWHPi − P¯WHPi
)
Si PWHPi > P¯WHPi,
−cbuyi
(
P¯WHPi − PWHPi
)
Si PWHPi < P¯WHPi
(9.20)
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P¯WHPi = PˆWi + P¯Hi − P¯Pi (9.21)
PWHPi = PWi + PHi − PPi (9.22)
Donde:
PHi Potencia producida por la central hidroeléctrica en el período
i. [pu]
PPi Potencia consumida por la central operando como bomba en
el período i. [pu]
El problema analizado en la sección 9.4 se considera un caso de
producción de potencia media con un perfil de precios de un día de
semana típico. Adicionalmente se analizan y compararan diferentes
perfiles de precios de la energía para un sábado y un domingo, tal
como se ve en la figuras 9.5a y 9.6a. Estos perfiles de precios corres-
ponden a la misma semana del caso inicial (días 8, 10 y 11 de enero
del 2009), considerada como un periodo de demanda alta, típico de
invierno. Además son considerados dos casos de producción, alta y
baja, tal como se ve en las figuras 9.4a y 9.4b respectivamente. Estos
casos son seleccionados teniendo en cuenta solo el nivel de potencia
producida durante el día y no corresponden a las fechas de los per-
files del precio de la energía. Así, se busca ilustrar las condiciones
típicas. En todos los casos se compararán los ingresos antes y des-
pués de la operación, tanto de forma independiente como conjunta.
Los resultados son presentados en al tabla 9.2.
Con el mismo conjunto de casos de producción eólica (medio, alto
y bajo) se analizan los ingresos antes y después de la operación, para
un conjunto diferente de precios de la energía en una semana típica
de verano (un período de demanda baja). Los datos corresponden
a los días 13, 15 y 16 de agosto de 2009 (día de semana, sábado y
domingo respectivamente), y son presentados en las figuras 9.5b y
9.6b. Los ingresos se comparan antes y después de la operación real,
de forma independiente y conjunta. Los resultados se muestran en la
tabla 9.3.
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Figura 9.5: Precio de la energía para días típicos en una semana.
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Figura 9.6: Precio de los desvíos de la energía para días típicos en una sema-
na.
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Día Semana Sábado Domingo
Producción Media Alta Baja Media Alta Baja Media Alta Baja
Ingresos hidráulico (I) 4375 4375 4375 1446 1446 1446 2209 2209 2209
Ingresos eólico (I) 17888 27441 5263 18348 29316 5696 17333 28115 5542
Ingresos totales (I) 22263 31816 9638 19794 30762 7142 19542 30324 7750
Ingresos hidráulico (C) 3093 3658 3654 1006 1087 1208 1485 1641 1880
Costo de oportunidad -1282 -717 -721 -440 -358 -237 -723 -568 -329
-29, 3% -16, 4% -16, 5% -30, 4% -24, 8% -16, 4% -32, 7% -25, 7% -14, 9%
Ingresos reales (C) 24448 38711 17309 24104 36988 16069 22896 35838 15938
Diferencia de los ingresos 2185 6895 7671 4310 6226 8928 3354 5514 8188
9, 8% 21, 7% 79, 6% 21, 8% 20, 2% 125, 0% 17, 2% 18, 2% 105, 6%
Tabla 9.2: Costos de operación de la central hidroeléctrica reversible y el productor eólico, invierno.
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Día Semana Sábado Domingo
Producción Media Alta Baja Media Alta Baja Media Alta Baja
Ingresos hidráulico (I) 1231 1231 1231 157 157 157 31 31 31
Ingresos eólico (I) 10817 18374 3364 11183 18734 3489 10943 18561 3316
Ingresos totales (I) 12048 19605 4595 11340 18891 3646 10974 18592 3347
Ingresos hidráulico (C) 889 1086 1008 -52 -123 135 -311 -435 -39
Costo de oportunidad -342 -145 -223 -209 -281 -22 -342 -466 -70
-27, 8% -11, 8% -18, 1% -133, 0% -178, 4% -14, 3% -1111, 6% -1514, 4% -227, 4%
Ingresos reales (C) 15307 25609 10754 14007 23206 5533 14476 24195 6002
Diferencia de los ingresos 3259 6004 6159 2667 4315 1887 3502 5603 2655
27, 1% 30, 6% 134, 0% 23, 5% 22, 8% 51, 8% 31, 9% 30, 1% 79, 3%
Tabla 9.3: Costos de operación de la central hidroeléctrica reversible y el productor eólico, verano.
9.6 costos de la programación anticipada y real 119
Las tablas 9.2 y 9.3 tienen nueve columnas agrupadas en tres clases.
Cada una de estas clases representa un día de semana, un sábado y
un domingo respectivamente. Para cada día hay tres tipos de produc-
ción: media, alta y baja. En las tablas se marca con «I» la operación
independiente de los agentes, y con «C» la operación conjunta.
Los «Ingresos hidráulico (I)» representan la ganancia que la central
hidroeléctrica reversible consigue de forma independiente, gracias al
programa óptimo.
Los «Ingresos eólico (I)» representan los ingresos que tiene el pro-
ductor eólico al final de la operación real, funcionando de forma inde-
pendiente. La ganancia es calculada por medio de la ecuación (9.17).
Los «Ingresos totales (I)» son la suma de los ingresos de los dos agen-
tes operando de forma independiente.
El «Ingresos hidráulico (C)» representa la ganancia que la central
hidroeléctrica reversible obtiene al cubrir en su programa los desvíos
del productor eólico. Con este valor y con los valores de «Ingresos
hidráulico (I)» son calculados los «Costos de oportunidad» para la
central hidroeléctrica reversible, que representan la perdida de ésta al
modificar su punto de operación. Este valor es dado en Euros (e) y
en porcentaje.
El «Ingresos reales (C)» son los ingresos que obtienen la central hi-
droeléctrica reversible y el productor eólico operando de forma con-
junta. Este valor es calculado con la ecuación (9.19) después que ha
terminado el día analizado.
Finalmente «Diferencia ingresos» es la relación que hay entre los
ingresos totales de la central hidroeléctrica reversible y el productor
eólico, operando de forma independiente y conjunta. Este valor es
dado tanto en euros como en porcentajes.
Los resultados conseguidos son muy prometedores ya que, para
los casos analizados, los ingresos totales de la central hidroeléctrica
reversible y el productor eólico operando de forma conjunta son po-
sitivos. Esto quiere decir que se obtuvo un ingreso extra al cubrir los
errores. De manera adicional, los costos de oportunidad son menores
que los ingresos totales; esto quiere decir que se pueden cubrir las
expectativas económicas de los agentes al obtener ingresos mayores.
En la tabla 9.3, el campo «Ingresos hidráulico (C)» toma valores
negativos ocasionalmente. Esto significa que, en estos casos, es más
rentable comprar energía y almacenarla en forma de agua, garanti-
zando las reservas suficientes para cubrir los desvíos del productor
eólico. Los resultados dependen del precio de la energía y, en estos
casos, los precios corresponden a un perfil típico de verano donde no
hay grandes diferencias ente los valores de los periodos de punta y
valle, figura 9.5b. Si comparamos este caso con el de invierno, don-
de las diferencias entre los precios de los períodos de valle y punta
son más pronunciados, resulta más difícil garantizar un beneficio en
la operación combinada (figura 9.5a). En estos casos las diferencias
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en los ingresos están marcadas por los precios de los desvíos, figura
9.6b.
Sin embargo, la operación conjunta es más rentable que la opera-
ción independiente en todos los casos simulados. Los ingresos obteni-
dos por la operación conjunta, finalmente, se deberán distribuir entre
el productor eólico y la central hidroeléctrica reversible.
9.7 conclusiones
El método propuesto permite al productor eólico controlar el riesgo
al que está expuesto debido a la incertidumbre en la predicción de la
potencia eólica, evitando los desvíos en la producción.
La acción de la central hidroeléctrica reversible es utilizada para
minimizar los desvíos debidos a los errores en la previsión de po-
tencia eólica, y la energía necesaria en el embalse está directamente
relacionada con la magnitud de los errores. Por esta razón es necesa-
rio evaluar, en un largo plazo, la operación de la central hidroeléctrica
reversible: para determinar la viabilidad y rentabilidad de su uso y
evitar en la subutilización de la misma.
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Resumen
En la gestión y operación de los sistemas de energía eléctrica con
gran porcentaje de generación eólica, además es necesario considerar
los desvíos debidos a los errores en la predicción de potencia. Para
compensar los desvíos en el balance de potencia, el Operador del
Sistema (OS) reserva algunas centrales de generación para suministrar
la energía necesaria, en caso de que la generación sea diferente a la
demanda. Actualmente este proceso de compensación se realiza sin
considerar dónde se encuentran las centrales que asumen los desvíos
y dónde se han producido.
Utilizando un sistema de energía eléctrica tipo, que representa de
forma adecuada la complejidad de un sistema real, son simulados
diferentes casos en los que se analiza cómo son compensados los
desvíos debido a la generación eólica. Los resultados serán analiza-
dos para determinar qué efectos producen las diferentes opciones de
compensación en el sistema eléctrico.
10.1 introducción
Uno de los criterios que asegura la fiabilidad y estabilidad de los sis-
temas de potencia es mantener los niveles de tensión dentro de un
rango admisible. Usualmente el rango de tensiones se mantiene den-
tro del ±5% del valor por unidad, lo que en condiciones normales del
sistema asegura el suministro de energía. El nivel de tensión depende
de la potencia reactiva, lo cual significa que para controlar los niveles
de tensión se debe operar la potencia reactiva generada o inyectada
por elementos pasivos y/o activos.
La energía eólica se caracteriza por la incertidumbre que existe en
su producción, por lo cual es catalogada como una fuente no gestio-
nable. La potencia que proviene de fuentes intermitentes y se inyecta
al sistema puede tener impactos positivos o negativos, que no son fá-
ciles de conocer a priori. Es necesario hacer estudios que modelen las
fuentes intermitentes y su dependencia, a la vez que es considerado
el modelo del sistema de energía eléctrica, de modo que sea posible
estimar el impacto de las fuentes no gestionables.
En la practica, si no ocurre un acontecimiento particular, toda la
generación eólica es inyectada en el sistema. Por tanto, algunos gene-
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radores conectados a la red deben estar disponibles para ajustar su
producción, de modo que se cumpla el balance entre la generación
y la demanda del sistema. Recordemos que siempre existen errores
entre la predicción y la producción real de la energía eólica.
La topología de la red, el punto de conexión de los generadores
y la dependencia entre las fuentes intermitentes, entre otros, son fac-
tores que influyen en el funcionamiento del sistema. Es posible que
se den casos donde el sentido del los flujos de potencia puede cam-
biar debido a los errores en las predicciones. Esto se vería reflejado
en las pérdidas del sistema o llevaría la tensión fuera de los niveles
deseados.
Por estas razones es necesario estudiar el efecto que tiene la inte-
gración de la generación eólica, considerando también las tensiones
en los nudos y la potencia generada.
10.2 descripción del caso
Para tener una referencia o punto de comparación es necesario uti-
lizar un modelo del sistema de energía eléctrica con características
fiables, de forma que los resultados puedan ser reproducidos y toma-
dos como referencia para interpretar resultados de otros modelos de
mayor dimensión y complejidad.
10.2.1 Sistema de potencia
El caso tipo, llamado «IEEE 30 Bus Test Case», representa una por-
ción del sistema eléctrico de los EE.UU., localizado en la región del
medio oeste del país, y que pertenece a la empresa «American Elec-
tric Power System». Los datos fueron tomados en diciembre de 1961
por Iraj Dabbagchi de AEP y fueron introducidos en «IEEE Common
Data Format» por Rich Christie, de la Universidad de Washington, en
agosto de 1993 [95]. Este caso fue modificado basado en [2] donde se
ajustaron los datos de la red. Las funciones de costo de los generado-
res y las áreas del sistema son tomados de [34]. Finalmente el caso
fue incluido como un ejemplo en MATPOWER [108]. Para el traba-
jo desarrollado en esta tesis, el caso se modifico nuevamente basado
en [105], donde son agregados dos generadores que representan la
producción eólica en los nudos 19 y 14. Además se conecta otro gene-
rador en los nudos 15 o 21, que representa una central hidroeléctrica
reversible (figura 10.1).
Como cambios menores, se agrega una carga de 2, 4+j1 MVA en el
nudo 11, ya que no tenía conectado ningún elemento. Para mejorar
los perfiles de tensión en el sistema, se modifica la carga conectada
en el nudo 8, pasando de 30+j30 MVA a 30+j10 MVA.
Los parques eólicos conectados en los nudos 19 y 14 tienen una
capacidad de 20 MW. La central hidroeléctrica reversible tienen una
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Figura 10.1: «IEEE 30 Bus Test Case», donde se agregó generación eólica en
los nudos 19 y 14, además de centrales hidroeléctricas reversi-
bles en los nudos 15 y 21.
capacidad de 30 MW. Está conectada en unos casos en el nudo 15, y
en otros, en el nudo 21 (esto será indicado de forma explicita en los
problemas).
El resto de generadores del sistema mostrado en la figura 10.1 están
caracterizados por el tipo de operación.
generación tradicional : son los generadores que no van a
variar su producción durante las diferentes medidas de compensa-
ción (unidades en los nudos 2, 13 y 27).
reservas : son los generadores que reservan una cantidad de ener-
gía para cubrir los desvíos (unidades en los nudos 1, 23 y 22).
En el anexo B se presentan los datos del sistema utilizado para
obtener los resultados de este capítulo.
10.2.2 MATPOWER como herramienta de simulación
MATPOWER [108, 112] es un paquete originalmente diseñado para
MATLAB ®, [60], pero actualmente también es compatible con GNU
Octave, [27]. La herramienta está orientada principalmente a calcu-
lar el Flujo de Potencia (FP) y el Flujo de Potencia Óptimo (FPO) en
sistemas de energía eléctrica. MATPOWER está concebido como una
herramienta de simulación para investigadores y educadores, ya que
es fácil de utilizar y modificar [110]. Además está diseñado para dar
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el mejor rendimiento posible, siguiendo unos criterios de desarrollo
que hacen fácil entender y modificar el código. Otra de sus ventajas es
su documentación detallada [111] y una lista de correo moderada por
el Doctor Ray D. Zimmerman, investigador senior de la Universidad
de Cornell, donde se resuelven todo tipo de inquietudes o problemas
relativos al uso de MATPOWER [109]. Este programa es software li-
bre y está licenciado bajo GNU GPL versión 3.0 [35].
Otros autores [1, 21, 53, 56, 91, 107] han utilizado o basado sus
propios desarrollos en MATPOWER. Según [108], al 2009, se tenía
un registro de más de 20× 103 descargas de MATPOWER, donde el
50% tenían fines educativos, el 43% estaban orientados a la investi-
gación, y un 7% para uso en la industria y otros fines. Estos datos
garantizan que es una herramienta ampliamente utilizada y probada.
Al estar licenciada bajo la GNU GPL versión 3.0 es posible acceder a
todo su código, permitiendo verificar sus algoritmos y, por tanto, la
calidad y fiabilidad de los resultados. Esta es la principal ventaja si
comparamos un programa libre con un programa para el mismo fin,
pero de código cerrado, donde no es posible verificar los algoritmos
utilizados, [61].
En MATPOWER se utiliza la formulación clásica del flujo de poten-
cia, donde se puede calcular el estado de un sistema eléctrico con el
siguiente conjunto de ecuaciones, [16, 111]:
Equilibrio de potencia activa:
PGi − PDi = Vi
n∑
k=1
yi,kVk cos(δi − δk − θi,k) (10.1)
Equilibrio de potencia reactiva:
QGi −QDi = Vi
n∑
k=1
yi,kVk sin(δi − δk − θi,k) (10.2)
Los módulos de la tensión en cada nudo, Vi, deberán estar dentro
de un límite inferior Vmı´ni y un límite superior V
ma´x
i :
Vmı´ni < Vi < V
ma´x
i (10.3)
De igual forma, para el argumento de la tensión en cada nudo δi,
deberá estar dentro de un límite inferior δmı´ni y un límite superior
δma´xi :
δmı´ni < δi < δ
ma´x
i (10.4)
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Cada central, por sus características constructivas, puede inyectar
una cantidad de potencia activa en el nudo i dentro de un límite
inferior Pmı´nGi y un límite superior P
ma´x
Gi :
Pmı´nGi < PGi < P
ma´x
Gi (10.5)
De igual manera, las unidades pueden inyectar una cantidad de
potencia reactiva en el nudo i dentro de un límite inferior Qmı´nGi y un
límite superior Qma´xGi :
Qmı´nGi < QGi < Q
ma´x
Gi (10.6)
El flujo de potencia aparente que circula por las líneas de transmi-
sión se obtiene a partir del módulo y argumento de las tensiones de
los nudos en ambos extremos de las mismas y esta limitado por su
capacidad nominal:
|Si(Vi,k, δi,k)|− Sma´x 6 0 (10.7)
|Sk(Vk,i, δk,i)|− Sma´x 6 0 (10.8)
Con el conjunto de ecuaciones anteriores se modela el sistema de
energía eléctrica, donde las variables restantes están en función del
módulo y argumento de la tensión y las potencias generadas por cada
central.
10.2.3 Simulaciones
Como programa de partida se calcula un Flujo de Potencia Óptimo
(FPO) que minimiza el costo de la generación de acuerdo a las carac-
terísticas de las centrales, [34]. Este procedimiento sirve para obtener
de forma anticipada el programa de la operación.
FPO0 Flujo de Potencia Óptimo donde se minimiza el costo de la
generación, programa de partida.
Para visualizar los efectos de los desvíos en la predicción eólica
se propone un ejemplo: durante la operación en tiempo real de los
parques eólicos, situados en los nudos 14 y 19, ocurre un desvío en
la generación eólica respecto al programa de partida: se pasa de una
expectativa de 3,2 MW a una producción real de 0,0 MW, y de 2,9
MW a una producción real de 0,0 MW respectivamente. El desvío to-
tal eólico es de 6,1 MW. Para mantener el balance entre la demanda
del sistema y la generación, son aplicadas las siguientes medidas:
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FPP Flujo de Potencia, el desvío de la generación eólica es cu-
bierto de forma proporcional por las centrales dedicadas a
la acción de reserva (unidades en los nudos 1, 23 y 22). En
este caso las centrales hidroeléctricas reversibles no ope-
ran.
FP15 Flujo de Potencia, el desvío de la generación eólica es cu-
bierto por la central hidroeléctrica reversible que está co-
nectada en el nudo 15, y las pérdidas del sistema son asu-
midas por el generador en el nudo 1.
FP21 Flujo de Potencia, el desvío de la generación eólica es cu-
bierto por la central hidroeléctrica reversible que está co-
nectada en el nudo 21, y las pérdidas del sistema son asu-
midas por el generador en el nudo 1.
FPO Flujo de Potencia Óptimo, el desvío de la generación eó-
lica es cubierto por las centrales dedicadas a la acción de
reserva (unidades en los nudos 1, 23 y 22), minimizando
el costo de la generación. En este caso las centrales hidro-
eléctricas reversibles no operan.
FPO15 Flujo de Potencia Óptimo, el desvío de la generación eóli-
ca es cubierto por la central hidroeléctrica reversible que
está conectada en el nudo 15, y las pérdidas del sistema
son asumidas por las centrales dedicadas a la acción de
reserva, minimizando el costo de la generación.
FPO21 Flujo de Potencia Óptimo, el desvío de la generación eóli-
ca es cubierto por la central hidroeléctrica reversible que
está conectada en el nudo 21, y las pérdidas del sistema
son asumidas por las centrales dedicadas a la acción de
reserva, minimizando el costo de la generación.
TIES Minimización de los intercambios entre áreas donde el
desvío de la generación eólica es cubierto por las centrales
dedicadas a la acción de reserva (unidades en los nudos
1, 23 y 22). En este caso las centrales hidroeléctricas rever-
sibles no operan.
TIES15 Minimización de los intercambios entre áreas donde el
desvío de la generación eólica es cubierto por la central
hidroeléctrica reversible que está conectada en el nudo 15,
y las pérdidas del sistema son asumidas por las centrales
dedicadas a la acción de reserva.
TIES21 Minimización de los intercambios entre áreas donde el
desvío de la generación eólica es cubierto por la central
hidroeléctrica reversible que está conectada en el nudo 21,
y las pérdidas del sistema son asumidas por las centrales
dedicadas a la acción de reserva.
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R Minimización de las pérdidas activas y reactivas, donde el
desvío de la generación eólica es cubierto por las centrales
dedicadas a la acción de reserva (unidades en los nudos 1, 23
y 22). En este caso las centrales hidroeléctricas reversibles no
operan.
R15 Minimización de las pérdidas activas y reactivas, donde el
desvío de la generación eólica es cubierto por la central hi-
droeléctrica reversible que está conectada en el nudo 15, y las
pérdidas del sistema son asumidas por las centrales dedica-
das a la acción de reserva.
R21 Minimización de las pérdidas activas y reactivas, donde el
desvío de la generación eólica es cubierto por la central hi-
droeléctrica reversible que está conectada en el nudo 21, y las
pérdidas del sistema son asumidas por las centrales dedica-
das a la acción de reserva.
Utilizando MATPOWER como herramienta base se programaron
funciones nuevas para obtener los resultados referentes a la «minimi-
zación de los intercambios entre áreas» (TIES) y la «minimización de
las pérdidas activas y reactivas» (R), los cuales se encuentran dispo-
nibles en [47].
10.3 resultados
Primero se presentan los valores de potencia generada activa, reacti-
va y aparente por cada área del sistema (tabla 10.1). Las pérdidas del
sistema son discriminadas en activa, reactiva y aparente, y son pre-
sentadas en la tabla 10.2. También se indica el costo marginal de la
generación del sistema, donde se ha considerado un costo cero para
la producción eólica y para la producción de la central hidroeléctrica
reversible.
En las tablas presentadas, el término «FPO» se refiere a los resul-
tados obtenidos a través de un proceso de optimización, donde el
objetivo es minimizar el costo de la generación, ecuación (10.9). En el
problema de optimización se modela el sistema de energía eléctrica
considerando las ecuaciones (10.1)-(10.8), modelo no lineal conocido
como «modelo en AC», donde se consideran las restricciones relati-
vas a los niveles de tensión y las capacidades de las líneas y de los
generadores, [111]. Para estos casos se utilizó el Método de Puntos
Interiores (MPI) descrito en [48, 108]. Las funciones de costo de los ge-
neradores son de orden cuadrático y están especificadas de acuerdo
al formato de MATPOWER [111], en el anexo B.
mı´n
ng∑
i=1
fPi(PGi) (10.9)
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Donde:
ng Número de generadores en el sistema eléctrico.
fPi Función de costo del generador i.
Los valores encabezados con «FP» se obtuvieron por medio del mé-
todo de Newton [92], donde se encontró una solución que satisfacía
el conjunto de ecuaciones que modelan el sistema de energía eléctri-
ca: (10.1) y (10.2). En el FP no se consideran las restricciones relativas
a los niveles de tensión y a las capacidades de las líneas y de los
generadores.
Los valores encabezados con «TIES» se obtuvieron a través de un
proceso de optimización, donde se minimizan los intercambios de
potencia entre áreas. En estos casos se utilizo MATPOWER, reempla-
zando la función objetivo por defecto. En el proceso de optimización
se minimiza el resultado del sumatorio de la diferencia al cuadrado
de las potencias activas y reactivas que circulan por las líneas de trans-
misión que interconectan las diferentes áreas del sistema respecto al
caso inicial «FPO0», [47]. En la figura 10.1 las líneas que interconectan
las áreas tienen un trazo más grueso.
mı´n
∀ i∈nTIES∑
i
(P0 i − Pi)
2 + (Q0 i −Qi)
2 (10.10)
Donde:
nTIES Conjunto que contiene los índices de los nodos donde hay
una línea de transmisión que interconecta dos área del sis-
tema.
P0 i Potencia activa en el nudo i del caso FPO0.
Q0 i Potencia reactiva en el nudo i del caso FPO0.
Finalmente, el termino «R» se refiere los valores que se obtuvie-
ron a través de un proceso de optimización, donde el objetivo era
minimizar las pérdidas activas y reactivas del sistema. Para esto se
modificaron las funciones de costo de las centrales (nudos 1, 22 y 23
), por una misma función de costo lineal. De esta forma el FPO mi-
nimiza de forma indirecta las pérdidas del sistema, ya que la única
manera de reducir los costos es mediante la reducción de las pérdidas
del sistema, [47].
Los términos con el subíndice «15» y «21» refieren a los casos donde
la central hidroeléctrica reversible está operativa en los nudos 15 o 21
para compensar el desvío de los generadores eólicos. En ambos casos
solo está operativa una de las centrales, pero nunca lo están las dos
al mismo tiempo.
En la tabla 10.3 se presentan las potencias activa, reactiva y aparen-
te que van de un área a otra. La pérdida de cada línea es despreciable
respecto a la potencia que circula por ésta misma. Por tal motivo solo
se muestra el flujo de potencia en un solo extremo de cada línea. En
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Caso Área MW MVAR MVA MWT MVART MVAT
FPO0
1 77, 67 16, 89 79, 48
194, 97 78, 66 210, 242 55, 42 24, 81 60, 72
3 61, 89 36, 96 72, 08
FPP
1 79, 73 16, 91 81, 51
195, 05 78, 89 210, 402 51, 43 25, 32 57, 33
3 63, 88 36, 66 73, 65
FP15
1 77, 74 17, 17 79, 62
195, 05 78, 88 210, 402 55, 42 24, 04 60, 41
3 61, 89 37, 67 72, 45
FP21
1 77, 67 17, 47 79, 61
194, 98 78, 64 210, 242 40, 44 28, 38 49, 41
3 76, 87 32, 79 83, 57
FPO
1 80, 50 17, 61 82, 40
195, 08 78, 90 210, 442 51, 74 24, 66 57, 31
3 62, 85 36, 63 72, 75
FPO15
1 77, 80 16, 66 79, 56
195, 04 78, 91 210, 402 55, 33 25, 19 60, 80
3 61, 91 37, 06 72, 16
FPO21
1 77, 68 15, 55 79, 22
194, 97 78, 70 210, 252 40, 66 26, 15 48, 34
3 76, 62 37, 01 85, 09
TIES
1 77, 80 16, 84 79, 60
195, 01 78, 84 210, 342 53, 66 24, 89 59, 15
3 63, 55 37, 11 73, 59
TIES15
1 77, 74 17, 04 79, 58
195, 07 78, 99 210, 462 54, 91 25, 07 60, 36
3 62, 43 36, 88 72, 51
TIES21
1 78, 06 16, 68 79, 82
194, 99 78, 85 210, 332 51, 54 24, 70 57, 15
3 65, 39 37, 47 75, 37
R
1 58, 46 21, 63 62, 33
194, 59 77, 09 209, 302 55, 55 22, 22 59, 83
3 80, 58 33, 24 87, 17
R15
1 55, 95 21, 43 59, 92
194, 57 77, 07 209, 272 57, 95 21, 65 61, 86
3 80, 66 33, 98 87, 53
R21
1 56, 70 20, 23 60, 20
194, 58 77, 05 209, 282 49, 64 21, 58 54, 12
3 88, 25 35, 24 95, 03
Tabla 10.1: Potencia activa, reactiva y aparente generada por área y sistema.
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Caso MW MVAR MVA Costo generación [e]
FPO0 2, 11 8, 80 9, 05 563, 61
FPP 2, 18 9, 03 9, 29 582, 18
FP15 2, 19 9, 02 9, 28 563, 83
FP21 2, 12 8, 78 9, 03 563, 63
FPO 2, 22 9, 09 9, 36 582, 11
FPO15 2, 18 9, 02 9, 28 563, 81
FPO21 2, 11 8, 78 9, 03 563, 59
TIES 2, 14 8, 97 9, 22 583, 44
TIES15 2, 21 9, 11 9, 37 563, 97
TIES21 2, 13 8, 94 9, 20 575, 73
R 1, 69 7, 70 7, 89 612, 90
R15 1, 67 7, 69 7, 87 596, 44
R21 1, 68 7, 69 7, 87 583, 76
Tabla 10.2: Pérdidas en el sistema y costo de la generación.
la columna de la derecha, marcada con «FO», está el resultado del
sumantorio de la diferencia al cuadrado de las potencias activas y
reactivas que circulan por las líneas de transmisión que interconectan
las diferentes áreas del sistema respecto al caso inicial «FPO0».
En la figura 10.2 se muestran los niveles de tensión en cada uno de
los nudos del sistema. Además se representan con líneas punteadas
los limites utilizados en los procesos de optimización.
En las figuras 10.3 y 10.4 están representadas las potencias activa y
reactiva generadas por cada central.
10.3.1 Análisis
Los valores correspondientes a «FPO0» se refieren al programa obte-
nido de forma anticipada a la operación real, donde considerando los
costes marginales de cada una de las centrales, se busca asegurar la
energía necesaria para cubrir la demanda del sistema al menor costo.
Los resultados marcados con «FPP» han obtenido los resultados
por medio de un Flujo de Potencia. En este caso, el desvío de la pro-
ducción eólica es cubierto de forma proporcional por las centrales en
los nudos 1, 22 y 23, donde cada uno pertenece a un área del sistema.
La central conectada al nudo 1 tiene la labor de asumir las pérdidas
del sistema (denominado nudo oscilante) . Esta solución se asemeja
al caso español, ya que cuando se presenta un desvío, el Operador
del Sistema (OS) envía consignas proporcionales a los agentes que es-
tán participando en el mercado de reservas. En la tabla 10.1 se puede
observar que, después del desvío (6,1 MW en el área 2), las potencias
generadas por área aumentan al rededor de los 2 MW para cubrirlo
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Caso Áreas MW MVAR MVA FO
FPO0
A1->A2 -1, 70 -2, 96 3, 41
0, 00A1->A3 -2, 99 -8, 27 8, 79
A3->A2 6, 00 4, 16 7, 30
FPP
A1->A2 -1, 76 -1, 45 2, 28
6, 98A1->A3 -3, 06 -7, 74 8, 33
A3->A2 5, 61 6, 67 8, 72
FP15
A1->A2 -1, 50 -3, 23 3, 56
1, 85A1->A3 -2, 94 -7, 92 8, 45
A3->A2 6, 73 4, 50 8, 10
FP21
A1->A2 -1, 30 0, 64 1, 45
69, 97A1->A3 -2, 73 -11, 85 12, 16
A3->A2 2, 18 15, 61 15, 76
FPO
A1->A2 -1, 39 -1, 34 1, 93
7, 60A1->A3 -2, 73 -7, 11 7, 62
A3->A2 5, 90 6, 27 8, 61
FPO15
A1->A2 -1, 87 -3, 15 3, 66
1, 61A1->A3 -3, 10 -7, 95 8, 54
A3->A2 5, 96 4, 50 7, 47
FPO21
A1->A2 -1, 59 0, 48 1, 66
63, 08A1->A3 -4, 41 -11, 67 12, 48
A3->A2 4, 67 15, 52 16, 21
TIES
A1->A2 -1, 63 -2, 44 2, 93
4, 51A1->A3 -3, 14 -8, 65 9, 21
A3->A2 5, 98 5, 44 8, 09
TIES15
A1->A2 -1, 74 -3, 10 3, 56
1, 48A1->A3 -2, 94 -8, 09 8, 60
A3->A2 5, 94 4, 88 7, 69
TIES21
A1->A2 -1, 34 -1, 22 1, 81
18, 28A1->A3 -3, 60 -9, 61 10, 26
A3->A2 5, 91 6, 37 8, 69
R
A1->A2 1, 17 -8, 24 8, 32
135, 46A1->A3 0, 32 -21, 96 21, 97
A3->A2 5, 54 9, 26 10, 79
R15
A1->A2 1, 16 -9, 89 9, 96
160, 50A1->A3 0, 21 -22, 80 22, 80
A3->A2 6, 17 8, 51 10, 51
R21
A1->A2 1, 31 -7, 06 7, 18
191, 45A1->A3 -1, 10 -24, 88 24, 90
A3->A2 6, 03 14, 01 15, 25
Tabla 10.3: Intercambios de potencia entre áreas.
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Figura 10.2: Tensiones en los nudos.
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Figura 10.3: Potencia activa inyectada por los generadores.
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Figura 10.4: Potencia reactiva inyectada por los generadores.
en las áreas 1 y 3. En los casos denotados por «FP15» y «FP21», el
desvío ha sido asumido por la central hidroeléctrica reversible, y las
pérdidas por la central en el nudo 1. Al comparar el resultado de la
«FP15» con el caso inicial, solo se observa un cambio mínimo que se
puede apreciar en las potencias totales, columnas 6-8 de la tabla 10.1.
Para el caso «FP21», donde la central hidroeléctrica reversible está co-
nectada en el nudo 21, ésta incrementa su producción para asumir los
desvíos de los parques eólicos, lo cual se ve reflejado en la potencia
producida por área. Para saber cuál de los casos ofrece algún bene-
ficio, se comparan las pérdidas del sistema (tabla 10.2) y se observa
que el caso «FP21» tiene pérdidas menores respecto a los otros dos
casos. Este valor se debe a que hay un intercambio de potencia entre
las áreas, que resulta en menores pérdidas al transportar electricidad
(tabla 10.3). La principal desventaja del FP es que no considera las res-
tricciones relativas a los niveles de tensión, a las capacidades de las
líneas y a las de los generadores.
Los resultados marcados con «FPO» han sido obtenidos por me-
dio de un proceso de optimización donde se minimiza el costo de la
producción, basado en las características de las centrales conectadas
a los nudos 1, 22 y 23. De los casos marcados con «FPO» se puede
decir que el que ofrece un mejor desempeño, en términos de costo y
potencia generada, es el FPO21, ya que según los datos de las tablas
10.1 y 10.2 se cumple la demanda y el costo es menor, comparado con
los otros casos de este tipo. Para comparar el costo de la operación
de forma general se debe considerar que la potencia generada por los
parques eólicos y por la central hidroeléctrica reversible se ha puesto
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a un valor cero. Además el sistema debe estar bajo las mismas condi-
ciones, por lo que se deben comparar los valores por grupos: primer
grupo FPP, FPO, TIES y R; segundo grupo FP15, FPO15, TIES15 y R15;
y el tercer grupo FP21, FPO21, TIES21 y R21. Según los datos de la tabla
10.2, para los resultados marcados con «FPO» siempre se obtiene la
operación más barata.
Los valores obtenidos con la medida denominada «TIES» se pue-
den verificar en la tabla 10.3. Para este caso, el objetivo es minimizar
el resultado del sumatorio de la diferencia al cuadrado de las poten-
cias activas y reactivas que circulan por las líneas de transmisión que
interconectan las diferentes áreas del sistema respecto al caso inicial
FPO0. Este valor ha sido calculado para todas las medidas, de forma
que se puedan comparar; el valor se presenta en la columna de la
derecha de la tabla 10.3, encabezado con el termino «FO». Ya que se
compara con el caso inicial FPO0, el valor «FO», para el mismo, es
cero. Para este grupo de casos, si el objetivo es mantener el estado
del sistema lo más parecido al caso inicial FPO0, la mejor opción es
compensar lo más cerca posible de donde han ocurrido los desvíos.
Con los resultados de la tabla 10.3 se verifica esta afirmación, donde
el caso marcado con TIES15 es el que obtiene el mínimo valor de «FO».
Esto significa que se acerca más al caso inicial después de que ocurre
el desvío en los parques eólicos. En este caso la compensación se ha
realizado en la misma área donde ocurrieron los desvíos. Al igual que
para los otros casos, los valores obtenidos con la medida denominada
«TIES» se deben comparar de forma general para que estén bajo las
mismas condiciones. El resultado de esta medida se puede verificar
con el valor de la columna encabezada por «FO», tabla 10.3, donde se
puede comprobar que, para los grupos bajo las mismas condiciones,
la medida «TIES» consigue el menor valor de la potencia intercam-
biada entre áreas. Este tipo de medida es interesante en el contexto
de diferentes reglas de mercado por área. El objetivo es mantener lo
más cerca posible los niveles de potencia intercambiados previamen-
te, ya que no solo pueden estar relacionados a factores económicos,
sino también aspectos técnicos.
Los resultados marcados con «R» tienen como objetivo minimizar
las pérdidas, tanto activas como reactivas, en el sistema. Entre los ca-
sos marcados con «R» en la tabla 10.2 no se puede identificar cuál
ofrece un mejor desempeño en términos de pérdidas, ya que los va-
lores para R15 y R21 obtienen el mismo valor, menos para la potencia
activa. Según los datos de la tabla 10.1, la generación total del caso
R15 es ligeramente menor que la del caso R21. Esto significa que con
este caso se cumple la demanda y se obtiene la solución que minimiza
las pérdidas activas y reactivas del sistema.
Con los resultados presentados en la tabla 10.2 se puede constatar
de forma general que, para los grupos bajo las mismas condiciones,
los casos marcados con «R» consiguen las menores pérdidas en com-
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paración con el resto de casos presentados. En un contexto donde la
operación de las reservas es pagada a un mismo precio a todos los
agentes que participan, se podrían minimizar las pérdidas del siste-
ma al realizar las consignas de acuerdo con los resultados obtenidos
con esta medida.
Los resultados presentados en las tablas 10.1, 10.2 y 10.3, y en la
gráficas 10.2, 10.3 y 10.4, se refieren a un caso posible de dos par-
ques eólicos, a un horizonte de predicción k = 28 h. Este ejemplo fue
tomado del modelo espacial-temporal presentado en la sección 8.8,
donde los parques eólicos, situados en el noroeste de España, están
separados por una distancia de 5,1km. Con este modelo se calculan
10× 103 trayectorias posibles de producción eólica para los dos par-
ques. Las trayectorias se emplearán para realizar un Flujo de Potencia
Probabilístico (FPP) y obtener el comportamiento de algunas variables
del sistema; de esta forma se podrán comparar las diferentes medidas
de compensación del desvío eólico.
10.4 flujo de potencia probabilístico
El Flujo de Potencia Probabilístico (FPP) se puede llevar a cabo uti-
lizando un enfoque numérico o un enfoque analítico. En el enfoque
numérico se utiliza el método de Monte Carlo: se parte de una mues-
tra aleatoria de las variables y parámetros de entrada del modelo del
sistema de energía eléctrica y luego se realiza un análisis determinista
para cada valor, de modo que se obtiene el mismo número de valo-
res para las variables respuestas que se quieren conocer. El enfoque
analítico parte del estudio de las variables y parámetros de entrada,
que son modelados como expresiones matemáticas (por ejemplo, la
función de densidad); los resultados que se obtienen también están
expresados en términos matemáticos, [20].
El método de Monte Carlo ha sido aplicado en diversos campos
de la ciencia. Esta técnica debe su nombre a los casinos situados en
Monte Carlo, Mónaco. Una simulación efectuada con este método uti-
liza una muestra de números aleatorios para modelar algún tipo de
proceso. La técnica funciona especialmente bien cuando se conocen
las probabilidades de las variables de entrada, pero se desconoce la
probabilidad de las variables de salida (la naturaleza de ciertos pro-
blemas hace difícil determinar de forma analítica el comportamiento
de las variables de salida). Autores como [55, 96, 99, 100, 107] han
utilizado un enfoque numérico para analizar la incertidumbre en los
sistemas de energía eléctrica. Una de las ventajas del enfoque numé-
rico es que no hay pérdida de fiabilidad en los modelos, comparados
con las simplificaciones matemáticas que se hacen en los enfoques
analíticos, [20].
Actualmente gran parte del tiempo de cálculo de algunos de los or-
denadores más rápidos del mundo se dedica a realizar simulaciones
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por medio del método de Monte Carlo, ya que hace posible describir
algunas de las leyes fundamentales de la física, [6].
El principal inconveniente del método de Monte Carlo es la necesi-
dad de un gran número de simulaciones para obtener un resultado
fiable, lo que se traduce en largas esperas mientras se realizan los
cálculos [20]. En [46] se comparan los tiempos de cálculo y preci-
sión de un programa comercial, llamado PSS®E [83], funcionando en
un ordenador corriente que utiliza una unidad central de procesa-
miento (en inglés, Central Processing Unit (CPU)), y un prototipo que
utiliza una unidad de procesamiento gráfico (en inglés, Graphics Pro-
cessing Units (GPU)) que coopera con una CPU. En [46] se desarrolla-
ron simulaciones de estabilidad transitoria sobre diferentes sistemas
de prueba. El sistema de mayor dimensión (número de nudos: 1248;
número de generadores: 320; número de líneas: 1244) consiguió un
desempeño 344,8 veces más rápido que la aproximación tradicional
con PSS®E; 1m44,4s del prototipo que utiliza la GPU-CPU contra 10 h
el sistema tradicional que utiliza solo una CPU.
En [84] se presenta un prototipo basada en MATLAB que explota
las características de las GPU para el cálculo numérico en el análisis
de imágenes con fines médicos. Los resultados obtenidos muestran
un rendimiento 1,7 veces más rápido en los tiempos de cálculo, com-
parado con una CPU empleada para la misma aplicación. Con base en
los casos presentados en [46, 84] se podría plantear la posibilidad de
modificar MATPOWER, que es un programa libre, para aprovechar
los beneficios que ofrecen las GPU. Emplear este tipo de procesado-
res podrían reducir considerablemente los tiempos de cálculo en las
simulaciones del método de Monte Carlo, incluso en problemas de
mayor dimensión.
10.4.1 Simulación
Tomando como referencia el ejemplo presentado en la sección 10.3,
se pretende realizar un Flujo de Potencia Probabilístico (FPP) por me-
dio del método de Monte Carlo, donde a partir del modelo espacial-
temporal presentado en la sección 8.8, se dispone de 10× 103 trayecto-
rias posibles de producción eólica para dos parques, y se considerará
el horizonte de predicción k = 28 h. Con estos valores se realizarán
los análisis numéricos para obtener el comportamiento de algunas
variables del sistema de energía eléctrica; de esta forma se pueden
comparar las diferentes medidas presentadas en la sección 10.2.3.
En las figuras 10.5, 10.6 y 10.7 se representa, con un diagrama de
caja, la generación total por cada área activa, reactiva y aparente.
En la figura 10.8 se representa con un diagrama de caja el compor-
tamiento de las centrales de generación que cubren los errores de la
predicción eólica.
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Figura 10.5: Potencia activa generada por área.
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Figura 10.6: Potencia reactiva generada por área.
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Figura 10.7: Potencia aparente generada por área.
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Figura 10.8: Potencia activa generada por unidad, acciones de compensa-
ción.
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(a) PDF de la potencia producida por el parque eólico en el
nudo 14, para el horizonte k = 28 h.
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(b) PDF de la potencia producida por el parque eólico en el
nudo 19, para el horizonte k = 28 h.
Figura 10.9: Potencia activa generada, método de Monte Carlo.
En las figuras 10.9a y 10.9b se puede observar el comportamiento
esperado de la producción de los parques eólicos ubicados en los nu-
dos 14 y 19. La forma de la PDF se caracteriza por una concentración
de producciones nulas. Este comportamiento fue modelado con la re-
gresión logística, sección 7, donde se consideraron y modelaron, de
forma independiente, los errores en la predicción cuando la produc-
ción era nula.
En las figuras 10.10, 10.11 y 10.12 se presentan los flujos de poten-
cia que se intercambian entre áreas. Las pérdidas de las líneas son
despreciables en comparación con la potencia que circula por éstas.
Por tal razón solo se muestra el flujo en un sentido.
En la figura 10.13, se pueden apreciar las pérdidas del sistema para
cada una de las medidas planteadas.
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Figura 10.10: Intercambios de potencia activa entre áreas.
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Figura 10.11: Intercambios de potencia reactiva entre áreas.
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Figura 10.12: Intercambios de potencia aparente entre áreas.
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Figura 10.13: Perdias en el sistema.
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Figura 10.14: Tensiones en el sistema, caso FPO.
Como información adicional, se presentan las tensiones en los nu-
dos (solo para la medida FPO en la figura 10.14).
Los resultados presentados en las figuras 10.5 - 10.14, son realiza-
dos utilizando MATLAB en un ordenador con doble CPU de 3,00 GHz
y 3 Gb de memoria RAM. Cada uno de los 10× 103 escenarios de pro-
ducción se utilizó para calcular las 12 medidas, por tanto, se calcula-
ron 90× 103 flujos de potencia óptimos y 30× 103 flujos de potencia,
para un total de 120 × 103 casos evaluados, que tardaron en total
2h20m aproximadamente.
10.4.2 Análisis
En el análisis del estado de un sistema de energía eléctrica se parte
tradicionalmente de un grupo de escenarios, considerando la gene-
ración eólica como fuente de incertidumbre: un escenario de poca
producción, uno de producción media y otro de producción alta, de
modo que se obtienen tres resultados con los que se espera explicar el
comportamiento del sistema de energía eléctrica. Con un Flujo de Po-
tencia Probabilístico (FPP), por medio del método de Monte Carlo, se
puede obtener el comportamiento del sistema de energía eléctrica de
acuerdo a las características de las variables de entrada y un proceso
de cálculo determinista. Esto permite estimar cuál es la probabilidad
de una variable de salida dadas las probabilidades de las variables de
entrada, en este caso, la producción eólica.
En las figuras 10.5, 10.6 y 10.7, los resultados marcados con «FP» se
han obtenido de un Flujo de Potencia. Este tipo de análisis se realiza
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tradicionalmente, pero no garantiza que los niveles de tensión, las
capacidades de las líneas y las de los generadores estén dentro de sus
límites. Utilizando un proceso de optimización se evita este tipo de
problemas, a la vez que se puede perseguir un objetivo que ofrezca
un beneficio adicional a la correcta operación del sistema.
Los resultados marcados con «FPO», «TIES» y «R» han sido obte-
nidos por medio de un proceso de optimización. Para comparar o
decidir cuál de las medidas es más apropiada se debe definir un cri-
terio que tenga en cuenta los tres estados del sistema: sin acción de
almacenamiento, con almacenamiento en el nudo 15 o con almacena-
miento en el nudo 21.
Los valores obtenidos con la medida denominada «FPO», garan-
tizan que se cubre la demanda del sistema con las centrales de ge-
neración más baratas, sin embargo esta medida no garantiza que el
sistema opera de una forma adecuada respecto a las pérdidas. Con
estos resultados se podría determinar cuales son las líneas que limi-
tan la potencia inyectada en la red, o en cuales puntos del sistema
es apropiado instalar un elemento pasivo para compensar la potencia
reactiva o incluso la instalación de una central hidroeléctrica reversi-
ble.
Los valores obtenidos con la medida denominada «TIES», se pue-
den verificar en las figuras 10.10, 10.11 y 10.12. Con estos resultados
se puede determinar para todas las medidas las respectivas PDF de
las potencias intercambiadas entre áreas.
Los resultados marcados con «R» tienen como objetivo minimizar
las pérdidas activas y reactivas en el sistema. En la figura 10.13 se
puede constatar que para estas medida se consiguen las menores pér-
didas en el sistema, en comparación con el resto de casos.
Para los casos con almacenamiento en el nudo 15 se consiguen los
resultados con menor varianza (gráficas 10.5-10.13), donde los diagra-
mas de caja son los más estrechos. Este resultado se debe a que el
desvío es cubierto en la misma área, de modo que las centrales 1, 22
y 23, disponibles para este mismo fin, apenas tiene que modificar su
punto de operación.
Por otro lado, para el caso con almacenamiento en el nudo 21 se
obtienen, en la mayoría de los casos, los resultados con mayor varian-
za (gráficas 10.5-10.13), donde los diagramas de caja son mucho más
anchos, comparados con el resto de casos. Este resultado se debe a
que el desvío ocurrido en el área 1 es cubierto en el área 3, de modo
que las centrales 1, 22 y 23 deben ajustar su punto de operación para
garantizar el balance entre generación y demanda.
En la figura 10.14 se obtiene el comportamiento de la tensión en los
nudos para la medida FPO. Además de la tensión se puede obtener
el comportamiento de cualquier otra variable del sistema de energía
eléctrica y, de esta forma, comparar las diferentes medidas presenta-
das.

Part IV
C O N C L U S I O N S A N D F U T U R E W O R K

11
C O N C L U S I O N S
A new modeling approach that permits the generation of probable
trajectories of future wind power production for the probabilistic anal-
ysis of power systems is presented. The main goals of this thesis are
the development of a tool to generate trajectories of future wind po-
wer production (part ii of the thesis) for a short term horizon (one
or two days in advance) and their use to obtain a joint operation of
a hydro-pump plant cooperating with a wind farm (chapter 9) and a
development of a probabilistic power flow through the Monte Carlo
simulation for the power system analysis (chapter 10). These appli-
cations are designed to help in the integration of wind energy into
power systems.
In part ii of the thesis, a new approach to deal with the uncertain
behavior of the stochastic sources is introduced; a method to simulate
trajectories of wind power production is proposed. The main feature
of the proposed method is that the simulated trajectories have similar
properties as the wind power production. In particular, they are able
to reproduce the non-linear and non-gaussian behavior of these. The
simulated trajectories are obtained through the method proposed in
a common computer in a few seconds, making it possible to use it in
real-time applications.
In order to investigate and to model the stochastic dependence, the
copula theory has been presented in the chapter 3. The gaussian co-
pula has been used to represent the errors of the wind power forecast
in two cases, temporal and spatial dependence.
Based on the copula modeling, the procedure is divided in two
parts: the modeling of the forecast errors as an unidimensional marginal
distributions and the estimation of the multi-dimensional stochas-
tic dependence structure. The marginal distributions represent the
stochastic behavior of each wind farm at each specific horizon, and
the stochastic dependence structure defines the dependence between
the stochastic sources at each horizon or location.
The models were obtained from real data, predictions and produc-
tions (chapter 4), reproducing the characteristics of original random
variables. For univariate marginal functions, was considered a para-
metric model based on the beta distribution, and the Kernel Density
Estimation (KDE) for the local model, a nonparametric method, chap-
ters 5 and 6 respectively.
In both models, parametric and nonparametric, were implemented
adaptive estimates of the parameters. The new data of the wind farm
are included and weighted according to their relevance and age, giv-
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ing the model an adaptive feature, replying the seasonal behavior of
wind production.
The two models, parametric and nonparametric, failed to model
the behavior of the forecast errors in the particular case of zero pro-
ductions, as shown in sections 5.5 and 6.4 respectively. This problem
was solved using the logistic regression, a method used to estimate
the probability of a qualitative response variable. The behavior of
the errors in the wind power forecasting in the case of zero produc-
tions were modeled by logistic regression. Finally, a model for the
marginal function was build with logistic regression and a distribu-
tion function (beta distribution and KDE), chapter 7.
For the marginal distribution, the model using Kernel Density Esti-
mation and logistic regression performs better than the model using
the beta distribution and logistic regression. The results of this evalu-
ation are presented in section 7.4.
Finally, for the copula model, the dependence structure was ob-
tained, the variables were transformed to the uniform domain throw
the PIT using the CDF model obtained by the Kernel Density Estima-
tion and logistic regression. Thus, eliminating the influence of the
original domain of the variables. These results are presented in the
chapter 8.
The calculation of the simulated trajectories using the copula func-
tions is very promising, because possible energy imbalance and pre-
diction error intervals can be obtained, making easy to understand
the behavior of the wind energy production and the relationship with
its prediction.
In the third part of the thesis, chapter 9, the statistical information
obtained from the simulated trajectories makes possible to calculate
the joint optimal operation of a hydro-pump plant and a wind power
producer. The wind power production uncertainty is included in an
optimization problem that use a hydro-pump plant in an optimal way,
reducing the imbalance costs and optimizing the benefit of the two
agents.
The hydro-pump plant and the wind power producer participate
jointly in the market. In this way, the utilities may reduce the risk
due to the uncertainty in the wind power prediction and in the prices
of the reserve market. Eventually, the imbalances in the wind power
production could be fully avoided by the action of the hydro-pump
plant. In all the results presented in the chapter 9, the joint optimal
operation achieved more benefits than the independent operation.
In the chapter 9 two procedures are presented as an optimization
problems and the estimates of the wind power uncertainty are used
to obtain the optimal operation of a hydro-pump plant cooperating
with a wind power producer. The results do not guarantee more ben-
efits for all possible cases, but certainly have advantages, increasing
the action of the utility into the energy market. There are also advan-
conclusions 149
tages in the power system operation, because the utility could also
use the hydro-pump plant to control the voltage, frequency and to
store energy, making the system safer and enhancing the integration
of renewable sources. Extensions of these strategies could also be
applied in the next generation networks, called Smart Grids.
Different actions to compensate wind power uncertainties in power
system are compared in the chapter 10. The approach was tested on
a modified “IEEE 30 Bus Test Case”, modeling the complexity of a
small real system.
The method proposed in chapter 10 is valid to perform the proba-
bilistic load flow of an electrical power system through Monte Carlo
simulation where wind power uncertainty and their interdependence
are considered. One of the goals of the presented method is the abi-
lity to determine the Probability Density Function (PDF) for all the out
put variables in the power system, for example, the charge of the lines,
the losses of the system, the use of storage devices, etc. Both wind
power and storage influence in the power systems can be observed
just by comparing the out put variables (generation, area interchange
flows, system losses and storage use) of the Monte Carlo Simulation
in the power systems simulations.
The deterministic forecasts of wind generation is a valuable input
to a number of decision-making problems, related with power system
operation and trading of wind generation into the markets. However,
they do not provide any information on the interdependence of fore-
casts errors, when it is necessary to quantify the possible deviations
in terms of power and energy. This information is required to obtain
the optimal operation of wind power farms in combination with con-
ventional generation and storage, or for trading in energy markets.
Indeed, for such problems, the appropriate input concerning the in-
terdependence of forecasts errors must consist of possible trajectories,
that provide the whole information about the uncertainty in the peri-
ods. In this theses a suitable method to generate trajectories of possi-
ble wind power from deterministic wind power forecasts is presented.
The trajectories were used to obtain the optimal operation of a wind
farm cooperating with a hydro-pump plant. Also, they were used
to deal with the operation of power systems with high wind power
penetration, considering the uncertainty of short term wind power
production, the spatial dependence and the power system model.
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11.1 original contributions
The main original contribution of this work are the following:
• The local model of forecast errors by using Kernel Density Esti-
mation (KDE) and logistic regression.
• The adaptive estimation of the marginal function and depen-
dence structure of the wind production.
• A method to simulate trajectories of possible wind power pro-
ductions based on the historical data (Observations and fore-
casts).
• A method to obtain the optimal operation of a hydro-pump
plant cooperating with a wind farm.
11.2 future work
The work presented in this thesis sets the theoretical background for
the analysis of wind power production and hydro-pump storage in
power systems. The future work involves possible applications and
extensions of this work.
11.2.1 Enhancing the integration of stochastic energy sources in large po-
wer system, as the Iberian system.
The integration of stochastic generation in large power systems needs
the use of techniques able to deal with the stochastic generation
spread over the network. The method presented on this document,
can be the start point for this kind of analysis. But first, it is necessary
to develop prototypes and evaluate their performance with real data.
One of the main problems associated with the power system analy-
ses is to obtain reliable models where the stochastic sources are iden-
tified. The power system model must replicate the topology, behavior
and complexity of the real system.
With all the stochastic sources identified into the power system
model, and using real data to obtain the multivariate model and to
calculate the trajectories or scenarios of the stochastic sources, could
be performed a probabilistic analysis providing a reliable approach
to understand the impact of stochastic generation into the network.
The intraday market must be introduced into the model to get more
accurate results, thus following more closely the current rules of the
Iberian market, which are well suited to the high penetration of inter-
mittent generation.
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11.2.2 Stochastic model.
The dependence structure of the random variables will be one of the
main topics to improve the model, because it refers to the relative
behavior of the random variables. For this, its role is central in the
calculation of the properties of the sum of a multitude of random vari-
ables; even in the case of the same marginal distributions, different
dependence structures lead to totally different distribution of their
sum, around the same mean value.
The other aspect to be considered is the applicability of different
copula families to the power system uncertainty analysis.
11.2.3 Impact of large-scale storage.
It is necessary to evaluate the effect of the use of large-scale storage
in large power systems with stochastic sources. This aspect can be
assessed by using a similar approach as the presented in this thesis.
It would be also interesting to test storage use for different horizons:
hours, days, weeks to evaluate its performance.
11.2.4 Speed up simulations with a GPU
The development of a prototype using MATPOWER to obtain the
power flow and the optimal power flow, using a Graphics Processing
Units (GPU) to reduce calculation times in the Monte Carlo method
may be implemented.
11.2.5 Planing evaluation.
For planning studies it is required to evaluate the viability and profi-
tability of the joint operation of storage and stochastic energy sources,
focusing in the size and the cost of installation for both. With a mod-
ification and extension of the procedure presented in this thesis, this
information could be obtained.
11.2.6 Unit Commitment and wind farms.
In power systems with high levels of wind power, the integration
of these stochastic sources causes technical and financial impacts on
the operation of the existing electricity system, due to the stochastic
behavior and the forecast errors of the wind power. The stochastic
wind power must be included into the unit commitment problem for
the power systems analysis, the effects of the stochastic sources on
the unit commitment and dispatch of power systems are relevant in
the cost of the operation and must be studied in detail.

Parte V
A P É N D I C E S

A
M E R C A D O D E E L E C T R I C I D A D
El mercado de electricidad en España está definido por las transaccio-
nes derivadas de la participación de los agentes en las sesiones de los
mercados diario e intradiario. Los agentes del mercado son aquellas
empresas habilitadas para actuar en el mercado de producción como
vendedores y compradores de electricidad.
El OMIE [70] realiza una subasta para cada una de las horas del
día siguiente, 14 horas antes de que éste comience. Esta subasta es
denominada como mercado diario, donde los agentes del mercado pre-
sentan ofertas de venta y compra de energía eléctrica.
En el mercado diario los agentes vendedores son todas las unidades
de generación disponibles que no estén comprometidas con un con-
trato bilateral físico, además los agentes externos registrados como
vendedores. Los agentes compradores son los distribuidores, comer-
cializadores, consumidores cualificados y agentes externos registra-
dos como compradores.
En el mercado diario, en primer lugar, son adquiridas las ofertas
de energía más baratas, seguidas por las más caras hasta que se cu-
bre la demanda proyectada. La última oferta que cubre la demanda
proyectada, marca el precio marginal de la energía para esa hora, por
lo que todas las demás ofertas son pagadas a ese precio.
Después de que se cierra el mercado diario y la información sobre
los contratos bilaterales físicos ejecutados, el operador del sistema
evalúa la viabilidad técnica del programa de funcionamiento de las
unidades de producción para garantizar la seguridad y fiabilidad del
suministro en la red de transporte. Si el resultado de la casación del
mercado diario más las ejecuciones de los contratos bilaterales físicos
lleva a una operación donde se supera la capacidad máxima de in-
tercambio entre los sistemas eléctricos, o los requisitos de seguridad
no son cumplidos, el procedimiento de solución de restricciones técnicas
modifica el programa original hasta llegar a una solución viable.
Por medio del mercado intradiario se negocian cantidades adiciona-
les de energía para efectuar el balance entre oferta y demanda. Este
proceso está a cargo del operador del sistema, para el cual cuenta con
la ayuda del operador del mercado. El mercado intradiario se estruc-
tura en seis sesiones durante el día, en éstas son realizados los ajustes
sobre el programa diario viable, mediante la presentación de ofertas
de venta y adquisición de energía eléctrica. Al finalizar cada una de
estas casaciones se estudian nuevamente las restricciones técnicas del
sistema, y se aplica el procedimiento de solución de restricciones téc-
nicas hasta alcanzar un nuevo programa viable.
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Los servicios complementarios y el procedimiento de gestión de des-
víos tienen por objeto que el suministro de energía eléctrica se pro-
duzca en las condiciones de calidad, fiabilidad y seguridad que están
establecidas y que se verifique de forma permanente el equilibrio en-
tre la generación y la demanda. Los servicios complementarios de
banda de regulación son incorporados al programa diario viable por
el operador del sistema con posterioridad al mercado diario. Una vez
celebrada cada una de las sesiones del mercado intradiario, el opera-
dor del sistema realiza la gestión en tiempo real mediante la utiliza-
ción de servicios complementarios y el procedimiento de gestión de
desvíos.
B
I E E E 3 0 B U S T E S T C A S E
Según la documentación de MATPOWER [111], anexo B, son presen-
tados a continuación los valores del caso «IEEE 30 Bus Test Case».
El caso tipo, llamado «IEEE 30 Bus Test Case», representa una por-
ción del sistema eléctrico de los EE.UU. localizado en la región del
medio oeste del país, y que pertenece a la empresa «American Elec-
tric Power System». Los datos fueron tomados en diciembre de 1961
por Iraj Dabbagchi de AEP y fueron introducidos en «IEEE Common
Data Format» por Rich Christie, de la Universidad de Washington, en
agosto de 1993 [95].
Este caso fue modificado y adaptado utilizando datos de [2, 34], y
luego fue incluido como un caso tipo en MATPOWER [108]. Basado
en [105] se agregan dos generadores que representan la producción
eólica en los nudos 19 y 14. Además se conecta otro generador en
el nudo 15 o 21, que representa una central hidroeléctrica reversible
(figura 10.1).
Como cambios menores, se agrega una carga de 2, 4+j1 MVA en el
nudo 11, ya que no tenía conectado ningún elemento. Para mejorar
los perfiles de tensión en el sistema, se modifica la carga conectada
en el nudo 8, pasando de 30+j30 MVA a 30+j10 MVA.
Los parques eólicos conectados en los nudos 19 y 14, tienen una
capacidad de 20 MW. La central hidroeléctrica reversible tienen una
capacidad de 30 MW. Está conectada en unos casos en el nudo 15, y
en otros, en el nudo 21.
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Cuadro de texto B.1: IEEE 30
function mpc = caso_tesis
%% MATPOWER Case Format : Version 2
mpc.version = ’2’;
%%----- Power Flow Data ----- % %
%% system MVA base
mpc.baseMVA = 100;
%% bus data
% bus_i type Pd Qd Gs Bs area Vm Va baseKV zone Vmax Vmin lam_P lam_Q mu_Vmax mu_Vmin
mpc.bus = [
1 3 0 0 0 0 1 1.0222582 0 135 1 1.05 0.95 0.0100 -0 0 0;
2 2 21.7 12.7 0 0 1 1.0221587 -0.041471317 135 1 1.1 0.95 0.0100 -0 0 0;
3 1 2.4 0 1.2 0 1 1.0162283 -0.87884859 135 1 1.05 0.95 0.0101 0 0 0;
4 1 7.6 1.6 0 0 1 1.0153336 -1.0130055 135 1 1.05 0.95 0.0101 0 0 0;
5 1 0 0 0 0.19 1 1.0115542 -1.1356308 135 1 1.05 0.95 0.0101 0 0 0;
6 1 0 0 0 0 1 1.0094929 -1.2644705 135 1 1.05 0.95 0.0101 0 0 0;
7 1 22.8 10.9 0 0 1 1.001223 -1.7270792 135 1 1.05 0.95 0.0102 0.0001 0 0;
8 1 30 10 0 0 1 0.9982394 -1.6438422 135 1 1.05 0.95 0.0111 0.0010 0 0;
9 1 0 0 0 0 1 1.0165587 -1.4812132 135 1 1.05 0.95 0.0102 0.0001 0 0;
10 1 5.8 2 0 0 3 1.0202655 -1.5935462 135 1 1.05 0.95 0.0103 0.0001 0 0;
11 2 2.4 1 0 0 1 1.0165587 -1.4812132 135 1 1.05 0.95 0.0102 0.0001 0 0;
12 1 11.2 7.5 0 0 2 1.0433037 -0.30912711 135 1 1.05 0.95 0.0101 0 0 0;
13 2 0 0 0 0 2 1.0832474 2.5310679 135 1 1.1 0.95 0.0101 0 0 0;
14 1 6.2 1.6 0 0 2 1.0320971 -0.91965787 135 1 1.05 0.95 0.0102 0 0 0;
15 2 8.2 2.5 0 0 2 1.0332574 -0.7816813 135 1 1.05 0.95 0.0102 0 0 0;
16 1 3.5 1.8 0 0 2 1.026259 -1.134033 135 1 1.05 0.95 0.0102 0.0001 0 0;
17 1 9 5.8 0 0 2 1.0167916 -1.6651527 135 1 1.05 0.95 0.0103 0.0001 0 0;
18 2 3.2 0.9 0 0 2 1.0160388 -1.7760821 135 1 1.05 0.95 0.0104 0.0001 0 0;
19 1 9.5 3.4 0 0 2 1.009504 -2.1836227 135 1 1.05 0.95 0.0105 0.0001 0 0;
20 1 2.2 0.7 0 0 2 1.011331 -2.0907602 135 1 1.05 0.95 0.0104 0.0001 0 0;
21 1 17.5 11.2 0 0 3 1.026747 -1.5051463 135 1 1.05 0.95 0.0103 0 0 0;
22 2 0 0 0 0 3 1.0325637 -1.3571232 135 1 1.1 0.95 0.0103 0 0 0;
23 2 3.2 1.6 0 0 2 1.0473624 0.20617267 135 1 1.1 0.95 0.0100 -0 0 0;
24 1 8.7 6.7 0 0.04 3 1.0328266 -0.38186709 135 1 1.05 0.95 0.0102 0.0001 0 0;
25 1 0 0 0 0 3 1.0499999 1.4846384 135 1 1.05 0.95 0.0101 -0 0.0438 0;
26 1 3.5 2.3 0 0 3 1.0330439 1.0858293 135 1 1.05 0.95 0.0103 0.0001 0 0;
27 2 0 0 0 0 3 1.0689387 2.8769798 135 1 1.1 0.95 0.0100 0 0 0;
28 1 0 0 0 0 1 1.0160552 -0.99522254 135 1 1.05 0.95 0.0103 0.0002 0 0;
29 1 2.4 0.9 0 0 3 1.0499867 1.7422645 135 1 1.05 0.95 0.0102 0.0001 0 0;
30 2 10.6 1.9 0 0 3 1.0391 0.94874963 135 1 1.05 0.95 0.0104 0.0001 0 0;
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];
%% generator data
% bus Pg Qg Qmax Qmin Vg mBase status Pmax Pmin Pc1 Pc2 Qc1min Qc1max Qc2min Qc2max ramp_agc ramp_10 ramp_30 ramp_q apf mu_Pmax mu_Pmin mu_Qmax mu_Qmin
mpc.gen = [
1 9.84297 -1.8073 20 -1 1.0222582 100 1 80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
23 19.2 6.82942 40 -10 1.0473624 100 1 30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
22 21.59 29.0162 62.5 -15 1.0325637 100 1 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
2 54.8325 14.4897 60 -20 1.0221587 100 1 55 54.6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
13 40 31.898 44.7 -15 1.0832474 100 1 40.2 39.8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
27 45.8116 20.3874 48.7 -15 1.0689387 100 1 46 45.6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
19 10 0 0 0 1.0689387 100 1 10 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
14 12 0 0 0 1.0689387 100 1 12 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
15 5 0 0 0 1.0689387 100 1 5 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0;
];
%% branch data
% fbus tbus r x b rateA rateB rateC ratio angle status angmin angmax Pf Qf Pt Qt mu_Sf mu_St mu_angmin mu_angmax
mpc.branch = [
1 2 0.02 0.06 0.03 130 130 130 0 0 1 -360 360 1.1855 -1.7926 -1.1852 -1.3413 0 0 0 0;
1 3 0.05 0.19 0.02 130 130 130 0 0 1 -360 360 8.6575 -0.0147 -8.6211 -1.9248 0 0 0 0;
2 4 0.06 0.17 0.02 65 65 65 0 0 1 -360 360 10.5201 -0.5663 -10.456 -1.3290 0 0 0 0;
3 4 0.01 0.04 0 130 130 130 0 0 1 -360 360 6.2211 0.7248 -6.2173 -0.7096 0 0 0 0;
2 5 0.05 0.2 0.02 130 130 130 0 0 1 -360 360 10.5888 1.8220 -10.531 -3.6597 0 0 0 0;
2 6 0.06 0.18 0.02 65 65 65 0 0 1 -360 360 13.2088 1.8753 -13.103 -3.6239 0 0 0 0;
4 6 0.01 0.04 0 90 90 90 0 0 1 -360 360 14.0788 11.3305 -14.047 -11.204 0 0 0 0;
5 7 0.05 0.12 0.01 70 70 70 0 0 1 -360 360 10.5312 3.8541 -10.467 -4.7145 0 0 0 0;
6 7 0.03 0.08 0.01 130 130 130 0 0 1 -360 360 12.3875 5.3219 -12.332 -6.1855 0 0 0 0;
6 8 0.01 0.04 0 32 32 32 0 0 1 -360 360 22.3951 22.8573 -22.294 -22.455 0.0015 0 0 0;
6 9 0 0.21 0 65 65 65 0 0 1 -360 360 1.8486 -3.3931 -1.8486 3.4239 0 0 0 0;
6 10 0 0.56 0 32 32 32 0 0 1 -360 360 1.0563 -1.9389 -1.0563 1.9657 0 0 0 0;
9 11 0 0.21 0 65 65 65 0 0 1 -360 360 0 -0 0 -0 0 0 0 0;
9 10 0 0.11 0 65 65 65 0 0 1 -360 360 1.8486 -3.4239 -1.8486 3.4400 0 0 0 0;
4 12 0 0.26 0 65 65 65 0 0 1 -360 360 -5.0051 -10.892 5.0051 11.2543 0 0 0 0;
12 13 0 0.14 0 65 65 65 0 0 1 -360 360 -39.999 -28.775 39.9998 31.8980 0 0 0 0;
12 14 0.12 0.26 0 32 32 32 0 0 1 -360 360 5.3580 2.0475 -5.3217 -1.9689 0 0 0 0;
12 15 0.07 0.13 0 32 32 32 0 0 1 -360 360 8.6792 3.4173 -8.6233 -3.3134 0 0 0 0;
12 16 0.09 0.2 0 32 32 32 0 0 1 -360 360 9.7575 4.5560 -9.6616 -4.3429 0 0 0 0;
14 15 0.22 0.2 0 16 16 16 0 0 1 -360 360 -0.8783 0.3689 0.8802 -0.3672 0 0 0 0;
16 17 0.08 0.19 0 16 16 16 0 0 1 -360 360 6.1616 2.5429 -6.1279 -2.4627 0 0 0 0;
15 18 0.11 0.22 0 16 16 16 0 0 1 -360 360 9.8888 3.2144 -9.7774 -2.9916 0 0 0 0;
18 19 0.06 0.13 0 16 16 16 0 0 1 -360 360 6.5774 2.0916 -6.5497 -2.0316 0 0 0 0;
19 20 0.03 0.07 0 32 32 32 0 0 1 -360 360 -2.9503 -1.3684 2.9534 1.3756 0 0 0 0;
10 20 0.09 0.21 0 32 32 32 0 0 1 -360 360 5.1806 2.1390 -5.1534 -2.0756 0 0 0 0;
10 17 0.03 0.08 0 32 32 32 0 0 1 -360 360 2.8777 3.3523 -2.8721 -3.3373 0 0 0 0;
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10 21 0.03 0.07 0 32 32 32 0 0 1 -360 360 -5.3704 -7.1434 5.3934 7.1971 0 0 0 0;
10 22 0.07 0.15 0 32 32 32 0 0 1 -360 360 -5.5830 -5.7535 5.6262 5.8461 0 0 0 0;
21 22 0.01 0.02 0 32 32 32 0 0 1 -360 360 -22.894 -18.397 22.9752 18.5608 0 0 0 0;
15 23 0.1 0.2 0 16 16 16 0 0 1 -360 360 -10.346 -2.0338 10.4498 2.2421 0 0 0 0;
22 24 0.12 0.18 0 16 16 16 0 0 1 -360 360 -7.0115 4.6093 7.0907 -4.4904 0 0 0 0;
23 24 0.13 0.27 0 16 16 16 0 0 1 -360 360 5.5502 2.9874 -5.5031 -2.8896 0 0 0 0;
24 25 0.19 0.33 0 16 16 16 0 0 1 -360 360 -10.288 0.7227 10.4770 -0.3937 0 0 0 0;
25 26 0.25 0.38 0 16 16 16 0 0 1 -360 360 3.5411 2.3625 -3.5000 -2.3000 0 0 0 0;
25 27 0.11 0.21 0 16 16 16 0 0 1 -360 360 -14.018 -1.9688 14.2180 2.3505 0 0 0 0;
28 27 0 0.4 0 65 65 65 0 0 1 -360 360 -18.336 -12.813 18.3364 14.7521 0 0 0 0;
27 29 0.22 0.42 0 16 16 16 0 0 1 -360 360 6.1568 1.6509 -6.0786 -1.5015 0 0 0 0;
27 30 0.32 0.6 0 16 16 16 0 0 1 -360 360 7.1004 1.6339 -6.9517 -1.3552 0 0 0 0;
29 30 0.24 0.45 0 16 16 16 0 0 1 -360 360 3.6786 0.6015 -3.6483 -0.5448 0 0 0 0;
8 28 0.06 0.2 0.02 32 32 32 0 0 1 -360 360 -7.7053 -7.5446 7.7669 5.7210 0 0 0 0;
6 28 0.02 0.06 0.01 32 32 32 0 0 1 -360 360 -10.537 -8.0194 10.5695 7.0923 0 0 0 0;
];
%%----- OPF Data ----- % %
%% area data
% area refbus
mpc.areas = [
1 8;
2 23;
3 26;
];
%% generator cost data
% 1 startup shutdown n x1 y1 ... xn yn
% 2 startup shutdown n c(n-1) ... c0
mpc.gencost = [
2 0 0 3 0.02 2 0;
2 0 0 3 0.025 3 0;
2 0 0 3 0.0625 1 0;
2 0 0 3 0.0175 1.75 0;
2 0 0 3 0.025 3 0;
2 0 0 3 0.00834 3.25 0;
2 0 0 3 0 0 0;
2 0 0 3 0 0 0;
2 0 0 3 0 0 0;
]; 
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