This paper provides a detailed analysis of the Least Squares Monte Carlo Simulation Method (Longstaff and Schwartz, 2001) and of the extension of Gamba (2003) to value portfolios of real options. The accuracy of the method is assessed when valuing stylised real options as maximum, compound or mutually exclusive options. For the latter, we propose an improved algorithm that is faster, more accurate as well as more reliable. The analysis is carried out for a large number of call and put options. It is done comparing alternative polynomial families and simulation methods, including moment matching techniques and low-discrepancy sequences. Unlike previous analysis of the method, our results suggest that the use of weighted Laguerre polynomials, initially proposed by Longstaff and Schwartz (2001), produces more accurate estimates. We show also that the choice of the best simulation method is contingent on the problem in hands. Low-discrepancy sequences tend to produce more accurate estimates, using fewer paths than pseudo-random numbers. The accuracy of the method depends on the payoff function and seems to converge, increasing both the number of basis and the number of simulated paths.
Introduction
In the early stages of the Real Options theory, valuation was, with few exceptions, confined to the options for which financial options solutions could be applied. This was done mainly using few underlying assets (or sate variables) and options with European features or American perpetual options. Following the usual route, research has been closing the gap with reality. Investment projects are portfolio of options, frequently dependent on several stochastic variables, which can be exercised several times before expiration (they are Bermudan or American options).
The valuation of low dimensional finite-lived American options can be easily handled with finite differences schemes (introduced by Brennan and Schwartz (1977) ) or binomial lattices (introduced by Cox, Ross and Rubinstein (1979) ; Rendleman and Bartter (1979) ). Valuation of options contingent on multiple factors becomes impractical due to the curse of dimensionality: the number of nodes of the binomial lattice increases exponentially with the number of stochastic factors. On the other hand, finite differences methods can only be extended to two or three factors, at most, since higher dimensional partial differential equations can not be obtained.
The value of a portfolio of options with interacting features can be significantly different from the sum of the individual options. A general model to price multiple interacting options was proposed by Kulatilaka and Trigeorgis (Kulatilaka, 1995; Kulatilaka and Trigeorgis, 1994 ). An investment project with multiple embedded options can be decomposed into different "interacting modes". The options are the transitions between the modes with an exercise price equal to the cost of switching. This general real options model is only practicable in low dimensions.
A portfolio of options can also be valued using binomial lattices 1 , but, again, we are restricted to low dimensional problems.
Simulation has been a promising alternative in the last decade to value path-dependent options, American options, options with multiple state variables and under general stochastic processes. Unlike the case of lattice methods, the computational effort increases only linearly with the number of stochastic factors. The standard error of the estimate, according to the Central Limit Theorem, tends to zero at the rate of O 1 √ N , where N is the number of simulations. This is the main advantage of the Monte Carlo simulation method, particurlarly in high dimensional settings: the convergence depends only on the the number of simulations and is independent of the dimension of the problems. The slow convergence speed, that can be the main drawback of this method, is being overcome by the growing availability of faster computers or by the use of parallel computing.
Monte Carlo simulation was first introduced to value options by Boyle (1977) . Traditionally simulation was presented as a forward-looking technique, so it was seen as innadequate to deal with American options and the valuation of portfolio of options. In recent years, several authors have proposed different methods to match simulation and dynamic programming, which is a backward-looking technique: Tilley (1993); Barraquand and Martineau (1995) ; Carrière (1996) ; Raymar and Zwecher (1997) ; Broadie and Glasserman (1997b,a) ; Tsitsiklis and Van Roy (1999) ; Longstaff and Schwartz (2001) ; Carrière (2001) ; Tsitsiklis and Van Roy (2001) ; Garcia (2002) ; Rogers (2002) ; Ibañez and Zapatero (2004) ; Haugh and Kogan (2004) ; Anderson and Broadie (2004) 2 .
Some of these algorithms use an estimation of the continuation value obtained by the projection of discounted payoffs onto a set of basis functions (Carrière, 1996; Tsitsiklis and Van Roy, 1999; Longstaff and Schwartz, 2001; Tsitsiklis and Van Roy, 2001; Carrière, 2001) . Maybe due to its simplicity, Least-Squares Method (LSM henceforth), proposed by Longstaff and Schwartz (2001) , gained an increasing attention with subsequent analysis of its accuracy, both at a theoretical level, with the proofs of convergence by Clément, Laberton and Protter (2002) and Stentoft (2004a) , and with algorithm improvements as suggested by Rasmussen (2002a,b) and Pizzi and Pellizzari (2002) , and at the empirical level, namely by Moreno and Navas (2003) and Stentoft (2004a) . Gamba (2003) proposed a model which decomposes complex multiple real options problems (with interacting options) into simple hierarchical sets of individual options. Extending the LSM approach, this model deals also with American and Bermudan real options, which are frequent in capital budgeting projects. The decomposition principle can be used in combination with any kind of methodology based on dynamic programming and the Bellman equation. Among the possible interactions between real options, Gamba presents the following types: independent options, compound options, mutually exclusive options and switching problems. This paper is organised as follows. Section 2 presents the LSM method and the extension to value portfolio of options as done by Gamba (2003) .
In this section we propose an improvement to the mutually exclusive options valuation algorithm. Section 3 summarises the conclusions of previous analysis of the LSM. In Section 4 we present a detailed empirical analysis of the maximum, compound and mutually exclusive options. Finally, Section 5 concludes.
The Least-Squares Method
Monte Carlo simulation has one major advantage over other methods: it can be used to value contingent claims whose underlying state variables values can be driven by a variety of stochastic processes. However in this paper we restrict our attention the contingent claims on assets whose prices follow a (correlated) geometric Brownian Motion:
where X t > 0, µ and σ are, respectively, the drift parameter and the instantaneous volatility, δ is the dividend or convenience yield, which can be, in the real options context, the rate of lost cash flows. Finally, dW is the increment of a Wiener process.
Assuming market completeness, there is a unique risk-neutral probability measure under which the asset price stochastic process is:
where r is the riskless interest rate. The value of an American option, with payoff Π (t, X t ), that can be exercised from t until T is:
where τ is the optimal stopping time (τ ∈ [t, T ]) and E * t [·] denotes the risk neutral expectation, conditional on the information available at t.
Longstaff and Schwartz (2001) proposed a Monte Carlo simulation algorithm, to value American options, described by the equation 3, which can be approximated dividing the time to maturity (T ) in N intervals with length equal to ∆t = T N . The underlying state variables (X) are then simulated with K paths. Assuming that the option can only be exercise in discrete times, in the interval [0, T ], the optimal stopping time can be obtained using the following Bellman equation:
F (t n , X tn ) = max Π (t n , X tn ) , e −r(t n+1 −tn) E Denoting the continuation value by:
Φ (t n , X tn ) = e −r(t n+1 −tn) E * tn F t n+1 , X t n+1
with: Φ (T, X T ) = 0
The optimal stopping time, for each path (τ (ω)), is computed, starting at T and proceeding backwards, applying the following rule:
if Φ (t n , X tn (ω)) ≤ Π (t n , X tn ) then τ (ω) = t n
At the maturity date, the continuation value equals zero, because the option is no longer available. At t n , prior to T , the holder of the option must compare the payoff from the immediate exercise, which is known (Φ (t n , X tn )), with the continuation value, which is not known, and is the expected conditional value of future cash flows. When condition 6 holds, the stopping time, τ (ω), is updated. The value of the American option is calculated averaging the values of all paths:
The main contribution of the LSM approach is the computation of the continuation value 3 (Φ), which is the expected value of the future cash flows from optimal exercise, conditional on the information available at the present date. Let Π (t, s, τ, ω) be the cash flow for the ω-th path resulting from the optimal exercise of the option at s (t < s ≤ T ), assuming that it has not been exercised at or before t.
The continuation value at t n is, therefore Φ (t n , X tn ) = E * tn N i=n+1 e −r(t i −tn) Π (t n , t i , τ, ·)
with:
Π (t, s, τ, ω) = Π (s, X s (ω)) if τ (ω) = s 0 otherwise
Since Φ belongs to a Hilbert space L 2 , it can be represented by a countable orthonormal basis and the conditional expectaction can be expressed by a linear combination of the elements of the basis, Φ (t, X t ) = a least squares regression, as proposed by Longstaff and Schwartz 4 or by any other appropriate regression method 5 . The continuation value estimated by the regression is then used to compute the optimal stopping time:
For the basis functions the authors, while arguing the superiority of weighted Laguerre polynomials, also state that the numerical tests they have carried suggested that Hermite polynomials, Fourier, trigonometric or even simple powers of the state variables provide accurate results. They also claim that the use of only the in-the-money paths in the regression produces, apart from a faster algorithm, estimates of the option value with lower standard errors.
The extended Least Squares Method
The variety of applications done originally by Longstaff and Schwartz (2001) , shows that the LSM can be applied to virtually all single contingent claims, with several state variables and different stochastic processes. The following step was to extend it to deal with the valuation of portfolios of interacting options. This has been done by Gamba (2003) , who extended the LSM method to value independent, compound and mutually exclusive options, as well as switching problems.
Independent options. The value of a portfolio of independent options is the sum of individual options, computed using the LSM. In this case value additivity holds, even when the underlying assets are not independent 6 .
Compound options. A portfolio of H compounded options with maturities T h (T 1 ≤ T 2 ≤ ... ≤ T H ) is valued applying the LSM algorithm starting with the option with the longest maturity. Since the h-th option gives the right to exercise the subsequent option, its payoff, Π h (t, X t ), must include the value of the (h + 1)-th option. The value of the h-th option(F h ) is therefore:
4 As they noted, when the basis functions chosen have a near singular cross-moment matrix, an appropriate regression algorithm must be used to avoid numerical inaccuracies.
5 Pizzi and Pellizzari (2002) proposed a non-parametric regression. Although more accurate results are obtained with fewer paths and exercise dates, its application to high dimensional problems is not feasible because of the curse of dimensionality of the nonparametric regression methods.
6 For further details, refer to Gamba (2003) .
The Bellman equation for this type of options is given by:
Since we need the value of the subsequent options for all the values of the underlying asset, it must be estimated using all the paths. An alternative to this approach is to use, only, the in-the-money paths to find the optimal stopping times for each option and all the paths to estimate the continuation value. This means that we would have an additional regression for each step.
Mutually exclusive options An example of a mutually exclusive option, in a real options context, is the case of the choice between the expansion and abandon options. The decision has to be made, in a given time horizon H, implying the choice of the best alternative. It is assumed, additionally, that the decision is irreversible. The problem encompasses, not only the choice of the optimal stopping time, but also the optimal (best) option. The control is a couple variable (τ, ζ), where τ is a stopping time in T (t, T H ) and ζ ∈ {1, 2, ..., H}. The value of the option to choose the best, out of H options, is:
The Bellman equation for this type of options is given by
The following decision rule is used to find the optimal control (τ, ζ) at t n for the ω-th path:
where:
The continuation value (Φ h ) is obtained extending Longstaff and Schwartz idea 7 .
Alternative algorithm to value mutually exclusive options. We propose an alternative algorithm to value this type of options. "Since the decision about the option is irreversible... the choice is not made until the 7 Please refer to Gamba (2003) for further details.
time to exercise the most favourable outcome has come" (Gamba, 2003, p. 12) . A mutually exclusive option can be valued using the LSM algorithm to value single options, replacing the payoff of the option by:
The optimal control (τ, ζ) at t n for the ω-th path is computed using the following decision rule:
With this algorithm, we don't need to value each of the H individual options, which means that it is faster than the one proposed by Gamba. This is not the only advantage: it also produces more accurate valuations with a lower polynomial degree (as we will show in section 4) and more precise (correct) choice of the best option, which is not the case for Gamba's algorithm. To illustrate this last advantage, Figure 1 shows that the estimated continuation value obtained by the least squares fit is, sometimes, positive in the out-the-money region, where it should be zero. In the case of the mutually exclusive options, the algorithm will attribute the best option to one of the options, when the best choice would be neither of the options. 
The accuracy of the Least-Squares Method
Since a Monte Carlo estimator is an average of K individual draws(paths) of a random variate, each individual estimation, for a large K, has a normal distribution, by means of the central limit theorem. The standard deviation is, therefore, a statistical measure of the uncertainty of a simulation estimate. Usually, we don't know the variance of the random variate, for which we are using simulation to compute the expectation. To estimate it, we can run several simulations for each option or, instead, we can use the variance of the simulation as an estimate:
The standard error is used as an error measure of a simulation estimation:
An alternative measure of the accuracy of a Monte Carlo estimator is the Root Mean Square Relative Error (RMSRE), which is a relative measure of the performance of L estimates:
whereF j (0, x) is the j-th estimate and F (0, x) is the "true" option value.
The approximation error of the LSM algorithm can be decomposed into three parts:
1. The discretization error, as a result of restricting the exercise opportunities to a finite set of M dates 8 .
2. The approximation error of the continuation value, as a result of using a finite number of basis functions:
3. The stochastic error as a result of the Monte Carlo simulation:
The convergence of the method has been studied theoretically by Clément, Laberton and Protter (2002) and Stentoft (2004b) and empirically by Moreno and Navas (2003) , Stentoft (2004a) and Areal and Taylor (2005) . The most recent and detailed analysis of the LSM, in the valuation of vanilla options, has been done by Areal and Taylor (2005) . With an umprecedented set of options (2500), these authors analysed the accuracy of the LSM in the valuation of vanilla options.
The results of previous analysis, for vanilla options, showed that the LSM produce very accurate results, while, for high dimensional options, the evidence is not so clear. Stentoft (2004a) assessed the LSM method to value maximum options, minimum options, arithmetic average options and geometric average options. For the smooth payoffs (arithmetic and geometric average options), the LSM method seems to be very accurate. For the other payoffs (maximum and minimum options) they found significant differences to the values obtained with the Boyle, Evnine and Gibbs (1989) binomial method. As they stated "it is difficult to conclude anything about the properties of the price estimators for this type of payoff functions" (Stentoft, 2004a, p. 159) . The reason for this conclusion is that, with the computational memory available, only 400 steps could be used to calculate the binomial tree. Finally, the authors show that, as the stochastic factors increase, the LSM method is a better alternative than the binomial method, in a time-precision sense, due to the curse of dimensionality of the latter.
The LSM algorithm can be improved, namely, by reducing the stochastic error of the Monte Carlo simulation or improving the quality of the regression. The quality of the fit could either be improved by the use of a different polynomial family for the basis functions, or by a better regression method or algorithm. The quality of the simulation can be improved by the use of variance reduction techniques (antithetic variates and moment matching techniques, for example) or low-discrepancy sequences.
Regression. Longstaff and Schwartz (2001) suggest the use of alternative regression methods and, for the least squares method, an adequate algorithm to deal with the possible near singular cross-moment matrix, to avoid numerical inaccuracies. As the number of terms of the polynomial increases, so does that probability and, sometimes, the numerical inaccuracies are impossible to avoid 9 . One of the advantages of the LSM is the simplicity of 9 In the presence of a near singular matrix, the fitted parameters become very large and unstable. For example, SVDFIT routine (Press, Teukolsky, Vetterling and Flanney, 1992) , used in this paper, uses the singular value decomposition to overcome this problem. When some combination of the basis functions are irrelevant for the fit, the algorithm forces it to have a small and innocuous value. This can be edited in the algorithm by choosing the tolerance at which it does the adjustment and this depends on the variables precision chosen. We show later that this can explain some "unexpected" results when we increase the number of regressors.
the least squares regression. The use of, for example, non-parametric regression as in Carrière (1996) and Pizzi and Pellizzari (2002) , despite producing more accurate results, makes the algorithm slower and does not allow it to value multivariate options. Longstaff and Schwartz (2001) argue that, if we use only the in-the-money paths, in the least squares regressions, we obtain more accurate results, with lower standard errors.
Polynomials. Longstaff and Schwartz (2001) argue that, theoretically, since the conditional expectation of the continuation value belongs to a Hilbert space, it can be represented by a combination of orthogonal basis functions. Orthogonality can be interpreted as a lack of correlation (or collinearity) between the terms of a polynomial. As they noted, the choice of the basis functions has an important impact in the significance of the individual coefficients, increasing the probability of finding the numerical inaccuracies described above, but has little impact on the LSM accuracy, because the fitted value is what matters. Furthermore, as Moreno and Navas (2003) note, the coefficients of orthogonal polynomials form a non-singular matrix with respect to simple powers functions, which means that the LSM estimate should be the same for all the orthogonal families and the powers functions. The differences found by Stentoft (2004a) for the vanilla American put option and by Moreno and Navas (2003) for the maximum option can only be, therefore, explained by numerical inaccuracies produced by the regression algorithm. When the trade-off between computational time required and precision in a RMSRE sense is considered, ordinary monomials (powers) do not perform worse than orthogonal polynomials (Stentoft, 2004a; Areal and Taylor, 2005) 10 .
Simulation method. Variance reduction techniques, such as antithetic variates or moment matching methods, produce estimates with lower standard errors, but they are not free of problems. For example, moment matching techniques may have an unpredictable effect on higher moments and are computational intensive. On the other hand, low-discrepancy outperform these methods, even in low-dimensional settings.
Despite the aim of being random, any random number generator has a periodicity, i.e. the sequences are serially correlated, which, by definition, makes them non-random. That is the reason why they have been called pseudo-random numbers. Low-discrepancy sequences (LDS) aim not to be serially uncorrelated. Instead they try to fill the points in the domain that have not been drawn before.
The superiority in terms of accuracy of the LDS, has not been proved theoretically, particularly for high dimensions (number of time steps times the number of assets). It can only be assessed empirically. Areal and Taylor (2005) have tested the performance of LDS in the valuation of vanilla options with the LSM, and showed evidence of their superior accuracy.
Empirical analysis of the Least Squares Method
In this section, we analyse the accuracy, in a RMSRE sense, of the LSM to value maximum, compound and mutually exclusive options. As we have seen, previous analysis did not present clear conclusions for the maximum options. To the best of our knowledge an analysis of the LSM to value portfolio of options has not yet been done. Longstaff and Schwartz (2001) suggested the use of weighted Laguerre polynomials (WL n (x), with n denoting the degree of the polynomial): 
where n denotes the polynomial degree.
Source: Abramowitz and Stegun (1972) We will test eleven alternative polynomial families: the ten presented in Table 1 and the weighted Laguerre family. We will also test different improvements to the path simulation: antithetic variates, first and second moment matching methods and five different low-discrepancy sequences (LDS): Halton (1960 ), Sobol (1967 , Faure (1982 ) e Niederreiter (1988 , Sobol se-quences with two alternative implemetations: (1) Bratley and Fox (1988) algorithm and (2) the algorithm of Press, Teukolsky, Vetterling and Flanney (1992) , with the initialization proposed by Silva and Barbe (2003) , which the authors argue to produce more accurate results for high dimensional problems. To reduce the problems associated with high dimensions of the LDS, we have used them with Brownian bridges 11 .
Furthermore we also analyse the difference between the use of all the paths 12 or just the in-the-money paths 13 to compute the least squares regression. For all the options, we will use both the call and the put options.
In the analysis, the routine MRG31k3p, of L'Ecuyer and Touzin (2000), will be used to produce uniform variates and the routine of Moro (1995) for the normal variates. The regressions are computed using SVDFIT algorithm (Press, Teukolsky, Vetterling and Flanney, 1992 ) with a tolerance of 10e −15 . All the relevant variables have a long double precision.
Maximum options
In order to have a reliable benchmark, we start our analysis testing the option on the maximum of two assets 14 : with 1GB of RAM it is possible to construct a binomial tree with 1000 steps, using the Boyle, Evnine and Gibbs (1989) binomial method, within a reasonable time. We will assess the accuracy of the LSM method, as an approximation both to the Bermudan and American options.
Let us assume that the underlying asset prices follow a correlated geometric Brownian motion. The option payoff is max K − max S 1 , S 2 , 0 for the put option and max max S 1 , S 2 − K, 0 for the call option. The parameters are oresented in Table 2 15 :
The Bermudan option on the maximum of two assets
In this section, we test the accuracy of the LSM method to value a Bermudan option with the same exercise opportunities (10 in our analysis) 16 . As suggested by Longstaff and Schwartz (2001) , we only use the in-the-money 11 As suggested by Boyle, Broadie and Glasserman (1997) , we ignore the first 64 numbers. 12 We denote this approach as "unrestricted regression". 13 We denote this approach as "restricted regression".
14 Actually, we also tested the option on the minimum of two assets, but the results are very similar.
15 With these parameters, the LSM method will be tested for 24 put and 24 call options, whereas the analysis done by Stentoft (2004a) used only 12 put options. The folowing figures show only the overall results, including in the same graph calls and puts: the results for both are very similar.
16 Previous analysis have also used the Bermudan option as benchmark (Longstaff and Schwartz, 2001; Moreno and Navas, 2003; Stentoft, 2004a) . Actually, the LSM converges to the true Bermudan option price for a given number of exercise opportunities. 
paths to estimate the continuation value. We also use the formulation of the basis functions which they propose. 
RMSRE
Polynomial degree
The true value of the Bermudan option was obtained using the binomial method with Boyle, Evnine and Gibbs (1989) parameters and 1000 steps. The simulation was done with pseudo-random numbers, with antithetic variates, without Brownian bridges and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with only the in-the-money paths.
Polynomials. Figure 2 17 shows that all the polynomial families seem to produce almost the same results, even for the case of the weighted Laguerre 17 In the Appendix A some of the underlying tables are presented. polynomials, with the exception of the 2nd degree. As Moreno and Navas (2003) noted, the remaining differences are due to numerical errors of the least squares routine. The graph shows also that the LSM produces estimates with a fairly good accuracy, with a RMSRE of about 0,3%, for a lower degree of the polynomials (using more than 3 terms does not seem to improve the estimates). If, instead of using just the in-the-money paths, we use all the paths in the estimation of the continuation value (Figure 3 ), we get similar results. However, as we will show later in greater detail, the suggestion of Longstaff and Schwartz (2001) to only use the in-the-money paths, produces estimates that are significantly better. The weighted Laguerre polynomials seem to perform better and there is a clear evidence of the convergence of the method. The true value of the Bermudan option was obtained using the binomial method with Boyle, Evnine and Gibbs (1989) parameters and 1000 steps. The simulation was done with pseudo-random numbers, with antithetic variates, without Brownian bridges and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths.
Simulation methods. The comparison of the simulation methods is performed with different number of paths, ranging geometrically from 2 1 * 1000 (2000) to 2 7 * 1000 (128000), which allow us to assess the convergence of the algorithm.
The comparison of the alternative simulation methods (Figure 4 ) shows that the low discrepancy sequences can improve the accuracy of the simulation. Within the low-discrepancy sequences generators, the Faure sequences seem to have the worst results. Antithetic and moment matching methods, although improving the accuracy, produce results that are not comparable: Sobol, Halton and Niederreiter sequences with 16000 paths are as accurate as the pseudo-random sequences with 128000 paths. The results show also that the LSM estimates seem to converge to the true value of the Bermudan option.
Restricted vs unrestricted regression. As we showed previously, if we use only the in-the-money paths for the estimation of the continuation value, the estimates of the options values produced by the LSM are significantly more accurate. Table 3 presents a more detailed evidence of such superiority: for every low-discrepancy sequences the RMSRE is about half or less. In this comparison, we have added another 48 options, by the inclusion of the possibility of a dividend yield of 10%. In the comparison 48 call and 48 put options were computed. The interest rate is 6%, the dividend yield 0% or 10%, the time to maturity of the option 1 year, the exercise price is 40, and the underlying asset price 36, 40 or 44, the volatility 30% or 40%, the correlation 0.0, 0.25, 0.5 or 0.75. The binomial value of the option was obtained with 1000 steps and parameters given by Boyle, Evnine and Gibbs (1989) . The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with weighted Laguerre polynomials of 3rd degree.
The convergence to the value of the American and Bermudan options on the maximum of two assets
Using Sobol low discrepancy sequences with Bratley and Fox (1988) initialization, we have tested the method for the valuation of American option on the maximum of two assets and compared it with the accuracy for the valuation of Bermudan options. The LSM method has fair accuracy to value Bermudan options, with an average error of 0.2% for the option with ten exercise opportunities ( Figure  5 ). However, a higher number of exercise opportunities decreases the accuracy. For the American options, we can see that, as expected, the precision is lower than for the Bermudan options, and increasing the number of time steps, we get a higher precision. This difference is due mainly to the higher precision in the valuation of the put options, whereas for the call options the precision is very similar to that of the Bermudan options.
Increasing the number of paths we have a significantly higher precision for the valuation of Bermudan options, whereas the effect for the American options is negligible ( Figure 6 ).
The Bermudan option on the maximum of five assets
Moreno and Navas (2003) have studied the robustness of the LSM in the valuation of the Bermudan call option on the maximum of five assets with the same example of Longstaff and Schwartz (2001) . Figure 7 depicts the results of our implementation. All the estimates are within the bounds, which was not the case for the Chebishev-1st kind A polynomials in Moreno and Navas (2003) . Regardless of other possible differences in the algorithm implementation, and although we use the same least squares routine, we have implemented it with long double precision and a tolerance for the 
(c) Put
The true value of the Bermudan option and of the American option was obtained using the binomial method with Boyle, Evnine and Gibbs (1989) parameters and 1000 steps. The simulation was done with Brownian bridges and Sobol low discrepancy sequences with Bratley and Fox (1988) initialization and 128000 paths. The regression was performed using SVDFIT routine with all the paths and weighted Laguerre polynomials of 3rd degree. The true value of the Bermudan option with 10 exercise opportunities and of the American option was obtained using the binomial method with Boyle, Evnine and Gibbs (1989) parameters and 1000 steps. The simulation was done with Brownian bridges and Sobol low discrepancy sequences with Bratley and Fox (1988) 
Compound options
We niw test the accuracy of the method to value American compound real options. We use the same examples as in Gamba (2003) . Assuming that the value of a business, or asset, follows a geometric Brownian motion:
For the first example the firm has the following options:
• option to defer the investment until T 1 (years): investing, paying K 1 , we get e 1 percent of the asset and the option to expand (F 2 ). The payoff of this option is Π 1 (t, S t ) = max {e 1 S t − K 1 + F 2 (t, S t ) , 0}.
• option to expand: it can be exercised once the previous option is exercised and until T 2 . With an additional capital expenditure of K 2 , the firm gets the remaining part of the asset (e 2 = 1 − e 1 ). The payoff of this option is:
The second example is an alternative strategy with the following options:
• option to defer the investment until T 1 (years): investing, paying K = K 1 + K 2 , we get all the business and the option to contract the scale of the project (F 2 ). The payoff of this option is Π 1 (t, S t ) = max {S t − K + F 2 (t, S t ) , 0}.
• option to contract the scale of the project: it can be exercised once the previous option is exercised and until T 2 . Part of the initial investment can be recovered (X = K 2 ), reducing the scale to k percent of the business. The payoff is therefore: Π 2 (t, S t ) = max {X − kS t , 0}
The parameters of the options under analysis are presented in Table 4 .
Polynomials. The 11 polynomial families, up to the 10th degree, are tested for the valuation of the 32 options (Figure 8 20 ) . As expected, except for the weighted Laguerre polynomials, the results are identical. Weighted Laguerre polynomials produce more accurate estimates, particularly for lower degrees. The results show that the LSM estimates seem to converge increasing the number of basis, at a decreasing rate 21 .
20 Appendix B presents some of the underlying tables. 21 The accuracy is similar in the investment and expansion strategy or in the investment and contraction strategy, and, thus, we omit the graphs, showing only the overall results. 
RMSRE
The true value of the American option was obtained using the binomial method with Cox, Ross and Rubinstein (1979) parameters and 10000 steps. The simulation was done with pseudo-random numbers, antithetic variates and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths.
Simulation methods. As for the maximum option, the comparison of the simulation methods is performed with different number of paths, ranging geometrically from 2 1 * 1000 (2000) to 2 7 * 1000 (128000). Another 32 options were analysed, in order to have a more reliable empirical assessment, within a reasonable time, adding alternative values to e 1 , e 2 and k. In the first example, we consider the possibility of the initial investment giving only 25% of the business, leaving the remaining 75% for the expansion phase (e 1 = 0.25; e 2 = 0.75). In the second example, we added the possibility of total abandonment (k = 1 and X = K). 
The true value of the American option was obtained using the binomial method with Cox, Ross and Rubinstein (1979) parameters and 10000 steps. The simulation was done with Brownian bridges for the QMC methods. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths and weighted Laguerre polynomials of 8th degree. SIM: Simulation with pseudo-random numbers; AV -antithetic variates; QMC -Low-discrepancy sequences (quasi-Monte Carlo); BF - Bratley and Fox (1988) ; SB -Silva and Barbe (2003); MM1 -Moment matching method (1st moment); MM2 -Moment matching method (1st and 2nd moments).
Increasing the number of paths, the accuracy improves notably. The comparison of the alternative simulation methods (Figure 9 ) shows that the low discrepancy sequences can improve the accuracy of the simulation and provide the best results. Within the low-discrepancy sequences generators, the Faure sequences seem to have the worst results. Antithetic and moment matching methods, although improving the accuracy, provide results that are not comparable: Sobol, Halton and Neiderreiter sequences with 16000 paths are as accurate as the pseudo-random sequences with 128000 paths.
Restricted vs unrestricted regression. The use of only the in-themoney paths to compute the optimal stopping time of the options, do not provide results with the same accuracy of those using all the paths, with the exception of the Faure sequences ( Table 5 ). Note that, as we mentioned previously, we need to use all the paths to estimate the value of the subsequent options. In the comparison 32 investment+expansion (I+E, wich is a call on a call) and 32 investment+contraction (I+C, which is a call on a put) options were computed. The interest rate is 5%, the dividend yield 3% or 5%, the time to maturity of the option 3 or 5 years, the underlying asset price 100 or 110, the volatility 30% or 40%. The first option expires 2 years before de second. When the second option is an expansion option, the parameters are: K 1 = 80, K 2 = 80; e 1 = 0.5 and e 2 = 0.5 or 0.25. When the second option is a put option, the parameters are: K 1 = 160, K 2 = 80; e 1 = 1 and k = e 2 = 0.5 or 1. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was performed with Brownian bridges and 32000 paths. Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with weighted Laguerre Polynomials of 8th degree.
Mutually exclusive options
The first example of a mutually exclusive option presented in Gamba (2003) is not a "pure" mutually exclusive option: it is a compound option on a mutually exclusive option. If we intend to assess the accuracy of the method to value mutually exclusive options, we should test it independently of other features. For the same underlying business, as in the compound option, the example presented by Gamba has the following options:
• option to defer the investment until T 1 (years): with the investment, paying K 1 , we get e 1 percent of the asset. The payoff of this option is Π 1 (t, S t ) = max {e 1 S t − K 1 + G (t, S t ) , 0}. After investing, we can chose the best of the two alternative strategies (G (t, S t )):
-option to expand: it can be exercised between T 1 and T 2 , with an additional capital expenditure (K 2 ) the firm gets the remaining part of the asset (e 2 = 1 − e 1 ). The payoff of this option is Π 2 (t, S t ) = max {e 2 S t − K 2 , 0} or -option to abandon: alternatively to the previous strategy, the project can be abandoned with an outcome of K 3 . The payoff is Π 3 (t, S t ) = max {K 3 − e 1 S t , 0}
The parameters of the example are presented in Table 6 . 
Alternative example
Let us assume that a firm already in the business with 50% of market share, has the following options:
• option to expand: it can be exercised until T 1 , with a capital expenditure of K 1 the firm gets the remaining market share (e 2 = 1 − e 1 ) as outcome. The payoff of this option is Π 1 (t, S t ) = max {e 2 S t − K 1 , 0} or
• option to abandon: alternatively to the previous strategy, the project can be abandoned, until T 2 , with an outcome of K 2 . The payoff of this option is Π 2 (t, S t ) = max {K 2 − e 1 S t , 0}
To test additionally the case of the best of two call options, we also consider an alternative expansion strategy, which can be exercised until T 3 , with an additional capital expenditure of K 3 and an outcome of e 3 percent of the asset. The payoff is Π 3 (t, S t ) = max {e 3 S t − K 3 , 0}.
The parameters for this example are presented in Table 7 . 
Comparison of the algorithms. The accuracy of the proposed algorithm to value a mutually exclusive option can be observed in the example of a compound mutually exclusive option (Table 8) . A simple modification of the maturity of the abandon option, making it equal to T , would emphasise this superiority. But this is even clearer for the alternative example, which we use to test the method. Figure 10 presents the results of the comparison between the two algorithms and their convergence when we increase the number of basis functions. The alternative algorithm that we propose has, clearly, a better accuracy, particularly in the valuation of the best of two expansion options 22 . In the comparison the interest rate is 5%, and the underlying stock price s, the volatility σ, the dividend yield δ, and the time to maturity of the option T are as indicated in the table. The binomial value of the option was obtained with 10000 steps and parameters given by Cox, Ross and Rubinstein (1979) . The simulation was performed with 100000 paths, antithetic variates and without Brownian bridges. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of strategies, with the seed 12345. Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths and power functions of the 9th degree, as basis functions. The true value of the American option was obtained using the binomial method with Cox, Ross and Rubinstein (1979) parameters and 10000 steps. Simulation was done with 100000 paths, antithetic variates and without Brownian bridges. The random number generator routine L'Ecuyer and Touzin (2000) was re-initialized for every batch of strategies, with the seed 12345. Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths and power functions, as basis functions.
Polynomials. Figure 4 .3 23 shows that the weighted Laguerre polynomial provides results with lower RMSRE, as in the previous cases. The algorithm seems to converge increasing the number of basis functions. The numerical errors of the least squares algorithm are perceived for ten terms in some of the polynomial families. With the parameters chosen for the analysis a degree higher than three, for the best of the two expansion options, or eight, for the best of the expansion and abandonment options, does not improve significantly the accuracy of the valuation. Therefore, we will use weighted Laguerre polynomials with eight terms in the following analysis. Simulation method. The comparison of the simulation methods ( Figure  12 ) shows that the better performance of the low-discrepancy sequences is not as clear as for the other options analysed. Faure sequences seem to perform badly for a lower number of paths but they outperform the other methods for a higher number of paths. The estimates of the simulation seem to converge to the true value of the American option, but at a decreasing rate. In fact, there is no evidence that the use of more than 16000 paths increases significantly the accuracy of the estimates. In the comparison 24 options of each type (the best of two expansionl options-E/E and the best of an expansion or abandonment options -E/A) were computed. The risk free rate is 5%, and the underlying stock price 90, 100 or 110, the volatility 20% or 40%, the dividend yield 5% or 10%, and the time to maturity of the option 3 or 5 years. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was performed with Brownian bridges and 16000 paths. Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with weighted Laguerre Polynomials of 8th degree.
Restricted vs unrestricted regression. When we compare the RMSRE of the estimates when using all the paths (unrestricted regression) or just the in-the-money paths (restricted regression), we can conclude that both provide equally accurate results (Table 9 ).
Conclusion
We have carried a detailed numerical analysis of the accuracy of the LSM method (Longstaff and Schwartz, 2001 ) and of the extension of Gamba (2003) in the valuation of maximum, compound and mutually exclusive options, which are stylised options that can be found in many real options applications. Previous analysis for the valuation of maximum options were contradictory. On the order hand, an analysis of the extension to value portfolio of options, was not done until now. In any case, our analysis has an unprecedented detail, as far as the number of options and simulation methods used 24 . In our analysis, we have compared eleven polynomial families, used as basis functions to estimate the continuation value, and we have analysed the convergence of the method increasing the number of basis functions. The numerical results suggest that the weighted Laguerre polynomials provide more accurate results, particularly for the case of compound and mutually exclusive options. As was noted by Moreno and Navas (2003) , the other families have similar results because they are linear combinations of simple powers. Any different results are due to the numerical inaccuracies of the regression algorithm, which can be mitigated manipulating the tolerance level, at the cost of increasing the computational time.
We have also compared several simulation methods (pseudo-random and quasi Monte Carlo methods): antithetic variates, moment matching mathods and five low discrepancy sequences. Low-discrepancy sequences tend 24 Excluding the analysis of the LSM for vanilla univariate options done by Areal and Taylor (2005) .
to produce better results with fewer paths, but this must not be taken for granted. For example, Faure sequences perform poorly in the maximum and compound options.
The use of only the in-the-money paths suggested by Longstaff and Schwartz (2001) does improve remarkably the accuracy of the valuation of maximum options but does not seem to improve the accuracy of the LSM to value the other options, mainly in the case of the compound option, where we need the value of the compounded option for all paths.
Increasing the number of basis the LSM seems to converge at a decreasing rate. Accurate results can be obtained with a small number of polynomial terms. The method seems also to converge by increasing the number of simulated paths. The choice of these two parameters must be done taken into account the precision and the computational time desired.
We have also proposed an alternative algorithm to value mutually exclusive options, which compares favorably with the algorithm of Gamba (2003) , converging faster with the number of basis functions and allowing a better identification of the correct strategy, choosing more accurately the best option in the out-the-money region.
The analysis done in this paper assumes the existence of a fair benchmark for the option value. However, simulation methods outperform other valuation methods more significantly in the cases where such benchmarks are not available. In this case, a careful numerical analysis is required, using different simulation methods, regressors and paths to foresee the accuracy of the valuation. 
Silva, Marcos Eugenio and

A The valuation of maximum options
In this appendix we present only a few tables which were used to plot the graphics. Table 10 is a summary table of the results for each of the 11 polynomial families, from the 2nd to the 10th degree. We computed 99 tables with 24 call and 24 put options on the maximum of 2 correlated assets. Table 11 is also a summary table for the simulation methods. Table  12 is an example of the 63 tables computed with the same options. In the comparison 24 call and 24 put options were computed. The interest rate is 6%, the dividend yield 0%, the time to maturity of the option 1 year, the exercise price is 40, and the underlying asset price 36, 40 or 44, the volatility 30% or 40%, the correlation 0.0, 0.25, 0.5 or 0.75. The binomial value of the option was obtained with 1000 steps and parameters given by Boyle, Evnine and Gibbs (1989) . The simulation was done with pseudo-random numbers, with antithetic variates, without Brownian bridges and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with the in-the-money paths. In the comparison 24 call and 24 put options were computed. The interest rate is 6%, the dividend yield 0%, the time to maturity of the option 1 year, the exercise price is 40, and the underlying asset price 36, 40 or 44, the volatility 30% or 40%, the correlation 0.0, 0.25, 0.5 or 0.75. The binomial value of the option was obtained with 1000 steps and parameters given by Boyle, Evnine and Gibbs (1989) . The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with the in-the-money paths with weighted Laguerre polynomials of 3rd degree. The interest rate is 6%, the dividend yield 0% or 10%, the time to maturity of the option 1 year, the exercise price is 40, and the underlying asset price, s, the volatility, σ, the correlation, ρ, are as indicated in the table. The binomial value of the option was obtained with 1000 steps and parameters given by Boyle, Evnine and Gibbs (1989) . The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of call and put options, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with the in-the-money paths with weighted Laguerre polynomials of 3rd degree.
B The valuation of compound options
In this appendix we present only a few tables that were used to plot the graphics. Table 13 is a summary table of the results for each of the 11 polynomial families, from the 2nd to the 10th degree. We computed 99 tables with 16 call+call and 16 call+put options. Table 14 is also a summary table for the simulation methods. Table 15 is an example of the 63 tables computed with the 32 options of each type. In the comparison 32 investment+expansion (I+E, wich is a call on a call) and 32 investment+contraction (I+C, which is a call on a put) options were computed. The interest rate is 5%, the dividend yield 3% or 5%, the time to maturity of the option 3 or 5 years, the underlying asset price 100 or 110, the volatility 30% or 40%. The first option expires 2 years before de second. When the second option is an expansion option, the parameters are: K 1 = 80, K 2 = 80; e 1 = 0.5 and e 2 = 0.5 or 0.25. When the second option is a put option, the parameters are: K 1 = 160, K 2 = 80; e 1 = 1 and k = e 2 = 0.5 or 1. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was done with pseudo-random numbers, antithetic variates and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths. In the comparison 32 investment+expansion (I+E, wich is a call on a call) and 32 investment+contraction (I+C, which is a call on a put) options were computed. The interest rate is 5%, the dividend yield 3% or 5%, the time to maturity of the option 3 or 5 years, the underlying asset price 100 or 110, the volatility 30% or 40%. The first option expires 2 years before de second. When the second option is an expansion option, the parameters are: K 1 = 80, K 2 = 80; e 1 = 0.5 and e 2 = 0.5 or 0.25. When the second option is a put option, the parameters are: K 1 = 160, K 2 = 80; e 1 = 1 and k = e 2 = 0.5 or 1. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was performed with Brownian bridges for the low-discrancy sequences. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths and weighted Laguerre Polynomials of 8th degree. 
C The valuation of mutually exclusive options
In this appendix we present only a few tables that where used to plot the graphics. Table 16 is a summary table of the results for each of the 11 polynomial families, from the 2nd to the 10th degree. We computed 99 tables with 24 call/call and 24 call/put options. Table 17 is also a summary table for the simulation methods. Table 18 is an example of the 63 tables computed. In the comparison 24 options of each type (the best of two expansionl options -E/E and the best of an expansion or abandonment options -E/A) were computed. The risk free rate is 5%, and the underlying stock price 90, 100 or 110, the volatility 20% or 40%, the dividend yield 5% or 10%, and the time to maturity of the option 3 or 5 years. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was done with pseudo-random numbers, antithetic variates and 100000 paths. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths. In the comparison 24 options of each type (the best of two expansionl options -E/E and the best of an expansion or abandonment options -E/A) were computed. The risk free rate is 5%, and the underlying stock price 90, 100 or 110, the volatility 20% or 40%, the dividend yield 5% or 10%, and the time to maturity of the option 3 or 5 years. When the second option is an expansion option, the parameters are: K 3 = 35, e 3 = 0.4, K 2 = 50 and e 2 = 0.5. When the secod option is an abandonment option, the parameters are: K 2 = 30, e 2 = 0.5, K 1 = 50 and e 1 = 0.5. The binomial value of the option was obtained with 10000 steps and Cox, Ross and Rubinstein (1979) parameters. The simulation was done with Brownian bridges for the low-discrancy sequences. The random number generator routine (L'Ecuyer and Touzin, 2000) was re-initialized for every batch of alternative strategies, with the seed 12345 and Moro (1995) normal variates were used. The regression was performed using SVDFIT routine with all the paths and weighted Laguerre polynomials of 8th degree. 
