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Abstract
Marginal boundary deformations in a two dimensional conformal field theory corre-
spond to a family of classical solutions of the equations of motion of open string field
theory. In this paper we develop a systematic method for relating the parameter labelling
the marginal boundary deformation in the conformal field theory to the parameter la-
belling the classical solution in open string field theory. This is done by first constructing
the energy-momentum tensor associated with the classical solution in open string field
theory using Noether method, and then comparing this to the answer obtained in the
conformal field theory by analysing the boundary state. We also use this method to
demonstrate that in open string field theory the tachyon lump solution on a circle of
radius larger than one has vanishing pressure along the circle direction, as is expected for
a codimension one D-brane.
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1 Introduction and Summary
Methods of boundary conformal field theory have been used extensively to construct
classical solutions in open string field theory. This exploits the correspondence between
solutions of the equations of motion of open string field theory and conformally invari-
ant boundary interactions in two dimenional conformal field theories. One particularly
important class of solutions obtained this way are those associated with marginal bound-
ary deformations of the conformal field theory[1, 2, 3, 4, 5]. Such deformations typically
generate a continuous family of conformal field theories, and hence one expects that they
will generate a continuous family of solutions of the open string field equations.
An algorithm for constructing such a family of solutions in open string field theory
was developed in [6, 7, 8] using the level truncation method[9, 10, 11, 12]. This involves
choosing an arbitrary value of the open string field associated with the marginal operator,
solving the equations of motion of all other fields, and substituting them back into the
action. This generates an effective potential for the first field. It was demonstrated
numerically that as we increase the level of approximation, the effective potential becomes
flatter. This suggests that in the full theory this effective potential is exactly flat, and
hence we have a one parameter family of solutions labelled by the value of the open string
field associated with the marginal operator.
This algorithm gives a way to generate a one parameter family of solutions in open
string field theory if the corresponding conformal field theory has a marginal operator.
However one of the problems which was not resolved in [6] was to give an algorithm
to systematically determine the relation between the marginal deformation parameter in
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the conformal field theory and the parameter labelling the solutions in open string field
theory. This is the problem we address in this paper. We work in the context of the
specific class of marginal deformations analyzed in ref.[6], namely deformation by the
first momentum mode of the tachyon on a D-brane in bosonic string theory wrapped
on a circle of unit radius. Our main tool is to compare the energy-momentum tensor
of the system in the two descriptions. In the conformal field theory description, the
information about the energy-momentum tensor is contained in the boundary state[13].
For the case at hand the exact expression for the boundary state of the system is known
as a function of the marginal deformation parameter[1, 3] and using this one can compute
the energy-momentum tensor of the system. In particular the pressure along the compact
direction, given by the diagonal component of the stress tensor along this direction, has
a simple expression in terms of the deformation parameter. We compare this with the
corresponding result for the solution of the open string field equations. Matching the two
results determine the relationship between the parameter labelling the solutions of open
string field theory and that labelling the boundary conformal field theories.
In order to implement this algorithm we need to construct the energy momentum
tensor T µρ of open string field theory[14] which contains non-local interactions. Energy-
momentum tensor of non-local field theories was previously analyzed in [15, 16, 17, 18],
but we derive a different form of T µρ which is suitable for our analysis. We test our final
expression by applying it to the usual scalar field theory, as well as to the p-adic string
theory and reproducing the known answers up to the usual ambiguity of defining energy-
momentum tensor using Noether prescription. We then apply it to open string field theory
to compute the appropriate component of the T µρ associated with the family of solutions
found in [6], and compare the results with the conformal field theory results to derive the
relation between the conformal field theory parameter and string field theory parameter.
The paper is organised as follows. In section 2 we derive a form of the energy-
momentum tensor for a general translationally invarint non-local field theory. In section
3 we use this to compute the energy of a time dependent classical solution in p-adic string
theory and reproduce the answer given in [15]. In section 4 we use the expression for T µν
derived in section 2 to compute the pressure associated with the lump solution in open
string field theory on a D-string wrapped on a circle of radius > 1, and show that it van-
ishes. This agress with the identification of the lump solution as the D0-brane located at
a point on the circle, which is known to have vanishing pressure along the circle direction.
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This provides another consistency check for our formula. Finally in section 5 we apply
our result to calculate the pressure associated with the family of lump solutions in open
string field theory wrapped on a circle of unit radius. Comparing this with the conformal
field theory results, we then numerically determine the relation between the parameter
labelling this family of solutions and the parameter labelling the corresponding conformal
field theories.
Although in this paper we shall be working in the specific context of bosonic string
theory, the methods developed here are equally applicable to the analysis of classical
solutions in open superstring field theory on unstable D-p-branes.
2 Energy Momentum Tensor of Non-local Field The-
ory
We begin by reviewing the general procedure for constructing a conserved current asso-
ciated with a continuous symmetry. Let us consider a theory with scalar fields φ1, φ2, . . .
in p + 1 dimensions, and let S[{φr}] be a functional of these fields describing the action.
Now suppose that S is invariant under an infinitesimal symmetry transformation of the
form:
δφr(x) = ǫ fr[{φs}; x] , (2.1)
where fr[{φs}; x] is a functional of the fields {φs} and a function of x, and ǫ is an in-
finitesimal parameter. Under this transformation δS = 0.
Now consider a modified transformation law
δφr(x) = ǫ(x) fr[{φs}; x] . (2.2)
The only difference between (2.1) and (2.2) is that in the former ǫ is a constant whereas in
the latter we have taken ǫ to be space-time dependent. In general (2.2) is not a symmetry
of S. Hence δS does not vanish. However it must be proportional to ∂µǫ since it should
vanish whenever ǫ is set to a constant. The general expression for δS will thus have the
form
δS = −
∫
dp+1x ∂µǫ J
µ(x) =
∫
dp+1x ǫ ∂µ J
µ(x) , (2.3)
where Jµ(x) is a function of x and functional of the fields {φs}. Eq.(2.3) defines the
currents Jµ(x) up to addition of a term Kµ which satisfies ∂µK
µ = 0 without using
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equations of motion. This is the usual ambiguity in the construction of conserved currents
using Noether prescription.
So far we have not used equations of motion. If the functions φr happen to be solutions
of the equation of motion derived from the action S, then for any variation δφr of φr
(including the ones given in (2.2)) δS must vanish to first order in ǫ. Thus in this case
we must have
∂µJ
µ(x) = 0 . (2.4)
In other words the currents Jµ(x) defined through (2.3) are conserved when the fields
satisfy their equations of motion. This is Noether’s theorem.
Since we shall be dealing with theories with non-local action, it is best to work in the
momentum space. If we define by φ˜r(k), J˜
µ(k) and ǫ˜(k) the Fourier transforms of φr(x),
Jµ(x) and ǫ(x):
φ˜r(k) =
∫
dp+1x e−ik.x φr(x) , J˜
µ(k) =
∫
dp+1x e−ik.x Jµ(x) , ǫ˜(k) =
∫
dp+1x e−ik.x ǫ(x) ,
(2.5)
then (2.3) takes the form:
δS = i
∫ dp+1q
(2π)p+1
ǫ(−q) qµ J˜µ(q) . (2.6)
We shall now use the definition of Jµ(x) given in (2.3) to construct the energy-
momentum tensor T µρ of a classical field theory with non-local action. T
µ
ρ is the conserved
current associated with the translational symmetry:
δφr(x) = ǫ ∂ρ φr(x) . (2.7)
In order to find T µρ we consider the modified transformation:
δφr(x) = ǫ(x) ∂ρ φr(x) , (2.8)
or in the momentum space,
δφ˜r(k) = i
∫ dp+1q
(2π)p+1
ǫ(−q) (kρ + qρ) φ˜r(k + q) . (2.9)
Then T˜ µρ is defined by expressing δS under the transformation (2.9) as
δS = i
∫ dp+1q
(2π)p+1
ǫ(−q) qµ T˜ µρ (q) . (2.10)
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Of course this equation does not necessarily fix T µρ uniquely. We can add terms of the form
Kµρ to T
µ
ρ if ∂µK
µ
ρ = 0 without using equations of motion. Normally this ambiguity does
not affect the definition of the total energy and total momentum if the field configuration
is regular so that boundary terms from spatial infinity can be ignored during integration
by parts.
In order to proceed further, we need to begin with some general form of S. We express
S as a power series expansion in the fields φr:
S =
∑
N≥2
∫
dp+1k1
(2π)p+1
∫
dp+1k2
(2π)p+1
. . .
∫
dp+1kN−1
(2π)p+1
A(N)r1···rN (k1, . . . kN−1)
φr1(k1) · · ·φrN−1(kN−1)φrN (−k1 − . . .− kN−1) . (2.11)
Then, under (2.9), we have
δS = i
∑
N≥2
∫
dp+1q
(2π)p+1
ǫ(−q)
∫
dp+1k1
(2π)p+1
∫
dp+1k2
(2π)p+1
. . .
∫
dp+1kN−1
(2π)p+1[
k1ρ
{
A(N)r1···rN (k1 − q, . . . kN−1)− A(N)r1···rN (k1, . . . , kN−1)
}
+ · · ·
+k(N−1)ρ
{
A(N)r1···rN (k1, . . . , kN−1 − q)−A(N)r1···rN (k1, . . . kN−1)
}
+qρA
(N)
r1···rN
(k1, . . . kN−1)
]
φr1(k1) · · ·φrN−1(kN−1)φrN (−k1 − . . .− kN−1 + q)
≡ i
∫
dp+1q
(2π)p+1
ǫ(−q) qµ T˜ µρ (q) . (2.12)
This gives an expression for qµT˜
µ
ρ . From this we can extract T˜
µ
ρ up to the usual ambiguity.
A possible prescription, which we shall adopt, is to expand the terms involving A(N)r1...rN (but
not those involving the φr’s) in Taylor series expansion in q, and identify the coefficient
of qµ coming from this expansion in a Lorentz covariant fashion. This gives
T˜ µρ (q) =
∞∑
N=2
∫ N−1∏
j=1
dp+1kj
(2π)p+1
[
δµρ A
(N)
r1...rN
(k1, . . . kN−1)
+
N−1∑
i=1
∞∑
s=0
kiρ (−1)s+1 1
(s+ 1)!
∂s+1A(N)r1...rN (k1, . . . kN−1)
∂kiµ∂kiµ1 . . . ∂kiµs
qµ1 . . . qµs
]
φr1(k1) · · ·φrN−1(kN−1)φrN (−k1 − . . .− kN−1 + q) .
(2.13)
It is easy to verify that qµT˜
µ
ρ for T˜
µ
ρ given in (2.13) satisfies (2.12).
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(2.13) gives the form of T˜ µρ in the general case. It is instructive to ensure that this gives
the correct T µρ for a free scalar field φ of mass m. In this case only A
(2)(k1) is non-zero
and has the value 1
2
(−k21−m2). Substituting this into (2.13) and Fourier transforming the
resulting expression we recover the correct T µρ for this theory up to the addition of a term
proportional to (∂µ∂ρ−δµρ2)φ2. This additional term is conserved without using equations
of motion and reflects the ambiguity in the definition of T µρ using Noether prescription.
This term does not affect the definition of total energy and total momentum of the system
as long as φ is well behaved at ∞.
If we are interested in the total energy-momentum vector Pρ(x
0) =
∫
dp xT 0ρ (x), then
their Fourier transform in time – P˜ρ(q
0) – is given by T˜ 0ρ (q)|~q=0. (2.13) gives:
P˜ρ(q
0) =
∞∑
N=2
N−1∏
j=1
dp+1kj
(2π)p+1
[
δ0ρ A
(N)
r1...rN
(k1, . . . kN−1)
+
N−1∑
i=1
kiρ
q0
(
A(N)r1...rN (k1, . . . ki − q, . . . kN−1)− A(N)r1...rN (k1, . . . kN−1)
) ]
φr1(k1) · · ·φrN−1(kN−1)φrN (−k1 − . . .− kN−1 + q)
∣∣∣∣∣
~q=0
. (2.14)
We shall now use (2.13) to derive the form of T µν for the special case where the field
configuration depends on only one of the space-time coordiates x. We shall take x to be
a Euclidean coordinate, but the case where x is the time coordinate can easily be derived
from this by a double Wick rotation.1 In momentum space we can express φ˜r(k) as:
φ˜r(k) = (2π)
p χ˜r(kx)
∏
σ 6=x
δ(kσ) , (2.15)
where kx is the momentum conjugate to x. First consider the case ρ 6= x in (2.13). In this
case the contribution to the terms in (2.13) involving kiρ vanish due to the delta functions
in the φ˜r(k). Thus we have
T˜ µρ (q) = (2π)
p δµρ
∏
σ 6=x
δ(qσ)
∑
N≥2
∫ N−1∏
i=1
dkix
2π
A(N)r1···rN (k1x, . . . k(N−1)x)
χ˜r1(k1x) · · · χ˜rN−1(k(N−1)x) χ˜rN (−k1x − . . .− k(N−1)x + qx) ,
for ρ 6= x . (2.16)
1In this case T µρ gives the energy-momentum tensor of a spatially homogeneous time dependent
background.
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Let us also assume that the field configuration has a discrete space-time symmetry
such that if we define
A
(N)
r1···rN ;(i,σ)
(k1, . . . kN−1) ≡ ∂
∂kiσ
A(N)r1···rN (k1, . . . kN−1) , (2.17)
where kiσ denotes the component of the i’th momentum ki along the σ direction, then for
any set (r1, . . . rN) for which φri’s do not vanish, we have
A
(N)
r1···rN ;(i,σ)
(k1, . . . kN−1) = 0 if kjσ = 0 for every j. (2.18)
Note that in evaluating the right hand side of (2.17) we first need to differentiate with
respect to kiσ for a general set of momenta and then set kjσ to zero for every j in (2.18).
Using (2.13), (2.15) and (2.18) we can see that in this case
T µx = 0 for µ 6= x . (2.19)
This leaves us to determine T xx . Due to the factors of
∏
σ 6=x δ(kσ) in the expression for
φr(k) we see that in (2.13) we shall get a factor proportional to
∏
σ 6=x δ(qσ), and hence in
this expression for T xx all the indices µ, µ1, . . . µs can only be equal to x. In this case we
can resum the series expansion to express T˜ xx as
T˜ xx (q) = (2π)
p
∏
σ 6=x
δ(qσ)
∑
N≥2
∫ N−1∏
i=1
dkix
2π
[
A(N)r1···rN (k1x, . . . k(N−1)x)
+
N−1∑
i=1
kix
1
qx
{
A(N)r1···rN (k1x, . . . kix − qx, . . . k(N−1)x)− A(N)r1···rN (k1x, . . . k(N−1)x)
} ]
χ˜r1(k1x) · · · χ˜rN−1(k(N−1)x) χ˜rN (−k1x − . . .− k(N−1)x + qx) .
(2.20)
The ambiguity in determining T˜ µρ (q) using Noether prescription corresponds to adding
to T˜ µρ (q) terms of the form K˜
µ
ρ (q) = (q
µqρ − q2 δµρ )F (q) for some F (q). For field configu-
rations of the form we are considering K˜µρ (q) has support in the subspace of the q-space
in which all components of q other than the x-component are set to zero. Hence K˜xx = 0,
and T˜ xx (q) is unambiguously defined in this case.
So far we have not assumed that the field configuration χ˜r(qx) satisfies its equation
of motion. However we shall be interested in computing T µν only for those configurations
which satisfy equations of motion. In this case due to the conservation law ∂µT
µ
ρ = 0,
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and that T µx = 0 for µ 6= x, T xx must be x independent. This information can be used
to derive various different formulæ for T xx all of which are physically invariant. The most
straightforward formula for T xx is obtained by taking the Fourier transform of T˜
x
x (q):
T xx (x) =
∫ ∏
σ
dqσ
2π
eiqσx
σ
T˜ xx (q)
=
∑
N≥2
∫
dqx
2π
eiqxx
N−1∏
i=1
dkix
2π
[
A(N)r1···rN (k1x, . . . k(N−1)x)
+
N−1∑
j=1
kjx
1
qx
{
A(N)r1···rN (k1x, . . . kjx − qx, . . . k(N−1)x)−A(N)r1···rN (k1x, . . . k(N−1)x)
} ]
χ˜r1(k1x) · · · χ˜rN−1(k(N−1)x) χ˜rN (−k1x − . . .− k(N−1)x + qx) .
(2.21)
For application to string field theory, a different formula will be useful. Since T xx is
independent of x, T˜ xx (q) must be proportional to δ(qx). The non-trivial information about
T xx is then contained in the coefficient of the δ(qx) in T˜
x
x (q). In order to extract this
information we need to evaluate (2.20) near qx = 0, setting qx = 0 in all terms which
have smooth qx → 0 limit. Since we shall only consider theories for which the coefficients
A(N)r1···rN (k1x, . . . k(N−1)x) are smooth functions of their arguments, we get
2
T˜ xx (qx) = (2π)
p
∏
σ 6=x
δ(qσ)
∑
N≥2
∫ N−1∏
i=1
dkix
2π
[
A(N)r1···rN (k1x, . . . k(N−1)x)
−
N−1∑
j=1
kjxA
(N)
r1···rN ;(j,x)
(k1x, . . . k(N−1)x)
]
χ˜r1(k1x) · · · χ˜rN−1(k(N−1)x) χ˜rN (−k1x − . . .− k(N−1)x + qx) ,
(2.22)
where A
(N)
r1···rN ;(i,x)
(k1x, . . . k(N−1)x) have been defined in (2.17). Note that we have not
set qx = 0 inside the argument of χ˜rN in anticipation of the fact χ˜r(kx) may not be a
smooth function of kx. In fact if the χ˜r(kx) are smooth functions (which is the case if
χr(x) falls off to zero as x→ ±∞) then there is no possibility of getting a delta function
singularity as qx → 0 in (2.22) and hence T xx must vanish. This is expected. Since T xx
2Although this expression for T xx looks quite different from the one given in [15] for x dependent field
configurations, the expression given in [15] can be brought to the form given in (2.22) for on-shell field
configurations by manipulations involving space-averaging, integration by parts and resummation.
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must be independent of the coordinate x, we can evaluate it at x = ∞, and hence for a
field configuration which vanishes as x→∞ T xx must also vanish.
In order to construct solutions with non-trivial T xx , we can consider periodic field
configurations along x direction. If the period is 2πR then χr(x) must have the form:
χr(x) =
∞∑
n=−∞
χ˜r,n e
inx/R . (2.23)
This gives
χ˜r(qx) =
∫
dx e−iqxx χr(x) = 2π
∞∑
n=−∞
χ˜r,n δ
(
qx − n
R
)
. (2.24)
Substituting this into (2.22) we get near qx = 0:
3
T˜ xx (qx) = (2π)
p+1
∏
σ
δ(qσ)
∑
N≥2
∑
n1,...nN−1
χ˜r1,n1 . . . χ˜rN−1,nN−1 χ˜rN ,−n1−...−nN−1
[
A(N)r1,...rN
(
n1
R
, . . .
nN−1
R
)
−
N−1∑
i=1
ni
R
A
(N)
r1,...rN ;(i,x)
(
n1
R
, . . .
nN−1
R
) ]
.
(2.25)
After taking Fourier transform this gives
T xx =
∑
N≥2
∑
n1,...nN−1
χ˜r1,n1 . . . χ˜rN−1,nN−1 χ˜rN ,−n1−...−nN−1
[
A(N)r1,...rN
(
n1
R
, . . .
nN−1
R
)
−
N−1∑
i=1
ni
R
A
(N)
r1,...rN ;(i,x)
(
n1
R
, . . .
nN−1
R
) ]
.
(2.26)
For completeness we shall also write down the expression for T µρ for ρ 6= x in this case.
Using (2.16) and (2.24) we get
T˜ µρ (q) = (2π)
p δµρ
∏
σ 6=x
δ(qσ)
∑
N≥2
∑
n1,...nN
A(N)r1,...rN
(
n1
R
, . . .
nN−1
R
)
χ˜r1,n1 . . . χ˜rN−1,nN−1 χ˜rN ,nN 2π δ
(
qx − 1
R
N∑
i=1
ni
)
, for ρ 6= x .
(2.27)
3By the general argument leading to the conservation law of T µρ , the contribution to T˜
x
x (n/R) for
n 6= 0 vanishes if all the χ˜r,n satisfy their equations of motion.
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Taking its Fourier transform gives:
T µρ (x) = δ
µ
ρ
∑
N≥2
∑
n1,...nN
exp
(
i
x
R
N∑
i=1
ni
)
A(N)r1,...rN
(
n1
R
, . . .
nN−1
R
)
χ˜r1,n1 . . . χ˜rN−1,nN−1 χ˜rN ,nN , for ρ 6= x .
(2.28)
The average T µρ over a period is given by:
〈T µρ 〉 = δµρ
∑
N≥2
∑
n1,...nN−1
A(N)r1,...rN
(
n1
R
, . . .
nN−1
R
)
χ˜r1,n1 . . . χ˜rN−1,nN−1 χ˜rN ,−n1−...−nN−1 ,
for ρ 6= x . (2.29)
During the analysis described above, we have given a special role to the N ’th momen-
tum kN by replacing it by −(k1 + . . . kN−1) and representing A(N)r1...rN as a function of the
momenta k1, . . . kN−1. For practical computation it is often convenient
4 to use all theN ar-
guments k1, . . . kN by expressing A
(N)
r1...rN
as a function A(N)r1,...rN of k1, . . . kN . (This of course
is not unique since we can replace the whole or part of the kN by −(k1+ . . .+kN−1)). The
results in one formalism can be transformed to the other formalism by using the equation:
∂
∂kix
A(N)r1···rN (k1x, . . . k(N−1)x) =
∂
∂kix
A(N)r1···rN (k1x, . . . kNx)−
∂
∂kNx
A(N)r1···rN (k1x, . . . kNx) ,
(2.30)
where it is understood that on both the right and the left hand side we take the partial
derivative keeping all the other arguments fixed. This gives:
N−1∑
i=1
kix
∂
∂kix
A(N)r1···rN (k1x, . . . k(N−1)x) =
N∑
i=1
kix
∂
∂kix
A(N)r1···rN (k1x, . . . kNx) , (2.31)
since kNx = −(k1x + . . .+ k(N−1)x). Thus if we define
A(N)r1···rN ;(i,x)(k1x, . . . kNx) ≡
∂
∂kix
A(N)r1···rN (k1x, . . . kNx) , (2.32)
we can rewrite (2.22) and (2.26) as
T˜ xx (qx) = (2π)
p
∏
σ 6=x
δ(qσ)
∑
N≥2
∫ N∏
i=1
dkix
2π
2π δ(k1x + . . . kNx − qx)
4For example, if the indices r1, . . . rN take the same value, then it is more convenient to regard A
(N)
r1...rN
as a symmetric function of k1, . . . kN .
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[
A(N)r1···rN (k1x, . . . kNx)−
N∑
j=1
kjxA(N)r1···rN ;(j,x)(k1x, . . . kNx)
]
χ˜r1(k1x) · · · χ˜rN1(kNx),
(2.33)
and
T xx =
∑
N≥2
∑
n1,...nN
δn1+...nN ,0 χ˜r1,n1 . . . χ˜rN ,nN
[
A(N)r1,...rN
(
n1
R
, . . .
nN
R
)
−
N∑
i=1
ni
R
A(N)r1,...rN ;(i,x)
(
n1
R
, . . .
nN
R
) ]
,
(2.34)
respectively. Also, eq.(2.29) takes the form
〈T µρ 〉 = δµρ
∑
N≥2
∑
n1,...nN
A(N)r1,...rN
(
n1
R
, . . .
nN
R
)
χ˜r1,n1 . . . χ˜rN ,nN δn1+...nN ,0 for ρ 6= x.
(2.35)
These formulæ look manifestly symmetric in all the arguments.
We can further simplify (2.34), (2.35) as follows. Using (2.11), (2.15) and (2.24) we
can express the action S as
S({χr,n};R) = Vp+1Lav({χr,n};R) , (2.36)
where Vp+1 ≡ (2π)p+1δp+1(k = 0) denotes the total volume of the D-brane world-volume,
and
Lav({χr,n};R) =
∑
N≥2
∑
n1,...nN
A(N)r1,...rN ;(i,x)
(
n1
R
, . . .
nN
R
)
χ˜r1,n1 . . . χ˜rN ,nN δn1+...nN ,0 , (2.37)
is the space-time averaged Lagrangian density. Thus we see using (2.35) that
〈T µρ 〉 = δµρ Lav for ρ 6= x. (2.38)
Also, using (2.32) we get
N∑
i=1
ni
R
A(N)r1,...rN ;(i,x)
(
n1
R
, . . .
nN
R
)
= −R ∂
∂R
A(N)r1,...rN
(
n1
R
, . . .
nN
R
)
. (2.39)
Using eqs.(2.37), (2.39) we can express (2.34) as
T xx = Lav +R
∂Lav
∂R
=
∂
∂R
(RLav) , (2.40)
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where in (2.40) the derivative with respect to R has to be computed for fixed χ˜r,n’s.
In some situations the theory may contain a family of solutions, with the periodicity
2πR of the solution varying continuously inside the family. Thus we have a family of
solutions labelled by R. In this case we can define Lav to be a function of R alone by
replacing χ˜r,n by their classical solutions, and evaluating the expression for Lav. The total
derivative dLav
dR
of Lav will now include contribution due to explicit R dependence of the
coefficients A(N)r1,...rN ;(i,x)
(
n1
R
, . . . nN
R
)
appearing in Lav as well as due to the R dependence
of the solutions χ˜r,n. However, since {χ˜s,m} are solutions of the equations of motion, the
derivative of Lav with respect to χ˜r,n vanishes for each (r, n) and dLavdR is actually equal to
∂Lav
∂R
appearing in (2.40). Thus in this case we can replace ∂
∂R
in (2.40) by total derivative
d
dR
. Since from (2.38) we see that 2πRLav can be interpreted as the integral of T 00 over
a period, if we regard x as a compact direction with period 2πR then −2πRLav has the
interpretation of the total energy of the solution. Hence d
dR
(RLav) has the interpretation
of being the negative of the derivative of the total energy with respect to the period. This
precisely coincides with the usual definition of pressure of any system.
3 Application to p-adic String Theory
In this section we shall apply the results of section 2 to derive the form of the stress tensor
in l-adic string theory and compare with the results of [15, 16]. We begin with the action
of the l-adic string theory[19, 20, 21]:
S =
∫
dp+1xL, L = 1
g2l
[
−1
2
φ l−
1
2
2 φ+
1
l + 1
φl+1
]
, (3.1)
where l is an integer, φ is a scalar field and gl is the coupling constant of the open l-adic
string theory. Comparing this with eq.(2.11) we see that in this case:
A(2)(k1) = − 1
2g2l
l
1
2
k21 , A(l+1)(k1, . . . kl) =
1
g2l
1
l + 1
,
A(N)r1...rN (k1, . . . kN−1) = 0 for N 6= 2, l + 1 . (3.2)
For the case of odd l, ref.[15] constructed a one parameter family of time dependent
solution of the form:
φ(x0) =
∞∑
n=0
a2n+1 cos
(
(2n+ 1)ωx0
)
, (3.3)
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labelled by the arbitrary constant ω. For any given ω the coefficients a2n+1 are deter-
mined from the equations of motion. We shall now find an expression for T 00 for such a
field configuration using the general formalism given in section 2 and compare with the
corresponding expression obtained in [15].
We derived various formulæ for T xx for an x-dependent field configuration in section
2. We can take any of these and make an inverse Wick rotation x → −ix0 to get the
answer for T 00 for a time dependent field configuration. The formula that directly yields
the result of [15] is eq.(2.21) at x = 0, giving the expresstion for T 00 at x
0 = 0 after inverse
Wick rotation. The first term inside the square bracket on the right hand side of (2.21)
just gives the lagrangian density L evaluated at x0 = 0. Since the other terms involve
differences in A(N) evaluated for two different momentum arguments, and since from (3.2)
we see that A(l+1) does not depend on momenta, this term receives contribution only for
N = 2. Using (3.1)-(3.3), (2.21) takes the form:
T 00 = L(x0 = 0)−
1
2g2l
∑
m,n≥0
a2m+1 a2n+1
(2m+ 1)2
(2m+ 1)2 − (2n+ 1)2
(
l−
1
2
(2n+1)2ω2 − l− 12 (2m+1)2ω2
)
.
(3.4)
Note that the m = n term in the above expression has 0/0 form and hence must be
defined as the result of taking m→ n limit. This gives a modified expression for (3.4)
T 00 = L(x0 = 0) −
1
4g2l
ω2 ln l
∞∑
n=0
a22n+1 (2n+ 1)
2 l−
1
2
(2n+1)2ω2
− 1
2g2l
∑
m,n≥0
m6=n
a2m+1 a2n+1
(2m+ 1)2
(2m+ 1)2 − (2n+ 1)2
(
l−
1
2
(2n+1)2ω2 − l− 12 (2m+1)2ω2
)
.
(3.5)
This agrees with the result derived in [15]. One simplicity of our starting formula (2.21)
is that we arrive at the answer (3.5) without having to do any resummation as in [15].
Using the equations of motion φl = l−
1
2
2φ, and (3.1), (3.3) we can write down a simple
expression for L(x0 = 0) appearing in (3.5):
L(x0 = 0) = 1
2g2l
1− l
1 + l
∑
m,n≥0
a2m+1 a2n+1 l
− 1
2
ω2 (2n+1)2 . (3.6)
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4 Application to Lump Solutions in String Field The-
ory
In this section we shall apply the results of section 2 to calculate T xx associated with the
lump solutions in open string field theory [22, 23]. As in [22], we shall focus on a D-string
of bosonic string theory with the direction x tangential to the D-string compactified on a
circle of radius R. The action of the open string field theory on the D-string is given by:
S = − 1
g2o
[
1
2
〈Φ|QB|Φ〉+ 1
3
〈Φ|Φ ∗ Φ〉
]
, (4.1)
where |Φ〉 is the string field represented by a ghost number 1 state in the Hilbert space
of the first quantized string theory, ∗ denotes the usual open string star product[14] and
go is the open string coupling constant. In [22] the space averaged lagrangian density
associated with a time independent, periodic field configuration was denoted by:
Lav(|Φ〉;R) = −2π2 T1V(|Φ〉;R) . (4.2)
Unlike in the case of ref.[22] here we have explicitly displayed the R dependence of V. Let
us denote by |Φlump〉 the lump solution in this string field theory, representing a D0-brane
localized at x = 0. Using (2.40) we can express T xx associated with this solution as:
T xx (|Φlump〉) = −2π2 T1 (V(|Φlump〉;R) +RV ′(|Φlump〉;R)) , (4.3)
where
V ′(|Φ〉;R) ≡ ∂V(|Φ〉;R)
∂R
, (4.4)
with ∂/∂R denoting derivative with respect to R at fixed |Φ〉. Since the original D-string
has T xx = −T1, and since the final D0-brane should have vanishing T xx , we see that the
T xx (|Φlump〉) computed from the string field theory must cancel the T xx of the D-string.
This leads to the conjecture:
T xx (|Φlump〉) = T1 . (4.5)
Using (4.3) this takes the form:
−2π2 (V(|Φlump〉;R) +RV ′(|Φlump〉;R)) = 1 . (4.6)
On the other hand from (2.38) we see that the T 00 associated with the solution is equal
to the average lagrangian density −2π2T1V(|Φlump〉;R). Thus the total energy associated
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with the lump solution, obtained by multiplying −T 00 by 2πR, and adding to it the energy
2πR T1 of the original D-string, will be given by[22]:
2πR T1
(
2π2 V(|Φlump〉;R) + 1
)
. (4.7)
If |Φlump〉 has to describe a D0-brane then its energy must be equal to the expected mass
of the D0-brane which is 2πT1. Thus the energy conjecture implies[22]
R
(
2π2 V(|Φlump〉;R) + 1
)
= 1 . (4.8)
(4.8) was verified numerically in [22], and using the expression of V(|Φ〉;R) and the
numerical solution for |Φlump〉 given there we can also verify (4.6) numerically. But we
shall now show that the pressure conjecture (4.6) follows automatically from the energy
conjecture (4.8). For this we differentiate (4.8) with respect to R to get
2π2
(
V(|Φlump〉;R) +R dV(|Φlump〉;R)
dR
)
+ 1 = 0 , (4.9)
where the derivative with respect to R now also acts on the various R dependent coef-
ficients appearing in the expansion of |Φlump〉. However, using the argument at the end
of section 2 we can replace dV(|Φlump〉;R)/dR by ∂V(|Φlump〉;R)/∂R = V ′(|Φlump〉;R)
where the R derivative acts only on the coefficients appearing in V((|Φ〉;R) at fixed |Φ〉.
Eq.(4.9) then reduces to (4.6).
Thus we see that for the tachyon lump solution in open string field theory, the vanishing
of the total pressure in direction transverse to the lump is not an independent conjecture,
but follows from the conjecture that the total energy of the lump solution is given by the
mass of the D0-brane, which in turn is independent of the radius of the circle. While
this does not lead to a new test of the validity of string field theory, this shows that the
formula for T xx for a periodic solution, as given in (2.40), is correct. In section 5 we shall
use (2.40) to relate the marginal deformation parameter in the conformal field theory
description of a solution to the parameter labelling the corresponding solution in string
field theory.
5 Marginal Deformation in Open String Field The-
ory
In section 4 we calculated T xx associated with the lump solution in open string field theory
for a D-string on a circle of radius R and showed that the result agrees with the prediction
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based on the identification of the solution as a D0-brane. In this section we shall consider
the same system at R = 1. In this case instead of having a unique lump solution there is
a one parameter family of lump solutions. In the language of conformal field theory this
corresponds to adding to the world-sheet action a boundary term:
λ
∫
dt cos (X(t)) , (5.1)
where X is the world-sheet scalar field describing the compact coordinate, λ is a parameter
labelling the deformed conformal field theory and t is a parameter labelling the boundary
of the world-sheet. Total T xx associated with this solution can be calculated from the
boundary state associated with the deformed conformal field theory[1, 3] and takes the
value[4, 5]
T xx |CFT = −T1 cos2(πλ) . (5.2)
Since we expect a one to one correspondence between the classical solutions of open
string field equations and boundary conformal field theories, we expect that the open
string field theory on a D-string wrapped on a circle of unit radius must also have a one
parameter family of classical solutions. A systematic procedure for constructing these
classical solutions using level truncation approximation[9, 10, 11, 12] was developed in
[6]. We look for a string field configuration of the form:
|Φ〉 =
∞∑
n=0
[
tn c1 + un c−1 + vn c1 L
X
−2 + wn L
′
−2 + · · ·
]
cos
(
n
R
X(0)
)
|0〉 , (5.3)
subject to the Siegel gauge condition, periodicity along x, invariance under twist and x→
−x transformation etc. Here tn, un, vn etc. are coefficients labelling a given string field
configuration, cn, bn are oscillators of the ghost fields, L
X
n denote the Virasoro generators
of the c = 1 conformal field theory associated with the X field, L′n denote the Virasoro
generators of the c = 25 conformal field theory involving rest of the fields, and · · · stand
for infinite number of other terms involving other ghost number one operators constructed
out of cn, bn, L
X
n and L
′
n.
A given classical solution in this theory corresponds to a fixed set of values for the
coefficients tn, un, vn etc. Thus a one parameter family of solutions will correspond to a
one parameter family of {tn, un, vn, . . .}. To leading order in λ the solution corresponds
to
t1 ≃ λ , (5.4)
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with all other coefficients being zero. This suggested the following procedure for con-
structing the one parameter family of solutions. For a generic R, we first fix a value
of t1, and solve for the other coefficients by using their equations of motion. Plugging
these solutions back into the action we get an effective action −2 π2 Veff(t1;R) for the
coefficient t1. For general R > 1, Veff (t1;R) will have a local minimum at some value of
t1, and the lump solution will correspond to this minimum. However if there really exists
a one parameter familty of solutions for R = 1 then Veff (t1; 1) should be independent
of t1, and hence must vanish since it vanishes at t1 = 0. In this case the one parameter
family of solutions will be labelled by t1. It was found using the level truncation analysis
that while to any finite level of approximation Veff(t1; 1) is not flat, it does become flatter
as we increase the level of approximation. This suggested that the full open string field
theory does have a one parameter family of classical solutions representing the conformal
field theories associated with (5.1).
One of the problems which was left unresolved in [6] was to develop a systematic
scheme for relating the parameter t1 labelling the solution in open string field theory to
the conformal field theory parameter λ appearing in eq.(5.1) beyond the leading order
result (5.4). This is the problem we address in this section.5 This will be done by
comparing the expression for T xx given in (5.2) with the T
x
x associated with the lump
solution given in (4.3) plus the contribution −T1 of the original D-string. This gives:
− cos2(πλ) = −1− 2π2
(
Veff (t1; 1) + V ′eff(t1; 1)
)
, (5.5)
or, equivalently,
sin2(πλ) = −2π2
(
Veff(t1; 1) + V ′eff (t1; 1)
)
≡ F (t1) , (5.6)
where V ′eff(t1;R) denotes the result of replacing in V ′(|Φ〉, R) all coefficients other than
t1 by solution to their equations of motion. This is equivalent to defining V ′eff(t1;R) as
V ′eff (t1;R) =
∂
∂R
Veff(t1;R) , (5.7)
with the derivative computed at fixed t1. Apparently the ∂/∂R on the right hand
side of eq.(5.7) receives additional contribution besides V ′(|Φ〉, R) due to the implicit
5An analytic expression for the solution was proposed in [7]. This expression is a sum of a term linear
in λ, and a term quadratic in λ. Since the open string field theory action is a cubic polynomial in the
string field, the energy momentum tensor calculated for this configuration will be a polynomial function
of λ of degree 6. It is not clear how this can reproduce the cos2(πλ) factor in the expression for T xx given
in (5.2).
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R-dependence of Veff(t1;R) through the various coefficients other than t1 which were
eliminated by their equations of motion. However since in the construction of Veff (t1;R),
V(|Φ〉;R) is extremized with respect to these coefficients, these additional terms do not
contribute, and eq.(5.7) holds.
For real λ, the left hand side of eq.(5.6) cannot exceed unity. Thus for consistency the
right hand side, which is a specific expression in string field theory, must also be bounded
from above by unity. We shall now argue that this is indeed the case. In particular,
assuming that the energy conjecture (4.8) holds, and that Veff(t1; 1) is independent of t1
and hence vanishes, we shall give an analytical proof of the fact that the function F (t1)
defined in eq.(5.6) has a maximum where it takes the value 1, and hence λ defined through
(5.6) is real. For this let us define by t
(0)
1 (R) the value of t1 that minimizes Veff (t1, R)
with respect to t1 for a generic R. This definition does not work for R = 1 since there
Veff (t1; 1) is flat, but we shall define by t(0)1 (1) the limit of t(0)1 (R) as R → 1. We shall
now show that
1. F (t1) reaches a maximum at t1 = t
(0)
1 (1).
2. F (t
(0)
1 (1)) = 1.
This will establish that the maximum value F (t1) can take is 1, and hence sin
2(πλ) defined
through (5.6) gives real λ for all t1. This will also show that the point λ = 1/2 corresponds
to t1 = t
(0)
1 (1), i.e. the configuration in string field theory representing a D0-brane, since
for a generic R the lump solution represents a D0-brane. This is the expected result.6
We begin by proving the first result. Since Veff (t1; 1) vanishes, we get from (5.6), (5.7)
dF (t1)
dt1
= −2 π2 ∂V
′
eff (t1, 1)
∂t1
= −2 π2
[
∂
∂R
(
∂Veff (t1;R)
∂t1
)]
R=1
. (5.8)
Substituting t1 = t
(0)
1 (1) on both sides we get:
dF (t1)
dt1
∣∣∣∣
t1=t
(0)
1 (1)
= −2 π2
[
∂
∂R
(
∂Veff (t1;R)
∂t1
∣∣∣∣
t1=t
(0)
1 (1)
)]
R=1
6Before getting into the formal proof it is worth giving an intuitive argument. Since Veff (t1; 1)
is expected to vanish, we have −2π2 Veff (t1; 1 + ǫ) = −2π2 ǫV ′eff (t1; 1) + O(ǫ2) = ǫ F (t1) + O(ǫ2).
Thus the maximum of F (t1) occurs at the minimum of Veff (t1; 1 + ǫ) for small ǫ, i.e. at t(0)1 (1). The
energy conjecture (4.8) tells us that 2π2 Veff (t1; 1 + ǫ) = (1 + ǫ)−1 − 1 = −ǫ + O(ǫ2) at its minimum
t
(0)
1 (1 + ǫ) ≃ t(0)1 (1). This gives F (t(0)1 (1)) = 1.
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= −2 π2
 d
dR
(
∂Veff (t1;R)
∂t1
∣∣∣∣
t1=t
(0)
1 (R)
)
−
(
∂2Veff(t1;R)
∂t21
)
t1=t
(0)
1 (R)
dt
(0)
1 (R)
dR

R=1
.
(5.9)
Now, by definition (∂Veff (t1;R)/∂t1)|t1=t(0)1 (R) vanishes for all R. On the other hand, at
R = 1, Veff (t1;R) vanishes identically, and hence its second derivative with respect to t1
also vanishes. Thus we see that the right hand side of (5.9) vanishes identically, and hence
F (t1) has a extremum at t1 = t
(0)
1 (1). The fact that it is a maximum and not a minimum
can be seen easily by differentiating (5.8) once more with respect to t1 and using the fact
that for R > 1, Veff(t1;R) has a minimum at t1 = t(0)1 (R).
It now remains to prove that F (t
(0)
1 (1)) = 1. Using eq.(5.6) and the fact that Veff(t1, 1)
vanishes identically we see that
F (t
(0)
1 (1)) = −2 π2 V ′eff(t(0)1 (1), 1) . (5.10)
Using the energy conjecture (4.8) and that fact that t1 = t
(0)
1 (R) describes the lump
solution at radius R, we have:
R
(
2π2 Veff(t(0)1 (R);R) + 1
)
= 1 . (5.11)
Differentiating this with respect to R, and noting that R derivative action on t
(0)
1 (R) can
be neglected since Veff (t1, R) is extremized with respect to t1 at t1 = t(0)1 (R), we get
2π2 Veff (t(0)1 (R);R) + 1 + 2π2 RV ′eff (t(0)1 (R);R) = 0 . (5.12)
Setting R = 1 in this equation makes the first term vanish identically. Thus the equation
reduces to
2π2 V ′eff(t(0)1 (1); 1) = −1 . (5.13)
Hence from (5.10), (5.13) we have
F (t
(0)
1 (1)) = 1 . (5.14)
This is the desired result.
We shall now describe the explicit computation of the function F (t1) using level trun-
cation approximation. Before getting into the numerical results it will be instructive to
illustrate the computation of F (t1) using (5.6) in a simple approximation where analytic
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solution is possible. This is level (1/R2, 2/R2) approximation.7 In this approximation the
only modes to be included are t0 and t1, and V(|Φ〉;R) is given by:
V(|Φ〉;R) = −1
2
t20 −
1
4
(
1− 1
R2
)
t21 +
1
3
K3 t30 +
1
2
K3−
2
R2 t0t
2
1 , (5.15)
where
K =
3
√
3
4
. (5.16)
This gives
RV ′(|Φ〉;R) = −1
2
1
R2
t21 +
1
2
4
R2
lnKK3−
2
R2 t0t
2
1 . (5.17)
The equation ∂V/∂t0 = 0 has two solutions for t0:
t0 =
1
2K3
(
1±
√
1− 2K6− 2R2 t21
)
. (5.18)
Of these the solution with the + sign has the property that t0 does not vanish even when
t1 = 0. This branch was called the vacuum branch in [6] (since for t1 = 0 it describes
the tachyon vacuum solution) and is not the branch of interest to us. The other branch,
called the marginal branch, gives the solution we are looking for. Thus we take
t0 =
1
2K3
(
1−
√
1− 2K6− 2R2 t21
)
. (5.19)
For this solution t0 vanishes at t1 = 0. Substituting this back into (5.15) and (5.17) we
get Veff (t1;R) and RV ′eff(t1;R) respectively. This Veff(t1;R) of course is not flat, but
for R = 1 it approaches a flat potential as we increase the level of approximation[6]. Note
also that real solution for t0 exists only for |t1| ≤ 1/
√
2K3−R
−2
. At |t1| = 1/
√
2K3−R
−2
the vacuum branch and the marginal branch meet. This feature survives even at higher
level of approximation so that we always get a finite range of t1 over which the solution
exists[6].
We now use eq.(5.6), (5.15) and (5.17) to find F (t1) and hence the relation between λ
and t1. We get
F (t1) = −2π2
[
−1
2
t20 −
1
4
(
1 +
1
R2
)
t21 +
1
3
K3 t30 +
1
2
(
1 +
4
R2
lnK
)
K3−
2
R2 t0t
2
1
]
R=1
= 2π2
[
1
2
t20 +
1
2
t21 −
1
3
K3 t30 −
1
2
(1 + 4 lnK)K t0t
2
1
]
(5.20)
7Note that although eventually we shall set R = 1, we must keep R arbitrary, calculate ∂V/∂R, and
only then set R = 1.
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Figure 1: The plot of sin2(πλ) = F (t1) vs. t1 at level (1,2) calculated using (5.20).
Substituting the expression for t0 from (5.19) at R = 1 we get F (t1) as a function of t1. In
Fig.1 we have displayed a plot of F (t1) vs. t1 calculated using this formula. From this we
see that the right hand side of (5.20) becomes larger than one even before t1 reaches the
critical point where the marginal and the vacuum branches meet, and hence λ calculated
from (5.6) becomes complex in this region. Since we argued earlier that F (t1) is bounded
from above by 1, we expect this to be an artifact of the level truncation approximation.
Calculation at higher level can be carried out using numerical methods. The full R
dependent tachyon potential needed for calculations up to level (4,8) was given in [6]
(appendix B). With the help of this result and eq.(5.6) we can easily compute F (t1) as a
function of t1 at various levels of approximation up to level (4,8). The results have been
shown in Fig.2. In this diagram the graph which extends further to the right corresponds
to result in a higher level approximation. We see from this graph that the result for
F (t1) again exceeds unity beyond a certain value of t1, and hence beyond this value the
λ defined through (5.6) becomes complex. This seems to be in conflict with the general
result proved earlier that F (t1) is bounded from above by unity. We believe this is due to
the fact that we have not reached a sufficiently high level of approximation. At least the
results show that the growth of the maximum (which at level (4,8) is slightly above 1.2)
slows down with increasing level of approximation. Thus it could turn around at higher
level. Clearly we need explicit numerical results at higher level to settle this issue. The
extrapolation metods of refs.[24, 25] may also be useful for this study.
Although we have not resolved the numerical problem, we have tried to isolate the
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Figure 2: The plot of sin2(πλ) = F (t1) vs. t1 at level (1,2), (2,4), (3,6) and (4,8) ap-
proximation. The graph which extends further to the right corresponds to result in a
higher level approximation. The level (3,6) and (4,8) results are almost indistinguishible
in this graph. We see that the result exceeds unity beyond a certain value of t1, and hence
beyond this value the λ defined through (5.6) becomes complex.
origin of the problem. From (5.6) we see that there are two possible sources of error.
The Veff(t1; 1) which is supposed to vanish identically is not zero at finite level, and the
2π2V ′eff(t1; 1) which is supposed to take the value −1 at its minimum, is not actually
−1 at a finite level. It turns out that the contribution from the first term is negligible,
and almost all the error comes from the second term. In particular, if we calculate
2π2(Veff(t1;R)−Veff(t1; 1))/(R−1−1), then according to the energy conjecture (4.8) and
the vanishing of Veff(t1; 1) this is supposed to take the value 1 at its maximum. Instead
we find that for values of R close to unity, this ratio is about 1.2 at its maximum in
level (4,8) approximation. If we believe that the energy conjecture (4.8) is satisfied, then
this ratio must come down to unity at higher level approximation, and consequently the
maximum value of F (t1) will also come down to unity.
One feature that we observe from Fig.2 is that the maximum of F (t1) is quite close
to the critical value of t1 where the level truncation method breaks down. Assuming that
the maximum does come down to unity at higher level in agreement with the analytical
result, it is tempting to speculate that the critical value of t1 coincides with this maximum
and hence describes the λ = 1
2
point. Since the range −1
2
≤ λ ≤ 1
2
can be thought
of as the fundamental domain in the moduli space of lump solutions (with solutions
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outside this range being equivalent to the solutions in this range) this would imply that
string field theory lump solutions precisely cover one fundamental domain. Only more
detailed numerical analysis can tell us if this is so. However it is amusing to note that
for superstring theory this is precisely what happens[26] for the periodic solutions of the
effective action given in [27].
Acknowledgement: I wish to thank B. Zwiebach for useful discussions and many
helpful comments on the manuscript.
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