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Resumen
Dada la amplia gama que se puede dar en los Sistemas de Manufactura Flexible (SMF)
y lo tedioso que puede llegar a ser el seguimiento de los diferentes procesos, es de vital
importancia encontrar una metodolog´ıa de representacio´n de estos procesos. El concepto de
fabricacio´n flexible posee un desarrollo simulta´neo con la tecnolog´ıa informa´tica en el a´mbito
del disen˜o y la fabricacio´n de piezas o productos, con la ayuda de las Redes de Petri es posible
lograr la representacio´n gra´fica y sencilla de interpretar, ya que estas se han utilizado con e´xito
en la literatura para representar automatismos y su modelado es sencillo y fa´cil de interpretar.
Las Redes de Petri propensas a tener bloqueos son uno de los principales inconvenientes
de un SMF, puesto que son funcionamientos indeseados que se deben de evitar o prevenir
para tener el mejor desempen˜o de los recursos del sistema.
En este documento se hace una revisio´n de los conceptos que abarcan los Sistemas de
Manufactura Flexible, Redes de Petri y Algoritmos Gene´ticos, y luego se presenta una
metodolog´ıa de disen˜o de Redes de Petri libres de bloqueos adema´s de implementar una
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Dada la alta demanda en la produccio´n de una planta y la bu´squeda de la reduccio´n
de costos, los sistemas de manufactura flexible (SMF) tienen como objetivo ofrecer una
respuesta ra´pida y econo´mica frente a los cambios que se presentan en su ambiente operativo.
Este tipo de manufactura proporciona una consideracio´n especial para diversificar de manera
sencilla y eficaz los productos de un lote de taman˜o mediano o pequen˜o para aumentar la
competitividad en el mercado a nivel mundial. [2].
Las redes de Petri al ser una herramienta gra´fica y matema´tica, permite visualizar de
forma amplia y puntual los sucesos a trave´s del sistema modelado, por ende, las Redes de
Petri (RdP) se convierten en esencia en la herramienta predilecta a la hora de modelar SMF ya
que representan eventos discretos con sincronizaciones describiendo las relaciones existentes
de causa y efecto entre los eventos [3].
Los algoritmos de encaminamiento son una serie ordenada de instrucciones, pasos o
procesos que tienen como fin encontrar el camino entre dos puntos en una red [4]. Las rutas
en los SMF son los diferentes caminos que puede tomar un diferente proceso hasta concluir
su ciclo.
La utilizacio´n de algoritmos de encaminamiento es la mejor alternativa si se desea automatizar
la seleccio´n de rutas, pero este proceso puede generar situaciones indeseadas como los bloqueos.
Un bloqueo en un sistema es una interrupcio´n permanente al procedimiento de asignacio´n y
liberacio´n de un recurso. Los bloqueos en el encaminamiento de mensajes u objetos emergen
como consecuencia de una mala seleccio´n de canales o segmentos, que son compartidos por
diversos procesos de forma concurrente para mover los mensajes u objetos desde un origen
hasta un destino en la red o plataforma de trabajo [3].
2
Cap´ıtulo 1. Planteamineto del problema 3
En algunas referencias como en [2] los bloqueos se denominan puntos muertos, estos son
los problemas de mayor relevancia en el disen˜o y la etapa de control puesto que pueden
repercutir de forma negativa en los SMF como retrasar el proceso o detener la operacio´n
completa del sistema.
En [5] y [6] se tratan problemas recurrentes en las redes de Petri, como es el caso
de los me´todos de desarrollo y solucio´n de los modelos limitados a redes con sus propias
especificaciones, puesto que al automatizar solo se puede usar un tipo de red y no varias, lo
que esto quiere decir es que un automatismo va a estar asociado a un tipo de red. El otro
inconveniente es que este tipo de modelado consume recursos computacionales considerables
y en algunos casos no se puede encontrar una posible solucio´n al problema.
En [7] la problema´tica se enfoca en el disen˜o de la red donde entre ma´s compleja sea la red
menores rutas se tendra´n para su desarrollo, y entre ma´s numerosas sean sus rutas, menos
compleja sera´ su red.
De lo anterior surge la siguiente pregunta de investigacio´n:
¿Sera´ posible implementar un automatismo empleando como herramienta de modelado




Actualmente la competitividad es cada vez ma´s alta, por esto es necesario mejorar los
sistemas de produccio´n. Colombia presentando una condicio´n netamente agr´ıcola y que no
ha encontrado un avance estable a una condicio´n industrial necesita dar pasos agigantados
en el a´mbito de la automatizacio´n para entrar fuertemente a competir con las economı´as
internacionales [8]. En el contexto competitivo demarcado por el cambio te´cnico innovador
resulta imperativo modificar la estructura y composicio´n actual del capital en la industria
colombiana para agilizar y facilitar el desarrollo tecnolo´gico mediante investigaciones en
tecnolog´ıa y e´nfasis en emprendimiento de proyectos de innovacio´n y automatizacio´n [9].
Los SMF son una forma de alcanzar dichos esta´ndares, puesto que permiten una mejor
administracio´n de espacio, tiempo y recursos. Para el modelamiento de estos automatismos es
necesaria una herramienta como las redes de Petri, sin embargo, la implementacio´n de estos
sistemas requiere de un alto costo en su inversio´n inicial, tambie´n se debe recuperar los costos
de inversio´n con un volumen de produccio´n elevado. Al modelar los SMF con Redes de Petri
la problema´tica radica en que la red sea lo demasiado robusta para que el sistema siempre
tenga continuidad ante cualquier perturbacio´n que se encuentre en esta (Puntos muertos o
bloqueos).
Los problemas con respecto a los modelos de los SMF se han abordado usando redes de
Petri como modelo, y contemplando diferentes metodolog´ıas para darle solucio´n a los bloqueos
y que su representacio´n sea la adecuada. Lo que se desea implementar es una metodolog´ıa que
se adapte fa´cilmente a las redes de Petri evitando los puntos muertos y a su vez el problema
tenga la solucio´n ma´s o´ptima.
Un algorimo gene´tico (AG) es un me´todo de bu´squeda que sigue la teor´ıa de la evolucio´n de
Charles Darwin para darle solucio´n a distintos problemas. Para ello, se parte de una poblacio´n
4
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inicial de la cual se seleccionan los individuos ma´s sobresalientes para luego reproducirlos y
mutarlos para finalmente obtener una nueva generacio´n de individuos que sera´n ma´s aptos
que la generacio´n anterior [10]. Los AG se han utilizado ampliamente por su capacidad para
brindar buenas soluciones a muchos de los problemas t´ıpicos de optimizacio´n y tambie´n se han
desempen˜ado en a´reas como programacio´n automa´tica, aprendizaje de ma´quina, economı´a,
sistemas inmunes, ecolog´ıa, gene´tica de poblaciones, entre otras [11].
La programacio´n para una produccio´n o´ptima de los sistemas de manufactura puede ser
muy compleja o imposible de encontrar en tiempos estipulados para dichos sistemas. Esta
dificultad se hace presente en el caso de los SMF, donde se reconoce en la literatura que
es un problema combinatorio que se clasifica como tipo NP, lo cual quiere decir que no se
puede aplicar un algoritmo polino´mico para comprobar una solucio´n. Esta caracter´ıstica lleva
un me´todo de resolucio´n no determin´ıstico el cual consiste en aplicar me´todos heur´ısticos
para obtener soluciones que se van destinando o aceptando a ritmo polino´mico, como los
Algoritmos Gene´ticos [5].
El inconveniente que se genera a la hora de utilizar AG es que es un me´todo metaheur´ıstico,
por lo tanto, no hay un resultado exacto; pero con la implementacio´n de esta metodolog´ıa se
puede llegar a un resultado o´ptimo puesto que para este tipo de problema los AG tienen la
ventaja de ser conceptualmente simples, de amplia aplicacio´n, robusto ante cambios dina´micos
y pueden resolver problemas sin soluciones conocidas [5].
Las RdP permiten una representacio´n compacta y completa de un SMF, y los AG se
pueden emplear en conjunto con estos modelos para generar programas cuya funcionalidad
sea cercana a la o´ptima, es as´ı que se combinara´n las ventajas de ambos me´todos para darle






Presentar una metodolog´ıa para la programacio´n de automatismos enfocados en sistemas
de manufactura flexible, mediante descripcio´n por Redes de Petri libres de bloqueos, y
optimizacio´n a trave´s de Algoritmos Gene´ticos.
3.2. Espec´ıficos
Indagar las teor´ıas relevantes de modelado que permitan la descripcio´n de automatismos
a trave´s de RdP y tambie´n las teor´ıas de optimizacio´n por Algoritmos Gene´ticos,
aplicados al problema espec´ıfico de SMF.
Determinar una metodolog´ıa de modelado de SMF mediante RdP, incluyendo la descripcio´n
del problema de puntos muertos en sistemas flexibles.
Presentar una metodolog´ıa de optimizacio´n a trave´s de Algoritmos Gene´ticos para
encontrar SMF modelados por RdP que sean libres de bloqueos.
Implementar un algoritmo que integre la descripcio´n de SMF por RdP y su optimizacio´n
libre de bloqueos mediante AG.






Sistemas de manufactura flexible
Los Sistemas de Manufactura Flexibles se componen por varias estaciones de trabajo
conectadas por una alimentacio´n de materiales que es capaz de permitir el flujo de trabajos
pasando por diversas rutas a trave´s del sistema. Estas estaciones de trabajo se encuentran
definidas con un conjunto de ma´quinas e instalaciones de produccio´n (celdas de maquinado),
las cuales funcionan de forma integrada y controlada bajo sistemas computacionales (algunas
de ellas por control nume´rico computacional o CNC por sus siglas) y que tienen la finalidad de
una produccio´n de partes o productos dentro de un rango de estilos, taman˜os y procesamientos
[2] [3].
Sin embargo, para que un sistema de manfactura sea catalogado como flexible debe
cumplir diferentes requerimientos, debe tener la capacidad de hacer seguimiento del producto
y a su vez distinguir entre los diferentes estilos de productos que se procesan por celda, debe
tener la capacidad de realizar un ra´pido cambio de instrucciones de operacio´n y finalmente
permitir cambiar la configuracio´n f´ısica con el fin de adquirir nuevas conexiones de trabajo
[3].
Nigu´n sistema de manufactura puede ser completamente flexible puesto que existen l´ımites
sobre a cuanta flexibilidad puede ser incorporada, no existe forma de producir una gama
infinita de piezas o productos, es por esto que un SMF esta´ disen˜ado para producir piezas o
productos para una gama que contempla estilos, taman˜os y procesos, es decir, un SMF tiene
la capacidad de producir una familia de una sola pieza o una gama limitada de piezas [4].
Al implementar un SMF independientemente del proceso de fabricacio´n, se desea alcanzar
los siguientes objetivos tal y como se menciona en [5]:
Reduccio´n en los costos de fabricacio´n al eliminar operaciones innecesarias.
Incremento elevado en los indicadores de productividad, reflejados esencialmente en los
volumenes de fabricacio´n.
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Alcanzar un nivel de calidad significativo para el producto terminado.
Reduccio´n significativa de espacio de trabajo necesaria para la operacio´n de equipo y
maquinaria.
Llevar al sistema al me´todo JIT (Just In Time o me´todo Toyota) el cual refleja la
eliminacio´n de a´reas de almacenamiento del producto terminado o de material de
produccio´n.
Dependiendo de caracter´ısticas tales como el tipo de producto, disposicio´n de espacio y/o
economı´a, se establece un disen˜o ba´sico de SMF en los siguientes cinco tipos:
En l´ınea (In-line): Tal y como se muestra en la figura 4.1a es una disposicio´n que
se presenta como un sistema de transferencia en l´ınea, generalmente capaz de realizar
movimientos bidireccionales. En la figura 4.1b se puede apreciar esta disposicio´n en
un lavadero automatizado de veh´ıculos, el cual consta de inicialmente un sema´foro y
una barrera que permien indicar y proporcinar el ingreso al lavadero y circular por las
estaciones de trabajo (puesto de mojado, detergente, cepillado y secado) para finalmente
salir. Dependiendo de como sea la configuracio´n del sistema se puede prestar o no todos
los servicios.
(a) (b)
Figura 4.1: (a) Disposicio´n en l´ınea. Fuente: [12] (b) Lavadero automatizado de veh´ıculos
www.utp.edu.co
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Disposicio´n en lazo o bucle (Loop): Consiste en un disen˜o de bucle con las
estaciones automatizadas alrededor de una banda transportadora; este disen˜o permite
cualquier secuencia de procesamiento dado que cualquier estacio´n es accesible desde
cualquier otra estacio´n como se puede ver en la figura 4.2a. La figura 4.2b es la
representacio´n de un SMF de tipo lazo que consta de una plataforma giratoria y
tres estaciones, entrada del producto (Alimentador), estacio´n automatizada (taladro) y
salida del producto (cilindro de evacuacio´n y provador), sin embargo, entre las estaciones
de entrada y salida pueden existir tantas estaciones de trabajo como sean necesarias, y
su flexibilidad radica en como este´ programado el ciclo de trabajo y como se distribuyen
las estaciones automatizadas.
(a) (b)
Figura 4.2: (a) Disposicio´n en bucle. Fuente: [12] (b) Banco giratorio
www.utp.edu.co
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Disposicio´n en escalera (Ladder): Es un disen˜o en el que se disponen las estaciones
automatizadas en peldan˜os como se puede ver en la figura 4.3a, permitiendo obtener las
mismas propiedades de la disposicio´n en lazo. En la figura 4.3b se observa un sistema
fexible de atencio´n veh´ıcular de configuracio´n escalera en donde el flujo de e´ste funciona
dependiendo de las necesidades del sistema, y que ha dichas necesidades el veh´ıculo
(producto) debe ir a ciertas estaciones.
(a) (b)
Figura 4.3: (a) Disposicio´n en escalera. Fuente: [12] (b) Sistema flexible de atencio´n vehicular
con una disposicio´n en escalera.
Disposicio´n de campo abierto (Open Field): Es la configuracio´n mas compleja
que se puede presentar en un SMF, puesto que agrupa varios ciclos de lazo juntos,
como se aprecia en la figura 4.4a, adema´s de que el producto llega a cada estacio´n
automatizada por medio de veh´ıculos guiados automa´ticamente (AGV de sus siglas en
ingle´s). La figura 4.4b es una representacio´n mas completa de como ser´ıa un SMF con
esta disposicio´n, desde las estaciones de carga y descarga, pasando por todas las posibles
rutas que puede recorrer el veh´ıculo guiado, por todas las estaciones automatizadas,
modulos de inspeccio´n, centro de control, entre otras. Esta estructura entrega una
percepcio´n mas amplia de las componentes que pueden hacer parte de un SMF de tal
magnitud.
www.utp.edu.co
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(a) (b)
Figura 4.4: (a) Disposicio´n en campo abierto. Fuente: [12] (b) SMF con disposicio´n en campo
abierto y todos sus componentes. Fuente: [13]
Disposicio´n de celda de Robot (Robotcentered cell): Presenta un robot en medio
de una configuracio´n cuya funcio´n y volumen de trabajo se enfatiza en la carga y
descarga de producto en estaciones automatizadas. La figura 4.5a es una representacio´n
t´ıpica de una celda robo´tica y en la figura 4.5b se aprecia un modelo de esta disposicio´n.
(a) (b)
Figura 4.5: (a) Disposicio´n de celda de Robot. Fuente: [12] (b) SMF referente a una dispocisio´n
de celda de Robot y sus componentes. Fuente: [14]
www.utp.edu.co
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Dado que un SMF dispone de muchos componentes que se empen˜an en realizar diferentes
trabajos, se debe de implementar un software que permita integrar todo a un sistema, adema´s
de incorporar convenciones que permitan interactuar con todas las ma´quinas, puesto que
ningu´n SMF se puede automatizar al 100 % ya que en algu´n punto es indispensable que
interceda la labor humana, sea en la carga y descarga de partes del sistema, cambio y
ajuste de herramientas, realizacio´n de mantenimiento y reparacio´n de equipos, programacio´n
y operacio´n del sistema computacional, y en general la administracio´n del sistema. Todas las
anteriores son labores que pueden resultar poco viables para automatizar o simplemente no
se pueden realizar por un sistema automatico [12].
Algunas de las ventajas que se pueden observar al implementar una produccio´n continua
a una produccio´n con lotes son una mejor programacio´n, reduccio´n del proceso de trabajo
y menores plazos de fabricacio´n. Sin embargo, muchas veces la complejidad que se presenta
en la estructura de algunos SMF pueden presentar algunos casos que ralentizan el proceso
de terminacio´n del producto, generando un inadecuado funcionamiento del sistema, como
puede ser la falla de una estacio´n de automatismo o la mala programacio´n del ciclo de
produccio´n. Los SMF enfocados en aplicaciones de mecanizado, son los que ven reflejados
mayores beneficios, alrededor del 75 % para un SMF y un 40 % a un 50 % para operaciones





Las redes de Petri se reconocen como un grafo dirigido, es una herramienta gra´fica y
matema´tica fundamental para el modelado de sistemas dina´micos de eventos discretos. Estas
redes poseen dos tipos de elementos: Lugares y transiciones. Los lugares y las transiciones son
unidas mediante arcos dirigidos, y estos solo deben unir lugares con transiciones o transiciones
con lugares. No se deben unir lugares con lugares, ni transiciones con transiciones [15] [16].
Las marcas son puntos negros que se ubican dentro de cada lugar, puede haber una o
varias en un mismo lugar y estas son las que determinan que etapa se esta ejecutando de una
red [15].
Los arcos dirigidos poseen un nu´mero que indica su peso, el cual determina la cantidad
de marcas que se consume o deposita en un lugar.
14
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Figura 5.1: Red de Petri. Fuente:[15]
En [16], una red de Petri se define formalmente como una quintupla:
RdP = {P, T, F,W,M0}
P se define como un vector determinado por el nu´mero de lugares de la red, entonces:
P = {p1, p2, pi, ..., pm}
T se define como un vector determinado por el nu´mero de transiciones de la red,
entonces:
T = {t1, t2, ti, ..., tn}
F se define como el vector de arcos que determinan el flujo de la red, entonces:
F ⊆ (PXT ) ∪ (TXP )
donde: - {TXP} Es el conjunto de arcos de salida de transiciones a lugares.
- {PXT} Es el conjunto de arcos de entrada de los lugares a transiciones.
www.utp.edu.co
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W se define como un vector determinado por el peso de los arcos de F, entonces:
W : F → {1, 2, 3, ...}
M0 se define como un vector determinado por el marcado inicial de la red, entonces:
M0 : P → {1, 2, 3, ...}
La evolucio´n de una RdP hace referencia al moviemiento de las marcas en la red, que define
el vector de marcaje y los cambios que debe cumplir la regla de disparo de transiciones. Una
transicio´n t esta´ habilitada si el nu´mero de marcas en los lugares de entrada es mayor o igual
al peso del arco que conecta el lugar con la transicio´n. Si una transicio´n esta´ habilitada y
su condicio´n lo´gica vale 1 lo´gico, entonces se quitan tantas marcas de cada lugar de entrada
como peso tiene el arco de entrada a la transicio´n y se ponen tantas marcas en cada lugar de
salida de la transicio´n como marcas tiene el arco de salida de la transicio´n.
5.1. Propiedades de las RdP
Hay tres propiedades ba´sicas en las redes de Petri segu´n [16], las cuales son:
1. Red Viva: Una RdP es viva, si una vez alcanzado un marcado cualquiera desde M0,
es posible encontrar una secuencia de disparo para cada una de las transiciones.
2. Red L´ımitada: Para cada lugar existe un l´ımite de marcas. k-l´ımitada, donde k es el
nu´mero de marcas en cada lugar.
3. Red Reversible: Desde todo marcado alcanzable desde M0, es posible encontrar una
secuencia de disparo que conduzca a M0 nuevamente.
Otras propiedades o caracteristicas mencionadas en [16] y [17] son:
Red binaria = Red segura: Red 1-L´ımitada.
Red Conforme = Red binaria + Red viva: GRAFCET.
Una red es ordinaria si el peso de sus arcos es siempre uno.
Una red es pura, si no existen auto-bucles, donde los auto-bucles esta´n definidos por
una transicio´n t cuya entrada y salida es el mismo lugar p.
Una transicio´n fuente es quella que no posee lugar de entrada, y una transicio´n sumidero
es aquella que no tiene lugar de salida.
www.utp.edu.co
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5.2. Matriz de incidencia
En una RdP con n transiciones y m lugares, su matriz de incidencia es una matriz de




donde a+ij = w(i, j) es el peso de los arcos que unen la transicio´n i con el lugar de salida
j. Esta´ es conocida como la matriz de incidencia posterior. Y a−ij = w(i, j) es el peso de los
arcos que que unen el lugar de entrada i hasta la transicio´n j [5].
5.3. Ecuacio´n de estados
La ecuacio´n de estados de una RdP en forma matricial define el estado de la red. Se da un
marcado inicial M0 y una secuencia de disparos de transiciones habilitadas. De tal manera,
en [15] se define la ecuacio´n de estados como:





donde Md es el vector que define el estado de la red, siendo un vector columna de mx1.




Antes de definir que´ es un bloqueo, se debe definir que´ es un recurso. Ya que estos son
los que indican el avance a lo largo de la red.
Un sistema de asignacio´n de recursos (SAR) engloba un conjunto de procesos que tienen
un plan predefinido en el que los procesos compiten por los recursos que son finitos. De una
forma general, el te´rmino recurso se usa en sentido amplio de la palabra y se asocia al medio
de cualquier tipo (f´ısico o virtual) que en caso tal, sirve para conseguir lo que se busca [3].
Segu´n las caracter´ısticas del comportamiento del sistema, los recursos se pueden agrupar
en: consumibles y reutilizables. Los recursos consumibles son aquellos que se destruyen al ser
adquiridos por un proceso y un recurso reutilizable es aquel que no se destruye o desgasta
con su uso [3].
En este trabajo, las celdas de maquinado se establecen como recursos reutilizables y se
representan como plazas en las RdP.
Las rutas de encaminamiento son las encargadas de seleccionar los recursos para llevar
un objeto desde un origen hasta un destino. Una incorrecta seleccio´n de ruta por parte
del algoritmo de encaminamiento puede generar bloqueos, lo cual puede ser algo indeseado
para todo el sistema. Un BLOQUEO o PUNTO MUERTO sucede cuando un proceso no
puede ser terminado debido a la espera de recursos que son usados por otros procesos. S´ı
durante un proceso ocurre un uso indebido de los recursos existentes, y estos no son liberados
oportunamente, puede generar una espera en otros procesos que solicitan los mismos recursos.
Si esta espera se hace infinita en el tiempo entre un grupo de procesos donde cada uno requiere
un recurso que esta´ siendo utilizado por otro del mismo grupo, se presenta un problema t´ıpico
de bloqueo [3] [18].
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El rendimiento en los sistemas de manufactura se ve afectado debido a la reduccio´n
de la utilizacio´n de las ma´quinas, eficiencia en los procesos de produccio´n y retrazos en la
terminacio´n de operaciones.
En [18] se mencionan cuatro condiciones que indican que un bloqueo sucede cuando
cualquiera de estas este´ presente: exclusio´n mutua, retencio´n y espera, no expropiacio´n y
espera circular.
Exclusio´n mutua significa que un recurso puede ser utilizado por un so´lo proceso, y
ningu´n otro proceso puede utilizarlo a la vez.
La condicio´n de retencio´n y espera ocurre cuando uno es retenido por un proceso
que al mismo tiempo usa otro recurso. Esto provoca un problema en la utilizacio´n de
recursos, ya que un proceso puede solicitar un recurso, pero usarlo so´lo al final de su
tarea. Esta condicio´n tambie´n conduce a una inanicio´n de algunos procesos que esperan
a los recursos sin tiempo espec´ıfico.
La no expropiacio´n se presenta cuando el sistema no puede liberar los recursos retenidos
por un proceso que requiere otros recursos y es dif´ıcil asignar los requeridos en ese
momento.
La condicio´n de espera circular existe cuando hay un recurso solicitado por un proceso




Como concepto se tiene que los AG son: “ Algoritmos de bu´squeda basados en los
mecanismos de seleccio´n natural y gene´tica natural. Combinan la supervivencia de los ma´s
compatibles entre las estructuras de cadenas, con una estructura de informacio´n ya aleatorizada,
intercambiada para construir un algoritmo de bu´squeda con algunas de las capacidades de
innovacio´n de la evolucio´n humana”[11].
La evolucio´n, tal y como se conoce, es ba´sicamente un me´todo de bu´squeda entre un
nu´mero enorme de posibles soluciones. En la biolog´ıa, las posibilidades esta´n dadas por un
grupo de secuencia gene´tica posibles y las soluciones esperadas, conformadas por organismos
capaces de sobrevivir y reproducirse en sus entornos. La evolucio´n se puede ver tambie´n como
una forma de construir soluciones a problemas complejos con la capacidad de adaptarse a las
variaciones que se presentan con los problemas en distintos medios [11].
El buen funcionamiento de un organismo biolo´gico depende de muchos criterios, que varian
a medida que el organismo evoluciona, de modo que la evolucio´n se desarrolla continuamente
en un conjunto cambiante de posibilidades. Estos son los motivos por los cuales los mecanismos
evolutivos son una inspiracio´n para los algoritmos de bu´squeda [11].
Las reglas de evolucio´n, independientemente de su complejidad, son simples: las especies
evolucionan mediante variaciones aleatorias, ya sea por mutacio´n, recombinacio´n u otras;
seguidas por la seleccio´n natural, donde el ma´s apto tiende a sobrevivir y reproducirse,
propagando as´ı su material gene´tico a posteriores generaciones [11].
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7.1. Individuos y analog´ıa con algoritmos de bu´squeda
Todos los organismos vivientes esta´n compuestos por una o ma´s ce´lulas, cada una de
las cuales contiene uno o ma´s cromosomas (cadenas de ADN). E´stas son las encargadas
de transmitir el material gene´tico de una ce´lula a otra. Los cromosomas se pueden dividir,
conceptualmente, en genes, que son los encargados de codificar una determinada prote´ına.
Los alelos son los encargados de determinar los rasgos del individuo, como por ejemplo el color
de los ojos. Cada gen esta u´bicado en una determinada posicio´n o lugar en un cromosoma.
El genoma de un organismo es la coleccio´n completa del material gene´tico y el genotipo
es el conjunto de genes contenidos en un genoma. Por fenotipo se conoce a las cualidades
f´ısicas u observables en un organismo, como la fisiolog´ıa, la morfolog´ıa y la conducta [11].
La mayoria de las especies reproductoras sexualmente en la tierra almacenan sus cromosomas
por parejas (son diploides). En el caso del ser humano, cada ce´lula soma´tica (no germen) del
cuerpo, contiene 23 pares de cromosomas. Durante la reproduccio´n sexual se produce una
recombinacio´n o cruce entre los cromosomas de los padres, es decir, se intercambian genes
en cada par de cromosomas, para formar un gameto, y as´ı, los gametos de los padres se
emparejan para formar un conjunto de cromosomas diploides. En algunos casos se puede
dar una reproduccio´n haploide (sus cromosomas no esta´n conformados por parejas, son
simples), los genes se intercambian entre dos padres con una sola rama de cromosomas. La
descendencia esta´ sujeta a mutaciones, donde se produce una alteracio´n en algu´n nucleo´tido
(bits elementales del ADN) de padre a hijo [11].
La capacidad de un organismo se define como la probabilidad de que el organismo viva y
pueda reproducirse, es la viabilidad, o como funcio´n del nu´mero de descendencia que tenga
dicho organismo, o sea, su fertilidad.
Ana´logamente en los AG, el termino cromosoma se refiere al de un individuo que es una
posible solucio´n del problema, que se codifica como una cadena de bits. Los genes pueden
ser un bit o un pequen˜o conjunto de bits adyacentes que codifican un elemento particular
del individuo candidato a solucio´n. Un alelo en una cadena de bits puede ser un 0 o un 1. El
cruce consiste en un intercambio de material gene´tico entre dos cromosomas de dos padres
haploides. La mutacio´n consiste en el intercambio de un bit en un lugar aleatorio. En la
mayoria de aplicaciones de los AG se encuentran individuos haploides [11].
El genotipo de un individuo es la configuracio´n de bits del cromosoma al que pertenece
e´ste. El fenotipo es la expresio´n del genotipo, es decir, una cadena de bits [11].
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Este operador selecciona de la poblacio´n actual que participa en la configuracio´n de la
nueva poblacio´n. La funcio´n de este termina una vez se decida el nu´mero de descendientes
que debe tener la poblacio´n actual. La forma ma´s simple de implementar la seleccio´n es
usando el denominado esquema de seleccio´n proporcional. En esta configuracio´n cada
individuo tiene el derecho a generar un nu´mero de descendientes que es proporcional a
la adaptacio´n de cada individuo. Aunque experimentalmente la seleccio´nn proporcional
tiene dos problemas: el primero, es que algunas configuraciones en las primeras fases
pueden contaminar nuevas generaciones porque se podrian generar muchos descendientes,
produciendo una convergencia prematura a un o´ptimo local; el segundo problema es
que en las fases finales existe el problema de pe´rdida de selectividad, debido a que casi
todas las configuraciones tienen funciones de adaptacio´n muy similares [5].
Recombinacio´n
El operador de recombinacio´n (crossover) se denomina como un operador que intercambia
el material gene´tico de un par de padres produciendo descendientes que normalmente
son diferentes de sus padres; la idea esta centrada en que segmentos distintos de padres
diferentes y que poseen alta adaptacio´n deber´ıan combinanrse en nuevos individuos que
toman ventaja de esta combinacio´n [5][19].
Mutacio´n
La mutacio´n, en la codificacio´n binaria, se explica en como cambia el valor de una
variable de 0 a 1 o´ viceversa. Juega un papel secundario y con tasas de mutacio´n
pequen˜as garantiza que un individuo no difiera mucho de sus padres, este operador
sirve para evitar perder diversidad producida por los bits que convergen a cierto valor
para toda la poblacio´n. Funciona invirtiendo cada bit de lo que se denomina tirabinaria







Metodolog´ıa de modelado de SMF por
RdP
Un sistema de manufactura flexible consiste en una variedad de componentes como robots,
ma´quinas, materia en bruto (considerado como la fase inicial del producto antes de iniciar
su procesamiento), sensores, actuadores, computadores y accesorios relacionados a procesos
espec´ıficos. Pero antes de obtener una RdP equivalente a todo lo anterior, es necesario
implementar una metodolog´ıa que permita entender y modelar el sistema a cierto grado,
analizar las caracter´ısticas de cada componente del sistema y la relacio´n entre ellos, hacer
suposiciones para as´ı lograr eficiencia y simplicidad en el disen˜o y el ana´lisis. Entonces, para
lograr un disen˜o o´ptimo es importante tener en cuenta las leyes f´ısicas por las que se rigen
los componentes y sus enlaces.
8.1. Topolog´ıas
Es necesario un enfoque en las principales operaciones y sus secuencias o precedencias,
concurrencias o relaciones conflictivas para la etapa de modelamiento. Estas relaciones ba´sicas
entre procesos y operaciones pueden ser clasificadas por los siguientes tipos:
Secuencial: Es el caso en el que una operacio´n es continua a otra, entonces los lugares
y/o transiciones se ven representados por una relacio´n secuencial, o en cascada, tal y
como se observa en la figura 8.1.
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Figura 8.1: Secuencial
Concurrente: cuando dos operaciones son iniciadas por un evento, forman una estructura
paralela, en donde dos lugares son salidas de la misma transicio´n. Las operaciones
equivalentes a estos canales concurrentes pueden ser representadas con una serie de
lugares y transiciones secuencialmente conectados en donde mu´ltiples lugares pueden ser
marcados simulta´neamente o mu´ltiples transiciones son habilitadas en ciertas marcas.
Un ejemplo de este suceso se puede observar en la figura 8.2, donde P0 y P1 deben de
presentar una marca para que T0 pueda sensibilizarse y se otorgue marcado en P2 y
P3.
Figura 8.2: Concurrente
Conflictivo: si de una operacio´n representada por un lugar se tiene como salidas dos
transiciones que dan continuidad a varias operaciones, entonces dos transiciones tendra´n
como salida un mismo lugar. Este caso se puede observar en la figura 8.3 donde hay
marca en P0 y las transiciones T0 y T1 esta´n sensibilizadas, por lo tanto, puede tomar
cualquiera de los dos caminos.
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Figura 8.3: Conflictivo
C´ıclico: es una secuencia de operaciones continu´a una despue´s de otra, donde al
finalizar la u´ltima inicia la primera, describen una estructura c´ıclica entre estas operaciones
como se observa en la figura Figura 8.3.
Figura 8.4: Ciclico
Exclusio´n mutua: dos procesos son mutuamente excluyentes si no pueden ser ejecutados
al mismo tiempo debido a restricciones en el uso de recursos compartidos. Para implementar
esta condicio´n es necesario disponer de un lugar comu´n marcado como se observa en P1
de la figura 8.5, adema´s de mu´ltiples arcos de salida y entrada para poder activar estos
procesos. Un ejemplo puede ser el de un robot el cual es compartido por dos ma´quinas
para las funciones de carga y descarga. La representacio´n de un recurso compartido se
puede ver en la Figura 8.5.
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Figura 8.5: Exclusio´n mutua
Los recursos representados por las marcas en la RdP se pueden clasificar por dos tipos,
recursos de marcas dedicadas o recursos de marcas compartidas. Las dedicadas ocupan un
lugar con arcos de entradas y salidas sencillas; las compartidas ocupan un lugar con arcos de
mu´ltiples entradas y mu´ltiples salidas.
8.2. Metodolog´ıa
Teniendo claridad sobre la clasificacio´n de marcado y las topolog´ıas representativas de
las RdP, se puede aplicar entonces una metodolog´ıa de modelado general resumida en los
siguientes pasos:
1. Identificacio´n de Operaciones y Recursos.
Dada la descripcio´n de un sistema automatizado, es primordial identificar los eventos,
procesos, recursos y condiciones principales entre otros.
2. Identificacio´n de Relaciones.
La relacio´n entre los elementos anteriormente mencionados debe ser determinada, los
recursos, ya sean dedicados o compartidos tienen restricciones que deben ser determinadas
para la asignacio´n de una ruta de encaminamiento del mismo.
3. Disen˜o de la Red de Petri.
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De acuerdo a las relaciones identificadas en el paso anterior y segu´n el evento, operacio´n
o proceso se deben organizar los lugares y/o transiciones para as´ı poder ser asignadas y
etiquetadas. Es necesario introducir lugares y transiciones suficientes para que cumplan
con la estructura de una RdP. El nu´mero de marcas iniciales y sus posiciones es acorde
al estado inicial del sistema y se debe asociar de ser necesario otras caracter´ısticas a
las etapas o transiciones, tales como tiempo o prioridad.
4. Modificacio´n de la Red de Petri.
Verificar que la red modelo refleje la operacio´n del sistema y modificarla hasta que esta
modele el sistema. Algunos sistemas no pueden ser modelados usando RdP ordinarias
sin algunas extensiones como arcos inhibidores o prioridades en transiciones.
8.3. Disen˜os ba´sicos de SMF representados por RdP
En esta seccio´n se discuten algunos ejemplos asociados a los tipos de SMF hablados
en el Cap´ıtulo 4, donde se hace una breve descripcio´n del sistema y se asocia una posible
representacio´n a trave´s de Redes de Petri.
SMF Tipo escalera: El sistema de manufactura consta de 2 estaciones. La primera
estacio´n consta de 3 ma´quinas y la segunda estacio´n de 2 ma´quina [17]. El trabajo se
divide en 2 operaciones, donde la operacio´n 1 se realiza en la estacio´n 1 y la operacio´n
2 se realiza en la estacio´n 2. El esquema del SMF se puede ver en la figura 8.6.
Figura 8.6: SMF tipo escalera
Se puede observar que la figura 8.6 es similar a la topolog´ıa tipo escalera (figura
4.3). Adema´s, se identifica cada estacio´n como una topolog´ıa conflictiva (figura 8.3)
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y siguiendo los pasos de la metodolog´ıa de representacio´n de un SMF a RdP, la red
resultante es la siguiente:
Figura 8.7: RdP del SMf tipo escalera
En la tabla 8.1 se puede ver la descripcio´n de los lugares de la RdP anterior.
Cuadro 8.1: Descripcio´n de los lugares de la RdP 8.7















1 en proceso por Ma´quina 1
P9
Operacio´n
2 en proceso por Ma´quina 4
P3
Operacio´n
1 en proceso por Ma´quina 2
P10
Operacio´n




P11 Ma´quina 5 disponible
P5
Operacio´n







SMF de planta de procesamiento de pan de molde: Basado en el SMF de la
figura 8.8, se realiza el modelamiento en RdP de una l´ınea de procesamiento de pan de
molde que se encarga de fabricar tres tipos diferentes de pan (tipo 1, tipo 2 y tipo 3).
En esta figura se pueden apreciar dos topolog´ıas de SMF diferentes (en l´ınea y c´ıclico).
El sistema cuenta con una ma´quina que se encarga de verter y mezclar los ingredientes
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(P0), una ma´quina para amasar la mezcla (P1), cuatro ma´quinas porcionadoras (P2,
P6, P7 y P8), tres ma´quinas encargadas de adicionar un nuevo ingrediente (P3, P4,
P5) y dos hornos para el proceso de coccio´n de los panes (P9 y P10).
Figura 8.8: SMF de la planta de procesamiento de pan
Siguiendo los pasos de modelamiento para RdP del cap´ıtulo 8, se obtiene la siguiente
RdP:
Figura 8.9: RdP de la planta de procesamiento de pan
En la tabla 8.2, se puede ver la descripcio´n de la planta.
www.utp.edu.co
Cap´ıtulo 8. Metodolog´ıa de modelado de SMF por RdP 31













encargada de adicionar ingrediente Tipo 1
P4
Ma´quina
encargada de adicionar ingrediente Tipo 2
P5
Ma´quina
















SMF de planta con brazos robo´ticos: Este modelo es tomado de [21]. Se tiene un
sistema de manufactura el cual consta de 2 trabajos y 3 ma´quinas (Mach 0, Mach 1 y
Mach 2). La ruta de trabajo esta´ dada en la tabla 8.3. Los tiempos se muestran entre
pare´ntesis.
Cuadro 8.3: tabla de trabajos y operaciones
Trabajo 1 Trabajo 2
Ma´quina Tiempo Ma´quina Tiempo
Operacio´n 1 Mach 0 2 Mach 0 6
Operacio´n 2 Mach 1 o Mach 5 5 Mach 1 7
Se aprecia que la operacio´n 2 del trabajo 1 puede ser realizado por el Mach 1 o el Mach
2, lo cual representa una estructura conflictiva, el trabajo 1 y el trabajo 2 comparten a
Mach 0 y Mach 1, que indica una estructura de recurso compartido.
Nota: La red se modifica con el fin de cumplir los criterios de disen˜o de RdP para el
algoritmo en este documento, los cuales son que se inicie con un solo lugar y termine
con un solo lugar. Para los recursos compartidos se tiene en cuenta 2 brazos robo´ticos
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(R1 y R2).
Una vez se sigue la metodolog´ıa de representacio´n de SMF a RdP, la red representativa
es la siguiente:
Figura 8.10: RdP SMF de planta con brazos robo´ticos
En la tabla 8.4, se puede ver la descripcio´n de los procesos.
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Cuadro 8.4: Descripcio´n de los lugares y procesos del SMF
Lugar Descripcio´n Lugar Descripcio´n
P0 inicio P8 Mach 2 disponible
P1 Trabajo 1 disponible P9
Trabajo 1 en proceso
por Mach 2
P2 Trabajo 2 disponible P10
Trabajo 1 en proceso
por Mach 1
P3
Trabajo 1 en proceso
por Mach 0
P11
Mach 1 disponible -
Robot R2 disponible
P4
Mach 0 disponible -
Robot R1 disponible
P12
Trabajo 2 en proceso
por Mach 1
P5

















Metodolog´ıa de optimizacio´n por AG
de SMF
Teniendo presente una metodolog´ıa para el disen˜o de RdP enfocadas en SMF, se hace el
uso de AG para encontrar la mejor ruta libre de bloqueos, para esto se utiliza la herramienta
de software Matlab c© y se implementa una metodolog´ıa para optimizar la secuencia de
disparos.
9.1. Optimizacio´n de secuencia de disparos a trave´s de
AG
Una secuencia de disparos en una RdP esta´ descrita como las transiciones que fueron
sensibilizadas para que se ejecute de forma oportuna, es as´ı que la secuencia de disparos para
la Red de Petri de la Figura 9.1 es [T0 T1 T2]
Figura 9.1: Red Ciclica
Para comprobar que las transiciones de la secuencia anterior es va´lida se utiliza la expresio´n
(5.1) dando como resultado la siguiente secuencia de vectores de estados partiendo del
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marcado inicial.
M0 = [1 0 0]
M1 = [0 1 0]
M2 = [0 0 1]
M3 = [1 0 0]
Uk, en la expresio´n (2,1) es el vector de transiciones por lo que se puede hacer un listado
de vectores Uk donde se puede visualizar la secuencia de disparos iniciando desde U0.
U0 = [0 0 0]
U1 = [1 0 0]
U2 = [0 1 0]
U3 = [0 0 1]
Con el fin de encontrar una secuencia de disparos o´ptima (funcio´n objetivo) se hace uso
del toolbox de Matlab c© ga (Genetic Algorithm), con las siguientes caracter´ısticas:
Codificacio´n: un modelo planteado requiere de un vector Uk como individuo, el cual
esta´ compuesto por una secuencia de disparos. Como ejemplo se tiene el siguiente vector:
Uk = [0 1 3 10 5]
Donde cada elemento del vector es una variable (cromosoma) que hace referencia a una
transicio´n disparada. El valor mı´nimo y ma´ximo que puede tener cada variable esta´
determinada por el nu´mero mı´nimo y ma´ximo de las transiciones existentes en la RdP
a trabajar; entonces la codificacio´n correspondiente al individuo anterior es la siguiente:
Uk = [0 0 0 0 0 0 0 1 0 0 1 1 1 0 1 0 0 1 0 1]
Seleccio´n: la poblacio´n inicial se genera automa´ticamente y de forma aleatoria de
200 individuos, los cuales pasan por un proceso de seleccio´n por torneo. Este torneo
consiste en que de forma aleatoria se escogen cuatro pares de individuos (padres) y se
evalu´an en la funcio´n objetivo, luego se se escogen los individuos (hijos) que tengan
mejor adaptabilidad a dicha funcio´n y estos individuos se establecen como los nuevos
padres para la pro´xima generacio´n resultante.
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Recombinacio´n: una vez obtenidos los resultados de la seleccio´n, se escoge el 5 % de
los mejores individuos de la poblacio´n y no se someten al proceso de recombinacio´n. El
resto de los individuos pasa por el siguiente proceso:
Se escogen dos padres de forma aleatoria para generar un nuevo individuo (hijo), estos
padres se comparan con un vector binario aleatorio del mismo taman˜o de los individuos
como se muestra en el siguiente ejemplo:
U1 = [0 1 3 10 5]
U2 = [2 7 1 8 9]
vector binario = [0 1 1 0 1]
Si la variable del vector binario es un 0, se toma el valor de la variable del padre 2 (U2),
y si la variable del vector binario es un 1, se toma el valor de la variable del padre 1
(U1). Una vez terminado este proceso el resultado es:
U3 = [2 3 1 8 5]
Pseudoco´digo de Funcio´n Objetivo
Antes de desarrollar el pseudoco´digo para la funcio´n objetivo del AG es necesario tener la
matriz de incidencia, el vector de marcado inicial M0, la cantidad de lugares y transiciones.
Cabe resaltar que el algoritmo descrito se encuentra limitado a operar con RdP binarias.
Inicio
cargar C //Matriz de Incidencia
cargar Mo //Vector de estado inicial
cargar Mfinal //Vector de estado final
cargar Lugares //Nu´mero de Lugares
cargar Transiciones //Nu´mero de Transiciones
cargar Uk //Vector con la secuencia de disparos expresada en nu´meros enteros
cont← 1
Funcio´n UkDisparos (Uk,Transiciones) //Transforma Uk en una matriz de disparos
Dimensionar UkMatriz (Uk,Transiciones) //Matriz de 0
Desde i=2 hasta Uk Matriz
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Dimensionar Ukvector (1,Transiciones) //Vector de 0
Dimensionar Md (Uk,Lugares) //Matriz de 0
Dimensionar Mdfinal(cont,Lugares)
Dimensionar Ukfinal(cont,Transiciones)
Desde i=1 hasta Uk
Ukvector ← UkMatriz(i) + Ukvector
Md(i)←Mo + (C) ∗ (Ukvector) //Expresio´n (2,1)
Si Md(i) igual que Vacio //Todos sus componentes son 0
Mdfinal(cont)←Md(i)
Ukfinal(cont)← UkMatriz(i)
Si Mdfinal(cont) igual que Mfinal
Break
Fin Si
cont← cont + 1
De lo contrario
Ukvector ← Ukvector − UkMatriz(i)
Fin Si
Fin desde
FunObj ← SumaUkfinal //Suma de todos los elementos de la matriz Ukfinal
9.2. Identificacio´n de rutas a partir de la matriz de
incidencia
Una vez se obtiene la optimizacio´n de las redes de Petri por medio de los disparos, surge
la necesidad de identificar las diferentes rutas individuales de las RdP, ya que la optimizacio´n
por disparos es eficaz so´lo si no se presenta divergencia y/o convergencia en las redes.
El algoritmo de identificacio´n de rutas se establece en los siguientes pasos:
1. A trave´s de las columnas de la matriz de incidencia se identifican los valores que sean
igual a (-1) que representan los arcos que van desde un lugar hacia una transicio´n. Una
vez se logra identificar este valor se procede al paso 2. En caso de que exista ma´s de un
valor de (-1) indica que hay varias rutas independientes.
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2. A trave´s de las filas de la matriz de incidencia se identifican los valores que sean igual
a (1) que representan los arcos que van desde una transicio´n hacia un lugar. En caso
de que exista ma´s de un valor de (1) indica que hay varias rutas dependientes, es decir,
se presentan divergencias o convergencias en la red.
3. Se repiten los pasos anteriores sucesivamente hasta que llegar a la u´ltima fila (u´ltimo
lugar). Una vez alcanzado este punto se almacena la ruta establecida con la informacio´n
de las transiciones en dicho camino y su tiempo asociado.
4. Se repiten los pasos anteriores hasta que se encuentran todas las rutas posibles.
Para identificar las posibles rutas en una red de petri se toma como ejemplo la red de la
figura 9.2 se presenta el ejemplo.
Figura 9.2: Ejemplo identificacio´n de rutas
En la tabla 9.1 se puede ver la matriz de incidencia de la red anterior; y los tiempos
asociados a cada transicio´n se presentan en la tabla 9.2
Cuadro 9.1: Matriz de incidencia de figura 9.2
T0 T1 T2 T3 T4
P0 -1 0 0 0 1
P1 1 -1 0 0 0
P2 1 0 -1 0 0
P3 0 1 0 -1 0
P4 0 0 1 -1 0
P5 0 0 0 1 -1
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Cuadro 9.2: Tiempos asociados a las transiciones de la figura 9.2
Transiciones T0 T1 T2 T3 T4
Tiempos 2 2 3 4 1
Se puede apreciar de la figura 9.2 que la red presenta dos posibles rutas, donde T0 es
un elemento divergente y T3 un elemento convergente. Por lo tanto, es importante hacer un
seguimiento de la matriz de incidencia para poder identificar ambas rutas. Las tablas 9.3 y
9.4 muestran los diferentes caminos.
Cuadro 9.3: Ruta 1 descrita de forma matricial.
T0 T1 T2 T3 T4
P0 -1 0 0 0 1
P1 1 -1 0 0 0
P2 1 0 -1 0 0
P3 0 1 0 -1 0
P4 0 0 1 -1 0
P5 0 0 0 1 -1
En la tabla 9.3 se puede ver que la ruta esta establecida por las transiciones T0, T1, T3
y T4, y el tiempo total de esta ruta es de 9 unidades de tiempo.
Cuadro 9.4: Ruta 2 descrita de forma matricial.
T0 T1 T2 T3 T4
P0 -1 0 0 0 1
P1 1 -1 0 0 0
P2 1 0 -1 0 0
P3 0 1 0 -1 0
P4 0 0 1 -1 0
P5 0 0 0 1 -1
En la tabla 9.4 se puede ver que la ruta esta establecida por las transiciones T0, T2, T3
y T4, y el tiempo total de esta ruta es de 10 unidades de tiempo.
Del ejemplo anterior se observa que hay dos rutas, sin embargo ambas son necesarias
par generar una secuencia de disparos va´lida en la red presente. Lo que se desea con este
algoritmo es que las rutas sean plenamente identificadas individualmente con sus respectivos
tiempos.
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Pseudoco´digo de la identificacio´n de rutas
Inicio
cargar C // Matriz de incidencia
cargar Tiempo // Vector de tiempos asociados a transiciones
inicializar variables
generar matriz A a partir de C
encontrar 1 de cada fila y columna
encontrar -1 de cada fila y columna
Desde n=1 hasta 100 veces nu´mero de filas de C
Desde j=1 hasta columnas de C
Si C(i,j) menor que 0 // i contador de filas y j contador de columnas
A(i, j)← C(i, j)
guardar tiempo de la transicio´n j
Fin Si
Fin Desde
Desde i=1 hasta filas de C
Si C(i,j) mayor que 0 // i contador de filas y j contador de columnas
A(i, j)← C(i, j)
Fin Si
Fin Desde
Si u´ltima fila de A diferente de 0
MatA{h} ← A
SumTiempo{h} ← sumadetiemposdetransicionesdisparadas
V ecT iempo{h} ← vectordetransicionesdisparadas
reiniciar matriz A
reiniciar vector de tiempos
Fin Si









guardar MatA, SumTiempo, VecTiempo
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Integracio´n entre optimizacio´n de
disparos y algoritmo de identificacio´n
de rutas
Esta integracio´n es capaz de utilizar las fortalezas de las RdP y los AG, para solucionar
el problema de la programacio´n en los SMF. El programa implementa un AG que utiliza
estructuras de una RdP modelada a partir de un SMF para obtener un tiempo de operacio´n
o´ptimo y una secuencia de disparos asociada a estos resultados.
El AG a partir de un marcado inicial M0, codifica una secuencia de disparos de transiciones
por medio de los diferentes me´todos de evolucio´n y pasos establecidos en la seccio´n 9.1 hasta
alcanzar un marcado final deseado (criterio de parada).
Lo que se desea al integrar los dos algoritmos es obtener una secuencia de disparos en
funcio´n del tiempo, es decir, que la funcio´n objetivo sea orientada a identificar la ruta que
posea el menor tiempo independientemente de cuantas transiciones fueron sensibilizadas.
Es importante resaltar que los tiempos estipulados en este documento son los tiempos de
operacio´n de la red y se ven reflejados en los conjuntos lugar-transicio´n como se observa en
la figura 10.1.
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Figura 10.1: Conjunto equivalente al tiempo de operacio´n
Para describir este procedimiento de la integracio´n se toma como ejemplo la red de la
figura 9.2 (seccio´n 9.2). Los tiempos de cada evento o conjunto se ven reflejados en la tabla
9.2.
Primero se realiza el procedimiento descrito en la seccio´n 9.2 y se obtienen las rutas
individuales y los tiempos respectivos. Para resumir lo obtenido, se presenta la siguiente
tabla:




Una vez obtenidas las rutas y sus tiempos respectivos, se implementa el algoritmo descrito
en la seccio´n 9.1, donde el programa busca el individuo (vector de disparos Uk) ma´s o´ptimo,
pero esta vez su enfoque no esta´ centrado en la menor cantidad de disparos sino en encontrar
una secuencia de disparos va´lida y que el tiempo de operacion sea el menor.
Pseudoco´digo de Funcio´n Objetivo orientada a minimizar tiempo
cargar MatA, SumTiempo, VecTiempo, UkMatriz
Dimensionar CopiaUkVector(1,UkVector) //Vector de 0
Desde n=1 hasta MatA // Hasta el nu´mero de rutas almacenadas en MatA





S´ı UkVector diferente VecTiempo //Diferente de todos los vectores VecTiempo
Desde n=1 hasta MatA
Dimensionar CopiaVecTiempo (1,VecTiempo(n)) //Vector de 0
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Desde n1=1 hasta VecTiempo(n)
Desde n2=1 hasta UkVector
Si VecTiempo(n)(1,n1) igual UkVector(1,n1)
CopiaV ecT iempo(1, n1)← V ecT iempo(n)(1, n1)
Fin Si
Si CopiaVector igual VecTiempo(n)














En este cap´ıtulo se presentan los resultados obtenidos al implementar los disen˜os de
trabajo en el cap´ıtulo 8.1 y la metodolog´ıa del cap´ıtulo 10. Cabe resaltar que para poder
visualizar los tiempos, estos se deben organizar conforme nu´mero de transiciones existan en
la RdP. Se evalu´an tiempos diferentes en las operaciones con el fin de encontrar la secuencia
de disparos o´ptima y corroborar su correcto funcionamiento.
Todas las RdP que se discuten aca´ son consideras como RdP binarias, con un lugar de
inicio y un lugar de finalizacio´n sin importar que la red sea c´ıclica o no.
En las figuras de las simulaciones se muestran los resultados asociados a los diferentes
casos propuestos. Mfinal hace referencia al conjunto de vectores que representan el estado
de la red, UkV ector es el vector de las transiciones disparadas y fval es la suma de los
tiempos de las transiciones disparadas, es decir, el tiempo que se demora el proceso. En
azul, se presenta la la secuencia de disparos obtenida vista desde la RdP. El lugar de inicio
(P0 en general), siempre tiene marca, ya que esto indica que siempre hay recursos disponibles.
Se discuten cinco casos para mostrar la funcionalidad del programa donde tres de las
redes a trabajar se mencionan en la seccio´n 8.3 y las otras dos redes son topolog´ıas especiales
que demuestran facultades del programa.
Los para´metros del algoritmo gene´tico que se utilizan para todos los casos se resumen en:
seleccio´n por torneo, mutacio´n gaussiana, factor de recombinacio´n de 0.5, 50 generaciones y
taman˜o de poblacio´n que abarca 200 individuos.
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Caso 1. RdP del SMF planta de procesamiento de pan de molde (figura 8.9)
La red de Petri a trabajar se muestra en la figura 8.9. Para realizar un correcto funcionamiento
del programa se deben de ingresar previamente la matriz de incidencia como se muestra en la
tabla 11.1, vector de estado inicial M0 y los tiempos establecidos para cada transicio´n como
se muestran en las tablas 11.1 y 11.2 respectivamente.
Cuadro 11.1: Matriz de incidencia caso 1
T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
P0 -1 0 0 0 0 0 0 0 0 0 0
P1 1 -1 0 0 0 0 0 0 0 0 0
P2 0 1 -1 0 0 0 0 0 0 0 0
P3 0 0 1 -1 0 0 0 0 0 0 0
P4 0 0 1 0 -1 0 0 0 0 0 0
P5 0 0 1 0 0 -1 0 0 0 0 0
P6 0 0 0 1 0 0 -1 0 0 0 0
P7 0 0 0 0 1 0 0 -1 0 0 0
P8 0 0 0 0 0 1 0 0 -1 0 0
P9 0 0 0 0 0 0 1 1 0 -1 0
P10 0 0 0 0 0 0 0 1 1 0 -1
P11 0 0 0 0 0 0 0 0 0 1 1
Cuadro 11.2: Vector de estado inicial M0 para el caso 1
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
Mo 1 0 0 0 0 0 0 0 0 0 0 0
Cuadro 11.3: Tiempos de operacio´n caso 1
Tiempos de operacio´n T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
A 1 2 3 4 5 6 7 8 9 10 11
B 5 5 1 7 6 7 3 3 3 20 25
Con estos datos el programa puede calcular las rutas posibles, el tiempo total de cada
una de ellas y asignar un criterio de parada (u´ltimo lugar de la RdP), adema´s de arrojar
como resultado un conjunto de vectores de estados desde M0 hasta Mfinal, un vector Uk el
cual muestra la secuencia de disparos y el valor de tiempo total de operacio´n. La tabla 11.4
contiene las posibles secuencias de disparo, esto es con la finalidad de facilitar la comprensio´n
de los resultados.
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Cuadro 11.4: Secuencias de disparos posibles para la Rdp del caso 1
Secuencia de disparos va´lida Transiciones disparadas Suma de tiempos para A Suma de tiempos para B
Secuencia 1 T0-T1-T2-T5-T8-T10 32 46
Secuencia 2 T0-T1-T2-T4-T7-T10 30 45
Secuencia 3 T0-T1-T2-T4-T7-T9 29 40
Secuencia 4 T0-T1-T2-T3-T6-T9 27 41
Los resultados obtenidos para los tiempos mostrados en la tabla 11.3 se observan a
continuacio´n:
Cuadro 11.5: Conjunto de vectores de estados para los tiempos de operacio´n A caso 1
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
M0 1 0 0 0 0 0 0 0 0 0 0 0
M1 1 1 0 0 0 0 0 0 0 0 0 0
M2 1 0 1 0 0 0 0 0 0 0 0 0
M3 1 0 0 1 1 1 0 0 0 0 0 0
M4 1 0 0 0 1 1 1 0 0 0 0 0
M5 1 0 0 0 1 1 0 0 0 1 0 0
M6 1 0 0 0 1 1 0 0 0 0 0 1
Cuadro 11.6: Transiciones disparadas para tiempos de operacio´n A caso 1
UkVector 1 2 3 4 7 10
Transicio´n disparada T0 T1 T2 T3 T6 T9
Por lo tanto, comparando el vector de disparos obtenido con la tabla 11.4, el tiempo total
de operacio´n para el suceso A es de 27 unidades de tiempo. En el caso de B se obtuvieron
los siguientes resultados:
Cuadro 11.7: Conjunto de vectores de estados para los tiempos de operacio´n B caso 1
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11
M0 1 0 0 0 0 0 0 0 0 0 0 0
M1 1 1 0 0 0 0 0 0 0 0 0 0
M2 1 0 1 0 0 0 0 0 0 0 0 0
M3 1 0 0 1 1 1 0 0 0 0 0 0
M4 1 0 0 1 0 1 0 1 0 0 0 0
M5 1 0 0 1 0 1 0 0 0 1 1 0
M6 1 0 0 1 0 1 0 0 0 0 1 1
Cuadro 11.8: Transiciones disparadas para tiempos de operacio´n B caso 1
UkVector 1 2 3 5 8 10
Transicio´n disparada T0 T1 T2 T4 T7 T9
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Comparando el vector de disparos obtenido con la tabla 11.4, el tiempo total de operacio´n
para B es de 40 unidades de tiempo.
Se puede afirmar entonces que las figuras 11.1 y 11.2 muestran las secuencias de disparo
o´ptimas aplicadas a la RdP para A y B respectivamente.
Figura 11.1: Caso 1 resultados vector de tiempo A
Figura 11.2: Caso 1 resultados vector de tiempo B
Teniendo claro co´mo se deben de ingresar los datos y el uso del programa, los casos que se
presentan a continuacio´n se muestran solamente los resultados obtenidos y su correspondiente
ana´lisis.
Caso 2. RdP del SMF con brazos robo´ticos (figura 8.10)
Para este caso se utiliza la RdP de la figura 8.10, donde se identifican tres secuencias de
disparos posibles que se observan en la tabla 11.9.
www.utp.edu.co
Cap´ıtulo 11. Resultados 48
Cuadro 11.9: Secuencias de disparos posibles para la RdP del caso 2
Secuencia de disparos va´lida Transiciones disparadas Suma de tiempos para A Suma de tiempos para B
Secuencia 1 T1-T3-T5-T9-T11-T13 29 42
Secuencia 2 T0-T2-T4-T8-T10-T12 9 48
Secuencia 3 T0-T2-T4-T6-T7-T12 15 53
En la tabla 11.10 se pueden ver los tiempos de operacio´n para el caso 2.
Cuadro 11.10: Tiempos de operacio´n caso 2
Tiempos de operacio´n T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13
A 2 4 1 4 3 6 5 3 1 5 1 3 1 7
B 14 13 12 11 10 9 8 7 6 5 4 3 2 1
Realizando el procedimiento descrito en el caso anterior con los tiempos de operacio´n de
la tabla 11.10 se obtienen como resultados los datos de las tablas 11.11 y 11.12 para A.
Cuadro 11.11: Conjunto de vectores de estados para los tiempos de operacio´n A caso 2
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
M0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0
M1 1 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0
M2 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0
M3 1 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0
M4 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0
M5 1 0 0 0 1 0 0 0 0 0 0 1 0 1 0 0
M6 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1
Cuadro 11.12: Transiciones disparadas para tiempos de operacio´n A caso 2
UkVector 1 3 5 9 11 13
Transicio´n disparada T0 T2 T4 T8 T10 T12
Por lo tanto, comparando el vector de disparos obtenido con la tabla 11.9, la secuencia 2
es la o´ptima y el tiempo total de operacio´n para el suceso A es de 9 unidades de tiempo.
El conjunto de vectores de estados y la secuencia de disparos para B se pueden observar
en las tablas 11.13 y 11.14 respectivamente.
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Cuadro 11.13: Conjunto de vectores de estados para los tiempos de operacio´n B caso 2
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15
M0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0
M1 1 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0
M2 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0
M3 1 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0
M4 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0
M5 1 0 0 0 1 0 0 0 0 0 0 1 0 0 1 0
M6 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1
Cuadro 11.14: Transiciones disparadas para tiempos de operacio´n B caso 2
UkVector 2 4 6 10 12 14
Transicio´n disparada T1 T3 T5 T9 T11 T13
La secuencia de disparos o´ptima para B es la Secuencia 1, con un tiempo total de
operacio´n de 42 unidades de tiempo.
En ambos sucesos se comprueba que el programa tiende a escoger la secuencia de menor
tiempo de operacio´n. Las figuras 11.3 y 11.4 muestran las transiciones disparadas en la RdP
para A y B respectivamente.
Figura 11.3: Caso 2 resultados vector de tiempo A
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Figura 11.4: Caso 2 resultados vector de tiempo B
Caso 3. RdP del SMF tipo escalera (figura 8.7)
Para este caso se utiliza la red de Petri descrita en la figura 8.7, las posibles secuencias de
disparos se encuentran en la tabla 11.15. La tabla 11.16 espec´ıfica los tiempos de operacio´n
utilizados para este caso.
Cuadro 11.15: Secuencias de disparos posibles para la RdP del caso 3
Secuencia de disparos va´lida Transiciones disparadas Suma de tiempos para A Suma de tiempos para B
Secuencia 1 T2-T5-T7-T9 20 8
Secuencia 2 T2-T5-T6-T8 22 5
Secuencia 3 T1-T4-T7-T9 15 10
Secuencia 4 T1-T4-T6-T8 17 7
Secuencia 5 T0-T3-T7-T9 19 9
Secuencia 6 T0-T3-T6-T8 21 6
Cuadro 11.16: Tiempos de operacio´n caso 3
Tiempos de operacio´n T0 T1 T2 T3 T4 T5 T6 T7 T8 T9
A 9 3 4 4 6 10 1 3 7 3
B 1 1 1 3 4 2 1 1 1 4
Siguiendo el procedimiento descrito en el caso 1 se obtiene como resultado para el suceso
A, el conjunto de vectores de estados en la tabla 11.17 y su correspondiente secuencia de
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disparos en la tabla 11.18.
Cuadro 11.17: Conjunto de vectores de estados para los tiempos de operacio´n A caso 3
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
M0 1 1 0 0 1 0 1 0 1 0 0 1 0
M1 1 1 0 1 0 0 1 0 1 0 0 1 0
M2 1 1 0 0 1 0 1 1 1 0 0 1 0
M3 1 1 0 0 1 0 1 0 1 0 1 0 0
M4 1 1 0 0 1 0 1 0 1 0 0 1 1
Cuadro 11.18: Transiciones disparadas para tiempos de operacio´n A caso 3
UkVector 2 5 8 10
Transicio´n disparada T1 T4 T7 T9
Se puede afirmar entonces que la secuencia de disparos o´ptima para el suceso A es descrita
por la secuencia 3 de la tabla 11.15 con un tiempo total de operacio´n de 15 unidades de
tiempo.
Los resultados obtenidos con los datos de tiempo del suceso B se muestran en las tablas
11.19 y 11.20 respectivamente.
Cuadro 11.19: Conjunto de vectores de estados para los tiempos de operacio´n B caso 3
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12
M0 1 1 0 0 1 0 1 0 1 0 0 1 0
M1 1 1 0 0 1 1 0 0 1 0 0 1 0
M2 1 1 0 0 1 0 1 1 1 0 0 1 0
M3 1 1 0 0 1 1 0 1 1 0 0 1 0
M4 1 1 0 0 1 1 0 0 0 1 0 1 0
M5 1 1 0 0 1 1 0 0 1 0 0 1 1
Cuadro 11.20: Transiciones disparadas para tiempos de operacio´n B caso 3
UkVector 3 6 7 9
Transicio´n disparada T2 T5 T6 T8
Para el suceso B se tiene una secuencia de disparos igual a la secuencia 2 de la tabla
11.15 arrojando como valor o´ptimo 5 unidades de tiempo.
En las figuras 11.5 y 11.6 se puede observar la secuencia de disparos para el suceso A y
B respectivamente.
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Figura 11.5: Caso 3 resultados vector de tiempo A
Figura 11.6: Caso 3 resultados vector de tiempo B
Para esta red, con los tiempos especificados se muestran dos de los seis posibles caminos.
En este disen˜o se puede apreciar una buena flexibildad, ya que dependiendo de las posibles
combinaciones en los tiempos se pueden obtener diferentes productos.
www.utp.edu.co
Cap´ıtulo 11. Resultados 53
Caso 4. RdP de propuesta 1
La red de Petri de la figura 11.7 que se trabaja en este caso presenta la particularidad de
tener una secuencia de disparos independiente y una secuencia de disparos dependientes tal
y como se menciona en la seccio´n 9.2. Estas secuencias se encuentran descritas por la tabla
11.21. La tabla 11.22 describe los tiempo de operacio´n implementados en este caso.
Figura 11.7: Red propuesta para el caso 4
Cuadro 11.21: Secuencias de disparos posibles para la RdP del caso 4
Secuencia de disparos va´lida Transiciones disparadas Suma de tiempos para A Suma de tiempos para B
Secuencia 1 T3-T6 2 28
Secuencia 2 T0-T1-T2-T4-T5-T7 3 27
www.utp.edu.co
Cap´ıtulo 11. Resultados 54
Cuadro 11.22: Tiempos de operacio´n caso 4
Tiempos de operacio´n T0 T1 T2 T3 T4 T5 T6 T7 T8
A 1 1 1 1 1 1 1 1 1
B 10 7 3 13 2 5 15 15 10
La tabla 11.23 representa el conjunto de rutas necesarias para generar la secuencia 2 de
la tabla 11.21. Dado que cada ruta posee un tiempo de operacio´n diferente se debe de tomar
el mayor tiempo de las rutas que dependen de esta secuencia, ya que este es el tiempo real
de operacio´n.






1 T0-T4-T7 3 23
2 T1-T4-T7 3 27
3 T1-T5-T7 3 24
4 T2-T5-T7 3 27
Los resultados obtenidos del suceso A se describen en las tablas 11.24 y 11.25 y los
resultados obtenidos del suceso B se describen en las tablas 11.26 y 11.27.
Cuadro 11.24: Conjunto de vectores de estados para los tiempos de operacio´n A caso 4
P0 P1 P2 P3 P4 P5 P6 P7 P8
M0 1 0 0 0 0 0 0 0 0
M1 1 0 0 0 0 1 0 0 0
M2 1 0 0 0 0 0 0 0 1
Cuadro 11.25: Transiciones disparadas para tiempos de operacio´n A caso 4
UkVector 4 7
Transicio´n disparada T3 T6
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Cuadro 11.26: Conjunto de vectores de estados para los tiempos de operacio´n A caso 4
P0 P1 P2 P3 P4 P5 P6 P7 P8
M0 1 0 0 0 0 0 0 0 0
M1 1 0 1 1 0 0 0 0 0
M2 1 0 1 1 1 0 0 0 0
M3 1 1 1 1 1 0 0 0 0
M4 1 0 0 1 1 0 1 0 0
M5 1 0 0 0 0 0 1 1 0
M6 1 0 0 0 1 0 1 1 0
M7 1 0 0 0 1 0 0 0 1
Cuadro 11.27: Transiciones disparadas para tiempos de operacio´n B caso 4
UkVector 1 2 3 5 6 8
Transicio´n disparada T0 T1 T2 T4 T5 T7
Los valores o´ptimos de tiempo para los sucesos A y B son de 2 y 27 unidades de tiempo
respectivamente, donde se aprecia la versatilidad del algoritmo al poder identificar el tiempo
o´ptimo de rutas dependientes. Las figuras 11.8 y 11.9 muestran la secuencia de disparos sobre
la RdP para ambos sucesos.
Figura 11.8: Caso 4 Resultados Vector de tiempo A
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Figura 11.9: Caso 4 Resultados Vector de tiempo B
Caso 5. RdP propuesta 2
La red de Petri de la figura 11.10 tiene la particularidad de poseer una gran flexibilidad
al ofrecer 36 secuencias de disparo posibles, esto se puede interpretar como un SMF de
gran flexibilidad a la hora de procesar un producto. La tabla 11.28 describe los tiempos de
operacio´n implementados para este caso.
Figura 11.10: Red propuesta para el caso 5
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Cuadro 11.28: Tiempos de operacio´n caso 5
Tiempos de operacio´n T0 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11
A 9 3 2 8 9 2 8 1 3 9 3 7
B 20 20 2 18 9 3 12 10 4 1 13 18
Tiempos de operacio´n T12 T13 T14 T15 T16 T17 T18 T19 T20 T21 T22 T23
A 1 9 6 4 7 4 3 1 9 4 5 3
B 6 5 1 15 17 15 10 17 9 9 1 13
El conjunto de vectores de estados y la secuencia de disparos resultantes del suceso A se
encuentran en las tablas 11.29 y 11.30, el tiempo de operacio´n o´ptimo es de 8 unidades de
tiempo.
Cuadro 11.29: Conjunto de vectores de estados para los tiempos de operacio´n A caso 5
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
M0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
M2 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
M3 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0
M4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Cuadro 11.30: Transiciones disparadas para tiempos de operacio´n A caso 5
UkVector 2 8 13 19
Transicio´n disparada T1 T7 T12 T18
Para el suceso B se tiene un conjunto de vectores de estados descrito en la tabla 11.31 y
la secuencia de disparos descrita por la tabla 11.32, el tiempo de operacio´n o´ptimo es de 16
unidades de tiempo.
Cuadro 11.31: Conjunto de vectores de estados para los tiempos de operacio´n B caso 5
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
M0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
M1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0
M2 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0
M3 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0
M4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Cuadro 11.32: Transiciones disparadas para tiempos de operacio´n B caso 5
UkVector 3 9 15 21
Transicio´n disparada T2 T8 T14 T20
En esta topolog´ıa dado el tiempo o´ptimo se verifica con la secuencia de disparos Uk que
sin importar el nu´mero de rutas o elementos el algoritmo tiende a encontrar el valor o´ptimo.
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Implementando diferentes topolog´ıas que hacen referencia a diferentes tipos de SMF se




Segu´n lo propuesto en diferentes documentos de la literatura, se establecio´ una metodolog´ıa
de modelado de Sistemas de Manufactura Flexible por medio de Redes de Petri, donde
las topolog´ıas ba´sicas de los SMF y dicha metodolog´ıa se combinaron para dar como
resultado una RdP capaz de satisfacer las demandas operacionales de manera eficaz.
Adema´s se indago´ sobre las teor´ıas de los Algoritmos Gene´ticos como herramienta de
optimizacio´n y se determino´ su utilidad frente a la problema´tica que albergan los SMF,
puesto que logran minimizar los tiempos de operacio´n sin importar su complejidad.
Se determino´ una metodolog´ıa para modelar SMF mediante RdP capaz de reflejar el
funcionamiento del sistema deseado. Partiendo desde el disen˜o y aplicando teor´ıas de
prevencio´n y evitacio´n de puntos muertos con el fin de obtener el mejor desempen˜o de
los recursos del sistema.
De acuerdo a las metodolog´ıas de optimizacio´n investigadas, se implemento´ una secuencia
de pasos capaz de adaptar las problema´ticas encontradas en los SMF modelados a
trave´s de RdP cuya funcio´n objetivo es la de encontrar solucio´n a la programacio´n de
operaciones y tiempos de ejecucio´n de procesos.
Se establecio´ un algoritmo identificador de rutas a partir de la matriz de incidencia de
las Redes de Petri, el cual se encarga de identificar los diferentes caminos presentes en
una red, detectar las transiciones disparadas en estos y guardar su tiempo de ejecucio´n.
Con el fin de formar un lazo entre los SMF y su modelamiento a trave´s de las RdP.
Implementando modelos encontrados en la literatura y algunos propuestos, se pudo
verificar el correcto funcionamiento del programa a trave´s de la comparacio´n de datos
teo´ricos con los resultados obtenidos.
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La metodolog´ıa de disen˜o de Redes de Petri esta´ enfocada para la creacio´n de proyectos
de Sistemas de Manufactura Flexible que en conjunto con el programa de Algoritmos
Gene´ticos permite evaluar el disen˜o efectuado de tal forma que se puedan optimizar los
recursos a disposicio´n del proyecto. Ofreciendo resultados de calidad ya que permite
minimizar problema´ticas recurrentes a las capacidades operativas de automatismos
enfocados en Sistemas de Manufactura Flexible
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Futuros trabajos de investigacio´n
Para los trabajos se recomienda expandir la capacidad del programa de tal forma que
abarque Redes de Petri que no sean 1 limitadas, adema´s de poder visualizar mu´ltiples
rutas o´ptimas dependiendo de la red
Mejorar o redisen˜ar el algoritmo a tal punto que no sea necesario empezar y terminar
las RdP con un so´lo lugar, es decir, que el algoritmo tenga la capacidad de ejecutar
procesos con varios lugares de inicio y varios lugares de finalizacio´n.
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