We consider an optimal control problem for the three-dimensional non-linear Primitive Equations of the ocean in a vertically bounded and horizontally periodic domain. The observation operator maps a solution of the Primitive Equations to the trajectory of a Lagrangian particle. This paper proves the existence of an optimal control for the regularized problem. To do that, we prove also new energy estimates for the Primitive Equations, thanks to well-chosen functional spaces, which distinguish the vertical dimension from the horizontal ones. We illustrate the result with a numerical experiment. 
Introduction
The ocean plays a major role in governing the earth climate. Physical oceanographers and climatologists work toward a better knowledge of the ocean properties (currents, temperature, salinity, marine biology, etc.). Some mathematical tools are involved in this progress, in particular Data Assimilation methods. Data Assimilation covers all mathematical methods which allow to blend optimally all sources of information about the ocean (measures, model equations, errors statistics) in order to improve ocean modeling, forecasts or climatology. One class of data assimilation methods, called Variational Data Assimilation [4, 5] , is based on optimal control theory [6] . The idea is to compute numerically the solution of an optimal control problem, in which the cost function represents the misfit between the observations and their model counterpart. This paper deals with a particular problem of data assimilation for the ocean, namely the assimilation of Lagrangian data. The ocean is mainly observed at the surface, thanks to observing satellites. In-situ data are sparsely sampled in time and space, and it is therefore important to make the most of their information. Lagrangian data consist of positions of floats drifting at depth (around one thousand meters deep), they give information about in-depth currents. The problem of variational assimilation of Lagrangian data has been studied numerically in [10] . In this paper we investigate the theoretical justification of this problem. We prove the existence of an optimal control for Lagrangian observations for the Primitive Equations (PEs) of the ocean. To do so, we had to establish local existence and unicity of strong solutions for the PEs, allowing existence of Lagrangian trajectories, so that the problem can be formulated. The problem of local existence and unicity of strong solution for the PEs has been studied by Lions, Temam, Wang and Ziane [8, 13] . Due to the dissymmetry between the vertical dimension and the horizontal ones in our chosen domain (vertically bounded and horizontally periodic) and also in the PEs (as the equation for the vertical velocity is degenerated, contrary to Navier-Stokes equations), we had to introduce new functional spaces. In these spaces we successively prove new energy estimates for the linear PEs and existence of strong solutions for the non-linear PEs. This paper is organized as follows. In section 1 we state the equations, the functional spaces, the cost function, the optimal control problem and the main results of the article. In section 2 we prove new energy estimates for the linear PEs and local existence and unicity of the non-linear PEs. In section 3 we prove the existence of an optimal control. Finally, in section 4 we present a numerical illustration of this problem.
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1 Statement of the problem and main results
The Primitive Equations of the ocean
We consider the Primitive Equations of the ocean in a three dimensional domain (see [8, 13] ):
in Ω × (0, T ) ∂ t v − ν∆v + (U.∇ 2 )v + w∂ z v + αu + ∂ y p = 0
with -Ω = T 2 ×(0, a) the physical domain, with T 2 = (R/2πZ) 2 the bidimensional torus, such that the domain is periodic in the horizontal directions x and y, vertically bounded in z, with fixed depth;
-(0, T ) the time interval; -U = (u, v) the horizontal velocity vector, w the vertical velocity, θ the temperature and p the pressure; -U 0 = (u 0 , v 0 ) and θ 0 the initial conditions; -∇ 2 = (∂ x , ∂ y ) the horizontal 2D gradient operator, (∇ 2 .) the horizontal divergence operator, ∇ = (∂ x , ∂ y , ∂ z ) the 3D gradient operator, ∆ = ∂ xx + ∂ yy + ∂ zz the 3D Laplacian; -α, ν, γ, β physical constants. The boundary conditions are the following:
We denote by X(t) = (u(t), v(t), θ(t)) the state vector of our system, and by X 0 = (u 0 , v 0 , θ 0 ) the initial state, which will be our control. We will focus on smooth solutions of the Primitives Equations (PEs), so that the cost function (involving Lagrangian trajectories) can be defined. To this end we first define the following functional spaces, for m ∈ N:
associated to the following scalar product and norms:
(K is a "large" constant which will be set later). We define on (H m+1 ) 3 the same scalar product and norm as on U m+1 .
Remark 1
The functional spaces U m+1 and (H m+1 ) 3 are not interpolation spaces. In the sequel, m is a fixed integer larger or equal to 2.
In this framework, we have the Theorem 1 Let m ≥ 2 be an integer and X 0 = (u 0 , v 0 , θ 0 ) ∈ U m+1 . If K is large enough, there exists t * > 0 with t * = t * (α, β, γ, ν, X 0 U m+1 ) and there exists a unique solution X(t) = (u(t), v(t), θ(t)) of the PEs (1) with boundary conditions (2) such that
Moreover, we have:
This result is proven in section 2.
The Lagrangian observations and the cost function
We can assume, without loss of generality, that there is only one drifting float, and that its position is observed at only one given time t 1 . Its position ξ(t) = (ξ 1 (t), ξ 2 (t)) in the plane z = z 0 is solution of the following differential equation:
The following proposition is an easy consequence of theorem 1:
Proposition 1 Under the hypothesis of proposition 1, the unique solution X of the PEs (1) and (2) is continuous in time and in z, Lipschitz in (x, y). Moreover, for all ξ 0 ∈ T 2 and z 0 ∈ [0, a], there exists a unique Lagrangian trajectory, solution of equation (4), associated to X, ξ 0 and z 0 .
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We then define the following cost function:
with:
2 ) the observation; -m an integer, m ≥ 2, ω a positive constant; -. the Euclidian norm in the 2D plane z = z 0 . The observation operator is thus defined as follows:
where ξ is defined by equation (4) where the velocity field U = (u, v) is solution of the PEs (1) and (2) initialized with X 0 .
Remark 2 Contrary to the classical theory of J.-L. Lions [6] , the observation operator is non linear; moreover it is defined as a function of either the initial state X 0 , or as a function of the complete velocity field {U (t), t ∈ [0, t 1 ]}, and not only U (t 1 ).
Statement of the problem and main result
The optimal control problem associated to the observation of Lagrangian data is the following:
be an observation. We look for an optimal control X * 0 ∈ U m+1 solution of the following minimization problem:
where the cost function is defined by (5), the state equation by (1,2) and the observations by (4).
The main result of this paper is the Theorem 2 There exists an optimal control X * 0 ∈ U m+1 solution of problem 1.
This result is proven in section 3.
Existence of strong solutions for the Primitive Equations of the ocean
In this section we prove theorem 1 in three steps: first we prove energy estimates for the linear PEs, then we prove estimates for the non linear terms of (1) and then we prove theorem 1.
Nodet

Energy estimates for the linear Primitive Equations
We consider the following linear Primitive Equations:
with the same notations as in section 1.1 and boundary conditions (2) . In the sequel we will use the following notations:
The following proposition holds true:
Proposition 2 For all K large enough, for all T > 0, there exist constants
, the unique solution X(t) of the linear PEs (7) satisfies:
Moreover, the following inequality holds true:
Proof. Classical variational methods (see for example [8, 13] ) prove that
, where V and H are classical spaces (see [2, 12, 3] ) defined as follows:
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Thus it suffices to prove (8) . To this end, we successively state four energy estimates: first an estimate of X(t) , we multiply equations (7) by u, v, w, Kθ and we integrate in space an time. Thus we have:
We integrate by parts using conditions (2) and we get:
Then (9) and (10) give:
(11) Then we give a bound of the right hand side of equality (11) . First we establish the following useful inequality for w :
Thanks to (12) we have:
Then (11) and (13) lead to:
We proceed similarly to obtain a bound on X(t) L 2 z H m xy . First we note that if u, v, w, θ and p satisfy equation (7), then for all α ∈ N 2 , ∂ ) and the same boundary conditions. Therefore we can apply the same calculations and obtain the following inequality:
2,m ds (14) To establish the second type of estimates, we then multiply the equation by ∂ t u, ∂ t v, ∂ t w and K∂ t θ and we integrate over Ω × (0, t):
Using integration by parts and boundary conditions (2) we get:
Thus:
In order to get a bound on the right hand side we use the following inequality:
Thus we obtain, for all positive real numbers ε i , 2 ≤ i ≤ 5:
And finally we get:
As previously we obtain the same result for the derivative in x and y:
The ε i are chosen as follows:
and thus we get: 
With Gronwall lemma we get:
Estimation of the non linear terms
We will now estimate the non linear terms of equation (1) . The following proposition holds true: Proposition 3 Let m ≥ 2 be an integer, X 1 and X 2 elements of U m+1 . Let us define:
then we have, for all i ∈ {1, 2, 3}:
where C is a constant (independent of a) of order 1. If X 1 = X 2 then we have, for all i ∈ {1, 2, 3}:
where C 5 = C 5 (a) is a constant such that C 5 = C 5 + C 5 a 2 (where C 5 and C 5 are constants of order 1).
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Proof.
First let us address the term u 1 ∂ x u 2 :
Similarly we can write an estimation for u 1 (z) 2 m :
Therefore (16) and (17) give us:
And if u 1 = u 2 we have:
We establish the same inequalities for the terms
Let us now focus on w 1 ∂ z u 2 . As in (16), we have:
We have also, as in (17):
Then we can bound w 1 2,m as in (12):
therefore we get:
And if u1 = u 2 we have:
We have the same estimates for w 1 ∂ z v 2 et w 1 ∂ z θ 2 , and that concludes the proof of proposition 3. 2
End of the proof
We will now construct a solution of the non linear equation (1) . Let us first introduce some notations. Let L be an operator defined as follows:
And let us define F (X 1 , X 2 ) by:
We now define N , which is the square of a norm:
2,m ds
We are then given an initial condition X 0 ∈ U m+1 . Let us define the sequence (X n , p n 0 ) in the following way:
We now verify that the sequence (X n , p n 0 ) is well defined for all t and that N (X n (t)) is finite for all n and all t: we denote by N 0 the value N (X 0 ) = X 0 2 U m+1 . Let us assume that X n is well defined with a finite norm N 1/2 for all t. Thanks to propositions 2 and 3, we get existence and unicity of X n+1 and moreover: 
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In fact, we have N 0 ≤ 2C 6 e C1t * N 0 (after increasing C 6 if necessary) and then by recurrence:
The sequence (X n ) is therefore bounded for N uniformly in t ∈ [0, t * ]. To pass to the limit, we write the equation verified by X n+1 − X n :
Thanks to propositions 2 and 3 we obtain:
We can again decrease t * (if necessary) such that CN 0 t * < 1, consequently (X n ) is a Cauchy sequence with respect to N , and thus it converges to X strongly in C([0,
z H m xy ) and inequality (3) is true. We can then pass to the limit into the variational formulation of the equation, and reintroduce the pressure, thanks to very classical methods (see for example [8] and the further paper by Temam and Ziane [13] ), and this concludes the proof of theorem 1.
Existence of an optimal control
In this section we prove theorem 2. The proof uses the minimizing sequences method, in two steps: first we prove the convergence of the observation term, and then we pass to limit in the state equation.
Convergence of the observation term
Let (X n 0 ) be a minimizing sequence for J :
Then (X n 0 ) is bounded in U m+1 and in (H m+1 ) 3 , and converges to X * 0 weakly in U m+1 and in (H m+1 ) 3 . The core of the proof is the convergence of the ob-
Nodet the Lagrangian trajectories associated to X n 0 and X * 0 . Indeed, we will then get the strong convergence of X n 0 to X * 0 in U m+1 and in (H m+1 ) 3 and we will easily verify that X * 0 is a minimizer of J . Let X n be the solution of equations (1) and (2) associated with X n 0 . We choose t * according to theorem 1 (t * depends on the norm of X 0 and we know that the norm of X n 0 is bounded, thus we can find t * satisfying for every X n ). This proposition states that the sequence (X n ) is bounded (uni-
where C does not depend on n or any t i . Thus we get:
for all θ ∈ [0, 1]. We now prove that there exists a small θ > 0 such that, for δ > 0 small enough, ] θ , thanks to Fourier series for (x, y) ∈ T 2 and sine series in z ∈ (0, a). Let ζ = (ξ, η) ∈ R 2 be the Fourier variable associated with the Fourier series on the torus, and κ ∈ N * the Fourier variable associated with sine series on (0, a). We then have:
where W 1 and W 2 are weights defined as follows:
For all θ > 0 small enough we get:
INRIA For δ > 0 small enough, we also have:
where:
it is sufficient to find δ and θ such that:
We have:
using that m ≥ 2 and ab ≤ . Then we get:
For θ and δ positive and small enough we have:
Then we can find θ and δ positive and small enough such that the right hand side of equation (3.1) converges to 0. We have finally shown that (X n ) is uniformly
. And finally we have:
Then we prove that (X n 0 ) converges strongly to X * 0 in U m+1 :
, and X * 0 is a minimizer of J . The strong convergence of (
3 ) implies also:
We know that
xy ) as in the proof of proposition 3:
Thus T 5,1 converges to 0. For T 5,2 we have:
so T 5,2 converges also to 0. This gives the expected limit for T 5 :
Then the limit X * satisfies the following equation, for all X ∈ (D((0, t
We now prove that this defines a linear functional which is continuous on
It is obvious that the terms involving linearly X * and its derivates define a linear functional. It remains to study terms involving X * non linearly. Let us define:
We will prove that φ is continuous on L 2 (0, t * ; L 2 (Ω)) and therefore on L 2 (0, t * ; H 1 0 (Ω)). As we have X * ∈ C(0, t * , U m+1 ), every space derivative of u * , and also w * and
. Then we have, as in the proof of proposition 3: (Ω)) 3 satisfying the boundary conditions (2) . As in [13] and in the theory of Navier-Stokes equations (e.g., see [7, 11] ), we can reintroduce the pressure: there exists p
is a solution of the Primitive Equations (1) with boundary conditions (2).
Numerical experiments
In this section, we briefly present some illustrative numerical results. A detailed description of the numerical setup and more in-depth results can be found in [10] .
Numerical setup
This problem was addressed with a realistic state-of-the-art Primitive Equations ocean model, namely OPA code, developed by LODYC (see [9] ). The model is set-up in a classical double-gyre wind-driven configuration: it is representative of mid-latitude ocean circulation, where a non-linear and non-stationary jetstream (such as the Gulf Stream) develops at the convergence of the subpolar gyre and the subtropical gyre.
The control optimal problem that we solved numerically is very similar to the one presented before, the regularization term in the cost function (5) being different:
The observation term 
Four-dimensional variational data assimilation
The cost function (19) is minimized thanks to an iterative process involving its gradient. Said gradient is computed thanks to the adjoint of the ocean model, and also the adjoint of the observation operator (6) . This method, called fourdimensional variational data assimilation, has been introduced in meteorology by Le Dimet (see [4, 5] ) and is based on [6] . Although this method has been introduced for linear models and observation operators, it can be extended to "reasonably" non-linear cases: in [1] the authors proposed an incremental approach, which consists in linearizing the operators around a given trajectory and then proceed to minimize the quadratic cost function. Once the minimum is reached, the operators are once again linearized around it, and the new cost function is minimized, and so on. Figure 1 presents the decrease of the cost function and its gradient as a function of the iteration number. Every ten iterations, the linearized operators and their adjoints are updated.
Illustration
The test-experiment presented here involves M = 1000 floats, drifting at 1000 meters depth, whose positions are sampled every day during ten days. In order to achieve convergence, we had to assume that we have a priori information on temperature and salinity, so that the assimilation process aims to reconstruct the velocities, from the positions information. We performed identical twin experiments: a given output of the ocean model is called "true state" and is used to generate observations. Then the iterative process is initialized with the background (which is equal to the true state except it has wrong velocities), and the observations are assimilated. We then get an "assimilated stated" which should be close to the true state. The experiment presented here consists of three assimilation process on three successive ten-days periods. Figure 2 presents the square root of the kinetic energy at time T = 30 days, at the surface, for the true state (reference), the background (no assimilation) and the assimilated state. The assimilation process reconstructed very well the true state. Let us note that the horizontal velocity field presented in Figure 2 is the surface one, whereas the floats drift at 1000 meters depth. The assimilation thus transfered information to every vertical level and not only the 1000 meters deep one. Figure 3 presents the evolution of the relative RMS error (with respect to the true state) over the 30 days time window. For any velocity field (u(x, y, z, t), v(x, y, z, t)), such relative RMS error for u is a function of time, computed as follows: E(u; t) = Ω |u t (x, y, z, t) − u(x, y, z, t)| 2 dx dy dz Ω |u t (x, y, z, t)| 2 dx dy dz
where u t is the true velocity. Similarly we can compute E(v; t). We then can compare the errors for the background E(u b ; t) and the assimilated state E(u a ; t).
We can see that after thirty days the error has been divided by 3 for u and 4 for v.
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