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Abstract
We studied concepts necessary to define topological dimension and Hausdorff di­
mension, namely metric space theory and measure theory. We compute the topological and 
Hausdorff dimensions of some sets of elementary geometry and some fractals. We verified 
that in the sets of elementary geometry, the dimensions agree, while in the case of the 
fractals, the Hausdorff dimension is strictly larger than the topological dimension.
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1Chapter 1
Introduction
There are several definitions of fractal sets. One of them is that a fractal set is a 
set for which the Hausdorff dimension exceeds the usual dimension in Euclidean geometry 
[Man82]. In this paper, I will develop the mathematics necessary to understand and work 
with this definition. According to Benoit B. Mandelbrot, geometry does not provide an 
adequate technique for describing shapes such as that of a cloud, a mountain, a coastline, 
or a tree. As a result, Mandelbrot developed a new geometry of nature in order to describe 
many seemingly irregular and fragmented patterns around us. In Euclidean geometry, the 
dimension of a set is given by what is usually referred to as small inductive dimension. This 
inductive dimension gives integer values when applied to the sets of Euclidean geometry. 
But, using techniques such as inductive dimension and Lebesgue measure to find the dimen­
sion of some irregular or fragmented shapes does not work very well. In 1919, Hausdorff 
developed another way of computing the dimension of a set. Hausdorff’s method was put in 
final form by Besicovitch, and it is now called the Hausdorff-Besicovitch dimension. Using 
the Hausdorff method for irregular shapes, we come up with values of dimension that are 
not integers. For example, using the Hausdorff method, the dimension of the Cantor Dust is 
Iog2/log3 = .6309. The Cantor Dust has inductive dimension equal to zero. This illustrates 
the idea of characterizing fractals as sets where the Hausdorff-Besicovitch dimension strictly 
exceeds the dimension of Euclidean geometry.
Chapter Two will introduce some examples of fractal sets. In Chapter Three I 
will include the definitions and theorems of metric space theory that will be required for 
calculating fractal dimension. Chapter Four will deal with topological dimension. This 
chapter will introduce the topological dimension known as the ’’small inductive dimension”. 
2Using small inductive dimension the Cantor Dust is O-dimensional, but later using Hausdorff 
dimension, I will show that the Cantor Dust has dimension 0.6309. Chapter Five contains 
the background from measure theory that is necessary to calculate the Hausdorff dimension. 
I will introduce inner and outer Lebesgue measure. Chapter Six will introduce the iterated 
function system, which is used in the sets that I studied. These'sets have self-similarity and 
are fractals. They have what is called the ’’similarity dimension”, which is one type of fractal 
dimension. Chapter Six will also deal with Hausdorff dimension, which is the dimension 
singled out by Mandelbrot when he defined fractal, and will also deal with several examples 
that illustrate the theory developed in my. project. For other fractal examples see [Dev03] 
and [Fal86].
3Chapter 2
Two Examples of Fractal Sets
In this chapter we discuss the two most important examples of fractals. They are 
the Cantor dust and the Sierpinski gasket.
Both sets exhibit properties that are between sets with consecutive integer di­
mensions. For example, the Sierpinski gasket is a subset of R2, but it has properties that 
indicate that the set should have dimension smaller than 2, but bigger than one.
2.1 The Triadic Cantor Dust
Our first example is the Cantor set, which was renamed Cantor dust by Mandel­
brot, because the set has dimension zero [Edg90].
The Cantor dust is defined as follows. Start with the closed interval Co = [0,1]. 
Remove the open middle interval (|, |) to obtain Ci = [0, j] U [|, 1]. Then, remove again 
the open middle intervals from the two intervals forming Ci, to obtain C2 = [0, |] U [|, |] U 
[|, g] U [|, 1] • Continue this process to obtain a sequence of sets Co 2 Ci D C2 2 ...
Definition 2.1. We define the triadic Cantor dust C as C = fj^L0 Ck
Graphically, we have
Note that C& is the union of 2fc intervals of length (|)fc. Thus the length of Ck 
is 2fe • (|)fe = (|)fc. The ’’‘length’” of C is Lim/c^oo/en5'i/i(C'fc) = Lim^oo(j)fc = 0. The 
length of C is called the Lebesgue measure of C. We want to know which points are from 
the Cantor set. ■
Lemma 2.2. The'endpoints of the intervals that form Ck belong to C.
4Figure 2.1: Cantor Dust
Proof. Let [a, b] be one of the closed intervals that form Cfc. We claim that a, b G Cn, n>k.
Indeed, proceeding by induction, we have first that a, b G Ck- And if [a, b] G Cm 
for m > k, then when we form Cm+i, we remove the middle third interval of [a, b], so we 
have [a, U ; fr] g Cm+i- Thus a, b G Cm+i- Therefore a, b G Cn,n > k, so a, b
en~=0C'n = C. □
In fact, we can characterize the points that belong to C. In order to do that, let’s 
recall that every x G [0,1) can be represented as x = Z2JS1 «i3-2. This is the expansion in 
base 3.
Proposition 2.3. Let x G [0,1]. Then G C, the triadic Cantor set, if and only if x has a base 3 expansion using only the digits 0 and 2.
Proof. We want to prove that x = 6 C if and only if Xj = 0 or Xj = 2 for all i =
0, 1, ... We show first that x G Ck implies that xi,X2,...,Xk are zeros or twos.
Proceeding by induction, we have that if x G Ci = [0, |] U [|, 1], then either x 
G [0, |], in which case xi = 0 (we use (0.0222...)3 as a base 3 representation of |); or x 
G [j, 1], which yields xi = 2.
Assume that x G Cn implies that xi,...,xn are only zeros or twos, and let x 
G Cn+1- Then x G Cn, so xi,..., xn are only zeros or twos, and x G [a, b] where [a, b] is one 
of the intervals forming Cn. Since x G Cn+i, x does not belong to the open middle interval
5of [a, b], Thus xn+i / 1, that xn+i = 0 or xn+i = 2. Hence, if x G C, x G Ck for all k = 0,
1,2, ... Therefore xj, is either 0 or 2 for k = 0, 1, 2, ...
Conversely, if x/. = 0 or 2, we show that x 6 C. It suffices to show that if xi,..., xn 
are zeros or twos, then x G Ck, which we prove by induction. If xi / 1, then x / (|, |), so
x G C\. Assume yi,... ,yn are zeros or twos implies that y G Cn, and let x be such that
xi,... ,xn,xn+i are zeros or twos. Then x G Cn, and since xn+i 1, we get that x does 
not belong to any middle interval of Cn, so x G C'n+i. - □
It follows from the proposition that C is uncountable.
There are two other descriptions of the triadic Cantor dust that are useful to 
understand its fractal structure.
In the first one we construct recursively, using translations, a countable dense 
subset of the Cantor dust. It goes as follows.
Let Lo — {0} and so = |. We define si = |so and Li =LoU(so + Lo). Recursively, 
given Lfc and Sfc, define Sfc+i = js*,  and L/-+1 = Lk U (sfe + Lfe). We obtain an increasing 
sequence of finite sets, Lo C L C I2 C ... Define L = Ua^o ^k-Lk consists of the 2fc left endpoints of Ck, which are the numbers in [0,1] having 
ternary representations with k digits involving only zeros or twos.
Proposition 2.4. If x G C, then x is the limit of a sequence of points in L.
Proof. Let x G C. Then by previous proposition, x = where x^ = 0 or 2. Thus,
e T, and therefore x is a limit of a sequence of points in L. □
The second alternative description of the triadic Cantor dust uses an iterated 
function system consisting of dilations.
Definition 2.5. Let a G R, and r > 0. f: R —> R given by f(x) = rx + (l-r)a is called a dilation with ratio r and center a. We consider the two dilations
fi(x) = f andf2 =
Note that fi([0,1]) = [0, |] and f2([0,1]) = [|, 1]. Moreover
Proposition 2.6. C = fi(C) Uf2(C).
Proof. If x has a ternary expansion involving only zeros and twos, then fi(x) and f2(x) have 
the same type of ternary expansions. Thus fi(<7) U ^(C) C C.
6AAA
Figure 2.2: Sierpinski
Conversely, if x has a ternary expansion involving only zeros or twos, then so does 
3x and 3x-2. Thus if x G C Fl [0, |], we get that y = 3x G C, and we also have fi(y) = x. 
Hence Fl [0, |] C fi(C).
Similarly, if x G C F) [j,l], then y = 3x-2 G [0,1] Fl C — C, and f2(y) = x. 
Thus C Fl [|, 1] C /2(C). Putting this together with C Fl [0, |] C fi(C), we get C C 
A(C)U/2(C). □
2.2 The Sierpinski Gasket
Our second example is the Sierpinski Gasket. This is constructed as follows.
Start with an equilateral triangle So of side 1. Next, remove the open equilateral 
triangle with boundaries the line segments joining the midpoints of So- The set so obtained 
is Si, and it consists of three equilateral triangles of side
Next remove the open upside down triangle in each triangle of side | in Si to 
obtain S2. And so on. Proceeding this way, we get a sequence of sets Sn for n = 0, 1, 2, ... 
such that So 2 51 2 S2 2 ... 2 Sn 2 ■ • •
Definition 2.7. We define the Sierpinski gasket S as S = Sk
The topic of this project is that fractal sets like the Sierpinski gasket, exhibit prop­
erties that are between those of sets of two different integer dimensions. This is illustrated 
7very clearly by the Sierpinski gasket S.
On the one hand, S has area zero. This can be seen by noticing that S/; consists of 
3fe triangles, each with side 2~k, so the area of Sj, is 3fc(2_fc)2ijL Thus the area of S, which 
is the limit of the areas of S/;, is 0. Thus S, just like a line segment, has area 0. Therefore 
its dimension should be less than 2.
On the other hand, S contains disjoint line segments with sum of lengths equal to 
infinity. This is so because the sides of the triangles of Sn remain in for k > n. Thus 
S contains all the sides of the triangles in S&. Now, the 3fe equilateral triangles in S& have 
total length: 3fc • 3 ■ 2~k = which suggests that the dimension of S should be larger 
than one.
This matter will get resolved in Chapter 6 with the introduction of Hausdorff 
dimension.
The Sierpinski gasket can also be described in terms of iterated function systems. 
Definition 2.8. Let r G R+,a G R2, the dilation with ratio r and center a, is the function f: R2 —> R2 given by f(x) = r(x — a) +a.
Note that f(z) = rx + (1 - r)a.
In order to get a countable set that is dense in S. Let’s put the origin at one vertex 
of So, and the axis through a second vertex of So-
Let fi,/2,/3 be the three dilations of ratio 1/2 and centers the three vertices of 
So- That is:
1. fi(z) = ^x
2. f2(s) = + |(1, 0)
3. f2(x) =
Lemma 2.9. Sk+1 = fi(Sk) U /2(Sfc) U fyfS'fc)
Proof. Note that fi shrinks So, and any subset of So by creating a copy of So (respectively, 
any subset of So) in the triangle Ri C Si with vertices (0, 0), (|, 0) and (|, ^). f2 and f3 
simply translate the copy fi(B), for B C So, by |(1, 0) and |(|, ^).
On the other hand, note that S^+i consists of three copies of S&, reduced by a 
factor of and with lower left vertex at (0, 0), |(1, 0), and |(|, ^). These three copies 
are fi(Sk), f2(Sfc), and ^(Sk).
8Therefore Sfc+1 = ffSk) U USk) U USk).
We also have
□
Proposition 2.10. S = fi(S) U US) U fsfS).
Proof. Since fi,f2, and f3 are injective maps, f,(S) = fi(Dfclo Sk) = (j°20 fi(Sk) for i 
= 1, 2, 3. Thus ffiS) U US) U f3(S) = n“=o/i(Sfe) U ftZoffi) U (OW = 
nr=o lMSk) U USkUUSk)] as ffiSfc) A USk) A USk) Q USm) A USm) A USm) 
for m = min{fc, z,p}
Thus: f1(3)U/2(5)U/3(5)=n^o^+1 =S- □
Finally, the countable dense subset of S is obtained as follows.
Let Lo = {(0,0)} and.so = Consider the translations Ti by |(1, 0) and T2 
|(|>^)> that is
1. Tx(®) = x + |(1, 0)
2. T2Cr) = f+|(|,^)
and define Li = Lo U Ti(Lo) U T2(Lo) and si = 5S0 = (|)2. In general, set Sfc+i = ^sk and 
Lfc+i = Lk(J T\(Lk) UT2(Lfc). We obtain a sequence Lo C Lj C .... C Lk+± C ...
Definition 2.11. L =
Proposition 2.12. L is dense in S. That is, given e > 0 and y G S, there is some x G L such that ||ic — y|| < e..
Proof. Note that L& is the set of lower left vertices of the 3fe triangles of Sk. Thus for any y G Sk we have that there is x in L& such that ||^ — y|| < (^). Thus, given e > 0, we can 
choose k such that < e. Then if y G S, y G Sk as well, and picking x G Lk such that 
||z ~ y II < y? WH1 give us that ||rr — y|| < e □
It follows from the proposition that any point in s is the limit of a sequence’in L.
2.3 Sequences in {0,1}
Another way of looking at the triadic Cantor dust is by considering the set of 
infinite sequences in {0,1}.
9Definition 2.13. The set of finite sequences in {0,1} is Et-* > = {/ : {1,2,... ,n} —> {0,1} : n G N} and the set of infinite sequences of {0,1} is = {f : {1, 2,...} —» {0,1}}
Definition 2.14. Let a : {1,... ,n} —> {0,1} be;a finite sequence in {0,1}, we define the length |cu| of a as |a| = n, and = set of sequences of length n.
With this notation, we have E^*)  = E--°'> U E^ U ...
The set E(w) provides another way of looking at C, the triadic Cantor dust. Con­
sider the function: h: E(w) —> [0,1] given by h(xx,ai2,...) = Efc^i
Proposition 2.15. The range of h is C.
Proof. Note that h(xi, X2,. • ■) has a ternary expansion consisting of zeros and twos, so 
h(E<w)) C C.
Conversely, if EtU G C, then x^ = 0 or 2. Thus G E^ and =
E^x f£. Therefore C C h(E^). □
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Chapter 3
Metric Space Theory
The theory of metric space provides the adequate context for the development of 
Hausdorff dimension. In this chapter we introduce the ideas and methods that we will need 
later. They include continuity, completeness, compactness, and separability.
Definition 3.1. A metric space is a set S together with a function p : SxS —» [0,oo] 
satisfying
1. p(x,y) = 0 <=> x = y;
2. p(x,y) = p(y,x);
3. p(x,z) < p(x,y) + p(y,z).
Some examples of a metric space include:
1. The set Rra of real numbers where p(x, y) = — y\.
2. The set Ew of infinite sequences in E = {0,1} where the metric pi/2 is given by 
Pl/2(a>T')=(£)k, where a and r are two infinite sequences.
The metric allows us to define the diameter of a subset of a metric space.
Definition 3.2. The diameter of a subset A of a metric space S is diam A = sup{p(x,y) : x,y G A}.
Next we develop the notion and basic properties of open sets.
Definition 3.3. Given S a metric space, x G S, and r > 0, then the open ball with center 
x and radius r is the set Br(x) = {y G S : p(y,x) < r}.
11
Definition 3.4. Given S a metric space, and A a subset, an interior point of A is a point x such that Be(x) C A for some e > 0.
Definition 3.5. A is an open set if every point of A is an interior point.
Proposition 3.6. An open ball Br(x) is an open set.
Proof. Let y G Br(x). Then p(x,y) < r, thus e = r - (x, y) is positive. By the triangle 
inequality, Be(y) C Br(x). Thus y is an interior point of Br(x). . □
Theorem 3.7. Let S be a metric space. Then 0 and S are open sets. If U and V are open sets, so is U C\ V. IfU is any family of open sets, then the union
is also an open set.
UGU
Proof. Since 0 has the property that every point of it is an interior point, then 0 is an open 
set. Also, if we let x G S, then Bi(x) C S and thus S is an open set.
Suppose U and V are both open. Let x G U A V. Then x is an interior point of U, 
so there is ej > 0 with B£1 (®) C U. Also, x is an interior point of V,' so there is £2 > 0 with 
B£2(2;) C V. Therefore, if e is the minimum of ei and e^, then we have Be(rr) C U A V. So 
U A V is an open set.
Let U be a family of open sets, and write V = UueZ7 U. Let x G V. Then x G U 
for some U G U. So there is e > 0 with Be(a:) C U C V. Therefore V is an open set. □
Another important class of subsets of a metric space is that of closed sets. We 
introduce them as well as give their basic properties in the remaining part of this section.
Definition 3.8. Let S be a metric space, and let A C S. A point is an accumulation point of A if and only if, for every e> 0, the ball Be(x) contains points of A other than x.
Definition 3.9. A set a is closed if and only'if it contains all of its accumulation points.
Proposition 3.10. Let S be a metric space. Then 0 and S are closed sets. If A and B are closed sets, so is A U B. IfU is any family of closed sets, then the intersection
dso dosed.
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Proof. To show 0 is closed, I need to show that it contains its limit points. There are no 
accumulation points for 0, therefore 0 contains all of its accumulation points, and therefore 
it is closed. By definition S is closed.
Next, I will show that if A and B are closed sets, so is A U B. This means that we 
need to show that if x is an accumulation point of A U B, then x G A U B. Equivalently, if 
x A U B, then x is not an accumulation point of A U B. If x A U B, then x A and 
x f B. Since A is closed, then x is not an accumulation point of A. For some ei > 0, the 
ball BC1(a;) does not contain points of A other than x. Similarly, x does not belong to B 
implies that for some £2 > 0, the ball B£2(x) does not contain points of B other than x. Let 
e = min{ei,£2}. Then Be(a;) C Bei so Be(a;) does not contain any points of A other than 
x. Also, Be(rc) C Be2, so Be(a;) does not contain any points of B other than x. Thus, Be(a;) 
does not contain points of A U B. Therefore x is not an accumulation point of A U B.
Lastly, I will show that the intersection is closed if all A/’s are closed. Since 
Aj closed, then A, contains its limits points. Thus if y is a limit point of Aj, then y G Aj. 
That is, if for any e > 0, Ve(?/)A Aj contains points other than y, then y C A;.
Let y be a limit point of Qie/Aj. Then given e > 0, Ve(y) A (AAj) contains points 
other than y. We know that (1) V6(y) A (AAj) C V£(y) A A;. Since Ve(y) A (AAj) contains 
points of AAj V i G I other than y and since (1) holds, then Ve(y) A Aj contains points of 
Aj other than y. Therefore y is a limit point of Aj, then y G A, since A» closed. Thus y G 
AAj, which implies that A A, is closed. □
Definition 3.11. Given S a metric space, x e S, and r>0, then the closed ball with center x and radius r is the set Br(x) = {y G S : p(y, x) < r}.
Proposition 3.12. A closed ball Br(x) is a closed set.
Proof. Suppose y Br(x). The p(x, y) > r, so that e = p(x, y) - r is positive. The triangle 
inequality shows that Be(y) A Br(x) = Therefore y is not an accumulation point of Br(x"). 
This shows that Br(x) is a closed set. □
Finally, we introduce the concept of a boundary of a set.
Definition 3.13. A point x that belongs both to the closure of the set A and to the closure of the complementary set S\A is called a boundary point of A.
Definition 3.14. The boundary of A is the set of all boundary points of A and will be written dA.
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Proposition 3.15. If A is any subset of a metric space, then dA is a closed set.
Proof. Since A is closed and S'\A is closed and SA = A D S\A, then SA is closed. □
3.1 Functions on Metric Spaces
The functions that preserve the metric are called isometries. We define them next.
Definition 3.16. Suppose S and T are metric spaces. A function h: S —> T is an isometry if and only if
pr(h(x), h(y)) = ps(x, y)
for all x, y G S.
We will use continuous functions on metric spaces in this project. A useful char­
acterization of continuous functions is given by their action on open sets. That is the topic 
of the rest of this section.
Definition 3.17. Let S and T be metric spaces. Let x G S. A function h: S —> T is continuous at x if and only if, for every e >0, there is 5 >0 such that
p(x, y) < 8 => p(h(x), h(y)) < e.
The function h is simply called continuous if and only if it is continuous at every point x G S.
Theorem 3.18. A function h: S —> T is continuous if and only if is open in S forall V open in T.
Proof. First, suppose that h is continuous. Let V be an open set in T. We need to show 
that h_1(V) is an open set in S. Let x G h-1^)- Then h(x) G V, which is open, so there 
is e >0 with Be(h(x)) C V. By the continuity of h, there is 6 > 0 such that h[Bi(a;)] C 
Be(h(x)) C V. Therefore B^(x) C h_1(V). So h_1(Vj is an open set.
Conversely, suppose that h_1(Vj is open in S whenever V is open in T. Let x G 
S. I need to show that h is continuous at x. Let e > 0. Then Be(h(x)) is an open set in T. 
So W = h-1 [Be(h(a:))] is an open set in S. Now x G W so there is 8 > 0 with Bs(x) C W. 
Thus h[-E?<s(rc)] C h [W] C So h is continuous. □
Definition 3.19. A function h: S —> T is a homeomorphism of S onto T if and only if it is bijective, and both h and hr1 are continuous.
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3.2 Sequences In Metric Spaces
We can characterize many of the metric space concepts by means of sequences, 
in the same way as this is done for R. In this section we characterize the continuity of a 
function by means of the action of that function on sequences.
Definition 3.20. Let S be a set. A sequence in S is a function f: N —> S.
Definition 3.21. A sequence {a:n} in a metric space S converges to x, Xn —» x, if given e > 0, there exists N such that p(xn, x) < e for n > N.
Theorem 3.22. Let S and T be metric spaces, and let h: S T be a function. Then h is continuous if and only if, for every sequence (xn) in S,
Xn X =? h(Xn) -> h(x).
Proof. First, suppose h is continuous. Let (xn) be a sequence in S, and suppose x„ —> x. 
We need to prove that h(xra) —► h(x). Let e > 0. Since h is continuous at x, there is <5 > 0 
with h[Bj(a;)] C Bc(h(xy). Since xn —> x, there is N 6 N so that xn e Bj(x) for all n > N. 
But then h(x„) G Be(h(xf) for all n > N. This shows that h(xn) —> h(x).
For the other direction, I will prove the contrapositive. Suppose h is not continu­
ous. We need to prove that the convergence property
xn —> x => h(x„) -> h(x)
fails for some G S. Since h is not continuous, there exist x G S and e > 0 such that for 
all 6 > 0, there exists y G S with p(x, y) < 5 but p(h(x), h(y)) > e. In particular, for 5 
= 1/n, there is xn G S with p(xn, x) < 1/n but p(h(xn), h(x)) > e. This means that the 
sequence (xn) converges to x, but the image sequence (h(xn)) does not converge to h(x). 
So the convergence property fails. □
Definition 3.23. Let (xn)n&^ be a sequence. Suppose we choose an infinite subset of the positive integers, and list them in order:
ki < fc2 < ^3 < • • • ■
Then we may form a new sequence
15
This is called a subsequence of (x^,)-
Definition 3.24. Let (3^) be a sequence in a metric space S and let x G S. We say that x 
is a cluster point of the sequence (xn) if and only if for every e > 0, and every N G N, there 
exists, n > N with p(xn, x) < e.
Lemma 3.25. The point x is a cluster point of the sequence (xn) if and only if x is the limit of some subsequence. .
Proof. Suppose x is a cluster point of (xn). We will define integers ki < k2 < .recursively. 
Given 1, there is n with p(xn, x) < 1. Let ki be such an n. For 1/2, there is n >.k\ + 1 
with p(xn, x) < 1/2. Let k2 be such an n. Suppose kj has been defined. Then, since l/(j 
+ 1) > 0, there is n > kj + 1. with p(xn, x) < l/(j + 1). Let kj+i be such an n. So, ;we 
get a sequence ki < k2 < . ■ ■ such that p(xkjy x) < 1/j for all j. Thus x is the limit of the 
subsequence (xq) of (xn).
Conversely, suppose x is the limit of the subsequence (x^.) of (xn). Let e > 0. 
Then there is J G N so that pfx.^, x) < e for j > J. If N G N, choose kj with both j > J and 
kj > N. Thus we have ^(x^., x) < e. Therefore x is a cluster point of the sequence (xn). □
3.3 Completeness
Complete metric spaces turn out to have very many important properties. We can 
generalize to them many of the constructs of Real Analysis. In this section we develop the 
notion of completeness for metric spaces and give some examples of complete metric spaces.
Definition 3.26. A Cauchy sequence in a metric space S is a sequence (xn) satisfying: for every e > 0 there is N G N so that pfxn, Xm) < e for all n, m with n > N and m> N.
Lemma 3.27. Every convergent sequence is a Cauchy sequence.
Proof. Suppose xn —> x, and let e > 0 be given. Then there is n G N such that p(xra, x) < 
e/2 for all n > N. Then, if n, m > N, we have ,
p(xn, < p(xn, x) + p(xm, x) < e/2 + e/2 = e.
Therefore (xn) is a Cauchy sequence. ' ’ □
Definition 3.28. A metric space S is called complete if and only if every Cauchy sequence in S converges (in S).
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It is well known that R, the set of real numbers, is complete with the usual metric. 
We use this fact to show that R3 with the Euclidean metric is complete as well.
Proposition 3.29. Three-dimensional Euclidean space R3 is complete.
Proof. We need to take a Cauchy sequence in R3 and show that it is convergent. Let (xn) 
be a Cauchy sequence in R3, then (xn) = {(xf x2, z3)}. We know that xn = (x„, x^, a:3) —> 
(a, b, c) if and only if —> a, x2 —» b, and x3 —> c. Since (xn) a Cauchy sequence, then for 
every e > 0, there exists N G N such that p(xn, xm) < e for all n, m with n > N, m > N. Thus = f(x^ - a?3)2 + (x2, - a;2)2 + (x^ - a?3)2 < e. Now, We 
need to show that ) is Cauchy. Let e > 0, there exists N G N such that p(xn, xm) < e for 
all n, m. Then if n, m > N, we have < y/(x^ - xff2 + (x^ - x2)2 + (a;3, - a;3 )2
< e. Therefore (xf) is Cauchy, therefore it is convergent to a limit a. I can follow the same 
process for (x£) and (x3) to get that they converge to b and c respectively, so xn —> (a, b, 
c). □
Another example of a complete metric space is the set Ew of infinite sequences in 
{0,1} introduced in the previous chapter. Before we prove that, we need to develop some 
terminology for finite sequences.
Definition 3.30. If a and ,B are two finite sequences in {0,1}, we can form a new finite sequence called the concatenation of a and B. It is denoted a/3 by listing the sequence a followed by the sequence f3. a is called an initial segment of a/3.
Definition 3.31. Let a and r be two infinite sequences in {0,1}. If a is the longest common prefix of a and r, and if k is the length of a, then the metric pr/2 is defined as 
Pi/z(p,t) = (If.
Lemma 3.32. The space E'u of infinite sequences from the alphabet {0,1} is complete under the metric Pi/2.
Proof. Let (an) be a Cauchy sequence in Ew. First I will define r and then prove that r is 
the limit of (<rn). For each k, there is nj, G N so that for all n, m > n;., we have
< (l/2)fc.
That means that ank fk = crm [k for all m > n^. Define r by setting the ktfe letter of t as 
the kth letter of <rnfc. So r satisfies
17
r fk = ank [k
for all k.
To see that crn —> r, let e > 0 be given. Choose k so that (l/2)fc < e. Then for m 
> n/j, we have am fk = r [k, so £1/2(0™,^) < (l/2)fe < e. This shows that an —> t. □
3.4 Contraction Mapping
The dilations we used in Chapter 2 to describe the Cantor dust and the Sierpinski 
gasket are examples of contraction mappings. In this section, we develop some of the 
properties of contraction mappings.
Definition 3.33. A point x is a fixed point of a function f if and only if f(x) = x.
Definition 3.34. A function f: S —> S is a contraction if and only if there is a constant r
< 1 such that
pfffr), f(y)) <rp(x, y)
for all x, y G S.
Definition 3.35. A contraction mapping f on a complete nonempty metric space S has a unique fixed point.
Proof. First, there is at most one fixed point. If x and y are both fixed points, then p(x, y)
< p(f(x), f(y)) < rp(x, y). But 0 < r < 1, so this is impossible if p(x, y) > 0. Thus p(x, y) 
= 0, so x = y.
Now, let xo be any point of S. Then define recursively
xn+i = f(xn) for all n > 0.
I claim that (xn) is a Cauchy sequence. Write a = p(xo, xi). It follows by induction that 
p(xn+i, xn) < ar". But then, if m <n, we have
p(xm, Xn) < E7=mP(Xj+l, Xj) < E”=maiJ
_ arrnarn _ arm(l-rn~m) < arm
1—r 1—r — 1—r
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Therefore, if e > 0 is given, choose N large enough so that axN/ (1-r) < e. Then for n, m > 
N, we have p(xm, xn) < e.
Now, S is complete and (xn) is a Cauchy sequence, so it converges. Let x be the 
limit. Since f is continuous, from xn —> x follows that f(xn) —> f(x). But f(xn) = xn+i, so 
f(xn) —» x. Therefore the two limits are equal, that is x = f(x), so x is a fixed point. □
3.5 Separable And Compact Sets
In this section we treat separability and compactness. We start with definitions 
concerning covers.
Definition 3.36. A family U of subsets of S is said to cover a set A if and only if A is contained in the union of the family U. A family which covers a set is known as a cover of a set.
Definition 3.37. A cover consisting of a finite number of sets is called a finite cover.
Definition 3.38. A cover consisting of a countable number of sets is called a countable cover.
Definition 3.39. An open cover of a set A is a cover of A consisting only of open sets.
Definition 3.40. If U is a cover of A, then a subcover is a subfamily of U that still covers A.
The set of rational numbers Q allows us to obtain many results for real numbers. 
The corresponding generalization for metric spaces gives rise to the notion of separable 
metric spaces.
Theorem 3.41. Let S be a metric space. The following are equivalent:
1. There is a countable set D dense in S. (S is a separable space.)
2. There is a countable base for the open sets of S. (S satisfies the second axiom of 
countability.)
3. Every open cover of S has a countable subcover. (S has the Lindelof property.)
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Proof. (1) => (2). Suppose S admits a countable dense set D. Let B = {Bi/n(a) : a G D,n G N}. 
Then B is a countable family of open sets. We claim it is a base of the open sets of S. Let 
U be any open set of S, and let xG U. Then there is e > 0 so that Be(x) C U. Choose n so 
that 2/n < e. Since D is dense in S, we know that x G D. So there is a point a G -Bj./n(x) 
D D. Then B1/n(a) G B, and we have x G B1;/n(a) C B-z/nfx) Q U. Thus B is a countable 
base for the open sets of S.
(2) => (3). Suppose there is a countable base B for the open sets of S. Let U be 
an open cover of S. For each point x G S, choose a set G U with x G IL,. Then choose 
a basic set Dx G B with x G Dx C Ux. Now {Dx : x & S} is a subfamily of B, so it is 
countable. So it has the form
{Dx : x G S} = {DXn : n G N}.
Now write V = {UXn : n G N}. This is a countable subfamily of Z7. If x G S, then 
for some n, and therefore x G C UXn. So V is a countable subcover.
(3) => (1). Suppose that S has the property of Lindelof. For n G N, the collection
Bn = {B1/n(x) : x G S'}
is an open cover of S. Therefore it has a countable subcover, say
A = {B1/n(y) : y G Y„},
for a countable set Yn. Let D = (Jneffyn- Then D is countable, since it is a countable 
union of countable sets. If x G S is any point, and e > 0, choose n with 1/n < e. Since An 
is a cover of S, there is y G Yn C D with x G B1/„(y). Therefore y 6 Bx/n(x) C Be(x). This 
shows that D is dense in S. □
Definition 3.42. A metric space of S will be called separable if and only if it has one (and therefore all) of the properties of theorem above. ■
Example 3.43. The set {(xi,X2, ■ ■ ■ ,xd)} G Rd; Xj G Q, j = 1, ■ • • d} is countable and dense in Euclidean space Rd.
Proof. Take any (xi, x2, ..., xf. Given any e, pick r.; G 0 such that Xi < r-i < X{ + e/fd (since <Q> is dense in R). Then f fyi — n)2 + (a?2 — r2)2 + ... + (xd — r</)2 < e, so 
{(ri, r2,...,rd) : r, G Q} is dense in Rd. □
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Example 3.44. Consider the space Eu> of infinite sequences in {0,1} under the metric pi/2. The set {[cv] : a G E*}  is a countable base for the open sets. In fact, every open ball is one of the sets [a].
Proof. Ifa= (ai, ct2;..., am), andS = a(0, 0, then [a] =B(1/2)m(a) = {y : Pi/2(j/,5) < (1/2)™}. 
So every open ball is one. of the sets [a] .
Consider E*.  Let A/v be the set of finite sequences of length n. The number of 
elements of An is 2n so each An is a finite set. Hence B is the countable union of finite sets, 
so B is countable.
We claim that B = {[a]: a G E*}  is a base. Let G be an open set, We need to 
show that for every sequence x G G, there is [a] G B such that x G [a] C G. Since G is 
open, we know there exists e > 0 such that Be(x) C G. Choose a, a finite sequence, such 
that x G [a] and a has length m with (|)m < e. Then [a] = B(i/2)m(a) and [a] C Be(x).
If x = (xi, x2, ..., xm, xmq-i, ...), we can choose a = (xi, ..., xm). Then x G [a] 
because the first m entries of x are precisely the entries of a. Let y G [a]. Then Pi/2(y, x) 
< (l/2)m < e. So y G Be(x), thus [a] C Be(x).
Therefore B is a countable base for Ew. □
We recall the Bolzano-Weierstrass theorem from basic Real Analysis. It motivates 
the definition of sequential compactness for subsets of metric spaces.
Theorem 3.45. The Bolzano-Weierstrass Theorem. Let a < b be real numbers. If (xn) is any sequence in the interval [a, b], then (xn) has at least one cluster point.
Definition 3.46. A metric space S is called sequentially compact if and only if every se­quence in S has at least one cluster point (in S).
Definition 3.47. Let r > 0. A subset A of a metric space S is an r-net for S if and only if every point of S is within distance at most r of some element A.
For example, the countable set {rn: n G Z} is an r-net in R.
Proposition 3.48. Let S be a sequentially compact metric space, and let r > 0. Then S 
has a finite r-net.
Proof. Suppose S has no finite r-net.
We will define a sequence (xn) recursively, with p(xn, xm) > r for all m f n. First, 
S f 0 (since 0 is a finite r-net in 0). So we may choose xi G S. Now, assume xi, x2,..., xn 
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have been chosen. Since {xi,z2, • ■ • >^n} is not an r-net, there exists a point (call it xn+i) 
such that p(x.j,xn+i) > r for 1 < j < n. This completes the definition of the sequence (xn).
Now I claim that this sequence (xn) has no cluster point. If x were a cluster point, 
then the ball Br/2(x) would contain at least two points x„, which is impossible since they 
have distance exceeding r. Therefore S is not sequentially compact. □
Corollary 3.49. A sequentially compact metric space is separable.
Proof. Suppose S is sequentially compact. For each n let Dn be a finite 1/n-net for S. Then 
D = IJneN Dn is a countable set dense in S. . □
The following theorem states that there are three notions related to compactness. 
The three notions are equivalent but represent different points of view. The first notion is 
sequential compactness and is based on the Bolzano-Weierstrass Theorem for closed and 
bounded intervals of real numbers.
The second notion is countable compactness, which is motivated by the theorem 
of real analysis that states that if A is any infinite subset of a closed interval [a, b], then A 
has at least one accumulation point. This is proven using Bolzano-Weierstrass Theorem.
Definition 3.50. A metric space S is countably compact if and only if every infinite subset of S has at least one accumulation point.
The third notion is bicompactness. It is motivated by the Heine-Borel Theorem, 
which states that if a set is closed and bounded, then every open cover has a finite subcover.
Definition 3.51. A metric space S is called bicompact if every open cover of S has a finite subcover.
Theorem 3.52. Let S be a metric space. The following are equivalent:
1. S is sequentially compact,
2. S is countably compact,
3. S is bicompact.
Proof. (3) => (2). Suppose S is not countably compact. Then there is an infinite subset A 
of S with no accumulation points. For each point x G S, choose an open ball Bs such that 
Ba, contains no points of A (except possibly x itself). Then U = {B^: x G S} is an open 
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cover of S. Any finite subcollection of U contains only finitely many points of A, so U does 
not admit a finite subcover. So S is not bicompact.
(2) => (1). Suppose S is countably compact. Let (xn) be any sequence in S. If 
there is a point x with xn = x for infinitely many n, then that x is a cluster point of the 
sequence (xn). On the other hand, if there is no such point, then the set A = {xn: n G N} 
of values of the sequence is an infinite set; so A has an accumulation point, which is easily 
seen to be a cluster point of the sequence (xn). So in all cases (xn) has a cluster point. 
Thus S is sequentially compact.
(1) => (3). Suppose S is sequentially compact. Then by the Corollary above, S is 
separable.
(3) => (1). Let U be an open cover of S. Then by Theorem 2.36 M has a countable 
subcover. Thus, without any los of generality, we can assume that U is countable, say
U = {Un: n G N}.
Assume U has no finite cover. Then, the set Fn = S\ Ui=i Ui f 0 for n G N.
Note that Fn+i C Fn for n G N. As Fn f 0 we can choose an element xn G 
Fn. Now, the sequence {rcn} has a cluster point x, by sequential compactness of S. Since {xk}k>n C Fn, we see that x G Fn, n C N. Thus x G fjneN Fn = S \ |Jn£N Un. But S \ Un 
= 0, since U is a cover of S. This contradiction shows that S is bicompact. □
Definition 3.53. A metric space S will be called compact if and only if it has one (and therefore all) of the properties of the previous theorem. A subset of a metric space will be called compact if and only if it is a compact metric space, when considered on its own.
Proposition 3.54. A closed subset of a compact space is compact.
Proof. Suppose S is compact and T C S is closed. Let (xn) be a sequence in T. By the 
compactness of S, there is x G S which is the limit of a subsequence (xtj of (xn). But T is 
closed and x^ G T for all i, so the limit x is also in T. Thus (xn) has a cluster point in T. 
This shows that T is compact. □
Proposition 3.55. Let A C Rd. Then A is compact if and only if A is closed and bounded. 
Proof. First, suppose A is closed and bounded. Then A is a subset of a large cube. C = 
{x = (xr, X2, ..., Xd): -a < xj < a for all j}. by the previous proposition, if C is compact, 
it will follow that A is compact. Now let (yn) be a sequence in C. Write yn = (yni, yn2, 
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• • Ynd)- Now the sequence of first coordinates (yni)nGN is a sequence in [—a, a], which 
is compact. Thus there is a subsequence of {yni}neN that converges, that is, there is an 
infinite set Ni = { ni < n2 < ...} and xi G [—a, a] such that
limn^p^1 yni = xj.
Next, the sequence of second coordinates (yn2)neNi is a sequence in [—a, a], which is com­
pact. So {yn2}neNjK has a subsequence that converges, say N2 C Ni and X2 G [—a, a] such 
that
limneN2 yn2 = x2.
Similarly, we get N3 2 • • • 2 Na with
limner ynj. = xj. j = 1, ... d.
Finally, the subsequence (yn)n6Nd has all coordinates convergent, and its limit is z — 
(xi, X2,...,xj) G C. This proves that C is compact.
Conversely, suppose that A is compact. If A is unbounded, then (Bn(0) D A:
n G N} is an open cover of A with no finite subcover. If A is not closed, there is an
accumulation point x of A that is not in A. So there is a sequence (xn) in A converging to
x. This sequence has no cluster point in A. Therefore A is closed and bounded. □
Example 3.56. The metric space E11 of all infinite sequences in E = {0, 1} is compact under the metric p\[2-
Proof. First I will prove that Ew is sequentially compact. Let (xn) be a sequence in Ew to 
show that the sequence has a cluster point.
Let xn = (xni, xn2, • • •)• Look at the set of numbers {xnj: G N}. Each of these 
numbers is either zero or one. Thus infinitely many of them are equal to zero, or infinitely 
many of them are equal to one. Let yi be zero or one, such that yi = xni for infinitely 
many values of n.
Now, consider the set Ai of xns such that yi = xni. Ai is infinite. Look at the set 
of numbers { xn2: xn G Ai }. Again infinitely many of those numbers is zero, or infinitely 
many of them is one. Let y2 be zero or one, such that y2 = x„2 for infinitely many values 
of n for elements xn of A],. - Continuing that way, we can get a sequence of infinite sets of 
elements of the sequence xn, Aj 2 A2 2 • • • Am 2 • • •, and a sequence of zeros or ones yi, 
y2, • • ; ym, ■ ■ ■ such that ym = xnm for all x„ in Am.
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If we call y = (yi, y2, . ■ ym, ...), we see that given e > 0 and N 6 N, we can 
choose 2_m < e, xn in Am, and m > N, and hence P\/2(x.n y) < 2~m < e. Thus y is a 
cluster point of the original sequence.
■ It follows that Ew is sequentially compact, and therefore compact.
□
25
Chapter 4
Topological Dimension
In this chapter we define topological dimension, more specifically, small inductive 
dimension. This definition of dimension gives the usual values of dimension with which 
we are familiar in elementary geometry. That is, points have dimension zero, curves have 
dimension one, surfaces have dimension two, and solids have dimension three. For a more 
complete description see [HW41J.
The fractal sets that we defined in Chapter 2, however, do not fall precisely into 
one of these categories. We will need to develop a different kind of dimension for them in 
Chapter 6.
4.1 Small Inductive Dimension 0 and 1
We begin by defining zero-dimensional sets and sets of dimension 1.
Definition 4.1. A subset of a metric space is clopen if and only if it is both closed and open.
Definition 4.2. A metric space is called zero-dimensional if and only if there is a base for the open sets consisting of clopen sets.
Theorem 4.3. The only clopen sets in the space R are 0 and R. Therefore, R is not 
zero-dimensional.
Proof. Let A C R, and suppose A k 0 and A / R. I must show that A is not a clopen 
set, or equivalently, that A has a boundary point. We will define recursively two sequences,
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(xn) and (yn). First, we may choose a point xq € A since A jk 0. Also, we may choose a 
point yo A since A / R. After xn and yn have been defined, with x„ G A and yn A, we 
want to define xn+i and yn+i- Consider the midpoint z„ = (xn + y„)/2. If zn G A, then 
define xn+i = zn, yn+i = yn; and if zn £ A, then define x„+i = xn, yn+1 = zn. So in any 
case, we get xn+i G A and yn+i A, with k«+i - yn+i| = - yn|/2. So by induction 
kn - 3/n| = ko - Z/o|/2n. Thus \xn - yn\ -+ 0 as n -> OO. Also, kn+1 - ®n| < kn - S/n| = 
ko — yo|/2n, so (x„) is a Cauchy sequence. Let x = limnxn. Because \xn — yn| —> 0, we 
have also yn —> x. Therefore x is a boundary point of A. So A is not a clopen set. □
We give an example of a zero-dimensional set. The example is the Cantor dust 
introduced in Chapter 2.
As we defined in Chapter 2,
C = AfceN ^k
where is the union of 2fe disjoint intervals of length 3~fe. We denote these intervals by Ikj, so that we have
Proposition 4.4. The sets Mkj = C Cl Ikj (k = 0, 1, ...; j = 1, 2, ..., 2^) constitute a base for the open sets of C. They are clopen in C, so C is zero-dimensional.
Proof. Let Ikj = [a, b]. Then we see that = C fl [a, d] is closed in C, since [a, b] is closed 
in R; and M/y = C Cl (a - 3~k, b + 3_fe) is open in C since (a - 3-fe, b + 3_fe) is open in R.
If x G C and e > 0, then choose k so that 3~k G e, and j so that x G Ikj- Then C 
H Be(x) D Mfcj. This shows that the collection of all is a base for the open sets. □
Definition 4.5. A metric space S has small inductive dimension 1 if and only if S is not zero-dimensional and there is a base for the open sets consisting of sets with zero­dimensional boundary.
Theorem 4.6. The line R has small inductive dimension 1.
Proof. The usual base for the line consists of balls Be(x) = (x - r, x + r). the boundary 
of such a ball is a two-point set {x - r, x + r}, which is zero-dimensional. By a previous 
theorem, the line is not zero-dimensional. Therefore R has small inductive dimension 1. □
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4.2 Small Inductive Dimension Greater Than 1
We define small inductive dimension in general.
Definition 4.7. The small inductive dimension for metric spaces is defined in an inductive manner. Each metric space S will be assigned a dimension, written ind S, chosen from the set {-1, 0, 1,2,..., oo}, consisting of integers greater than or equal to -1 together with the symbol oo, considered to be larger than all of the integers. The empty metric space 0 has 
ind 0 = -1. If k is a nonnegative integer, then we say that ind S < k if and only if there is a base for the open sets of S consisting of sets U with ind dU < k - 1. If ind S < k is false for all integers k, then we say ind S = oo.
Theorem 4.8. Topological dimension is a topological property: If S and T are homeomor­phic, then ind S = ind T.
Proof. The proof is by induction on ind S. If ind S = -1, then S is empty. Since T is 
homeomorphic to S, it is also empty and ind T = -1.
Suppose the theorem is known for spaces S with ind S < k, and consider a space 
S with ind S = k + 1. Let h: S —> T be a homeomorphism. There is a base B for the open 
sets of S consisting of sets B with ind c® < k. Now {h[B]: B G 23} is a base for the open 
sets of T. If B G B, then h[c®| = <9h[B], The restriction of h to c® is a homeomorphism. 
By the induction hypothesis, ind dh[B] = ind <9B < k. So we see that there is a base for 
the open sets of T consisting of sets with boundary of dimension < k. This shows that ind 
T < k + 1. But if ind T < k, then the induction hypothesis would show ind S < k, which 
is false. So ind T = k + 1. Therefore, by induction we see that if ind S is an integer, then 
ind S = ind T.
If ind S = oo, then ind T = k is false for all integers k, so also ind T = oo. So in 
all cases, ind S = ind T. □
Theorem 4.9. Let S be a metric space, and let T C S. Then ind T < ind S.
Proof. If ind S = oo the theorem obviously holds. Suppose ind S < oo. The proof is by 
induction on ind S.
If ind S = -1, then S is empty, so clearly T C S is also empty, and ind T = -1.
Suppose the theorem is true for all pairs S, T with T C S and ind S < k. Consider 
a pair T C S with ind S = k + 1. We must show that there is a base fog the open' sets of
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T consisting of sets with boundary of dimension < k. so let x G T, and let V be an open 
set in T with x G V. We must find an open set U in T with x G U C V and ind diU < k. 
(Since the boundary of a set in T may be different than the boundary of the same set in S, 
the space is indicated as a subscript.) Now since V is open in T, there exists a set v open 
is S with V = v Fl T. Since ind S < k + 1, and x G v, there is a set u open in S with x 
G u C v and ind dsu < k. Let U = fin T. Then U is open in T, and x G U C V. Now, 9yU 
C dsu, so by the induction hypothesis, we have ind JyU < ind dsu < k. Thus there is a 
base for the open sets of T consisting of sets U with ind <9yU < k. This means that ind T 
< k + 1. Therefore, by induction, the theorem is true for all values of ind S. □
Example 4.10. The Sierpinski gasket has small inductive dimension 1.
Q Jq
Recall from Chapter .2 that S = with Sfe = where Tf-t is an
equilateral triangle with side 2~fe.
The collection of the unions of two of the T^'s form a base for the open sets of S. 
Such basic sets have boundaries contained in the set of vertices of the two triangles. Thus 
their boundaries are zero dimensional. Therefore S has small inductive dimension 1.
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Chapter 5
Measure Theory
The Hausdorff dimension is defined in terms of measures. In this chapter we 
introduce the concept and basic constructs of Measure Theory that are needed to give the 
definition of Hausdorff dimension in Chapter 6.
5.1 Lebesgue Measure
The Lebesgue measure is a generalization of the concept of length of intervals. The 
concept of length is generalized to more complicated sets, including the open and closed 
sets. The method for defining length of an arbitrary set is to cover the set by half-open 
intervals, using the sum of the lengths of the half-open intervals as an approximation of the 
length of the set, and then taking the infimum over all possible covers. In this section we 
give the basic definitions, lemmas and propositions for that construct.
Definition 5.1. The length of one of the intervals
(a, b), (a, 6], [a, &), [a, 6]
is b - a, where a, b G R and a < b. The length of the interval [a, a] = {a} is 0; the length of the empty set 0 is 0. The length of an unbounded interval
(a, oo), [a, oo), (-oo, b), (—oo, &], (-oo, oo)
is oo.
As indicated before we are going to obtain the measure of a set by covering it with 
half-open intervals. The first thing we need to do is to verify that the process gives the 
usual length when applied to an interval.
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Lemma 5.2. Suppose the closed interval [c, ci] is covered by a countable family of open 
intervals:
[c, d] C kj)-
Then ■ .
d- c < - ai)-
Proof First, since [c, d] is a compact set, it is in fact covered by a finite number of the 
intervals:
[C, d] C UiGN^A)
for some n. We will show that when this happens, the conclusion
d -c < _ ai)
follows. The proof is by induction on n.
If n = 1, then [c, d] C (apbi), so ai < c and d < bp Thus d - c < bi - ai as 
required.
Now suppose n > 2, and the result is true for covers by at most n - 1 open intervals. 
Suppose
[c, d] C
If some interval (a,;, b,) is disjoint from [c, d], it may be omitted from the cover; then we 
have a cover by at most n - 1 sets, so we would be finished by the induction hypothesis. 
So assume (a,, bj) A [c, d] f 0 for all i. Among all of the left endpoints a,, there is one 
that is no larger than any of the others. By renumbering the intervals, let us assume that 
it is ai. Since c is covered, we must have ai < c. Now if bi > d, we have d - c < bx - ax 
< so we are finished. So suppose bi < d. Since (ai, bx) intersects [c,d], we
have bi > c. So bi G [c, d]. At least one of the intervals (a;, b,) covers the point bp By 
renumbering, we may assume it is (a2, b2). Finally, we have a cover of [c, d] by n - 1 sets:
[c,d] C (ax, b2) UU"=3(ai,bi).
So by the induction hypothesis,
d - c < (b2 - ax) + E”=3<A ~
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< (t>2 - a2) + (bl - ai) + Ei*=3(^i  ai)
as required. □
Lemma 5.3. Let a < b be real numbers, and e > 0. Then [a, b) can be written as a finite disjoint union
[a,b) =U?=iM<),
with b - a = — ai) and bi - di < e for all i.
Proof. Choose n G N so large that (b - a)/n < e. Let b; = a + i(b - a)/n for 0 < i < n, and 
a, = bf_i. □
Definition 5.4. Let A be any subset of R. The Lebesgue outer measure of A is obtained by covering A with countably many half-open intervals of total length as small as possible. In symbols,
L(A) = inf Ej=i(fy — aj)
where the infimum is over all countable families {[a/, bj) : j G N} of half-open intervals with A C (Jj£N [dj, bj) and bj - aj < e for all j.
Notice that Lemma 5.3 implies that the Lebesgue outer measure of [a, b) is equal 
to its length b - a.
Theorem 5.5. If A is an interval, then £(A) is the length of A.
Proof. Suppose A = [a, &], where a < b are real numbers. First, if e > 0, then the singleton 
{[a, b + e)} covers the set A, so £(A) < b - a + e. This is true for any e > 0, so £(A) < b - 
a.
Now suppose A C [dj, bj). Let e > 0, and write a’/ = a7- - e/2J. Then
A C UjeN(°j>fy)- By Lemma 5.3 EjXi(fy _ a'j) > b - a. So we have E/iife _ aj) >— db) - e > b - a - e. This is true for any e > 0, so — aj) > b - a. Therefore
£(A) > b - a. So we have £([a, 5]) = b - a.
Next consider A = (a, b). Then £(A) < £([a, £>]) = b - a and on the other hand 
£(A) > £([a + e, b — e]) = b - a - 2e for any e > 0. Similar arguments cover the cases [a, b) 
and (a, b]. If A = [a, oo), the AD [a, a + t] for any t > 0, and therefore £(A) > t; this 
means that £(A) = oo. Similarly for other cases of infinite length intervals. □
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The following theorem states the basic properties of the Lebesgue outer measure.
Theorem 5.6. 1. £(fb) = 0;
2. if A C B, then £(A) < £(B);
/'(UneN An) < En=l^(An/
Proof. For (1), note that 0-C UieN(0> e/U> so ^(0) < e. For (2), note that any cover of B 
is also a cover of A.
Now consider (3). If £(An) = oo for some n, the inequality holds. Assume C(An) 
< oo for all n. Let e > 0. For each n, choose a countable cover T>n of An by half-open 
intervals with
Epepn^(D) < £(An) + 2“ne.
Now 2? = UngN Ai is a countable cover of the union IJneN An- Therefore
— Epep-^(D) < EX1 Ud6D„£(D)
< EX l^(An) + EX1 2-A = EXl^(An) + e.
Since e was an arbitrary positive number, we have
Z(UneN An) < EX 1Z(A„).
□
Definition 5.7. Given A, B C R, we define dist(A, B) = sup {|a; — y\ : x G A,y G B}.
An important case where we get equality for Theorem 5.6 (3) is the following.
Theorem 5.8. Let A, B C R with dist(A, B) > 0. Then C(A U B) = £(A) + C(B).
Proof. First the inequality £(AuB) < £(A) + £(B) follows from part (3) above. Let e = 
dist(A, B)/2, and let A U B C Uyerc fy]> where by - ay < e for all j. Then each interval 
[ay, bj) intersects at most one of the sets A and B. So the collection D = {[ay, by) : j G N} 
can be written as the disjoint union of two collections, T> = T>\ U T>2, where 2?i covers A 
and T>2 covers B. Now £(A) < Epec^CD) and £(B) < Epgp2£(D)> so
£(A) + £(B) < Ep6p2 £(D) + Epep2 £(D) = Epep £(D) < E°i A' - ay).
Therefore, we have £(A) + £(B) < £(A UB). . ■ □
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Theorem 5.9. If A CR, then
£(A) = inf{C(U): U D A, U open}.
Proof. Certainly £(A) < inf{22(U): U D A, U open}. So We must prove the opposite 
inequality. If 22(A) = oo, it is trivially true. So suppose /2(A) < oo. Let e > 0. Then 
there exists a cover UyeN °f A. with Z)°X1(by — af < 22(A) + e/2. Now the set U
= UyeN [aj ~ e/2-’+1,fy) is open, U □ A, and £(U) < ~ aj) + e/2 < -C(A) + e.
Therefore £(A) + e > £(U). This shows that £(A) > inf{£(U): U J A. U open} □
The outer measure £(A) of a set A C R is determined by approximating a set from 
the outside by open sets. A corresponding ” ‘inner measure” ’ is obtained by approximating 
a set from the inside using compact sets.
Definition 5.10. Let A C R. The Lebesgue inner measure of the set A is
. £(A) = sup{£(K): K C A, K compact}.
Theorem 5.11. If A is an interval, then £(A) is length of A.
Proof. Consider the case of an open interval A = (a, b). The cases of other intervals follow 
easily from this case.
If K C A is compact, then K is covered by the single interval A, so that £(K) < 
b - a. Therefore £(A) < b - a. On the other hand, if e > 0, then the set [a + e, b — e] is 
compact, so £(A) > £[a + e, b — e] = b - a - 2e. This is true for any e > 0, so £(A) > b - 
a. □
Note that if A C R is any set, then £(A) < 22(A). This follows from the previous 
two theorems.
We are ready to define measurable sets, and to give their basic properties.
Definition 5.12. A set A is called Lebesgue measurable when C(A) = £(A) is true. If £(A) < oo, then A is Lebesgue measurable if and only if C(A) = £(A). If C(A) = oo, the A is Lebesgue measurable if and only if A O [—n, n] is Lebesgue measurable for all n G N. If A is Lebesgue measurable, we write C(A) for the common value of C(A) and C(A), and call it the Lebesgue measure of A:
Theorem 5.13. Let Ai, A^, ... be disjoint Lebesgue measurable sets. Then |JnAn is measurable, and £,((_)nAn) = 'ffl£(An).
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Proof. It is enough to prove the theorem in the case that £(|Jn An) < oo, since the general 
case will then follow by applying this case to sets A„ A [—m, m]. We know by Theorem 
5.6 that £((J An) < ££(4n)- Let e > 0. For each n, choose a compact set Kn C An with £(Kn') > £(An) - efT1. Since An is measurable, £(An) > £(An) - e/2n. Now the sets K„ 
are disjoint, so the compact set Lm = Ki U K2 U ... U Km satisfies L(Lm) = £(Ki) + 
LUG) + ... + E(Km). Therefore £(UAn) > EJXi^(-An)- Now this is true for all m, 
so £(U An) > E£=i £(-Kn) > ErXi £(fn) - e. This is true for any positive e, so we have 
£(UA„) > E-C(4„).
So £(|J An) = £(|J An), and therefore |J An is measurable and £(Un An) = En ^(An).
□
It also follows that compact subsets, closed subsets, and open subsets of R are 
measurable.
Theorem 5.14. Let A C R. Then A is measurable if and only if, for every e > 0, there exist an open set U and a closed set F with U A A D F and £(U\F) < e.
Proof. Suppose that A is measurable. We consider the case £(A) < 00. Then there exists 
an open set U D A such that C(U) < £(A) + e/2. There exists a compact (hence closed) 
set F C A with £(F) > £(A) - e/2. Now U\F is open, hence measurable, and F is compact, 
hence measurable, so £(U) = £(U\F) + L(Fj. Since the terms are all finite, we may 
subtract, and we get
r(U\F) = £(U) - £(F) < £(A) + e/2 - £(A) + e/2 = e.
Now we take the case £(A) = 00. All of the sets A A [—n, n] are measurable. So ■ 
there exist open sets Un D A A [—n, n] and compact sets Fn C A A [—n, n] with £(Un\F„)
< e/2". Now U = (J Un isopen, and
F = UnercfX n -n + 1] U [n - 1, n]))
is closed. We have U D A D F, and U\F C UneN(Un\Fn), so that £(U\F) < E £(Un\Fn)
< e.
Conversely, suppose sets U and F exist. First assume £(A) < 00. Then £(F) < 00, 
and £(U) < £(U\F) < e + £(F) < 00. Now £(A) < £(U) < £(F) + e < £(A) + e. This 
is true for any e > 0, so ZI(A) = £(A), so A is measurable.
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For the case £(A) = oo, we have U A (-n-e,n + e) 3 P A [—n, n], and the previous 
case may be applied to these sets, using 3e in place of e. □
The next theorem lists the basic algebraic properties of Lebesgue measurable sets.
Theorem 5.15. 1. Both 0 and R are Lebesgue measurable.
2. If A C R is Lebesgue measurable, then so is its complement R\A.
3. If A and B are measurable, then so are A A B, A U B, and A\B.
4- If An is measurable for n G N, then so are |JnsN An and PlmeN An-
Proof. For (1), note that £(0) = 0 and Rfl [—n, n] is measurable for all n.
For (2), note that if F C A C U, then R\U C R\A C R\F and (R\F)\(R\U) = 
U\F.
For the intersection in (3), note that if Fi C A C Ui and F2 C B C U%, then 
Fi AF2 G A A B G Ui ALL and (Ui AU2)\(Fi AF2) C (Ui\Fi) U (U2\F2). This is enough to 
show that A A B is measurable. Now A U B = R\((R\A) A (R\B)), so A U B is measurable. 
And A\B = A A(R\B) so A\B is measurable.
Finally, for (4), note that by (3) we may find disjoint measurable sets B„ with the 
same union as An, so that a previous theorem is applicable. The intersection follows by 
taking complements. ((4) involves only countable unions and intersections.) □
The following is an equivalent definition of measurable sets.
Definition 5.16. A set A C R is Caratheodory measurable if and only if £(E) = L(E A A) + L(E\A) for all sets E C R.
5.2 Outer Measure
We would like to define measures on R other than the Lebesgue measure, and 
to define measures on other spaces. In order to do that, we look at the structures of the 
Lebesgue measurable sets, and also to the properties of the Lebesgue measure viewed as 
a set function. We want to abstract these properties into definitions in order to carry out 
similar constructions in other settings. The main properties of the collection of Lebesgue 
measurable sets are given in Theorem 5.14. From that we abstract the following definition.
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Definition 5.17. A collection F of subsets of a set X is called a cr-algebra on X if and only 
if:
1. 0, X G F:
2. if A G F, then X\A G F;
3. if Ai, A2, ... G F, then (JisN A G F.
For example, Theorem 5.14 shows that the collection of all Lebesgue measurable 
subsets of R is a cr-algebra on R.
We can obtain a cr-algebra out of any collection of subsets. This is called the cr- 
algebra generated by the collection, and its existence is justified by the following theorem.
Theorem 5.18. Let X be a set, and let T> be any collection of subsets of X. Then there is a set F of subsets of X such that
1. F is a a-algebra on X;
2. FD V;
3. If Q is any a-algebra on X with Q 2 T>, then Q 2 F.
Proof. First we notice that the intersection of any collection of cr-algebras on X is a cr- 
algebra. Indeed, let t be a collection of cr-algebras, and let B = (j_4Gr *4  be the intersection. 
Then 0 G A for all A G r, so 0 G B. Similarly X G B. If A G B, then A G A for all A G r, 
so X\A G A for all A G r, and therefore X\A G B. If Ai, A2, ... G B then each An G A for 
all A G r, so UneN An e A for all A G r and therefore UneN e
So suppose a set T> of subsets of X is given. Let r be the collection of all cr-algebras Q on X with Q 2 T>. (There is at least one such cr-algebra, namely the family of all subsets 
of X.) Then, by the previous paragraph, the intersection F = fjger Q is a cr-algebra on X. 
Clearly if Q is any cr-algebra on X with (/I'D, then Q G t, and therefore Q 2 F. □
A very important cr-algebra is the cr-algebra generated by the open sets. We define 
it next.
Definition 5.19. A subset of S is called a Borel Set if and only if it belongs to the cr-algebra on S generated by the open sets.
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The main properties of measure and outer measure are given by Theorem 5.6 (with 
(3) adjusted for equality in the case of a measure and a collection of disjoint sets). These 
properties motivate the following definitions.
Definition 5.20. Let X be a set, and let F be a a-algebra of subsets of X. A measure on F is a set function M.: F —> [0,oo] such that:
1. M(Q) = 0;
2. If An G F is a disjoint sequence of sets, then A4((JngN An) = ^2^L1A4(An).
Definition 5.21. Let X be a set. An outer measure on X is a function M defined on all subsets of X, with values in the nonnegative extended real numbers [0, oo], satisfying
1. M(tb) = 0;
2. if A Q B, then M.(A) < M.(B);
3. Al (1JngN < J3n=1Alf4n/).
We come to the main subject of the section, namely that of constructing outer 
measures. The motivation comes from Lebesgue measure, for which we start with a collec­
tion A of half-open intervals, and a function C from A into the extended non-negative real 
numbers, given by the interval length. Out of that collection and function, we defined outer 
measure in Definition 5.4. We generalize that construction in the next theorem.
The following theorem is on construction of outer measures and is known as 
’’‘Method I”’.
Theorem 5.22. Method I Theorem. Let X be a set and A a family of subsets of X that covers X. Let C: A [0, oo] be any function. There is a unique outer measure M. on X such that
1. M(A) < C(A) for all A G A;
2. if N is any outer measure on X with 7T (A) < C(A) for all A G A, then (B) < M(B) for all B C X.
Proof. If two outer measures satisfy (1) and (2), then each of them is dominated by the 
other, so they are equal. This establishes uniqueness.
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For any subset B of X, define A4(B) = infE^e© C(A'), where the infimum is over 
all countable covers D of B by sets of A.
I claim that M. is an outer measure. First, A4(0) = 0, since the empty set is 
covered by the empty cover, and the empty sum has value 0. If B C C, then any cover of C 
is also a cover of B, so A4(B) < A4(C). Let Bi, B2, ... be given. I must prove A4(UngN Bn)
< EXiYf(Bn). If A4(Bn) = oo for some n, then the inequality is clear. So suppose A4(Bn)
< oo for all n. Let e > 0. For each n, choose a countable cover T>n of Bn by sets of A with
EAeDnC(A) < A4(Bn) + 2_"e.
Now D = IJnGN a countable cover of the UneN Bn- Therefore
•A'UUneN-®") — Exec
< EXx E^„ W
< EXxWn) + En=12-ne
EXl^C6™) + e-
Since e was any positive number, we have
Yf(UneN-®n) — E/lgljAl (Bra).
□
Rather than constructing an inner measure and defining Lebesgue measurable sets 
as we did in Definition 5.11, we use the approach by Caratheodory, given in Definition 5.15 
to define measurable sets in the context of arbitrary outer measure. Then we verify that 
the measurable sets have the expected properties.
Definition 5.23. Let M be an outer measure on a set X. A set A C X is M.-measurable if and only if M.(E) = M(ECi A) + M.(E\A) for all sets E C X.
Theorem 5.24. The collection F of M.-measurable sets is a a-algebra, and M. is countably additive on F.
Proof. First, 0 G F since for any E, we have A4(E 00) + A4(E\0) = A4(0) + A4(E). Since 
E0(X\A) = E\A and E\(X\A) = EnA, we see that a set A belongs to F if and only if its 
complement X\A does.
Suppose Aj G F for j = 1, 2, ... Let E be any test set. Then
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ME) = A4(E A AJ + M(E\Ai)
= A4(E aAx) + AR(E\AX) n A2) + A4(E\(AX U A2))
= E-=x AR(E\ UtxX A) A Aj) + A4(E\ U*= x Aj).
Hence
ARE) > Ej=iAt((E\ Uti1 Ai) A Aj) + M(E\UJeN Aj),
so (let k —> oo)
ARE) > E~ xAt((E\Ufci1 A) n Aj) + ME\ UjeN Aj).
But
E n(UieN Aj) = UJ6N((E\ UU1 Ai) A Aj),
SO
aRe) < me nU,GNA) + M(e\IW/)
< E~ xM(e\ UU1 A) n Aj) + me\ UxeN A)
< me).
Thus |J Aj G J-. This completes the proof that F is a a-algebra.
Now if the sets A/ G T7 are disjoint, we can let E = (J Aj in the previous compu­
tation, and we get
ARUjen Aj) = ^jj^MjAj),
so M. is countably additive on T. □
The following definitions, lemma, and theorem simplify the evaluation of Method 
I measures in metric spaces.
Definition 5.25. Two sets A, B in a metric space have positive separation if and only if 
dist(A, B) > 0; that is, there is r > 0 with p(x, y) > r for all x G A and y G B.
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Definition 5.26. Let M. be an outer measure on a metric space S. We say that M. is a metric outer measure if and only if M(A U B) = M(A) + M(B) for any pair A, B of sets 
with positive separation.
Definition 5.27. The measure Af obtained by restricting a metric outer measure M. to its measurable sets will be called a metric measure.
Lemma 5.28. Let M. be a metric outer measure on the metric space S. Let A± C A2 C ..., 
and A — UjeN A- Assume dist(Aj\Aj+\) > 0 for all j. Then A4(A) = limj^coM.(Aj).
Proof. For all j we have Al (A) > Af(Aj), so A4(A) > limj_.ooA4(Aj). This inequality is 
true for any outer measure. If lim j~too.M.(Aj') = oo, then the equation is true. So suppose 
limj_h0OA4(Aj) < oo.
Let Bi = Ai and Bj = Aj\Aj_i for j > 2. If i > j + 2, then Bj C Aj and B,; C 
A\Aj_i C A\Aj+i, so Bj and Bj have positive separation. So
mi^-i)=^iWi)
Wi^) = e»w
Since limj_>00A/t(Aj) < oo, both of these converge (as m —> oo). So
MA) = A-) = Wi u Ufe>j+1 Bk)
< MM + E£i+1m)-
< lim^ooMAi) + E^j+iM-Bfc).
As j —> oo, the second term goes to 0, so Ad (A) < limi_ooA4(Ai). □
Theorem 5.29. Let M be a metric outer measure on a metric space S. Then every Borel subset of S is M.-measurable.
Proof. Since the cr-algebra of Borel sets is the cr-algebra generated by the closed sets, and 
since the collection F of measurable sets is a cr-algebra, it is enough to show that every 
closed set F is measurable. Let A be any test set. I must show that A4(A) > A4(A (T F) + 
A4(A\F), since the opposite inequality is true for any outer measure.
Let Aj = { x e A: dist(x, F) > 1/j}. Then dist(Aj, F D A) > 1/j, so theorem 5.13 
yields:
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Ad(k A F) + Ad(Aj) = A4((A A F) U Ay) < Ad(k). (5.29a)
Now since F is closed, F contains all points of distance 0 from F, so A\F = UyeN
We check the condition of Lemma 5.28 for the collection {Ay}: If x G (A\(F U Ay+i)), then 
there exists z G F with p(x, z) < l/(j+l). If y G Ay, then
p(x, y) > p(y, z) - p(x, z) > } - y|i-
Thus 0
dist(A\(F U Ay+i), Ay) > | - yiy > 0.
Therefore, applying the Lemma 5.28, we get A4(A\F) < limy_+ooA4(y). Taking 
the limit in 5.29a, we get A4(A A F) + A4(A\F) < A4(A), which completes the proof. □
Proposition 5.30. Let AQ B be two covers of X, and let C: B —> [0, oo] be a set function. If Ad is the method I outer measure defined by C and A, and if Af is the method I outer measure defined by C and B, then Ad (A) > Af (A) for all AC X.
Proof. Let A C X and Let {An} be a cover of A by sets in A. Then, as A C B, we also 
have that {An} is a cover of A by sets in B. Thus }P,AneA — -^(4). Since this inequality 
holds for any cover of A by sets in A, we get that A4(A) > A/-(A). □
Definition 5.31. Let A be a family of subsets of a metric space S, and suppose, for every x G S and e > 0, there exists A G A with x G A and diam A < e. Suppose C: A —> [0, oo] is a given function. An outer measure will be constructed based on this data. For each e > 
0, let
Ae = {A G A : diamA < e}.
Let Ade be the method I outer measure determined by C using the family Ae. Then by Proposition 5.30, for a given set E, when e decreases, Ae gets smaller, so Ade(E) increases. Define
Ad(E) = lime^QMe(E') — supe>sA4<,(E').
It is easily verified that Ad is an outer measure. As usual, we will write Ad for the restriction 
to the measurable sets. This construction of an outer measure Ad from a set function C (and a measure Ad from Ad) is called method II.
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Theorem 5.32. The set function M. defined by method II is a metric outer measure.
Proof. Let A, B C S with dist(A, B) > 0. Since M is an outer measure, we have A4(A U 
B) < A4(A) + A4(B). So I must prove the opposite inequality.
Let e > 0 so small that e < dist(A, B). Let T> be any countable cover of A U B by 
sets of Ae. The sets D 6 T> have diameter less than dist(A, B), so such a set D intersects 
at most one of the sets A, B. Therefore, T> may be divided into two disjoint collections, 
and T>2, where Z>i covers A and T>2 covers B. Then
EpepG(D) = EpeC1 C(D) + Epep2 C(D) > M(A) + M(B).
Now we may take the infimum over all covers, and conclude A4e(A U B) > A4e(A) + Afe(B). 
Then we may thake the limit as e —> 0 to conclude A4(A U B) > A4(A) + A4(B). □
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Chapter 6
Similarity and Hausdorff
Dimensions
In this chapter we introduce the main notion of this project, namely the Hausdorff
dimension. The Hausdorff dimension was motivated partly by the similarity dimension for 
self-similar sets. We discuss the similarity dimension in the first section and then move on 
the Hausdorff dimension.
6.1 Similarity Dimension
In order to motivate the notion of Hausdorff dimension, we consider an example 
that illustrates how the notion of similarity dimension came about.
Let’s take the example of a cube. Break the cube into 27 identical cubes with 
edges equal to 1/3 of the edge of the original cube. We have that in this case, where the 
reduction factor s = 1/3, the cube is broken into a = 27 pieces. We can divide the edge of 
the cube into 6, 9, 12, and so on, obtaining the following table of values.
s = reduction factor
1/3
1/6
1/9
1/12
a = number of pieces
27 = 33
216 = 63
729 = 93
1688 = 123
In each of these cases we notice that a = (|)3- Here the number 3 is the usual 
topological dimension of the cube. In general if a = dp, we would like to see D as a 
dimension related to the object.
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From a = we get that D = This quantity has been referred to- as the
similarity dimension.
We can develop this notion of dimension for self-similar sets. Of course, if a set 
is not self-similar, like the unit ball in R”, this dimension does not make sense as defined 
above. However, we will develop the notion of Hausdorff dimension that generalizes the 
similarity dimension to all sets, including those that are not self-similar.
Definition 6.1. When a self-similar set has been scaled down, there is a power law relation between the number of pieces, a, and the reduction factor, s: a = l/sD. Solving this equation for D, we get: D = log(a)/log(l/s). D is called the similarity dimension.
Example 6.2. A line segment broken into 3 equal parts with a reduction factor of 1/3 is related by the power law appropriately: a = 3, s = 1/3, and D = 1, then 3 = l/fl/3)1.
Example 6.3. A unit square broken into 9 equal parts with a reduction factor 1/3 is related by the power law appropriately: a = 9, s = 1/3, D = 2, then 9 = 1/(1/S)D.
The similarity dimension can also be formulated for a finite set of ratios, instead 
of a single ratio. This formulation goes as follows.
Definition 6.4. A ratio list is a finite list of positive numbers, (ri, r2, ..., rn).
Definition 6.5. An iterated function system realizing a ratio list (ri, r2, ..., rn) in a metric space S is a list (fi, f2, ■ ■ ■, fn)> where f: S —> S is a similarity with ratio rt.
Definition 6.6. The dimension associated with a ratio list (ry, r2, ..., rn) is the positive number s such that + ... + = 1.
Theorem 6.7. Let (r\, r2, ..., rn) be a ratio list. Suppose each ri < 1. Then there is a unique nonnegative number s satisfying
Etuf = i
The number s is 0 if and only if n = 1.
Proof. Consider the function </>: [0, oo) —+ [0, oo) defined by
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Then <f> is a continuous function, 0(0) = n > 1 and limn_>oo0(s) = 0 < 1. Therefore, by the 
intermediate value theorem, there is at least one value s with 0(s) = 1. The derivative of 0 
is EiLiril°9ri- This is < 0, so 0 is strictly decreasing. Therefore there is only one solution 
s to 0(s) = 1. If n > 1, then 0(0) > 1, so s / 0. □
Definition 6.8. The number s is called the similarity dimension of a (nonempty compact) set K if and only if there is a finite ”‘decomposition” ’ of K
K = \J?=1fi[K]
where (fi, f2, ■ . ., fn) is an iterated function system of similarities realizing a ratio list with dimension s.
Example 6.9. The triadic Cantor dust is the invariant set for an iterated function system realizing ratio list (1/3, 1/3) (see Definition 2.5 and Proposition 2.6). So the similarity dimension is the solution s of the equation 2(l/3)s = 1, which is Iog2/log3 = 0.6309. Notice that the similarity and topological dimension for the Cantor Dust are different.
Example 6.10. The Sierpinski gasket is a set of triangles within triangles that is an invari­ant set constructed with an iterated function system realizing ratio list (1/2, 1/2, 1/2) with centers at the three vertices of each triangle (see the dilations given right after Definition 2.8 and Lemma 2.9). The similarity dimension is the solution s of the equation 3(l/2)s = 1, which is Iog3/log2 = 1.5849. Recall that given the triangle with sides of length 1 unit and positioned with the bottom left vertex at the origin, the dilations are defined by:
fi(x) = ±x, f2(x) = if + (1/2,0), f3(x) = If + (1/4, \/3/4).
6.2 Hausdorff Dimension
Another notion of dimension is the Hausdorff Dimension. Sometimes the similarity 
dimension can be used to compute the Hausdorff dimension [PJS04].
Let S be a metric space. Consider a positive real number s, the candidate for the 
dimension.
Definition 6.11. The s-dimensional Hausdorff outer measure is the method II outer mea­sure defined from the set function C(A) = (diam A)s. It is written TLS.
Note that since Hs is constructed by method II, it is a metric outer measure.
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Definition 6.12. The restriction ofT-f to the measurable sets is called s-dimensional Haus­dorff measure, and is written TLS.
Definition 6.13. A cover A is an e-cover if and only if diam A < e for all A G A.
Given a set F. A computation shows that when e gets smaller, ?/{(F) gets larger. 
So:
Hs (F) = lim^o K (F) = supe>0^ (F)
is the s-dimensional Hausdorff outer measure of the set F.
Theorem 6.14. Let F be a Borel set. Let 0 < s < t. IfHs(F) < oo, then TfifF) = 0. If HfF) > 0, then Hs (F) = oo.
Proof. If diam A < e, then
27'(A) < (diam A)‘ < ei_s(diam A)s.
Therefore by the Method I theorem, 7Y*(F)  < et_s7Ye(F) for all F. Now if HS(F) < oo, then 
7ft(F) < lime_,oc<_s?/e(F) = 0. 7f,s(F) = 0. The second assertion is the contrapositive. □
Definition 6.15. By the previous theorem, there is a unique critical value sq G [0,oo] such that:
Tts (F) = oo for all s < sq;
Hs(F) = 0 for all s > so-
This value So is called the Hausdorff dimension of the set F.
Theorem 6.16. Let A, B be Borel sets.
1. If A C B, then dim A < dim B.
2. dim (A U B) = max{dim A, dim B}.
Proof. (1) Suppose A C B. If s > dim B, then ?is(A) < 72S(B) = 0. Therefore dim A < s. 
This is true for all s > dim B, so dim A < dim B.
(2) Let s > max{dim A, dim B}. Then s > dim A, so 7YS(A) = 0. Similarly, 72 s (B) 
= 0. Then HS(A U B) < 7-fs(A) + "HS(B) = 0. Therefore dim(A U B) < s. This is true for 
all s > max{dim A, dim B}, so we have dim(A U B) < max{dim A, dim B}. By (1), dim 
(A U B) > max{dim A, dim B}. □
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The following theorem shows that the Hausdorff dimension coincides with the 
similarity dimension of a similarity function.
Theorem 6.17. Let f: S T be a similarity with ratio r > 0, let s be a positive real number, and let F C S be a Borel set. Then 7is (j[F]) = Fit3 (F). So dim j[F] = dim F.
Proof. We may assume that T = f[S]. Then f has an inverse f-1. A set A C S satisfies diam 
f[A] = r-diam A. Therefore (diam f[A])s = rs(diam A)s. By the Method I theorem applied 
twice, Hsre(F) = rsHsc(F). Therefore Ws(f[F]) = rsHs(F) and dim f[F] = dim F. □
6.3 Some Examples
We compute the Hausdorff dimension of sets from elementary geometry and that 
of fractal sets. This will show that in the case of a set from elementary geometry, the 
Hausdorff dimension coincides with the topological dimension while it strictly exceeds the 
topological dimension in the case of a fractal set.
Theorem 6.18. For R, the one-dimensional Hausdorff measure Tt1 coincides with the Lebesgue measure £.
Proof. Let A C R have finite diameter k. Then supA - infA = k, so A is contained in a 
closed interval I of length k. Thus £(A) < £(I) = r. Now, by the Method I theorem, 
is the largest outer measure JV such that Jf(B) < diam B for any set B with diam B < e. 
Thus H\(D) > £(D) for all D. Hence H^D) > £(D).
For the opposite inequality, consider first [a, b) and e > 0. Let a = xq < xi < ... < xn = b be such that Xj — Xj-i < e for all j. Then {pj-i, xjj : 1 < j < n} covers [a, b), so 
E"=i diam [zj-i, x,] = E"=i(®j “ ®j-i) = b - a.
It follows that ([«,&)) < b - a. Again, the Method I theorem guarantees that £ is the 
largest outer measure satisfying £([a, &)) < b - a for all [a, b). Therefore £(D) > 7Y1(U) for 
all sets D.
Thus the two outer measure £ and 7Y1 coincide. Since the measurable sets in both 
cases are given by the Caratheodory characterization, we see that the measures £ and 7Y1 
coincide. □
Proposition 6.19. The Hausdorff dimension of the line R is 1.
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Proof. By the previous theorem we have 7Y1([0,1]) = £([0,1]) = 1. Therefore dim[0,1] 
= 1. Now [0,1] C R, so dim(R) > dim[0,1] = 1. If s > 1, then 77s([0,1]) = 0. The 
intervals [n,n+l] are isometric to [0,1], so it follows that Ws([n,n +1]) = 0. Therefore 
2/s(R) < 53^._OO7/S([n,n+ 1]) = 0. This means that dim R < s. But this is true for any 
s > 1, so dim R < 1. Therefore we have seen that dim(R) = 1. □
Next, we compute the Hausdorff dimension of R2.
Proposition 6.20. The Hausdorff dimension of two-dimensional Euclidean space R2 is 2.
Proof. Consider the unit square Q = [0,1] x [0,1]. It is covered by n2 small squares with 
side 1/n, so if e > \/2/n, we have 7/2(Q) < n2(v/2/n)2 = 2. Therefore TL2(Q) < 2 so dim 
Q < 2.
On the other hand, if A is any cover of Q by closed sets, then (since any set A of 
diameter r is contained in a square Qa with side < r), Jj^g^/diamA)2 > ^AeA^tQd) k 
£2(U>i6>i Qa) > £2(Q) = 1. Therefore TL2(Q) > 1, so dim Q > 2.
For R2, since Q C R2, we have dim R2 > dim Q = 2. If s > 2, then "HS(Q) = 
0; but R2 can be covered by a countable collection {Qn : n 6 N} of squares of side 1, so 
7/s(R2) < ffm'Hs(Qn) = 0. This shows that dim R2 < s. Therefore dim R2 < 2. □
Theorem 6.21. There exist positive constants a and b such that a£2(B) < ?Y2(B) < 
b£2(B) for all Borel sets BCR2.
Proof. Let Q = [0,1] x [0,1] be the unit square. Let b = 7/2(Q). (We have seen that b < 
oo.) First, if B = rQ = [0,r] x [0, r], then 'H2(B) = r2'H2(Q) = r2b = b£2(B). Next, the 
same is true for a translate of such a square. Then, if B is a rectangle with edges parallel to 
the coordinate axes, it can be approximated inside and outside by little squares, so we will 
have B2(B) = b£2(B) in that case. From this we may deduce by the Method I theorem 
that for any Borel set B, we have TL2(B) < b£2(B).
Let a = 1/£2(Bi(0)) [=1/%]. If a set A C R2 has diameter r, then it is contained 
in a ball Br(x) of radius r, and £2(A) < £2(Br(xf) = r2£2(Bi(0)) = r2/a. From this we 
may deduce by the Method I theorem that for any Borel set B, we have a£2 < 7d2(B). □
Next, we compute the Hausdorff dimension of the Cantor dust C. We start by 
considering the space of infinite sequences in {0,1}, {0,1}W. Consider the metric yq^.on 
{0,1}W, defined by p1/3(cr,t) = (|)fe when <r and r agree on the first k entries.
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Proposition 6.22. The Hausdorff dimension for {0,1}(W) with metric p^p is Iog2/log3.
Proof. Write s = Iog2/log3. Consider the measure M.i/2 such that if the length |a| = k, 
then A41/2([a]) — T~k = (3~fc)s = (diam [o])s- Since diam([cn]) = 3-fc, we have A4i/2([a]) = (diam [o])s. Thus 7U({0,1}W) = At1/2({0,1}W) = 1, so dim {0, a}w = s = log 2/log 3. □
Corollary 6.23. The Cantor dust has Hausdorff dimension Iog2/log3.
Proof. Recall the function h: {0,1}W —> [0,1] defined in Proposition 2.15 in Chapter 2 with 
range C, and given by h(xi,a;2, • ■ •) = This is related to p^j2 metric by
IP1/3O,t) < - h(r)\ < pyffa,T~).
It follows that the map preserves the Hausdorff dimension, so
dim(C) = dim({0,1}W, px/3) = j^|.
Finally, we show that the Hausdorff dimension of the Sierpinski gasket S is log 
3/log 2.
Proposition 6.24. The Sierpinski gasket has Hausdorff dimension at most log 3/log 2.
Proof. The model map h has bounded increase. By stated exercise, we have dim S < dim 
{0,1}M □
Proposition 6.25. The Sierpinski gasket S has Hausdorff dimension equal to its similarity dimension log 3/log 2.
Proof. Let s = log 3/log 2. We show first that dim S < s. Consider the map h: [L, U, R}w —> s given by h(xn) = ((un), (vn)) where un = 0, v„ = 0 if xn = L, un = 0, vn = 1 if xn = U, 
and un = 1, vn = 0 if xn = R.
h is an onto map, since ((un), (vn)) G S if and only if for each n, un and v„ are 
not both 1.
Consider the metric pi/2 defined as px/2 (cr, t) = (|)fe for cr, t G {L, R, U}w if <r and 
t agree on the first k entries. Note that with this metric diam(|oj) = (l/2)l“l, where a is a 
finite sequence and |a| is the length of a.
Note also that \h(a) — h(r)| < £i/2(cr, r). Thus if A C {L,U,R}W, then diam 
h(A) < diam A, so [<Ao,m/i(A)]s < [diamA]s. Now the map C(A) = (diam A)s gives rise 
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to Hs, therefore the previous inequality implies that Tts(h(A)) < HS(A). Thus, for A = {L,U,R}w, we get HS(S) < HS({L,U,R}W), and therefore dim(S) < dim({L, U,R}w).
Now dim {L,U,R}W = s, because for the measure such that A/t1/3([ai]) =
we have that A4i/3([ce]) = = (2“lal)s = (diam[a])s. Thus AI1/3 = Tls, soHS({L, U, R}w) = M1/3({L, U, R}w) = 1. Thus dim {L, U, R}w = s.
It follows that dim(S) < s.
For the other inequality, let V be the interior of the first triangle So approximating 
the Sierpinski gasket S. Then E2(Vj = and if |ce| = |/?|, a f (3, then a [V] A/3 [V] = 0. 
Also h[[a]] = a [V]. The set Sfc approximating S is the union IJaesW a [^] • Given a 
set A C S, let k be the positive integer satisfying 2~k < diam A < 2_fc+1. Let T = 
{a G EU9 : a [V] A A f 0}. I claim that T has at most 100 elements. Let m be the number 
of elements in T. A set a [V] is the image of V under a similarity with ratio 2“fc, so it has 
area £2(a [V]) = The sets a [V] with a G T are all disjoint. If x is a point of A,
then all of the elements of all of the sets a [V] with a G T are within distance diam A +
< 3 • 2-fe of x. So m disjoint sets of area 4"*^  are contained in the ball with center 
x and radius 3-2_fe. Therefore m4_fc/p < 7t(3 ■ 2_fe)2. Solving for m, we get m < 367r/\/3, 
which is smaller than 100.
Next I claim that A4(fi_1 [A]) < 100(diamA)s for all Borel sets A C S. Given A, 
let k and T be as above. Then A C [V], so h_1 [A] C U«gT [«]• Therefore
A4(/1“1 [A]) < EQeTA4([a])
< 100 • 3_fe = 100(2-fe)s.
< W0(diamA)s.
By the Method I theorem, A4(fi_1 [A]) < 100?fs(A) for all Borel sets A. So 1 
< 1007Ys(Sj, and therefore dim S > s. □
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Chapter 7
Conclusion
From the examples of Section 6.3, we see that the Hausdorff dimension and the 
topological dimensions coincide for the usual sets of elementary geometry (R and R2 in 
Section 6.3). For the fractals C (the Cantor dust) and S (Sierpinski gasket), however, 
the Hausdorff dimension strictly exceeds the topological dimension. This illustrates the 
definition of fractal proposed by Mandelbrot [Man82].
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