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1. INTRODUCTION 
In this paper, we use Priiferian methods [5] to give elementary proofs of 
the comparison and oscillation theorems for the eigenvalues and the eigen- 
functions of the boundary-value problem 
y”(x) + la(x) y(x) = 0, x E [O, 11, (1.1) 
y(O) cos a - y’(O) sin a = 0, O<a<lr, (1.2a) 
Y(l)cosp-v’(l)sinp=O, OcP<s (1.2b) 
where we assume that (I is continuous, non-negative and not identically zero 
in [0, I]. In weakening the classical assumptions in [5] that a(x) be positive, 
Atkinson [2] discusses the case where a(x) is allowed to vanish over a subin- 
terval of [0, 11. His conditions, when applied to our problem, are: 
a E L’(0, l), a > 0 on [0, 11, and J”$z(t)dt > 0, j: a(t) dt > 0 for all 
x E (0, 1). In particular, he shows that under these assumptions the eigen- 
function corresponding to the smallest eigenvalue does not vanish on (0, 1). 
Our results agree with his except in one case, namely, when Q is identically 
zero in a neighborhood of x = 1. Then, under certain conditions, we find that 
the eigenfunction corresponding to the smallest eigenvalue can have a zero in 
(0, 1) (the exact conditions are found in Theorem 3). 
We also construct an example to show that the normalized eigenfunctions 
for (1.1) and (1.2) need not be uniformly bounded in 1 if u(x) vanishes over 
a subinterval of [0, 11. This is in contrast to the uniform bound on the eigen- 
functions when a is strictly positive [3]. 
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2. COMPARISON AND OSCILLATION THEOREMS 
Following Priifer [5], we introduce p(x) and 4(x) by the pair of equations 
Y(X) = P(X) sin ~(xh (2-l) 
Y’(X) = P(X) cm !Nx). (2.2) 
It then follows from (1.1) that p and 4 satisfy the pair of equations 
p’(x) = f{ 1 - k(x)} p(x) sin 24(x) (2.3) 
and 
f(x) = Au(x) sin* 4(x) + cos’ 4(x). (2.4) 
In addition, because of (1.2) we require that 4(O) = a and p(O) = 1. Then 
with the assumption that a is continuous on [0, 11, we have that this pair of 
initial value problems have a unique solution on [0, 11. 
Before proving the main results, it is convenient to introduce the following 
notation. 
DEFINITION 1. Let I,, = {x E [0, I]]@) = 0 for all t E [0,x]] and let 
I, = {x E [0, l]la(t) = 0 for all t E [x, l]}. If I, is empty, set x0 = 0; 
otherwise, let x0 denote the right endpoint of 1,. If I, is empty, set x, = 1; 
otherwise let x, denote the left endpoint of I,. 
We note that x0 -C xi, since a is continuous and not identically zero on 
[0, 11. Also, if x,, > 0, then u(x) s 0 on [0, x,,], while u(x) = 0 on [x1, l] if 
x, < 1. 
We begin by proving a comparison theorem. 
THEOREM 1. Let B(x) - 4(x, A) satisfy (2.4) with initial condition 
o(O) = a and let 4*(x) = #(x, A*) satisfy 
4*‘(x) = A*u(x) sin’#*(x) + cos’ 4*(x) P-5) 
with )*(O)= a*, 0 401 <a* < n and A < A*. Then 4(x) < d*(x) on [0, I] 
and b*(x) on (x0, 11. 
Proof: We first establish two identities. Suppose x, is a point where 
!a) = 4*w Th en, if cos $(xE) # 0, in a neighborhood of xE, we have the 
identity 
tan #* - tan $ = (A* - 2) IX E(s) u(s) tan* # d@(x), 
x.5 
(2.6) 
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where E(x) = exp{l* J‘;, a(s)ltan #* + tan @] &I. On the other hand, if 
cos d(xE) = 0, then, near x = xI.- ~ 
cot 4 - cot I$* = (A.” .- A) )‘-l. a(s) F(s) h/F(x), (2.7) 
IL 
where F(x) = exp{J‘G, [cot 4 + cot e*] ds). To establish (2.6) we rewrite (2.4) 
as 
se? $4’ = da(x) tan* 4 + 1 
and (2.5) as set* d*#*’ = A*a(x) tan* #* + 1. Subtracting the first equation 
from the second then gives 
sec2 +A*$*’ - set’ 44’ = (A* tan’ d* -L tan’ )) a(x) 
or 
(tan d* - tan 4)’ - L*a(x)(tan d + tan $*)(tan d* - tan $) 
= (A* - 2) a(x) tan* 4. 
Solving this differential equation in a neighborhood of xE then yields (2.6). A 
similar analysis yields (2.7). 
In or&r to prove the theorem, we now show that if there exists a point R 
where d(9) < #*($, then o(x) < 4*(x) on [3, 11. For suppose 4(s) < d*(g) 
and d(x) = d*(x) for some x > .i?. Let xE be the smallest x > x^ for which the 
equality holds. If cos #(xE) f 0, we can apply (2.6) in a left-hand 
neighborhood of x,. By hypothesis, the left-hand side of (2.6) is positive for 
x <XE, while the right-hand side is non-positive (since the integrand is non- 
negative), a contradiction. A similar conchkon fohows from (2.7) if 
cos #(XE) = 0. 
Finally we show that #(x)<#*(x) on [0, l] and #[xl < d*(x) on (x0, 11. 
If a* > a, then #*(xx) > 4(x) on [0, 11. If (x* = a, then $* = d on [0,x,]. If 
cos $(x0) f 0, then we can apply (2.6) in an interval i= (x,, x, + 8). If 
sin #(x0) # 0, then tan2 4(x,) > 0 in I, while if sin #(x0) = 0, then @(x0) = 1 
so that tan’#(xJ > 0 in I. Thus, the inkgrand in (2.6) is positive on I and 
hence d* > # on I. If cos &x0) = 0, then (2.7) apphea and cot (b > cot #* or 
qi* > fb for x > x0, x near x0. Then we conclude that (6* 2 $ on [O, 1 ] and 
d* > 9 on b,, 11. 
We next investigate the behavior of #(x, A) as a funotioa of A. We state the 
theorem below for that purpose. 
THEOREM 2. Let 4(x) s #(x, A) be the solution to (2.4) satisfying 
4(O) = a, 0 ,< a < 71. Then 
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(i) 4(x) > 0 on (0, 11, 
(ii) lim,_-, #(l,d)=tan-‘(1 -x,), 
(iii) lim,+, #( 1, A) = 03. 
Proof: (i) The result follows directly by noting that 4(O) > 0 and that 
4’(x) = 1, whenever d(x) = 0. 
(ii) The comparison theorem shows that 9(x, ,I) is a monotone 
increasing function of 1 for each x and from (i) above we see that 
Q(x, A) > 0. Therefore, lim,++, 4(x, A) exists for each x E [0, I]. We will 
show that Em,_+, 4(x,, ,I) = 0, which then implies (ii). 
The fact that 0 < a < rr implies that there exists a constant k < z such that 
@(x, A) < k for x E [0, l] and all L < 0. Also, from the definition of x,, for 
each suffkiently small 6 > 0, a(x) > a, > 0 on [x, - 26, x, - S]. Our goal 
will be to show that given E > 0, there exists a 1, such that if 1 < I,,, then 
4(x, - 6, A) < E. Suppose there exists an E for which this is false. Define 
g(x) = k, o<x<x,-26, 
=q(x-x,+26)+k, XI - 26 < x < x1 - s. 
Choose 1, such that 
c-k 
1 + &a, sin* s < 6. 
Since 4(x, 2) < g(x) for 0 < x < x, - 26 and $(x, - 6, A) > E = g(x, - S), we 
must have that Q(x, A) = g(x) for some x E (x, - 26,x, - 6) and 
d’(x) > g’(x). But for any 1 < L,, and x E (xl - 26, x, - 6), we have that 
f(x) = co2 $ + hz(x) sir? 4 
c-k 
< 1 +I,ussin2s <-j-= g’(x), 
a contradiction. Thus, for all sufficiently small 6, lim,+, #(x1 - 6, A) = 0, 
so that Km,_-, ((x, , A) = 0. 
(iii) Since u(x) > 0 on [0, I], 4’(x) > 0 if L > 0. 
So for 1> 0, 4 is a monotone increasing function of x on [0, 11. Using the 
fact that a is continuous, non-negative and not identically zero, there exists 
an interval [x2, x3] where a is bounded away from zero. By employing the 
same argument as used in Hille [4], we see that lim,,, #(x3, 2) = co and 
since #(l, A) > #(x3, ,I) for L > 0, the result follows. 
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We conclude this section by applying our results to the original boundary- 
value problem. 
THEOREM 3. Suppose a(x) is continuous, non-negative and not iden- 
tically zero on [ 0, 11. Then the boundary value problem 
.Y” f h(x) y = 0, 
y(0) cos a - y’(0) sin a = 0, O<a<x, 
y(l)cos/?- y’(l)sinP=O, O<B,<G 
has inJinirei$ many real, simple, eigenvalues (L,j : 
A0 < 1, < A, . . . < A, < . . . , lim I, = co. 
nb+m 
Moreover, iftan-‘( 1 - x,) < p (x, is deJned ac the beginning ofthis section), 
then the nth eigenfunction has exactly n zeros in (0, 1); otherwise the rith 
eigenfunction has (n + 1) zeros in (0, 1). 
Proof: The arguments follow those of Hille (41. The result concerning 
the zeros comes from the fact that we are looking at solutions to (2.4) for 
which 
((0, n) = ff, ((1,/1)=8+nn. 
If tan - ‘( 1 - xi) < /3, then we have a solution for n = 0; other%&, the 
smallest solution occurs when n = 1 and #(x, A) = n for some x E (0, 1). 
3. UNIFORM BOUNDEDNESS OF THE EXXWUNCTIONS 
It has been proved [3] that the eigenfunctions of the system 
y” - ay f ky = 0, x E 10, I], (3. la) 
a(x) E Cl09 11, a(x) > 0, (3. lb) 
i 
1 y*(x) dx = 1, y(O)= y(l)=O, (3. ic) 
0 
are boun&d, namely, 
(3.2) 
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where C, and C, are positive constants independent of x and 1. It was also 
noted in [3] that for higher-dimensional systems, the eigenfunctions are not 
bounded. 
These results extend readily to our problem if we assume that a is positive 
on [0, l] and has a continuous derivative. Thus, consider the system 
y” + h(x) y = 0, XE [O, 11, (3.3a) 
a(x)G C’[O, 11, a(x) > 0, (3.3b) 
I 
1 
u(x)y2(x)dx= 1, y(O)=y(l)=O. (3.3c) 
0 
We intend to show that the normalized eigenfunctions are uniformly bounded 
in 1. To show this, we multiply (3.3a) by y’ and rewrite as 
y’y” = 4uyy’. 
Thus, (; d/dx ( JJ”) dx = -A (; a@/&)( y’) dx. So, 
or 
y”(x) + la(x) y*(x) = y’*(O) + A f u’y* dx 
0 
y”(x) + Au(x) y’(x) < y’*(O) + L max 
I( )I 
$ for ;I > 0. 
Also, from (3.4) we can write 
yy” = -Jay*. 
This yields 
1 
1 
y’* dx = 1. 
0 
And, by integrating (3.5) over [0, 1 J we can show that 
y’*(O)<< (2+max /(f) I). 
Thus, 
wd Y’(X) < u’*(x) + fw4Y2W 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
<U (1 +max I(%) I). 
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SO. 
and thus, y”(x) is bounded, independent of 1. 
In the next section we construct an example to show that relaxing the 
requirement that a(x) be positive on [O, l] can result in the normalized 
eigenfunctions becoming infinite as i, + co. 
4. AN EXAMPLE 
In our example, we consider a case where a(x) vanishes over a subinterval 
of [0, 11, i.e., we consider the system 
y” + h(x) y = 0, x E [O, 11, (4. la) 
4x) E C’[O, 11, a(x) 2 0, (4.lb) 
I 
1 u(x) y’(x) dx = 1) y(O)=y(l)=O, (4.lc) 
0 
and we will show that y*(x) -+ co as I + co. However, it will be shown that 
a(x) y2(x) remains uniformly bounded as I -+ 03. For this, let 
u(x) = 9(f - x)2, O<x<f, (4.2a) 
= 0, i<X<f, (4.2b) 
= 9(x - $)‘, $<x<l. (4.2~) 
Then, the solution of the difkential equation can be written as [ 1,6] 
y = A V(x) + B W(x), osxs+, (4.3a) 
=Cx+D, gxs-<, (4.3b) 
=EV(l -x)+PW(l -x), f&x< 1, (4.3c) 
where, 
V(x)= (f-x)‘i2J~~4 [F (f-x)2] (4.3d) 
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and 
W(x)= y-x ( l )l’*J,, [q (f-x)2] 
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(4.4) 
and J’s denote Bessel functions. 
If we now use the fact that y(O) = y(l) = 0 and that y and y’ must be 
continuous at 4 and f, we get the eigenvalue conditions 
V(0) = 0, (4Sa) 
W(0) = 6yW(O), (4.5b) 
where 
y= v(f) = (?yy4 [r($, 
and 
a= w (f)=- (qy4 [+)I-‘. 
Both the two eigenvalue conditions indicate that for large 12, 
(4.6a) 
(4.6b) 
(4.7) 
i.e., that the eigenvalues are not bounded. 
We now enquire into the behavior of the eigenfiunctions corresponding to 
the first eigenvalue condition V(0) = 0. We have 
Y(X) = A WI, XE [O,il, (4.8a) 
=yA, x E [$, +I, (4.8b) 
=AV(l -x), x E [3, 1 I, (4.8~) 
while from the normalization condition 
(4.9) 
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Consider x E IO, l/3 1. Here, we write 
and consider two separate cases: 
Then, for 1 sufftcientiy large, 
and, 
Thus, y’(x) - C*P4, where c’s are constants independent of x and A. Since 
1 is not bounded, y’(x) is not bounded. But, 
a(x) y”(x) - c, 2 - v4 
and so, a(x) y*(x) is bounded. 
> M. 
Then, y”(x) - C,(f - x)-l and e(x) y’(x) N C,($ -x) < C,/3. So, again 
a(x) y’(x) is bounded. For x E [i, $1, a(x) y’(x) = 0. For x E 15, 11, noting 
that y(x) = y(1 - x), we again have the same conclusion, i.e., a(x) y”(x) is 
bounded. 
Similar results hold for the second eigenvalue condition W(0) = 6yW(O). 
Here we get 
y(x) =A 
[ 
V(x) - $ fqx) 7 
I 
1 
XE o,- , [ 1 3 {4.lOa) 
= A [ - 67x + 3~1, (4. lob) 
=A [-V(1-x)+6$.V(l-x)], xE[$II; (4.lOc) 
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where, 
AZ= 18 (4.11) 
J12 36ylJt2 -zJt -Y4 + (!j2 v4 21 l/4 - 7 Jw Jw 
Thus, we have shown that a(x) y’(x) instead of y’(x) is uniformly bounded 
asA-+co. 
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