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Abstract 
 
This paper presents a reliable multi-objective optimal control method for batch processes based on 
bootstrap aggregated neural networks. In order to overcome the difficulty in developing detailed 
mechanistic models, bootstrap aggregated neural networks are used to model batch processes. Apart 
from being able to offer enhanced model prediction accuracy, bootstrap aggregated neural networks 
can also provide prediction confidence bounds indicating the reliability of the corresponding model 
predictions. In addition to the process operation objectives, the reliability of model prediction is 
incorporated in multi-objective optimisation in order to improve the reliability of the obtained optimal 
control policy. The standard error of the individual neural network predictions is taken as the 
indication of model prediction reliability. The additional objective of enhancing model prediction 
reliability forces the calculated optimal control policies to be within the regions where the model 
predictions are reliable. By such a means, the resulting control policies are reliable. The proposed 
method is demonstrated on a simulated fed-batch reactor and a simulated batch polymerisation 
process. It is shown that by incorporating model prediction reliability in the optimisation criteria, 
reliable control policy is obtained.  
 
Keywords: Batch processes, multi-objective optimisation, neural networks, model reliability. 
 
 
1. Introduction 
 
Batch or semi-batch processes are suitable for the responsive manufacturing of high value added 
products [1]. In the operation of batch processes, it is desirable to meet a number of objectives, which 
are usually conflicting to each other. The relative importance of the individual objectives usually 
changes with market conditions. To maximise the profit from batch process manufacturing, multi-
objective optimal control should be applied to batch processes.  
 
The performance of multi-objective optimal control depends on the accuracy of the process model. 
Developing detailed mechanistic models is usually very time consuming and may not be feasible for 
agile responsive manufacturing. Data based empirical models, such as neural network models [2] and 
nonlinear partial least square models [3 – 5], and hybrid models [6] have to be utilised. Stacked neural 
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networks, also known as aggregated neural networks, have been shown to possess better 
generalisation capability than single neural networks [7,8] and are used in this paper to model batch 
processes. An additional feature of stacked neural networks is that they can also provide prediction 
confidence bounds indicating the reliability of the corresponding model predictions [9]. Due to 
model-plant mismatches, the “optimal” control policy calculated from a neural network model may 
not be optimal when applied to the actual process [10]. Thus it is import that the calculated optimal 
control policy should be reliable. Zhang [10] proposes a reliable optimal control approach for batch 
processes through incorporating model prediction confidence into the optimisation objective function 
in a single objective optimisation framework. However, single objective optimisation may not be 
efficient in handling multiple process operating objectives.  
 
This paper presents a multi-objective optimal control method for batch processes based on bootstrap 
aggregated neural network models. In addition to the process operation objectives, the reliability of 
model prediction is incorporated in multi-objective optimisation in order to improve the reliability of 
the obtained optimal control policy. The standard error of the individual neural network predictions is 
taken as the indication of model prediction reliability. The goal attainment method [11] is used to 
solve the multi-objective optimisation problem where, in addition to the process operation objectives, 
minimising the standard error of the individual neural network predictions is taken as the additional 
optimisation objective.  
 
The proposed method is demonstrated on a simulated fed-batch reactor and a simulated batch 
polymerisation process. It is shown that by incorporating model prediction reliability in the 
optimisation criteria, reliable control policy is obtained even under unknown process variations.  
 
The paper is organised as follows. Section 2 briefly introduces bootstrap aggregated neural networks. 
A multi-objective optimal control strategy incorporating model prediction confidence bounds as extra 
objectives is presented in Section 3. Applications of the proposed technique to a fed-batch reactor and 
a batch polymerisation process are given in Sections 4 and 5 respectively. Section 6 contains some 
concluding remarks.   
 
 
2. Bootstrap Aggregated Neural Networks 
 
A limitation of neural network models is that they can lack generalisation when applied to unseen data. 
Several techniques have been developed to improve neural network generalisation capability, such as 
regularisation [12], early stopping [13], Bayesian learning [14], training with both dynamic and static 
process data [15], and combining multiple networks [2,7,8,16]. Among these techniques, combining 
multiple networks is a very promising approach to improving model predictions on unseen data. The 
 3 
emphasis of this approach is on the generalisation accuracy on future predictions (i.e. predictions on 
unseen data). When building neural network models, it is quite possible that different networks 
perform well in different regions of the input space. By combining multiple neural networks, 
prediction accuracy on the entire input space could be improved.  
 
A diagram of bootstrap aggregated neural networks is shown in Figure 1, where several neural 
network models are developed to model the same relationship. Instead of selecting a “best” single 
neural network model, these individual neural networks are combined together to improve model 
accuracy and robustness. The overall output of the aggregated neural network is a weighted 
combination of the individual neural network outputs. This can be represented by the following 
equation. 
  f X w f X
i i
i
n
( ) ( )


1
        (1) 
where f(X) is the aggregated neural network predictor, fi(X) is the ith neural network, wi is the 
aggregating weight for combining the ith neural network, n is the number of neural networks, and X is 
a vector of neural network inputs. Proper determination of the stacking weights is essential for good 
modelling performance. Since the individual neural networks are highly correlated, appropriate 
stacking weights could be obtained through principal component regression [8].  
 
The aggregated neural network shown in Figure 1 can be understood as a bigger neural network. 
However, the aggregated neural network is not trained in one go as a bigger single network. Each 
individual network is trained on a bootstrap re-sampling replication of the original training data. The 
trained individual networks are then combined, e.g. using principal component regression. If this 
bigger network is trained in one go as a single neural network on the original training data, then the 
trained neural network may not give desired model representation due to over-fitting or under-fitting 
which may occur during the training process. This problem can be overcome to certain extent by 
training the individual networks separately on bootstrap re-sampling replications of the original 
training data. 
 
Another advantage of bootstrap aggregated neural network is that model prediction confidence 
bounds can be calculated from individual network predictions [9]. The standard error of the predicted 
value is estimated as 
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where y(X) =  
n
i i
nXf
1
/)( . Assuming that the individual network prediction errors are normally 
distributed, the 95% prediction confidence bounds can be calculated as y(xi; .)  1.96e. A narrower 
confidence bound, i.e. smaller e, indicates that the associated model prediction is more reliable.  
 
3. Reliable Multi-Objective Optimal Control 
 
The proposed reliable multi-objective optimal control strategy is shown in Figure 2. A bootstrap 
aggregated neural network is developed from process operational data and it predicts the end of batch 
product quality variables from the control policy for the batch. The bootstrap aggregated neural 
network model can be represented as follows: 
 )()(ˆ UftY f            (3) 
In Figure 2 and Eq(3), Y(tf) is a vector of product quality variables at the end of a batch, tf is the batch 
end time, U = [u1, u2, …, uN] is a vector of control actions during a batch (i.e. the control policy), 
)(ˆ ftY  is a vector of predicted product quality variables at the end of a batch, and f() is a nonlinear 
function represented by a bootstrap aggregated neural network. In addition to predicting the final 
product quality variables, the bootstrap aggregated neural network can also predict the standard errors 
of model predictions as given in Eq(2), which can also be represented as a function of the control 
policy: 
 σe(tf) = g(U)          (4) 
where σe(tf) is standard errors in predicting Y(tf) and g() is a nonlinear function determined by Eq(2) 
and Eq(3).  
 
In addition to the process operation objectives, minimising the standard errors of model predictions 
which is equivalent to minimising the model prediction confidence bound (i.e. maximising the model 
prediction reliability) is incorporated as the additional control objective. This is illustrated using the 
goal attainment multi-objective optimisation method as follows: 
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where h[Y(tf)] is a vector of the process operational objectives,  is a scalar variable, Wi is the 
weighting parameter for the ith objective, F
*
i is the desired goal value for the ith objective, and U=[u1, 
u2, ..., uN] is the control policy. 
 
The goal attainment multi-objective optimisation method [11] involves expressing a set of design 
goals, F* = {F*1, F*2, ..., F*m}, which is associated with a set of objectives, F(x) = {F1(x), F2(x), ..., 
Fm(x)}, where m is the number of objectives. The problem formulation allows the objectives to be 
under- or over-achieved enabling the designer to be relatively imprecise about the initial design goals. 
The relative degree of under- or over-achievement of the goals is controlled by a vector of weighting 
coefficients, W = {W1, W2, ..., Wm}. The term Wi introduces an element of slackness into the problem 
and implies that the goals have not to be rigidly met. The weighting vector, W, enables the designer to 
express a measure of the relative trade-offs between the objectives. Hard constraints can be 
incorporated into the design by setting a particular weighting factor to zero (i.e., Wi =0). 
 
Predictions of the product quality variables form the bootstrap aggregated neural network under the 
control policy calculated from the above multi-objective optimisation are reliable because the narrow 
confidence bounds. The formulation of the optimal control strategy implies that the control 
policy will try to stay in the region where the model is reliable. As a consequence, the obtained 
control policy is reliable.  
 
 
4. Application to a fed-batch reactor 
4.1 A fed-batch reactor 
The fed-batch reactor is taken from [17]. The following reaction system 
 CBA
k 1  
 DBB
k 2  
is conducted in an isothermal semi-batch reactor. The objective in operating this reactor is, through 
addition of reactant B, to convert as much as possible of reactant A to the desired product, C, in a 
specified time tf = 120 min. It would not be optimal to add all B initially as the second order side-
reaction yielding the undesired species D will be favoured at high concentration of B.  To keep this 
undesired species low, the reactor is operated in semi-batch mode where B is added in a feed stream 
with concentration bfeed = 0.2. Based on the reaction kinetics and material balances in the reactor, the 
following mechanistic model can be developed. 
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In the above equations, [A], [B], [C], and [D] denote, respectively, the concentrations of A, B, C, and 
D, V is the current reaction volume, u is the reactant feed rate, and the reaction rate constants have the 
nominal value k1 = 0.5 and k2 = 0.5. At the start of reaction, the reactor contains [A](0) = 0.2 
moles/litre of A, no B ([B](0) = 0) and is fed to 50% (V(0)=0.5). 
  
4.2 Modelling of the fed-batch reactor using bootstrap aggregated neural networks 
In this study, a fixed batch time of 120 minutes is considered as in [18]. Since it is usually difficult to 
measure the product quality variables frequently during a batch, it is a general practice to measure the 
product quality variables only at the end of a batch. The batch duration is divided into 10 equal 
intervals and within each interval the reactant feed rate is kept constant as in [18]. Dividing the batch 
duration into more intervals will increase the degree of freedom in the control policy with the 
potential of improved performance. However, this will increase the network training (due to increased 
network inputs) and batch optimisation (due to increased control actions within a batch) computation 
effort. Dividing the batch duration into fewer intervals will reduce the computation effort in network 
training and batch optimisation. However, this may reduce the achievable control performance due to 
reduced degree of freedom in the control policy. The objective in operating this process is to 
maximise the amount of the final product [C](tf)V(tf) and simultaneously minimise the amount of 
undesired species [D](tf)V(tf). Neural network model for the prediction of [C](tf)V(tf) and [D](tf)V(tf)  
at the final batch time are of the form: 
 )(11 Ufy            (12) 
 )(22 Ufy            (13) 
where y1 = [C](tf)V(tf), y2 = [D](tf)V(tf), U = [u1 u2 … u10]
T
 is the reactant feed rate, f1 and f2 are 
nonlinear functions represented by neural networks.  
 
In this study, 50 batches of simulated process operational data were generated with the reactant feed 
rate randomly distributed in the range [0, 0.01]. Of the 50 batches of data, 40 batches were used to 
develop neural network models and the remaining 10 batches were used as unseen testing data.  
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Two bootstrap aggregated neural networks each containing 20 neural networks were developed for 
predicting [C](tf)V(tf) and [D](tf)V(tf) respectively. Each individual neural network has a single hidden 
layer with 10 hidden neurons. Hidden neurons use the sigmoid activation function whereas the output 
layer neuron uses the linear activation function. The Levenberg-Marquardt training algorithm with 
“early stopping” was used in this study to train the networks. For training each network, bootstrap re-
sampling with replacement [19] was used to generate a replication of the 40 batches of process data. 
Half of the replication was used as training data while the other half was used as the validation data. 
The validation data was used in determining the number of hidden neurons and used in the “early 
stopping” mechanism. The training data for the individual networks are different due to bootstrap re-
sampling so as to ensure that different individual networks are obtained. Because of the different 
magnitudes of the model input and output data, the data for the neural network training, validation and 
testing were pre-processed to be in the range [-1, 1].  
 
Figure 3 shows the mean squared errors (MSE) for the individual networks on training, validation, 
and testing data sets for the two neural net models. It can be observed from Figure 3 that the 
individual neural network errors on the training, validation and testing data sets are inconsistent in 
that networks giving small errors on the training data may not give small errors on the testing data. 
Table 1 shows the MSE of the bootstrap aggregated neural network models and the standard error 
from the individual network predictions on the testing data.  
 
4.3 Multi-objective optimal control of the fed-batch reactor 
The objective in operating the process is to maximise the amount of the final desired product 
[C](tf)V(tf) and simultaneously minimise the amount of the final undesired species [D](tf)V(tf). In order 
to obtain reliable control policy from the aggregated neural network model, minimisation of the 
standard error of individual network predictions are introduced as additional objectives in the 
optimisation problem. This can be formulated as a multi-objective optimisation problem which is 
solved using the goal attainment method. 
 
 















)(
)(
)()(
)()(
)(
,
,
fCe
fCe
ffD
ffC
t
t
tVtC
tVtC
UF
d
c


        (14) 
 
,
min
U
           (15) 
 subject to 
*
)( iii FWUF    
 8 
    01.00  ju   10,,2,1 j  
    00.1)( ftV  
where  is a scalar variable, Wi is the weighting parameter for the ith objective, F
*
i is the desired goal 
value for the ith objective, U=[u1, u2, ..., u10] is the sequence of the reactant feed rates into the reactor, 
V is the reaction volume, )(, fCe tc  and )(, fCe td  denote the standard prediction errors of the 
individual networks within the two bootstrap aggregated neural network models. The objective 
function F(U) maximises the amount of product, [C](tf)V(tf), minimises the amount of by-product, 
[D](tf)V(tf), and also minimise the standard errors of the neural network model prediction (i.e. 
maximise the reliability of model predictions).  
 
Two cases with the following goal values are considered here:  
 Case I: F
*
 =  T001.0001.0015.0065.0   
 Case II: F
*
 =  T001.0001.0020.0075.0  
 
Case I emphasises on less by-product generation whereas Case II stresses on producing more of the 
desirable product. The weights used in the goal attainment algorithm for the maximisation of final 
amount of product and minimisation of the final amount of by-product are taken as being 
complementary to each other with the summation of them being equal to 0.8 (W1 = 0.8 – W2). The 
weights for the standard prediction errors for the final amounts of product and by-product are taken as 
W3 = 0.04 and W4 = 0.03 respectively. In order to demonstrate the advantage of the proposed 
technique,  50 solutions of the optimal control problem were computed by varying the weights on 
[C](tf)V(tf) and [D](tf)V(tf), W1 and W2 respectively, randomly and uniformly within [0, 1].  
 
Figure 4 shows one of the 50 computed optimal control profiles for Case I and one of the 50 
computed optimal control profiles for Case II. The difference in the optimal control trajectories can be 
seen from the plots, which is due to the different objectives. The corresponding trajectories for the 
process variables for the two investigated cases are shown in Figure 5 and Figure 6 respectively. The 
optimisation and simulation results for the same sample solution are given in Table 2. The values for 
the neural network model predicted and mechanistic model calculated (i.e. the actual process) values 
and other parameters are presented in the table for the considered sample solution. The mechanistic 
model calculated output represents the end point quality values when the calculated “optimal” control 
profile is applied to the actual process (i.e. the simulation on the mechanistic model). The relative 
error is defined as the absolute difference between the neural network and mechanistic model 
predictions divided by the mechanistic model predictions. The results of multi-objective optimisation 
without considering model prediction confidence are also given for the purpose of comparison.  
 9 
 
The results shown in Table 2 clearly signify the effect of incorporation of the minimisation of 
standard prediction errors in the multi-objective optimisation. Except for [C](tf)V(tf) in Case II, the 
proposed method results in much less relative errors between the neural network model and the 
mechanistic model. This indicates that the optimal control policies calculated under the proposed 
method is reliable in the sense that the performance on the actual process (mechanistic model 
simulation) is close to that predicted by the neural network model. For Case I, though the neural 
network predicted value of [D](tf)V(tf) is much better and that of [C](tf)V(tf) is marginally worse if 
model prediction confidence bound is not included in the objective function, the resulting control 
profile is not reliable and may not provide “optimal” performance if it is applied to the actual process. 
This is verified from the simulation results on the mechanistic model (representing the actual process). 
The actual product quality variable values, [C](tf)V(tf) and [D](tf)V(tf), are overall better when the 
standard prediction errors are minimised as part of the optimisation objectives. For the study in Case 
II, though the neural network predictions for [C](tf)V(tf) is better and for [D](tf)V(tf) is only marginally 
worse if standard prediction errors are not included in the optimisation objective function, the 
resulting optimal control profile is not expected to be reliable. The simulation results on the 
mechanistic model indicate that there is a large reduction in [D](tf)V(tf) and the value of [C](tf)V(tf) is 
only marginally reduced when the standard prediction errors is incorporated in the optimisation.  
 
Figure 7 shows the relative errors of the bootstrap aggregated neural network model predictions under 
the two different optimal control profiles: considering confidence bounds (o) and not considering 
confidence bounds (*). It can be seen from Figure 7 that the neural network predictions under the 
control profiles calculated by considering the model prediction confidence bounds are generally more 
accurate than those under the control profiles calculated without considering the model prediction 
confidence bounds. Thus, the optimisation results incorporating the model prediction confidence 
bounds are more reliable than those without incorporating the model prediction confidence bounds.  
 
Figure 8 shows the Pareto solutions obtained for the optimisation results with and without model 
prediction confidence bounds. The standard prediction errors of the individual neural network models 
are also given in Figure 8. It can be concluded from Figure 8 that the resulting end point quality 
variable values are better when the minimisation of the standard prediction errors is incorporated as an 
additional objective.  
 
Figure 9 illustrates the percentage improvement in the quality variables due to the incorporation of the 
minimisation of the standard prediction errors in the multi-objective objective optimisation. It can be 
seen from Figure 9 that improvements are obtained in most of the cases. The number of cases with 
improvement (out of 50) is presented in Table 3. It can be seen from Table 3 that the proposed reliable 
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multi-objective control strategy results in improvement in either [C](tf)V(tf) or [D](tf)V(tf) in most of 
the cases. No cases with no improvement in [C](tf)V(tf) and no improvement in [D](tf)V(tf) under Case 
I and there are only 2 cases under Case II that the proposed method does not improve the performance.  
 
In order to investigate the robustness of the proposed method to process variations, process variations 
were introduced by randomly varying the values of k1 and k2 assuming a normal random distribution 
with a standard deviation of 0.05 and a mean value (nominal value) of 0.50. Figure 10 shows the 
relative errors of the bootstrap aggregated neural networks under process variations. It can be seen 
that under the proposed multi-objective optimal control strategy, the model prediction errors are small 
leading to reliable optimal control. Figure 11 shows the Pareto solutions obtained for the optimisation 
results with and without model prediction confidence bounds under process variations. The standard 
deviations of the individual network predictions are also shown. It can be seen from Figure 11 that the 
solutions obtained by the proposed multi-objective optimal control strategy are overall better than 
those without considering model prediction confidence under random process variations. Table 4 
summarises the number of cases with improvement (out of 50) under random process variations. It 
can be seen from Table 4 that the proposed reliable multi-objective control strategy works well even 
under random process variations.  
 
 
5. Application to a batch polymerisation process  
5.1 A batch polymerisation process 
This example involves a thermally initiated bulk polymerisation of styrene in a batch reactor. The 
differential equations describing the polymerisation process are given by Kwon and Evans through 
reaction mechanism analysis and laboratory testing [20]. Gattu and Zafiriou [21] report the parameter 
values of the first principle model. Dong et al. [22] also use it to demonstrate batch-to-batch 
optimisation. The differential equations for this process are given below:  
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where x1 is the conversion, x2=xn/xnf and x3=xw/xwf are, respectively, the dimensionless number-average 
and weight-average chain lengths (NACL and WACL), u=T/Tref  is the control variable, T is the 
absolute temperature of the reactor and Tc is the temperature in degree Celsius, Aw and B are 
coefficients in the relation between WACL and temperature obtained from experiments, Am and Em 
are, respectively, the frequency factor and activation energy of the overall monomer reaction, the 
constants r1 to r4 are density-temperature corrections, and Mm and  are the monomer molecular 
weight and polymer-monomer interaction parameter. Table 5 gives the reference values used to obtain 
the dimensionless variables as well as the values of reactor parameters. The final time tf is fixed to be 
313 minutes [21]. The initial values of the states are x1(0)=0, x2(0)=1, and x3(0)=1.  
 
5.2 Modelling of the batch polymerisation process using neural networks 
The batch reaction time for the process is 313 minutes and is divided into 10 equal intervals as in [23]. 
Within each time interval, the reactor temperature is maintained at a constant level. As discussed 
earlier, in the selection of the number of intervals in a batch, there is trade-off between the degree of 
freedom in the control policy and the computational effort in network training and batch optimisation. 
Since the polymer quality variables are difficult to measure on-line, it is assumed here that the 
polymer quality measurements are only collected at the end of a batch and determined via off-line 
laboratory analysis. The reactor temperature set points during a batch form a control trajectory for the 
reactor. According to process knowledge, the degree of monomer conversion, NACL and WACL are 
the most important parameters for the quantification of the polymer quality. The objective for 
operating this reactor is to maximise the degree of conversion of the polymer, x1(tf), and also making 
the end point values of dimensionless number average chain length NACL, x2(tf), and the weight 
average chain length WACL, x3(tf) approaching to unity. Hence, three separate bootstrap aggregated 
neural network models were built for the prediction of end point values of these variables. The neural 
network models for the prediction of the end point polymer quality variables are as follows: 
 x1(tf) = f1(U)          (20) 
 x2(tf) = f2(U)          (21) 
 x3(tf) = f3(U)          (22) 
where U = [u1 u2 … u10]
T
 is a vector of reactor temperature during a batch.  
 
The data to build the neural network models resembling an industrial situation were obtained by 
adding random perturbations to the control variable, u. These nominal control policies may be 
obtained from different process operators in the concerned batch operation. In this study, the control 
policy reported in [23] is taken and random uniform variations on the control variable are added to it. 
The method of bootstrap re-sampling with replacement [19] was used to generate 200 replications of 
the process data and was then utilised to train 3 separate neural network models for prediction of end 
point values of x1(tf), x2(tf) and x3(tf) respectively.  
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Of the 200 batches generated by bootstrap re-sampling, 120 batches were used for training and 40 
batches were utilised for validation of the neural network model. The testing of the developed models 
was performed on the remaining 40 batches of unseen testing data. For the prediction of each polymer 
quality variable via the bootstrap aggregated neural network model, 20 individual neural networks 
were used. The neural networks for the prediction of x1(tf), x2(tf) and x3(tf) contain 10, 14 and 12 
hidden neurons respectively. Hidden neurons use the sigmoid function as the transfer function and 
output layer neurons use linear transfer function. The neural network weights and bias are initialised 
as random numbers uniformly distributed in (-0.1, 0.1). Each individual neural network was trained 
using the Levenberg-Marqudt algorithm with regularisation and early stopping. Because of the 
different magnitudes of the model input and output data, the data for the neural network training, 
validation and testing were pre-processed to be in the range [-1, 1].  
 
Figure 12 shows the MSEs from the individual networks on the training, validation, and testing data 
sets. It can be observed from Figure 12 that the network errors on the training and testing data are 
inconsistent for the different individual neural network models. For example, network 9 for predicting 
x2 gives very good performance on the training and validation data, however, its performance on the 
unseen testing data is among the worst of the individual networks. Table 6 shows the MSE and 
standard error of the bootstrap aggregated neural network models on the unseen testing data. 
Comparing these with the results given in Figure 12, it can be concluded that using bootstrap 
aggregated neural network models results in greater model accuracy and more robust models.  
 
5.3 Multi-objective optimal control 
The objective in operating this batch polymerisation reactor is to achieve a highest possible 
conversion of the raw materials and also approach the desired values of dimensionless number 
average and weight average chain lengths (NACL and WACL) which are equal to 1.0. The proposed 
reliable optimal control strategy is used to calculate the optimal control policy. The multi-objective 
optimisation problem to be solved using the goal attainment algorithm is formulated as: 
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,
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U
           (24) 
 subject to 
*
)( iii FWUF    
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    18539.193486.0  ju   10,,2,1 j  
where   is a scalar variable, iW  are the weighting parameters, 
*
iF  are design goal values, U = [u1 
u2 … u10]
T
 is the sequence of the reactor temperature. The control variable (reactor temperature) is 
denoted by u = T/Tref, with the absolute temperature of the reactor being denoted by T and the 
temperature in degree Celsius being denoted by Tc. The temperature Tc, is constrained within the range 
100
o
C ≤ Tc ≤ 200
o
C, which is translated to the bounds for the manipulated input u, as shown in Eq(24). 
)(
1, fxe
t , )(
2, fxe
t  and )(
3, fxe
t  denote the individual standard prediction errors from the three 
bootstrap aggregated neural network models.   is a scalar weighting in the objective function having 
a value of 100000. This scalar weighing is used to force the end point NACL and WACL values to be 
close to the ideal value of 1.0 and hence have minimum deviation in these objectives. The presented 
objective function F(U) maximises the end point monomer conversion denoted by x1(tf), and 
minimises the deviation of the end point NACL and WACL values from 1.0 which is achieved by 
using the following objectives [1 - x2(tf)]
2
  and [1 – x3(tf)]
2
 for NACL and WACL respectively. 
Simultaneously, it also minimises the standard prediction errors from the aggregated neural network 
models for these three quality variables. The neural network model prediction under the optimal 
control policy obtained by solving the objective function in Eq(23) and Eq(24) has a narrow model 
prediction confidence bound and thus the computed optimal control policy is reliable. 
 
The following goal values were selected in this study: 
  F
*
 =  T001.0001.0001.000.000.080.0  
In order to demonstrate the advantage of the proposed technique, 50 solutions of the optimal control 
problem were computed by varying the weights on x1(tf), [1 – x2(tf)]
2
  and [1 – x3(tf)]
2
. In computing 
the 50 solutions, the weight for the maximisation of conversion, W1, was taken as a random number 
following uniform distribution within [0, 1], the weights on the deviations of NACL and WACL 
values from 1.0, W2 and W3 respectively, were taken as random numbers from a uniform distribution 
within [0, 0.1], to lay additional emphasis on achieving the required ideal value of 1, and the weights 
for the standard prediction errors, W4, W5, and W6, were taken as 0.04, 0.03 and 0.03 respectively. 
Experimental investigations indicate that the above weight values on )(
1, fxe
t , )(
2, fxe
t  and 
)(
3, fxe
t  result in good performance. Process model mismatch conditions were introduced in the 
model by varying the value of Aw, the coefficient in the relation between WACL and temperature, by 
assuming a normal random distribution with a standard deviation of 0.01 around its nominal value of 
0.033454. 
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Figure 13 shows one of the 50 computed optimal control profiles. The corresponding trajectory for the 
process variables for the investigated case is shown in Figure 14. The optimisation and simulation 
results for the same sample solution are presented in Table 7. The neural network model predicted 
values and mechanistic model calculated (i.e. representing the actual process) values and other 
parameters are presented in Table 7 for the considered sample solution. The mechanistic model 
calculated outputs represent the end point quality values when the calculated “optimal” control profile 
is applied to the actual process (i.e. the simulation on the mechanistic model). 
  
The values shown in Table 7 indicate the effect of incorporation of the minimisation of standard 
prediction errors as an objective in the multi-objective optimisation. Though the neural network 
predicted values of x1(tf), [1 – x2(tf)]
2
  and [1 – x3(tf)]
2
 are better if no confidence bound criterion is 
included in the optimisation objectives, the resulting control profile is not reliable and may not 
provide “optimal” performance if it is applied to the actual process. The simulation results on the 
mechanistic model (i.e. representing the actual process) show that the end point quality values, [1 – 
x2(tf)]
2
  and [1 – x3(tf)]
2
  and hence consequently, the values of x2(tf) and x3(tf) are better when the 
standard prediction errors are minimised as additional optimisation objectives. However, the 
degradation of the value of x1(tf) occurs because of the addition of the new objectives and may be 
explained on the very basis of the nature of multi-objective optimisation, in which the multiple 
conflicting objectives of different solutions may not be compared with each other. 
 
Figure 15 shows the absolute relative errors between the bootstrap aggregated neural network model 
predictions of end point quality variables and the corresponding values from the actual process 
outputs under the computed optimal control profiles. The neural network predictions are fairly 
accurate with the mean relative errors of the neural network models being 2.03 %, 1.11 % and 0.84 % 
for x1(tf), [1 – x2(tf)]
2
  and [1 – x3(tf)]
2
 respectively. 
 
Figure 16 illustrates the percentage improvement in the quality variables due to the incorporation of 
the standard prediction errors in the original objective function. It can be concluded that there is a 
consequent improvement in the end point quality variables for x2(tf) and x3(tf) since most of the 
obtained solutions show a positive improvement in either of the end point quality values. However, 
there is no improvement in x1(tf). The non-improvement of the values of x1(tf) indicates that the multi-
objective optimisation routine is not able to achieve improved solutions for all the objectives 
concurrently and requires further investigation into the suitability of weight values. The number count 
of the improvements in the solutions is presented in Table 8. It can be seen from Table 8 that the 
proposed method improves the performance in 49 out of 50 cases.  
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5. Conclusions 
 
A reliable multi-objective optimal control strategy using bootstrap aggregated neural network is 
proposed in this paper. Bootstrap aggregated neural networks can not only provide enhanced model 
prediction performance, but also provide model prediction confidence bounds. Minimising model 
prediction confidence bounds is taken as additional objectives in calculating the control policy. By 
this means, the calculated optimal control policies are forced to be in the regions where the model 
predictions are reliable. This leads to reliable optimal control policies. Applications to a simulated 
fed-batch process and a simulated batch polymerization process demonstrate that the proposed 
technique can significantly enhance the reliability of the control profiles. The proposed method can be 
extended to on-line batch control in that, at each sampling time, the control policy for the remaining 
batch duration is re-calculated taking into account of the on-line process measurements.  
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Table 1. Bootstrap aggregated neural network prediction accuracy for the fed-batch reactor 
 
 [C](tf)V(tf) [D](tf)V(tf) 
Mean squared 
testing error 
Standard prediction 
error 
Mean squared 
testing error 
Standard prediction 
error 
0.0034 0.0020 0.0040 0.0028 
 
 
 
 
Table 2. Sample optimisation and simulation results in the fed-batch reactor case study 
 
Cases Weights Neural network model Mechanistic model Relative errors 
[C](tf)V(tf) [D](tf)V(tf) [C](tf)V(tf) [D](tf)V(tf) [C](tf)V(tf) [D](tf)V(tf) 
I [0.416, 0.384, 
0.04, 0.03]
T
 
0.05974 0.02486 0.06023 0.02705 
0.81% 8.10% 
[0.416, 0.384]
T
 0.05898 0.02067 0.06140 0.02832 3.94% 27.01% 
II [0.416, 0.384, 
0.01, 0.01]
T
 
0.06082 0.02532 0.06193 0.02707 
1.79% 6.46% 
[0.416, 0.384]
T
 0.06202 0.02639 0.06239 0.03034 0.59% 13.02% 
 
 
 
 
Table 3. Improvement in solutions by incorporating confidence bounds as extra objectives in the fed-
batch reactor case study 
 
Criteria considered 
Number of cases 
Case I Case II 
Improvement in [C](tf)V(tf) 38 8 
Improvement in [D](tf)V(tf) 12 40 
Improvement in [C](tf)V(tf) & [D](tf)V(tf) 0 0 
No improvement in [C](tf)V(tf) & no improvement in [D](tf)V(tf) 0 2 
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Table 4. Improvement in solutions by incorporating confidence bounds as extra objectives in the fed-
batch reactor case study (under process variations)  
 
Criteria considered 
Number of cases 
Case I Case II 
Improvement in [C](tf)V(tf) 30 0 
Improvement in [D](tf)V(tf) 22 49 
Improvement in [C](tf)V(tf) & [D](tf)V(tf) 2 0 
No improvement in [C](tf)V(tf) & no improvement in [D](tf)V(tf) 6 1 
 
 
 
 
Table 5. Parameter values of the batch polymerisation process 
 
Am 4.26610
5 
 m
3
/kmol s 
Aw 0.033454 
B 4364 K 
Em 10103.5 K 
Mm 104  kg/kmol 
r1 0.932810
3 
 kg/m
3
 
r3 1.090210
3 
 kg/m
3
 
r2 -0.87902  kg/m
3
 C 
r4 -0.59       kg/m
3
 C 
Tref 399.15 K 
tf 313 min 
xnf 700 
xwf 1500 
 0.33 
 
 
 
Table 6. Bootstrap neural network prediction accuracy on the testing data for the batch polymerisation 
process 
 
x1(tf)  X2(tf) X3(tf) 
MSE Standard error MSE Standard error MSE Standard error 
0.0210 0.0448 0.0343 0.0327 0.0208 0.0219 
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Table 7. Sample optimisation and simulation results in the batch polymerisation case study 
 
Weights [0.359, 0.0154, 0.0415, 0.04, 
0.03, 0.03]
T
 
[0.359, 0.0154,  0.0415]
T
 
Neural 
network 
model 
x1(tf) 0.7300 0.7599 
λ[1- x2(tf)]
2
 0.0121 0.0017 
λ[1- x3(tf)]
2
 0.0250 0.0036 
 
fxe t1,  
0.0324 0.0324 
 
fxe t2,  
0.0222 0.0222 
 
fxe t3,  
0.0132 0.0180 
Mechanistic 
model 
x1(tf) 0.7169 0.8151 
λ[1- x2(tf)]
2
 0.2294 2.3040 
λ[1- x3(tf)]
2
 0.0009 0.0090 
 
 
 
 
 
Table 8. Improvement in solutions by incorporating confidence bounds as extra objectives in the batch 
polymerisation case study 
 
Criteria considered Number of cases 
Improvement in x1(tf) 0 
Improvement in x2(tf) 49 
Improvement in x3(tf) 49 
Improvement in x1(tf), x2(tf) & x3(tf) 0 
 20 
X Y
 
 
 
Figure 1. A bootstrap aggregated neural network  
 
 
 
 
 
 
 
Batch
Process
NN Model
Multi-objective
optimiser
Goal
U
Disturbances
Y(tf)
)(ˆ ftY
e(tf)
 
 
 
Figure 2. Reliable multi-objective optimal control  
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Figure 3. Model errors of individual networks for the fed batch reactor  
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Figure 4. Optimal control profile for the fed-batch reactor 
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Figure 5. Process variable profiles under optimal control for the fed-batch reactor: Case I 
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Figure 6. Process variable profiles under optimal control for the fed-batch reactor: Case II 
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Figure 7. Bootstrap aggregated neural network model prediction accuracy for the fed-batch reactor 
under the optimal control policies  
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Figure 8. Comparison of Pareto solutions for the fed-batch reactor (O: with confidence bound; *: 
without confidence bound) 
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Figure 9. Improvement in solutions by using confidence bound as additional objectives in the fed-
batch reactor case study 
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Figure 10. Relative errors of bootstrap aggregated neural network models under process variations (o - 
with model prediction confidence bounds, * - without model prediction confidence bounds) 
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Figure 11. Comparison of Pareto solutions for fed-batch reactor under process variations (O: with 
confidence bound; *: without confidence bound) 
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Figure 12. Model errors of individual networks for the batch polymerisation process 
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Figure 13. Optimal control profile for the batch polymerisation process 
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Figure 14. Process variable profiles under optimal control for the batch polymerisation process 
 27 
0 5 10 15 20 25 30 35 40 45 50
0
2
4
6
8
X1(tf)
0 5 10 15 20 25 30 35 40 45 50
0
5
10
15
X2(tf)
0 5 10 15 20 25 30 35 40 45 50
0
5
10
Solution Number
X3(tf)
E
rr
o
rs
E
rr
o
rs
E
rr
o
rs
 
 
Figure 15. Relative errors of bootstrap aggregated neural network models for the batch polymerisation 
process 
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Figure 16. Improvement in solutions by incorporating confidence bounds as extra objectives in the 
batch polymerisation process 
