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 Notacja
Notacja
Notacja używana w pracy:
• a – skalar
małe litery, kursywa
• a – wektor
małe litery, pogrubione, kursywa
• ai – element wektora
małe litery, kursywa, jeden indeks
• A – macierz
duże litery, pogrubione, kursywa
• aij – element macierzy
małe litery, kursywa, dwa indeksy
• f( ) – funkcje
małe litery, nawiasy
• a10 – numery związków
litera, liczba, pogrubione
• atom.xyz – nazwy pól struktur danych
małe litery, pogrubione
• prepro – wartości pól struktur danych
pismo maszynowe
• Field*Coeff – nazwy opcji programów komputerowych
pismo maszynowe
• qdb.mat – nazwy plików, wartości pól struktur danych
pismo maszynowe
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 Wykaz skrótów
Wykaz skrótów
Najważniejsze skróty używane w tekście pracy:
• 3D-QSAR – Three Dimensional QSAR
• CoMFA – Comparative Molecular Field Analysis
• CoMSA – Comparative Molecular Surface Analysis
• CBG – Corticosteroid-Binding Globulin
• cs – Cell Size
• CV – Cross-Validation
• IVE – Iterative Variable Elimination
• LOO – Live One Out
• LSO – Live Several Out
• PCA – Principal Components Analysis
• PLS – Partial Least Squares
• QSAR – Quantitative Structure – Activity Relationships
• RMS – Root Mean Square
• s-CoMSA – Sector Comparative Molecular Surface Analysis
• SAR – Structure – Activity Relationships
• SDEP – Standard Deviation of Error of Prediction
• SOM – Seflf-Organizing Maps
• SOM-CoMSA – (SOM)-Comparative Molecular Surface Analysis
• UVE – Uninformative Variable elimination
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1 Cel pracy
Celem pracy jest:
● Opracowanie nowej metody obliczania deskryptorów cząsteczkowych s-CoMSA 
(ang. sector-comparative molecular surface analysis); w metodzie tej przestrzeń 
cząsteczkowa jest dzielona za zbiór sześciennych sektorów,
● Szeroko rozumiana optymalizacja metody s-CoMSA,
● Analiza QSAR oraz SAR wybranych szeregów związków aktywnych biologicznie z 
wykorzystaniem metody s-CoMSA oraz innych metod 3D-QSAR.
W zakres pracy wchodzi:
● Opracowanie formalizmu metody s-CoMSA,
● Zaprogramowanie procedur analizy s-CoMSA,
● Badanie modeli s-CoMSA aktywności biologicznej wybranych szeregów związków 
organicznych, w tym:
• szeregu steroidów o powinowactwie do globuliny wiążącej kortykosteroidy 
(ang. corticosteroid-binding globulin – CBG),
• inhibitorów wirusa HIV,
• inhibitorów reduktazy kwasu dihydrofoliowego.
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2 Wybrane metody modelowania wielowymiarowych 
zależności QSAR (m-QSAR)
Metody 3D-QSAR stanowią jedną z wielu prób racjonalizacji metod projektowania i 
poszukiwania  leków.  Podstawą  metod  QSAR  oraz  SAR  (ang.  Quantitative  Structure-
Activity  Relationships  –  QSAR;  ang.  Structure-Activity  Relationships  –  SAR)  jest 
założenie, że aktywność cząsteczek jest funkcją ich struktury. W roku 1886 Crum-Brown i 
Fraser opublikowali pracę opisującą badania nad wpływem alkilowania atomów azotu w 
alkaloidach  na  ich  działanie  narkotyczne  [1,  2].  Zaobserwowaną  zależność  wyrazili 
wzorem:
gdzie  Φ oznacza  działanie  narkotyczne  a  C strukturę  chemiczną.  Podobne  relacje 
zaobserwowali  Richet,  Meyer i Overton [3,  4,  5].  Podstawy klasycznych metod QSAR 
stworzyli niezależnie od siebie Hansch i Fujita oraz Free i Wilson [6, 7].
Powiązanie aktywności ze strukturą przez precyzyjne funkcje matematyczne nie jest 
łatwe. Struktura związku musi być przedstawiona w postaci numerycznej za pomocą tzw. 
deskryptorów. W klasycznych metodach QSAR wykorzystuje się deskryptory obliczone na 
podstawie  dwuwymiarowej  struktury  cząsteczek.  Cząsteczki  nie  są  jednak  obiektami 
dwuwymiarowymi.  Tak  więc  obok  metod  2D  rozwinęły  się  metody  wielowymiarowe 
uwzględniające  rzeczywistą  trójwymiarową  strukturę  cząsteczki,  jej  zmienność 
konformacyjną,  sposób  oddziaływania  z  receptorem  a  nawet  z  cząsteczkami 
rozpuszczalnika.
2.1 Metody 3D-QSAR
Rozwinięciem  klasycznych  metod  QSAR jest  zastosowanie  takich  deskryptorów, 
które  są  obliczane  na  podstawie  trójwymiarowej  struktury  cząsteczki.  Metody 
wykorzystujące  deskryptory  obliczone  dla  trójwymiarowych  statycznych  obrazów 
cząsteczek  bez  uwzględnienia  ich  labilności  konformacyjnej  nazywane  są  metodami 
3D-QSAR.
8
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2.1.1 Metoda CoMFA
Pierwszą  metodą  QSAR uwzględniającą  trójwymiarową  budowę  cząsteczek  była 
metoda DYLOMMS (ang. dynamic lattice-oriented molecular modelling system) [8,  9]. 
Polega  ona  na  porównywaniu  nałożonych  na  siebie  cząsteczek  chemicznych 
odwzorowanych  na  tzw.  pola  molekularne.  Pole  molekularne  tworzy  w  tej  metodzie 
trójwymiarowa sieć utworzona przez regularny układ sześcianów. Wartości potencjałów 
policzone  w  węzłach  sieci  tworzą  deskryptory,  które  używane  są  do  modelowania 
zależności QSAR. Ze względu na problemy obliczeniowe (porównaj rozdział  3.2, strona 
25)  metody DYLOMMS nie udało się zastosować praktycznie.  W 1988 Cramer opisał 
metodę porównawczej analizy pól cząsteczkowych CoMFA (ang.  comparative molecular 
field analysis) [10]. Metoda ta jest rozwinięciem metody DYLOMMS, która uzupełniona 
została o matematyczny aparat analizy PLS (porównaj rozdział 3.4, strona 30).
CoMFA mimo upływu czasu nadal jest cennym narzędziem modelowania 3D-QSAR 
[11,  12].  Często korzysta  się z niej  także w przypadku oceny i  porównywania innych 
procedur modelowania QSAR. Swoją popularność metoda ta zawdzięcza pojawieniu się 
oprogramowania realizującego analizę CoMFA [13].
Modelowanie  metodą  CoMFA  wymaga  odpowiedniego  przygotowania  zbioru 
cząsteczek. Wszystkie cząsteczki poddaje się optymalizacji geometrii. Użyte konformacje 
nie  mogą  być  przypadkowe.  Jeżeli  istnieje  hipoteza  farmakoforowa,  dotycząca 
analizowanego zbioru,  powinna być ona uwzględniona [14].  Konieczne jest również by 
analizowane  związki  wywoływały  ten  sam  efekt  biologiczny  oraz  by  mechanizm 
wywoływania  tego  efektu  był  jednakowy.  Do  nakładania  analizowanych  cząsteczek 
wymagany  jest  wspólny  motyw  strukturalny.  Odpowiednie  nałożenie  analizowanych 
cząsteczek  ma  kluczowe  znaczenie  w  modelowaniu  metodą  CoMFA.  Różnice  między 
deskryptorami CoMFA obliczonymi dla dwóch różnych cząsteczek zależą nie tylko od 
różnic w ich strukturze lecz również od ich wzajemnej orientacji [15].
W przestrzeni zajmowanej przez analizowane cząsteczki konstruowana jest wirtualna 
trójwymiarowa siatka o określonym rozmiarze komórki. Wymiary siatki są tak dobierane, 
że  obejmuje  ona  z  odpowiednim  zapasem  wszystkie  cząsteczki  szeregu.  Kolejno  dla 
wszystkich analizowanych cząsteczek w węzłach siatki obliczane są wartości różnych pól 
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molekularnych.  Zależnie  od  pola  molekularnego  w  węzłach  siatki  umieszczane  są 
odpowiednie  sondy  atomowe  i  obliczana  jest  energia  oddziaływania  między  sondą  a 
cząsteczką. Standardowo oblicza się pola oddziaływań elektrostatycznych i sterycznych.
Obliczone w węzłach siatki wartości pól molekularnych są numerycznym obrazem 
trójwymiarowych struktur chemicznych. Zależnie od ustalonego rozmiaru komórki oraz od 
liczby obliczonych pól każda cząsteczka jest opisywana przez kilka tysięcy zmiennych. 
Zestawienie  obliczonych danych dla całego szeregu analizowanych cząsteczek skutkuje 
powstaniem macierzy  (macierz  X),  której  wiersze  odpowiadają  kolejnym  cząsteczkom 
(obiektom)  a  kolumny  są  zmiennymi  opisującymi  obiekty  (deskryptory).  Macierz  X 
posiada  zazwyczaj  więcej  zmiennych  niż  obiektów.  Występują  w  niej  również  silne 
wzajemne  korelacje  zmiennych.  Modelowanie  zmiennej  zależnej,  y,  za  pomocą 
skorelowanych  zmiennych  niezależnych  wymaga  zastosowania  odpowiednich  metod 
statystycznych. W toku analizy CoMFA stosowana jest metoda PLS [16].
Wynikiem  modelowania  CoMFA  jest  ilościowa  zależność  między  strukturą 
cząsteczek  a  aktywnością  w  postaci  równia  regresyjnego  zawierającego  tysiące 
współczynników korelacji.  Znacznie bardziej  użytecznym wynikiem analizy CoMFA są 
jednak wykresy konturowe.  Przedstawiają  one obszary przestrzeni  zorientowane wokół 
analizowanych  cząsteczek  wskazujące  pożądane  lub  niepożądane  własności  w  danym 
obszarze (patrz rozdział 4.1, strona 41).
Największą  słabością  metody  CoMFA jest  duża  zależność  wyników  od  sposobu 
wzajemnego nałożenia cząsteczek [15]. Wirtualna siatka, w węzłach której obliczane są 
wartości  pól  molekularnych  ma  stałą  orientację  względem  całego  zbioru  cząsteczek. 
Poszczególne  węzły  są  przypisane  odpowiednimi  zmiennym.  Nawet  niewielka 
modyfikacja  położenia  pojedynczej  cząsteczki  (przesunięcie,  obrót,  również  zmiana 
konformacji)  może  powodować  drastyczną  zmianę  w  wygenerowanym  wektorze 
deskryptora.  Węzły siatki znajdują się w całej przestrzeni zajmowanej przez cząsteczki, 
również  w  bezpośrednim  sąsiedztwie  atomów  cząsteczek.  Wartości  pól  obliczone  w 
węzłach znajdujących się blisko atomów cząsteczek zmieniają się silnie nawet przy małej 
zmianie  odległości  węzła  od  atomu.  Wynika  to  ze  specyfiki  stosowanych  typów 
potencjałów. W zależności od pola są to potencjały typu Lennarda-Jonesa lub Coulomba. 
W pobliżu atomów ich wartości zmieniają się bardzo silnie, a gdy odległość zmierza do 
zera  wartość  tych  potencjałów  dąży  do  nieskończoności.  Powoduje  to,  że  obliczone 
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energie  oddziaływań  z  sondami  molekularnymi  w  niektórych  węzłach  siatki  nie  są 
wiarygodne. Trudności takie pokonuje się poprzez porównywanie obliczonych wartości z 
odpowiednią  dla  użytej  sondy  wartością  progową.  Wartości  przekraczające  próg  są 
następnie odrzucane.
CoMFA jako pierwsza powszechnie stosowana metoda 3D-QSAR wyznacza pewien 
schemat tego typu analizy. Ustanawia też pewne minimalne standardy statystycznej jakości 
modeli.  Wyniki  modelowania  innymi  metodami  są  często  porównywane  z  wynikami 
CoMFA. Wiele nowych metod jest ukierunkowanych na usunięcie wad metody CoMFA.
2.1.2 Metoda CoMSIA
Metoda  CoMFA  była  modyfikowana  i  rozwijana  przez  wielu  badaczy.  Jedną  z 
ciekawszych  modyfikacji  jest  metoda  CoMSIA,  porównawcza  analiza  cząsteczkowych 
indeksów  podobieństwa  (ang.  comparative  molecular  similarity  indices  analysis)  [17]. 
Szereg  analizowanych  molekuł  przygotowywany  jest  w  analogiczny  sposób  jak  w 
przypadku metody CoMFA. W węzłach siatki, dla każdej molekuły, obliczane są wartości 
różnych pól molekularnych. CoMSIA w odróżnieniu od CoMFA oblicza w węzłach siatki 
tzw. indeksy podobieństwa (ang. similarity indices):
gdzie AF
q
, k to wartość indeksu w węźle q, i oznacza atomy cząsteczki j, wik jest wartością 
wybranej  własności  k atomu  i,  wprobe, k jest  wartością  wybranej  własności  sondy 
molekularnej, q oznacza węzły siatki, riq jest odległością między atomem i a węzłem q, α 
jest współczynnikiem szerokości funkcji odległości.
Zastosowanie  odpowiednich  sond  molekularnych  pozwala  obliczyć  za  pomocą 
wzoru  (2.2)  różne  pola  oddziaływań,  np.  pole  oddziaływań  sterycznych, 
elektrostatycznych,  hydrofobowych  oraz  pola  występowania  donorów  lub  akceptorów 
wiązań wodorowych [18].
Zastąpienie  potencjału  Lennarda-Jonesa  albo  Coulomba  (używanymi  w metodzie 
CoMFA) funkcją odległości typu Gaussa powoduje, że pole obliczane w węzłach leżących 
bardzo  blisko  atomów  cząsteczki,  lub  leżących  na  atomach  cząsteczki  nie  przyjmuje 
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nieracjonalnie wielkich wartości co ma istotny wpływ na modelowanie [19]. W metodzie 
CoMSIA  nie  trzeba  więc  nakładać  wartości  progowych  potencjału.  Co  więcej, 
zastosowana funkcja powoduje,  że zmiana pola w pobliżu powierzchni cząsteczkowych 
nie  jest  tak  gwałtowna  jak  w metodzie  CoMFA przez  co  CoMSIA wykazuje  większą 
niezależność od wzajemnego nałożenia analizowanych cząsteczek [18, 19]. Zwykle wyniki 
modelowania nie różnią się zasadniczo od wyników uzyskanych metodą CoMFA. [17].
2.1.3 Metoda SoMFA
Metoda porównawczej analizy samoorganizujących się pól molekularnych SoMFA 
(ang. self-organizing molecular field analysis) jest swoistym połączeniem różnych metod 
QSAR. Podobnie jak w metodzie CoMFA tworzona jest trójwymiarowa siatka obejmująca 
wszystkie analizowane związki. W węzłach siatki obliczane są wartości charakteryzujące 
kształt  cząsteczek lub wartości potencjału elektrostatycznego. Kształt jest opisywany za 
pomocą  dwóch  wartości  0  i  1.  Węzeł  siatki  przyjmuje  wartość  1  jeśli  znajduję  się 
wewnątrz powierzchni van der Waalsa, w przeciwnym wypadku węzeł przyjmuje wartość 
0 [20].
Najważniejszym krokiem analizy SoMFA jest przemnożenie wartości obliczonych w 
węzłach  siatki  dla  poszczególnych  cząsteczek  przez  ich  wycentrowaną  aktywność. 
Centrowanie polega na odjęciu od wszystkich aktywności wartości średniej.
Następnie  trójwymiarowe  siatki  wygenerowane  dla  wszystkich  cząsteczek  są 
sumowane tworząc tzw. siatkę główną (ang. master grid). Wizualizacja siatki głównej daje 
obraz  fragmentów  przestrzeni  o  największym  wkładzie  w  aktywność  rozpatrywanych 
cząsteczek.  Siatka  główna  służy  również  do  prognozowania  aktywności.  W  tym  celu 
najpierw dla wszystkich cząsteczek obliczane są zbiorcze wartości właściwości używanych 
do  tworzenia  siatki  głównej,  tzw.  zbiorcze  wartości  potencjału  elektrostatycznego oraz 
kształtu cząsteczek. Wartości zbiorcze uzyskuje się przez sumowanie wartości wszystkich 
węzłów siatki  przemnożonych przez wartości węzłów siatki  głównej.  Następnie metodą 
regresji liniowej w zbiorze wartości zbiorczych oraz wartości aktywności tworzony jest 
model QSAR.
Metoda SoMFA została z powodzeniem zastosowana do analizy zbioru steroidów 
wiążących  globuliny  CBG  oraz  szeregu  sulfonamidowych  inhibitorów  endoteliny. 
Uzyskane modele charakteryzowały się wysoką zdolnością prognozowania [20].
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2.1.4 Metoda CoMSA
Niedawno  opisaną  ciekawą  metodą  3D-QSAR  jest  porównawcza  analiza 
powierzchni cząsteczkowej CoMSA (ang. comparative molecular surface analysis) [21, 22, 
23]. Łączy ona w sobie technikę samoorganizujących się map neuronowych SOM (ang. 
self-organizing maps – sieci neuronowe Kohonena [24, 25]) z analizą PLS [26].
Analiza  QSAR  (a  także  SAR)  metodą  CoMSA  polega  na  porównywaniu 
powierzchni cząsteczkowych szeregu związków. W tym celu trójwymiarowe powierzchnie 
cząsteczkowe są przekształcane za pomocą sieci neuronowej w tzw. mapy porównawcze 
(ang.  comparative maps).  Mapy  porównawcze  są  dwuwymiarowymi  obrazami 
powierzchni  cząsteczkowych.  Ważną  własnością  map  porównawczych  jest  zachowanie 
topologi  obrazowanej  powierzchni,  dzięki  czemu  możliwa  jest  wizualizacja  całej 
trójwymiarowej powierzchni za pomocą dwuwymiarowego obiektu.
Pierwszym etapem analizy CoMSA jest wytrenowanie sieci neuronowej przy użyciu 
powierzchni  cząsteczki  wzorcowej.  Współrzędne  punktów  zebranych  z  powierzchni 
wzorca są wprowadzane do sieci  neuronowej.  Trening  powoduje,  że sieć samoczynnie 
uczy się rozpoznawania powierzchni cząsteczki wzorcowej.
Wytrenowana  sieć  jest  w  następnym  etapie  wykorzystywana  do  transformacji 
powierzchni  analizowanego  szeregu  cząsteczek  w  szereg  map  porównawczych. 
Poszczególne neurony mapy są kolorowane średnią wartością potencjału obliczonego w 
punktach powierzchni, które trafiły do danego neuronu.
Uzyskane  dwuwymiarowe  obrazy  powierzchni  cząsteczkowych  są  następnie 
podawane analizie  SAR oraz  QSAR z wykorzystaniem metody  PLS.  Metoda  CoMSA 
została  z  powodzeniem  zastosowana  do  analizy  QSAR  wielu  szeregów  związków 
organicznych  [21,  22,  23,  27,  28,  29,  30,  31,  32,  33].  Metoda  CoMSA  została 
zmodyfikowana przez Hasegawe. Modyfikacja polegała na zastosowaniu algorytmu PLS 
umożliwiającego analizę QSAR bez rozwijania map porównawczych na wektory (3-way 
PLS) [34].
2.1.5 Deskryptory WHIM
Zupełnie  odmienne  podejście  kalkulacji  deskryptorów  charakteryzuje  metody 
obliczające tzw.  deskryptory  WHIM czyli  molekularne  niezmienne holistyczne ważone 
deskryptory (ang. weighted holistic invariant molecular) [35, 36].
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Obliczenie  deskryptora  WHIM  można  podzielić  na  kilka  etapów.  W pierwszym 
etapie  centrowane  są  współrzędne  atomów  cząsteczki.  Centrowanie  wykonuje  się 
względem ważonej średniej,  każdemu atomowi  i przypisuje się wagę  wi.  Stosowane są 
cztery schematy wag: nieważony wi = 1, mas atomowych wi = mi, objętości van der Waalsa 
wi = vdwi oraz elektroujemności Mullikena wi = elni. W następnym etapie wycentrowane 
współrzędne poddaje się analizie PCA uzyskując macierz wyników dla trzech czynników 
głównych.  Na podstawie  tej  macierzy  obliczane  są następujące  parametry  statystyczne 
tworzące deskryptor WHIM [37]:
• Wariancje kolumn m – λm – czyli wartości własne PCA,
• Ułamki wartości własnych m=m/∑
m
m ,
• Symetrie  –  m=∣∑i w i ti m
3 /∑
i
w i∣∗ 1/m3/2 ,  gdzie  tim jest  elementem  macierzy 
wyników PCA a wi jest wybraną wagą atomu i,
• Odwrotności krzywizn (ang.  inverse function of the kurtosis) –  m=1/m  gdzie 
m=[∑
i
w i ti m
4 /∑
i
wi ]∗ 1 /m
2
,
• Rozmiar całkowity (ang. total dimension) – =123 ,
• Czynnik acentryczny (ang. acentric factor) – =1−3 ,
Ponieważ tylko  dwa pierwsze  ułamki  wartości  własnych są wzajemnie  niezależne,  dla 
każdego schematu wag uzyskuje się więc 13 parametrów co daje w sumie 52 parametry.
Deskryptory WHIM pozwalają uzyskać modele, których jakość jest porównywalna z 
modelami CoMFA. Podstawową zaletą WHIM jest ich całkowita niezależność od sposobu 
nakładania cząsteczek oraz bardzo duża kompresja danych.
Tak  zdefiniowane  deskryptory  można  łatwo  poddawać  modyfikacji.  Przykładem 
modyfikacji  jest  metoda G-WHIM (ang.  grid-weighted holistic  invariant  molecular),  w 
której współrzędne atomów są zastąpione współrzędnymi węzłów trójwymiarowej siatki 
[38]. W środku siatki umieszcza się cząsteczkę i za pomocą różnych sond w węzłach siatki 
oblicza się pole oddziaływań podobnie jak w metodzie CoMFA. Obliczone wartości są 
używane do centrowania współrzędnych węzłów. Inną modyfikacją tej metody jest MS-
WHIM (ang. molecular surface WHIM) [39]. W tym przypadku do obliczania deskryptora 
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używane  są  punkty  zebrane  z  powierzchni  Connolyego,  a  różne  własności 
powierzchniowe, takie jak potencjał elektrostatyczny, stanowią wagi tych punktów. Obie 
wspomniane metody charakteryzują się, podobnie jak oryginalna metoda WHIM, bardzo 
dużą kompresją danych a przy odpowiedniej gęstości próbkowania obliczone deskryptory 
są niezależne od wzajemnego nałożenia analizowanych cząsteczek [35].
2.1.6 Metoda AFMoC
Ciekawym  zastosowaniem  metodologii  3D-QSAR  jest  metoda  AFMoC  (ang. 
adaptation  of  fields  for  molecular  comparision).  Powstała  ona  przez  połączenie 
zmodyfikowanej  metody  CoMFA  oraz  funkcji  oceniającej  (ang.  scoring  function) 
DrugScore [40].
Metoda DrugScore szacuje powinowactwo ligandów do białek na podstawie zbioru 
potencjałów typu atom-białko  uzyskanych przez analizę oddziaływań występujących w 
różnych  strukturach  krystalograficznych.  Używany  przez  nią  zbiór  oddziaływań  typu 
atom-białko może być stosowany do oceny powinowactwa różnych ligandów do różnych 
białek.
Zastosowanie  metodologii  CoMFA  do  analizy  grupy  znanych  ligandów  umożliwia 
dopasowanie zbioru oddziaływań do wybranej proteiny.
Zaletą metody AFMoC jest możliwość stopniowego przekształcania ogólnego zbioru 
oddziaływań  atom-białko  do  oddziaływań  specyficznych  dla  wybranej  proteiny  w 
zależności  od  liczby  dostępnych  ligandów.  Dzięki  temu  metoda  AFMoC  może  być 
stosowana również do analizy małych zbiorów ligandów. Dodatkowo, dzięki zastąpieniu 
niespecyficznych  oddziaływań  oddziaływaniami  atom-białko,  interpretacja  wyników 
modelowania AFMoC jest prostsza niż w przypadku metody CoMFA [40].
2.1.7 Metoda CoRSA
Metoda  CoRSA,  czyli  porównawcza  analiza  powierzchni  receptora  (ang. 
comparative  receptor  surface  analysis)  sprowadza  się  do  porównywania  obrazów 
powierzchni szeregu cząsteczek [41].
Podobnie jak w przypadku innych metod 3D-QSAR przed przystąpieniem do analizy 
rozpatrywany zbiór cząsteczek należy poddać optymalizacji geometrii. Następnie z całego 
zbioru cząsteczek wybiera się kilka najbardziej  aktywnych, zwykle od 1 do 5 molekuł. 
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Wybrane cząsteczki tworzą tzw. RGS (ang. receptor generation set). W metodzie CoRSA 
zakłada się, że na podstawie wybranego zbioru najbardziej aktywnych cząsteczek możliwe 
jest wygenerowanie wirtualnego receptora, zwanego również powierzchniowym modelem 
receptora  (ang.  receptor  surface model  –  RSM) lub  pseudo receptorem,  którego obraz 
zbliżony jest do receptora rzeczywistego. Wygenerowany receptor reprezentowany jest, w 
odróżnieniu  od  receptora  rzeczywistego  nie  przez  atomy  ale  przez  zbiór  punktów 
zebranych  z  jego  powierzchni.  W każdym punkcie  obliczane  są  różne  własności  np.: 
potencjał elektrostatyczny, ładunek cząstkowy, hydrofobowość a także zdolność tworzenia 
wiązań wodorowych.  Istnieje  wiele  technik  używanych do generowania  RSM [42].  W 
przypadku  metody  CoRSA wykorzystywana jest  metoda  zaproponowana przez  Hahn i 
Rogersa [43, 44, 45].
W następnym kroku dla każdego związku analizowanego szeregu oblicza się energię 
oddziaływania  ze  wszystkimi  punktami  wygenerowanego  pseudo  receptora  [46].  W 
rezultacie cząsteczki reprezentowane są przez wektory opisujące różne oddziaływania z 
pseudo  receptorem.  Dodatkowo  zazwyczaj  przed  obliczeniem  energii  oddziaływań 
geometrię  umieszczonych w RSM cząsteczki  poddaje  się  optymalizacji.  W końcowym 
etapie do modelowania danych wykorzystuje się, podobnie jak w innych technikach 3D 
QSAR, metodę PLS.
2.2 Metody 4D-QSAR
Deskryptory  stosowane  w  metodach  3D-QSAR  są  obliczane  na  podstawie 
trójwymiarowej  struktury,  która  reprezentowana  jest  przez  jedną  konformację.  W 
rzeczywistych procesach cząsteczki chemiczne ulegają stałym zmianom konformacyjnym 
a ich elastyczność może mieć kluczowe znaczenie dla aktywności.
Zmienność konformacyjna molekuł jest uwzględniania w modelowaniu 4D-QSAR. 
Metody  tego  typu  obliczają  deskryptory  nie  w  oparciu  o  pojedynczą  trójwymiarową 
strukturę  ale  na  podstawie  tzw.  zbioru  konformerów  (ang.  conformational  ensemble 
profile  –  CEP).  Dodatkowy  czwarty  wymiar  oznacza  więc  zmienność  konformacyjną 
trójwymiarowych struktur związków chemicznych. Wiele metod 4D-QSAR poza rożnymi 
konformerami uwzględnia również różne orientacje molekuł,  formy tautomeryczne oraz 
ich różne uprotonowania [47].
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2.2.1 Metody RI-4Q-QSAR
Opisana przez Hopfingera klasyczna analiza 4D-QSAR obejmuje następujące etapy: 
generowanie  trójwymiarowych  struktur,  dynamika  molekularna  (generowanie  zbioru 
konformerów) – generowanie CEP (ang.  conformational  ensemble profile),  nakładanie, 
konstrukcja  wirtualnej  trójwymiarowej  siatki  obejmującej  wszystkie  CEP,  definicja 
oddziaływań  farmakoforowych  (ang.  interaction  pharmacophore  elements  –  IPEs), 
zliczanie atomów w komórkach siatki (ang. grid cell occupancy descriptors – GCODs), 
obliczanie modelu QSAR, poszukiwanie aktywnych konformacji [48].
W  etapie  generowania  CEP  w  klasycznych  metodach  4D-QSAR  nie  uwzględnia  się 
wpływu  receptora,  z  którym  oddziałują  badane  związki.  Z  tego  powodu  metody  te 
określane są jako niezależne od receptora (ang. receptor independent – RI-4D-QSAR).
Obliczony  deskryptor  molekularny  jest  zależny  od  rodzajów  zastosowanych  IPE 
(ang.  interaction pharmacophore element) oraz od sposobu obliczania GCOD (ang. grid 
cell  occupancy descriptor).  Używane rodzaje  IPE to:  dowolny atom (ang.  any type of 
atom), atom niepolarny (ang. nonpolar atom), atom polarny z ładunkiem dodatnim (ang. 
polar atoms of positive charge), atom polarny z ładunkiem ujemnym (ang. polar atoms of 
negative  charge),  akceptor  wiązań  wodorowych (ang.  hydrogen bond  acceptor),  donor 
wiązań  wodorowych (ang.  hydrogen  bond donor),  atomy węgla  i  wodoru  w układach 
aromatycznych (ang. aromatic carbons and hydrogens).
Generowanie deskryptora polegające na zliczaniu atomów w komórkach wirtualnej siatki – 
obliczanie GCOD – jest wykonywane na trzy różne sposoby. Obliczane są deskryptory 
typu  absolutnego  (ang.  absolute),  łącznego  (ang.  joint)  oraz  rozłącznego  (ang.  self). 
Deskryptor absolutny jest iloczynem logicznym występowania IPE w komórkach siatki. 
Do obliczenia deskryptora łącznego i rozłącznego wymagana jest cząsteczka referencyjna, 
względem  której  oblicza  się  deskryptory.  Deskryptor  typu  łącznego  jest  iloczynem 
logicznym  występowania  IPE  dla  cząsteczki  referencyjnej  i  dla  cząsteczki,  dla  której 
obliczany jest deskryptor.  Obliczanie deskryptora typu rozłącznego polega natomiast na 
pominięciu komórek siatki nie obsadzonych IPE w cząsteczce referencyjnej.
Ostatni  etap  analizy  4D-QSAR  ma  na  celu  znalezienie  aktywnych  konformacji 
badanych  związków.  Przez  konformację  aktywną  rozumie  się  taką  konformację  jaką 
przybiera badany związek w rzeczywistym procesie oddziaływania z molekularnym makro 
celem. W tym celu dla wszystkich CEP wybierane są konformacje, których energia nie 
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wykracza poza  ustalony próg względem średniej  energii  wszystkich  konformacji  CEP. 
Wybrane w ten sposób konformacje są następnie testowane względem uzyskanego modelu 
4D-QSAR.  Te,  które  prognozują  najlepszą  aktywność  są  uznawane  za  konformacje 
aktywne.
2.2.2 Metody RD-4Q-QSAR
Niedawno  opisano  w  literaturze  metody  4D-QSAR,  które  uwzględniają  wpływ 
receptora  podczas  generowania  CEP.  Metody  takie  określa  się  mianem  zależnych  od 
receptora (ang. receptor dependent – RD-4D-QSAR) [49, 50, 51].
Wpływ  receptora  uwzględnia  się  przez  symulacje  dynamiki  molekularnej  po 
umieszczeniu ligandów w kieszeni receptora. Usytuowanie ligandów w kieszeni receptora 
określa się metodą dokowania molekularnego. Jeżeli struktura krystalograficzna receptora 
zawiera cząsteczkę ligandu w miejscu aktywnym dokowanie może być zrealizowane przez 
nakładanie  analizowanych  cząsteczek  na  znajdujący  się  w  kieszeni  ligand.  W  celu 
przyspieszenia obliczeń w czasie dynamiki molekularnej uwzględnia się zwykle jedynie 
miejsce  aktywne  wraz  z  najbliższym  otoczeniem.  Wygenerowane  CEP  są  następnie 
analizowane  podobnie  jak  w  przypadku  metod  RI-4D-QSAR.  Generowanie  CEP  w 
analizie  RD-4D-QSAR  umożliwia  w  pewnym  stopniu  symulację  dopasowania 
indukowanego.
2.3 Metody 5D-QSAR
Dalszy  rozwój  metod  QSAR  związany  jest  z  dokładniejszym  uwzględnianiem 
wpływu  receptora.  Metody  5D-QSAR  analogicznie  do  metod  4D-QSAR  używają  do 
reprezentacji  ligandów  CEP  (ang.  conformational  ensemble  profile)  –  przestrzeni 
konformacyjnej molekuł. Dodatkowy piąty wymiar odnosi się do uwzględniania różnych 
sposobów modelowania dopasowania indukowanego [52, 53].
2.3.1 Modelowanie dopasowania indukowanego
Program Quasar był pierwszym programem realizującym analizę 5D-QSAR (Quasar 
posiada  również  możliwość  przeprowadzania  modelowania  6D-QSAR –  patrz  również 
rozdział  2.4) [54,  55]. Obecnie dopasowanie indukowane symulowane jest na 6 rożnych 
sposobów:  izotropowo (liniowe dopasowanie  topologii),  anizotropowo (dopasowanie  w 
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oparciu  o  oddziaływania  steryczne,  elektrostatyczne,  dopasowanie  lipofilowe  oraz 
dopasowanie  w  oparciu  o  analizę  oddziaływań  związanych  z  tworzeniem  wiązań 
wodorowych) a także dopasowanie w oparciu o minimalizację energii [53, 56, 57].
Modelowanie QSAR w pakiecie Quasar opiera się na generowaniu quasi-atomowych 
modeli  receptora  [58].  W pierwszym kroku  tworzony  jest  model  receptora  w  postaci 
powierzchni  van  der  Waalsa  otaczającej  wszystkie  ligandy.  Następnie  powierzchnia 
modelu  receptora  odwzorowywana  jest  na  tymczasowo  tworzone  powierzchnie 
poszczególnych ligandów. Odwzorowanie może być wykonane na 6 opisanych powyżej 
sposobów.  Wartość  średniego  błędu  kwadratowego  (ang.  root  mean  square  –  RMS) 
obliczona między zewnętrzną a wewnętrzną  powierzchnią jest  używana do szacowania 
energii dopasowania indukowanego.
W następnym kroku powierzchnie modelu receptora są losowo obsadzane różnymi 
własnościami atomowymi. Losowe obsadzenie jest następnie optymalizowane za pomocą 
algorytmów genetycznych. W wyniku tej procedury otrzymuje się zbiór modeli receptora. 
Dla wszystkich modeli obliczana jest energia wiązania, a na jej podstawie szacowana jest 
energia swobodna wiązania ligandów do receptora.
2.3.2 Dwupowłokowa reprezentacja receptora
Rozwinięciem  modelowania  dopasowania  indukowanego  jest  metoda  tzw. 
dwupowłokowej  reprezentacji  miejsca  aktywnego  (ang.  dual-shell  representation)  [56]. 
Metoda  dwupowłokowej  reprezentacji  miejsca  aktywnego  została  pierwszy  raz 
zaimplementowana w programie Raptor [59, 60, 61, 62]. Model receptora w tej metodzie 
stanowią dwie powłoki (powierzchnie). Powłoka wewnętrzna modeluje pola oddziaływań 
jakie są odczuwane przez cząsteczki dobrze dopasowane do miejsca aktywnego. Związki, 
które  posiadają  grupy  sięgające  w  głąb  receptora  mogą  jednak  odczuwać  inne 
oddziaływania  będące  wynikiem  dopasowania  indukowanego.  Modelowanie  tych 
oddziaływań jest realizowane przez drugą zewnętrzną powłokę.
Dopasowanie obu powłok do poszczególnych ligandów przebiega odmiennie niż w 
przypadku standardowej metody 5D-QSAR. Podczas dopasowywania uwzględniana jest 
zarówno topologia powłok jak i energie oddziaływań receptor-ligand.  Uwzględniane są 
oddziaływania lipofilowe oraz związane z powstawaniem wiązań wodorowych. Następnie 
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za pomocą empirycznej funkcji (ang. empirical scoring function) szacowana jest energia 
swobodna  wiązania  ligand-receptor  a  na  jej  podstawie  szacowane  jest  powinowactwo 
ligandów do receptora [56, 57].
20
2 Wybrane metody modelowania wielowymiarowych zależności QSAR (m-QSAR)
2.4 Metody 6D-QSAR
Najnowszą  metodą  analizy  QSAR  jest  metoda  6D-QSAR.  Metoda  ta  została 
zaimplementowana w programie Quasar [47,  52,  54,  55,  58,  63]. Analiza 6D-QSAR jest 
najbardziej  zaawansowaną  metodą  QSAR.  Korzysta  ona  z  trójwymiarowych  struktur 
związków  chemicznych  (3D-QSAR)  do  generowania  CEP  –  zbioru  konformerów, 
tautomerów  a  także  różnych  stanów  protonacji  (4D-QSAR).  Wygenerowane  CEP  są 
używane  do  tworzenia  quasi-atomowych  modeli  receptora,  które  są  następnie 
dopasowywane  do  wszystkich  struktur  na  6  różnych  sposobów  (5D-QSAR). 
Wprowadzenie  szóstego  wymiaru  (6D-QSAR)  wiąże  się  z  możliwością  uwzględniania 
kilku różnych modeli solwatacji. Równanie używane do obliczania energii wiązania ligand 
–  receptor  w  metodzie  6D-QSAR  zostało  więc  uzupełnione  o  dodatkowy  wyraz 
odpowiadający zmianie energii solwatacji [64].
Symulacja różnych modeli solwatacji może być wykonana w sposób bezpośredni lub 
pośredni.  W  pierwszym  przypadku  powierzchnie  modeli  receptora  są  uzupełniane  o 
dodatkowe właściwości związane z efektami solwatacji.  Rozmieszczenie tych obszarów 
jest,  podobnie  jak  w  przypadku  analizy  5D-QSAR,  optymalizowane  przy  użyciu 
algorytmów  genetycznych.  Pośrednia  symulacja  solwatacji  polega  natomiast  na 
niezależnym  skalowaniu  dla  każdego  modelu  receptora  wyrazów  odpowiadających 
zmianie  energii  solwatacji.  Skalowanie  odzwierciedla  różnice  w  dostępności 
poszczególnych  modeli  receptora  dla  cząsteczek  rozpuszczalnika.  Wartości  wag 
przypisywane  poszczególnym  modelom  są  również  optymalizowane  przy  użyciu 
algorytmów genetycznych. Według autorów metody podejście pośrednie pozwala uzyskać 
lepsze wyniki [64].
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3 Problemy przetwarzania danych w modelowaniu 
m-QSAR
Modelowanie wielowymiarowych zależności QSAR (m-QSAR), sprowadza się do 
analizy  wielowymiarowej  macierzy  zmiennych  opisujących  struktury  analizowanych 
cząsteczek  w sposób  liczbowy.  Każda  liczbowa reprezentacja  struktur  cząsteczkowych 
stosowana  w  metodach  QSAR  nazywana  jest  deskryptorem.  Dane  QSAR  najczęściej 
posiadają  układ,  w  którym  wiersze  macierzy  reprezentują  poszczególne  cząsteczki  a 
kolumny  przechowują  wartości  deskryptorów.  Istnieje  wiele  rodzajów  deskryptorów 
stosowanych w modelowaniu QSAR. Podstawowym typem są deskryptory topologiczne 
obliczane  na  podstawie  dwuwymiarowego  grafu  cząsteczki.  Deskryptory  stosowane  w 
wielowymiarowych metodach QSAR są raczej zbiorem wielu zmiennych niż pojedynczą 
kolumną. Przykładowo, zastosowanie siatki o gęstości 1  Å i wymiarach 10x10x10  Å w 
metodzie CoMFA generuje macierz zawierającą deskryptor liczący 1000 kolumn. W toku 
dalszej  analizy  część  kolumn  jest  zazwyczaj  eliminowana,  pozostałe  natomiast  tworzą 
wielowymiarowy deskryptor QSAR. Podobną procedurę prowadzi się w przypadku innych 
metod modelowania m-QSAR (patrz również rozdział 2, strona 8).
Podstawą szeroko rozumianego modelowania QSAR jest  odwzorowanie macierzy 
deskryptorów, macierzy X, na macierz Y (lub wektor y) opisującą aktywności cząsteczek. 
Organizacja macierzy aktywności jest analogiczna do organizacji macierzy deskryptorów. 
Wiersze macierzy Y odpowiadają cząsteczkom, kolumny natomiast zawierają aktywności. 
W praktyce najczęściej stosowany jest tylko jeden rodzaj aktywności – wówczas macierz 
Y staje się wektorem kolumnowym y.
Ilościowe  powiązanie  deskryptorów  z  aktywnością  wymaga  zastosowania 
odpowiednich metod statystycznych.  Wielokrotna  regresja  liniowa MLR (ang.  multiple 
linear regression)  ze  względu  na  specyfikę  danych  QSAR  nie  znajduje  praktycznego 
zastosowania w modelowaniu m-QSAR gdyż w przypadku tych danych konieczne jest 
użycie takich metod jak regresja głównych składowych PCR (ang. principal components 
regression)  lub  cząstkowa  regresja  najmniejszych  kwadratów  PLS  (ang.  partial least 
squares).  W toku  analizy  szerokie  zastosowanie  znajdują  również  metody  eliminacji  i 
wyboru zmiennych na przykład algorytmy genetyczne GA (ang. genetic algorithm) [65, 
66, 67, 68, 69, 70, 71, 72]. Opisano ostatnio zastosowanie do tego celu metody UVE [31, 
73, 74].
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3.1 Wstępne przetwarzanie danych
Przed  modelowaniem  dane  QSAR  należy  odpowiednio  przygotować. Zmienne 
tworzące macierz X mogą się znacznie różnić zakresem wartości. Zdecydowana większość 
stosowanych  metody  analizy  danych  wymaga  unormowania  zakresów  zmiennych.  W 
praktyce  QSAR  stosuje  się  dwa  sposoby  –  centrowanie  oraz  standaryzację 
(autoskalowanie).  Rysunek 3.1 przedstawia schemat działania centrowania i standaryzacji 
danych.
Centrowanie danych powoduje przesunięcie zakresów zmiennych w taki sposób, że 
wartości średnie wszystkich zmiennych są równe zero. W tym celu od każdej zmiennej 
odejmuje się jej wartość średnią:
gdzie  XC jest wycentrowaną macierzą  X,  x  jest wektorem wartości średnich wszystkich 
kolumn macierzy X a I jest macierzą jednostkową o wymiarach macierzy X.
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Rysunek 3.1 Centrowanie oraz standardyzacja danych.  Zmienne są przedstawione w postaci 
pionowych  pasków.  Wielkość  pasków  wyraża  wariancję  danych  a  wzajemne 
położenie odpowiada zakresowi wartości.  Część a przedstawia oryginalne dane, 
część b dane po centrowaniu, część c dane po standardyzacji.
a) b) c)
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W wielu przypadkach zmienne różniące się znacznie wartością wariancji powinny 
posiadać tę  samą wagę.  Standaryzacja  (autoskalowanie)  powoduje  zrównanie  wariancji 
wszystkich  zmiennych.  W  pierwszej  kolejności  zmienne  są  centrowane  a  następnie 
dzielone przez wartość odchylenia standardowego:
gdzie  XS jest  wystandaryzowaną  macierzą  X,  funkcja  std( )  zwraca  wektor  wartości 
średnich poszczególnych kolumn macierzy X a I jest macierzą jednostkową o wymiarach 
macierzy  X.  Nie  zawsze  standaryzacja  danych  przynosi  korzystne  wyniki.  Jeżeli  w 
analizowanej  macierzy  są  zmienne  niosące  wyraźny  sygnał  oraz  zmienne  zawierające 
jedynie szum tła (np. w przypadku analizy widm molekularnych) standaryzacja zrówna 
wariancję rzeczywistych sygnałów z szumem. Informacja zostaje wówczas przysłonięta 
przez szumy [75].
Kolejnym  krokiem  wstępnego  przygotowania  danych  jest  usunięcie  z  macierzy 
kolumn  posiadających zerową lub znikomą wariancję.  Kolumny o zerowej wariancji  w 
analizie QSAR są zwykle kolumnami zawierającymi wyłącznie zera. Usunięcie kolumn o 
zerowej wariancji nie zmienia wyników modelowania pozwala zaś w wielu przypadkach 
znacznie  przyśpieszyć  obliczenia.  Czasami  usuwa  się  także  kolumny  o  małej  ale 
niezerowej  wariancji.  Jest  to  jednak  ryzykowne  ponieważ  takie  zmienne  niosą  pewną 
informację. Rysunek  3.2 przedstawia schematycznie usuwanie kolumn o zerowej oraz o 
bardzo małej wariancji.
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a) b) c)
Rysunek 3.2 Usuwanie  pustych  kolumn.  Zmienne  są  przedstawione  w  postaci  pionowych 
pasków ich wielkość wyraża wariancję danych.  Część a przedstawia oryginalne 
dane, część b dane po usunięciu zerowych kolumn, część c dane po usunięciu 
kolumn o niskiej wariancji.
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3.2 Wielokrotna regresja liniowa – MLR
Modelowanie aktywności w metodach QSAR wymaga zwykle zastosowania regresji 
wielokrotnej (regresji wielorakiej).  Jedynie w przypadku zastosowania do opisu struktur 
pojedynczego deskryptora możliwe jest zastosowanie prostej regresji dwóch zmiennych. 
Ogólny wzór łączący deskryptor z aktywnością można wyrazić następująco:
gdzie y jest modelowanym efektem, x wyraża w sposób liczbowy strukturę związku, b jest 
współczynnikiem  regresji  a  b0 oznacza  współczynnik  regresji  dla  wyrazu  wolnego. 
Natomiast  w  przypadku  wielowymiarowych  danych  wzór  (3.3)  należy  przedstawić  w 
następującej postaci:
gdzie  yn jest  elementem  n wektora  y zawierającego  aktywności,  bm jest  elementem  m 
wektora b zawierającego współczynniki regresji, xn m oznacza element macierzy X. Jest to 
podstawowe  równanie  regresyjne  stosowane  w  analizie  3D-QSAR.  Obliczenie 
współczynników  b pozwala ilościowo powiązać deskryptor z aktywnością.  W wypadku 
modelowania rzeczywistych efektów wzór (3.4) powinien być jeszcze uzupełniony o błąd 
obliczanej wartości en.
Istnieje  wiele  metod  obliczania  współczynników  b.  Podstawową  jest  metoda 
wielokrotnej regresji liniowej MLR (ang. multiple linear regression) [76]. Analogicznie do 
regresji jednowymiarowej równanie regresyjne może być zapisane w postaci macierzowej:
gdzie  y jest  wektorem zmiennych  zależnych,  X jest  macierzą  zmiennych  niezależnych 
opisujących obiekty a b jest wektorem współczynników regresji. Dołączenie do macierzy 
X dodatkowej kolumny jedynek pozwala również zawrzeć we wzorze (3.5) współczynnik 
b0. Obliczenie b możliwe jest za pomocą następującego przekształcenia:
Metoda  MLR posiada  istotne  ograniczenie  w  modelowaniu  QSAR.  Jeżeli  w 
macierzy  X występują silne korelacje między zmiennymi (kolumnami) nie jest możliwe 
poprawne odwrócenie macierzy (X  ' ·  X).  Wzór (3.6) nie może wówczas być użyty do 
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y=b0 x⋅b (3.3)
yn=b0∑
m
xn m⋅bm (3.4)
y=X⋅b (3.5)
b=X '⋅X −1⋅X '⋅y (3.6)
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obliczenia  współczynników  b.  Występowanie  takich  korelacji  w  przypadku 
wielowymiarowych  metod  QSAR  jest  bardzo  powszechne,  dlatego  konieczne  jest 
stosowanie innych metod,  np. PCR (ang. pricipal component regression) lub PLS (ang. 
partial least squares) – zobacz rozdziały 3.3.2 oraz 3.4, strony 29 oraz 30.
3.3 Analiza czynników głównych – PCA
W metodzie  analizy  czynników  głównych  (ang.  principal  component  analysis  – 
PCA) oblicza się na podstawie macierzy danych tzw. czynniki główne [77, 78]. Czynniki 
główne  są  kombinacją  liniową  pierwotnych  zmiennych,  utworzoną  w  taki  sposób  by 
maksymalizować opis wariancji danych. Pierwotna macierz jest dekomponowana na dwie, 
tj.  macierz  wyników oraz  macierz  wag.  Jeżeli  dekompozycja  macierzy  jest  całkowita, 
macierze wag i wyników mają maksymalną możliwą liczbę czynników, wówczas iloczyn 
tych dwóch macierzy odtwarza pierwotną macierz danych. W wypadku kiedy w modelach 
wykorzystuje się tylko kilka pierwszych czynników pierwotna macierz jest odtwarzana z 
pewnym błędem. Rysunek 3.3 ilustruje schematycznie zależność między macierzą danych 
a macierzami wyników, wag i błędów.
Macierz  T jest takim odpowiednikiem macierzy  X, że jej kolumny są ortogonalne. 
Każda  kolumna  tej  macierzy  jest  czynnikiem głównym utworzonym w ten  sposób by 
maksymalnie obrazować wariancję macierzy X. Kolejne czynniki główne opisują pewien 
ułamek całkowitej wariancji, przy czym wraz z każdym kolejnym czynnikiem ułamek ten 
maleje. Maksymalna liczba czynników zależy od rzędu macierzy X. Użycie maksymalnej 
liczby czynników, równej rzędowi macierzy X, gwarantuje, że macierz T w pełni opisuje 
wariancję danych macierzy X. W praktycznej analizie PCA używanych jest tylko kilka lub 
kilkanaście pierwszych czynników. Uznaje się,  że wariancja opisywana przez pozostałe 
czynniki jest szumem informacyjnym lub nie jest konieczna do modelowania. Natomiast 
wiersze macierzy T odpowiadają wierszom macierzy X, czyli obiektom. Wszelkie relacje 
występujące między obiektami w pierwotnej macierzy takie jak wzajemna odległość są 
również zachowane w macierzy T.
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Oryginalne zmienne są charakteryzowane w analizie PCA przez kolumny macierzy 
P.  Każda  kolumna  tej  macierzy  podobnie  jak  w  przypadku  macierzy  T nosi  nazwę 
czynnika głównego. Liczba kolumn macierzy  P jest równa liczbie kolumn macierzy  T. 
Analogicznie  jak  w  przypadku  macierzy  T wszelkie  relacje  występujące  między 
oryginalnymi  zmiennymi  są  zachowane  w  macierzy  P.  Dzięki  temu  w prosty  sposób 
można wizualizować korelacje występujące między zmiennymi.
27
X
P'
T
T P'=X + E
Rysunek 3.3 Schemat blokowy dekompozycji macierzy danych  X na macierz wyników  T oraz 
macierz  wag  P.  Iloczyn  macierzy  wag  i  wyników  odtwarza  macierz  X z 
ewentualnym uwzględnieniem macierzy błędów E.
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3.3.1 Wizualizacja czynników głównych
Czynniki  główne uzyskane  przez  dekompozycję  macierzy  można wykorzystać  w 
celu wizualizacji zależności występujących między obiektami oraz zmiennymi. Rysunek 
3.4 przedstawia projekcję obiektów na płaszczyznę zdefiniowaną czynnikami PC1 i PC2 
uzyskaną w wyniku prostej analizy danych QSAR uzyskanych metodą s-CoMSA grupy 
pochodnych steroidowych o aktywności CBG (patrz rozdział  5.4.1.1, strona  52). Każdy 
punkt  wykresu  został  opatrzony  etykietą  informującą  o  powinowactwie  do  globuliny 
wiążącej kortyzol – patrz opis pod rysunkiem. Pomimo tego, że czynniki główne PC1 oraz 
PC2 nie uwzględniają wartości powinowactwa, rozkład punktów w przestrzeni PC1/PC2 
ilustruje  zmiany powinowactwa CBG, które wzrasta ze wzrostem PC1.  Oznacza to,  że 
różnice  strukturalne  w budowie cząsteczek tłumaczą  także ich wyraźne powinowactwo 
wobec CBG. Dwie pochodne zaznaczone obwódką (jedna po lewej stronie wykresu, druga 
po prawej, odpowiednio związki s22 oraz s31) nie poddają się wyraźnie takiemu opisowi.
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Rysunek 3.4 Przykładowa projekcja obiektów na płaszczyznę zdefiniowaną czynnikami PC1 i 
PC2 (ang score plot). Analiza PCA została przeprowadzona dla grupy pochodnych 
steroidowych  o  aktywności  CBG  (patrz  rozdział  5.4.1.1,  strona  52).  Związki  o 
niskim, średnim oraz wysokim powinowactwie oznaczono odpowiednio czerwonymi 
kółkami,  zielonymi rombami oraz niebieskimi kwadratami.  Obwódką zaznaczono 
pochodne s22 i s31 różniące się od pozostałych związków szeregu.
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3.3.2 Regresja czynników głównych – metoda PCR
Metoda PCR (ang. principal component regression) jest modyfikacją metody MLR 
polegającą na zastosowaniu macierzy czynników głównych T w miejsce macierzy X [76]. 
Obliczenie współczynników b jest możliwe analogicznie jak we wzorze (3.6):
Odwrócenie  macierzy  (T  ' ·  T)  jest  możliwe ponieważ czynniki  główne są wzajemnie 
ortogonalne.
Zastosowanie czynników głównych powoduje jednak,  że zmienne o bardzo dużej 
wariancji mają bardzo silny wpływ na kształt modelu. W analizie QSAR takie zmienne nie 
zawsze są skorelowane z modelowaną aktywnością. Efekt ten jest widoczny zwłaszcza w 
przypadku tzw. deskryptorów charakterystycznych (ang.  fingerprint descriptors). Dlatego 
przed modelowaniem metodą  PCR często konieczna jest  preselekcja  zmiennych.  Wadą 
metody PCR jest również konieczność użycia względnie dużych zbiorów obiektów w celu 
otrzymania wiarygodnych modeli [79].
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3.4 Regresja częściowych najmniejszych kwadratów – PLS
Regresja metodą najmniejszych częściowych kwadratów – PLS (ang.  partial  least 
squares) opiera się podobnie jak w przypadku metody PCR na dekompozycji macierzy X 
[16,  80]. Tworzone są tzw. ukryte czynniki (ang.  latent components) będące kombinacją 
liniową oryginalnych  zmiennych.  Nowe zmienne,  inaczej  niż  w przypadku czynników 
głównych PCA, maksymalizują  kowariancję  między macierzą  X a  wektorem  y.  Na ich 
podstawie  w iteracyjnej  procedurze  obliczane  są współczynniki  korelacji  [81,  82,  83]. 
Rysunek 3.5 ilustruje schematycznie dekompozycję macierzy w metodzie PLS [83].
Metoda PLS jest rutynową metodą modelowania wielowymiarowych danych QSAR. 
Jej  zaletą  jest  znacząca kompresja  danych.  Zastosowanie metody PLS w modelowaniu 
QSAR  umożliwiło  de  facto rozwój  tych  metod.  Jest  to  obecnie  najszerzej  stosowana 
metoda regresyjna w modelowaniu m-QSAR.
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Rysunek 3.5 Schemat blokowy dekompozycji PLS. Macierz danych X jest dekomponowana na 
macierz wyników  T, macierz ładunków czynnikowych (obciążeń)  P oraz macierz 
wag  W.  Wektor y jest  dekomponowany  na  wektory  wyników  u i  ładunków 
czynnikowych (obciążeń) q. Iloczyn odpowiednich macierzy i wektorów wyników i 
obciążeń daje pierwotną macierz lub wektor.
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3.4.1 Walidacja modelu
Specyfika danych QSAR sprawia, że walidacja statystycznej reprezentatywności nie 
może być dokonana jedynie przez szacowanie dopasowania za pomocą średniego błędu 
kwadratowego  RMS (ang.  root  mean sqauare)  wzór  (3.8)  lub kwadratu  współczynnika 
korelacji liniowej r2 wzór (3.9):
gdzie  y ip  jest  elementem  i wektora  yp zawierającego prognozowane wartości zmiennej 
zależnej,  yi jest  elementem  i wektora  y zawierającego  oryginalne  wartości  zmiennej 
zależnej,  n jest  liczbą obiektów,  y  jest  średnią  wartością zmiennej  zależnej.  Obydwie 
wartości  w  prosty  sposób  szacują  wzajemne  dopasowanie  danych  i  modelu.  Zaletą 
parametru r2 jest brak wymiaru (o ile y posiada wymiar) i co za tym idzie niezależność od 
zakresu wartości zmiennej zależnej.
W analizie m-QSAR walidację modeli przeprowadza się najczęściej przez obliczanie 
parametru q2. Jest to walidowana krzyżowo wersja parametru r2 – wzór (3.10). Walidacja 
krzyżowa (walidacja  naprzemienna)  zwana  jest  potocznie  z  języka  angielskiego  cross-
walidacją (ang. cross-validation). W literaturze często stosuje się symbol qCV2 .
Zbiór  obiektów  służący  do  uzyskania  modelu  jest  w czasie  walidacji  krzyżowej 
wielokrotnie dzielony na dwa podzbiory. Jeden podzbiór jest używany do wygenerowania 
tymczasowego modelu (w normalnym toku obranej metody modelowania). Model ten jest 
następnie testowany na obiektach tworzących drugi podzbiór.
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Przewidziane w czasie testowania wartości zmiennej zależnej służą następnie do obliczania 
wartości qCV2 :
gdzie  y iCV  jest  elementem  i wektora  yCV zawierającego  wartości  zmiennej  zależnej 
oszacowane w czasie walidacji krzyżowej.
Innym często stosowanym parametrem jest walidowany krzyżowo błąd standardowy sCV:
gdzie aopt oznacza optymalną liczbę ukrytych czynników PLS.
3.4.1.1 Walidacja krzyżowa LOO
Jeżeli  podczas  walidacji  krzyżowej  proporcje  podziału  zbioru  obiektów wynoszą 
n-1÷1 jest to walidacja typu LOO (ang.  leave one out). Jest to najczęściej stosowany typ 
walidacji krzyżowej w analizie QSAR. Walidacja LOO jest czasochłonna, jej zaletą jest 
jednak duża wiarygodność wyników.
3.4.1.2 Walidacja krzyżowa LSO
Jeżeli  proporcje  podziału  zbioru  obiektów podczas  walidacji  krzyżowej  wynoszą 
(n-nCV)÷n gdzie nCV jest liczbą całkowitą z zakresu (2, n) jest to walidacja typu LSO (ang. 
leave several out). Walidacja tego typu jest szybsza niż walidacja LOO. Uzyskane wyniki 
są jednak mniej wiarygodne.
3.4.2 Kompleksowość modelu
Istotnym problemem w analizie PLS jest określenie kompleksowości modelu czyli 
ustalenie  liczby  ukrytych  czynników  umożliwiającej  uzyskanie  optymalnego  modelu. 
Czynniki PLS są konstruowane tak by maksymalizować kowariancję między macierzą X a 
wektorem  y.  Większa liczba czynników powoduje więc,  że model uwzględnia większy 
procent kowariancji.  Podobnie jednak jak w przypadku metody PCA cześć kowariancji 
pochodzi zwykle od szumu.  Model uwzględniający szum charakteryzuje  się tzw.  niską 
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zdolnością  prognozowania.  Oznacza  to,  że  chociaż  dobrze  dopasowuje  się  do  danych 
macierzy  X nie  jest  zdolny  do  prawidłowego  obliczania  odpowiedzi  y dla  danych 
zewnętrznych (nie uwzględnionych na etapie modelowania). Modele takie określa się jako 
przeuczone.
Ustalenie  odpowiedniej  kompleksowości  wykonuje  się  przez  optymalizację 
parametru  PRESS (ang.  predictive residual sum of  squares)  obliczanego dla  kolejnych 
kompleksowości:
gdzie a oznacza  kompleksowość,  A jest  maksymalną  użytą  kompleksowością,  ya jest 
wektorem zmiennych zależnych oszacowanych dla  kompleksowości  a,  y jest  natomiast 
wektorem oryginalnych zmiennych zależnych. W iteracyjnym algorytmie PLS w każdym 
kroku zwiększana jest kompleksowość modelu od kompleksowości 1 do kompleksowości 
maksymalnej, równej zwykle liczbie z zakresu od 5 do 20. Wartość  PRESS jest błędem 
oszacowania wektora y.  Na jego podstawie obliczany jest  parametr  RMSCV (ang.  root 
mean square error of cross-validation) służący do określenia prawidłowej kompleksowości 
modelu. RMSCV oblicza się z następującego wzoru:
gdzie  n jest  liczbą  obiektów.  W  celu  zwiększenia  nacisku  na  wybór  niższych 
kompleksowości  wzór  (3.13)  można  zmodyfikować  uwzględniając  liczbę  użytych 
czynników:
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RMSCV a= PRESS a
n
RMSCV =[ RMSCV 1 , ... , RMSCV a , ... , RMSCV A ]
(3.13)
RMSCV a= PRESS a
n−a−1
RMSCV =[ RMSCV 1 , ... , RMSCV a , ... , RMSCV A ]
(3.14)
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Na  podstawie  RMSCV określana  jest  kompleksowość  modelu.  Za  optymalną 
kompleksowość uważa się taką, dla której wartość RMSCV jest najmniejsza. Alternatywną 
metodą określania optymalnej  kompleksowości jest  poszukiwanie pierwszego minimum 
parametru RMSCV. Symbolem używanym w tej pracy do określenia maksymalnej użytej 
liczby czynników jest  A, znaleziona optymalna liczba czynników jest z kolei oznaczana 
symbolem aopt.
3.4.3 Stabilność zmiennych
Miarą stabilności zmiennych jest niezależność współczynników regresji od zestawu 
obiektów  użytych  do  konstrukcji  modelu.  Jeżeli  drobna  zmiana  zestawu  obiektów 
służących  do  uzyskania  modelu  silnie  wpływa  na  wartość  współczynnika  regresji 
współczynnik ten jest niestabilny. Jeżeli natomiast wartość współczynnika nie ulega silnej 
zmianie  jest  on  współczynnikiem  stabilnym.  Zmienne,  którym  odpowiadają  stabilne 
współczynniki  regresji  są  również  nazywane  stabilnymi.  Te,  którym  odpowiadają 
niestabilne współczynniki są nazywane zmiennymi niestabilnymi [31].
Stabilność zmiennych może być ustalona w czasie walidacji  krzyżowej.  Wartości 
współczynników b wszystkich tymczasowych modeli są zapamiętywane w macierzy  BB. 
Zaproponowano kilka metod obliczania stabilności zmiennych. Najprostszy sposób polega 
na podzieleniu średniej wartości współczynników  b przez odpowiadające im odchylenia 
standardowe –  wzór  (3.15).  Zastąpienie  średniej  medianą  a  odchylenia  standardowego 
interkwartylem  ogranicza  wpływ  destabilizacyjny  obiektów  odległych.  Jest  to  tzw. 
elastyczna stabilność (ang. robust) – wzór (3.16).
Można również w miejsce średniej użyć ostatecznie uzyskaną wartości współczynników b:
We wzorach (3.15, 3.16, 3.17) sv oznacza wektor stabilności, symbol ./ oznacza dzielenie 
Hadamarda (element przez element), funkcje mean( ), std( ), median( ), iqr( ) są kolejno 
funkcjami  zwracającymi  wartość  średnią,  odchylenie  standardowe,  medianę  oraz 
interkwartyl (odległość między 25 a 75 percentylem).
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sv=median BB ./ iqr BB (3.16)
sv=b ./stdBB (3.17)
3 Problemy przetwarzania danych w modelowaniu m-QSAR
3.5 Walidacja modeli dla zbioru testowego
Parametry  testujące  zdolność  prognozowania  modeli  takie  jak  qCV2 ,  sCV,  r2,  RMS 
określają  dopasowanie  modelu  do danych treningowych.  Oznacza to,  że  wiarygodność 
modeli  jest  testowana na obiektach używanych do konstrukcji  modelu.  Parametry  qCV2  
oraz  sCV są  bardziej  wiarygodne  z  uwagi  na  zastosowanie  do  ich  obliczenia  walidacji 
krzyżowej.  Dla  dużych  zbiorów  możliwe  jest  wyodrębnienie  spośród  obiektów 
zewnętrznego  zbioru  testowego  nie  używanego  do  konstrukcji  modelu.  Testowanie 
zdolności  prognozowania  na  podstawie  zbioru  zewnętrznego  jest  bardziej  wiarygodne. 
Stosowane w tym celu parametry są analogiczne do parametrów  r2 i  RMS.  Najczęściej 
stosowane to standardowy błąd prognozowania  SDEP (ang.  standard  deviation error  of 
prediction) oraz kwadrat współczynnika dopasowania zbioru testowego r t2  (r2 test):
gdzie  y ipt  jest elementem  i wektora  ypt zawierającego prognozowane wartości zmiennej 
zależnej  zbioru  testowego,  y it  jest  elementem  i wektora  yt zawierającego  oryginalne 
wartości zmiennej zależnej zbioru testowego, nt jest liczbą obiektów zbioru testowego, y t  
jest wartością średnią zmiennej zależnej zbioru testowego.
3.6 Wybór / eliminacja zmiennych
Wybór zmiennych jest złożonym problemem modelowania.  W przypadku metody 
PLS  zwykle  nie  ma  potrzeby  stosowania  eliminacji  lub  wyboru  zmiennych  jednak 
specyfika  modelowania  m-QSAR  często  wymaga  wybrania  zmiennych.  W  literaturze 
opisanych zostało wiele takich metod. Jedną z nich jest UVE-PLS [73].
35
SDEP = ∑i=1
nt
 y i
pt− y i
t2
nt
(3.18)
r t
2 = 1−
∑
i=1
nt
 yi
pt− y i
t2
∑
i=1
nt
 y t− y i
t2
(3.19)
3 Problemy przetwarzania danych w modelowaniu m-QSAR
3.6.1 Metoda UVE-PLS
Eliminacja zmiennych metodą UVE-PLS (ang. uninformative variable elimination-
PLS)  polega na usunięciu  zmiennych,  które  nie  niosą istotnej  informacji  [31,  73,  74]. 
Kryterium  eliminacji  jest  tzw.  stabilność  zmiennych  (patrz  rozdział  3.4.3,  strona  34). 
Macierz oryginalnych zmiennych  X jest uzupełniana o dodatkową macierz szumów  Xn. 
Liczba wierszy macierzy szumu jest  równa liczbie  wierszy macierzy  X,  liczba kolumn 
powinna być porównywalna z liczbą kolumn X. Amplituda szumu musi być niewielka by 
szum nie wpływał silnie na stabilność oryginalnych zmiennych. Odpowiednia macierz Xn 
jest utworzona z wartości losowych pomnożonych przez mały czynnik rzędu 10-10 – 10-15. 
Obie macierze są ze sobą łączone w jedną macierz XUVE. Schemat tworzenia macierzy Xn 
oraz XUVE jest przedstawiony na rysunku 3.6 [31].
Na  podstawie  macierzy  XUVE oraz  wektora  y obliczany  jest  parametr  nazywany 
stabilnością zmiennych (patrz rozdział 3.4.3, strona 34). Rysunek 3.7 przedstawia wykres 
stabilności  zmiennych  macierzy  XUVE.  W części  lewej  kolorem niebieskim zaznaczono 
stabilność oryginalnych zmiennych,  w części prawej  stabilność pochodzącą z macierzy 
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Rysunek 3.6 Macierz  Xn jest tworzona z wartości losowych pomnożonych przez mały czynnik 
rzędu 10-10. Macierz XUVE jest połączeniem macierzy X oraz Xn. Symbole N oraz M 
ozanaczają odpowiednio liczbę obiektów i liczbę zmiennych macierzy X.
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szumów. Działanie metody UVE polega na odrzuceniu zmiennych, których stabilność jest 
niższa  od  stabilności  szumów.  Poziome  przerywane  linie  wskazują  zakres  stabilności 
odrzucanych zmiennych.
3.6.2 Metoda IVE-PLS
Iteracyjna  metoda  IVE-PLS  (ang.  iterative  variable  elimination-PLS)  należy  do 
grupy metod wstecznej eliminacji zmiennych (ang. backward elimination). Polega ona na 
kolejnym odrzucaniu  zmiennych o  najmniejszym wpływie.  Podobnie  jak  w przypadku 
UVE-PLS kryterium określającym znaczenie zmiennych jest stabilność. Liczba możliwych 
iteracji jest o jeden mniejsza od liczby zmiennych. Na rysunku 3.8 przedstawiono schemat 
blokowy eliminacji IVE-PLS. W kolejnych iteracjach liczona jest stabilność zmiennych. 
Zmienna  o  najniższej  bezwzględnej  stabilności  jest  eliminowana  z  macierzy  X 
(wyeliminowane zmienne znaczono kolorem jasnoczerwonym) [31].
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Rysunek 3.7 Wykres stabilności zmiennych macierzy XUVE. Po lewej stronie, kolorem niebieskim, 
zaznaczono  stabilność  oryginalnych  zmiennych,  po  prawej  stronie,  kolorem 
czerwonym,  stabilność  dodanych  szumów.  Poziome  przerywane linie  wskazują 
zakres stabilności odrzucanych zmiennych.
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Podczas całej  procedury w każdej iteracji  obliczane są parametry testujące jakość 
modelu. Zwykle obliczane są parametry qCV2  oraz r t2  o ile jest dostępny zewnętrzny zbiór 
testowy.  Badanie  przebiegu  qCV2  w czasie  całej  procedury  pozwala  wybrać  optymalny 
zestaw  zmiennych.  Rysunek  3.9 przedstawia  zmiany  parametrów  qCV2  i  r t2  podczas 
modelowania  SOM-CoMSA  szeregu  pochodnych  kwasu  karboksylowego  przy  użyciu 
czterech różnych procedur eliminacji IVE-PLS dla różnych założonych kompleksowości 
modelu [84]. Poszczególne procedury eliminacji różniły się od siebie sposobem obliczania 
stabilności. W procedurach IVE1 oraz IVE3 zastosowano stabilności standardowe – wzór 
(3.15). W procedurach IVE2 oraz IVE4 zastosowano elastyczną stabilność (robust) – wzór 
(3.16). Co więcej, w przypadku procedur IVE1 oraz IVE2 stabilność była obliczona dla 
maksymalnej założonej kompleksowości (max).  Natomiast w przypadku procedur IVE3 
oraz IVE4 stabilność była obliczana dla kompleksowości optymalnej (optimal).
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Rysunek 3.8 Schemat eliminacji  zmiennych metodą IVE-PLS. W kolejnych iteracjach 1, 2, 3, 
4, ...,  N-2 odrzucane są zmienne o najniższej stabilności. W ostatniej iteracji  N-1 
zostaje jedna zmienna.
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Wartości  qCV2  w kolejnych procedurach przez pierwsze 100 iteracji  różnią się od 
siebie  tylko  nieznacznie.  Po około 100 iteracjach wartości  qCV2  uzyskane dla  procedur 
IVE1/IVE2 przewyższają uzyskane dla procedur IVE3/IVE4. Jest to zwłaszcza wyraźne w 
przypadku  wyższych  kompleksowości.  Wartości  r t2  wskazują  na  wysoką  zdolność 
prognozowania  modeli  aczkolwiek  na wykresach widać znaczną niestabilność  wartości 
parametru.
Wybór optymalnej liczby iteracji (czyli optymalnego zestawu zmiennych) może być 
wykonany na wiele  sposobów.  Najprostszą  metodą  jest  wybór  punktu,  w którym  qCV2  
osiąga wartość maksymalną. Często eliminację prowadzi się do z góry ustalonego punktu. 
Na  przykład,  na  rysunku  3.9 pionowa  przerywana  linia  oznacza  80%  odrzuconych 
zmiennych.  Użycie  tak  określonego  punktu  umożliwia  łatwe  porównywanie  wyników 
różnych eliminacji.  W rozdziałach  7.1.1 (strona  81) oraz  7.1.2 (strona  85) znajduje się 
omówienie zastosowań IVE-PLS w modelowaniu s-CoMSA.
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Rysunek 3.9 Przebiegi  parametrów  qCV2  oraz  r t2  uzyskane  w  wyniku  modelowania  CoMSA 
szeregu  pochodnych  kwasu  karboksylowego  przy  użyciu  różnych  procedur 
eliminacji IVE-PLS dla a priori założonych maksymalnych kompleksowości modelu, 
odpowiednio A = 2, 6 oraz 10. Według [84].
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Celem  modelowania  QSAR  jest  ilościowe  powiązanie  struktur  związków 
chemicznych  przedstawionych  w  postaci  deskryptora  molekularnego  z  aktywnością. 
Uzyskana funkcyjna  zależność może być użyta  do  przewidywania aktywności  nowych 
związków.  W przypadku  wykorzystania  jako  zmiennych  tzw.  zmiennych  ukrytych  nie 
tłumaczy ona jednak w prosty sposób molekularnych podstaw badanego efektu.
Wykorzystanie metod QSAR do ustalania molekularnych uwarunkowań aktywności 
opiera się przede wszystkim na wizualizacji modeli. Poprzez wizualizację modeli rozumie 
się obrazowanie w trójwymiarowej przestrzeni składowych deskryptora molekularnego o 
największym wkładzie w modelowany efekt. Składowe deskryptora są wyświetlane razem 
z  reprezentatywną  cząsteczką  analizowanego  szeregu  związków  chemicznych,  dzięki 
czemu  uwidaczniają  się  elementy  struktury  powiązane  z  wyświetlonymi  składowymi 
deskryptora.
Identyfikacja  elementów deskryptora  mających największy wkład  w modelowany 
efekt może być dokonana na wiele różnych sposobów. W tym celu bada się wariancję 
poszczególnych zmiennych,  ich  korelację  z  aktywnością,  stosuje  się  wartości  progowe 
oraz metody wyboru i eliminacji zmiennych – patrz również rozdziały  7.1.2 (strona  85) 
oraz 7.2 (strona 91).
4.1 Mapy konturowe
Metody QSAR wykorzystujące koncepcję pól molekularnych, tj.  metoda CoMFA, 
CoMSIA i  inne  podobne,  najczęściej  wykorzystują  do  wizualizacji  modeli  tzw.  mapy 
konturowe (ang.  contour  maps).  Wykres tego typu powstaje przez odrzucenie punktów 
pola,  których wartości nie przekraczają ustalonych progów. Zwykle stosowane są dwie 
wartości progowe: górna i dolna – odrzucane są więc punkty, których wartości mieszczą 
się  pomiędzy  progami.  Natomiast  pozostałe  punkty  wskazują  obszary  przestrzeni 
wykazujące odpowiednio pożądane i niepożądane oddziaływania z cząsteczkami szeregu.
Rodzaj  wyświetlanych  oddziaływań  zależy  od  wybranego  pola  molekularnego. 
Standardowo  w  metodzie  CoMFA  używane  są  dwa  rodzaje  pól  –  pole  oddziaływań 
elektrostatycznych oraz pole oddziaływań sterycznych. W metodzie CoMSIA używane są 
41
4 Wizualizacja modeli 3D-QSAR
dodatkowo pola oddziaływań hydrofobowych oraz dwa pola oddziaływań wodorowych, 
jedno wskazuje na występowanie donorów, drugie na występowanie akceptorów wiązań 
wodorowych.
Obok typu pola istotne jest wybranie rodzaju transformacji wartości pól (ang. type of 
transformation).  W metodzie  CoMFA domyślna transformacja polega na przemnożeniu 
odchylenia  standardowego  punktów  pola  przez  współczynniki  regresji.  W  literaturze 
transformacja ta oznaczana jest symbolem  StDev*Coeff.  Stosowane są również inne 
transformacje  np.  Mean*Coeff (wartość  średnia  pomnożona  przez  współczynniki 
regresji), Average_Field (wartość średnia) itp. [13].
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Rysunek 4.1 Mapy konturowe uzyskane w wyniku analizy CoMFA steroidów o powinowactwie 
TBG [85]. Szczegóły w tekście.
a)
b)
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Wartości  progów  są  ustalane  na  dwa  sposoby.  Są  to  albo  wartości  rzeczywiste 
wyrażone  w  kcal/mol  albo  wartości  procentowe.  Standardowo  używane  są  wartości 
procentowe. W przypadku progów procentowych górna wartość przyjmuje zwykle 80% a 
dolna 20%.
Wybór  odpowiedniego  typu  pola,  transformacji  i  wartości  progowych  pozwala 
uzyskać mapy konturowe wskazujące obszary o pożądanych i niepożądanych obszarach 
oddziaływań  elektrostatycznych,  sterycznych  i  innych.  Rysunek  4.1 przedstawia 
przykładowe mapy konturowe. Rysunek zaczerpnięto z publikacji  [85].  Kolor  niebieski 
oznacza  obszary,  w  których  obecność  podstawnika  elektroujemnego  zwiększyłaby 
aktywność a kolor czerwony, w których taki podstawnik zmniejszyłby aktywność. Kolor 
zielony natomiast  wskazuje  obszary w których pożądane są oddziaływania  steryczne a 
kolor żółty wskazuje obszary, w których takie oddziaływania nie są pożądane.
4.2 Wizualizacja oddziaływań specyficznych
Deskryptory  molekularne  stosowane  w  metodzie  CoMFA  oraz  w  metodach 
pokrewnych nie mogą być bezpośrednio powiązane z określonymi fragmentami struktury 
związków  chemicznych.  Dlatego  do  wizualizacji  modeli  QSAR  uzyskanych  tymi 
metodami stosuje się mapy konturowe, wskazujące jedynie pewne obszary przestrzeni o 
pożądanych bądź niepożądanych oddziaływaniach.
W  przypadku  metod  QSAR  wykorzystujących  deskryptory  specyficzne,  tj. 
deskryptory, które można jednoznacznie powiązać z określonymi fragmentami struktury, 
wizualizacja  modeli  umożliwia  precyzyjne  zaznaczenie  fragmentów struktury  mających 
największy wkład w modelowany efekt.  Ponieważ efekt modelowany metodami QSAR 
jest  w  ogromnej  większości  przypadków  powiązany  z  oddziaływaniem  cząsteczek  z 
receptorem  dlatego  można  przypuszczać,  że  fragmenty  struktury  wskazane  poprzez 
wizualizację są odpowiedzialne za specyficzne oddziaływania z receptorem.
43
5 Badania własne
5 Badania własne
Cząsteczka w metodzie CoMFA (oraz metodach pokrewnych) reprezentowana jest 
poprzez  deskryptor  złożony  z  szeregu  liczb  definiujących  pole  cząsteczkowe  w 
równomiernie  rozłożonej  sieci  przestrzennej.  Jest  to  więc  wielopunktowa reprezentacja 
cząsteczek.
Deskryptory  molekularne  można  również  obliczyć  poprzez  podział  molekuł  na 
części.  Uzyskane  w  wyniku  takiego  podziału  przestrzenne  sektory  mogą  zawierać 
pojedyncze atomy, grupy atomów lub mogą być puste. Podział cząsteczek na przestrzenne 
sektory nazywany jest formalizmem sektorowym. Pierwszy raz taki podział zaproponowali 
Purcell i Testa [86].
Metoda 4D-QSAR Hopfingera używa formalizmu sektorowego do opisu przestrzeni 
konformacyjnej  analizowanych  molekuł  [48].  Formalizm  sektorowy  jest  również 
stosowany  w  opisywanej  w  tej  pracy  sektorowej  wersji  metody  CoMSA  (s-CoMSA). 
Ciekawym sposobem podziału  cząsteczek  na  przestrzenne  fragmenty  jest  zastosowanie 
sieci neuronowej Kohonena w neuronowej wersji metody CoMSA (SOM-CoMSA). Każdy 
neuron w tej metodzie obejmuje obszar w przestrzeni co powoduje podział powierzchni 
cząsteczkowej  na  fragmenty.  Sieci  neuronowe  Kohonena  są  również  stosowane  w 
metodzie  SOM-4D-QSAR  do  podziału  na  części  przestrzeni  konformacyjnej 
analizowanych cząsteczek [87].
Rysunek  5.1 przedstawia  schemat  ilustrujący  różnice  między  reprezentacją 
cząsteczek stosowaną w metodzie CoMFA oraz w metodach wykorzystujących formalizm 
sektorowy  oraz  sieci  neuronowej  Kohonena  tj.  w  metodach  s-CoMSA,  4D-QSAR, 
SOM-CoMSA, oraz SOM-4D-QSAR.
W  metodzie  CoMFA  generowanie  deskryptora  polega  na  obliczaniu  wartości 
odpowiedniego  pola  cząsteczkowego  w  ściśle  określonych  punktach  przestrzeni  (w 
węzłach  siatki).  Natomiast  w  metodach  4D-QSAR,  s-CoMSA,  SOM-CoMSA  i 
SOM-4D-QSAR zamiast pojedynczych punktów definiuje się pewne zakresy przestrzeni. 
Generowanie deskryptora w tych metodach polega na obliczeniu odpowiednich własności 
w zdefiniowanych zakresach przestrzeni.  W przypadku metod 4D-QSAR i s-CoMSA w 
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miejsce punktów stosowane są sektory. Metody SOM-4D-QSAR i SOM-CoMSA stosują 
formalizm samoorganizujących się map neuronowych, których działanie sprowadza się do 
definiowania sfer obejmujących pewien zakres przestrzeni.
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Rysunek 5.1 Schemat  obrazujący  różnice  między  reprezentacją  cząsteczek  stosowaną  w 
metodzie  CoMFA  oraz  w   metodach  s-CoMSA,  4D-QSAR,  SOM-CoMSA  i 
SOM-4D-QSAR [29].
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5.1 Sektorowa porównawcza analiza powierzchni 
cząsteczkowych
Metoda sektorowej  porównawczej  analizy powierzchni  cząsteczkowych s-CoMSA 
(ang. sector-comparative molecular surface analysis) jest metodą 3D-QSAR. W metodzie 
tej cząsteczka reprezentowana jest przez powierzchnię cząsteczkową. Analogicznie jak w 
metodzie SOM-CoMSA dla punktów pobieranych z takiej powierzchni oblicza się wartość 
potencjału elektrostatycznego lub innej własności molekularnej [27]. Następnie przestrzeń 
dzieli się na jednostkowe sektory (sześciany). Obliczone średnie lub sumowane wartości 
odpowiedniego deskryptora w sektorach porządkuje się w postaci wektorów opisujących 
cząsteczki.
Przebieg analizy QSAR metodą s-CoMSA można podzielić na następujące etapy:
• Modelowanie trójwymiarowych obrazów cząsteczek
Przed  przystąpieniem  do  modelowania  3D-QSAR  konieczne  jest  wygenerowanie 
trójwymiarowych  struktur  analizowanych  cząsteczek.  Obliczane  są  również  cząstkowe 
ładunki atomowe potrzebne do generowania potencjału elektrostatycznego.
• Superpozycja obrazów 3D
Deskryptor  metody  s-CoMSA  jest  zależny  od  wzajemnego  położenia  analizowanych 
cząsteczek,  dlatego  konieczne  jest  ich  nałożenie  na  wspólny  wzorzec.  Przez  wzorzec 
nakładania  rozumie  się  motyw  strukturalny  wspólny  dla  wszystkich  cząsteczek. 
Najczęściej  jako  wzorzec  nakładania  stosuje  się  najbardziej  aktywną  cząsteczkę 
analizowanego szeregu [88,  89,  90]. Jeżeli istnieje hipoteza farmakoforowa powiązana z 
modelowanym efektem powinna być ona uwzględniona w procesie nakładania [14].
• Generowanie powierzchni cząsteczkowych, obliczanie potencjałów
Powierzchnie  cząsteczkowe są generowane po etapie  nakładania,  gdy jest  już  ustalona 
geometria i wzajemne położenie w przestrzeni. Metoda s-CoMSA wymaga próbkowania 
powierzchni punktami opisanymi współrzędnymi trójwymiarowej przestrzeni. Dodatkowo 
dla każdego punktu obliczana jest wartość wybranego potencjału. Tak więc każdy punkt 
opisany jest  wektorem  d(x, y, z, v).  Standardowo oblicza się  potencjał  elektrostatyczny, 
aczkolwiek może to być inna własność, np. potencjał lipofilowy. Wybór potencjału jest 
uzależniony od rodzaju modelowanego efektu.
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• Generowanie wirtualnej siatki
Wymiary siatki są ustalane w ten sposób, by siatka obejmowała powierzchnie wszystkich 
analizowanych cząsteczek. Dodatkowo siatka jest poszerzana z każdej strony o ustalony 
margines,  zwykle  około  1  Å.  Następnie  siatka  dzielona  jest  na  sześcienne  sektory  o 
określonym rozmiarze, najczęściej o szerokości od 1 do 2 Å.
• Obliczanie deskryptora s-CoMSA
Podział  powierzchni  cząsteczkowych polega na przypisaniu punktów próbkowanych na 
powierzchni  odpowiednim  sektorom.  Dla  każdej  cząsteczki  tworzony  jest  wierszowy 
wektor o długości równej liczbie sektorów. Każdy element wektora odpowiada jednemu 
sektorowi. Wartości elementów wektora są obliczane na podstawie punktów powierzchni 
obejmowanych  przez  odpowiadające  im  sektory.  Wektory  wszystkich  analizowanych 
cząsteczek są następnie łączone w macierz charakteryzującą cały szereg – macierz X.
• Modelowanie i walidacja
Etap modelowania i walidacji prowadzi się metodą PLS.
• Wizualizacja modeli
Eliminacja zmiennych, np. metodą IVE, pozwala znacznie ograniczyć liczbę zmiennych, 
pozostawiając  tylko  te,  które  mają  największy  wkład  w  modelowanie  aktywności. 
Wizualizacja  obszarów  powierzchni  cząsteczkowych  odpowiadających  tym  zmiennym 
daje  obraz  prawdopodobnych  obszarów  oddziaływań  cząsteczki  i  receptora.  Przez 
receptor, w tym kontekście, rozumie się cel molekularny mający bezpośrednie powiązanie 
z  modelowaną  aktywnością.  Każdemu  zaznaczonemu  obszarowi  można  dodatkowo 
przypisać wagę z  jaką wchodzi  do modelu.  Analiza  uzyskanych obrazów oddziaływań 
specyficznych pozwala zrozumieć relacje miedzy aktywnością a strukturą analizowanych 
cząsteczek chemicznych.
5.2 Formalizm metody s-CoMSA
Formalnie metoda s-CoMSA obejmuje transformację powierzchni cząsteczkowych 
w wektory o określonej długości – deskryptory s-CoMSA. Wektor uzyskany w wyniku 
takiej transformacji w sposób liczbowy opisuje powierzchnię cząsteczki. Długość wektora 
i  sens jego  składowych zależy  od  parametrów transformacji.  Zbiór  takich  parametrów 
generuje dla danego szeregu cząsteczkowego wektory o jednakowej długości.
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Każda  cząsteczka  poddawana  transformacji  s-CoMSA  jest  reprezentowana  przez 
powierzchnię. Niech Pm będzie powierzchnią cząsteczki m a pmj niech będzie elementem j 
zbioru  Pm  (tj.  punktem  j powierzchni  Pm).  Każdy  punkt  powierzchni  opisany  jest  co 
najmniej  czterema  współrzędnymi  pmj(x),  pmj(y),  pmj(z),  pmj(v)  gdzie  x,  y,  z  oznaczają 
współrzędne w trójwymiarowej przestrzeni a v oznacza własność punktu powierzchni, np. 
wartość potencjału elektrostatycznego.
Niech  S będzie zbiorem wszystkich sektorów.  Elementami zbioru  S są sektory  si. 
Każdy  sektor  si definiowany  jest  w  układzie  współrzędnych  przez  konstrukcję  par 
płaszczyzn równoległych do głównych płaszczyzn układu współrzędnych wyznaczonych 
odpowiednio przez osie układu. Dla współrzędnych x,  y,  z są to płaszczyzny YZ, XZ,  XY. 
Każda para płaszczyzn przecina odpowiednią oś układu w dwóch punktach określających 
dolny i górny kres odpowiednich zmiennych  x,  y,  z wyznaczających przestrzeń danego 
sektora. Niech wektory li oraz hi wyznaczają odpowiednio kresy dolne i górne przestrzeni 
obejmowanej przez sektor si na kolejnych osiach układu współrzędnych.
Niech  Kmi będzie  podzbiorem  zbioru  Pm takim,  że  wszystkie  jego  elementy  są 
zawarte w sektorze  si. Punkt  pmj należy do zbioru  Kmi wtedy i tylko wtedy gdy  j  spełnia 
warunek:
Jeżeli dla żadnego j powyższy warunek nie jest spełniony zbiór Kmi jest zbiorem pustym.
Podział  na  wirtualne  sektory  przeprowadza  się  w  taki  sposób  by  wyznaczone 
jednostkowe  sektory  posiadały  jednakową  objętość  i  kształt.  W  opisywanej  metodzie 
spełniony jest również warunek rozłączności sektorów:
W  ogólnym  przypadku  warunek  (5.2)  ogranicza  redundancję  danych  i  nie  musi  być 
spełniony.
Niech w będzie wektorem deskryptora s-CoMSA a wi niech będą jego składowymi. 
Wartości składowych  wi są obliczane za pomocą funkcji C( ) działającej na zbiorze  Kmi. 
Standardowo  dla  wszystkich  składowych  wektora  w stosowana  jest  ta  sama  funkcja 
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pmj  x  ≥ li  x  ∧ pmj  x   hi  x  ∧
pmj  y  ≥ l i  y  ∧ pmj  x   hi  x  ∧
pmj  z  ≥ l i  z  ∧ pmj  x   hi  x 
(5.1)
∀
i , i '
i≠i ' si∩s i '=∅ (5.2)
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transformująca.  Zastosowanie  różnych  funkcji  C( )  do  obliczania  poszczególnych 
składowych  wektora  w wiązałoby  się  z  formalną  koniecznością  uzupełnienia  definicji 
sektorów si o właściwą dla nich funkcję transformującą Ci( ).
Zdefiniowano  trzy  funkcje  transformujące.  Funkcja  oznaczona  symbolem  mvp 
oblicza średnią wartość potencjału punktów zbioru Kmi:
gdzie kmif jest elementem f zbioru Kmi. Funkcja oznaczona symbolem nps oblicza względną 
gęstość punktów zawartych w zbiorze Kmi:
gdzie dm jest wartością stałą dla powierzchni m, a symbol |Kmi| oznacza moc zbioru. Stała 
dm zapewnia normalizację wyniku dla powierzchni o różnej gęstości punktów.
Funkcja oznaczona symbolem mvp/nps jest niejako ilorazem funkcji mvp oraz nps:
Metoda  s-CoMSA,  w  ujęciu  matematycznym,  sprowadza  się  do  generowania 
macierzy X o wymiarach g×n, gdzie g jest liczbą analizowanych cząsteczek a n jest liczbą 
sektorów  czyli  długością  wektora  w.  Element  macierzy  X,  xmi definiowany  jest 
następującym wzorem:
gdzie xmi jest elementem macierzy X.
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Cmvp  Kmi ={∑f kmif v∣K mi∣ , gdy K mi≠∅0 , gdy K mi=∅ (5.3)
Cnps K mi ={∣K mi∣d m , gdy K mi≠∅0 , gdy K mi=∅ (5.4)
Cmvp /nps K mi ={∑f k mif v ∣K mi∣2 d m , gdy K mi≠∅
0 , gdy K mi=∅
(5.5)
xmi=CK mi (5.6)
5 Badania własne
Macierz  X wyznaczona za pomocą wzoru (5.6) bez odwoływania się do żadnych 
obiektów referencyjnych jest oznaczana symbolem XA. W analogii do metody 4D-QSAR 
deskryptor  zawarty  w  takiej  macierzy  został  nazwany  absolutnym  (ang.  absolute). 
Natomiast  zdefiniowanie  zbioru  cząsteczek  referencyjnych  w  postaci  macierzy  XR, 
obliczonej ze wzoru (5.6), pozwala wyznaczyć deskryptory typu łącznego (ang. joint) oraz 
rozłącznego  (ang.  self)  w  postaci  odpowiednio  macierzy  XJ,  XS.  Metodyka  s-CoMSA 
umożliwia  użycie  dowolnej  liczby  cząsteczek  referencyjnych  jednakże  standardowo 
stosowana jest tylko jedna. Macierz XR staje się wówczas wektorem wierszowym.
Elementy macierzy deskryptora łącznego XJ oraz macierzy deskryptora rozłącznego 
XS,  xJ mi,  oraz  xS mi,  definiowane  są  odpowiednio  wzorami  uwzględniającymi  macierz 
cząsteczek referencyjnych:
gdzie indeks mR dotyczy cząsteczek referencyjnych a xmR iR  jest elementem macierzy XR.
Rysunek  5.2 przedstawia wykresy MSS (ang. molecular shape spectrum) różnych 
deskryptorów  s-CoMSA.  Pierwsze  trzy  wykresy  przedstawiają  wykresy  MSS 
deskryptorów typu absolutnego, łącznego i rozłącznego uzyskane dla standardowej funkcji 
transformującej  mvp. Dwa ostatnie wykresy przedstawiają deskryptory typu absolutnego 
uzyskane dla funkcji transformującej nps oraz mvp/nps.
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x J mi={C K mi  , gdy K mi≠∅ ∧∑mR  xm RiR 
2
≠ 0
0 , gdy K mi=∅ ∨∑
mR
 xm RiR 
2
= 0
(5.7)
xS mi={C  Kmi  , gdy Kmi≠∅∧∑m R  xmR iR 
2
= 0
0 , gdy Kmi=∅∨∑
m R
 xmR iR 
2
≠ 0
(5.8)
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Rysunek 5.2 Wykresy  MSS związku  s31 (patrz  rozdział  5.4.1.1,  strona  52):  deskryptor  typu 
absolutnego  (a),  łącznego  (b)  i  rozłącznego  (c)  uzyskany  dla  funkcji 
transformującej  mvp;  deskryptory  typu  absolutnego  uzyskane  dla  funkcji 
transformującej  nps (d) oraz  mvp/nps (e).  Do wykonania wykresów (b) oraz (c) 
użyto związku referencyjnego s6. (patrz również rozdział 5.4.1.1, strona 52).
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5.3 Rozmiar komórki siatki – gęstość siatki
Podstawowym  parametrem  charakteryzującym  deskryptor  s-CoMSA  jest  rozmiar 
komórki  wirtualnej  siatki.  Rozmiar  komórki  ma  istotny  wpływ  na  rozdzielczość 
reprezentacji trójwymiarowych powierzchni cząsteczkowych (patrz rozdział  5.4.2, strona 
59). Wirtualna siatka jest tworzona w taki sposób, że wszystkie sektory (komórki siatki) są 
sześcianami  o  jednakowych  rozmiarach.  Jako  miarę  rozmiaru  komórki  przyjęto  więc 
długość  krawędzi  sektora  i  oznaczono  symbolem  cs.  Formalnie  rozmiar  komórki  jest 
zdefiniowany za pomocą wzoru:
gdzie h oraz l są wektorami wyznaczającymi kres górny i dolny sektora na poszczególnych 
osiach układu współrzędnych.
Formalizm metody s-CoMSA umożliwia użycie sektorów o różnych długościach krawędzi 
dlatego parametr cs jest obliczany ze wzoru (5.9) uwzględniającego wszystkie krawędzie. 
W przypadku standardowej analizy s-CoMSA sektory są sześcianami foremnymi.
5.4 Testowanie metody s-CoMSA
5.4.1 Modelowane efekty i szeregi molekularne
5.4.1.1 Szereg steroidów o powinowactwie do globuliny wiążącej  
kortykosteroidy
Ze względu na sztywność szkieletu steroidowego szereg steroidowych pochodnych 
wykazujących powinowactwo do globuliny wiążącej kortykosteroidy (ang. corticosteroid-
binding globulin – CBG) wykorzystywany jest do rutynowego testowania różnych metod 
3D-QSAR [21].  Wygenerowane  trójwymiarowe  struktury  zostały  nałożone  wszystkimi 
atomami  węgla  tworzącymi  czteropierścieniowy  szkielet  steroidowy.  Nakładanie  było 
wykonane  za  pomocą  programu  Match3D  i  polegało  na  zminimalizowaniu  odległości 
między nakładanymi atomami a atomami wzorca [91]. Podobnie jak w innych analizach 
3D-QSAR tego szeregu jako wzorzec nakładania wybrano pochodną  s6.  Jest to jeden z 
dwóch najaktywniejszych związków analizowanego szeregu. Struktury steroidów, oraz ich 
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cs= hx −l xh y −l  y h z −l  z
3
(5.9)
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powinowactwo  do  globuliny  wiążącej  kortykosteroidy  przedstawiono  w  tabeli  5.1, 
natomiast struktury sześciu szkieletów steroidowych występujących w analizowanej serii 
przedstawiono na rysunku 5.3.
Podobnie  jak  w  innych  pracach  szereg  został  podzielony  na  zbiór  modelowy, 
związki od  s1 do  s21 oraz na zbiór  testowy,  związki  s22 do  s31 [92].  Związki  s1-s21 
(zbiór modelowy) wykorzystano do modelowania PLS aktywności CBG. Związki s22-s31 
(zbiór  testowy)  służył  do  walidacji  zdolności  prognozowania  modeli  generowanych  w 
oparciu o zbiór modelowy. Maksymalne wartości qCV2  wahały się w zależności od modelu 
w granicach 0,88 – 0,90 a wartości SDEP w granicach 0,78 – 0,73.
Uzyskane  wartości  są  porównywalne  lub  lepsze  od  wartości  uzyskanych  innymi 
metodami: CoMFA qCV2  = 0,73 [92], SDEP = 0,84 [20]; SOM-CoMSA qCV2  = 0,88, SDEP 
= 0,69 [21]; Quasar qCV2  = 0,90 [54].
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Rysunek 5.3 Typy szkieletów steroidowych występujące w grupie 31 analizowanych steroidów 
CBG.  Podpisy pod kolejnymi  szkieletami  odpowiadają kolumnie  S w tabeli  5.1, 
symbole grup funkcyjnych od X1 do X10 odpowiadają odpowiednio kolumnom od X1 
do X10 w tej samej tabeli.
O
O
OH
CH2OH
O
X3
X4
X5
X1
X2
X6
X3
X4
X1
X9
X10
X8
X7X2
X2
X3
X4
X1
X2
X3
X1
X2
X3
X4
X1
SA SB SC
SD SE SF
5 Badania własne
Nr S X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 CBG
s1 SA -6,279
s2 SB OH H Ha H OH H -5,000
s3 SE OH OH H -5,000
s4 SC =O H =O H H H H -5,763
s5 SB H OH Ha H =O -5,613
s6 SC =O OH COCH2OH H H H H H -7,881
s7 SC =O OH COCH2OH OH H H H H -7,881
s8 SC =O =O COCH2OH OH H H H -6,892
s9 SE OH =O -5,000
s10 SC =O H COCH2OH H H H H H -7,653
s11 SC =O H COCH2OH OH H H H H -7,881
s12 SB =O Ha H OH H -5,919
s13 SD OH OH H H -5,000
s14 SD OH OH H OH -5,000
s15 SD OH =O H -5,000
s16 SB H OH Hb H =O -5,255
s17 SE OH COMe H -5,255
s18 SE OH COMe OH -5,000
s19 SC =O H COMe H H H H H -7,380
s20 SC =O H COMe OH H H H H -7,740
s21 SC =O H OH H H H H H -6,724
s22 SF =O OH COCH2OH OH -7,512
s23 SC =O OH COCH2OCOMe OH H H H H -7,553
s24 SC =O =O COMe H H H H -6,779
s25 SC =O H COCH2OH H OH H H H -7,200
s26 SCc =O H OH H H H H H -6,144
s27 SC =O H COMe OH H OH H H -6,247
s28 SC =O H COMe H H Me H H -7,120
s29 SCc =O H COMe H H H H H -6,817
s30 SC =O OH COCH2OH OH H H Me H -7,688
s31 SC =O OH COCH2OH OH H H Me F -5,797
a 5-α
b 5-β
c Na węglu C10 zamiast H jest grupa Me
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Tabela 5.1 Aktywności  CBG i  struktury  analizowanych  steroidów.  Kolumna  S oznacza  typ 
szkieletu  steroidowego,  kolumny  X1 do  X10 odpowiadają  grupom  funkcyjnym 
opisanym na rysunku 5.3.
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5.4.1.2 Barwniki heterocykliczne o powinowactwie do celulozy
Oddziaływanie  barwników z  celulozą  ma  odmienny  charakter  niż  oddziaływanie 
leków z receptorem.  Do opisu tego  skomplikowanego zjawiska używana jest  izoterma 
Langmuira  [93,  94].  Takie  podejście  nie  wyjaśnia  jednak  molekularnych  podstaw 
oddziaływania.
Badania  nad  oddziaływaniem  barwników  z  celulozą  skłaniają  do  założenia,  że 
barwniki wiążą się z celulozą w ściśle uporządkowany sposób [95]. Opublikowano kilka 
prac poświęconych modelowaniu QSAR powinowactwa barwników do celulozy [32,  96, 
97, 98, 99, 100, 101, 102, 103, 104]. Wydaje się więc, że zastosowanie farmakoforowych 
koncepcji modelowania jest uzasadnione. W takim podejściu celuloza pełni rolę swoistego 
receptora. Jest to jednak szczególny receptor – miejsce wiązania się barwników nie jest w 
celulozie  ograniczone  do  pojedynczej  kieszeni  receptorowej  bądź  miejsca  aktywnego. 
Cząsteczka celulozy jest  naturalnym polimerem posiadającym wiele powtarzających się 
miejsc mogących oddziaływać z cząsteczkami barwnika. Oddziaływanie poszczególnych 
cząsteczek jest jednak najprawdopodobniej specyficzne [105].
Metoda  s-CoMSA  została  użyta  do  modelowania  grupy  21  barwników 
heterocyklicznych [32, 106]. Wszystkie cząsteczki szeregu zostały poddane optymalizacji 
geometrii.  Struktury związków znajdują się w tabeli  5.2 oraz na rysunku  5.4 oraz  5.5. 
Przetestowano trzy różne sposoby (a, b, c) superpozycji molekuł. Szczegóły przedstawiono 
na rysunku 5.6. Maksymalna wartość parametru qCV2  uzyskana dla modelu obejmującego 
wszystkie cząsteczki szeregu wyniosła 0,97 i jest porównywalna z wartością uzyskaną dla 
modelu SOM-CoMSA ( qCV2  = 0,98) [32].
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Rysunek 5.4 Szkielety  analizowanych  heterocyklicznych  barwników  azowych.  Podpisy 
odpowiadają kolumnie G tabeli 5.2, grupy X oraz R odpowiadają kolejno kolumnom 
X oraz R tej samej tabeli. Budowa grup R jest przedstawiona na rysunku 5.5.
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Modelowanie s-CoMSA było wykonane także z pominięciem związku d21 oraz po 
podziale na zbiór modelowy i testowy. Zbiór modelowy zawierał związki nieparzyste d1, 
d3,  d5,  ...,  d21,  a  zbiór  testowy związki  parzyste:  d2,  d4,  d6,  ...,  d20.  Szczegółowe 
omówienie  uzyskanych  wyników  znajduje  się  w  rozdziałach  5.4.2 (strona  60),  5.4.3 
(strona 61) oraz 7.1.1 (strona 83).
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Rysunek 5.5 Rodzaje grup R (patrz rysunek 5.4). Podpisy odpowiadają kolumnie R tabeli 5.2.
NH2
SO3H
OH
SO3H
OH NH2
SO3HHO3S
OH OH
SO3HHO3S
OH
SO3HHO3S
OH
HO3S
NH2
OH
NH2HO3S
A B C
D E
(acid coupled)
F G
5 Badania własne
57
N
N
N
HO3S
NH2
H HO
N
N
N
N
HO3S
NH2
H HO
N
N
N
N
HO3S
NH2
H HO
N
a
b
c
Rysunek 5.6 Wzorzec nakładania i sposób przeprowadzania superpozycji  szeregu barwników 
azowych.  Czerwonym  obrysem  zaznaczono  atomy,  na  które  nakładane  były 
analogiczne cząsteczki szeregu. Każdy z zaznaczonych motywów występuje we 
wszystkich cząsteczkach szeregu.
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Nr G X R -Δμ0  (kJ/mol) 
d1 I -NH- A 6,78
d2 I -NH- B 9,20
d3 I -NH- D 12,60
d4 I -NH- E 15,30
d5 I O A 3,26
d6 I O B 5,27
d7 I O D 7,61
d8 I O E 10,30
d9 I O G 10,20
d10 I S A 1,26
d11 I S B 3,56
d12 I S D 5,02
d13 I S E 8,45
d14 I S G 8,12
d15 II -NH- E 15,33
d16 II -NH- D 12,60
d17 II -NH- B 9,24
d18 II -NH- A 6,80
d19 I S C 5,86
d20 I S F 10,33
d21 I S E* 9,75
* grupa połączona jest przez atom 5
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Tabela 5.2 Struktury analizowanych barwników azowych oraz ich powinowactwo do włókna. 
Kolumna  G oznacza jeden z dwóch szkieletów zamieszczonych na rysunku  5.4. 
Kolumny  X oraz  R odpowiadają odpowiednimi grupom funkcyjnym zaznaczonym 
na tym samym rysunku. Oznaczenia grup kolumny R znajdują się na rysunku 5.5. 
Ostatnia kolumna zawiera powinowactwo do włókna.
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5.4.2 Wpływ rozdzielczości siatki na modelowanie s-CoMSA
Podstawowym  parametrem  charakteryzującym  deskryptor  s-CoMSA  jest  rozmiar 
pojedynczej  komórki  siatki,  tzw.  parametr  cs.  Parametr  cs określa  rozdzielczość 
reprezentacji  powierzchni  w  postaci  deskryptora  s-CoMSA.  Wraz  ze  zmniejszaniem 
parametru  cs dokładność odwzorowania trójwymiarowej  struktury  rośnie.  Zwiększa się 
również  liczba  sektorów  koniecznych  do  opisania  struktury  związku.  Rysunek  5.7 
przedstawia tę zależność.  Wzrost liczby sektorów zależy w trzeciej  potędze od zmiany 
wielkości cs. Dwukrotne zmniejszenie cs powoduje ośmiokrotny wzrost liczby sektorów.
Na  rysunku  5.8 przedstawiono  wpływ  rozdzielczości  siatki  na  efektywność 
modelowania  aktywności  szeregu  steroidów  CBG.  Wielkość  sektora  zmieniała  się  w 
granicach  od 1 do 3  Å.  Wraz ze wzrostem rozmiaru  sektora  qCV2  nieznacznie  maleje. 
Zmiana  wielkości  sektora od 1 do 3 Å powoduje zmianę  qCV2  o  około 0,04  jest  więc 
praktycznie bez znaczenia. Zależność parametru SDEP od cs potwierdza te spostrzeżenia. 
W badanym przedziale  wartość  SDEP waha  się  w nieznacznym zakresie.  Jedynie  dla 
cs = 2  Å  występuje  niezgodność.  Jest  ona  jednak  spowodowana  dużą  różnicą  między 
kompleksowością tego modelu a kompleksowością pozostałych modeli.
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Rysunek 5.7 Dokładność charakterystyki powierzchni jest większa dla małych sektorów. Wraz 
ze zmniejszaniem sektorów wzrasta jednak ich liczba.
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Zdolność prognozowania modeli uzyskanych dla sektora 1 Å jest praktycznie równa 
zdolności  modeli  uzyskanych  dla  siatki  1,5  Å  a  liczba  sektorów  koniecznych  do 
charakterystyki powierzchni przy takiej różnicy rozmiaru wzrasta ponad 3 razy. Uzyskano 
modele o dobrej zdolności prognozowania stosując również sektory o wielkości rzędu 3-4 
Å. Mimo tego standardowy rozmiar sektora został ustalony na 1 Å, co umożliwia lepszą 
wizualizację  modeli  s-CoMSA.  Mniejsze  sektory  umożliwiają  precyzyjniejsze 
wskazywanie  różnych  obszarów na  powierzchni  cząsteczek  zidentyfikowanych  w toku 
dalszej analizy s-CoMSA.
Dokładne badania zależności qCV2  od rozmiaru sektora przeprowadzono również dla 
grupy heterocyklicznych barwników azowych (zobacz rozdział 5.4.1.2). Wykonano szereg 
modeli w oparciu o cały zbiór barwników stosując różną gęstość siatki. Rozmiar sektora 
wahał się w granicach od 1 do 5 Å, krok wynosił 0,05 Å. Wykres zależności  qCV2  od 
wielkości sektora dla wszystkich trybów nakładania znajduje się na rysunku 5.9.
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Rysunek 5.8 Zależność parametrów qCV2  (a) oraz  SDEP (b) od rozmiaru sektora  cs dla grupy 
steroidów CBG s1 do s21 modelowanych metodą s-CoMSA. W nawiasach podano 
kompleksowość modeli.
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Wartość parametru  qCV2  dla superpozycji  a oraz b ulega niewielkim wahaniom w 
badanym przedziale wartości parametru  cs. Natomiast w przypadku trybu c wartość qCV2  
jest niestabilna – wykazuje silne wahanie w zależności od rozmiaru sektora. Dodatkowo 
poziom wartości  qCV2  dla tego trybu jest wyraźnie niższy niż w przypadku pozostałych 
trybów.
5.4.3 Wpływ superpozycji cząsteczek
Istotnym  etapem  analizy  s-CoMSA  jest  superpozycja  trójwymiarowych  struktur. 
Pogorszenie  zdolności  prognozowania  modeli  QSAR  barwników  heterocyklicznych, 
uzyskanych  dla  trybu  nakładania  c,  jest  spowodowane  nieprawidłowym  nałożeniem 
związku d21 (patrz rysunek 5.9, strona 61).
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Rysunek 5.9 Zależność parametru  qCV2  od rozmiaru sektora  cs oraz trybu nakładania szeregu 
heterocyklicznych  barwników  azowych.  Kolor  zielony  odpowiada  procedurze 
nakładania a, kolor niebieski trybowi b, kolor czerwony trybowi c.
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Wyeliminowanie  ze  zbioru  związku  d21 i  powtórzenie  analizy  dla  procedury 
nakładania  c wyraźnie  poprawia stabilność oraz ogólny poziom wartości  qCV2  (rysunek 
5.10).  Związek  d21 ma odmienną strukturę  od pozostałych  cząsteczek  szeregu.  Grupa 
funkcyjna R (patrz tabela 5.2 oraz rysunki 5.4, 5.5) jest połączona w sposób odmienny od 
reszty związków. Odmienność związku d21 jest szczególnie wyraźna w trybie nakładania 
c, w którym cząsteczki są nakładane właśnie na atomy grupy funkcyjnej R (patrz rysunek 
5.6).
Wpływ trybu superpozycji na wyniki modelowania s-CoMSA badany był również 
dla inhibitorów reduktazy kwasu foliowego, pochodnych 2,4-diamino-5-benzylpirymidyny 
(patrz rozdział 6.2, strona 68). Testowano trzy tryby nakładania a, b i c. Modele uzyskane 
dla  poszczególnych  trybów  nie  różniły  się  znacznie  pod  względem  zdolności 
prognozowania.
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Rysunek 5.10 Zależność  parametru  qCV2  od rozmiaru  sektora  cs dla  procedury  nakładania  c 
całego  szeregu  heterocyklicznych  barwników  azowych  (linia  ciągła)  oraz  dla 
szeregu bez związku d21 (linia przerywana). Po odrzuceniu związku d21 widoczna 
jest znaczna poprawa ogólnego poziomu oraz stabilności parametru qCV2 .
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6 Aplikacje metody s-CoMSA
6.1 Modelowanie aktywności hamowania odwrotnej 
transkryptazy HIV pochodnych
1[2-(hydroksyetoksy)metylo]-6(fenylotio)tyminy – HEPT
Pochodne  HEPT  (ang.  hydroxyethoxy  phenylthio  thymine)  należą  do 
nienukleozydowych inhibitorów odwrotnej transkryptazy wirusa HIV, dla których opisano 
wiele modeli QSAR [107, 108, 109, 110, 111, 112, 113, 114]. W tabeli 6.1 przedstawiono 
budowę  107  reprezentatywnych  związków  wybranych  spośród  modeli  opisanych  w 
literaturze [107].
Nr R1 R2 R3 X Aktywność[log 1/IC50]
h1 2-Me Me CH2OCH2CH2OH O 4,15
h2 2-NO2 Me CH2OCH2CH2OH O 3,85
h3 2-OMe Me CH2OCH2CH2OH O 4,72
h4 3-Me Me CH2OCH2CH2OH O 5,59
h5 3-Et Me CH2OCH2CH2OH O 5,57
h6 3-t-Bu Me CH2OCH2CH2OH O 4,92
h7 3-CF3 Me CH2OCH2CH2OH O 4,35
h8 3-F Me CH2OCH2CH2OH O 5,48
h9 3-Cl Me CH2OCH2CH2OH O 4,89
h10 3-Br Me CH2OCH2CH2OH O 5,24
h11 3-I Me CH2OCH2CH2OH O 5,00
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Rysunek 6.1 Szkielet 1[2-(hydroksyetoksy)metylo]-6(fenylotio)tyminy. Symbole grup funkcyjnych 
X, R1, R2, R3 odpowiadają kolumnom X, R1, R2, R3 tabeli 6.1.
NH
NX
O
S
R3
R2
R1
Tabela 6.1 Struktury i aktywność analizowanych pochodnych HEPT. Kolumny X,  R1,  R2,  R3 
odpowiadają  grupom  funkcyjnym  na  rysunku  6.1.  Ostatnia  kolumna  podaje 
aktywność hamowania odwrotnej transkryptazy HIV.
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Nr R1 R2 R3 X Aktywność[log 1/IC50]
h12 3-NO2 Me CH2OCH2CH2OH O 4,47
h13 3-OH Me CH2OCH2CH2OH O 4,09
h14 3-OMe Me CH2OCH2CH2OH O 4,66
h15 3,5-Me2 Me CH2OCH2CH2OH O 6,59
h16 3,5-Cl2 Me CH2OCH2CH2OH O 5,89
h17 3,5-Me2 Me CH2OCH2CH2OH S 6,66
h18 3-COOMe Me CH2OCH2CH2OH O 5,10
h19 3-COMe Me CH2OCH2CH2OH O 5,14
h20 3-CN Me CH2OCH2CH2OH O 5,00
h21 H CH2CH=CH2 CH2OCH2CH2OH O 5,60
h22 H Et CH2OCH2CH2OH S 6,96
h23 H Pr CH2OCH2CH2OH S 5,00
h24 H i-Pr CH2OCH2CH2OH S 7,23
h25 3,5-Me2 Et CH2OCH2CH2OH S 8,11
h26 3,5-Me2 i-Pr CH2OCH2CH2OH S 8,30
h27 3,5-Cl2 Et CH2OCH2CH2OH S 7,37
h28 H Et CH2OCH2CH2OH O 6,92
h29 H Pr CH2OCH2CH2OH O 5,47
h30 H i-Pr CH2OCH2CH2OH O 7,20
h31 3,5-Me2 Et CH2OCH2CH2OH O 7,89
h32 3,5-Me2 i-Pr CH2OCH2CH2OH O 8,57
h33 3,5-Cl2 Et CH2OCH2CH2OH O 7,85
h34 4-Me Me CH2OCH2CH2OH O 3,66
h35 H Me CH2OCH2CH2OH O 5,15
h36 H Me CH2OCH2CH2OH S 6,01
h37 H I CH2OCH2CH2OH O 5,44
h38 H CH=CH2 CH2OCH2CH2OH O 5,69
h39 H CH=CHPh CH2OCH2CH2OH O 5,22
h40 H CH2Ph CH2OCH2CH2OH O 4,37
h41 H CH=CPh2 CH2OCH2CH2OH O 6,07
h42 H Me CH2OCH2CH2OMe O 5,06
h43 H Me CH2OCH2CH2OAc O 5,17
h44 H Me CH2OCH2CH2OCOPh O 5,12
h45 H Me CH2OCH2Me O 6,48
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Nr R1 R2 R3 X Aktywność[log 1/IC50]
h46 H Me CH2OCH2CH2Cl O 5,82
h47 H Me CH2OCH2CH2N3 O 5,24
h48 H Me CH2OCH2CH2F O 5,96
h49 H Me CH2OCH2CH2Me O 5,48
h50 H Me CH2OCH2Ph O 7,06
h51 H Et CH2OCH2Me O 7,72
h52 H Et CH2OCH2Me S 7,58
h53 3,5-Me2 Et CH2OCH2Me O 8,24
h54 3,5-Me2 Et CH2OCH2Me S 8,30
h55 H Et CH2OCH2Ph O 8,23
h56 3,5-Me2 Et CH2OCH2Ph O 8,55
h57 H Et CH2OCH2Ph S 8,09
h58 3,5-Me2 Et CH2OCH2Ph S 8,14
h59 H i-Pr CH2OCH2Me O 7,99
h60 H i-Pr CH2OCH2Ph O 8,51
h61 H i-Pr CH2OCH2Me S 7,89
h62 H i-Pr CH2OCH2Ph S 8,14
h63 H Me CH2OMe O 5,68
h64 H Me CH2OBu O 5,33
h65 H Me Et O 5,66
h66 H Me Bu O 5,92
h67 3,5-Cl2 Et CH2OCH2Me S 7,89
h68 H Et CH2O-i-Pr S 6,66
h69 H Et CH2O-c-Hex S 5,79
h70 H Et CH2OCHz-c-Hex S 6,45
h71 H Et CH2OCH2C6H4(4-Me) S 7,11
h72 H Et CH2OCH2C6H4(4-Cl) S 7,92
h73 H Et CH2OCH2CH2Ph S 7,04
h74 3,5-Cl2 Et CH2OCH2Me O 8,13
h75 H Et CH2O-i-Pr O 6,47
h76 H Et CH2O-c-Hex O 5,40
h77 H Et CH2OCHz-c-Hex O 6,35
h78 H Et CH2OCHzCH2Ph O 7,02
h79 H c-Pr CH2OCH2Me S 7,02
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Nr R1 R2 R3 X Aktywność[log 1/IC50]
h80 H c-Pr CH2OCH2Me O 7,00
h81 H Me CH2OCH2CH2OC5H11-n O 4,46
h82 2-Cl Me CH2OCH2CH2OH O 3,89
h83 3-CH2OH Me CH2OCH2CH2OH O 3,53
h84 4-F Me CH2OCH2CH2OH O 3,60
h85 4-Cl Me CH2OCH2CH2OH O 3,60
h86 4-NO2 Me CH2OCH2CH2OH O 3,72
h87 4-CN Me CH2OCH2CH2OH O 3,60
h88 4-OH Me CH2OCH2CH2OH O 3,56
h89 4-OMe Me CH2OCH2CH2OH O 3,60
h90 4-COMe Me CH2OCH2CH2OH O 3,96
h91 4-COOH Me CH2OCH2CH2OH O 3,45
h92 3-CONH2 Me CH2OCH2CH2OH O 3,51
h93 H COOMe CH2OCH2CH2OH O 5,18
h94 H CONHPh CH2OCH2CH2OH O 4,74
h95 H SPh CH2OCH2CH2OH O 4,68
h96 H CCH CH2OCH2CH2OH O 4,74
h97 H CCPh CH2OCH2CH2OH O 5,47
h98 3-NH2 Me CH2OCH2CH2OH O 3,60
h99 H COCHMe2 CH2OCH2CH2OH O 4,92
h100 H COPh CH2OCH2CH2OH O 4,89
h101 H CCMe CH2OCH2CH2OH O 4,72
h102 H F CH2OCH2CH2OH O 4,00
h103 H Cl CH2OCH2CH2OH O 4,52
h104 H Br CH2OCH2CH2OH O 4,70
h105 H Me CH2OCH2CH2OCH2Ph O 4,70
h106 H Me H O 3,60
h107 H Me Me O 3,82
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Optymalny model obejmujący wszystkie związki szeregu charakteryzował się  qCV2  
równym 0,86. Został on uzyskany dla siatki o gęstości 1,5 Å po zastosowaniu procedury 
eliminacji  zmiennych  IVE-PLS.  W  celu  walidacji  zdolności  prognozowania  szereg 
pochodnych HEPT został podzielony podobnie jak w innych pracach na zbiory modelowy 
i testowy zawierające odpowiednio związki h1-h80 oraz h81-h107 [107, 110]. Dodatkowo 
w celu znalezienia reprezentatywnego podziału na zbiór modelowy i testowy zastosowano 
metodę Kennarda-Stone'a [115]. Porównanie wyników modelowania metodą s-CoMSA z 
wynikami modelowania innymi metodami QSAR znajduje się w tabeli  6.2. Omówienie 
wyników walidacji znajduje się w rozdziale 8.1 (patrz strona 104).
Model qCV
2 SDEP
s-CoMSA-107-IVE a 0,86 ---
s-CoMSA-80/27 a, d 0,79 2,01
s-CoMSA-KS a, e 0,72 0,69
4D-QSAR-Jq b 0,77 1,46
4D-QSAR-Jq-IVE b 0,95 1,48
SOM-4D-QSARq b 0,77 1,76
SOM-4D-QSARq-IVE b 0,98 1,68
CoMFA-101 c 0,86 ---
a) gęstość siatki 1,5 Å
b) dane zgodnie z publikacją [87]
c) dane zgodnie z publikacją [109]
d) podział na zbiór modelowy h1-h80 i testowy h81-h107
e) podział na zbiór modelowy i testowy w proporcjach 80/27 metodą Kennard-Stone 
patrz rozdział 8.1, strona 104
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Tabela 6.2 Wyniki modelowania aktywności pochodnych HEPT różnymi metodami QSAR.
6 Aplikacje metody s-CoMSA
6.2 Modelowanie aktywności inhibitorów reduktazy kwasu 
foliowego – pochodnych 2,4-diamino-5-benzylpirymidyny
Kwas  foliowy  odgrywa  istotną  rolę  w  procesach  związanych  z  powstawaniem 
nowych komórek in vivo. Reduktaza kwasu foliowego przekształca go w aktywną formę, 
niezbędną do rozwoju komórek. Efekt terapeutyczny inhibitorów tego enzymu polega na 
hamowaniu wzrostu komórek nowotworowych związanego z niedoborem aktywniej formy 
kwasu foliowego.  W literaturze  opisano wiele  modeli  QSAR związanych z  opisanymi 
efektami w tym także modele 4D-QSAR [30,  48]. Struktury modelowanych inhibitorów 
oraz ich aktywności przedstawiono w tabeli 6.3. Wygenerowane trójwymiarowe struktury 
zostały  nałożone  na  siebie  na  trzy  różne  sposoby.  Wzorzec  nakładania  oraz  sposób 
nałożenia pokazano na rysunku 6.3.
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Rysunek 6.2 Analizowane inhibitory reduktazy kwasu foliowego.  Symbole grup funkcyjnych od 
R1 do R7 odpowiadają kolumnom tabeli 6.3 od R1 do R7.
Rysunek 6.3 Superpozycja a, b, c. Kolorem czerwonym zaznaczono atomy, na które nakładane 
były cząsteczki analizowanego szeregu.
N
N
NH2
NH2
N
N
NH2
NH2
N
N
NH2
NH2
a b c
N
N
NH2
NH2 R7
R5R6 R4
R3
R2
R1
6 Aplikacje metody s-CoMSA
Nr R1 R2 R3 R4 R5 R6 R7 log(1/I50)
f1 OCH3 OCH3 OCH3 H H H H 8,23
f2 OCH3 OCH3 OCH3 CH3 H H H 5,85
f3R OCH3 OCH3 OCH3 H OH CH3 H 4,00
f4S OCH3 OCH3 OCH3 H OH CH3 H 4,00
f5 OCH3 OCH3 OCH3 H =CH2 H 5,60
f6R OCH3 OCH3 OCH3 H H CH3 H 5,35
f7S OCH3 OCH3 OCH3 H H CH3 H 5,35
f8 OCH3 Br OCH3 H H H H 8,53
f9 OCH3 OH OCH3 H H H H 7,96
f10 OCH3 OH OCH3 H H H CH3 6,52
f11 OCH3 OCH3 OCH3 H H H CH3 7,00
f12 OH H OH H H H H 2,78
f13 H H H H H H H 5,71
f14 CH2OH H CH3OH H H H H 5,83
f15 H H Cl H H H H 6,14
f16 H Br H H H H H 6,30
f17 OCH3 H H H H H H 6,40
f18 OCH3 H OCH3 H H H H 7,75
f19 CH3 H CH3 H H H H 7,45
f20 H C6H5 H H H H H 6,40
Szereg podzielono na dwa zbiory: modelowy i testowy. Zbiór modelowy zawierał 
związki od f1 do f11 oraz od f13 do f15. W zbiorze testowym znalazły się związki od f16 
do  f20. Związek  f12 został wykluczony z analizy ponieważ jest on obiektem odległym. 
Jako  jedyny  posiada  grupy  OH  w  pozycjach  R1  i  R3.  Wykazuje  również  najniższą 
aktywność.  Uzyskane  modele  s-CoMSA  przedstawiono  w  tabeli  6.4.  Porównano  je  z 
analogicznymi modelami SOM-CoMSA.
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Tabela 6.3 Struktury analizowanych inhibitorów reduktazy kwasu foliowego. Kolumny od R1 
do R7 oznaczają różne pozycje grup funkcyjnych. Stosowne objaśniania znajdują 
się  na  rysunku  6.2.  Ostatnia  kolumna  zawiera  wartości  hamowania  enzymu 
wyrażone  jako  logarytm  odwrotności  stężenia  wywołującego  50%  hamowanie 
enzymu.
6 Aplikacje metody s-CoMSA
Podział na zbiory Parametry
Nakładanie
a b c
s-CoMSA
Zbiór modelowy i treningowy
cs * 1 1 1
qCV
2 0,54 0,70 0,69
sCV 1,96 1,59 1,26
SDEP 1,42 1,32 1,42
Zbiór modelowy i treningowy
IVE
cs * 1 1 4
qCV
2 0,73 0,59 0,68
sCV 0,83 0,92 0,85
SDEP 0,93 1,15 1,10
Cały zbiór
cs * 1 1 3
qCV
2 0,38 0,56 0,47
sCV 1,50 0,90 1,01
SOM-CoMSA
Zbiór modelowy i treningowy
qCV
2 0,59 0,64 0,71
sCV 1,02 0,91 0,90
SDEP 1,25 0,96 1,20
Zbiór modelowy i treningowy
IVE
qCV
2 0,62 0,87 0,71
sCV 0,89 0,58 0,79
SDEP 0,81 0,72 0,78
Cały zbiór
qCV
2 0,62 0,72 0,64
sCV 1,17 1,01 1,08
* Rozmiar sektora – parametr cs
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Tabela 6.4 Wyniki  modelowania  QSAR  zbioru  inhibitorów  reduktazy  kwasu  foliowego  – 
pochodnych 2,4-diamino-5-benzylpirymidyny.
6 Aplikacje metody s-CoMSA
6.3 Modelowanie aktywności pochodnych α-asaronu
Miażdżyca i towarzyszące jej schorzenia są jednym z poważniejszych zagorzeń życia 
w  rejonach  wysoko  uprzemysłowionych.  Istnieje  wiele  czynników wywołujących  tego 
typu  schorzenia.  Zależność  między  chorobami  układu  krążenia  a  wysokim  poziomem 
cholesterolu jest oczywista [116]. Obniżanie poziomu lipoprotein VLDL-C (ang. very low 
density lipoprotein) oraz LDL-C (ang. low density lipoprotein) jest podstawowym celem 
terapii [117]. Coraz bardziej oczywista staje się również konieczność regulacji poziomów 
innych lipoprotein takich jak HDL-C (ang. high density lipoprotein)  oraz triglicerydów 
(TG) [118].
Pochodne α-asaronu wykazują działanie hipolipidemiczne [119, 120]. Obniżają one 
poziom stężenia niepożądanych frakcji  lipoprotein bez istotnej zmiany stężenia samego 
cholesterolu.  Do  modelowania  s-CoMSA  wybrano  40  pochodnych  α-asaronu  [28]. 
Struktury związków znajdują się w tabeli  6.5. Miarą aktywności pochodnych  α-asaronu 
jest  indeks  aterogenny  ITG/HDL.  Uzyskuje  się  go  przez  podzielenie  wywoływanych 
poziomów stężeń triglicerydów TG oraz lipoprotein HDL-C.
Nr Struktura ITG/HDL
TG
[mmol/L]
HDL-C
[mmol/L]
a1
CH3MeO
MeO OMe
2,10 2,48 1,18
a2
CH3
MeO OMe
OMe
1,27 1,41 1,11
a3
CH3MeO
OMe
OMe
1,56 1,58 1,01
a4 CH3
OMe
OMe
MeO
1,34 1,31 0,98
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Tabela 6.5 Struktury analizowanych pochodnych α-asaronu. Indeks aterogenny obliczony na 
podstawie kolumn TG oraz HDL-C.
6 Aplikacje metody s-CoMSA
Nr Struktura ITG/HDL
TG
[mmol/L]
HDL-C
[mmol/L]
a5 CH3
OMe
OMe
MeO 2,35 1,83 0,78
a6
CH3
MeO
MeO
OMe
1,31 1,53 1,17
a7
MeO
OMe
O
MeO
N
O
2,00 1,06 0,53
a8
MeO
OMe
O
MeO
N
CH3
1,38 0,58 0,42
a9 N
MeO
OMe
O
MeO
1,48 0,77 0,52
a10
MeO
OMe
O
MeO
N 1,71 0,87 0,51
a11
MeO
OMe
OH
MeO
N
O
1,26 0,53 0,42
a12
MeO
OMe
OH
MeO
N 1,74 0,59 0,34
a13
MeO
OMe
MeO
N
O 2,05 0,8 0,39
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Nr Struktura ITG/HDL
TG
[mmol/L]
HDL-C
[mmol/L]
a14
C2H5
MeO
MeO
OMe
0,36 0,21 0,59
a15
C3H7
MeO
MeO
OMe
0,45 0,24 0,53
a16
C4H9
MeO
MeO
OMe
0,16 0,09 0,57
a17
C5H11
MeO
MeO
OMe
0,27 0,19 0,71
a18
C6H13
MeO
MeO
OMe
0,13 0,07 0,56
a19
C7H15
MeO
MeO
OMe
0,14 0,08 0,57
a20
CH3MeO
OMe
O
0,47 0,2 0,43
a21
C2H5MeO
OMe
O
0,15 0,1 0,66
a22
C3H7MeO
OMe
O
0,10 0,07 0,73
a23
CH3MeO
OMe
OHOOC
0,45 0,29 0,64
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Nr Struktura ITG/HDL
TG
[mmol/L]
HDL-C
[mmol/L]
a24
C2H5MeO
OMe
OHOOC
0,22 0,14 0,64
a25
C3H7MeO
OMe
OHOOC
0,13 0,09 0,69
a26
C6H13MeO
OMe
OHOOC
0,85 0,4 0,47
a27
C6H13MeO
OMe
OH
MeO
0,77 0,33 0,43
a28
O
MeO
CH3
OMe
OMe
1,90 1,71 0,90
a29 N
CH3MeO
OMe
O
O
3,15 1,04 0,33
a30 N
C3H7MeO
OMe
O
O
1,52 0,67 0,44
a31
CH3MeO
OMe
O
O
HOOC
1,79 0,61 0,34
a32
C3H7MeO
OMe
O
O
HOOC
3,28 0,95 0,29
a33
CH3MeO
OMe
O
CH3
CH3 0,45 0,21 0,47
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Nr Struktura ITG/HDL
TG
[mmol/L]
HDL-C
[mmol/L]
a34
C2H5MeO
OMe
O
CH3
CH3 0,56 0,18 0,32
a35 N
C2H5MeO
OMe
O
O
1,98 0,99 0,5
a36 N
C6H13MeO
OMe
O
O
2,58 1,01 0,4
a37
C2H5MeO
OMe
O
O
HOOC
1,92 0,96 0,5
a38
C6H13MeO
OMe
O
O
HOOC
1,96 1,06 0,54
a39
C4H9MeO
OMe
O
H13C6 1,28 0,77 0,6
a40
C6H13MeO
OMe
O
0,80 0,43 0,54
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Wyniki  modelowania  s-CoMSA  przedstawiono  w  tabeli  6.6.  Jakość  modeli 
s-CoMSA  mierzona  parametrem  qCV2  jest  porównywalna  do  qCV2  opisującego  modele 
CoMFA i  wynosi  0,53  [28].  Wartość  ta  jest  dość  niska,  tylko  nieznacznie  przekracza 
graniczną wartość qCV2  = 0,5, która oddziela modele istotne od nieistotnych.
Odrzucenie  trzech  pochodnych  a13,  a29,  a32 (model  2b) umożliwia  znacznie 
efektywniejsze modelowanie s-CoMSA. W przypadku modeli 3a oraz 3b różnica między 
wynikami nie jest tak wyraźna. Widoczne jest to również na rysunku 6.4 – wykluczenie 
pochodnych a13, a29, a32 w przypadku modeli uzyskanych po IVE-PLS (część b oraz d 
rysunku) nie wpływa znacznie na podatność szeregu na modelowanie. Dodatkowo została 
przetestowana  zdolność  prognozowania  dla  zewnętrznego  zbioru  w  oparciu  o  podział 
uzyskany metodą Kennard-Stone [115]. Zbiór podzielono na dwa podzbiory liczące po 27 
i 13 związków. Pierwszy zbiór posłużył do otrzymania modelu, drugi był wykorzystany 
wyłącznie do testowania. W tabeli  6.6 znajdują się wartości parametrów qCV2  oraz SDEP 
uzyskane  dla  użytego  podziału,  w  celach  porównawczych  zawarto  również  wyniki 
uzyskane w analogiczny sposób metodą SOM-CoMSA [28].
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Numer
modelu Metoda qCV
2 RMS SDEP
1 CoMFA a 0,58 – e – e
2a s-CoMSA 0,53 0,42 – e
2b s-CoMSA b 0,69 0,24 – e
3a s-CoMSA-IVE-PLS f 0,92 0,13 – e
3b s-CoMSA-IVE-PLS b, g 0,94 0,13 – e
4 s-CoMSA 0,55 0,19 0,80 c
5 SOM-CoMSA 0,60 0,21 0,64 d
6a s-CoMSA h 0,45 0,34 0,49
6b s-CoMSA-IVE-PLS h 0,75 0,33 0,30
a) Obliczenia wykonano dla sondy H(+1),
b) Wynik uzyskany po wyeliminowaniu pochodnych a13, a29 i a32,
c) Zbiór testowy (metoda K-S): a1:a5, a7, a11, a15, a23, a28, a29, a32, a36,
d) Zbiór testowy (metoda K-S): a14:a17, a19, a22, a24, a25, a29, a32, a35, 
a37, a38,
e) Nie było obliczane,
f) Uzyskano po wykonaniu IVE-PLS na modelu nr 2a,
g) Uzyskano po wykonaniu IVE-PLS na modelu nr 2b,
h) Zbiór testowy: a33:a40.
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Tabela 6.6 Wyniki modelowania QSAR zbioru pochodnych α-asaronu.
6 Aplikacje metody s-CoMSA
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Rysunek 6.4 Zależności  między  aktywnością  zmierzoną  a  prognozowaną  pochodnych 
α-asaronu. Rysunki a oraz b dotyczą całego zbioru, rysunki c oraz d zbioru bez 
pochodnych  a13,  a29,  a32.  Rysunki  a  oraz  c  dotyczą  modeli  uzyskanych  bez 
wyboru  zmiennych  –  modele  2a  oraz  2b;  rysunki  b  oraz  d  dotyczą  modeli 
uzyskanych po zastosowaniu IVE-PLS – modele 3a oraz 3b (patrz tabela 6.6).
6 Aplikacje metody s-CoMSA
6.4 Modelowanie aktywności benzofuranowych inhibitorów N-
mirystytransferazy
N-mirystytransferaza  (NMT)  jest  enzymem  katalizującym  przemianę  kwasu 
mirystynowego  z  mirystoilo-CoA  do  N-terminalnej  aminy  glicynowej.  Jest  to  proces 
występujący  w  wielu  organizmach  eukariotycznych  [121].  Blokowanie  enzymu  N-
mirystytransferazy  jest  jedną  ze  strategii  zwalczania  grzybów C.  Albicans oraz  C. 
Neoformans odpowiedzialnych za różne infekcje i choroby [122, 123]. Interesującą grupą 
inhibitorów tego enzymu są pochodne benzofuranu. Wykazują one selektywne działanie 
hamujące wobec N-mirystytransferazy obecnej w grzybach C. Albicans [124].
Rysunek 6.5 oraz tabela 6.7 zawierają struktury 29 pochodnych benzofuranu użytych 
do  analizy  s-CoMSA  [29].  Miarą  aktywności  był  ujemny  logarytm  parametru  IC50. 
Związki zostały nałożone na siebie względem centralnego pierścienia benzofuranowego. 
Zastosowanie  procedury  IVE-PLS  pozwoliło  uzyskać  wysokie  wartości  qCV2  =  0,96 
porównywalne  z  wartościami  uzyskanymi  innymi  metodami  –  SOM-CoMSA  0,84, 
GA-SOM-CoMSA 0,81 [29, 124].
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Rysunek 6.5 Wspólny szkielet analizowanych benzofuranowych inhibitorów NMT. Pozycje X, 2, 
3, 4, 5, 6 odpow3iadają kolumnom X, R2, R3, R4, R5, R6 tabeli 6.7.
N
O X
ON
2 3
4
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6 Aplikacje metody s-CoMSA
Nr X R2 R3 R4 R5 R6 log(1/IC50)
b1 O F H F H H 8,12
b2 O H CF3 H H H 6,72
b3 O H H H H H 7,14
b4 O H H Cl H H 7,14
b5 S H H H H H 6,21
b6 S H H Cl H H 5,71
b7 O F H H H H 8,08
b8 O H F H H H 6,95
b9 O F H H H F 7,47
b10 O F H H F H 8,36
b11 O F F H H H 8,44
b12 O F F H F H 8,18
b13 O F H F F H 8,03
b14 O F F F H H 8,24
b15 O F F H H F 7,48
b16 O F H F H F 7,09
b17 O F F F F F 5,85
b18 O 2-Py* 5,53
b19 O 3-Py* 7,24
b20 O 4-Py* 5,81
b21 O CN H H H H 7,78
b22 O H CN H H H 7,03
b23 S H H F H H 5,78
b24 O F F H F F 6,24
b25 O F H Br H H 7,55
b26 O H Br H H H 6,40
b27 O H H Br H H 6,06
b28 O 2-Py Cl H H H 6,49
b29 O 2-Py H Cl H H 6,64
* Pirydyna
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Tabela 6.7 Struktury analizowanych benzofuranowych inhibitorów NMT. Kolumny X,  R2,  R3, 
R4, R5, R6 odpowiadają pozycjom X, 2, 3, 4, 5, 6 zaznaczonym na rysunku 6.5.
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7 Wizualizacja modeli s-CoMSA
7.1 Wybór / eliminacja zmiennych w modelowaniu 3D-QSAR
W rozdziale 3.4 omówiono metodę PLS oraz zalety jej stosowania do modelowania 
wielowymiarowych zależności QSAR. Metoda ta pozwala otrzymać dobrze prognozujące 
modele.  Połączenie  PLS  z  metodami  wyboru  zmiennych  pozwala  zwiększyć  zdolność 
prognozowania  uzyskiwanych  modeli.  Najważniejszym  celem  wyboru  zmiennych  w 
badaniach  3D-QSAR  jest  jednak  wskazanie  grupy  zmiennych  związanych  z 
trójwymiarowymi  fragmentami  struktury,  które  determinują  aktywność  analizowanego 
szeregu. Co więcej, zidentyfikowane fragmenty umożliwiają taką modyfikację struktury, 
która  prowadzi  do  uzyskania  nowej  cząsteczki  o  potencjalnie  wyższej  aktywności. 
Uzyskiwanie tego typu informacji jest podstawowym celem metody s-CoMSA oraz innych 
metod 3D-QSAR [33, 125].
7.1.1 Zastosowanie metody IVE-PLS w modelowaniu s-CoMSA
Zastosowanie IVE-PLS w modelowaniu QSAR opisano w publikacji [31]. Jej zaletą 
jest możliwość swobodnego wyboru liczby wyeliminowanych zmiennych.
Zdolność prognozowania modeli zależy nie tylko od liczby odrzuconych zmiennych 
ale  również  od  kompleksowości  modeli.  Rysunek  7.1 przedstawia  wykresy  zależności 
parametru qCV2  od liczby wyeliminowanych zmiennych uzyskane dla modelowego zbioru 
steroidów CBG. Wraz z podwyższaniem założonej  a priori kompleksowości  qCV2  osiąga 
wyższe wartości. Analogiczny wykres można uzyskać dla parametru SDEP. Rysunek 7.2 
przedstawia zmianę wartości tego parametru podczas procedury IVE-PLS uzyskaną dla 
zbioru treningowego steroidów CBG (część a). Widoczna jest na nim zależność parametru 
SDEP od kompleksowości modelu. Większa kompleksowość działa w kierunku wzrostu 
wartości  SDEP czyli  obniża zdolność prognozowania modelu dla zbioru zewnętrznego. 
Wykres zależności SDEP od rozmiaru sektora, rysunek 5.8b (strona 60), również obrazuje 
tę tendencję. Obserwowany SDEP dla sektora 2 Å wyróżnia się wysoką wartością. Jest to 
spowodowane wzrostem kompleksowości z 1-2 czynników dla innych rozmiarów sieci do 
5 dla sieci 2 Å. Oznacza to, że dobór kompleksowości modelu musi być dokonany bardzo 
uważnie. W przypadku analizy zbioru modelowego steroidów CBG za optymalny model 
IVE-PLS został uznany model uzyskany dla założonej maksymalnej kompleksowości 3. 
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Wyeliminowanie ze zbioru treningowego steroidów CBG związku s31 powoduje znaczny 
wzrost zdolności prognozowania modelu dla tego zbioru.  Związek  s31 jest postrzegany 
przez metodę s-CoMSA, podobnie jak przez inne metody 3D-QSAR, jako obiekt odległy 
[92].
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Rysunek 7.1 Wykresy  zależności  qCV2  od liczby  odrzuconych  zmiennych  podczas  procedury 
IVE-PLS  przeprowadzonej  na  modelowym  zbiorze  steroidów  CBG.  Kolorami 
zaznaczono przebiegi uzyskane dla różnych założonych  a priori kompleksowości 
modeli. Kolory w kolejności: czerwony, niebieski, zielony, cyjan, magenta, czarny 
odpowiadają rozpatrywanej możliwej kompleksowości od 1 do 6.
7 Wizualizacja modeli s-CoMSA
Odmienne  zachowanie  zaobserwowano  w  przypadku  procedury  IVE-PLS 
przeprowadzonej  na  zbiorze  modelowym  heterocyklicznych  barwników  azowych 
nałożonych  na  siebie  w  trybie  b.  Wykresy  zależności  qCV2  oraz  SDEP od  liczby 
wyeliminowanych zmiennych są przedstawione na rysunku 7.3. Początkowa wartość qCV2  
jest  mniejsza  od  zera.  Ujemna  wartość  parametru  qCV2  oznacza,  że  uzyskany  model 
prognozuje gorzej niż wartość średnia. Początkowa wartość  SDEP również wskazuje na 
bardzo  słabą  zdolność  prognozowania.  Zastosowanie  IVE-PLS  znacząco  poprawia 
wartości obu parametrów. Ograniczenie kompleksowości do jednego czynnika powoduje, 
że  procedura  IVE-PLS  nie  poprawia  parametrów  qCV2  oraz  SDEP. W  pozostałych 
przypadkach  obserwuje  się  wraz  ze  wzrostem  założonej  kompleksowości  obniżenie 
parametru SDEP, przy czym pomiędzy kompleksowościami 4, 5 i 6 jego wartość zmienia 
się tylko nieznacznie.
Podobne  efekty  zaobserwowano  w  przypadku  szeregu  pochodnych  α-asaronu  oraz 
inhibitorów NMT – rysunek 7.4.
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Rysunek 7.2 Wykresy zależności  SDEP od liczby odrzuconych zmiennych podczas procedury 
IVE-PLS  przeprowadzonej  na  modelowym  zbiorze  steroidów  CBG.  Kolorami 
zaznaczono przebiegi uzyskane dla różnych założonych kompleksowości modeli. 
Kolory  w  kolejności:  czerwony,  niebieski,  zielony,  cyjan,  magenta,  czarny 
odpowiadają rozpatrywanej możliwej kompleksowości od 1 do 6. Parametr  SDEP 
był  obliczany  dla  zbioru  testowego  (część  a)  oraz  dla  zbioru  testowego  bez 
związku s31 (część b).
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Rysunek 7.4 Wykresy  zależności  qCV2  od liczby  odrzuconych  zmiennych  podczas  procedury 
IVE-PLS  przeprowadzonej na zbiorze pochodnych  α-asaronu (cześć a) oraz na 
zbiorze inhibitorów NMT (część b). Kolorami zaznaczono przebiegi uzyskane dla 
różnych  założonych  kompleksowości  modeli.  Kolory  w  kolejności:  czerwony, 
zielony, niebieski, cyjan, magenta odpowiadają kompleksowościom 2, 4, 6, 8 i 10.
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Rysunek 7.3 Wykresy zależności qCV2  (cześć a) oraz  SDEP (część b) od liczby odrzuconych 
zmiennych podczas procedury IVE-PLS przeprowadzonej na modelowym zbiorze 
heterocyklicznych barwników azowych. Kolorami zaznaczono przebiegi uzyskane 
dla różnych załozonych kompleksowości modeli.  Kolory w kolejności:  czerwony, 
niebieski, zielony, cyjan, magenta, czarny odpowiadają kompleksowości od 1 do 6. 
Parametr SDEP był obliczany dla zbioru testowego.
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7.1.2 Wizualizacja obszarów oddziaływań specyficznych na 
podstawie zmiennych typowanych metodą IVE-PLS
Wynikiem działania procedury IVE-PLS jest otrzymanie modelu z mniejszą liczbą 
zmiennych  charakteryzującego  się  zwiększoną  zdolnością  prognozowania.  Zmienne 
pozwalające uzyskać lepiej prognozujący model mają spośród całego zbioru zmiennych 
najistotniejszy  wkład  w  modelowany  efekt.  W  metodzie  s-CoMSA  każda  zmienna 
odpowiada sektorowi,  który  z  kolei  obejmuje  ściśle  określoną część przestrzeni  wokół 
cząsteczki. Fragmenty powierzchni cząsteczkowych znajdujące się we wskazanych przez 
IVE-PLS  sektorach  odpowiadają  więc  fragmentom  mającym  najistotniejszy  wkład 
modelowaną aktywność. Przykład tego typu wizualizacji  jest przedstawiony na rysunku 
7.5.  Przedstawione  są  tam  struktury  testowego  zbioru  steroidów  CBG.  Kolorem 
niebieskim zaznaczono punkty powierzchni zawarte w sektorach pozostałych po IVE-PLS. 
Eliminację zmiennych wykonano dla zbioru modelowego, tj. dla związków od s1 do s21, 
przy  maksymalnej  możliwej  kompleksowości  3.  Zmienne  pozostałe  po  eliminacji 
odpowiadają modelowi, dla którego uzyskano największą wartość qCV2 .
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Rysunek 7.5 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla steroidów CBG od s22 
do  s31 na  podstawie  eliminacji  zmiennych  IVE-PLS  wykonanej  dla  zbioru 
modelowego, s1 do s21, przy założonej kompleksowości 3.
7 Wizualizacja modeli s-CoMSA
Zidentyfikowane fragmenty powierzchni można również utożsamić z konkretnymi 
atomami  występującymi  w  analizowanych  związkach.  Rysunek  7.6a  przedstawia 
fragmenty struktury steroidu CBG s6 odpowiadające powierzchniom zidentyfikowanym w 
opisany powyżej sposób. Dla porównania w części b rysunku przedstawiono fragmenty 
struktury tego samego steroidu zidentyfikowane jako istotne za pomocą oprogramowania 
Quasar (5D-QSAR) [54]. Można zauważyć, że metoda s-CoMSA wskazuje analogiczne 
fragmenty.
W przypadku steroidów CBG modelowany efekt biologiczny jest powinowactwem 
cząsteczki do globulin wiążących kortykosteroidy. Zaznaczone na rysunku 7.5 fragmenty 
można więc uważać za obszary oddziaływań specyficznych między białkiem a cząsteczką 
steroidów.  Znajomość  tych  obszarów może  być  pomocna  w  projektowaniu  cząsteczek 
wykazujących zwiększą aktywność.
Topologia obszarów zidentyfikowanych w opisany powyżej sposób jest uzależniona 
od przebiegu eliminacji zmiennych. Działanie metody IVE-PLS jest natomiast uzależnione 
od użytych danych wejściowych. Eliminacja zmiennych przeprowadzona dla tego samego 
szeregu związków ale dla innego zestawu cząsteczek zmienia przebieg wyboru zmiennych. 
Rysunek 7.7 przedstawia obszary oddziaływań specyficznych zidentyfikowane za pomocą 
procedury  IVE-PLS  wykonanej  dla  całego  zbioru  steroidów  CBG.  Porównanie  z 
rysunkiem 7.5 ujawnia różnice między wskazanymi obszarami. Na rysunku 7.7 wskazany 
jest mały fragment powierzchni w środkowej części szkieletu steroidowego, którego brak 
na rysunku  7.5. Występują również różnice we fragmentach w dolnej i w górnej części 
szkieletu.
86
QUASAR s-CoMSA
a) b)
Rysunek 7.6 Najistotniejsze fragmenty  oddziaływań zidentyfikowane dla steroidu CBG  s6 za 
pomocą metody Quasar (a) [54] oraz na podstawie eliminacji zmiennych IVE-PLS 
wykonanej dla zbioru modelowego steroidów CBG, s1 do s21 (b).
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Rysunek  7.8 przedstawia  hipotetyczne  obszary  oddziaływań  receptorowych 
zidentyfikowane dla zbioru steroidów CBG z pominięciem związku s31. Różnice między 
wskazanymi  na  nim  obszarami  a  obszarami  przedstawionymi  na  rysunku  7.5 są  pod 
względem  jakościowym  podobne  jak  w  przypadku  rysunku  7.7.  Podstawową  różnicą 
między  rysunkami  7.7 a  7.8 jest  ilość  wskazanych  obszarów.  Związek  s31 nie  jest 
dopasowany do reszty zbioru. Wiele metod 3D-QSAR postrzega go jako obiekt odległy. 
Uwzględnienie tego związku powoduje wskazanie mniejszej ilości obszarów oddziaływań. 
Można sądzić, że fragmenty powierzchni wskazane na rysunku 7.7 odpowiadają obszarom 
oddziaływań wspólnych dla związków s1 do s30 oraz dla związku s31.
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Rysunek 7.7 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla steroidów CBG od s22 
do s31 na podstawie eliminacji zmiennych IVE-PLS wykonanej dla całego zbioru, 
s1 do s31.
7 Wizualizacja modeli s-CoMSA
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Rysunek 7.9 Wykresy  zależności  qCV2  od liczby  odrzuconych  zmiennych  podczas  procedury 
IVE-PLS przeprowadzonej  na całym zbiorze  steroidów CBG (część  a)  oraz  na 
całym zbiorze z pominięciem związku s31.
Rysunek 7.8 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla steroidów CBG od s22 
do s30 na podstawie eliminacji zmiennych IVE-PLS wykonanej dla całego zbioru z 
pominięciem związku s31.
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Wykresy  zmian  wartości  qCV2  w  trakcie  procedury  IVE-PLS  dla  całego  zbioru 
steroidów oraz dla zbioru bez związku  s31 przedstawione na rysunku  7.9 pozwalają na 
wyjaśnienie różnic na rysunkach 7.7 i 7.8. W przypadku całego zbioru (rysunek 7.7 i 7.9a) 
początkowa wartość  qCV2  jest znacznie niższa a wartość maksymalna jest osiągnięta po 
wyeliminowaniu niecałych 400 zmiennych. Usuniecie związku s31 powoduje podniesienie 
początkowej wartości qCV2 . Wartość maksymalna z kolei jest osiągnięta znacznie wcześniej 
po wyeliminowaniu około 300 zmiennych (rysunek 7.8 i 7.9b).
Analogiczne  obliczenia  wykonano  dla  pochodnych  HEPT.  Identyfikacja  została 
przeprowadzona  dla  wszystkich  związków  szeregu.  Znalezione  obszary  oddziaływań 
specyficznych są przedstawione na rysunku  7.10 na przykładzie  pochodnych  h83,  h91, 
h97,  h103.  Większość  znalezionych  obszarów  znajduje  się  w  pobliżu  pierścienia 
heterocyklicznego oraz jego grup bocznych. W pobliżu pierścienia benzenowego również 
znajdują się wskazane obszary. Pomiędzy obszarami przedstawionymi dla poszczególnych 
związków występują drobne różnice. W przypadku pochodnej  h91 obszar zlokalizowany 
w pobliżu  pozycji  4  pierścienia  benzenowego jest  znacznie  większy  niż  w przypadku 
pozostałych pochodnych. W związku h83 obszar oddziaływań specyficznych pojawia się 
pobliżu pozycji 3 pierścienia benzenowego.
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Rysunek 7.10 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla wybranych pochodnych 
HEPT (związki h83,  h91,  h97,  h103) na podstawie eliminacji zmiennych IVE-PLS 
wykonanej dla całego zbioru
h83 h91 h97 h103
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Odmienny  obraz  oddziaływań  specyficznych  uzyskuje  się  przez  połączenie 
fragmentów powierzchni zidentyfikowanych dla wszystkich cząsteczek szeregu. Rysunek 
7.11 przedstawia  związek  h83 w  otoczeniu  fragmentów  powierzchni  będących  sumą 
fragmentów  zidentyfikowanych  dla  wszystkich  cząsteczek  szeregu.  Rysunek  7.12 
przedstawia pochodne  h83,  h91,  h97,  h103 w otoczeniu fragmentów uzyskanych przez 
połączenie obszarów zidentyfikowanych dla wszystkich cząsteczek szeregu z pominięciem 
25% najrzadziej występujących obszarów. Uzyskany w ten sposób obrazy są wspólne dla 
wszystkich cząsteczek analizowanego szeregu [27].
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Rysunek 7.11 Najistotniejsze  fragmenty  oddziaływań  zidentyfikowane  dla  pochodnej  h83 na 
podstawie  eliminacji  zmiennych  IVE-PLS  wykonanej  dla  całego  zbioru.  Obraz 
uzyskany  przez  połączenie  obszarów  zidentyfikowanych  dla  wszystkich 
cząsteczek szeregu.
Rysunek 7.12 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla wybranych pochodnych 
HEPT (związki h83,  h91,  h97,  h103) na podstawie eliminacji zmiennych IVE-PLS 
wykonanej  dla  całego  zbioru.  Obraz  uzyskany  przez  połączenie  obszarów 
zidentyfikowanych  dla  wszystkich  cząsteczek  szeregu  z  pominięciem  25% 
najrzadziej występujących obszarów.
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7.2 Ilościowa wizualizacja obszarów oddziaływań specyficznych
Sama identyfikacja obszarów oddziaływań specyficznych bez zaznaczenia ich roli w 
kształtowaniu  badanego  efektu  utrudnia  interpretację  modeli.  Najprostszym  sposobem 
wizualizacji  jest  zaznaczenie  dodatniego  lub  ujemnego  wkładu  zidentyfikowanych 
fragmentów w modelowaną aktywność. Rysunek  7.13 przedstawia cząsteczki testowego 
zbioru  steroidów  CBG  w  otoczeniu  obszarów  oddziaływań  specyficznych,  które 
dodatkowo oznaczono kolorami czerwonym i niebieskim w zależności od ich dodatniego 
lub  ujemnego  wkładu  w  aktywność.  Każdy  płat  powierzchni  odpowiada  określonej 
zmiennej  macierzy  X zawierającej  deskryptor  s-CoMSA.  Identyfikacja  rodzaju  wkładu 
powierzchni jest możliwa po ustaleniu znaku iloczynu wartości zmiennej z odpowiednim 
współczynnikiem regresji:
gdzie  n indeksuje cząsteczki (obiekty),  m indeksuje zmienne,  xn m oznacza element  n m 
macierzy X, bm jest współczynnikiem regresji zmiennej m. Sens fizyczny wartość zmiennej 
x jest  uzależniony  od  rodzaju  obliczonego  deskryptora.  W  przypadku  standardowych 
analiz s-CoMSA x jest średnią wartością potencjału elektrostatycznego i posiada wymiar 
tego  potencjału.  Iloczyn  (7.1)  jest  odpowiednikiem  transformacji  Field*Coeff 
używanej w wizualizacji modeli CoMFA (patrz również rozdział 4.1, strona 41) [13].
Wartość iloczynu (7.1) może być wykorzystana nie tylko do wizualizacji ale również 
do detekcji obszarów oddziaływań specyficznych. Rysunek 7.14 przedstawia przedstawia 
dziewięć wybranych związków z szeregu pochodnych  α-asaronu aktywnych w różnym 
stopniu  z  zaznaczonymi  obszarami  oddziaływań  specyficznych.  Identyfikację  tych 
obszarów wykonano na podstawie modelu PLS uzyskanego dla całego zbioru. Dla każdej 
zmiennej  został  obliczony  iloczyn  (7.1).  Następnie  odrzucono  zmienne,  których 
bezwzględna  wartość  iloczynu  znajdowała  się  poniżej  90% maksymalnej  wartości.  W 
rezultacie  otrzymano  grupę  zmiennych  o  największym  bezwzględnym  wkładzie  w 
aktywność.
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Fragmenty  powierzchni  przedstawione  na  rysunku  7.14 zostały  pokolorowane 
wartością  iloczynu  (7.1).  Można  zauważyć,  że  obszar  znajdujący  się  na  prawo  od 
centralnego pierścienia benzenowego (kolor niebieski) ma ujemny wkład w aktywność co 
w  przypadku  szeregu  pochodnych  α-asaronu  jest  efektem  pożądanym.  Obdarzony 
ładunkiem  ujemnym  tlen  grupy  karbonylowej  w  łańcuchu  bocznym,  wokół  którego 
znajduje  się  obszar  powierzchni  zaznaczony  kolorem  żółtym  i  czerwonym  powoduje 
obniżenie aktywności związków – kolory czerwony i  żółty  oznaczają dodatni  wkład w 
aktywność  czyli  jej  obniżenie.  Negatywny  wpływ  tlenu  grupy  karbonylowej  można 
zaobserwować  w  całej  grupie  związków.  Zastąpienie  tlenu  karbonylowego  grupą 
hydroksylową nie powoduje negatywnego wpływu na aktywność (patrz związki a10 oraz 
a11 na  rysunku  7.14).  Wpływ  tlenu  grupy  karboksylowej  ma  kluczowe  znaczenie  w 
kształtowaniu aktywności szeregu asaronów. Przykład identyfikacji obszarów oddziaływań 
specyficznych poprzez progowanie (filtrowanie zmiennych) iloczynu (7.1) pokazuje, że do 
uzyskania  cennych informacji  dotyczących wpływu elementów struktury  na aktywność 
związków nie jest konieczna eliminacja zmiennych explicite.
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Rysunek 7.13 Najistotniejsze fragmenty oddziaływań zidentyfikowane dla steroidów CBG od s22 
do  s31 na  podstawie  eliminacji  zmiennych  IVE-PLS  wykonanej  dla  zbioru 
modelowego, s1 do s21, przy maksymalnej kompleksowości 3. Pozostałe zmienne 
odpowiadają  modelowi  o  najwyższym  qCV
2 .  Kolorem  czerwonym  zaznaczono 
fragmenty o dodatnim wkładzie w aktywność, niebieskim o wkładzie ujemnym.
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Identyfikacja  obszarów  oddziaływań  specyficznych  asaronów  została  również 
wykonana  na  podstawie  zmiennych  pozostałych  po  eliminacji  IVE-PLS.  Eliminację 
przeprowadzono dla zbioru z pominięciem związków a13, a29, a32 (model 3b tabela 6.6). 
Rysunek  7.15 przedstawia  na  przykładzie  związków  a22,  a30,  a36 zidentyfikowane 
obszary  oddziaływań  specyficznych.  Kolorem  zielonym  zaznaczono  fragmenty 
zwiększające  aktywność,  kolorem  pomarańczowym  obszary  obniżające  aktywność. 
Kluczowe  obszary  oddziaływań  znajdują  się  w  pobliżu  centralnego  pierścienia 
aromatycznego.  Wpływ  łańcucha  bocznego  na  aktywność  związków  jest  wyraźniej 
zaznaczony.  Tlen  karboksylowy,  podobnie  jak  w  przypadku  rysunku  7.14,  jest 
zidentyfikowany jako element obniżający aktywność.
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Rysunek 7.14 Obszary  powierzchni  o  największym  wkładzie  na  aktywność  związków 
zidentyfikowane  na  podstawie  modelu  2a  (tabela  6.6,  strona  77).  Obszary  o 
bezwzględnym  wkładzie  w  aktywność  niższym  niż  90% maksymalnej  wartości 
zostały odrzucone. Związki są ułożone w kolejności zmniejszającej się aktywności. 
Ujemny wkład w aktywność (kolor  niebieski)  powoduje zwiększenie aktywności. 
Wkład dodatni (kolor czerwony) powoduje zmniejszenie aktywności.
7 Wizualizacja modeli s-CoMSA
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Rysunek 7.15 Obszary  oddziaływań  specyficznych  wybranych  pochodnych  α-asaronu 
zidentyfikowane na podstawie modelu IVE-PLS (model 3b – tabela 6.6, strona 77). 
Ujemny  wkład  w  aktywność  (kolor  zielony)  powoduje  zwiększenie  aktywność, 
dodatni  wkład  w  aktywność  (kolor  pomarańczowy)  powoduje  zmniejszenie 
aktywności (patrz również rysunek 7.14).
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Te same związki oraz obszary są przedstawione na rysunku 7.16a. W tym przypadku 
powierzchnie zostały pokolorowane zgodnie ze znakiem czynników iloczynu (7.1). Tabela 
7.1 objaśnia znaczenie użytych kolorów:
Kolor
Znak czynnika
xn m
Znak czynnika
bm
Wkład w 
aktywność
czerwony + +
niebieski - -
dodatni
magenta + -
cyjan - +
ujemny
Na  rysunku  7.16b  dla  porównania  obszary  oddziaływań  specyficznych  zostały 
pokolorowane wartością iloczynu (7.1). Wprowadzenie tlenu karboksylowego do łańcucha 
bocznego powoduje pojawienie się ujemnego potencjału elektrostatycznego w miejscu, w 
którym  dla  związków aktywnych  oczekiwany  jest  potencjał  dodatni  –  kolor  niebieski 
związki a30, a36. Grupy metoksylowe również są zidentyfikowane jako grupy obniżające 
aktywność. Rysunek  7.16b pokazuje jednak, że ich wpływ na obniżanie aktywności jest 
bliski  zera  (kolor  jasno  żółty)  w  przeciwieństwie  do  wyraźnego  wpływu  tlenu 
karboksylowego  (kolor  ciemno  czerwony).  Łańcuch  boczny  połączony  z  centralnym 
pierścieniem  aromatycznym  przez  atom  tlenu  w  przypadku  związków  a22 i  a30 
wprowadza  wyraźnie  pożądany  w  tym  obszarze  ujemny  znak  potencjału 
elektrostatycznego.
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Tabela 7.1 Znaczenie  kolorów  używanych  w  czterokolorowym  trybie  wizualizacji  obszarów 
oddziaływań specyficznych.
7 Wizualizacja modeli s-CoMSA
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Rysunek 7.16 Obszary  oddziaływań  specyficznych  dla  wybranych  pochodnych  α-asaronu 
zidentyfikowane na podstawie modelu IVE-PLS (model 3b – tabela 6.6, strona 77). 
W części a powierzchnie pokolorowane są zgodnie ze schematem z tabeli  7.1. 
Kolory  niebieski  i  czerwony oznaczają dodatni  udział  w aktywności  – obniżenie 
aktywności,  kolory  cyjan  i  magenta  oznaczają  ujemny  udział  w  aktywności  – 
podwyższenie  aktywności.  W  części  b  te  same  powierzchnie  pokolorowano 
zgodnie z wartością iloczynu (7.1) – patrz również rysunek 7.14.
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Czterokolorowy schemat wizualizacji został użyty do obszarów zidentyfikowanych 
przez  zastosowanie  90% progu  iloczynu  (7.1)  obliczonego  na  podstawie  modelu  PLS 
uzyskanego  dla  wszystkich  40  związków  szeregu  α-asaronów  [29].  Rysunek  7.17 
przedstawia  zidentyfikowane  obszary  na  przykładzie  związków  a22 oraz  a32.  Ilość 
obszarów  w  porównaniu  z  rysunkiem  7.14 jest  większa.  Ponownie  potwierdzony  jest 
negatywny wkład w aktywność tlenu karbonylowego w łańcuchu bocznym. Pozytywny 
wkład powierzchni łańcucha bocznego związku a22 jest bardziej wyraźny.
Na  rysunku  7.18 przedstawiono  obszary  oddziaływań  specyficznych 
benzofuranowych inhibitorów NMT. Obszary zostały zidentyfikowane analogicznie jak w 
przypadku  rysunków  7.14 oraz  7.17 na  podstawie  90%  progu  iloczynu  (7.1)  [29]. 
Podobnie jak w pozostałych przypadkach kolor niebieski oraz czerwony oznacza dodatni 
wkład  w  aktywność  –  w  tym  przypadku  wiąże  się  to  ze  zwiększaniem  aktywności. 
Natomiast obszary w kolorach cyjan i magenta obniżają aktywność. Z opublikowanych 
badań  wynika,  że  dla  aktywności  związków istotne  są  grupy  elektronoakceptorowe  w 
pozycjach 2, 3 oraz 5 (patrz rysunek 6.5, strona 79) [124]. Niebieski obszar widoczny dla 
pochodnej b11 obrazuje bardzo podobny efekt (rysunek 7.18). Obszar ten oznacza, że dla 
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Rysunek 7.17 Obszary  powierzchni  o  największym  wkładzie  w  aktywność  wybranych 
pochodnych  α-asaronu  zidentyfikowane  na  podstawie  modelu  2a  (tabela  6.6, 
strona  77).  Obszary  o  bezwzględnym wkładzie  w aktywność  niższym niż  90% 
maksymalnej  wartości  zostały  odrzucone.  Powierzchnie  zostały  pokolorowane 
zgodnie ze schematem z tabeli 7.1. Kolory niebieski i czerwony oznaczają dodatni 
wkład w aktywność  – obniżenie aktywności,  Kolory  cyjan  i  magenta  oznaczają 
ujemny wkład w aktywność – podwyższenie aktywności.
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aktywnych  pochodnych  oczekiwana  jest  w  tym  miejscu  ujemna  wartość  potencjału. 
Pochodna b18 posiada w tym miejscu obszar w kolorze magenta co oznacza występowanie 
dodatniego potencjału elektrostatycznego.
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Rysunek 7.18 Obszary  powierzchni  o  największym  wkładzie  w  aktywność  wybranych 
benzofuranowych  inhibitorów  N-mirystylotransferazy.  Obszary  o  bezwzględnym 
wkładzie w aktywność niższym niż 90% maksymalnej wartości zostały odrzucone. 
Powierzchnie zostały  pokolorowane zgodnie ze schematem z tabeli  7.1.  Kolory 
niebieski  i  czerwony  oznaczają  dodatni  udział  w  aktywności  –  obniżenie 
aktywności,  kolory  cyjan  i  magenta  oznaczają  ujemny  udział  w  aktywności  – 
podwyższenie aktywności.
b11 b18
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W rozdziale  3.4.1 (strona  31) oraz  3.5 (strona  35) omówiono podstawowe metody 
walidacji modeli stosowane w analizie QSAR. Modele charakteryzujące się dostatecznymi 
wartościami  odpowiednich  parametrów  są  uznawane  za  wiarygodne.  Ocena  modelu 
jedynie na podstawie takich parametrów jak r2 czy RMS jest niewystarczająca, ponieważ 
do konstrukcji i do testowania modelu stosuje się te same obiekty. Zastosowanie walidacji 
krzyżowej LSO pozwala na bardziej wiarygodną ocenę modeli.  Parametr  qCV2  nie może 
być jednak traktowany jako ostateczna miara jakości modelu. Dopiero użycie całkowicie 
zewnętrznych zbiorów testowych pozwala na miarodajną walidację modeli [126].
Pomiędzy  parametrami  wewnętrznej  i  zewnętrznej  walidacji  występują  pewne 
korelacje.  Idealny  przypadek  powinien  charakteryzować  się  korelacją  dodatnią  np. 
wzrostowi  qCV2  powinien  towarzyszyć  wzrost  r t2  (lub  spadek  SDEP)  [127].  Korelacja 
ujemna oznaczałaby, że wybrana metoda modelowania zawodzi dla danego zbioru danych. 
W  rzeczywistości  korelacje  występujące  między  parametrami  tego  typu  są  bardzo 
skomplikowane.
Rysunek 8.1 przedstawia zależność między qCV2  a r t2  uzyskaną dla steroidów CBG. 
Każdy punkt wykresu odpowiada podziałowi na zbiór modelowy i testowy. Podział był 
zawsze wykonywany w proporcjach 21 do 10. Liczba wszystkich możliwych podziałów 
(44352165) praktycznie uniemożliwia pełną obserwację tego przypadku. Dlatego wybrano 
co pięćsetny podział  –  w sumie 88705 podziałów,  z  których każdy oznaczony jest  na 
rysunku  8.1 (również  na  rysunku  8.2)  jednym punktem.  Kolor  żółty  oznacza  wysoką 
gęstość takich punktów, kolor zielony – odpowiednio niską. Czerwony punkt odpowiada 
podziałowi uzyskanemu metodą Kennard-Stone [115].  Plasuje się on w obszarze dużej 
gęstości co oznacza, że podziałów o podobnej charakterystyce jest dużo. W tym zakresie 
wartość  r t2  jest  najwyższa  oraz  względnie  niezależna  od  qCV2 .  Dla  wyższych  qCV2  
widoczna  jest  tendencja  spadkowa  r t2 .  Niebieski  punkt  odpowiada  podziałowi 
literaturowemu. W tym obszarze wartości r t2  są niższe od 0 co oznacza, że modelowanie 
całkowicie zawodzi dla zbioru zewnętrznego mimo wysokiej wartości qCV2 .
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Spadek  wartości  r t2  w  obszarze  wysokich  wartości  qCV2  jest  spowodowany 
występowaniem w zbiorze testowym związku s31. Związek ten nie jest dopasowany do 
reszty pochodnych (patrz rozdział  7.1.1, strona 81). Na rysunku 8.2 zaznaczono kolorem 
czerwonym  takie  podziały  model/test,  dla  których  związek  s31 występuje  w  zbiorze 
testowym. Ogromna większość takich przypadków znajduje się w prawej części wykresu 
w  obszarze  wysokich  wartości  qCV2  i  niskich  r t2 .  Wyłączenie  związku  s31 ze  zbioru 
modelowego pozwala uzyskać wysokie wartości  qCV2  ale jednocześnie jego obecność w 
zbiorze testowym obniża wartość r t2 .
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Rysunek 8.1 Zależność między qCV2  a r t2  uzyskana dla 88705 podziałów zbioru steroidów CBG 
na zbiór modelowy i testowy w proporcjach 21 do 10. Kolor żółty oznacza rejony o 
dużej gęstości obserwabli. Kolorem czerwonym zaznaczono punkt odpowiadający 
podziałowi  znalezionemu  metodą  Kennarda-Stone'a.  Kolorem  niebieskim 
zaznaczono punkt opowiadający podziałowi literaturowemu.
8 Walidacja modeli
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Rysunek 8.2 Zależność między qCV2  a r t2  uzyskana dla 88705 podziałów zbioru steroidów CBG 
na  zbiór  modelowy  i  testowy  w  proporcjach  21  do  10.  Kolorem  czerwonym 
zaznaczono występowanie związku s31 w zbiorze testowym.
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8.1 Kryterium Golbraikha – Tropshy
Ciekawą metodę walidacji modeli QSAR zaproponowali Golbraikh i Tropsha [126]. 
W swojej pracy podkreślają oni, że qCV2  nie może być jedynym kryterium walidacji, oraz 
że do ostatecznej walidacji należy stosować zewnętrzny zbiór testowy. Wysoka wartość 
qCV2  (tj.  > 0,5) jest kryterium koniecznym, ale niewystarczającym do uzyskania dobrze 
prognozującego modelu.  Zaproponowana przez nich metoda opiera się na założeniu, że 
wykres zależności między aktywnością zmierzoną a przewidzianą powinien tworzyć linię 
prostą o korelacji dodatniej. Nachylenie wykresu dla modelu idealnego powinno wynosić 
1  a  wyraz  wolny  powinien  przyjąć  wartość  0.  Podobnie,  współczynnik  korelacji  dla 
takiego modelu  powinien  być równy 1.  Rzeczywisty model  o  wysokiej  wiarygodności 
powinien  być bliski  temu obrazowi.  Oszacowanie  jakości  modelu  jest  dokonywane na 
podstawie następujących parametrów:
gdzie yi jest elementem i wektora y zawierającego wartości zmierzonej aktywności, ỹi jest 
elementem  i wektora  ỹ zawierającego  wartości  przewidzianej  aktywności,  k oraz  k' 
oznaczają nachylenie zależności między y a ỹ oraz między ỹ a y liczone bez uwzględnienia 
wyrazu wolnego, n jest liczbą obiektów zbioru.
102
k=
∑
i=1
n
 y i y i
∑
i=1
n
y i
2
(8.1)
k '=
∑
i=1
n
 y i yi
∑
i=1
n
y i
2
(8.2)
8 Walidacja modeli
Dodatkowo obliczane są współczynniki korelacji:
W powyższych wzorach wartości średnie są oznaczane poziomą kreską nad odpowiednim 
symbolem, yi jest elementem i wektora y zawierającego wartości zmierzonej aktywności, ỹi 
jest elementem i wektora  ỹ zawierającego wartości przewidzianej aktywności, R oznacza 
współczynnik  korelacji,  R02  i  R' 02  są  współczynnikami  korelacji  odpowiadającymi 
modelom uzyskanym dla k oraz k' gdzie y R0  = k ỹ oraz y R0  = k' y, y iR 0  jest elementem i 
wektora y R0  a y iR 0  jest elementem i wektora y R0 .
Model QSAR jest wiarygodny zgodnie z kryterium Golbraikh i Tropsha (kryterium 
GT)  jeżeli  spełnia  następujące warunki:  qCV2  >  0,5;  r2 >  0,6;  k lub  k' mieszczą się  w 
granicach < 0,85 1,15 > oraz  R02  lub R' 02  jest bliskie R2 tj. spełnia warunek [126]:
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Opisane  powyżej  kryterium  zostało  zastosowane  wobec  modelu  aktywności 
pochodnych HEPT. W celu walidacji  modelu uzyskanego dla całego szeregu dokonano 
podziału na zbiory modelowy (związki od h1 do h80) i testowy (związki od h81 do h107). 
W  wyniku  takiego  podziału  uzyskano  wysoką  wartość  SDEP 2,01.  Dalsza  walidacja 
potwierdziła, że model nie spełnia warunku GT. Warunku tego nie spełnia zresztą także 
żaden z modeli  opublikowanych w literaturze [27,  107,  110].  Rysunek  8.3 przedstawia 
wykres  zależności  aktywności  zmierzonej  od  przewidzianej.  Linią  ciągłą  zobrazowano 
równanie  regresji  (1),  linią  przerywaną  równanie  regresji  bez  wyrazu  wolnego  (2). 
Wartości  parametrów  R2,  R02  oraz  k (0,68)  wskazują  na  bardzo  słabą  zdolność 
prognozowania.
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Rysunek 8.3 Walidacja modelu uzyskanego dla prostego podziału pochodnych HEPT na zbiór 
modelowy  i  testowy  za  pomocą  kryterium  Golbraikha-Tropshy.  Linia  ciągła 
obrazuje  równanie  regresji  (1),  linia  przerywana  równanie  regresji  bez  wyrazu 
wolnego  (b).  Wartości  parametrów R2,  R02 ,  k (0,68)  nie  spełniają  ustalonych 
kryteriów.
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Powodem,  dla  którego  modelowanie  w zbiorze  zewnętrznym zawiodło  jest  brak 
reprezentatywności użytych zbiorów. Modelowanie i walidację powtórzono dla zbiorów o 
tej samej wielkości ale wybranych za pomocą algorytmu Kennard-Stone. Zbiór testowy 
obejmował związki:  h1,  h4,  h5,  h6,  h9,  h10,  h15,  h16,  h23,  h25,  h28,  h29,  h34,  h35, 
h37,  h49,  h51,  h55,  h57,  h63,  h64,  h77,  h80,  h81,  h85,  h96,  h103.  Podziałowi temu 
odpowiada wartość  SDEP równa 0,69 ( qCV2  = 0,72) [27]. Rysunek  8.4a zawiera wykres 
zależności  aktywności  zmierzonej  od przewidzianej  dla  zbioru  testowego tego modelu. 
Podobnie jak poprzednio linią ciągłą zobrazowano równanie regresji (1), linią przerywaną 
równanie regresji (2). Wartości odpowiednich parametrów spełniają kryterium GT.
Liczba możliwych do uzyskania podziałów pochodnych HEPT na zbiór modelowy i 
testowy w proporcji  80 do 27 jest zbyt wielka (około 1,5739 · 1025 podziałów) by móc 
przeanalizować  je  systematycznie.  Rysunek  8.5 przedstawia  wykres  zależności  między 
qCV2  a  SDEP uzyskany dla 110000 losowych podziałów. Podział o najmniejszej wartości 
SDEP (0,37;  qCV2  = 0,63)  został  przetestowany  za  pomocą  kryterium  GT.  W  zbiorze 
testowym tego podziału znajdowały się związki:  h3,  h6,  h8,  h11,  h16,  h17,  h22,  h29, 
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Rysunek 8.4 Walidacja modeli HEPT kryterium  Golbraikha-Tropshy. Część a model uzyskany 
dla podziału metodą Kennarda-Stone'a. Część b model dla najlepszego podziału 
spośród zbadanych 110000 podziałów (patrz rysunek  8.5).  Linie ciągłe obrazują 
równania regresji (1), linie przerywane równania regresji bez wyrazu wolnego (b). 
Wartości parametrów R2,  R02 ,  k (część a 1,02; część b 0,98) spełniają ustalone 
kryteria.
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8 Walidacja modeli
h38,  h44,  h46,  h52,  h53,  h58,  h60,  h61,  h62,  h64,  h73,  h75,  h76,  h81,  h86,  h87,  h91, 
h101,  h103. Wykres zależności aktywności zmierzonej od przewidzianej dla tego zbioru 
znajduje się na rysunku 8.4b. Znaleziony w ten sposób podział spełnia kryterium GT [27].
Zależność obserwowana na rysunku 8.5 ma odmienny charakter od przedstawionej 
na rysunku 8.1 (oraz  8.2) – wykres jest bardziej spójny i jednorodny. Zbiór pochodnych 
HEPT jest znacznie większy od steroidów CBG, brak też w nim pojedynczych, wyraźnych 
obiektów  odległych.  Jednakże  podobnie  jak  w  poprzednich  przypadkach  w  zakresie 
wysokich wartości  qCV2  obserwuje się spadek zewnętrznej zdolności prognozowania.  W 
przypadku rysunku  8.5 uwidacznia się to wzrostem wartości SDEP.  Nadmierny spadek 
zewnętrznej zdolności prognozowania obserwowany przy wysokich wartościach  qCV2  ma 
związek z przeuczeniem modelu.
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Rysunek 8.5 Zależność między qCV2  a SDEP uzyskana dla 110000 losowych podziałów zbioru 
pochodnych  HEPT  na  zbiór  modelowy  i  testowy  w  proporcjach  80  do  27. 
Czerwoną obwódką zaznaczono punkt odpowiadający podziałowi wybranemu do 
testowania metodą Golbraikha-Tropshy.
8 Walidacja modeli
8.2 Randomizacja
Przeuczenie modelu jest częstym problemem w analizie QSAR. Model przeuczony 
charakteryzuje  się  dobrym  przewidywaniem  dla  zbioru  użytego  do  jego  konstrukcji 
zawodzi  natomiast  dla  zbioru  zewnętrznego.  Randomizacja  jest  metodą  umożliwiającą 
wykluczenie  przeuczonych  modeli.  Polega  ona  na  wielokrotnej  losowej  permutacji 
wektora  zmiennych zależnych.  Następnie,  dla każdej permutacji  tworzony jest  odrębny 
model. W wyniku takiej procedury otrzymuje się histogramy rożnych parametrów oceny 
zdolności prognozowania [28].
Randomizacja  została  wykonana  w  celu  przeprowadzenia  walidacji  modelu 
aktywności pochodnych α-asaronu. Walidacji został poddany model 6b – patrz tabela 6.6 
(strona 77). Permutacja i modelowanie było powtórzone 100 razy. Otrzymane histogramy 
parametrów  qCV2  oraz  SDEP są  przedstawione  na  rysunku  8.6.  Przerywaną  linią 
zaznaczono wartości parametrów odpowiadające oryginalnemu modelowi. Zdecydowana 
większość modeli posiada niskie wartości qCV2  oraz wysokie wartości SDEP. Świadczy to 
o tym, że model oryginalny jest znacznie bardziej wiarygodny niż modele wygenerowane 
dla losowych wartości aktywności.
107
SDEP
cz
ęs
to
ść
cz
ęs
to
ść
a) b)
* *
qCV
2
Rysunek 8.6 Histogramy parametrów qCV2  (część a) oraz SDEP (część b) uzyskane w wyniku 
randomizacji modelu aktywności pochodnych α-asaronu. Szczegóły w tekście.
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Przeprowadzenie  obliczeń  metodą  s-CoMSA  wymagało  przygotowania 
odpowiedniego oprogramowania. Metoda została zaprogramowana w środowisku Matlab 
[128].  Jest  to  szeroko  stosowane  środowisko  przeznaczone  do  obliczeń,  analizy  i 
wizualizacji danych, ukierunkowane na zastosowania w nauce i przemyśle. Implementacja 
objęła  nie  tylko  obliczenie  samego deskryptora  s-CoMSA ale  również  metody  analizy 
danych  QSAR,  wizualizację  molekuł,  obliczenia  potencjałów  chemicznych,  metody 
identyfikacji obszarów oddziaływań specyficznych, importowanie i eksportowanie danych 
molekularnych i inne.
9.1 Drug Design Toolbox – DDT
Program został przygotowany w formie pakietu narzędziowego (ang. toolbox) czyli 
typowej  aplikacji  środowiska Matlab.  Składa  się  z  dwóch warstw.  Pierwsza  wykonuje 
wszystkie obliczenia, odpowiada za podstawowe operacje czytania i zapisywania danych. 
Dostęp do pierwszej warstwy jest możliwy tylko z linii komend okna poleceń programu 
Matlab. Funkcje stanowiące pierwszą warstwę mogą być z łatwością wywoływane przez 
skrypty  i  inne  funkcje  środowiska  Matlab.  Drugą  warstwę  stanowi  graficzny  interfejs 
użytkownika.  Funkcje  drugiej  warstwy  są  odpowiedzialne  za  wizualną  komunikację  z 
użytkownikiem  oraz  za  skomplikowane  operacje  odczytu  i  zapisu  danych.  Wszelkie 
obliczenia uruchomione w trybie graficznym są wykonywane przez odpowiednie funkcje 
pierwszej warstwy.
9.2 Formaty danych
Na  potrzeby  pakietu  zostały  stworzone  dwa  formaty  danych.  Pierwszy  format 
nazwany  IQF  (ang.  internal QSAR  format)  jest  wykorzystywany  do  zapisu  i 
przechowywania  danych  molekularnych.  Drugi,  format  UQS  (ang.  universal QSAR 
structure), jest przystosowany do przechowywania danych QSAR. Obydwa formaty mogą 
być zapisywane w postaci binarnych plików .mat (standardowe pliki pakietu Matlab) lub 
w  postaci  tekstowych  plików  XML.  Dodatkowo  pakiet  korzysta  z  własnego  formatu 
prostych baz danych QDB (ang. QSAR data base). Formaty IQF oraz UQS mają strukturą 
hierarchiczną  (strukturę  drzewa)  i  wykorzystują  strukturalny  typ  danych  środowiska 
Matlab.
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9.2.1 Internal QSAR format – IQF
Program DDT używa struktur  IQF (ang.  internal QSAR format)  do reprezentacji 
danych molekularnych. Pojedyncza struktura IQF przechowuje dane o jednej cząsteczce 
chemicznej. W strukturach IQF zapisywane są miedzy innymi współrzędne i typy atomów, 
ładunki cząsteczkowe, rodzaje wiązań chemicznych, powierzchnie i potencjały. Rysunek 
9.1 przedstawia podstawowy układ danych w strukturze IQF.
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Rysunek 9.1 Struktura danych IQF.
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Pola atom i bond zawierają szereg pól potomnych przechowujących dane dotyczące 
atomów  i  wiązań. Każdy  atom  i  każde  wiązanie  posiada  własny,  unikatowy  numer 
identyfikacyjny zapisany w polach atom.id oraz bond.id. Pola atom.type oraz bond.type 
zawierają  odpowiednio  typy  atomów  i  wiązań.  Pole  atom.xyz zawiera  współrzędne 
atomów  a  pole  bond.ot zawiera  identyfikatory  atomów  tworzących  wiązania.  Pola 
atom.charge,  atom.ltype oraz  atom.hydpho zawierają odpowiednio ładunki cząstkowe, 
typy atomów zgodne z typami stosowanymi w metodzie ALOGP [129] (metoda kalkulacji 
Log P patrz rozdział 9.3.2, strona 122) oraz wartości cząstkowej hydrofobowości.
Powierzchnia  cząsteczki  jest  zapisywana  w  polach  gałęzi  surf.  Pole  surf.desc 
zawiera podstawowe dane dotyczące powierzchni takie jak typ powierzchni oraz gęstość 
próbkowania  punktów  (odpowiednio  pola  surf.desc.type oraz  surf.desc.density). 
Znaczenie pól  surf.desc.artificial oraz  surf.ddd jest omówione w rozdziale  9.5 (strona 
128).  Pole  surf.xyz zawiera  współrzędne  punktów  powierzchni.  Potencjał 
elektrostatyczny,  potencjał  lipofilowy  oraz  wartość  zawady  sterycznej  zapisywane  są 
odpowiednio w polach surf.ep, surf.lp oraz surf.sp (patrz rozdział 9.3.1, strona 119).
Pole alogp przechowuje wartość Log P obliczonego metodą ALOGP. Pole act jest 
przeznaczone do przechowywania aktywności cząsteczki.  Struktura IQF posiada bardzo 
elastyczną  budowę.  Większość  pól  jest  opcjonalna.  Zależnie  od  potrzeb  mogą  być 
dodawane  nowe pola.  Pole  act może  być  zastąpione  innym polem o  nazwie  bardziej 
pasującej  do przechowywanej  wartości,  np.  ic50.  Poszczególne  gałęzie  mogą zawierać 
również  inne pola  potomne.  Na przykład  pole  surf może zawierać  dodatkowe rodzaje 
potencjałów lub inne wartości charakteryzujące powierzchnię.
9.2.1.1 Typy atomów
W strukturach IQF typ atomu jest zapisywany za pomocą liczby składającej się z 3 
pól  [a.hs].  Pole  [a]  oznacza  liczbę  atomową  pierwiastka,  pole  [h]  określa  stan 
hybrydyzacji  atomu  natomiast  pole  [s]  określa  dodatkowe  właściwości  atomu. 
Prawidłowy typ musi posiadać pole [a]. Pozostałe pola są opcjonalne. Tabela 9.1 zawiera 
opis używanych wartości pola [h].
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Wartość pola 
[h]
Znaczenie
0 hybrydyzacja atomu jest nieznana
1 hybrydyzacja typu sp
2 hybrydyzacja typu sp2
3 hybrydyzacja typu sp3
6 atom jest aromatyczny
Pole [s] jest używane tylko do zaznaczenia szczególnych typów atomów. Tabela 9.2 
zawiera typy atomów wykorzystujące pole [s].
Typ 
atomu
Opis typu
7.34 atom azotu o hybrydyzacji sp3 obdarzony ładunkiem dodatnim
7.32 atom azotu o hybrydyzacji sp3 występujący w wiązaniach amidowych
7.63 aromatyczny  atom  azotu  występujący  w  pięcioczłonowych 
pierścieniach heterocyklicznych
7.26 trójwiązalny atom azotu o płaskiej konfiguracji
9.2.1.2 Typy wiązań
Typ wiązania jest w strukturach IQF zapisywany podobnie do typu atomu za pomocą 
liczby składającej się z 3 pól [b.dt]. Pol [b] oznacza całkowitą krotność wiązania. Pole 
[d]  może  przyjmować  wartości  0,  5  oraz  6.  Cyfra  0  oznacza  normalne  wiązanie  o 
krotności [b]. Cyfra 5 oznacza wiązanie zdelokalizowane, cyfra 6 wiązanie aromatyczne 
(w obu przypadkach krotność  wiązania  wynosi  1).  Ostatnie  pole  [t]  jest  używane do 
szczegółowego  określenia  typu  wiązania  aromatycznego.  W  przypadku  zwyczajnych 
wiązań  aromatycznych  pole  [t]  ma  wartość  5.  W  przypadku  wiązania  między 
hetreroatomem  a  węglem  w  pięcioczłonowych  heterocyklicznych  związkach 
aromatycznych  pole  [t]  przybiera  wartość  4.  W ogólności  pole  [t]  jest  opcjonalne  i 
znajduje zastosowanie jedynie podczas ustalania cząstkowych hydrofobowości.
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Tabela 9.1 Znaczenie pola [h] w opisie typu atomu stosowanym w strukturach IQF.
Tabela 9.2 Typy atomów stosowane w strukturach IQF wykorzystujące pole [s].
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9.2.2 Universal QSAR structure – UQS
Struktura UQS (ang. universal QSAR structure) jest używana przez program DDT 
do  zapisu  obliczonych  deskryptorów  QSAR.  Pojedyncza  struktura  UQS  przechowuje 
deskryptory obliczone dla wielu cząsteczek chemicznych przy czym może przechowywać 
tylko jeden typ deskryptora. Układ danych, podobnie jak w przypadku struktur IQF, ma 
formę drzewa. Rysunek 9.2 przedstawia podstawowy układ danych w strukturze UQS.
Pole  qsar.type określa typ użytego deskryptora.  W przypadku metody s-CoMSA 
przyjmuje  ono  wartość  "scomsa"  a  pole  qsar."type" staje  się  polem  qsar.scomsa. 
Zapisywane są w nim informacje wymagane do obliczenia deskryptora s-CoMSA. Pole X 
przechowuje  macierz  X zawierającą  wektory  deskryptora  obliczone  dla  analizowanych 
cząsteczek  natomiast  w  polu  Y znajduje  się  wektor  y (lub  macierz  Y)  zawierający 
aktywności.  Pole  ind zawiera  szereg  pól  potomnych  używanych  do  opisu  kolumn  i 
wierszy  macierzy  X,  przechowuje  ono  również  wyniki  wyboru  zmiennych  oraz  dane 
używane do identyfikacji oddziaływań specyficznych.
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Rysunek 9.2 Struktura danych UQS.
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9.2.2.1 Deskryptor s-CoMSA
Struktura  UQS jest  zaprojektowana do przechowywania deskryptorów dowolnych 
metod  QSAR.  Pola  X,  Y oraz  ind są  niezależne  od  metody.  Pole  qsar przechowuje 
natomiast  dane  konieczne  do  wygenerowania  deskryptora.  W  przypadku  metody 
s-CoMSA odpowiednie dane przechowywane są w polu qsar.scomsa. Tabela 9.3 zawiera 
listę pól używanych do generowania deskryptora s-CoMSA oraz ich znaczenie. Wszystkie 
zawarte w tabeli 9.3 pola są polami potomnymi względem pola qsar.scomsa.
Pole Opis
moledge macierz  o  wymiarach  2x3,  zawiera  zakresy  wirtualnej  siatki  na  kolejnych  osiach 
współrzędnych
edgeof wskazuje pole struktur IQF na podstawie, którego obliczany jest deskryptor;  zwykle 
jest to pole surf.xyz
molsize macierz  o  wymiarach  1x3;  zawiera  wielkość  wirtualnej  siatki  na  kolejnych 
współrzędnych
celltype określa typ stosowanego sektora; obecnie jedynym dostępnym typem sektora jest typ 
cubic oznaczający sektor w kształcie prostopadłościanu
celledge pole definiuje wielkość sektora; w przypadku sektorów typu  cubic jest to macierz o 
wymiarach 1x3 zawierająca wielkości sektora na kolejnych współrzędnych
cellsize zawiera wartość parametru  cs, znaczenie tego parametru jest omówione w rozdziale 
5.3, strona 52
cs_strict jeśli równe 1 oznacza, że sektor ma kształt sześcianu foremnego – jest to domyślny 
kształt sektora
dim macierz o wymiarach 1x3, określa liczbę sektorów na kolejnych współrzędnych
mesh macierz o wymiarach Mx3, gdzie M jest liczbą wszystkich sektorów; macierz definiuje 
położenie poszczególnych sektorów w przestrzeni
mode wskazuje tryb obliczania wartości sektora, stosowane tryby są omówione w rozdziale 
5.2, strona 47
prop wskazuje pole struktury IQF używane do obliczania wartości sektorów
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Tabela 9.3 Lista pól struktury UQS używanych do generowania deskryptora s-CoMSA.
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9.2.2.2 Deskryptor SOM-CoMSA
Obliczanie  deskryptora  SOM-CoMSA  w  programie  DDT  jest  możliwe  po 
zainstalowaniu  pakietu  SOM Toolbox  [130].  W przypadku  deskryptora  SOM-CoMSA 
pole  qsar.type przyjmuje wartość "somcomsa". Opis deskryptora znajduje się więc w 
polu  qsar.somcomsa.  Tabela  9.4 zawiera  listę  pól  używanych  do  wygenerowania 
deskryptora  SOM-CoMSA oraz ich znaczenie.  Wszystkie  zawarte  w tabeli  9.4 pola  są 
polami potomnymi względem pola qsar.somcomsa.
Pole Opis
sMap pole przechowuje strukturę sMap generowaną przez SOM Toolbox
md wartość parametru MD (ang. maximal distance)
iqf pole przechowuje strukturę IQF związku użytego do treningu sieci neuronowej
mode wskazuje  tryb  obliczania  wartości  sektora,  stosowane  tryby  są  identyczne  z 
omówionymi w rozdziale 5.2, strona 47
trainby wskazuje  pole struktur  IQF  na podstawie,  którego trenowana jest  sieć neuronowa, 
zwykle jest to pole surf.xyz
prop wskazuje pole struktury IQF używane do obliczania wartości sektorów
9.2.2.3 Inne deskryptory QSAR
Struktura UQS oraz program DDT są zaprojektowane w sposób umożliwiający łatwe 
dodanie obsługi innych deskryptorów QSAR.
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Tabela 9.4 Lista pól struktury UQS używanych do generowania deskryptora SOM-CoMSA.
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9.2.2.4 Opis modelu – pole ind
Szczegółowa  charakterystyka  modelu  QSAR  jest  przechowywana  w  polu  ind. 
Zawiera  ono  szereg  pól  potomnych  przechowujących  informacje  o  analizowanych 
cząsteczkach,  używanych  aktywnościach.  Zapisywane  są  tam  wskaźniki  używanych 
zmiennych, aktywności i obiektów a także wyniki wykonanych obliczeń i analiz modelu 
QSAR.
9.2.2.4.1 Opis analizowanych cząsteczek i aktywności
Pole  ind.flabel przechowuje nazwy wszystkich cząsteczek, których deskryptor jest 
zapisany w kolejnych wierszach pola X. Użyte nazwy powinny być unikatowe.
Podobnie,  pole  ind.ylabel,  przechowuje  nazwy  wszystkich  aktywności  zapisanych  w 
kolejnych kolumnach pola Y.
9.2.2.4.2 Wskaźniki zmiennych, aktywności i obiektów
Struktura UQS może przechowywać dane dla wielu cząsteczek i wielu aktywności. 
Jednak nie zawsze wszystkie molekuły i nie wszystkie aktywności są wykorzystywane do 
modelowania. Część molekuł może być pominięta w modelowaniu i używana jako zbiór 
testowy.  Również  nie  zawsze  wszystkie  zmienne  opisujące  cząsteczki  są  używane  do 
modelowania. Zaznaczenie właściwych zmiennych, aktywności i obiektów jest możliwe 
odpowiednio za pomocą pól ind.X, ind.Y oraz ind.F. Pola te zawierają bieżące wskaźniki 
(indeksy)  określające  aktualnie  używane  części  macierzy  X oraz  Y.  Rysunek  9.3 
przedstawia schematycznie koncepcję wskaźników w strukturach UQS.
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Dodatkowo  pole  ind zawiera  trzy  pola  wskazujące  na  pochodzenie  użytych 
wskaźników. Są to pola  ind.currentX,  ind.currentY oraz  ind.currentF.  Przykładowo, 
jeżeli w wyniku wstępnego przetwarzania danych część zmiennych zostanie odrzucona to 
zmienne  pozostałe  są  zapisywane  w  postaci  indeksu  X w  odpowiednim  polu,  w  tym 
przypadku w polu ind.prepro.X. Wówczas, jeżeli w dalszych analizach mają być używane 
zmienne  pozostałe  po  wstępnym  przetwarzaniu  indeks  X z  pola  ind.prepro.X jest 
kopiowany do pola ind.X a pole ind.currentX przybiera wartość "prepro".
9.2.2.4.3 Zapis wykonanych obliczeń i analiz modelu
Pozostałe  pola  potomne  pola  ind przechowują  wyniki  obliczeń  i  analiz  modelu. 
Każdy rodzaj przeprowadzonej analizy posiada własne pole potomne. Wyniki wstępnego 
przetwarzania  danych  są  zapisywane  w  polu  ind.prepro,  wyniki  wyboru  zmiennych 
metodą  IVE  w  polu  ind.ve.ive,  wyniki  poszukiwania  obszarów  oddziaływań 
specyficznych w polu  ind.varp etc. Jeżeli obliczenia bądź analiza skutkuje uzyskaniem 
określonego  zestawu  zmiennych,  aktywności  lub  obiektów  odpowiednie  wyniki  są 
zapisywane  również  w postaci  wskaźników (patrz  rozdział  9.2.2.4.2)  w odpowiednich 
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Rysunek 9.3 Wskaźniki zapisane w polu  ind wskazują aktualnie używane części  macierzy  X 
oraz Y. Indeks F (z prawiej strony macierzy X) wskazuje na obiekty obu macierzy a 
indeksy  X i  Y (na  górze  macierzy  X i  Y)  na kolumny (zmienne)  odpowiednich 
macierzy. Zakreskowane obszary oznaczają wybrane fragmenty macierzy.
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polach.  Dodatkowo  wskaźniki  obowiązujące  w  chwili  wykonywania  obliczeń  są 
zapisywane w polach potomnych względem metody (dla wskaźników X, Y, F odpowiednio 
w polach initialX, initialY, initialF).
9.2.2.5 Zbiór testowy
Zewnętrzny zbiór testowy może stanowić samodzielna struktura UQS o ile rodzaj 
stosowanego w niej deskryptora QSAR jest zgodny z deskryptorem zbioru modelowego. 
Alternatywnie  pojedyncza  struktura  UQS  może  przechowywać  jednocześnie  zbiór 
modelowy  oraz  zbiór  testowy.  W  tym  celu  po  wygenerowaniu  deskryptorów  dla 
cząsteczek  obu  zbiorów  należy  w  polu  ind.F wskazać  cząsteczki  należące  do  zbioru 
modelowego. Pozostałe cząsteczki będą należały do zbioru testowego. Moduły programu 
DDT  będą  wówczas  mogły  wykorzystać  pole  ind.F do  ustalenia  obiektów  zbioru 
modelowego  oraz  testowego.  Odpowiednia  opcja,  o  ile  jest  dostępna,  nosi  nazwę 
Use reverse F index test data.
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9.2.3 QSAR data base – QDB
Cząsteczki  chemiczne  są  przechowywane  pojedynczo  w  formie  struktur  IQF. 
Wykonanie jednej   operacji  ma wielu  cząsteczkach jest  możliwe po ich  wczytaniu  do 
pamięci  lub poprzez bazy danych QDB (ang.  QSAR data base).  W przypadku dużych 
zbiorów  cząsteczek,  rzędu  kilku  tysięcy  struktur,  wczytanie  całego  zbioru  do  pamięci 
może  niekorzystnie  wpłynąć  na  szybkość  obliczeń.  Zastosowanie  baz  danych  pozwala 
wykonywać obliczenia na dużych zbiorach.
Bazy danych QDB są w istocie specjalnie przygotowanym katalogiem zawierającym 
cząsteczki zapisane w formie struktur  IQF lub w innym formacie obsługiwanym przez 
DDT (Tripos Mol2 [13] oraz CACTVS CTX [131, 132]). Dodatkowo w katalogu będącym 
bazą  QDB  musi  znajdować  się  specjalny  plik  zawierający  indeks  cząsteczek.  Nazwa 
katalogu, a więc formalnie nazwa bazy QDB, powinna kończyć się znakami „.qdb” a plik 
zawierający indeks cząsteczek musi mieć nazwę „qdb.mat” lub „qdb.qdb”. Program 
DDT  umożliwia  tworzenie  oraz  elementarne  zarządzanie  bazami  QDB  zawierającymi 
cząsteczki w formacie IQF. Tworzenie baz QDB przechowujących pliki Tripos Mol2 lub 
CACTVS  CTX  jest  możliwe  po  skopiowaniu  odpowiednich  plików  do  pustej  bazy  i 
odbudowaniu indeksu cząsteczek (polecenie File > QDB > Build).
9.2.4 Importowanie / eksportowanie plików
Pakiet nie jest wyposażony we własny edytor cząsteczek. Nie posiada możliwości 
optymalizacji  geometrii  oraz  obliczania  cząstkowych  ładunków  atomowych. 
Optymalizacja  geometrii  oraz kalkulacja  ładunków powinna być wykonana za pomocą 
zewnętrznych  programów.  Najszerzej  wspieranym  zewnętrznym  formatem  danych 
molekularnych są pliki w formacie Tripos Mol2 generowane przez program Sybyl [13]. 
Pakiet  DDT  potrafi  poprawnie  odczytywać  pliki  tego  typu  przechowujące  jedną 
cząsteczkę.  Importuje również poprawnie typy atomów oraz wiązań atomowych co jest 
konieczne do obliczania Log P metodą ALOGP – patrz rozdział 9.3.2. Eksport do formatu 
mol2 również przebiega prawidłowo.
Program potrafi dodatkowo czytać pliki w formacie CACTVS CTX [131, 132].
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9.3 Właściwości cząsteczkowe
Pierwszym  krokiem  analizy  3D-QSAR  jest  odpowiednie  przygotowanie  zbioru 
cząsteczek.  Programem  zalecanym  do  generowania  struktur  molekularnych 
wykorzystywanych przez pakiet DDT jest Tripos Sybyl. Cząsteczki poddawane analizie 
muszą być prawidłowo narysowane z użyciem prawidłowych typów atomów. Następnie 
należy wykonać optymalizację geometrii oraz jeżeli w toku dalszej analizy jest planowane 
obliczanie  potencjału  elektrostatycznego  należy  obliczyć  cząstkowe  ładunki  atomowe. 
Dobrze  przygotowany  zbiór  cząsteczek  można  łatwo  zaimportować  do  formatu  IQF  i 
poddać obliczeniom za pomocą pakietu DDT.
9.3.1 Powierzchnie
Program  DDT  posiada  możliwość  generowania  powierzchni  cząsteczkowych  w 
postaci zbioru punktów z powierzchni.  Algorytm generowania powierzchni składa się z 
dwóch etapów. W pierwszym etapie  wokół  wszystkich atomów generowane są punkty 
leżące  na  sferach  o  promieniach  van  der  Waalsa  odpowiednich  atomów.  Gęstość 
wygenerowanych punktów może być dowolna, domyślna gęstość wynosi 25 punktów na 
Å2.  W drugim etapie  usuwane  są  punkty  znajdujące  się  wewnątrz  sąsiednich  sfer.  W 
rezultacie otrzymywana jest prosta powierzchnia van der Waalsa. Rysunek 9.4 przedstawia 
schematycznie opisany sposób generowania powierzchni.
Po  wygenerowaniu  powierzchni  w  opisany  powyżej  sposób  w  każdym 
wygenerowanym punkcie możliwe jest obliczenie kilku potencjałów chemicznych. Jeżeli 
cząsteczki zostały zaimportowane wraz z ładunkami cząstkowymi możliwe jest obliczenie 
potencjału  elektrostatycznego.  Program  umożliwia  również  kalkulację  potencjału 
lipofilowego  (patrz  rozdział  9.3.2).  Dodatkowo  możliwe  jest  obliczenie  wartości  tzw. 
zawady sterycznej. Jest to własność obrazująca dostępność powierzchni w danym punkcie. 
Jest  obliczana  w  podobny  sposób  jak  pole  oddziaływania sterycznego  w  metodzie 
CoMSIA [17]:
gdzie SPk jest zawadą steryczną w punkcie k, vi jest promieniem van der Waalsa atomu i, 
pik jest miarą odległości obliczoną za pomocą wzoru (9.3) – strona 122.
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Rysunki 9.5 i 9.6 przedstawiają powierzchnię kwasu karboksylowego wygenerowaną 
w  programie  DDT  pokolorowaną  potencjałem  elektrostatycznym  i  wartością  zawady 
sterycznej. Wodory w pozycji orto w przypadku rysunku  9.6 nie różnią się znacznie od 
pozostałych  wodorów.  Właściwość  powierzchni  obliczana  za  pomocą  wzoru  (9.1)  ma 
charakter  ściśle lokalny.  Wpływ atomów znajdujących się w odległości przekraczającej 
1-2 Å nie jest uwzględniany.
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Rysunek 9.4 Schemat generowania powierzchni van der Waalsa.
C OO
C OO
9 Środowisko informatyczne analizy s-CoMSA
121
Rysunek 9.6 Powierzchnia  kwasu benzoesowego pokolorowana wartością  zawady sterycznej 
obliczoną za pomocą wzoru (9.1).
Rysunek 9.5 Powierzchnia  kwasu  benzoesowego  pokolorowana  wartością  potencjału 
elektrostatycznego.
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9.3.2 Log P, potencjał lipofilowy
Jedną z wielu metod szacowania Log P jest  opracowana przez Ghose i  Crippena 
metoda  ALOGP  [129].  Jest  to  stosunkowo  prosta  metoda  umożliwiająca  dobre 
oszacowanie Log P. Działanie metody ALOGP polega na przypisaniu każdemu atomowi 
zależnie  od  jego  typu  oraz  od  topologii  połączeń  z  innymi  atomami  jeden  ze  120 
stabelaryzowanych typów atomowych. Każdemu nowemu typowi atomowemu odpowiada 
określona tzw.  cząstkową hydrofobowość.  Tabela  cząstkowych hydrofobowości  została 
ustalona eksperymentalnie na drodze pomiaru Log P przeprowadzonego dla około 9000 
związków  chemicznych.  Wartość  Log P  w  metodzie  ALOGP  jest  obliczana  przez 
zsumowanie cząstkowych hydrofobowości wszystkich atomów.
Log P jest makroskopową własnością cząsteczek chemicznych. Potencjał lipofilowy, 
jest natomiast własnością mikroskopową, którą należy uważać za lokalne powinowactwo 
do cząsteczek wody. Można go obliczyć na podstawie cząstkowych hydrofobowości [133]. 
Wartość  Log P  nie  posiada  wymiaru,  cząstkowe  hydrofobowości  otrzymane  metodą 
ALOGP są również bezwymiarowe. Przez to również obliczony potencjał lipofilowy nie 
posiada wymiaru. Program DDT do kalkulacji potencjału lipofilowego wykorzystuje wzór:
Jest  to  zmodyfikowany  wzór  z  publikacji  [133].  W powyższym  wzorze  LPk oznacza 
wartość  potencjału  lipofilowego  w  punkcie  k,  i indeksuje  atomy,  fi jest  cząstkową 
hydrofobowością atomu i, pik jest odpowiednikiem odległości między atomem i a punktem 
k obliczonym za pomocą wzoru (9.3):
gdzie r jest odległością kartezjańską między punktami i oraz k,  α jest stałym czynnikiem 
wyciszającym  o  wartości  0,4.  Wzór  (9.3)  wyraża  w  istocie  potencjał  oddziaływania 
stosowany  w  metodzie  CoMSIA.  Rysunek  9.7 przedstawia  wykresy  wybranych 
potencjałów chemicznych. Potencjał stosowany w metodzie CoMSIA szybko tłumi dalsze 
oddziaływania a dla oddziaływań bliskich nie zmierza do nieskończoności lecz przybiera 
ustaloną wartość. Czynnik α przyjmuje zwykle wartość z zakresu od 0,2 do 0,4. Większe 
wartości  powodują  zwiększenie  nachylenia  potencjału  oraz  powodują  mocniejsze 
122
LP k=∑
i
f i
1 p ik /10
(9.2)
p ik=e
⋅r2 (9.3)
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tłumienie dalszych oddziaływań. Na potrzeby kalkulacji potencjału lipofilowego przyjęto 
wartość  α 0,4  by  podkreślić  lokalny  charakter  obliczanej  właściwości.  Przykładowa 
powierzchnia pokolorowana potencjałem lipofilowym jest przedstawiona na rysunku 9.8.
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Rysunek 9.7 Potencjały  stosowane w  chemii.  Potencjał  Lennarda Jonesa  –  kolor  czerwony, 
potencjał  Coulomba  –  kolor  zielony,  potencjał  funkcji  Gaussa  stosowany  w 
metodzie CoMSIA – kolor niebieski.
Rysunek 9.8 Powierzchnia  kwasu  benzoesowego  pokolorowana  wartością  potencjału 
lipofilowego obliczonego za pomocą wzoru (9.2).
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9.3.3 Aktywność
W  rozdziale  9.2.1 opisano  pola  struktur  IQF  przeznaczone  do  przechowywania 
aktywności cząsteczek. W celu zapisania aktywności w strukturach IQF należy najpierw w 
środowisku  Matlab  wprowadzić  je  do  macierzy  a  macierz  zapisać  w  pliku  .mat. 
Następnie  w  oknie  IQF activity fields (Molecules  >  Manage, 
Activity) w polu  Fields należy wprowadzić oddzielone przecinkiem nazwy pól, w 
których mają być zapisane aktywności. Przycisk  Load umożliwia wczytanie zapisanych 
wcześniej aktywności.
Aktywności zapisane w odpowiednich polach struktur IQF są wykorzystywane w dalszych 
obliczeniach przeprowadzanych w programie DDT.
9.4 Generowanie deskryptorów QSAR
Obliczanie deskryptorów QSAR w programie DDT jest podzielone na dwa etapy. W 
pierwszym etapie ustawiane są wszystkie konieczne opcje i tworzony jest początkowy plik 
UQS.  Drugi  etap  polega  na  generowaniu  deskryptorów  dla  wskazanych  cząsteczek 
(zgodnie z ustawieniami z pierwszego etapu) i zapisywaniu ich we skazanym pliku UQS.
9.4.1 Generowanie deskryptora s-CoMSA
Opis  deskryptora  s-CoMSA  od  strony  formalnej  znajduje  się  w  rozdziale  5.1. 
Posługiwanie  się  takim  formalizmem  jest  niewygodne  z  informatycznego  punktu 
widzenia. Program DDT posiada moduł pozwalający ustawić wszelkie opcje konieczne do 
obliczania deskryptora. W rozdziale 9.2.2.1 omówiono sposób zapisu ustawień s-CoMSA 
w strukturach UQS. Za pomocą modułu deskryptora s-CoMSA wprowadzane są wartości 
pól wymienionych w tabeli 9.3 lub dane służące do ich obliczenia.
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Rysunek 9.9 Okno wprowadzania aktywności.
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Rysunek  9.10 przedstawia  okno  ustawień  deskryptora  s-CoMSA.  W  ramce 
Mode & property można wybrać tryb obliczania deskryptora:  mvp,  nps,  mvp/nps 
(patrz wzory 5.3, 5.4 oraz 5.5 – strona 49). Jeżeli wybrano tryb nps lub mvp/nps istnieje 
możliwość  podania  czynnika  skalującego obliczane  wartości  (opcja  Scale factor). 
Program może również obliczyć czynnik skalujący automatycznie na podstawie gęstości 
stosowanej  powierzchni  (opcja  Autoscale).  Ramka  Mode & property zawiera 
również okienko, w którym należy podać własność, w formie pola struktury IQF, używaną 
do obliczania wartości sektora (wymagane w przypadku trybów mvp oraz mvp/nps). W 
przypadku  potencjału  elektrostatycznego  należy  wprowadzić  ciąg  znaków:  surf.ep. 
Wybrana  własność  musi  być  zgodna  z  polem  Edge of z  ramki  Edges,  które 
standardowo wskazuje pole przechowujące powierzchnię. W tej samej ramce znajduje się 
sześć okienek z zakresami wirtualnej siatki na trzech kolejnych osiach układu. Wartości te 
mogą być wpisane ręcznie lub obliczone automatycznie na podstawie plików IQF – opcja 
IQF source.
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Rysunek 9.10 Okno ustawień deskryptora s-CoMSA programu DDT.
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Ramka  Margins umożliwia podanie dodatkowych marginesów siatki. Marginesy mogą 
być podane jako liczby wyrażona w Å dodawane do rozmiarów siatki lub jako mnożniki. 
Ramka  Cell size & dimensionality umożliwia  ustawienie  rozmiaru  komórki 
siatki. Rozmiar może być ustalony przez wprowadzenie liczby komórek mieszczących się 
na kolejnych osiach układu (opcja  Dimensions) lub przez podanie rozmiaru komórki 
(opcja  Cell size).  W  pierwszym  przypadku  rozmiar  komórki  będzie  zależny  od 
wymiarów  całej  siatki  oraz  od  wprowadzonej  liczby  komórek  mieszczących  się  na 
kolejnych osiach. W drugim przypadku od podanego rozmiaru komórki będzie zależała 
liczba komórek na kolejnych osiach. Opcja Stric cell size powoduje, że wszystkie 
wymiary  komórki  są  sobie  równe tj.  sektory  są  sześcianami  foremnymi.  Powoduje  to 
konieczność korekty ustalonych rozmiarów siatki (korekta odbywa się automatycznie, bez 
udziału użytkownika).
9.4.2 Generowanie deskryptora SOM-CoMSA
Program  DDT  posiada  również  moduł  umożliwiający  generowanie  deskryptora 
SOMS-CoMSA. W rozdziale 9.2.2.2 omówiono sposób zapisu ustawień SOM-CoMSA w 
strukturach UQS. Moduł deskryptora SOM-CoMSA pozwala na wprowadzenie wartości 
pól wymienionych w tabeli 9.4 lub dane służące do ich obliczenia.
Rysunek  9.11 przedstawia okno ustawień deskryptora SOM-CoMSA. Część opcji 
jest  podobna  jak  w  przypadku  modułu  s-CoMSA  (patrz  rozdział  9.4.1).  Ramka 
Mode & property umożliwia  wybór  trybu  obliczania  deskryptora:  mvp,  nps, 
mvp/nps (patrz  wzory  5.3,  5.4 oraz  5.5 –  strona  49).  Jeżeli  wybrano  tryb  nps lub 
mvp/nps istnieje  możliwość  podania  czynnika  skalującego  obliczane  wartości  (opcja 
Scale factor). Program może również obliczyć czynnik skalujący automatycznie na 
podstawie  gęstości  stosowanej  powierzchni  (opcja  Autoscale).  Ramka 
Mode & property zawiera  również  okienko,  w  którym  należy  podać  własność,  w 
formie  pola  struktury  IQF,  używaną  do  obliczania  wartości  sektora  (wymagane  w 
przypadku  trybów  mvp oraz  mvp/nps).  W  przypadku  potencjału  elektrostatycznego 
należy wprowadzić ciąg znaków: surf.ep. Wybrana własność musi być zgodna z polem 
Train by z  ramki  Training,  które  standardowo  wskazuje  pole  przechowujące 
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powierzchnię. W tej samej ramce można wybrać rodzaj algorytmu trenowania mapy – lista 
Select algorithm. Przycisk IQF source służy do wyboru cząsteczek używanych 
do trenowania mapy.
Ramka  Map setup zawiera  szereg  opcji  dotyczących  mapy.  W  polach 
Map dimensions należy  podać  rozmiar  mapy.  Opcja  Shape pozwala  wybrać 
topologię  mapy a  Neighbourhood rodzaj   sąsiedztwa.  Parametr  MD (ang.  maximal 
distance) może być ustawiony w okienku Maximal Distance (MD).
Szczegółowe objaśnienie opcji dotyczących algorytmu trenowania i ustawień mapy 
można znaleźć na stronie twórców pakietu SOM Toolbox używanego przez program DDT 
do generowania samoorganizujących się map [130].
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Rysunek 9.11 Okno ustawień deskryptora SOM-CoMSA programu DDT.
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9.5 Hiperpowierzchnie
Wydaje się, że ciekawą koncepcją QSAR może być porównywanie hiperpowierzchni 
molekularnych.
Obliczone w punktach tworzących powierzchnie potencjały i własności molekularne mogą 
być  odwzorowane  na  hiperpowierzchnię  w  przestrzeni  własności.  Generowanie  takich 
hiperpowierzchni  polega  na  przypisaniu  każdemu  punktowi  nowych  współrzędnych 
będących wartościami wybranych własności. Liczba nowych współrzędnych jest dowolna. 
Standardowo w programie DDT używane są trzy nowe współrzędne: wartość potencjału 
elektrostatycznego  (EP),  potencjału  lipofilowego  (LP)  oraz  wartość  zawady  sterycznej 
(SP). Użycie trzech współrzędnych pozwala na łatwą wizualizację hiperpowierzchni oraz i 
na ich dalsze przetwarzanie metodą s-CoMSA bez wprowadzania zmian w formalizmie 
metody.  Wygenerowana  powierzchnia  jest  przechowywana  w  strukturze  IQF  w  polu 
surf.ddd a specyfikacja użytych własności w polu surf.desc.artificial (opis struktur IQF 
znajduje się w rozdziale 9.2.1).
Rysunek  9.12 przedstawia  hiperpowierzchnie  benzenu,  naftalenu  oraz  fenolu 
wygenerowane w standardowy sposób przy  użyciu  potencjału  elektrostatycznego (EP), 
potencjału  lipofilowego (LP)  oraz wartość zawady sterycznej  (SP).  Niewątpliwą zaletą 
hiperpowierzchni  jest  ich  samoczynne  nakładanie.  Hiperpowierzchnie  związków  o 
podobnych właściwościach nakładają się na siebie. Widoczne jest to na rysunku  9.12 w 
części d, e oraz f.
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W  przypadku  związków  różniących  się  właściwościami  odpowiednie 
hiperpowierzchnie  są  na  siebie  nienakładalne.  Rysunek  9.13 przedstawia 
hiperpowierzchnie  hydrochinonu,  chinonu oraz  benzenu wygenerowane w standardowy 
sposób przy użyciu potencjału elektrostatycznego (EP), potencjału lipofilowego (LP) oraz 
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Rysunek 9.12 Hiperpowierzchnie wygenerowane w programie DDT; (a) benzen, (b) naftalen, (c) 
fenol,  (d)  benzen  (niebieski),  naftalen  (zielony),  fenol  (czerwony),  (e)  benzen 
(niebieski), naftalen (czerwony), (f) benzen (niebieski), fenol (czerwony).
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wartość zawady sterycznej (SP). Hydrochinon i chinon różnią się istotnie między sobą. Ich 
hiperpowierzchnie nie nakładają się na siebie. W części c rysunku 9.13 przedstawiono na 
jednym  wykresie  hiperpowierzchnie  hydrochinonu,  chinonu  oraz  dla  porównania 
hiperpowierzchnię  benzenu.  Hiperpowierzchnia  chinonu  jest  przesunięta  względem 
hydrochinonu i benzenu. Jest to spowodowane innymi właściwościami cząsteczki chinonu. 
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Rysunek 9.13 Hiperpowierzchnie wygenerowane w programie DDT; (a) hydrochinon, (b) chinon, 
(c) benzen (zielony), hydrochinon (niebieski), chinon (czerwony).
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9.6 Wstępna obróbka danych
W większości przypadków macierz obliczonych deskryptorów przed przystąpieniem 
do  dalszej  analizy  powinna  być  poddana  wstępnej  obróbce.  Program  DDT  wykonuje 
centrowanie  lub  w  razie  potrzeby  standaryzację  in  promptu np.  bezpośrednio  przed 
wykonaniem modelowania  PLS.  Natomiast  usuwanie  zmiennych o zerowej  lub  niskiej 
wariancji jest wykonywane za pomocą odpowiedniego modułu.
Moduł wstępnej obróbki danych posiada kilka trybów pracy. Zostały one podzielone 
na tryby podstawowe i zaawansowane. Tryby podstawowe noszą nazwy: only0,  std0, 
any0, no0, nonly0. Tryb only0 jest domyślną metodą wstępnej obróbki – jest to tryb, 
w którym usuwane są zmienne posiadające wartość zero dla wszystkich obiektów.
Obróbka  w  trybie  std0 powoduje  usunięcie  zmiennych  mających  odchylenie 
standardowe równe zero. W trybie  any0 usuwane są zmienne mające wartość zero dla 
któregokolwiek obiektu. Tryb no0 jest odwrotnością trybu any0. Powoduje on usuniecie 
zmiennych,  które  nie  posiadają  dla  żadnego obiektu wartości  zero.  Jest  to  jedyny tryb 
pozostawiający zmienne zawierające wyłącznie zera (jeżeli takie występują w macierzy). 
Rozwinięciem  trybu  no0 jest  tryb  nonly0.  Powoduje  on  usunięcie  zmiennych 
nieposiadających dla żadnego obiektu wartości zero oraz tych, które posiadają wyłącznie 
wartość zero. Jest to więc połączenie trybów no0 i only0.
Pośród zaimplementowanych trybów zaawansowanej obróbki na szczególną uwagę 
zasługują tryby std,  mean,  occur oraz corry. Każdy z nich, we właściwy dla siebie 
sposób, oblicza na podstawie macierzy  X wektor wierszowy charakteryzujący liczbowo 
poszczególne  zmienne.  Te,  których  charakterystyka  nie  spełnia  zadanego  warunku  są 
usuwane z macierzy.
W  trybie  std zmienne  charakteryzowane  są  przez  obliczanie  odchylenia 
standardowego.  Tryb  mean polega  na  obliczeniu  średniej  wartości  zmiennych. 
Charakterystyka  zmiennych  w  trybie  occur jest  odwrotną  częstością  występowania 
wartości  zero  wyrażoną  liczbą  z  zakresu  [0,  1].  Tryb  corry charakteryzuje  zmienne 
obliczając ich korelację z wektorem y.
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Dodatkowo,  macierz  X przed  obliczaniem  charakterystyki  może  być  poddana 
działaniu  funkcji  abs( )  oraz  sign( )  –  wartość  absolutna  i  znak  liczby.  Również  już 
obliczona charakterystyka może być poddana działaniu tych funkcji.
Zaimplementowane tryby dają szerokie możliwości preselekcji  zmiennych. Za ich 
pomocą  możliwa  jest  również  praktyczna  realizacja  deskryptorów  typu  łącznego  i 
rozłącznego zdefiniowanych wzorami (5.7) oraz (5.8) – patrz rozdział 5.2, strona 47.
Deskryptor  typu  łącznego  można  obliczyć  generując  w  pierwszej  kolejności 
deskryptor dla cząsteczek referencyjnych i stosując dla nich tryb wstępnej obróbki only0. 
Wybrane  kolumny  zostaną  zapamiętane  w  strukturze  UQS.  Po  dodaniu  do  struktury 
deskryptorów pozostałych związków w dalszej analizie program DDT będzie korzystał z 
początkowo wybranych kolumn co w praktyce  oznacza zastosowanie  deskryptora  typu 
łącznego.
W przypadku deskryptora typu rozłącznego sposób postępowania jest analogiczny 
do opisanego powyżej. W miejsce trybu wstępnej obróbki only0 konieczne jest jednak 
zastosowanie  trybu  zaawansowanego  occur==0 lub  std==0 (symbol  „==”  oznacza 
„równa się”).
9.7 Model PLS
Wszystkie metody opisane w rozdziałach  3.4 oraz  3.5 (strony  30 oraz  35) zostały 
zaimplementowane w programie DDT. Rysunek 9.14 przedstawia okno ustawień modułu 
PLS. Maksymalna możliwa kompleksowość modelu może być ustawiona za pomocą pola 
Max number z  ramki  Latent Componets.  Opcje  First minimum,  Minimum 
oraz  Fixed odnoszą  się  do  metod  wyznaczania  maksymalnej  kompleksowości.  Dwie 
pierwsze opcje oznaczają odpowiednio poszukiwanie pierwszego minimum RMSEP oraz 
minimum globalnego, trzecia opcja powoduje użycie maksymalnej kompleksowości jako 
optymalnej.  Wybranie  opcji  RGie z  ramki  RMSEP calculation powoduje,  że  do 
obliczania  RMSEP stosowany  jest  wzór  (3.14).  Zmiana  metody  obliczania  stabilności 
zmiennych jest możliwa za pomocą opcji z ramki Stability; opcja Normal sprawia, 
że  do  obliczania  stabilności  używany jest  wzór  (3.15)  natomiast  opcja  Robust wzór 
132
9 Środowisko informatyczne analizy s-CoMSA
(3.16). Stabilność obliczaną wzorem (3.17) można uzyskać posługując się linią komend. 
Opcja Optimal number powoduje, że stabilność jest liczona nie dla maksymalnej lecz 
dla optymalnej kompleksowości.
Zmiana  rodzaju  walidacji  krzyżowej  jest  uzyskiwana przez  modyfikację  wartości 
Mode w ramce Cross-Validation. Wartość 1 oznacza walidację typu LOO. Większe 
wartości  odpowiadają  walidacji  LSO.  Wartość  Step pozwala  modyfikować  liczbę 
uwzględnianych  w  walidacji  krzyżowej  podziałów  obiektów.  Wartość  1  oznacza 
uwzględnienie  wszystkich  podziałów,  wartość  2  oznacza  uwzględnienie  co  drugiego 
podziału etc.
9.8 Eliminacja zmiennych metodą IVE-PLS
Program  posiada  możliwość  wykonania  eliminacji  zmiennych  metodą  IVE-PLS. 
Implementacja obejmuje algorytm opisany w rozdziale 3.6.2 (strona 37). Dodatkową opcją 
jest  możliwość  zmodyfikowania  używanej  stabilności  za  pomocą dowolnej  funkcji  lub 
zastąpienie stabilności innym parametrem obliczanym dla zmiennych przez podprogram 
PLS. W ogólności na przebieg procedury IVE-PLS istotny wpływ mają ustawienia opcji 
PLS.
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Rysunek  9.15 przedstawia okno ustawień modułu IVE-PLS.  Procedura może być 
wykonana  z  użyciem zbioru  testowego.  Zbiór  testowy może  być  wybrany  za  pomocą 
odpowiednich opcji z ramki Model & test data. Jeżeli zbiór testowy zostanie użyty 
w czasie działania procedury dla kolejnych kroków będą obliczane parametry SDEP oraz 
r t2  potrzebne  do  uzyskania  odpowiednich  wykresów (patrz  rozdział  7.1.1,  strona  81). 
Przycisk  PLS daje  możliwość wyboru  opcji  PLS  (patrz  rozdział  9.7).  Można również 
wprowadzić  ręczne  modyfikacje  używanej  stabilności  –  okienko 
Perform elimination by.
Program DDT umożliwia wybór optymalnego rozwiązania IVE na różne sposoby – 
odpowiednie opcje znajdują się w ramce  Solution selection options.  Każdej 
iteracji  IVE  odpowiada  konkretny  zestaw  zmiennych.  Pierwszej  iteracji  odpowiadają 
wszystkie  zmienne.  W  każdej  następnej  iteracji  usuwana  jest  jedna  zmienna  aż  do 
usunięcia wszystkich. Ostatniej iteracji odpowiada więc tylko jedna zmienna. Najprostszą 
metodą wyboru jest szukanie iteracji charakteryzującej się maksymalną wartością qCV2  lub 
optymalną  wartością  innych  parametrów.  Należy  zaznaczyć,  że  wybór  w  oparciu  o 
parametry  zewnętrznej  walidacji  ( r t2  lub SDEP)  powoduje,  że  zbiór  użyty  do  ich 
obliczenia  przestaje  być  zbiorem  stricte zewnętrznym.  Standardowo wybór  optymalnej 
iteracji  powoduje  włączenie  do  modelu  wszystkich  zmiennych  odpowiadających  danej 
iteracji.  Program  DDT  daje  również  możliwość  wyboru  zmiennych  przynależnych 
134
Rysunek 9.15 Okno ustawień modułu IVE-PLS programu DDT.
9 Środowisko informatyczne analizy s-CoMSA
pewnemu zakresowi iteracji a nawet zmiennych, które zostały przez procedurę IVE-PLS 
odrzucone.  Dodatkowo istnieje również ręczny tryb wyboru optymalnej iteracji  – opcja 
Manual.
9.9 Identyfikacja obszarów oddziaływań specyficznych
Program  DDT  umożliwia  wybór  obszarów  oddziaływań  specyficznych  na  kilka 
sposobów. Identyfikacja może opierać się o metody wyboru i eliminacji zmiennych (patrz 
również  rozdział  7.1.2,  strona  85).  Możliwe  jest  także  filtrowanie  własności 
powierzchniowych  (patrz  rozdział  7.2,  strona  91)  oraz  różnych  własności  deskryptora 
QSAR. Program DDT umożliwia także łączenie wszystkich sposobów.
9.9.1 Wykorzystanie eliminacji zmiennych oraz własności 
deskryptora QSAR
Wynik  przeprowadzonej  eliminacji  zmiennych  jest  zapisywany  w  plikach  UQS 
podobnie jak wyniki modelowania metodą PLS. Rysunek 9.16 przedstawia okno ustawień 
identyfikacji obszarów oddziaływań specyficznych. Zapisane dane są dostępne w postaci 
pól widocznych okienku w prawej części ramki Variable properties. Pola te mogą 
być  użyte  do  uzyskania  zestawu  zmiennych  wskazujących  obszary  oddziaływań 
specyficznych.  Uzyskanie  tych  obszarów  sprowadza  się  do  podania  formuły 
matematycznej  w  oknie  Transformation formula.  Wynik  działania  formuły 
transformującej  musi  być  wektorem  o  długości  równiej  liczbie  zmiennych  użytego 
deskryptora.  Składnia  formuły jest  identyczna ze składnią  Matlab.  Wynik obliczeń jest 
zapamiętywany  w  odpowiednim  polu  struktury  UQS,  które  może  być  powtórnie 
wykorzystane do wizualizacji obszarów oddziaływań specyficznych.
135
9 Środowisko informatyczne analizy s-CoMSA
9.9.2 Filtrowanie własności cząsteczkowych
Moduł umożliwiający  filtrowanie własności  cząsteczkowych jest  wykorzystywany 
zarówno  do  identyfikacji  obszarów  oddziaływań  specyficznych  oraz  pośrednio  do 
wizualizacji  zidentyfikowanych  obszarów.  Umożliwia  on  bowiem  zapis  wyników 
identyfikacji w postaci plików IQF.
Rysunek 9.17 przedstawia okno ustawień modułu. Składa się ono z dwóch głównych 
części.  Część po  prawej  stronie  umożliwia  wykonanie  obliczeń  opisanych w rozdziale 
powyżej.  Część  po  lewej  stronie  umożliwia  natomiast  filtrowanie  własności 
cząsteczkowych.  Zasadniczo  zasada uzyskania  obszarów oddziaływań specyficznych za 
pomocą filtrowania własności cząsteczkowych jest analogiczna do opisanej w rozdziale 
powyżej. Wynik działania formuły transformującej również musi być wektorem lecz jego 
długość  musi  w  tym  przypadku  być  równa  długości  wektorów  opisujących  użyte  do 
filtrowania własności cząsteczkowe takich jak np. potencjał  elektrostatyczny, lipofilowy 
etc.
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Domyślnie  wynik  działania  formuły  transformującej  z  prawej  strony  okna  jest 
zapisywany  w  polu  struktury  IQF  pocket (ramka  Options,  opcja 
Root and target field).  Pole  to  może  być  wykorzystane  w  formule 
transformującej używanej do filtrowania własności  cząsteczkowych. Wynik działania tej 
formuły jest domyślnie zapisywany w polu elp struktury IQF.
9.10 Wizualizacja molekuł
Podstawowe opcje wizualizacji molekuł są dostępne bezpośrednio z menu głównego. 
Dostęp  do  szczegółowych  ustawień  jest  możliwy  poprzez  moduł 
Molecular system manager. Rysunek 9.18 przedstawia okno ustawień wizualizacji 
molekuł.  Poza  podstawowymi  opcjami  dotyczącymi  sposobu  wyświetlania  atomów, 
wiązań  oraz  etykiet  możliwe  jest  szczegółowe  wybranie  ustawień  opcji  dotyczących 
wyświetlania  powierzchni  cząsteczkowych  a  więc  również  sposobu  wyświetlania 
zidentyfikowanych obszarów oddziaływań specyficznych.
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Tryb wyświetlania Iris powoduje, że wskazana w ramce ColourBy własność jest 
używana do kolorowania powierzchni cząsteczkowych (własności wprowadzane w ramce 
ColourBy mogą być dodatkowo poddane działaniu dowolnych funkcji pakietu Matlab 
zgodnie  z  obowiązującą  składnią).  Tryb  Mono umożliwia  kolorowanie  powierzchni 
zgodnie z czterokolorowym (również przy użyciu większej liczby kolorów) schematem 
opisanym w rozdziale 7.2, tabela 7.1 (strona 95). W tym celu w ramce ColourBy należy 
wprowadzić odpowiednią liczbę własności oddzielonych od siebie średnikiem.
Opcja  Do not render zero propery value points jest  bardzo 
użyteczna. Jej działanie polega na pomijaniu tych fragmentów powierzchni, dla których 
własność wprowadzona w ramce ColourBy wynosi zero.
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9.11 Rozwój programu DDT
Program  Drug  Design  Toolbox  został  napisany  w  sposób  umożliwiający  łatwą 
rozbudowę o nowe moduły. Obecnie zaimplementowane procedury obliczeniowe również 
mogą  być  w  prosty  sposób  udoskonalane.  Dalszy  rozwój  pakietu  może  na  przykład 
obejmować:
• implementację wydajniejszych algorytmów PLS,
• rozbudowę modułu wyboru zmiennych o nowe metody,
• dodanie nowych modułów umożliwiających detekcję obiektów odległych oraz wybór 
reprezentatywnych obiektów zbiorów,
• zwiększenie liczby obsługiwanych formatów plików,
• rozbudowę modułu obsługi baz danych QDB,
• rozwój stosowanych formatów plików (IQF oraz UQS), etc.
Dodatkowo program DDT zostanie udostępniony na stosownej licencji od pobrania 
ze  strony  internetowej.  Dostęp  do  programu  obecnie  jest  możliwy  poprzez  kontakt  z 
autorem.
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● Opracowano nową metodę modelowania zależności 3D-QSAR s-CoMSA,
● Stwierdzono, że w wyniku optymalizacji metody s-CoMSA technika ta pozwala na 
otrzymywanie stabilnych modeli 3D-QSAR,
● Opracowano techniki jakościowej wizualizacji takich modeli; ich analiza pozwala na 
ujawnienie molekularnych uwarunkowań aktywności szeregów badanych 
bioefektorów,
● Zastosowano metodę s-CoMSA do modelowania zależności 3D-QSAR 
następujących szeregów związków organicznych:
• steroidów o powinowactwie do globuliny wiążącej kortykosteroidy,
• inhibitorów odwrotnej transkryptazy HIV – pochodnych 1[2-
(hydroksyetoksy)metylo]-6(fenylotio)tyminy – HEPT,
• pochodnych α-asaronu o działaniu hipolipidemicznym,
• benzofuranowych inhibitorów N-mirystytransferazy,
• barwników heterocyklicznych o powinowactwie do celulozy,
• inhibitorów reduktazy kwasu foliowego – pochodnych
2,4-diamino-5-benzylpirymidyny.
● Opracowano metody ilościowej wizualizacji obszarów oddziaływań specyficznych,
● Zaimplementowano opracowaną metodę w środowisku programowania Matlab
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