We give the first lower bounds on the grid size needed to represent the intersection graphs of convex polygons. Here each corner of a polygon in the representation must lie on a corner of the grid. We provide a series of geometric constructions showing that for intersection graphs of -translated copies of any fixed parallelogram, grids of size Ω(n 2 ) × Ω(n 2 ) are needed;
INTRODUCTION
If A = {Ai : i ∈ I} is a collection of sets, then the intersection graph of A is a graph G = (I, E) with vertex set I, and an edge ij ∈ E if and only if Ai ∩ Aj = ∅. If A has G as its intersection graph, then we say that A realizes G. In this paper, we consider geometric intersection graphs in which the Ai all represent bounded geometric domains in R d . We are especially interested in the case where d = 2 and the Ai are all similar to a given convex polygon.
Intersection graphs of geometric objects in the plane have a long and rich history, see for instance [21, 22] . These graphs arise for example in the study of wireless communication networks, where the Ai model transmission ranges of devices and one is interested in interference patterns. Intersection graphs have been studied for instance for the following types of geometric objects: segments [14] , continuous curves or 'strings' [9, 12] , unit disks [5, 3] , disks [10] , unit squares [7] , isosceles right triangles or 'semi-squares' [11] , and arbitrary convex sets [17, 18] .
The general study of intersection graphs of convex polygons was initiated by Kratochvíl and Pergel [15] . They proved that the recognition problem for these graphs is NPhard in general and they raised a series of interesting questions for further research. In this paper, we consider the grid size needed to represent the intersection graphs of convex polygons.
Problem Description.
We first define convex polygon intersection graphs more precisely. We consider the case where all elements of A are either translates of a fixed convex polygon P in the plane, or homothets of P . (A homothet of P is a scaled and translated copy of P .) We call the intersection graph of a set of translates of P a P -translate graph, and the intersection graph of a set of homothets of P a P -homothets graph. Definition 1. Let trans(P ) be the set of all P -translate graphs and let hom(P ) denote the set of all P -homothets graphs. Let transn(P ) resp. homn(P ) denote the set of all P -translate resp. P -homothets graphs on n vertices.
In this paper, we restrict our attention to the case when all corner points of the polygon P have rational coordinates. In this case, it can be shown that for every G ∈ hom(P ), there is a collection of P -homothets A = {A(v) : v ∈ V (G)} such that A realizes G and, moreover, every corner of every polygon of A lies on the integer grid Z 2 . This follows for instance from [23] or the proof of Theorem 1.2 below. We call such an A an integer homothet realization of G.
Similarly, if G ∈ trans(P ), then there always is a collection A = {A(v) : v ∈ V (G)}, where each set is of the form A(v) = p(v) + λP for some λ ≥ 0 (that is, each A(v) is a translate of λP ), such that A realizes G and all corner points of the A(v) lie on Z 2 . Again, this will be proved formally in the proof of Theorem 1.2 below. We call such an A an integer translate realization of G.
If A is an integer homothet/translate realization of G, then we will denote
For G ∈ hom(P ) resp. G ∈ trans(P ), we define the minimally needed grid sizes for G as
where the minimum is taken over all integer homothet resp. translate realizations A of G. Finally, we define
The key problem for the complexity of integer realizations of P -homothet (resp. P -translate) graphs is to determine precise upper and lower bounds on hP (n) and tP (n). In this paper, we fully resolve this problem.
Results.
First of all, we prove that the quantity tP (n) displays the following remarkable behaviour: Theorem 1.1. Let P be a convex polygon with rational corner points. Then the following holds for tP (n):
For homothets, on the other hand, we will see that there is no qualitative difference between different kinds of convex polygons.
Theorem 1.2. Let P be any convex polygon with rational corner points. Then hP (n) = 2 Θ(n) .
Part (i) of Theorem 1.1 represents a drastic improvement over a result of Czyzowicz et al. [7] , who showed that tU (n) ≤ 2 n−1 , where U denotes the unit square. Theorem 1.2 substantially improves a recent bound that hP (n) = 2
for any convex polygon P with rational corner points [23] . Finally, to the best of our knowledge, no nontrivial lower bounds on tP (n) or hP (n) were previously known.
Related Work.
By now, there is a relatively long history of results on the smallest piece of the integer grid needed for various kinds of drawings of graphs, going back to seminal papers by De Fraysseix et al. [8] and Schnyder [19] on straight-line drawings of planar graphs. Not much later, Bienstock [1] considered the smallest piece of the grid needed for straight-line drawings of general graphs with as few crossings as possible. For geometric intersection graphs, there are results of a similar nature to Theorems 1.1 and 1.2 for segment graphs [14, 16] , string graphs [13] , (unit) disk graphs [16] , and general convex set intersection graphs [17, 18] .
However, Theorem 1.1 and 1.2 show a major difference with the analogous results on these other types of geometric intersection graphs. For example, it is known that there are segment resp. (unit) disk graphs that require a doubly exponential grid if all endpoints resp. centers and radii of the disks must be integers, and that a doubly exponential grid is large enough [14, 16] . Our results show that for convex polygon intersection graphs, singly exponential grids are necessary and sufficient.
Finally, observe that Theorem 1.1 and 1.2 show that it is possible to give an integer representation of a n-node Ptranslate resp. P -homothets graph that can be stored using only O(n 2 ) bits (O(n) per vertex), when P has rational corner points. The representation can be used to give very concise, O(n 2 )-size certificates for the membership of NP of the recognition problem for trans(P ) and hom(P ). Furthermore, we obtain straightforward exact exponential-time algorithms for recognizing convex polygon intersection graphs. This improves earlier results on the NP-recognition of these graphs [17, 23] . Theorem 1.2 has many interesting applications, for instance to the recognition problem of max-tolerance graphs. Kaufmann et al. [11] proved that this problem is NP-hard and, intriguingly, showed that max-tolerance graphs are precisely the intersection graphs of homothets of a fixed triangle 1 . Theorem 1.2 then implies that the problem of recognizing max-tolerance graphs is in fact in NP with certificates of size O(n 2 ).
Organization of the Paper.
We give lower bounds in Section 2, 3, and 4, and matching upper bounds in Section 5. Section 6 discusses some possibilities for future work.
A LOWER BOUND FOR P-TRANSLATE GRAPHS IF P IS NOT A PARALLELO-GRAM
We start by showing a lower bound for P -translate graphs when P is not a parallelogram. For this, we require an auxiliary lemma and some definitions.
A line in the plane partitions R 2 \ into two parts. In an oriented line, we (arbitrarily) label one of these components + , the "positive side", and the other − , the "negative side".
|L| of a point p ∈ R 2 with respect to an oriented line arrangement L is:
2 is a set of points, then we write
For A ⊆ {1, . . . , n} and σ ∈ {−1, 0, +1} n , we write σ|A := (σi)i∈A.
That is, we drop all coordinates of σ whose indices are not in A. Similarly, we define, for S ⊆ {−1, 0, +1} n ,
The slope of a line or line segment is an angle
], where s = 0 means "horizontal" and s = π 2 means "vertical". We can now show the following lemma. We are ready to describe the construction of a P -translate graph that needs a large grid size. Define B := P + (−P ). Here we use the notation
Observe that (P + z1) ∩ (P + z2) = ∅ if and only if z1 ∈ z2 + B. We also observe that B is centrally symmetric with respect to the origin and that B will have two sides for each slope that occurs as the slope of some side of P . Let W = {p1, . . . , p3m} and L = ( 1, . . . , 3m) be as provided by part (i) of Lemma 2.1, where s1, . . . , s k are the slopes occurring on the sides of P (and B). Let ε1, ε2 > 0 be small constants with ε1 ε2, to be chosen later, and let N ∈ N be large. We can assume without loss of generality that diam(W ) < ε1.
Pick vectors v1, v2, v3 of length vi = ε2, where the slope of vi is si. For 1 ≤ i ≤ 3m and x = (x1, x2, x3) ∈ {0, . . . , N} 3 , we define
That is, we translate the point resp. oriented line by the vector x1v1 + x2v2 + x3v3. Here we "keep the orientation" in the obvious way, i.e. in the sense that
Clearly, σ(Wx; Lx) = σ(W ; L) for all x. Also, the same oriented line occurs in several Lx, because if i has slope s1, , x3) , for all x2, x3. Similar statements hold when i has slope s2 or s3.
For each i = 1, . . . , 3m and each x ∈ {0, . . . , N} 3 , we now place points c
It is not difficult to see that this is possible, provided we chose ε1, ε2 sufficiently small. (See Figure 2. ) Provided that ε2 was chosen to be sufficiently larger than ε1, we can assume that conv(Wx) ∩ conv(Wy) = ∅ whenever dH(x, y) = 1, where dH(., .) denotes Hamming distance (in other words, x, y differ in exactly one coordinate).
For each pair x = (x1, x2, x3), y = (y1, y2, y3) of Hamming distance one, let us place points a(x, y), b(x, y) in such a way that B + a(x, y) and B + b(x, y) are disjoint, and Wx ⊆ B + a(x, y) and Wy ⊆ B + b(x, y). Provided that ε2 was chosen sufficiently larger than ε1, this can indeed be done. Now define W as 
We labelW as 
A LOWER BOUND FOR P-TRANSLATE GRAPHS WHEN P IS A PARALLELO-GRAM
In this section, we consider P -translate graphs in the case when P is a parallelogram. The construction given in the previous section does not work in this case, because P only gives two slopes, not three. This means that we cannot apply Lemma 2.1 and that a different approach is needed. So instead, we construct an infinite family of graphs G = {Gn} that are all U -translate graphs and that require grids of size Ω(n 2 ), where U denotes the unit square. This will give a lower bound.
To construct the graphs Gn, we first define graphs On and Ln. Let On be a graph on vertex set
and with edge set
Then On is a unit square translate graph for all n (see Figure 3) . Then Ln is a P -translate graph for all n (see Figure 4) .
Lemma 3.2. Suppose that {P (v) : v ∈ V (Ln)} has Ln as its intersection graph, where P (v) = p(v) + λU with λ ≥ 0 and U is the unit square. Then p(v1) − p(vn) ≥ λ(n − 1).
We now define the graph Gn as the disjoint union of On and Ln. If K is such that Gn can be represented as a λU -translate graph for some λ with all corner points on a K ×K subgrid of Z 2 , then, by Lemmas 3.1 and 3.2, we have that K = Ω(n 2 ).
Theorem 3.3. Let P be a parallelogram with rational corner points. Then tP (n) = Ω(n 2 ).
With minor changes to the construction, we obtain a lower bound of Ω(n 2 ) on unit interval graphs. Combined with the upper bound of O(n 2 ) for these graphs due to Corneil et al. [6] , this resolves an open question of Czyzowicz et al. [7] on the grid size needed for unit interval graphs. 
A LOWER BOUND FOR P-HOMOTHET GRAPHS
In this section, we consider P -homothet graphs. We prove that hP (n) = 2 Ω(n) for any polygon P . For m ∈ N, let Tm be the triangular prism of height m. That is, Tm is the graph we get if we take m vertex-disjoint triangles C1, . . . , Cm and we add matchings between V (Ci) and V (Ci+1) for all i = 1, . . . , m − 1. For k, m ∈ N, let T k,m be the graph obtained from Tm by subdividing the edges of the triangles once, and subdividing the edges of the matchings k times (see Figure 5 ).
Lemma 4.1. Let P be an arbitrary polygon. Then there is a k = k(P ) such that T k,m is a P -homothets graph for all m ≥ 1.
See Figure 5 for the intuition behind this lemma. We will show that T k,m needs a large grid size, based on the following lemma. 
UPPER BOUNDS
We complement the lower bounds proved before by giving matching upper bounds on tP (n) and hP (n). We start by proving a bound on tP (n) and hP (n) for arbitrary convex polygons P . We show later how to improve the bound on tP (n) when P is a parallelogram.
Recall that an affine transformation is a nonsingular linear map followed by a translation. 
Proof. We can write P = {x ∈ R 2 : Ax ≤ b} for some matrix A ∈ Q k×2 and b ∈ Q k . Observe that (p1 + λ1P ) ∩ (p2 + λ2P ) = ∅ if and only if there exists an x ∈ R 2 such that
Or, in other words, (p1 + λ1P ) ∩ (p2 + λ2P ) = ∅ if and only if there exists an x ∈ R 2 such that A x ≤ b , where we set
By a variant of Farkas' Lemma (Corollary 7.1e in [20] ), the existence of an x ∈ R 2 such that A x ≤ b is equivalent to y t b ≥ 0 for all y ∈ W where
Observe that we can write
where y1, . . . , yN ∈ Q 2k are the vertices of the polytope W := {y ∈ W : P y = 1}. (That the yis have rational coordinates follows from the fact that all entries of A are 
We are now ready to prove the general upper bound.
Theorem 5.4. Let P be a convex polygon with rational corner points. Then tP (n) = 2 O(n) and hP (n) = 2 O(n) .
Proof. By Lemma 5.2, we can assume without loss of generality that the corner points of P lie on the integer grid. Let C1, . . . , CN ∈ Q 6 be as provided by Lemma 5.3. Let G be a P -translate resp. P -homothet graph. For convenience, we take V (G) = {1, . . . , n}. We will say that z = (x1, y1, λ1, . . . , xn, yn, λn) ∈ R 3n realizes G as a translate resp. homothet graph if, when we set Pi := (xi, yi)
T + λiP , the intersection graph of P1, . . . , Pn is precisely G, where in the case of a translate representation we demand in addition that λ1 = · · · = λn. Observe that there are representations with all the xis, yis, and λis nonnegative. Also observe that, if z realizes G and μ > 0, then μz = (μx1, . . . , μλn) also realizes G. Thus, there is a realization z0 such that for each 1 ≤ i ≤ N and for each 1 ≤ j1 = j2 ≤ n, we have either
Consider the set of N ·`n 2´i nequalities of this kind that z0 satisfies. Let us write this set of inequalities as
where we add the inequalities xi, yi, λi ≥ 0 and, in the translate graph case, the inequalities λi = λi+1 for i = 1, . . . , n−1 as well. In this way, we obtain a system with A ∈ Q m×3n and b ∈ {−1, 0} m , where m = N`n 2´+ 4n − 1 in the translate case and m = N`n 2´+ 3n in the homothet case. The crucial observation for the proof is that if z is another solution of (2), then z also realizes G as a homothets resp. translate graph. This follows from Lemma 5.3 and the fact that for each 1 ≤ i ≤ N and for each 1 ≤ j1 = j2 ≤ n, the expression
is nonnegative for z if and only if it is nonnegative for z0.
The set W := {z ∈ R 3n : Az ≤ b} is a polyhedron. Let v be a vertex of W . Then v = B −1 c is the unique solution to a system Bz = c that is obtained by taking 3n of the inequalities of (2) and making them into equalities. By Cramer's rule, vj = det(Bj )/ det(B), where Bj is the matrix we get by replacing the jth column of B by c. Observe that all entries of B and Bj are either 0 or elements of a finite set of rationals
(Q contains ±1 and ± the coefficients of C1, . . . , CN ). We also observe that every row of A (and hence B) has at most 6 nonzero elements, and hence every row of Bj has at most 7 nonzero elements.
3n det(B)| and w := μv. Then w realizes G by a previous remark. Recall that by the determinant formula,
where the sum is over all permutations of {1, . . . , 3n}. Each nonzero summand of the right hand side of (3) is a rational number whose denominator divides (d1 · . . . · dK ) 3n , because all entries of Bj are elements of Q. Therefore w ∈ Z 3n . It remains to upper bound the entries of w. Recall that at most 7 entries of each row of Bj are nonzero. Hence, in (3) , there are at most 7 3n summands that are not zero (corresponding to those permutations that map i to a σ(i) with (Bj ) iσ(i) nonzero, for all i = 1, . . . , 3n). Hence
As remarked earlier, we can assume that P has integer corner points. Hence w corresponds to a homothets resp. translates representation of G with all corner points on integer points, and every coordinate of every corner point is O(
Theorem 5.4 refines earlier methods for bounding grid sizes (see e.g. [14, 23] ) and considerably improves on the bound given in [23] . We now improve on the above bound on tP (n) when P is a parallelogram. Lemma 5.2 implies that in order to prove an upper bound for parallelograms, we can restrict our attention to intersection graphs of unit squares. By projecting the unit squares on the x-and y-axis, we obtain two unit interval graphs. Using that unit interval graphs always have a representation with intervals of length n such that their endpoints are integers in {0, . . . , n 2 + n} [6] , we obtain the following.
Theorem 5.5. Let P be a parallelogram with rational corner points. Then tP (n) = O(n 2 ).
The proofs of Lemma 5.3 and Theorem 5.4 generalize to any constant dimension. Thus, the proven bounds hold for the representation of P -translate and P -homothet graphs in any fixed, constant dimension greater than or equal to two and any convex polytope P with rational corner points. Theorem 5.5 even generalizes to parallelepipeds in any dimension.
FUTURE WORK
We end the paper with some problems for future work. The recognition problem for hom(P ) was shown to be NPhard [17, 15] for all convex polygons P , but we are not aware of any result for the recognition problem for trans(P ), other than for the case when P is the unit square. In that case, Breu [2] proved the recognition problem to be NP-hard.
Problem 6.1. Is trans(P )-recognition NP-hard for all convex polygons P ?
As in [23] , our results imply that, provided the base polygon has rational corner points, the recognition problem for trans(P ) and hom(P ) both belong to NP. Thus, the recognition problems for hom(P ) are NP-complete if P is rational, with certificates of NP-ness of bit size O(n 2 ). This, however, does not settle the problem for polygons P that do not have rational corner points. Problem 6.2. Is trans(P )-recognition in NP for all convex polygons P ? Problem 6.3. Is hom(P )-recognition in NP for all convex polygons P ?
Here we think of P as implicit, i.e. not part of the input.
Observe that by Lemma 5.2, our results also apply if P can be transformed into a rational polygon by means of an affine transformation. This is for instance the case for all triangles. A naive approach to try to settle Problems 6.2 and 6.3 might be to find for every polygon P a rational polygon Q such that trans(P ) = trans(Q) resp. hom(P ) = hom(Q). We however strongly suspect that this is not possible. In particular, we suspect that Lemma 5.1 can be turned into an if and only if statement. Another possible direction for further work is the generalization to higher dimensions. As mentioned in Section 5, the proofs of our upper bounds extend trivially to higher dimensions. It is however not clear how much of the lower bound constructions can be salvaged in dimension d ≥ 3.
