To design and deliver proper radiation treatment for cancer patients, knowledge of the body's surface in the affected area is required. Currently, surface information is obtained by using a manually operated tracer. The drawbacks of this contact method include slow operation, and errors in repositioning the patient in an x-ray machine. Utilization of MRI or CT is also possible but expensive. We propose a non-contact, quick, inexpensive method to reconstruct the surface.
INTRODUCTION
Radiation therapy (RT) is prescribed alone or in a combination with other treatment methods to about half of all patients with cancer 1 . During treatment planning and delivery, knowledge of a patient's body surface in the affected area is needed. Existing widely used methods, such as Computed Tomography (CT), Magnetic Resonance Imaging (MRI), and mechanical contouring, have drawbacks of slow data acquisition, cost (MRI and CT), discomfort (the contouring machine is a contact method). We develop an inexpensive 3D surface scanner prototype based on a structured-light technique to provide quick on-site patient's body surface reconstruction. It integrates into the existing simulation and treatment devices without affecting the current workflow and patient positioning. Surface reconstruction for radiation therapy. During the planning and treatment stages in conformal RT, the oncologist has to determine optimal radiation doses and positions of an x-ray treatment machine (see Figure 2) relative to a patient. An exact patient's body surface in the affected area has to be measured. Radiation is absorbed by tissues in the body, consequently, the dose decreases before radiation reaches cancer cells. Therefore, it is important to know the distance between the target area and the body's surface from any angle of rotation of the x-ray machine to be able to provide an efficient treatment plan. A future application of the 3D surface scanner will be in providing the same position for a patient at each treatment procedure, which is now done by putting permanent tattoo marks on the skin. And, finally, a quick and inexpensive surface scanner will generate data for medical research on anatomical variations in patients during the course of treatment, and help to determine if re-planning or any corrections to the treatment plan are necessary.
Existing methods of surface reconstruction. The most widely used methods for surface reconstruction in RT are CT, MRI, and the contouring machine 2 . CT and MRI acquire the images of a patient's body slice by slice or volumetrically. The whole process can take up to half an hour. Obtained information is processed to form the 3D image, from which the surface can be extracted. Both methods are expensive (about $1M CAD for a CT scanner, and more than $2M CAD for an MRI 2 ), and it is cost and time inefficient to use MRI or CT when only the surface is needed. That is why some cancer centres utilize the mechanical contouring machine. It has a metallic pointer in the form of a hook, which is easily rotated and moved in 3D by a technician. Though this is a robust and accurate method, it requires contact and is slow. All the methods are prone to repositioning errors. Body positions advantageous to treatment are often not possible in the restricted volume of imaging machines, and soft tissue deforms easily. Recent work. Recently, some techniques have been developed to efficiently build the surface for the RT planning purposes and to use a reconstructed surface to evaluate and correct a patient's position. Krempien, et al. use a structured-light surface scanner to obtain a number of surface points 3 . The scanner projects a set of lines varying in width, changing sequentially, and several images are needed from each viewpoint. To evaluate a patient's position, the obtained surface is compared to the previously scanned one and the volume of congruency is computed. Repositioning is done manually based on the congruency. Lilley et al. use a twin-fiber interferometer to produce stripes on the surface 4 . The surface is reconstructed from one image by applying Fourier fringe analysis techniques. The locations of the interferometer and the camera are fixed, therefore the field of view of the device is limited. Extensive calibration provides good accuracy, which is important in medical applications. Proposed solution. Analyzing the disadvantages of the existing methods, the requirements of the radiotherapy team, and hardware constraints, we proposed an inexpensive, robust, rapid, non-contact portable 3D surface scanner, designed to integrate unobtrusively into the current workflow, using optical methods. Among the many optical 3D surface measurement methods 5 , we use structured light because it is inexpensive and flexible, and can provide fast full field measurement. Only a camera and a pattern projector are needed. By choosing an appropriate pattern it is possible to reconstruct the surface from one image only 6 , although multiple images can be used to increase robustness and accuracy. We project colour-coded round spots located on a regular rectangular grid. The algorithm described in this paper is implemented in MATLAB.
We aimed to construct a device, which can be easily attached to the rotating machine's head, using an existing carrier tray. We also use an existing light source inside the machine, a pattern mask and a small inexpensive camera to produce structured-light images of the scene. As a result of the operating environment and choice of camera, the captured images are low-light and noisy. In this paper, we concentrate on the image processing techniques in order to show that with special purpose algorithms even poor-quality images give enough information to reconstruct the surface.
SURFACE RECONSTRUCTION USING STRUCTURED LIGHT
This section briefly explains structured light methods 7 , which we use to reconstruct the body's surface in the treatment area.
In structured light techniques, a scene is illuminated by a projector with a known pattern of light and photographed by an offset camera. The 3D surface of the scene is computed from the deformations of the observed light pattern relative to the projected one. If the angle γ of the camera relative to the light source (see Figure 1 ) is too small, the deformations are negligible. The pattern should be chosen so that the correspondence between the elements of the projected and the photographed pattern can easily be established 6, 7 . Figure 1 demonstrates the geometry of the method. The camera optical centre and the image plane are computed from the camera's parameters. If, for a point in the image, a corresponding point from the pattern plane among all the projected points can be identified, the point on the surface is the intersection of the two lines: one going through the light source and the pattern plane point, and the second going through the image plane point and the camera optical centre (lines a and b in Figure 1 respectively). When the spatial coordinates for surface points are computed, the surface can be reconstructed. With many patterns, one image can be enough to reconstruct the whole examined surface 6 . However, for surfaces with a lot of curvature, some parts of the surface can shade others from either the camera or the projector. In this case, several images are needed, and the reconstructed surfaces have to be combined into one final surface. Multiple images can be used to increase accuracy and resolution. Figure 2 shows an x-ray machine, which rotates around the patient couch. The couch can be moved up and down so that the centre of rotation of the machine appears inside the patient's body. As mentioned in Section 1, we wanted to construct an integrated device, so that a patient's surface is measured in the same position, place and time as treatment and/or treatment planning. Because of the machine's rotation and couch movement, it is not possible to put equipment in a fixed location close to the patient, so we decided to mount it onto the machine's head.
TECHNICAL SETUP
For the structured light technique, it is important to know the position and orientation of the projector and the camera. We use a light source inside the machine's head, and mount the camera and the pattern firmly to the head, so that the position of the light source and the camera can always be computed from the current x-ray machine's angle. Since there is no way to control the speed of the rotation of the treatment machine (its speed is not stable), the position of the projector has to be inferred either from the calibration of the system (fiducial marks in the scene, an inclinometer attached to the machine's head, etc.) or from the initial setup. For the experiments we chose the second option, namely, taking the images from predefined angles of rotation because the focus of this work is not on the calibration techniques but rather in the development of the algorithm capable of analyzing pattern deformations in the low-quality images. Equipment. The 3D surface scanner prototype was mounted on the VARIAN's CLINAC 2100 EX x-ray treatment machine. All the experiments were run in the MATLAB 7.0.1 environment on a PC with Pentium 4 CPU 2.8 GHz, 1 GB RAM, Microsoft Windows XP. We used inexpensive equipment (see Figure 2 ):
1. Camera: Unibrain Fire-i digital camera with 640×480 pixels resolution, 24 bits RGB colour coding, 30 fps. 2. Light source: incoherent light source built into the x-ray machine's head. It is more focused than an ordinary light bulb but less focused and less powerful than a laser. . Pattern mask: a transparency with white, red, and green transparent circular spots and an opaque black background. Spots are located on an invisible regular rectangular grid. The motivation for this choice is given in Section 4. Geometry. To solve the stated problem, we need a special setup. The light source moves in the plane of rotation of the x-ray source. We mount the camera offset from the light source in the same plane. The pattern mask is aligned so that the rows of spots are parallel to the plane of rotation. In this way the deformed pattern in the images has an exploitable structure that will be clear from the discussion in Sections 4 and 5. One image is enough together with calibration parameters to reconstruct the surface of a visible to the pattern and camera part of a body. However, to reconstruct the surface not visible from one point of view, and also to improve the accuracy and resolution, several images may be taken.
PROJECTED PATTERN
Salvi at al. have classified the known patterns for structured light 6 . The choice of pattern depends on the light and camera characteristics, expected surface properties, and the level of image processing software available. It is important in RT procedures to acquire the data quickly, therefore we cannot use patterns that change over time or move and imply taking multiple images, though this technology can provide good accuracy and resolution even with consumer hardware 8 . Coding the pattern elements with different colours simplifies the correspondence problem. High precision can be reached with pseudo-randomly colour-encoded patterns 9 . However, because of the camera's characteristics, low light and skin scattering properties, we cannot use many colours. Dark colours disappear in the image and similar hues are not distinguishable.
Previous work.
In many cases, to reconstruct the surface, a fringe pattern projected by an interferometer is used 4 . Many variations to increase robustness in a particular setting have been developed. The technique for converting the fringe frequency information into spatial coordinates is well studied. With this kind of pattern, problems in indexing the lines on curved surfaces and in phase unwrapping arise. One alternative is to use a number of distinct shapes as a light pattern, such as a set of stripes 8 , grids 9 , rectangles 10 , concentric circles 11 , circular spots 12 , etc. Davies and Nixon project yellow, cyan, and magenta hexagonally tessellated circular spots onto a face painted white using theatrical makeup 12 . Each spot's position in the array is defined by its colour and its immediate neighbours. From the shape and position of the observed ellipses, the location and orientation of the 3D surface is reconstructed.
Modelling spots
With a low-sensitivity camera and an incoherent low-power light source we get noisy images, and the fact that human skin scatters and absorbs light further reduces contrast. To locate pattern elements in such images imposes restrictions on the method: 1) complicated shapes cannot be used as pattern elements, and 2) the searching procedure has to be provided with a good estimate of where the pattern elements are to be robust and efficient. Under low-light conditions the image processing techniques that can be applied to the data are limited, for example, edge detection will fail on such noisy and diffuse images. The shapes of the projected pattern elements should take into account these problems and be robust enough for this environment.
We chose circular spots arranged on a regular rectangular grid as a light pattern (see Figures 2 and 3) . One of the advantages of this pattern is the discreteness of pattern elements in both directions (as opposed to line elements). It allows partitioning the problem of recognizing pattern elements and assigning them to the grid into discrete small subproblems. In this way, it is easier to differentiate between good and erroneous data. Elliptical spot shape also gives information about the surface orientation in the area containing the spot 12 . This information is useful at the surface interpolation stage.
When the circular spot strikes a small surface element, which is approximated by a plane, it becomes an ellipse. The spot does not have a sharp edge, because the incident light is not parallel, the skin diffuses light, and the CCD introduces noise. The light intensity of a sample white spot is shown in greyscale in Figure 4a . We model the spot's cross-sectional intensity with an inverse polynomial function. To estimate the model parameters, we iteratively minimize the difference between the model and the data in a least-squares sense. Then, we discard spots whose estimated parameters don't fit a predetermined profile, e.g. non-positive-definiteness, as explained below.
To model the light intensity of the spot observed in the image (Figure 4a ) we use the inverse polynomial model
where ( where (b x ,b y ) is the centre of the spot (see Figure 4a) , and the symmetric positive definite matrix A provides the parameters for the shape and the size of the spot. Note, that A should be positive definite in order to represent an elliptic shape.
The fitting procedure minimizes the difference between the model f(x,y) and the acquired data φ x,y in the L 2 norm over the set of the model parameters -a's, b's, and v's (3). Because the background noise is very large, we found the quality of the estimates were significantly degraded by including background pixels. Minimization runs only for the pixels inside the circular area Ω of the size of an average spot.
( ) Figure 4 illustrates the process of fitting a white spot in a greyscale image, showing the original light intensity data (a), the smoothed data (b) and the maximum-likelihood inverse polynomial model (c).
Colour coding
Note, that with the geometry described earlier (light and camera in the same plane of rotation, with rows of the spots parallel to this plane) independent of the angle of the machine's head the columns of the illuminated elliptical spots in the image will always appear as almost straight and vertical columns (see Figure 3) , especially in the central part of the image. This can be used as a good guess for the location of the spots because the grid is periodic, therefore if we find columns the problem of locating the spots in the image reduces to a simpler problem of locating them along the columns. This not only helps to recognize the spots but also solves half of the problem of assigning identified spots to the grid by assigning them to the columns. However, closer to the sides of the image, the period changes slightly and the columns incline more to follow the surface and because of the perspective. We start from the centre assuming that central the most illuminated column is straight, and move towards the sides column by column, adapting to the column's profile deviation from vertical by fitting a cubic polynomial to the identified spots' centres, using the estimate from the previous column as a starting point for the fit of the next column.
The horizontal rows of the spots follow the surface. The shape of the row can change rapidly, and it is not always possible to determine the spot's row index from its location. We use colour coding of the rows in the pattern to make the assignment procedure simpler and more robust. Rows are coded periodically with white, red, and green colours. These colours are relatively easy to separate even with our low-intensity light source, and low skin reflectivity. For example, blue spots cannot be used because they are not visible, especially on people with darker skin.
ALGORITHM AND EXPERIMENTAL RESULTS
Our algorithm consists of two consecutive parts:
1. processing of the acquired images in order to find elliptical spots, and identify the correspondence between projected and deformed patterns; and 2. reconstruction of the surface using triangulation. We provide a detailed description of the algorithms for processing the images taken under the low-light conditions. The result of the triangulation depends heavily on the calibration.
The image is opened in MATLAB as a matrix, each element of which contains a light intensity value for one pixel of a greyscale image or a 3-element vector of red, green, and blue channel intensities for a colour image. To reduce the noise, a mean filter is applied to the original data (see filtering results for a white spot in Figure 4b ). For the algorithms for finding the columns of the spots, and fitting the spots the image has to be converted to greyscale. We work with 640×480 images.
Finding columns and fitting spots
Because of the low-quality images, we must provide a good guess for the spots' locations. We use a Fast Fourier Transform (FFT) algorithm 13 to find the columns of the spots, and then locate and fit spots along the columns. Finding columns. First, we need to find the period and the location of the columns of the spots. For this purpose, the rows of the greyscale image matrix are summed. The integrated curve has peaks in the location of columns, and minima between them. The central part of this curve is demonstrated in Figure 5 . The FFT algorithm is applied to the central part of the integrated curve. With FFT, it is possible to find the peak frequency. Choosing the one which is contained in a reasonable range of values and inverting it gives the period, and the phase gives the location of the peaks. Finding and fitting spots. After finding the positions of the columns of the spots, we start from the most illuminated one in the centre of the image. This is based on the assumption that the most reliable information is contained in the centre of the image as the most visible part, and the fact that the perspective does not significantly affect central columns, so they remain straight and vertical. We analyze that part of the intensity matrix, whose elements are in a neighbourhood of the estimated column line (plus or minus a column half-period). The brightest areas are found and the minimization procedure runs. Then the parameters of the fitted spots are analyzed. If they are not reasonable, for example, if matrix A is not positive definite, and hence does not describe an ellipse, or if the centre of the spot is not contained in the analyzed area, etc. the spot is discarded. It may be noise peaks, or a spot which is partially obscured from either the light source or the camera, and can be covered from another viewpoint.
After spots from the central line are found, they are sorted according to the vertical position and a cubic curve is fitted to their centres. Adding a period to this newly created line gives the estimated line for the centres of the spots from the next column to the right. This procedure proceeds right until the end of the image, and then it is repeated to fit the spots from the centre to the left columns. Using straight estimated lines soon leads to errors in assigning spots to columns, so using cubic approximation is necessary. The period value is also corrected through the image to adapt for minor changes. Figure 6 demonstrates the result of the column location and spot estimation procedure.
Separating colours and assigning spots to the grid
When all the spots are identified in the greyscale image, and assigned to the columns, their colours are analyzed in order to locate the spots onto the rows of the grid. Extracting colours. The procedure of extracting colours is not straightforward because the human skin absorbs and scatters light variously depending on the light colour, and skin structure and colour. Imaged colours are modified versions of the projected ones. We know the number of the projected colours, therefore the k-means clustering algorithm 14 can be applied to make the separation. Figure 7 shows colours of the fitted spots in the RGB coordinate system, where axes correspond to light intensities of the red, green, and blue channels. K-means is an iterative algorithm, which divides the objects into K disjoint subsets so as to minimize sum-of-squares relative to the geometric centres. It has to be supplied with the number of groups, and the initial group centres. Figure 7 demonstrates the separation result. In this case, white circles represent white, light grey squares -red, and dark grey diamonds -green spots. Assigning spots to the grid. For some spots, it is easy to determine their colour. For others, which are dark and look like grey spots, it is not possible to extract the colour unambiguously. For example, in Figure 7 it is easy to see that most of the grey spots, which could belong to the red or white group, were recognized as green. The correct assignment to the grid is crucial for 3D surface reconstruction. This is why some analysis of the coloured spots is done before assigning them to the grid. First, the colours of the spots in columns are analyzed based on the known change of colours and distances between spots. Those which are located close to the neighbours implying no missing spots in between and have the correct colour sequence are marked as correctly recognized. Then, other spots' colours are analyzed based on spots previously identified reliably, using sequence information within columns, and proximity information between columns. This is an iterative procedure, which corrects many miss-identifications from the k-means clustering. Now, the assignment of the fitted spots to the rows is performed. As with the two previous procedures, it also starts from the central lines and moves to the image sides. Figure 8 shows the identified grid together with the final assignment of the colours. As in Figure 7 , white circles indicate white spots, light grey squares -red, and dark grey diamonds -green spots.
3D Model
After the correspondence between the projected and the observed pattern is known together with the position and orientation of the light source and the camera, spatial coordinates for all identified spots can be computed using triangulation (see Figure 9 ). Let L be the light source, C -the camera optical centre, I and P -corresponding points in the image and pattern planes respectively, and S is the point on the examined surface that we want to compute. Since the surface point is the intersection of the projected and reflected rays, the vector from the light source to the camera LC equals to the sum of the vectors from light to the surface LS, and from surface to the camera SC (see Figure 9 ). Since we do not know vectors LS and SC, they are expressed as vectors LP and IC multiplied by the parameters u and v respectively (4). Hence, we have a system of three equations (three coordinates for each vector) and two unknowns: u and v (4). After u and v are estimated in the least-squares sense, 3D coordinates of the point S are easily obtained from Equation (5) .
From the 3D coordinates of the computed surface points, we can reconstruct the surface. Figure 10 shows the surface grid reconstructed from the image in Figure 3 .
3D Surface
This is the final stage of the algorithm when reconstructed surfaces from several images have to be combined together into one surface. As stated, the focus of this work was to construct an algorithm for grid identification in low-light conditions. The final 3D surface reconstruction procedure has not yet been developed because the equipment was not sufficiently set up and calibrated, largely due to restrictions on access to the equipment in a busy clinical environment. After proper setup, the final stage of the algorithm will be developed to allow the reconstruction of complex surfaces not visible from a single viewpoint. 
CONCLUSIONS AND FUTURE WORK
We built an inexpensive prototype to demonstrate the feasibility for our proposed image processing and surface reconstruction algorithm, and showed that it works even under difficult low-light conditions. The described procedures for finding and fitting spots, colour extraction and errors correction, assigning spots to the grid, and single image surface reconstruction are all implemented in MATLAB. The processing time of one image in MATLAB 7.0.1 environment on the PC with Pentium 4 CPU 2.8 GHz, 1 GB RAM, Microsoft Windows XP is 2-3 minutes. The same algorithm implemented in C would be able to provide real-time surface reconstructions, unobtrusively within the current clinical workflow.
We see the following directions for future work on this algorithm:
• The procedure for combining the surfaces from single images into one surface has to be completed after the proper setup and calibration of equipment to allow reconstruction of the complex surfaces not visible completely from one viewpoint.
• After combining the surfaces from different views, testing and error estimation is required. We plan to compare our results with the surface reconstructed by either MRI or CT.
• To make the 3D surface scanner commercially available, it is necessary to review the technical setup in order to improve accuracy, resolution and robustness. For other applications, the system would benefit from multiple cameras and projectors, so that it would not be necessary to move it to different angles to cover the examined surface completely.
