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A FAMILY OF CLASS-2 NILPOTENT GROUPS, THEIR
AUTOMORPHISMS AND PRO-ISOMORPHIC ZETA FUNCTIONS
MARK N. BERMAN, BENJAMIN KLOPSCH, AND URI ONN
Abstract. The pro-isomorphic zeta function ζ∧Γ (s) of a finitely generated nilpotent
group Γ is a Dirichlet generating function that enumerates finite-index subgroups
whose profinite completion is isomorphic to that of Γ. Such zeta functions can be
expressed as Euler products of p-adic integrals over the Qp-points of an algebraic au-
tomorphism group associated to Γ. In this way they are closely related to classical
zeta functions of algebraic groups over local fields.
We describe the algebraic automorphism groups for a natural family of class-2 nilpo-
tent groups ∆m,n of Hirsch length
(
m+n−2
n−1
)
+
(
m+n−1
n−1
)
+n and central Hirsch length n;
these groups can be viewed as generalisations of D∗-groups of odd Hirsch length. Gen-
eral D∗-groups, that is ‘indecomposable’ finitely generated, torsion-free class-2 nilpo-
tent groups with central Hirsch length 2, were classified up to commensurability by
Grunewald and Segal.
We calculate the local pro-isomorphic zeta functions for the groups ∆m,n and obtain,
in particular, explicit formulae for the local pro-isomorphic zeta functions associated
to D∗-groups of odd Hirsch length. From these we deduce local functional equations;
for the global zeta functions we describe the abscissae of convergence and find mero-
morphic continuations. We deduce that the spectrum of abscissae of convergence for
pro-isomorphic zeta functions of class-2 nilpotent groups contains infinitely many clus-
ter points. For instance, the global abscissa of convergence of the pro-isomorphic zeta
function of a D∗-group of Hirsch length 2m+ 3 is shown to be 6− 15
m+3
.
1. Introduction
Zeta functions provide a compact and powerful way to encode information about
the lattice of finite-index subgroups of a finitely generated group. Our attention fo-
cuses on finitely generated, torsion-free nilpotent groups, for which a rich theory is
available; see [7] and references therein. In the current paper we are interested in the
pro-isomorphic zeta function of such a group Γ, i.e., the Dirichlet generating function
ζ∧Γ (s) =
∞∑
n=1
a∧n(Γ)
ns
,
where a∧n(Γ) denotes the number of subgroups ∆ of index n in Γ such that the profinite
completion ∆̂ is isomorphic to the profinite completion Γ̂ of the ambient group.
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It follows from the nilpotency of Γ that one obtains an Euler product decomposition
over all rational primes p:
(1.1) ζ∧Γ (s) =
∏
p
ζ∧Γ,p(s), where ζ
∧
Γ,p(s) =
∞∑
k=0
a∧pk(Γ)p
−ks
is called the local zeta function at a prime p; see [9]. Furthermore, each of the local
factors ζ∧Γ,p(s) is a rational function over Q in p
−s.
In comparison to other zeta functions of groups, a unique feature of pro-isomorphic
zeta functions ζ∧Γ (s) is their relation to a rather different object of independent interest.
Let K be a number field with ring of integers O, and let G ⊆ GLd be an affine group
scheme over O with a fixed embedding into GLd. For a finite prime p, let Kp denote
the completion at p, and let Op denote the valuation ring of Kp. Putting Gp = G(Kp),
G+p = G(Kp)∩Matd(Op) and G(Op) = G(Kp)∩GLd(Op), one defines the zeta function of
G at p as
(1.2) ZG,p(s) =
∫
G
+
p
|det(g)|sp dµGp(g),
where |.|p is the p-adic absolute value on Kp and µGp is the right Haar measure on
G(kp), normalised so that µGp(G(Op)) = 1. In the past century, ZG,p(s) was studied
by Hey, Weil, Tamagawa, Satake, Macdonald and Igusa [10, 18, 17, 16, 15, 12], for
independent reasons. Grunewald, Segal and Smith [9] recognised that these classical
zeta functions of algebraic groups relate to pro-isomorphic zeta functions of nilpotent
groups; see Section 1.2. Studying the pro-isomorphic zeta function of a finitely generated
nilpotent group typically involves two steps: first one needs to understand an associated
algebraic automorphism group G which comprises an affine group scheme over Z, and
subsequently one studies the p-adic integral (1.2).
1.1. Main results. In this paper we consider a certain family of finitely generated,
torsion-free class-2 nilpotent groups ∆m,n, defined below, and set about explicitly com-
puting the associated algebraic automorphism groups and local pro-isomorphic zeta
functions.
Our original interest concerned finitely generated, torsion-free class-2 nilpotent groups
of central Hirsch length 2; we refer to such groups as D∗-groups. Up to commensurabil-
ity, D∗-groups were classified by Grunewald and Segal [8] in terms of indecomposable
constituents of their radicable hulls; the latter are called D∗-groups and our terminology
is a natural adaptation. For any integer m ≥ 1, there is a unique commensurability
class of ‘indecomposable’ D∗-groups of Hirsch length 2m+ 3, represented by the group
Γm = 〈a1, . . . , am, b1, . . . , bm+1, c1, c2 | R〉,
where the finite set of relations R specifies that c1, c2 are central and
[ai, aj] = 1, [bi, bj ] = 1, [ai, bj] =

c1 if i = j,
c2 if i+ 1 = j,
1 otherwise,
for all relevant indices.
For these D∗-groups of odd Hirsch length we obtain the following results.
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Theorem 1.1. Let Γm be the ‘indecomposable’ D
∗-group of Hirsch length 2m+3 defined
above, for m ≥ 1. Then, for every rational prime p,
ζ∧Γm,p(s) =
1 + p
1
2
(9m2+m−2)−(m2+2m−1)s(
1− p
1
2
m(9m+1)−(m2+2m−1)s
)(
1− p4m+2−(m+2)s
)(
1− p6m+2−(m+3)s
) .
Remark 1.2. We remark that the ‘indecomposable’ D∗-group Γ1 of Hirsch length 5
is none other than the Grenham group of the same Hirsch length whose local pro-
isomorphic zeta functions have previously been determined: indeed, setting m = 1 in
Theorem 1.1 or setting d = 3 in the formula appearing in [1, Section 3.3.13.2], we obtain
the same expression
ζ∧Γ1,p(s) =
1
(1− p4−2s)(1− p5−2s)(1− p6−3s)
.
Corollary 1.3. Let Γm be the ‘indecomposable’D
∗-group of Hirsch length 2m+3 defined
above, for m ≥ 1. Then the pro-isomorphic zeta function ζ∧Γm(s) satisfies local functional
equations and admits meromorphic continuation to the entire complex plane. It has
abscissa of convergence 3, if m = 1, and 6− 15
m+3
, if m ≥ 2.
The occurrence of local functional equations for pro-isomorphic zeta functions is a
widespread but not ubiquitous phenomenon; cf. [3]. In the present instance it refers to
the fact that
ζ∧Γm,p(s)|p→p−1 = −p
10m+5−(2m+5)s ζ∧Γm,p(s) for every rational prime p,
using the formula in Theorem 1.1. The theorem and its corollary significantly widen the
scope of known examples. In particular, they indicate that there is a rich spectrum of
abscissae of convergence for pro-isomorphic zeta functions of class-2 nilpotent groups;
cf. [5, Problem 1.3].
In fact, we study a much larger family of class-2 nilpotent groups, generalising D∗-
groups of odd Hirsch length in the following way. Let m,n ∈ N with n ≥ 2. Put
E = {e | e = (e1, . . . , en) ∈ N
n
0 with e1 + . . .+ en = m− 1},
F = {f | f = (f1, . . . , fn) ∈ N
n
0 with f1 + . . .+ fn = m}.
We consider the group ∆m,n on |E|+ |F|+ n generators
{ae | e ∈ E} ∪ {bf | f ∈ F} ∪ {cj | j ∈ {1, . . . , n}},
subject to the defining relations
[ae, ae′ ] = [bf , bf ′ ] = [ae, cj] = [bf , cj] = [cj , cj′] = 1
for all e, e′ ∈ E, f , f ′ ∈ F, j, j′ ∈ {1, . . . , n} and
[ae, bf ] =

ci if f − e is of the form (0, . . . , 0︸ ︷︷ ︸
i−1 entries
, 1, 0, . . . , 0︸ ︷︷ ︸
n−i entries
) for some i,
1 if f − e is not of this form,
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for e ∈ E and f ∈ F. Consequently, ∆m,n is a finitely generated, torsion-free class-2
nilpotent group of Hirsch length
|E|+ |F|+ n =
(
m+ n− 2
n− 1
)
+
(
m+ n− 1
n− 1
)
+ n
whose centre coincides with the commutator subgroup and has Hirsch length n; indeed,
Z(∆m,n) = [∆m,n,∆m,n] = 〈c1, . . . , cn〉.
We can now state our main result. For the subsequent analysis, it is convenient to think
of m as a primary parameter, each m yielding a sequence of groups ∆m,n for n ∈ N≥2;
we choose to write binomial coefficients in accordance with this.
Theorem 1.4. Let ∆m,n be the nilpotent group defined above, for m ≥ 1 and n ≥ 2. Let
Φ be the set of roots of the algebraic group GLn, with negative roots Φ
− determined by
some choice of simple roots α1, . . . , αn−1, and let ℓ denote the standard length function
on the Weyl group W ∼= Sym(n) acting on Φ. Then, for all rational primes p,
(1.3) ζ∧∆m,n,p(s) =
∑
w∈W p
−ℓ(w)
∏n−1
i=1 X
νi(w)
i∏n−1
i=1 (1−Xi)
·
1
(1− X˜0)(1− X˜n)
,
where
νi(w) =
{
1 if αi ∈ w(Φ
−),
0 otherwise,
for 1 ≤ i ≤ n− 1,
Xi = p
Ai−Bis, for 1 ≤ i ≤ n− 1, and X˜j = p
A˜j−B˜js, for j ∈ {0, n}, with
Ai = i(n− i) +
((
m+n−2
m−1
)
+
(
m+n−1
m
))(
(m− 1)n + i
)
+
∑i
j=1
(
1 + (m−1)(i−j+1)
n−j+1
) (
m+j−2
m−1
)(
m+n−j−1
m−1
)
,
Bi = −m(m− 1)
(
m+n−2
m
)
+
(
1 +
(
m+n−2
m−1
))(
(m− 1)n+ i
)
and
A˜0 = n
((
m+n−2
m−1
)
+
(
m+n−1
m
))
, A˜n = A˜0 +
(
2m+n−2
2m−1
)
,
B˜0 =
(
m+n−2
m−1
)
+ n, B˜n = B˜0 +
(
m+n−2
m
)
=
(
m+n−1
m
)
+ n.
Furthermore, these parameters are connected by the relations
(m− 1)A˜0 = A0, (m− 1)B˜0 = B0, mA˜n = An, mB˜n = Bn.
We remark that the group ∆m,2 is isomorphic to the D
∗-group Γm discussed earlier
and indeed, Theorem 1.1 is obtained as a special case of Theorem 1.4 by setting n = 2.
The following can be deduced by a method of Igusa [12] using symmetries of the Weyl
group W ; further details are provided in Section 5.
Corollary 1.5. Let ∆m,n be the nilpotent group defined above, for m ≥ 1 and n ≥ 2.
Then for all primes p, the local zeta function ζ∧∆m,n,p(s) satisfies a functional equation
of the form
ζ∧∆m,n,p(s)|p→p−1 = (−1)
n−1pa+bsζ∧∆m,n,p(s)
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where
a =
(
n
2
)
+ 2n
((
m+n−2
m−1
)
+
(
m+n−1
m
))
+
(
2m+n−2
2m−1
)
,
b = (2m− 1)
(
m+n−2
m
)
− 2n
(
1 +
(
m+n−2
m−1
))
.
(1.4)
This reduces to the functional equation for ζ∧Γm,p(s) by setting n = 2. A slight
modification of the main result in [2] can be used to deduce functional equations already
half way through the proof of our theorem; see Remark 3.3. A thorough analysis of the
explicit formulae in Theorem 1.4 yields the following information about convergence
and meromorphic continuation; see Section 5.
Corollary 1.6. Let ∆m,n be the nilpotent group defined above, for m ≥ 1 and n ≥ 2.
Then the pro-isomorphic zeta function ζ∧∆m,n(s) has abscissa of convergence
α(m,n) =

(A1 + 1)/B1 = n + 1 if m = 1,
(A˜0 + 1)/B˜0 if (m,n) ∈ C,
(A˜n + 1)/B˜n otherwise,
where A˜j, B˜j are as in Theorem 1.4 and
C = ({2, 3} × N≥3) ∪ ({4} × {4, 5, . . . , 38}) ∪ ({5} × {5, 6, 7, 8, 9}).
Moreover, ζ∧∆m,n(s) admits meromorphic continuation (at least) to the half-plane con-
sisting of all s ∈ C with Re(s) > β(m,n), where
β(m,n) = max{Ai/Bi | 1 ≤ i ≤ n− 1} < α(m,n).
The resulting pole of ζ∧∆m,n(s) at s = α(m,n) is simple.
Remark 1.7. We remark that the group ∆1,n of Hirsch length 2n+1 is none other than
the Grenham group of the same Hirsch length, whose local pro-isomorphic zeta functions
have previously been determined by the first author. Setting m = 1 in Theorem 1.4 or
setting d = n + 1 in the formula appearing in [1, Section 3.3.13.2] we obtain different
but equivalent expressions for the local pro-isomorphic zeta functions of ∆1,n, namely
(1.5) ζ∧∆1,n,p(s) =
∑
w∈W p
−ℓ(w)
∏n−1
i=1 (p
i(2n+2−i)−2is)νi(w)
(1− pn(n+1)−(n+1)s)
∏n
i=1(1− p
i(2n+2−i)−2is)
,
where ℓ denotes the standard length function on W ∼= Sym(n), and
(1.6) ζ∧∆1,n,p(s) =
1
(1− pn(n+1)−(n+1)s)
∏n
i=1(1− p
n+1+i−2s)
.
The formula (1.6) can be derived by a direct computation that does not require the
general approach via Bruhat decompositions; compare [1, Section 3.3.2]. The connection
between (1.5) and (1.6) is given by the identity∑
w∈W p
−ℓ(w)
∏n−1
i=1 (p
i(n−i)−it)νi(w)∏n
i=1(1− p
i(n−i)−it)
=
∫
GLn(Qp)+
|detB| tp dµ =
1∏n
i=1(1− p
i−1−t)
applied to t = 2s − n− 2. Observe that by virtue of (1.6), the zeta function ζ∧∆1,n,p(s)
admits meromorphic continuation to the entire complex plane.
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It would be interesting to study further analytic properties of the global zeta functions
associated to the nilpotent groups ∆m,n. Moreover it would be illuminating to study in
more depth the distribution of the abscissae of convergence α(m,n) of the groups ∆m,n;
compare Figure 1. A straightforward analysis yields the following corollary, which shows
that the spectrum of abscissae of convergence for pro-isomorphic zeta functions of class-2
nilpotent groups contains infinitely many cluster points; cf. [5, Problem 1.3].
Corollary 1.8. For each n ≥ 2, the abscissae α(m,n) of ∆m,n converge, as m → ∞,
namely to
lim
m→∞
α(m,n) = 2n+ 2n−1.
Figure 1. Abscissae of convergence α(m,n) within the real interval
[0, 80] arising from parameters 2 ≤ m ≤ 500 and 2 ≤ n ≤ 20
1 40 80
6 10 16 26 44 78
The first six cluster points provided by Corollary 1.8, the numbers 6, 10, 16, 26, 44, 78
are indicated in red. One can observe that the rate of convergence is fairly slow.
1.2. Methods. Finally we give a brief indication how pro-isomorphic zeta functions
of nilpotent groups relate to zeta functions of algebraic groups. This gives us the
opportunity to discuss the methods used and the relevance of our specific results in the
context of the general theory.
To a finitely generated, torsion-free nilpotent group Γ one associates, via Lie theory,
a Z-Lie lattice L of finite rank, whose local zeta functions ζ∧Lp(s) =
∑∞
k=0 b
∧
pk(Lp)p
−ks
satisfy ζ∧Γ,p(s) = ζ
∧
Lp(s) for almost all rational primes p. Here Lp = Zp⊗ZL denotes the p-
adic completion of L, and b∧pk(Lp) is the number of Lie sublattices of Lp of index p
k which
are isomorphic to Lp, or equivalently, are the image of Lp under a Lie endomorphism
of Qp⊗L. Next recall the notion of the algebraic automorphism group of L: this group
G = Aut(L) is realised, via a Z-basis of L, as an affine group scheme G ⊆ GLd over Z,
where d denotes the Z-rank of L, so that AutK(K ⊗Z L) ∼= G(K) ⊆ GLd(K) for every
extension field K of Q. With the given arithmetic structure, we have Aut(L) ∼= G(Z)
and Aut(Lp) ∼= G(Zp) for every rational prime p. In [9], Grunewald, Segal and Smith
showed that
ζ∧Γ,p(s) = ζ
∧
Lp(s) = ZG,p(s),
where ZG,p(s) is a special instance of the p-adic integral (1.2); the first equality holds
for almost all primes and the second for all primes p.
An explicit finite form for ZG,p(s), subject to technical restrictions on G ⊆ GLd,
was obtained by Igusa [12], subsequently generalised by du Sautoy and Lubotzky [6]
and by the first author [2]. The essential idea behind these results is to reduce the
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integral (1.2) to an integral over a reductive p-adic group Hp and then apply a p-
adic Bruhat decomposition established by Iwahori and Matsumoto [13]. Upon further
combinatorial analysis one obtains a weighted sum of generating functions over cones,
indexed by elements of the Weyl group of H.
The reduction of the integral (1.2) to an integral over a connected reductive group,
due to du Sautoy and Lubotzky, can be summarised as follows.
Theorem 1.9 (cf. [6, Theorem 2.2]). Under various assumptions on G and p, which
are satisfied for almost all primes p,
ZG,p(s) =
∫
H
+
p
|det(h)|sp ϑ(h) dµHp(h),
where H is a connected reductive complement in G◦ of the unipotent radical N of G and
ϑ(h) = µNp({n ∈ Np | nh ∈ G
+
p }) for each h ∈ H
+
p .
Despite an encouraging range of valuable insights, our understanding of pro-isomorphic
zeta functions of finitely generated nilpotent groups is far from complete. For in-
stance, in [2], the first author generalised earlier results of Igusa [12] and du Sautoy and
Lubotzky [6] showing that the pro-isomorphic zeta functions of split algebraic groups
satisfy – under suitable technical conditions – local functional equations. However, it is
currently not possible to effectively predict whether the technical assumptions involved
hold for the algebraic automorphism group associated to a finitely generated nilpo-
tent group without actually determining the automorphism groups in full. Moreover,
the algebraic automorphism groups that have been described explicitly display only a
comparatively small degree of complexity, especially regarding the unipotent radical.
It is a natural task to reveal more variety in the features of pro-isomorphic zeta
functions by studying new families of groups where we continue to have some level
of control. In the current paper we treat the finitely generated, torsion-free class-2
nilpotent groups ∆m,n and obtain further evidence for the existence of local functional
equations for pro-isomorphic zeta functions in nilpotency class 2.
The function ϑ(h) that features in Theorem 1.9 is perhaps the least understood
ingredient in the study of pro-isomorphic zeta functions of nilpotent groups. In [6,
Theorem 2.3], du Sautoy and Lubotzky state that, if the p-adic group Hp arises from the
reductive part H of the algebraic automorphism group associated to an arbitrary class-2
nilpotent group, then the function ϑ(h) is a character on Hp. In the current paper, we
find counterexamples to this statement. Indeed, for the algebraic automorphism groups
associated to ∆m,n we find that ϑ(h) is obtained in general not from a character but
rather from a piecewise-character on a maximal torus in the sense considered in [2,
Lemma 3.12], thus giving a realisation of this behaviour of ϑ(h) for an infinite family
of groups. Previously this phenomenon was known to occur only from one isolated
example, namely the group of upper unitriangular 4× 4 matrices over Z.
In our preprint [4], on pro-isomorphic zeta functions of D∗-groups of even Hirsch
length, we describe an example of a D∗-group for which the function ϑ(h) is highly
exotic and very far from being a character on Hp. Thus even within the comparatively
restrictive setting of class-2 nilpotent groups, the picture is much more complex than
previously expected and deserves further study.
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2. The Lie lattices Lm,n and their algebraic automorphism groups
Definition 2.1. Let m,n ∈ N with n ≥ 2. Put
E = {e | e = (e1, . . . , en) ∈ N
n
0 with e1 + . . .+ en = m− 1},
F = {f | f = (f1, . . . , fn) ∈ N
n
0 with f1 + . . .+ fn = m}.
We consider the Z-Lie lattice L = Lm,n on the generators
(2.1) {xe, | e ∈ E} ∪ {yf | f ∈ F} ∪ {zj | j ∈ {1, . . . , n}},
so that L has Z-rank
rankZ(L) =
(
m+ n− 2
n− 1
)
+
(
m+ n− 1
n− 1
)
+ n,
subject to the defining relations
[xe, xe′ ] = [yf , yf ′] = [xe, zj ] = [yf , zj] = [zj , zj′] = 0
for all e, e′ ∈ E, f , f ′ ∈ F, j, j′ ∈ {1, . . . , n} and
[xe, yf ] =

zi if f − e is of the form (0, . . . , 0︸ ︷︷ ︸
i−1 entries
, 1, 0, . . . , 0︸ ︷︷ ︸
n−i entries
) for some i,
0 if f − e is not of this form
for e ∈ E and f ∈ F. Consequently, L is nilpotent of class 2, and
Z(L) = [L, L] = 〈z1, . . . , zn〉
has Z-rank n.
Remark 2.2. We observe that L = Lm,n can be naturally identified with a graded
Lie ring associated to the class-2 nilpotent group ∆ = ∆m,n introduced in Section 1.1.
Indeed, because ∆ has class 2, it is elementary to set up a naive Lie correspondence as
follows: ∆/Z(∆) ⊕ Z(∆) carries the structure of a graded Lie ring with respect to the
usual Lie bracket operation induced by commutation in ∆. Conversely, the Lie ring L
fully determines the group ∆. For any rational prime p, we denote by Lp = Zp ⊗Z L
the p-adic completion of L and by b∧pk(Lp) the number of Lie sublattices of Lp of index
pk that are isomorphic to Lp. Then the local zeta function ζ
∧
Lp(s) =
∑∞
k=0 b
∧
pk(Lp)p
−ks
coincides with the local zeta function ζ∧∆,p(s) of the group ∆.
We fix a field K and put LK = K ⊗Z L. Our task is to determine the automorphism
group Aut(LK) as a subgroup of GL(LK), with reference to the basis (2.1).
Lemma 2.3. The K-space A = 〈yf | f ∈ F〉 + Z(LK) constitutes the unique abelian
Lie-ideal of dimension
(
m+n−1
n−1
)
+ n in LK. Consequently, A is Aut(LK)-invariant.
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Proof. Clearly, A is an abelian ideal of dimension
(
m+n−1
n−1
)
+ n in LK . Suppose that B
is a maximal abelian Lie-ideal of LK and B 6⊆ A. It suffices to show that dimK(B) <
dimK(A). Clearly, Z(LK) ⊆ B. We work in LK = LK/Z(LK) = V ⊕ W , where
V = 〈xe | e ∈ E〉 and W = 〈yf | f ∈ F〉. As B 6⊆ A, we have V1 6= 0, where V1 ≤ V is
such that V1 ⊕W = B +W .
We construct a K-basis B = (v1(1), . . . , v1(r)) of V1 as follows. Fix i ∈ {1, . . . , n}.
We define a lexicographical order on the set E by declaring, for e, e′ ∈ E,
e ≻i e
′ if ei = e
′
i, ei+1 = e
′
i+1, . . . , ej = e
′
j and ej+1 > e
′
j+1
for some j ∈ {i− 1, i, . . . , n, 1, 2, . . . , i− 2},
where – here and in the following – indices for the coordinates of e and e′ are read in a
circular way modulo n. Accordingly, we write
e i e
′ if e = e′ or e ≻i e
′.
Of course, one can define analogously an order on F which we shall simply refer to
by the same symbols ≻i and i. By lti(v) we denote the leading term of v ∈ V with
respect to the ordered basis (xe | e ∈ E;i).
We now choose the basis B = (v1(1), . . . , v1(r)) of V1 in such a way that
lti(v1(j)) = xe(j) for 1 ≤ j ≤ r,
where e(1) ≻i e(2) ≻i . . . ≻i e(r) and the coefficient matrix of the vector system
(v1(1), . . . , v1(r)) with respect to the basis (xe | e ∈ E;i) of V has reduced echelon
shape 
0 · · · 0 1 ∗ · · · ∗ 0 ∗ · · · ∗ 0 ∗ · · ·
0 · · · · · · 0 1 ∗ · · · ∗ 0 ∗ · · ·
0 · · · · · · · · · 0 1 ∗ · · ·
· · · · · · · · ·
 .
Next we consider V1
⊥
≤W , where
V1
⊥
= {w ∈ W | ∀j ∈ {1 . . . , r} : [v1(j), w] = 0}
is defined in terms of the induced ‘Lie bracket map’ LK/Z(LK)×LK/Z(LK)→ Z(LK).
Below we show that
(2.2) dimK(V1
⊥
) < dimK(W )− dimK(V1).
We observe that dimK(B) = dimK(V1) + dimK(B ∩W ) and B ∩W ⊆ V1
⊥
, the latter
because B is an abelian Lie-ideal. This implies
dimK(B) ≤ dimK(V1) + dimK(V1
⊥
) < dimK(W ),
thus dimK(B) < dimK(A), as desired.
It remains to justify (2.2). For this it suffices to produce w1, . . . , wr+1 ∈ W such that
dimK(〈w1, . . . , wr+1〉) = r + 1 = dimK(V1) + 1 and 〈w1, . . . , wr+1〉 ∩ V1
⊥
= 0.
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Take wj = yf(j) for 1 ≤ j ≤ r, where
f(j) = e(j) + (0, . . . , 0︸ ︷︷ ︸
i−1 entries
, 1, 0, . . . , 0︸ ︷︷ ︸
n−i entries
)
and wr+1 = yf(r+1), where
f(r + 1) = e˜ + (0, . . . , 0︸ ︷︷ ︸
i−2 entries
, 1, 0, . . . , 0︸ ︷︷ ︸
n−i+1 entries
)
and e˜ is the i-smallest index such that at least one of v1(1), . . . , v1(r) has a non-zero
coefficient for xe˜ with respect to the basis (xe | e ∈ E;i) of V .
To see that w1, . . . , wr+1 are linearly independent, it suffices to show that the indices
f(1), . . . , f(r + 1) are pairwise distinct. Clearly, this is true for f(1), . . . , f(r), because
e(1), . . . , e(r) are pairwise distinct by construction. It remains to show that f(j) 6=
f(r + 1) for 1 ≤ j ≤ r. This follows from e(j) i e˜, implying f(j) ≻i f(r + 1).
To show that
〈w1, . . . , wr+1〉 ∩ V1
⊥
= 0,
we consider w =
∑r+1
j=1 ajwj 6= 0. Put k = min{j | aj 6= 0}.
Case 1: 1 ≤ k ≤ r. Then there are coefficients bj , for j 6= i, such that
[v1(k), w] = [xe(k) + . . . , w] = ak·︸︷︷︸
6=0
[xe(k), yf(k)]︸ ︷︷ ︸
=zi
+
∑
j 6=i
bjzj 6= 0,
because v1(k) does not involve xe(j) for j ∈ {1, . . . , r}r {k} or xê for e˜ ≻i ê.
Case 2: k = r + 1. In this case w = ar+1yf(r+1) and xe˜ occurs in v1(j), say, with
coefficient c 6= 0. Then there are coefficients bl, l 6= i− 1, such that
[v1(j), w] = car+1·︸ ︷︷ ︸
6=0
[xe˜, yf(r+1)]︸ ︷︷ ︸
=zi−1
+
∑
l 6=i−1
blzl 6= 0. 
Lemma 2.4. Let ϕ ∈ Aut(LK) with ϕ|Z(LK) = id. Then there exist λ ∈ K
× and
matrices C ∈ Mat|E|,|F|(K), D1 ∈ Mat|E|,n(K), D2 ∈ Mat|F|,n(K) such that, with respect
to the basis (2.1), the automorphism ϕ is represented by the block-matrixλId|E| C D1λ−1Id|F| D2
Idn
 ,
where empty positions represent zeros.
Proof. By Lemma 2.3, there exist matrices M1 ∈ Mat|E|,|E|(K), M2 ∈ Mat|F|,|F|(K),
C ∈ Mat|E|,|F|(K), D1 ∈ Mat|E|,n(K), D2 ∈ Mat|F|,n(K) such that, with respect to the
basis (2.1), the automorphism ϕ is represented by the block-matrixM1 C D1M2 D2
Idn
 .
We show that there exists λ ∈ K× such that M1 = λId|E| and M2 = λ
−1Id|F|.
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Working modulo the centre Z(LK), we obtain vector spaces V = 〈xe | e ∈ E〉 and
W = 〈yf | f ∈ F〉, equipped with bilinear forms
B1, . . . , Bn : V ×W → K
such that the induced Lie bracket map satisfies [v, w] =
∑n
j=1Bj(v, w)zj for v ∈ V and
w ∈ W .
Since [W,W ] = 0, we may in the following argument ‘ignore’ C and assume that
ϕ maps each of V ,W to itself. Since ϕ restricts to the identity on Z(LK), we deduce
that ϕ preserves the bilinear forms B1, . . . , Bn. Below we show that ϕ|V = λid for some
λ ∈ K×. This implies ϕ|W = λ
−1id, since the intersection of the (right) radicals
Ri = RadW (Bi) = 〈yf | f = (f1, . . . , fn) ∈ F with fi = 0〉
for i ∈ {1, . . . , n} is trivial.
For m = 1 we have |E| = 1 and there is nothing further to show. Now suppose
that m ≥ 2, and fix i ∈ {1, . . . , n}. The radical Ri is a ϕ-invariant subspace of W .
Consequently, also
Ui =
⋂n
j=1
Ri
⊥,j
= {v ∈ V | ∀j ∈ {1, . . . , n} : Bj(v, Ri) = 0}
= 〈xe | e = (e1, . . . , en) ∈ E with ei ≥ 1〉
is ϕ-invariant.
Put V1 = Ui and W1 =W/Ri, equipped with the induced bilinear forms
B˜1, . . . , B˜n : V1 ×W1 → K
and an induced automorphism ϕ˜. By induction on m, we conclude that there exists
λi ∈ K
× such that
ϕ|Ui = ϕ˜|V1 = λiid
and, though we will not use this, ϕ˜|W1 = λ
−1
i id, i.e., ϕ˜|W ≡ λ
−1
i id modulo Ri.
Repeating this argument for different i ∈ {1, . . . , n} and comparing on the intersection
of the Ui, we deduce that ϕ|V = λid for a common λ ∈ K
×. 
Lemma 2.5. Let A = 〈yf | f ∈ F〉 + Z(LK) E LK , as in Lemma 2.3. Suppose that
ϕ ∈ Aut(LK) induces the identity map on LK/A, A/Z(LK) and Z(LK). Then there
exist matrices C ∈ Mat|E|,|F|(K), D1 ∈ Mat|E|,n(K), D2 ∈ Mat|F|,n(K) such that, with
respect to the basis (2.1), the automorphism ϕ is represented by the block-matrix
(2.3)
Id|E| C D1Id|F| D2
Idn
 ,
where empty positions represent zeros. The rows of the matrix C are naturally indexed
by e ∈ E; its columns are naturally indexed by f ∈ F. Writing C = (ce,f )(e,f)∈E×F, there
are parameters bg indexed by the elements of
G = {g | g = (g1, . . . , gn) ∈ N
n
0 with g1 + . . .+ gn = 2m− 1}
such that ce,f = be+f for all e ∈ E, f ∈ F.
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Conversely, given matrices C = (ce,f)(e,f)∈E×F ∈ Mat|E|,|F|(K), D1 ∈ Mat|E|,n(K),
D2 ∈ Mat|F|,n(K) such that ce,f = ce′,f ′ for e, e
′ ∈ E and f , f ′ ∈ F with e + f = e′ + f ′
there is an automorphism of LK that is represented by the block matrix (2.3).
Proof. We indicate how to prove the first part; the second part is a routine verification.
The assumptions on ϕ show directly that ϕ is represented by a block matrix of the
form (2.3). In particular, this means that, for each e ∈ E,
xeϕ ≡ xe +
∑
f∈F
ce,fyf (mod Z(LK)).
Since ϕ is an automorphism, we conclude that, for e, e′ ∈ E,[
xe +
∑
f∈F
ce,f yf , xe′ +
∑
f ′∈F
ce′,f ′ yf ′
]
= [xeϕ, xe′ϕ] = [xe, xe′ ]ϕ = 0,
and consequently ce,f = ce′,f ′, for f , f
′ ∈ F, whenever
(2.4) f − e′ = f ′ − e = (0, . . . , 0︸ ︷︷ ︸
i−1 entries
, 1, 0, . . . , 0︸ ︷︷ ︸
n−i entries
) for some i ∈ {1, . . . , n}.
We claim that this implies – and is thus equivalent to – the condition
ce,f = ce′,f ′ whenever e+ f = e
′ + f ′.
Indeed, given any e = (e1, . . . , en), e
′ = (e′1, . . . , e
′
n) ∈ E and f , f
′ ∈ F with e+f = e′+f ′
one can find a chain
(e, f) = (e1, f1), (e2, f2), . . . , (eδ, fδ), (eδ+1, fδ+1) = (e
′, f ′)
of length δ =
∑n
i=1|ei − e
′
i| such that the condition (2.4) is satisfied for any two consec-
utive terms (et, ft), (et+1, ft+1) of the chain so that
ce,f = ce1,f1 = ce2,f2 = . . . = ceδ,fδ = ceδ+1,fδ+1 = ce′,f ′.
To produce such a chain, we observe that δ ≡2 0 so that we can move inductively
in steps of two. Suppose we have reached (et, ft), not yet equal to (e
′, f ′). Writing
et = (et,1, . . . , et,n), we locate j, k ∈ {1, . . . , n} such that et,j < e
′
j and et,k > e
′
k. Using
(2.4) at j and k in place of i, we reach via some intermediate (et+1, ft+1) the next term
(et+2, ft+2), where et+2 = (et+2,1, . . . , et+2,n) satisfies: et+2,j = et,j + 1, et+2,k = et,k − 1
and et+2,i = et,i for all remaining indices i. As et + ft remains constant throughout, at
the end of the final step eδ+1 = e
′ automatically implies fδ+1 = f
′. 
Lemma 2.6. Suppose that the characteristic of K is 0. Then every ψ ∈ GL(Z(LK))
extends to an automorphism ϕ ∈ Aut(LK) so that ϕ|Z(LK) = ψ. Moreover, ϕ can be
chosen so that the spaces 〈xe | e ∈ E〉 and 〈yf | f ∈ F〉 are ϕ-invariant and the action of
ϕ on them corresponds to induced actions of ψ on symmetric powers of the dual space
of Z(LK) and on symmetric powers of Z(LK), respectively.
Proof. Regard Z(LK) = 〈z1, . . . , zn〉 as the dual space V
∨ of an n-dimensional K-vector
space V = 〈ξ1, . . . , ξn〉 such that, for i, j ∈ {1, . . . , n},
(ξi)zj =
{
1 if i = j,
0 otherwise.
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The (m−1)th symmetric power Sm−1V of V can be constructed as V ⊗m−1/Sym(m−1),
where (ν1⊗. . .⊗νm−1)
σ = ν1σ−1⊗. . .⊗ν(m−1)σ−1 for σ ∈ Sym(m−1). Writing ν1 · · · νm−1
for the element of Sm−1V represented by ν1 ⊗ . . . ⊗ νm−1, one easily sees that a basis
of Sm−1V is given by the vectors ξ e11 · · · ξ
en
n , e = (e1, . . . , en) ∈ E. In a similar way, we
form the mth symmetric power Sm(V ∨) with basis z f11 · · · z
fn
n , f ∈ F.
One can interpret Sm(V ∨) as (SmV )∨, and this suggests a change of basis. Indeed,
the natural map
V ⊗m × (V ∨)⊗m → K, induced by (ν1 ⊗ . . .⊗ νm)(a1 ⊗ . . .⊗ am) =
m∏
i=1
(νi)ai
gives rise to an isomorphism (V ∨)⊗m ∼= (V ⊗m)∨. Now ξ
f ′1
1 · · · ξ
f ′n
n ∈ SmV is represented,
for instance, by
ξ1 ⊗ . . .⊗ ξ1︸ ︷︷ ︸
f ′1 factors
⊗ . . .⊗ ξn ⊗ . . .⊗ ξn︸ ︷︷ ︸
f ′n factors
∈ V ⊗m.
Moreover, as K has characteristic 0, there is an embedding
Sm(V ∨) →֒ (V ∨)⊗m, z f11 · · · z
fn
n 7→
∑
σ∈Sym(m)
(z1 ⊗ . . .⊗ z1︸ ︷︷ ︸
f1 factors
⊗ . . .⊗ zn ⊗ . . .⊗ zn︸ ︷︷ ︸
fn factors
)σ;
the image of this embedding consists of the elements of (V ∨)⊗m that are fixed under the
action of Sym(m). Hence we can evaluate (the image of) z f11 · · · z
fn
n ∈ S
m(V ∨) (under
this embedding) at ξ
f ′1
1 · · · ξ
f ′n
n ∈ SmV to obtain
(ξ
f ′1
1 · · · ξ
f ′n
n ) (z
f1
1 · · · z
fn
n ) =
{∏n
i=1(fi!) if (f
′
1, . . . , f
′
n) = (f1, . . . , fn),
0 otherwise
Therefore the basis ξ
f ′1
1 · · · ξ
f ′n
n , indexed by f ′ = (f ′1, . . . , f
′
n) ∈ F, of S
mV gives rise to
the dual basis (
∏n
i=1(fi!))
−1 z f11 · · · z
fn
n , indexed by f = (f1, . . . , fn) ∈ F, of S
m(V ∨),
and this is the basis that we prefer to work with in the present context.
We define a multilinear map
Φ: Sm−1V × V︸︷︷︸
=S1V
×Sm(V ∨)→ K
by setting
Φ
(
ξ e11 · · · ξ
en
n , ξk,
(∏n
i=1
(fi!)
)−1
z f11 · · · z
fn
n
)
=
(
ξ e˜11 · · · ξ
e˜n
n
) ((∏n
i=1
(fi!)
)−1
z f11 · · · z
fn
n
)
=
{
1 if (e˜1, . . . , e˜n) = (f1, . . . , fn),
0 otherwise,
where e˜k = ek + 1 and e˜j = ej for j 6= k, and extending linearly in each of the
three arguments. This map Φ connects to the original Lie algebra LK as follows. For
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e = (e1, . . . , en) ∈ E and f = (f1, . . . , fn) ∈ F,
[xe, yf ] =
∑n
k=1
Φ
(
ξ e11 · · · ξ
en
n , ξk,
(∏n
i=1
(fi!)
)−1
z f11 · · · z
fn
n
)
· zk
= Φ
(
ξ e11 · · · ξ
en
n , ·,
(∏n
i=1
(fi!)
)−1
z f11 · · · z
fn
n
)
∈ V ∨ = Z(LK).
The fact that Φ is multilinear means that we can monitor changes to a set of structure
constants for LK due to changes to any of the three parts of the basis
xe, e ∈ E, yf , f ∈ F, zj , j ∈ {1, . . . , n}.
In particular, given any ψ ∈ GL(V ∨), there are the natural induced actions of ψ on
◦ V ∨ via the natural representation,
◦ V via the contragredient representation (given in matrices by inverse transpose)
which we denote by ψ∗,
◦ Sm(V ∨), sending (
∏n
j=1(fj !))
−1z f11 · · · z
fn
n to (
∏n
j=1(fj !))
−1(z1ψ)
f1 · · · (znψ)
fn,
◦ Sm−1V , sending ξ e11 · · · ξ
en
n to (ξ1ψ
∗) e1 · · · (ξnψ
∗) en.
In this set-up we clearly obtain
Φ
(
ξ e11 · · · ξ
en
n , ξk,
(∏n
i=1
(fi!)
)−1
z f11 · · · z
fn
n
)
= Φ
(
(ξ1ψ
∗) e1 · · · (ξnψ
∗) en, (ξkψ
∗),
(∏n
i=1
(fi!)
)−1
(z1ψ)
f1 · · · (znψ)
fn
)
,
because the bases ξ1ψ
∗, . . . , ξnψ
∗ of V and z1ψ, . . . , znψ of V
∨ are dual to one another by
construction. Thus the given ψ ∈ GL(V ∨) = GL(Z(LK)) extends to an automorphism
ϕ ∈ Aut(LK) so that ϕ|Z(LK) = ψ; moreover, ϕ acts on the spaces 〈xe | e ∈ E〉 and
〈yf | f ∈ F〉 as ψ does on the corresponding symmetric powers. 
From Lemmata 2.4, 2.5 and 2.6, including the proof of Lemma 2.6, we deduce the
following result.
Theorem 2.7. Let m,n ∈ N with n ≥ 2, and let L = Lm,n be the class-2 nilpotent
Z-Lie lattice introduced in Definition 2.1, so that rankZL = d = r1 + r2 + r3, where
r1 = |E| =
(
m+ n− 2
n− 1
)
, r2 = |F| =
(
m+ n− 1
n− 1
)
, r3 = n.
Then the algebraic automorphism group Aut(L), regarded as an affine Z-group scheme
G ⊆ GLd with respect to the basis (2.1), has the following structure: G decomposes
over Z as a semidirect product G = N ⋊ H of its unipotent radical N and a reductive
complement H, both defined over Z, such that
◦ N consists of elements of the formId|E| C D1Id|F| D2
Idn
 ,
where C ∈ Mat|E|,|F|, D1 ∈ Mat|E|,n, D2 ∈ Mat|F|,n subject to the following conditions.
The rows of C are naturally indexed by e ∈ E, its columns are naturally indexed by
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f ∈ F. Writing C = (ce,f )(e,f)∈E×F, there are parameters bg indexed by the elements of
G = {g | g = (g1, . . . , gn) ∈ N
n
0 with g1 + . . .+ gn = 2m− 1}
such that ce,f = be+f for all (e, f) ∈ E× F.
◦ H ∼=Z GLn × GL1 consists of elements of the formλ̺1(A) λ−1̺2(A)
A
 ,
where A ∈ GLn, λ ∈ Gm and ̺1, ̺2 are suitable symmetric power representations of GLn
in dimensions r1 and r2.
3. Evaluating p-adic integrals via the Bruhat decomposition
In [6, Sections 2], du Sautoy and Lubotzky provide a general treatment of p-adic
integrals of the form (1.2), subject to several simplifying assumptions. We now give
an outline of the procedure and indicate how it applies to the specific affine group
scheme supplied by Theorem 2.7. It will turn out that for our application all necessary
assumptions are automatically satisfied.
Let G ⊆ GLd be an affine group scheme over the ring of integers O of a number
field K. Decompose the connected component of the identity as a semidirect product
G
◦ = N⋊H of the unipotent radical N and a reductive complement H. For a finite prime
p let Kp denote the completion at p, and let Op denote the valuation ring of Kp. Fix a
uniformising parameter π for Op, and let q denote the size of the residue field Op/πOp.
Setting G = G(Kp) and G
+ = G ∩Matd(Op), we are interested in the zeta function
ZG,p(s) =
∫
G+
|det(g)|sp dµG(g).
The first simplifying assumption is that G = G(Op)G
◦(Kp), which allows one to work
with the connected group G◦ rather than G. In our application, the group G is already
connected and we continue the discussion under the assumption G = G◦. We write
N = N(Kp) and H = H(Kp).
Assume further that G ⊆ GLd(Kp) is in block form, where H is block diagonal and N is
block upper unitriangular in the following sense. There is a partition d = r1 + . . . + rc
such that, setting si = r1 + . . .+ ri−1 for i ∈ {1, . . . , c+ 1},
◦ the vector space V = Kdp on which G acts from the right decomposes into a
direct sum of H-stable subspaces Ui = {(0, . . . , 0)} ×K
ri
p × {(0, . . . , 0)}, where
the vectors (0, . . . , 0) have si, respectively d− si+1, entries;
◦ setting Vi = Ui ⊕ . . .⊕ Uc, each Vi is N -stable and N acts trivially on Vi/Vi+1.
In our application, Theorem 2.7 provides such a block decomposition with c = 3. For
each i ∈ {2, . . . , c + 1} let Ni−1 = N ∩ ker(ψ
′
i), where ψ
′
i : G → Aut(V/Vi) denotes the
natural action. Let ψi : G/Ni−1 → Aut(V/Vi) denote the induced map, and define
(G/Ni−1)
+ = ψ−1i
(
ψi(G/Ni−1) ∩Matsi(Op)
)
.
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Setting H+ = H ∩ Matd(Op), we can now state (a slightly simplified version of) the
‘lifting condition’, which cannot in general be satisfied by moving to an equivalent
representation; see [2, p. 6].
‘Lifting Condition’ (cf. [6, Assumption 2.3]). For each i ∈ {3, . . . , c} and every
g0Ni−1 ∈ (NH
+/Ni−1)
+ there exists g ∈ G+ such that g0Ni−1 = gNi−1.
In our application, c = 3 is so small that the ‘lifting condition’ holds for trivial
reasons: according to the description given in Theorem 2.7, the relevant blocks D1 and
D2 of any element of N can just be replaced by zero blocks to achieve a lifting.
For i ∈ {2, . . . , c} there is a natural embedding of Ni−1/Ni →֒ (Vi/Vi+1)
si via the
action of Ni−1/Ni on V/Vi+1, recorded on the natural basis. The action of H on Vi/Vi+1
induces, for each h ∈ H , a map
τi(h) : Ni−1/Ni →֒ (Vi/Vi+1)
si .
Define ϑi−1 : H → R≥0 by setting
ϑi−1(h) = µNi−1/Ni
(
{nNi ∈ Ni−1/Ni | (nNi)τi(h) ∈ Matsi,ri(Op)}
)
,
where µNi−1/Ni denotes the right Haar measure on Ni−1/Ni, normalised such that the
set ψ−1i+1(ψi+1(Ni−1/Ni) ∩Matsi+1(Op)) has measure 1. In our application, c = 3 so that
there are two functions, ϑ1 and ϑ2, that should be computed.
Write µG, respectively µN and µH , for the right Haar measure on G, respectively
N and H , normalised such that µG(G(Op)) = 1, respectively µN(N(Op)) = 1 and
µH(H(Op)) = 1. From G = N ⋊H one deduces that µG =
∏c
i=2 µNi−1/Ni · µH . Writing
ϑ(h) = µN({n ∈ N | nh ∈ G
+}) for h ∈ H , we can now state the following result of du
Sautoy and Lubotzky.
Theorem 3.1 ([6, Theorem 2.2]). In the set-up described above, the various assump-
tions, including the ‘lifting condition’, guarantee that ϑ(h) =
∏c−1
i=1 ϑi(h) for h ∈ H, and
consequently,
ZG,p(s) = ZH,p,ϑ(s), where ZH,p,ϑ(s) =
∫
H+
|det(h)|sp
c−1∏
i=1
ϑi(h) dµH(h).
Next we recall the machinery developed by Igusa [12] as well as du Sautoy and
Lubotzky [6] for utilising a p-adic Bruhat decomposition in order to compute integrals
over reductive p-adic groups; a useful reference for practical purposes is [2].
We assume that the reductive p-adic group H is split over Kp and fix a maximal
Kp-split torus T = T(Kp) in H . In our application, H ∼=Z GLn × GL1 is clearly split
and we take the subgroup of diagonal matrices for T. Elements of T act by conjugation
on minimal closed unipotent subgroups of H which correspond to elements of the root
system Φ associated to H. Under this action, the (finite) Weyl group corresponds to
W = NH(T)/T; in our application, W ∼= Sym(n). We suppress here some necessary
requirements of ‘good reduction modulo p’ in identifying T with G dimTm and identify-
ing each root subgroup with the additive group Ga; these technical requirements hold
trivially in our application. Roots of H relative to T are identified with elements of
Hom(T,Gm) via the conjugation action of NH(T)/T on root subgroups. We choose a
set of simple roots α1, . . . , αl which define the positive roots Φ
+; in our application,
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l = n − 1. We denote by Ξ = Hom(Gm,T) the set of cocharacters of T, and we recall
the natural pairing between characters and cocharacters,
Hom(T,Gm)×Hom(Gm,T)→ Z, (β, ξ) 7→ 〈β, ξ〉,
defined by β(ξ(τ)) = τ 〈β,ξ〉 for all τ ∈ Gm.
We refer to [6, p. 75] for a description of Iwahori subgroup B of the reductive p-adic
group H . Recalling that π denotes a uniformising parameter for Op, we state the p-adic
Bruhat decompositions of Iwahori and Matsumoto [13]:
H =
∐
w∈W
ξ∈Ξ
Bwξ(π)B and H(Op) =
∐
w∈W
BwB
where elements of W are suitably interpreted as representatives in NH(T ). One defines
Ξ+ = {ξ ∈ Ξ | ξ(π) ∈ H(Op)} and
wΞ+w =
{
ξ ∈ Ξ+ | αi(ξ(π)) ∈ Op for all i ∈ {1, . . . , l},
and αi(ξ(π)) ∈ πOp whenever αi ∈ w(Φ
−)
}
,
where Φ− denotes the set of negative roots. As in [2, Section 5.2], it will turn out to
be convenient to judiciously choose a basis for Hom(T,Gm) consisting of simple roots
α1, . . . , αl and inverses ω
−1
i of the dominant weights for the contragredient representa-
tions of H acting on Vi/Vi+1. Using the dual basis for Ξ = Hom(Gm,T), we thereby
obtain an explicit description of the sets wΞ+w.
Utilising symmetries in the affine Weyl group and the fact that the functions |det|p,
ϑ are constant on double cosets of the Iwahori subgroup B ≤ H(Op), the first author
proved the following proposition, generalising results of du Sautoy and Lubotzky [6] and
Igusa [12].
Proposition 3.2 ([2, Proposition 4.2]). Suppose that H has a K-split torus T. Under
good reduction assumptions, which are satisfied for almost all primes p,
ZH,p,ϑ(s) =
∑
w∈W
q−ℓ(w)
∑
ξ∈wΞ+w
q〈
∏
β∈Φ+ β,ξ〉 |det(ξ(π))|sp ϑ(ξ(π))
where ℓ denotes the standard length function on the Weyl group W .
In our application, we have, in fact, good reduction for all primes.
Remark 3.3. Although we have not yet calculated the pro-isomorphic zeta functions
of Op ⊗Z Lm,n, we are already able to deduce that the former will satisfy functional
equations. We do so by invoking [2, Theorem 1.1]. Indeed, one can define a faithful
representation ̺ : GLn×GL1 → H given by the description of the algebraic automorphism
groups in Theorem 2.7. This representation preserves integrality and preserves the
Haar measure. The conditions for Theorem 1.1 in [2] are that the group H should split
over K, that the ‘lifting condition’ should hold and that the number r of irreducible
components of the representation should equal the dimension d of a maximal central
torus of GLn × GL1. The first two conditions hold. The third condition does not
hold as we have r = 3, d = 2. However, since the third block corresponds to the
action on the centre and every element of the centre is obtained as a commutator of
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suitable generators, it is possible to express the dominant weight of the contragredient
representation for the last block A as a positive linear combination of weights occurring
in the first two blocks λ̺1(A), λ
−1̺2(A) (and hence as a positive linear combination of
the dominant weights for the first two blocks, together with simple roots in the root
system associated to H relative to a choice of maximal torus). In this way, all the
requirements used to prove a functional equation in Section 5.2 of [2] are fulfilled, and
the argument there implies the existence of functional equations in our situation.
4. Computation of the local zeta functions
In order to establish Theorem 1.4 it remains to carry out the detailed computations,
following the framework described in Section 3. Let m,n ∈ N with n ≥ 2, and put
d = r1 + r2 + r3, where
r1 = |E| =
(
m+ n− 2
n− 1
)
, r2 = |F| =
(
m+ n− 1
n− 1
)
, r3 = n.
We consider the affine group scheme G = N ⋊ H ⊆ GLd described in Theorem 2.7.
Putting H0 = GLn × GL1, the group H is the image of the faithful representation
(4.1) ̺ : H0 →֒ GLd, (A, λ) 7→
λ̺1(A) λ−1̺2(A)
A
 ,
where ̺1, ̺2 are the symmetric power representations of GLn described in the proof of
Lemma 2.6. We denote by T0 the maximal torus of H0 consisting of diagonal matrices.
Via this choice, the root system Φ of H0 has simple roots α1, . . . , αn−1 given by
αi(t) = ai/ai+1 for 1 ≤ i ≤ n− 1 and t = (diag(a1, . . . , an), λ) ∈ T0.
The corresponding Weyl group is W ∼= Sym(n).
The representation ̺ in (4.1) has three irreducible components, of dimensions r1,
r2 and r3 respectively. The inverses of the dominant weights for their contragredient
representations take the following values at t = (diag(a1, . . . , an), λ) ∈ T0:
ω−11 (t) = λa
−(m−1)
1 , ω
−1
2 (t) = λ
−1amn , ω
−1
3 (t) = an.
In particular, we observe that ω−13 = ω
−1
1 ω
−1
2 (α1α2 · · ·αn−1)
m−1. Furthermore, the
identities
ai = (ω
−1
3 αn−1αn−2 · · ·αi)(t), for 1 ≤ i ≤ n, and λ = ω
−1
1 (t)a
m−1
1
show that
α1, . . . , αn−1 and α0 := ω
−1
1 , αn := ω
−1
2
form a basis for Hom(T0,Gm). We define ξ0, . . . , ξn ∈ Hom(Gm,T0) to be the dual basis.
This implies, for τ ∈ Gm,
ξi(τ) =
(
diag(τm, . . . , τm︸ ︷︷ ︸
i entries
, τm−1, . . . , τm−1︸ ︷︷ ︸
n−i entries
), τ (m−1)m
)
, for 1 ≤ i ≤ n− 1,
ξ0(τ) =
(
diag(τ, . . . , τ), τm
)
, and ξn(τ) =
(
diag(τ, . . . , τ), τm−1
)
.
A FAMILY OF CLASS-2 NILPOTENT GROUPS 19
As before, consider a number field K. For a finite prime p, let Kp denote the comple-
tion at p, and let Op denote the valuation ring of Kp. Fix a uniformising parameter π
for Op, and let q denote the size of the residue field Op/πOp. We put
H0 = H0(Kp) and T0 = T0(Kp).
Writing ξ =
∏n
i=0 ξ
ei
i , we obtain
ξ(π) = (A, λ) =
(
diag(a1, . . . , an), λ
)
∈ T0,
where
ai = π
(m−1)(
∑i−1
l=1 el)+m(
∑n−1
l=i el)+(e0+en), for 1 ≤ i ≤ n,
λ = πm(m−1)(
∑n−1
l=1 el)+me0+(m−1)en .
(4.2)
We observe that, for non-negative exponents ei, i ∈ {1, . . . , n − 1}, the p-adic abso-
lute values of the first n diagonal entries of ξ(π) are increasing: |a1|p ≤ . . . ≤ |an|p.
Furthermore, we obtain
det
(
̺(ξ(π))
)
= λr1 det(̺1(A)) · λ
−r2 det(̺2(A)) · det(A)
= λr1 (det(A))−(m−1)r1/n · λ−r2 (det(A))mr2/n · det(A)
= λ−(
m+n−2
n−2 ) (det(A))1+(
m+n−2
n−1 ) ,
where
det(A) =
∏n
i=1
ai = π
n(m−1)(
∑n−1
l=1 el)+(
∑n−1
l=1 lel)+n(e0+en).
Altogether we obtain
det
(
̺(ξ(π))
)
= π−(
m+n−2
n−2 )[m(m−1)(
∑n−1
l=1 el)+me0+(m−1)en]
· π(1+(
m+n−2
n−1 ))[n(m−1)(
∑n−1
l=1 el)+(
∑n−1
l=1 lel)+n(e0+en)],
where the coefficient of ei for 1 ≤ i ≤ n− 1 in the exponent is
coeff. of ei: −m(m− 1)
(
m+n−2
m
)
+
(
1 +
(
m+n−2
m−1
)) (
(m− 1)n+ i
)
(4.3)
and the coefficients of e0 and en are
coeff. of e0: n
(
1 +
(
m+n−2
m−1
))
−m
(
m+n−2
m
)
=
(
m+n−2
m−1
)
+ n,(4.4)
coeff. of en: n
(
1 +
(
m+n−2
m−1
))
− (m− 1)
(
m+n−2
m
)
=
(
m+n−1
m
)
+ n.(4.5)
Next we work out the term ϑ(̺(ξ(π))) which appears in Proposition 3.2, using ϑ1, ϑ2.
As we already noticed, by (4.2), it is enough for our purposes to consider elements
(4.6) t = (A, λ) =
(
diag(a1, . . . , an), λ
)
∈ T0 with |a1|p ≤ . . . ≤ |an|p.
Using this restriction and writing vp(·) = − logq|·|p, we obtain from the description of
the unipotent radical in Theorem 2.7,
(4.7) logq(ϑ1(̺(t))) =
n∑
k=1
(
m+ k − 2
k − 1
) ∑
f∈F(k)
vp
(
λ−1
∏n
i=k
a fii
)
,
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where
F(k) = {f | f = (f1, . . . , fn) ∈ F with f1 = . . . = fk−1 = 0, fk ≥ 1}, for 1 ≤ k ≤ n.
This formula can be justified as follows. Referring to the notation in Theorem 2.7, the
entries of the matrix C = (be+f )(e,f)∈E×F are indexed by the elements of
G = {g | g = (g1, . . . , gn) ∈ N
n
0 with g1 + . . .+ gn = 2m− 1}.
For g = (g1, . . . , gn) ∈ G, the value bg occurs in the column labeled by f = (f1, . . . , fn) ∈
F if and only if f ≤ g, i.e., f1 ≤ g1, . . . , fn ≤ gn. The (f , f)-entry of the diagonal matrix
λ−1̺2(A) is equal to λ
−1
∏n
i=1 a
fi
i . This yields the condition
vp(bg) ≥ max
{
−vp
(
λ−1
∏n
i=1
a fii
)
| f ∈ F with f ≤ g
}
.
We observe that the maximum on the right-hand side is attained for f ≤ g such that f
is minimal with respect to the lexicographical (non-cyclical) ordering on F; this follows
from the restriction (4.6). We arrange the summation over F = F(1)⊔ . . .⊔F(n) rather
than G. For 1 ≤ k ≤ n and f ∈ F(k),
#
{
g ∈ G | f ≤ g and ¬∃f ′ ∈ F(k) ∪ . . . ∪ F(n) : f ′ ≤ g ∧ f ′k < fk
}
is equal to the number of ways of distributing m − 1 increments among the first k
coordinates, giving
(
m−1+k−1
k−1
)
=
(
m+k−2
k−1
)
. In this way we obtain the summands(
m+ k − 2
k − 1
)
vp
(
λ−1
∏n
i=k
afii
)
, for each f ∈ F(k),
in the formula (4.7).
Observe that |F(k)| =
(
m+(n−k+1)−1
(n−k+1)−1
)
−
(
m+(n−k)−1
(n−k)−1
)
=
(
m+n−k−1
n−k
)
, for 1 ≤ k ≤ n.
Writing N(n,m) =
∑
f∈F f1 =
∑
f∈F(1) f1 =
m
n
(
m+n−1
n−1
)
=
(
m+n−1
n
)
, we deduce from (4.7)
that
logq(ϑ1(̺(t))) =
∑n
k=1
(
m+k−2
k−1
)∑
f∈F(k)
vp
(
λ−1
∏n
i=k
afii
)
=
∑n
k=1
(
m+k−2
k−1
)
|F(k)| vp(λ
−1)
+
∑n
i=1
(∑i
k=1
(
m+k−2
k−1
)∑
f∈F(k)
fi
)
vp(ai)
=
∑n
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k
)
vp(λ
−1)
+
∑n
i=1
((
m+i−2
i−1
)
N(n− i+ 1, m)
+
∑i−1
k=1
(
m+k−2
k−1
)(
N(n− k + 1, m)−N(n− k,m)
))
vp(ai)
=
(
2m+n−2
n−1
)
vp(λ
−1)
+
∑n
i=1
((
m+i−2
i−1
)(
m+n−i−1
n−i
)
+
∑i
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
))
vp(ai).
Using (4.2) and writing
R(m,n) =
∑n
i=1
((
m+i−2
i−1
)(
m+n−i−1
n−i
)
+
∑i
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
))
−m
(
2m+n−2
n−1
)
,
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we deduce that
logq
(
ϑ1(̺(ξ(π)))
)
= −
(
2m+n−2
n−1
) (
m(m− 1)
(∑n−1
l=1
el
)
+me0 + (m− 1)en
)
+
∑n
i=1
((
m+i−2
i−1
)(
m+n−i−1
n−i
)
+
∑i
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
))
·
(
(m− 1)
(∑n−1
l=1
el
)
+
(∑n−1
l=i
el
)
+ (e0 + en)
)
=
∑n−1
j=1
(
(m− 1)R(m,n) +
∑j
i=1
((
m+i−2
i−1
)(
m+n−i−1
n−i
)
+
∑i
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
)))
ej +R(m,n)e0 +
(
R(m,n) +
(
2m+n−2
n−1
))
en.
We observe that, in fact,
R(m,n) =
∑n
i=1
(
m+i−2
i−1
)(
m+n−i−1
n−i
)
+
∑n
k=1
∑n
i=k
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
)
−m
(
2m+n−2
n−1
)
=
(
2m+n−2
n−1
)
+
∑n
k=1
(n− k + 1)
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
)
−m
(
2m+n−2
n−1
)
= (m− 1)
∑n
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k
)
− (m− 1)
(
2m+n−2
n−1
)
= 0.
Thus we obtain
logq
(
ϑ1(̺(ξ(π)))
)
=
∑n−1
i=1
Ci(m,n)ei +
(
2m+n−2
n−1
)
en,
where
Ci(m,n) =
∑i
j=1
((
m+j−2
j−1
)(
m+n−j−1
n−j
)
+
∑j
k=1
(
m+k−2
k−1
)(
m+n−k−1
n−k+1
))
=
∑i
j=1
(
m+j−2
m−1
)(
m+n−j−1
m−1
)
+
∑i
k=1
(i− k + 1)
(
m+k−2
m−1
)(
m+n−k−1
m−2
)
=
∑i
j=1
(
1 + (m−1)(i−j+1)
n−j+1
)(
m+j−2
m−1
)(
m+n−j−1
m−1
)
.
Hence we arrive at
(4.8)
logq
(
ϑ1(̺(ξ(π)))
)
=
∑n−1
i=1
(∑i
j=1
(
1+ (m−1)(i−j+1)
n−j+1
)(
m+j−2
m−1
)(
m+n−j−1
m−1
))
ei+
(
2m+n−2
n−1
)
en.
This finishes our computation of ϑ1(̺(ξ(π))). It is much easier to determine ϑ2(̺(ξ(π))).
Indeed, from the description of the unipotent radical in Theorem 2.7 we observe that,
for t =
(
diag(a1, . . . , an), λ
)
∈ T0,
logq(ϑ2(̺(t))) = (r1 + r2)
∑n
i=1
vp(ai) =
((
m+n−2
n−1
)
+
(
m+n−1
n−1
))∑n
i=1
vp(ai),
and hence, using (4.2),
(4.9) logq
(
ϑ2(̺(ξ(π)))
)
=
((
m+n−2
m−1
)
+
(
m+n−1
m
))
·
((
(m− 1)n+ l
) (∑n−1
l=1
el
)
+ n(e0 + en)
)
.
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We are ready to apply Proposition 3.2 to the group H ∼=Z H0. Writing β0 =
∏
β∈Φ+ β
and denoting by ℓ the standard length function on the Weyl group W ∼= Sym(n), we
obtain
ZH,p,ϑ(s) =
∑
w∈W
q−ℓ(w)
∑
ξ∈wΞ+w
q〈β0,ξ〉 |det
(
̺(ξ(π))
)
|s ϑ1
(
̺(ξ(π))
)
ϑ2
(
̺(ξ(π))
)
=
∑
w∈W q
−ℓ(w)
∏n−1
i=1 X
νi(w)
i∏n−1
i=1 (1−Xi)
·
1
(1− X˜0)(1− X˜n)
,
where
νi(w) =
{
1 if αi ∈ w(Φ
−),
0 otherwise,
each Xi, for 1 ≤ i ≤ n − 1, accounts for the ‘ei-contributions’ of ξ =
∏n
i=0 ξ
ei
i and
X˜0, X˜n account for the contributions of e0, en, as specified below.
We observe that β0 =
∏n−1
i=1 α
i(n−i)
i , hence 〈β0, ξ〉 =
∑n−1
i=1 i(n − i)ei. Moreover, for
1 ≤ i ≤ n− 1,
logq(Xi) = i(n− i) +
((
m+n−2
m−1
)
+
(
m+n−1
m
))(
(m− 1)n+ i
)︸ ︷︷ ︸
contributions from ϑ2 according to (4.9)
+
∑i
j=1
(
1 + (m−1)(i−j+1)
n−j+1
)(
m+j−2
m−1
)(
m+n−j−1
m−1
)
︸ ︷︷ ︸
contributions from ϑ1 according to (4.8)
−
(
−m(m− 1)
(
m+n−2
m
)
+
(
1 +
(
m+n−2
m−1
))(
(m− 1)n+ i
))︸ ︷︷ ︸
contributions from the determinant according to (4.3)
s
and
logq(X˜0) = n
((
m+n−2
m−1
)
+
(
m+n−1
m
))︸ ︷︷ ︸
contributions from (4.9)
−
((
m+n−2
m−1
)
+ n
)
s︸ ︷︷ ︸
contributions from (4.4)
,
logq(X˜n) = n
((
m+n−2
m−1
)
+
(
m+n−1
m
))
+
(
2m+n−2
2m−1
)︸ ︷︷ ︸
contributions from (4.9) and (4.8)
−
((
m+n−1
m
)
+ n
)
s︸ ︷︷ ︸
contributions from (4.5)
.
In view of Remark 2.2, this completes the proof of Theorem 1.4.
5. Local functional equations, abscissae of convergence and
meromorphic continuation
In this section we analyse the explicit formulae in Theorem 1.4 to deduce Corollar-
ies 1.5, 1.6 and 1.8.
Proof of Corollary 1.5. The formula we obtained in Section 4 for Z(s) = ZH,p,ϑ(s) is
classical and was treated by Igusa [12]; also see [14, Section 2]. We follow the adapted
approach given by du Sautoy and Lubotzky [6, p. 82]. Let w0 denote the unique element
of maximal length ℓ(w0) =
(
n
2
)
in the Weyl group W ∼= Sym(n). It is well-known that
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ℓ(w)+ℓ(ww0) = |Φ
+| and w0(Φ
−) = Φ+ for all w ∈ W ; see, for instance, [11, Section 1.8].
The latter implies that νi(w) = 1− νi(ww0) for w ∈ W and i ∈ {1, . . . , n− 1}. Hence
Z(s)|q→q−1 =
∑
w∈W q
ℓ(w)(−1)n−1
∏n−1
i=1 X
1−νi(w)
i∏n−1
i=1 (1−Xi)
·
X˜0X˜n
(1− X˜0)(1− X˜n)
= (−1)n−1q|Φ
+|
∑
w∈W q
−ℓ(ww0)
∏n−1
i=1 X
νi(ww0)
i∏n−1
i=1 (1−Xi)
·
X˜0X˜n
(1− X˜0)(1− X˜n)
= (−1)n−1q|Φ
+|X˜0X˜nZ(s).
Noting that |Φ+| =
(
n
2
)
, we obtain a symmetry factor of qa+bs, where the parameters a
and b are given by (1.4). The special case K = Q yields the functional equation for the
local factors ζ∧∆m,n,p(s). 
In preparation for the proof of Corollary 1.6 we derive two lemmata.
Lemma 5.1. Let Ai, Bi, for 0 ≤ i ≤ n, and A˜j , B˜j, for j ∈ {0, n} be as in Theorem 1.4.
Suppose that m ≥ 2. Then
max
{
Ai + 1
Bi
| 1 ≤ i ≤ n− 1
}
< max
{
A˜0 + 1
B˜0
,
A˜n + 1
B˜n
}
.
Proof. We observe that
A˜0 + 1
B˜0
=
A0 + (m− 1)
B0
≥
A0 + 1
B0
and similarly (A˜n + 1)/B˜n ≥ (An + 1)/Bn. Consequently it suffices to show that
max
{
Ai + 1
Bi
| 1 ≤ i ≤ n− 1
}
< max
{
A0 + 1
B0
,
An + 1
Bn
}
.
Observe that for any positive numbers a, b, x, y we have
(5.1)
x
y
≥
a + x
b+ y
≥
a
b
⇐⇒
x
y
≥
a
b
,
and similarly with strict inequalities. Writing xi = (Ai + 1) − (Ai−1 + 1) = Ai − Ai−1
and yi = Bi −Bi−1 for 1 ≤ i ≤ n, we deduce that it suffices to prove that
0 < x1/y1 < . . . < xn/yn.
For then (5.1) implies that (Ai + 1)/Bi, 0 ≤ i ≤ n, forms a convex sequence and takes
its maximum at i = 0 or i = n.
In fact, yi = 1 +
(
m+n−2
m−1
)
is constant and, for 1 ≤ i ≤ n,
xi =
((
m+n−2
m−1
)
+
(
m+n−1
m
)
+ n + 1
)
− 2i
+
(
m+i−2
m−1
)(
m+n−i−1
m−1
)
+
∑i
j=1
m−1
n−j+1
(
m+j−2
m−1
)(
m+n−j−1
m−1
)
.
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Clearly, x1 ≥ n − 1 > 0, and it remains to check that di = xi − xi−1 is positive for
2 ≤ i ≤ n. Indeed, we obtain
di = −2 +
(
m+ n− i
n− i+ 1
−
(i− 1)(m+ n− i)
(m+ i− 2)(n− i+ 1)
)(
m+ i− 2
m− 1
)(
m+ n− i− 1
m− 1
)
= −2 +
(m+ n− i)(m− 1)
(n− i+ 1)(m+ i− 2)
(m+ i− 2)!
(m− 1)!(i− 1)!
(m+ n− i− 1)!
(m− 1)!(n− i)!
= −2 +
(m+ i− 3)(m+ i− 4) · · · i
(m− 2)!
(m+ n− i)(m+ n− i− 1) · · · (n− i+ 2)
(m− 1)!
≥ −2 + i(n− i+ 2)
> 0. 
Lemma 5.2. Let A˜j, B˜j, for j ∈ {0, n} be as in Theorem 1.4, and let C be as in
Corollary 1.6. Suppose that m ≥ 2. Then
A˜0 + 1
B˜0
<
A˜n + 1
B˜n
⇐⇒
A˜0 + 1
B˜0
≤
A˜n + 1
B˜n
⇐⇒ (m,n) 6∈ C.
Proof. Setting
F (m,n) =
(
2m+n−2
2m−1
)(
m+n−2
m
) −
(
m+n−2
m−1
) (n(n−1)
m
+ 2n
)
+ 1(
m+n−2
m−1
)
+ n
,
we observe from (5.1) and the formulae in Theorem 1.4 that
A˜0 + 1
B˜0
≤
A˜n + 1
B˜n
⇐⇒
A˜n − A˜0
B˜n − B˜0
≥
A˜0 + 1
B˜0
⇐⇒ F (m,n) ≥ 0,
and similarly with strict inequalities. A standard calculation shows that
F (m,n) =
fm(n)
(2m−1)!
(m−1)!
(n− 1)n
(∏m−2
i=1 (n + i) + (m− 1)!
) ,
where
fm = mt
(
2m−2∏
i=m−1
(t+ i)
)(
m−2∏
i=1
(t + i) + (m− 1)!
)
− (t− 1)
(
2m−1∏
i=m+1
i
)(
t2(t + 2m− 1)
m−2∏
i=1
(t + i) +m!
)
∈ Z[t].
We need to prove that fm(n) ≥ 0 if and only if (m,n) 6∈ C, and that in these cases even
the strict inequality fm(n) > 0 holds. For 1 ≤ m ≤ 6, we compute fm explicitly and a
routine analysis yields the desired result; see Table 1.
To conclude the proof it suffices to show that, for m ≥ 7, the polynomial fm has
non-negative coefficients. For 7 ≤ m ≤ 29 this can be checked directly. Now suppose
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Table 1. The polynomials fm for 1 ≤ m ≤ 6
m fm comments
2 −3t4 − 2t3 + 21t2 + 2t+ 6 f2(2) = 30, f2(3) = −96,
f ′2(x) < 0 for x ≥ 2
3 −17t5 − 64t4 + 179t3 + 406t2 + 96t+ 120 f3(2) = 1800, f3(3) = −420,
f ′3(x) < 0 for x ≥ 3
4 4t7 − 126t6 − 1166t5 + 642t4 + 11242t3 f4(n) > 0 for n ∈ {2, 3, 39},
+18204t2 + 6480t+ 5040 f4(n) < 0 for n ∈ {4, 5, . . . , 38},
f ′4(x) > 0 for x ≥ 34
5 5t9 + 180t8 − 294t7 − 19536t6 − 35355t5 f5(n) > 0 for n ∈ {2, 3, 4, 10},
+258060t4 + 993244t3 + 1424496t2 f5(n) < 0 for n ∈ {5, 6, 7, 8, 9},
+645120t+ 362880 f ′5(x) > 0 for x ≥ 9
6 6t11 + 330t10 + 7920t9 + 53460t8 − 161442t7 f6(2) > 0,
−1429830t6 + 5025180t5 + 48636840t4 f ′6(x) > 0 for x ≥ 2,
+125765136t3 + 170467200t2 + 90720000t
+39916800
that m ≥ 30. A short calculation reveals that
fm = gm +
(
m−2∏
i=0
(t+ i)
)
hm,
where
gm = m! t
2m−2∏
i=m−1
(t+ i)− (2m− 1)! (t− 1),
hm = m
2m−2∏
i=m−1
(t+ i)− (2m−1)!
m!
(t− 1)t(t + 2m− 1).
Clearly, it is enough to prove that gm and hm have non-negative coefficients. As for gm,
we only have to examine the coefficient of t. It is
(m(m− 1)− (2m− 1)) (2m− 2)! = (m2 − 3m+ 1)(2m− 2)! ≥ 0
for m ≥ 3. For hm, we need to examine the coefficients of t
3 and t2. The coefficient of
t3 is non-negative if and only if
m
∑
a,b,c with
m−1≤a<b<c≤2m−2
∏
m−1≤i≤2m−2
and i 6=a,b,c
i ≥
2m−1∏
i=m+1
i.
Here, the left-hand side is at least
m
(
m
3
) 2m−5∏
i=m−1
i =
m3(m− 1)2(m− 2)
6
2m−5∏
i=m+1
i
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and it suffices to observe that
1
6
m3(m− 1)2(m− 2) ≥ (2m− 1)(2m− 2)(2m− 3)(2m− 4)
for m ≥ 10. Similarly, the coefficient of t2 in hm is non-negative if and only if
m
∑
a,b with
m−1≤a<b≤2m−2
∏
m−1≤i≤2m−2
and i 6=a,b
i ≥ (2m− 2)
2m−1∏
i=m+1
i.
Here, the left-hand side is at least
m
(
m
2
) 2m−4∏
i=m−1
i =
m3(m− 1)2
2
2m−4∏
i=m+1
i
and it suffices to observe that
1
2
m3(m− 1)2 ≥ (2m− 1)(2m− 2)2(2m− 3)
for m ≥ 30. 
Proof of Corollary 1.6. For m = 1 it is easy to check the claim directly; see Remark 1.7.
Now suppose that m ≥ 2. Recall that β(m,n) = max{Ai/Bi | 1 ≤ i ≤ n− 1}, and for
w ∈ W let
I(w) = {i | 1 ≤ i ≤ n− 1 and αi ∈ w(Φ
−)}
denote the left descent set of w. We use the Euler product decomposition ζ∧∆m,n(s) =∏
p ζ
∧
∆m,n,p(s). Combining the formula (1.3) for the local zeta functions, obtained in
Theorem 1.4, with Lemmata 5.1 and 5.2, we see that it suffices to show that the ‘product
of numerators’
P (s) =
∏
p
(
1 +
∑
w∈Wr{1}
p−ℓ(w)
∏
i∈I(w)
pAi−Bis
)
converges absolutely for Re(s) > β(m,n). Note that the strict inequalities in the lem-
mata imply that we get a simple pole at s = α(m,n).
Observe that an infinite product of complex numbers of the form
∏
p(1 +
∑N
j=1 zj,p)
converges absolutely if and only if
∏
p(1 + zj,p) converges absolutely for each j ∈
{1, . . . , N}. Therefore P (s) converges absolutely if and only if
Pw(s) =
∏
p
(
1 + p−ℓ(w)
∏
i∈I(w)
pAi−Bis
)
=
∏
p
(
1 + p−ℓ(w)+
∑
i∈I(w)(Ai−Bis)
)
converges absolutely for each w ∈ W r {1}. Clearly, Pw(s) converges absolutely if and
only if
Re(s) >
1− ℓ(w) +
∑
i∈I(w)Ai∑
i∈I(w)Bi
.
Noting that
(5.2)
1− ℓ(w) +
∑
i∈I(w)Ai∑
i∈I(w)Bi
≤
∑
i∈I(w)Ai∑
i∈I(w)Bi
≤ max
{
Ai
Bi
| i ∈ I(w)
}
,
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we deduce that P (s) converges absolutely for Re(s) > β(m,n). In fact, this method does
not yield anything better, because each value Ai/Bi is indeed attained with equalities
in (5.2) for a suitable simple reflection w. 
Proof of Corollary 1.8. We write A˜n(m,n) and B˜n(m,n) to indicate the dependence of
A˜n and B˜n on the parameters m,n. From Corollary 1.6 we deduce that
lim
m→∞
α(m,n) = lim
m→∞
(
A˜n(m,n) + 1
)
/B˜n(m,n)
= lim
m→∞
n
((
m+n−2
n−1
)
+
(
m+n−1
n−1
))
+
(
2m+n−2
n−1
)
+ 1(
m+n−1
n−1
)
+ n
= lim
m→∞
n
(
m
m+n−1
+ 1
)(
m+n−1
n−1
)
+ 2m+n−2
m+n−1
· 2m+n−3
m+n−2
· · · 2m
m+1
·
(
m+n−1
n−1
)
+ 1(
m+n−1
n−1
)
+ n
= 2n+ 2n−1. 
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