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The one-shot classical capacity of a quantum channel quantifies the amount of classical information
that can be transmitted through a single use of the channel such that the error probability is
below a certain threshold. In this work, we show that this capacity is well approximated by a
relative-entropy-type measure defined via hypothesis testing. Combined with a quantum version of
Stein’s Lemma, our results give a conceptually simple proof of the well-known Holevo-Schumacher-
Westmoreland Theorem for the capacity of memoryless channels. More generally, we obtain tight
capacity formulas for arbitrary (not necessarily memoryless) channels.
PACS numbers: 89.70.-a,89.70.Kn,89.70.Cf
In Information Theory, a channel models a physical
device that takes an input and generates an output. One
may, for instance, think of a communication channel
(such as an optical fiber) that connects a sender (who
provides the input) with a receiver (who obtains an out-
put, which may deviate from the input). Another ex-
ample is a memory device, such as a hard drive, where
the input consists of the data written into the device,
and where the output is the (generally noisy) data that
is retrieved from the device at a later point in time.
A central question studied in Information Theory is
whether, and how, a channel can be used to transmit
data reliably in spite of the channel noise. This is usu-
ally achieved by coding, where an encoder prepares the
channel input by adding redundancy to the data to be
transmitted, and where a decoder reconstructs the data
from the noisy channel output.
Here we focus on the case of classical-quantum chan-
nel coding, where the data to be transmitted reliably are
classical. No assumptions are made about the channel
that is used to achieve this task, i.e., the inputs and out-
puts may be arbitrary quantum states. However, since
the quantum-mechanical structure of the input space is
irrelevant for the encoding of classical data, it can be
represented by a (classical) set X . For any input x ∈ X ,
the channel produces an output, specified by a density
operator ρx on a Hilbert space B. For our purposes, it is
therefore sufficient to characterize a channel by a map-
ping x 7→ ρx from a set X to a set of density operators.
Classical-quantum channel coding has been studied ex-
tensively in a scenario where the channel can be used ar-
bitrarily many times. The channel coding theorem for
stationary memoryless classical-quantum channels, es-
tablished by Holevo [1] and Schumacher and Westmore-
land [2], provides an explicit formula (see (11)) for the
rate at which data can be transmitted under the assump-
tion that each use of the channel is independent of the
previous uses. More general channel coding theorems
that do not rely on this independence assumption have
been developed in later work by Hayashi and Nagaoka [3]
and by Kretschmann and Werner [4]. These results are
asymptotic, i.e., they refer to a limit where the number
of channel uses tends to infinity while the probability of
error is required to approach zero.
Here we consider a scenario where a given quantum
channel is used only once and derive tight bounds on
the number of classical bits that can be transmitted with
a given average error probability ǫ, in the following re-
ferred to as the ǫ-one-shot classical-quantum capacity.
This one-shot approach provides a high level of gener-
ality, as nothing needs to be assumed about the struc-
ture of the channel [20]. (Note that any situation in
which a channel is used repeatedly can be equivalently
described as one single use of a larger channel.) In par-
ticular, our bounds on the channel capacities imply the
aforementioned Holevo-Schumacher-Westmoreland The-
orem for the capacity of memoryless channels, as well
as the generalizations by Hayashi and Nagaoka. On the
other hand, our work generalizes similar one-shot results
for classical channels [5–7]. Despite their generality, the
bounds as well as their proofs are remarkably simple. We
hope that our approach may therefore also be of peda-
gogical value.
Our derivation is based on the idea, already exploited
in previous works (see, e.g., [3, 8–10]), of relating the
problem of channel coding to hypothesis testing. Here,
we use hypothesis testing directly to define a relative-
entropy-type quantity, denoted DǫH(·‖·) (see (1)). Our
main result asserts that the one-shot channel capacity is
well approximated by DǫH(·‖·) (Theorem 1).
We note that one-shot capacity bounds that are
very similar to ours have been implicitly used in
the information-spectrum approach to classical-quantum
channel coding by Hayashi and Nagaoka [3, 11].
The remainder of this Letter is structured as follows.
We briefly describe hypothesis testing and state a few
properties of the quantity DǫH(·‖·). We then state and
prove our main result which provides upper and lower
2bounds on the ǫ-one-shot classical-quantum capacity in
terms of DǫH(·‖·). Finally, we show how the known
asymptotic bounds (for arbitrarily many channel uses)
can be obtained from Theorem 1.
Hypothesis Testing and DǫH(·‖·).—Hypothesis testing
is the task of distinguishing two possible states of a sys-
tem, ρ and σ. A strategy for this task is specified by
a Positive Operator Valued Measure (POVM) with two
elements, Q and I−Q, corresponding to the two possible
values for the guess. The probability that the strategy
produces a correct guess on input ρ is given by tr[Qρ],
and the probability that it produces a wrong guess on in-
put σ is tr[Qσ]. We define the hypothesis testing relative
entropy DǫH(ρ‖σ) as
DǫH(ρ‖σ) , − log2 inf
Q:0≤Q≤I,
tr[Qρ]≥1−ǫ
tr[Qσ]. (1)
Note that DǫH(ρ‖σ) is a semidefinite program and can
therefore be evaluated efficiently.
As its name suggests, DǫH(ρ‖σ) can be understood
as a relative entropy. In particular, for ǫ = 0, it is
equal to Re´nyi’s relative entropy of order 0, D0(ρ‖σ) =
− log2 tr[ρ
0σ], where ρ0 denotes the projector onto the
support of ρ. For ǫ > 0, it corresponds to a “smoothed”
variant of the relative Re´nyi entropy of order 0 used by
Buscemi and Datta [12] for characterizing the quantum
capacity of channels [21]. DǫH(ρ‖σ) has the following
properties, all of which hold for all ρ, σ and ǫ ∈ [0, 1):
1. Positivity:
DǫH(ρ‖σ) ≥ 0,
with equality if ρ = σ and ǫ = 0.
2. Data Processing Inequality (DPI): for any Com-
pletely Positive Map (CPM) E ,
DǫH(ρ‖σ) ≥ D
ǫ
H(E(ρ)‖E(σ)).
3. Let D(·‖·) denote the usual quantum relative en-
tropy, then
DǫH(ρ‖σ) ≤
(
D(ρ‖σ) +Hb(ǫ)
)
/(1− ǫ), (2)
where Hb(·) is the binary entropy function.
Positivity follows immediately from the definition.
To prove the DPI, consider any POVM to distinguish
E(ρ) from E(σ). We can then construct a new POVM
to distinguish ρ from σ by preceding the given POVM
with the CPM E . This new POVM clearly gives the
same error probabilities (in distinguishing ρ and σ) as
the original POVM (in distinguishing E(ρ) and E(σ)).
The DPI then follows because an optimization over all
possible strategies for distinguishing ρ and σ can only
decrease the failure probability.
To prove (2), first see that it holds when D(ρ‖σ) is
replaced byD(Pρ‖Pσ), where Pρ is the distribution of the
outcomes of the optimal POVM performed on ρ, namely,
it is (1−ǫ, ǫ), and similarly for Pσ which is (2
−Dǫ
H
(ρ‖σ), 1−
2−D
ǫ
H
(ρ‖σ)). This can be shown by directly computing
D(Pρ‖Pσ). Then (2) follows because D(·‖·) satisfies the
DPI so D(ρ‖σ) ≥ D(Pρ‖Pσ).
A further connection between DǫH(·‖·) and D(·‖·) is
the Quantum Stein’s Lemma [8, 13], which we restate as
follows.
Lemma 1 (Quantum Stein’s Lemma). For any two
states ρ and σ on a Hilbert space and for any ǫ ∈ (0, 1),
lim
n→∞
1
n
DǫH(ρ
⊗n‖σ⊗n) = D(ρ‖σ).
Statement and Proof of the Main Result.—Before stat-
ing our main result, we introduce some general terminol-
ogy. The encoder is specified by a list of inputs, {xi},
i ∈ {1, . . . ,m}, called a codebook of size m. The decoder
applies a corresponding decoding POVM, which acts on
B and has m elements. A decoding error occurs if the
output of the decoding POVM is not equal to the index
i of the input xi fed into the channel. An (m, ǫ)-code
consists of a codebook of size m and a corresponding
decoding POVM such that, when the message is chosen
uniformly, the average probability of a decoding error is
at most ǫ [22].
The main result of this Letter is the following theorem.
Theorem 1. The ǫ-one-shot classical-quantum capacity
of a channel x 7→ ρx, i.e., the largest number R for which
a (2R, ǫ)-code exists, satisfies
sup
PX
DǫH(π
AB‖πA ⊗ πB) ≥ R
≥ sup
PX
Dǫ
′
H(π
AB‖πA ⊗ πB)− log2
4ǫ
(ǫ − ǫ′)2
(3)
for any ǫ′ ∈ (0, ǫ), where πAB is the joint state of the
input and output for an input chosen according to the
distribution PX , i.e.,
πAB ,
∑
x∈X
PX(x)|x〉〈x|
A ⊗ ρBx ,
for any representation of the inputs x in terms of or-
thonormal vectors |x〉A on a Hilbert space A, and where
πA and πB are the corresponding marginals.
Remark 1. In an earlier version of this Letter (which
appeared in Physical Review Letters), the right-hand side
(RHS) of (3) is given by its special case where ǫ′ = ǫ/2:
sup
PX
D
ǫ/2
H (π
AB‖πA ⊗ πB)− log2
1
ǫ
− 4. (4)
For practical scenarios where ǫ is close to zero, the dif-
ference between (4) and the RHS of (3) is usually small.
3However, allowing an arbitrary ǫ′ we can use (3) to de-
rive the ǫ-capacity of a channel, while fixing ǫ′ = ǫ/2 we
cannot.
The proof of Theorem 1 is divided into two parts, one
for the first inequality (referred to as the converse) and
the other for the second inequality (the achievability).
We start with the converse which asserts that, if a (2R, ǫ)-
code exists, then
R ≤ sup
PX
DǫH(π
AB‖πA ⊗ πB). (5)
Proof of Theorem 1—Converse Part. By definition, it is
sufficient to prove (5) for a uniform distribution on the
x’s used in the codebook, so we can focus on states πAB
of the form
πAB = 2−R
2R∑
i=1
|xi〉〈xi| ⊗ ρxi .
Note that the decoding POVM combined with the in-
verse of the encoding map (which is classical) can be
viewed as a CPM. This CPM maps πAB to the (classical)
state PMM ′ denoting the joint distribution of the trans-
mitted messageM and the decoder’s guessM ′. Similarly,
it maps πA⊗πB to PM ⊗PM ′ . Hence, it follows from the
DPI for DǫH(ρ‖σ) that
DǫH(PMM ′‖PM ⊗ PM ′) ≤ D
ǫ
H(π
AB‖πA ⊗ πB) .
It thus remains to prove
R ≤ DǫH(PMM ′‖PM ⊗ PM ′) . (6)
For this, we consider a (possibly suboptimal) strategy to
distinguish between PMM ′ and PM ⊗ PM ′ . The strategy
guesses PMM ′ if M =M
′, and guesses PM ⊗ PM ′ other-
wise. Using this distinguishing strategy, the probability
of guessing PM ⊗PM ′ on state PMM ′ is exactly the prob-
ability that M 6=M ′ computed from PMM ′ , namely, the
average probability of a decoding error, and is thus not
larger than ǫ by assumption. Furthermore, the probabil-
ity of guessing PMM ′ on state PM ⊗ PM ′ is given by
2R∑
i=1
PM (i) · PM ′(i) = 2
−R
2R∑
i=1
PM ′(i) = 2
−R .
This implies (6).
We proceed with the achievability part of Theorem 1.
We show that, for any ǫ > ǫ′ > 0 and c > 0, there exists
a (2R, ǫ)-code with
R ≥ sup
PX
Dǫ
′
H(π
AB‖πA ⊗ πB)− log2
2 + c+ c−1
ǫ− (1 + c)ǫ′
. (7)
Optimized over c, this bound implies the second inequal-
ity of (3).
The main technique we need for proving (7) is the fol-
lowing lemma by Hayashi and Nagaoka [3, Lemma 2]:
Lemma 2. For any positive real c and any operators
0 ≤ S ≤ I and T ≥ 0, we have
I − (S + T )−1/2S(S + T )−1/2
≤ (1 + c)(I − S) + (2 + c+ c−1)T.
Proof of Theorem 1—Achievability Part. Fix ǫ′ > 0, c >
0, and PX . We are going to show that there exists a
(2R, ǫ)-code such that
ǫ ≤ (1 + c)ǫ′ + (2 + c+ c−1)2R−D
ǫ′
H
(πAB‖πA⊗πB) ,
which immediately implies (7).
LetQ be an operator acting onAB such that 0 ≤ Q ≤ I
and tr
[
QπAB
]
≥ 1− ǫ′. By definition, it suffices to prove
that there exists a codebook and a decoding POVM with
error probability
ǫ ≤ (1 + c)ǫ′ + (2 + c+ c−1)2Rtr
[
Q(πA ⊗ πB)
]
. (8)
We generate a codebook by choosing its codewords xj
at random, each independently according to the distri-
bution PX . Furthermore, we define the corresponding
decoding POVM by its elements,
Ei =


2R∑
j=1
Axj


− 1
2
Axi


2R∑
j=1
Axj


− 1
2
,
where Ax , trA
[(
|x〉〈x|A ⊗ IB
)
Q
]
.
For a specific codebook {xj} and the transmitted code-
word xi, the probability of error is given by
Pr(error|xi, {xj}) = tr[(I − Ei)ρxi ] .
We now use Lemma 2 with S = Axi and T =
∑
j 6=iAxj
to bound this by
Pr(error|xi, {xj}) ≤ (1 + c)
(
1− tr[Axiρxi ]
)
+ (2 + c+ c−1)
∑
j 6=i
tr[Axjρxi ].
Averaging over all codebooks, but keeping the transmit-
ted codeword xi fixed, we find
Pr(error|xi) ≤ (1 + c)
(
1− tr[Axiρxi ]
)
+ (2 + c+ c−1)(2R − 1)tr
[ ∑
x′∈X
PX(x
′)Ax′ρxi
]
.
Averaging now in addition over the transmitted code-
word xi, we obtain the upper bound
Pr(error) ≤ (1 + c)
(
1−
∑
x
PX(x)tr[Axρx]
)
+ (2 + c+ c−1)2Rtr
[∑
x′
PX(x
′)Ax′
∑
x
PX(x)ρx
]
. (9)
4Note that
∑
x
PX(x)tr[Axρx] =
∑
x
PX(x)tr
[
Q|x〉〈x|A ⊗ ρBx
]
= tr
[
QπAB
]
≥ 1− ǫ′
and
tr
[∑
x
PX(x
′)Ax′
∑
x
PX(x)ρx
]
=
∑
x′
PX(x
′)tr
[
Q|x′〉〈x′| ⊗
∑
x
PX(x)ρx
]
= tr
[
Q(πA ⊗ πB)
]
.
Inserting these expressions into (9) we find that the up-
per bound (8) holds for the probability of error averaged
over the class of codebooks we generated. Thus there
must exist at least one codebook whose error probability
ǫ satisfies (8).
Asymptotic Analysis.—Theorem 1 applies to the trans-
mission of a message in a single use of the channel. Ob-
viously, a channel that can be used n times can always
be modeled as one big single-use channel. We can thus
retrieve the known expressions for the (usual) capacity
of channels, i.e., the average number of bits that can be
transmitted per channel use in the limit where the chan-
nel is used arbitrarily often and the error ǫ approaches 0.
Most generally, a channel that can be used an arbitrary
number of times is characterized by a sequence of map-
pings xn 7→ ρ
n, n ∈ {1, 2, . . .}, where xn ∈ Xn represents
an input state over n channel-uses [23], and where ρn is
a density operator on B⊗n. Note that such a channel
need not have any structure such as “causality” as de-
fined in [4]. From Theorem 1 it immediately follows that
the capacity of any channel is given by
C = lim
ǫ↓0
lim
n→∞
1
n
sup
PXn
DǫH(π
An⊗B
⊗n
‖πAn ⊗ πB
⊗n
), (10)
where An denotes the Hilbert space spanned by orthonor-
mal states |xn〉 for all xn ∈ Xn. This expression is equiv-
alent to [3, Theorem 1] [24]. We can also derive simi-
lar results for the optimistic capacity and the ǫ-capacity,
see [14].
Now consider a memoryless channel whose behavior
in each use is independent of the previous uses. The
capacity C of such a channel is given by the well-known
Holevo-Schumacher-Westmoreland Theorem [1, 2]:
C = lim
k→∞
1
k
sup
PXk
D(πAk⊗B
⊗k
‖πAk ⊗ πB
⊗k
) . (11)
Note that D(πAk⊗B
⊗k
‖πAk ⊗ πB
⊗k
) may equivalently be
written as a mutual information I(Ak;B
⊗k). This theo-
rem can be proved easily using (10).
Proof of (11). To show achievability, i.e., that C is lower-
bounded by the RHS of (11), we restrict the supremum
in (10) to product distributions on k-use states, so the
joint state πAn⊗B
⊗n
looks like (πAk⊗B
⊗k
)⊗(n/k) [25]. We
then let n tend to infinity and apply Lemma 1 to obtain
that, for any k,
C ≥
1
k
sup
PXk
D(πAk⊗B
⊗k
‖πAk ⊗ πB
⊗k
). (12)
This concludes the proof of the achievability part.
The converse, i.e., that C is upper-bounded by the
RHS of (11), follows immediately from (10) and (2).
To conclude, it may be interesting to compare The-
orem 1 to other recently derived bounds on the one-
shot capacity of classical-quantum channels [15–17]. The
bounds of [15, 16] are different from ours in that they
are not known to coincide asymptotically for arbitrary
channels. In [17], it has been shown that the one-shot
classical-quantum capacity R of a channel can be ap-
proximated (up to additive terms of the order log2 1/ǫ)
by
R ≈ max
PX
Hǫmin(A)πA −H
ǫ
max(A|B)πAB ,
where Hǫmin and H
ǫ
max denote the smooth min- and
max-entropies, which have recently been shown to be
the relevant quantities for characterizing a number of
information-theoretic tasks (see, e.g., [18] for definitions
and properties). Combined with our result, this suggests
that there is a deeper and more general relation between
hypothesis testing and smooth entropies (and, therefore,
the associated operational quantities). Exploring this
link is left as an open question for future work.
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