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Abstract
In today’s scenario, several application domains involve collection of a large
number of process variables also known as features. The high-dimensional feature
space is commonly used for performing analytical tasks such as regression and clas-
sification. In such a high-dimensional feature space, not all features are relevant
for the defined analytical task (or target) and several of them may be redundant to
each other. Eventually, feature selection is applied to obtain better prediction qual-
ity and smaller set of relevant features. On the other hand, the idea of transforming
the multivariate time series into feature spaces are common for data mining tasks
like classification. This is often denoted as feature extraction. Similar to feature
selection, it is performed by extracting the relevant and non-redundant information
from the time series datasets. Overall, the topic of multivariate correlation analysis
is of paramount importance for both feature selection and extraction tasks.
The main theme of this dissertation focuses on multivariate correlation analy-
sis on different data types and we identify and define various research gaps in the
same. For the defined research gaps we develop novel techniques that address rele-
vance of features to the target and redundancy of features amidst themselves. Our
techniques aim at handling homogeneous data, i.e., only continuous or categorical
features, mixed data, i.e., continuous and categorical features, and time series.
Multiple views of the feature space exhibit different interactions between fea-
tures and the target. Harnessing these interactions for the selection of relevant
subsets may enrich the prediction model with novel information. Nevertheless,
several existing feature selection algorithms focus on obtaining a single projection
of the features and are not able to exploit the multiple local interactions from
different feature subsets. In such datasets, few features by itself can have a small
correlation with the target, but by combining these features with other features,
they can be strongly correlated. Hence, it is necessary to evaluate the relevance of
a feature based on its higher-order interactions in the dataset. By computing pair-
wise correlations, several existing works fail to address higher-order interactions
between more than two features. For feature extraction in time series applications,
the correlation analysis is performed without changing the inherent ordering of the
data. Hence, in addition to dimensionality, it demands extraction and evaluation
of a high number of subsequences for feature extraction. That is, it is necessary to
simultaneously extract relevant and novel multivariate subsequences and transform
them into features. However, traditional feature transformation approaches are of-
ten unsupervised or require additional post-processing techniques. Addressing all
aforementioned problems require novel algorithms that perform large number of
complex statistical computations. This hinders the user understanding of mul-
tivariate correlations. Existing correlation analysis algorithms and tools provide
only feature ranks or scores and the user perceive the algorithms as a black-box
technique. Consequently, the final problem we intend to address is enhancing
the transparency of multivariate correlation analysis. Hence, in addition to the
algorithmic contributions, we aim to enhance the user’s understandability of mul-
tivariate correlations in a dataset by presenting a novel software framework.
First, we present our algorithm called diverse subset selection strategy (DS3)
that identifies diverse and complementary views of the dataset. We extend the
concept of multiple views to our relevance and redundancy (RaR) ranking frame-
work for mixed datasets which exhibit higher-order interactions. By evaluat-
ing the co-occurrence of subsequences in multiple dimensions, our ordinal fea-
ture extraction (ordex) algorithm evaluates higher-order interactions in time se-
ries applications. Finally, we provide a software framework for exploring and
understanding multivariate correlations (FEXUM), to help users understand and
evaluate the multivariate correlations in the data. In addition, this dissertation
includes an extensive experimental and theoretical evaluation of the quality and
scalability of our approaches with respect to the existing works. Apart from the-
oretical time complexity analysis, our evaluation methods are two-fold, i.e., we
evaluate the proposed algorithms on synthetic and real world data. Overall, our
findings show that our proposed contributions enhance the prediction accuracy and
efficiency in comparison to several traditional approaches.
Zusammenfassung
In vielen Anwendungsbereichen werden heutzutage zahlreiche Prozessvariablen,
auch Features genannt, gesammelt. Dieser hochdimensionale Feature-Raum wird
gemeinhin fu¨r analytische Aufgaben wie Klassifikation oder Regression genutzt.
Dabei ist es wichtig, diejenigen Informationen zu extrahieren, die fu¨r die zugrun-
deliegende Aufgabe relevant sind. Sowohl fu¨r Feature-Selektion als auch fu¨r Ex-
traktionsaufgaben ist das Thema der multivariaten Korrelationsanalyse von beson-
derer Wichtigkeit.
Das prima¨re Thema der vorliegenden Arbeit ist die multivariate Korrelations-
analyse von verschiedenen Datentypen. In dieser Arbeit werden die bestehenden
Lu¨cken im Feld der multivariaten Korrelationsanalyse identifiziert, analysiert und
aufgefu¨llt. Dazu wurden mehrere neuartige Techniken entwickelt, um die Korre-
lation der Features zu einem Target (d.h. die Relevanz) und die Korrelation der
Features untereinander (d.h. die Redundanz) zu untersuchen, und zwar fu¨r ver-
schiedene Datentypen wie kontinuierliche und kategorische Daten sowie Zeitreihen.
Bei verschiedenen Blickwinkeln auf den mehrdimensionalen Feature-Raum zeigen
sich unterschiedliche Wechselwirkungen zwischen den Features und dem Target.
Die Ausnutzung dieser Wechselwrikungen verspricht eine Verbesserung der Prog-
nosemodelle anhand dieser neuartigen Informationen. Einige existierende Feature-
Selektionsalgorithmen konzentrieren sich darauf, eine einzige Projektion der Fea-
tures durchzufu¨hren. Sie sind daher nicht in der Lage, die vielen lokalen Wechsel-
wirkungen der verschiedenen Feature-Subsets auszunutzen. In solchen Datensa¨tzen
zeigen einzeln betrachtete Features nur geringe Korrelationen zum Target. Durch
Kombination mit weiteren Features ko¨nnen jedoch starke Korrelationen zum Tar-
get zutage treten. Daher ist es notwendig, die Relevanz eines Features unter
Beru¨cksichtigung seiner Wechselwirkungen ho¨herer Ordnung zu beurteilen. Auch
das Berechnen der paarweisen Korrelation, wie es von einigen Algorithmen prak-
tiziert wird, la¨sst keine Beurteilung der Wechselwirkungen ho¨herer Ordnung zwis-
chen mehr als zwei Features zu. Zusa¨tzlich zur Dimensionalita¨t muss aus einem
Zeitreihen-Datensatz eine große Anzahl von Teilreihen extrahiert und ausgew-
ertet werden. Dazu wird ein effizientes Framework beno¨tigt, das es erlaubt, gle-
ichzeitig relevante und neuartige multivariate Teilreihen zu extrahieren und in Fea-
tures zu transformieren. Traditionelle Ansa¨tze der Feature-Transformation sind oft
unu¨berwacht oder erfordern zusa¨tzliche Nachbearbeitung.
Um alle erwa¨hnten Probleme zu behandeln bedarf es eines neuartigen Frame-
works, das aufwa¨ndige statistische Berechnungen anstellt. Dies erschwert das
Versta¨ndnis der Benutzer fu¨r die komplexen multivariaten Korrelationen. De-
shalb soll als letztes Problem die Transparenz der multivariaten Korrelationsanal-
yse verbessert werden. So wird zusa¨tzlich zur Algorithmenentwicklung auch das
Versta¨ndnis des Benutzers fu¨r die multivariate Korrelationsanalyse durch ein neues
Software-Framework verbessert.
Zuna¨chst wird der Algorithmus ”diverse subset selection strategy (DS3)“ vorgestellt,
der die verschiedenen Blickwinkel auf den mehrdimensionalen Datensatz identi-
fiziert. Dieses Konzept der verschiedenen Blickwinkel wird auf das ”relevance and
redundancy (RaR)“ Ranking-Framework erweitert, das gemischte Datensa¨tze mit
Wechselwirkungen ho¨herer Ordnung untersucht. Der “ordinal feature extraction
(ordex)” Algorithmus untersucht Wechselwirkungen ho¨herer Ordnung in Zeitrei-
henanalysen durch Auswertung der Kookkurrenz von Mustern in mehreren Dimen-
sionen. Zuletzt wird das ”framework for exploring and understanding multivariate
correlations (FEXUM)” vorgestellt, das es Benutzern erlaubt, multivariate Kor-
relationen in den Daten zu verstehen und zu beurteilen. Zusa¨tzlich entha¨lt diese
Dissertation ausfu¨hrliche experimentelle und theoretische Vergleiche hinsichtlich
Qualita¨t und Skalierbarkeit der vorgestellten Ansa¨tze zu bestehenden Arbeiten.
Abgesehen von der theoretischen Komplexita¨tsanalyse werden zwei Evaluations-
methoden angewandt. Dazu werden die vorgestellten Algorithmwen sowohl mit
synthetischen als auch echten Daten bewertet. Insgesamt wird gezeigt, dass die
vorgestellten Methoden die Vorhersagegenauigkeit und –Effizienz gegenu¨ber vielen
traditionellen Methoden verbessern.
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PCA Principal Component Analysis
PSO Particle Swarm Optimization
RaR Relevance and Redundancy
SAX Symbolic aggregate approximation
SBE Sequential Backward Elimination
SFFS Sequential Forward Floating Selection
SFS Sequential Forward Selection
SU Symmetric Uncertainty
SV Shapley value







d Number of features in a feature space
div Divergence function
N Number of instances or samples in a dataset
FN Set of categorical features
FC Set of continuous features
D Dataset comprising of feature space and target, i.e, F ∪ Y
corr(f, Y ) Correlation of a feature to target, also denoted as corr(f)
S Feature subset
Feature extraction notations
X A univariate time series
t Time series index
T A multivariate time series sample
m Dimensionality of a multivariate time series sample
D A time series dataset
n Number of time series samples in a dataset
s An ordinal pattern
S A set of ordinal patterns
















Figure 1.1: The task of training a machine learning model [FPSS96]
1.1 From Data to Knowledge
In the modern era of Internet-of-Things (IoT), data from a plethora of sensors are
readily accessible. With the availability of such vast amounts of data in various
applications such as bio-informatics, automotive, finance, media and medical, the
first question that arises is: How to extract useful knowledge from the data? The
Knowledge Discovery in Databases (KDD) process delineates the different steps for
acquiring valuable knowledge from the data [FPSS96]. As shown in Figure 1.1, this
process involves five major steps. The first step is understanding the domain and
defining the analytical task. Having fixed a tangible goal, the second step involves
data preprocessing, i.e., removal of noisy data and treatment of missing values.
The dimensionality of the preprocessed data is reduced at the transformation step
by selection or extraction of information that are relevant to the analytical task.
This supervised transformation phase of the KDD process is the primary focus of
the dissertation. Finally, the transformed or reduced data is used as an input for
various data mining algorithms, e.g., classification and regression, and the results
are evaluated for obtaining useful knowledge from the data.
As we focus on supervised transformation, our predominant application will be
prediction systems with a target. The KDD process supports in systematic build-
ing of such prediction systems and we provide an example from our application.
In automotive domain, data from hundreds of sensors in the car and driving char-
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acteristics are used to predict the health of an automotive fuel system [SdSFS18].
In this case, the health of the automotive fuel system serves as a target vector that
is to be predicted. Using the data from various sensors as features and the target,
a concrete analytical objective is defined for the prediction system, i.e., step one
of the KDD process. Typically, sensor data contain a lot of incomplete and noisy
information. The data is thus cleaned and structured, i.e., the preprocessing step
of the KDD process. However, not all sensors are influenced by the health-state of
a fuel system. Hence, relevant information like fuel quantity and temperature are
selected from the cleaned data, i.e., the transformation step of the KDD process.
As a supervised learning task, the transformed data and the target vector repre-
senting the health-state of fuel system are fed into the classification or regression
algorithms. The algorithm learns the latent function, between the transformed
data and the target vector, i.e., the data mining step of the KDD process. The
results are evaluated by domain experts to gain insights on the health-state of fuel
system, i.e., evaluation step of the KDD process.
The transformation step is one of the most time consuming in the entire KDD
process chain [FPSS96, ON14]. Selection of relevant information prior to applica-
tion of classification or regression algorithms have several advantages such as:
• Reduced dimensionality [SSM17, SBS+17].
• Increased efficiency and accuracy of prediction systems [MBN02, YL03].
• Enhanced user understandability of prediction systems [DP05].
• Reduced susceptibility to over-fitting [GE03].
• Reduced storage and measurement cost [HS98].
In short, problem of selecting information relevant to the target, i.e., transforma-
tion step, is of great importance for prediction systems. Hence, this work targets on
qualitative and quantitative enhancements in the transformation step. Moreover,
this dissertation will substantiate the need for such enhancements and introduce




Feature selection and extraction are the pivotal components of the transformation
step. The main goal of multivariate feature selection and extraction is to provide
a small and predictive subset of features based on its correlation with the tar-
get. They are proven to be useful in several application domains [HLY08, SBS+17,
RSA+18, SdSFS18] and has therefore been an extensively researched topic in the
data mining community [Qui14, NAM01, GE03, RSˇK03, WSH06, KMB12]. How-
ever, there are multiple open research questions that enhance the selection and
extraction processes. In this section, we motivate these research questions and
introduce our goals using examples from various application domains such as au-
tomotive, medical, marketing, aerospace, economical analysis and bio-informatics.
However, they are not limited to these application domains. Following the sum-
mary of thesis goals, in the next section, we elaborate the challenges that we are
confronted with. Finally, we provide a summary of the contributions we present
in this work.
Multi-view
In large datasets that contain features acquired from multiple sensor sources, dif-
ferent feature combinations, i.e, multiple views, can exhibit different type of cor-
relation with the target [SSM17]. For example, in automotive domain, a wide
range of sensors such as pressure sensor, thermistor and potentiometer are used for
data acquisition. Due to the heterogeneity of the sources, different feature subsets
interact differently with the target. In other words, each feature subset shows a
different type of correlation with the target. For example, the features representing
the air system of an automobile correlates differently to the target when compared
to the features representing the fuel system. Selecting such multiple views of the
dataset can improve the prediction quality in comparison to selection of a single
large feature subset. This necessitates an algorithm to exploit the correlations in
multiple views of the data. Such a framework acknowledges the local interactions
in the high-dimensional feature space to enrich the prediction model and improve
its accuracy. Hence, we aim to systematically generate and evaluate multiple views




In dependency-oriented datasets, i.e., datasets that exhibit multivariate correla-
tions with the target, individual features may show a low magnitude of relevance
to the target. These individual features in combination with other features in the
dataset can be strongly relevant for the target prediction. This means that multiple
features exhibit higher-order interactions among themselves. Performing bivariate
correlation analysis in such cases can lead to distorted knowledge about the fea-
ture’s relevance [SBS+17]. Hence, it is necessary to estimate its relevance based
on the higher-order interactions for better prediction accuracy. Let us assume the
task of identifying features that correlate with the health of a particular component
in an aircraft. In such a system, features representing the individual components
and environmental conditions exhibit higher-order interactions [RSA+18]. Hence,
evaluating the relevance of a feature without analyzing its interactions with the
other features is misleading. We aim to develop an algorithm that scores a feature’s
relevance based on its interaction with several other feature combinations.
Mixed data types
Several datasets from real world applications such as medical, marketing and
economical analysis contain different data types, i.e., continuous and categorical
[HLY08]. For example, let us assume a categorical variable Nationality with three
different categories {Indian,German, French}. During the analysis of multivari-
ate correlations, a subset of features can have a mix of both categorical and con-
tinuous features. In such scenarios, the categories cannot be treated as numerical
values because each state or category denotes a qualitative property. This implies
that their relevance for predicting the target needs to be evaluated differently in
comparison to the continuous feature values. However, evaluation of continuous
and categorical features with different correlation functions can be problematic
because they are not directly comparable to each other [TM07]. Hence, our goal
is to evaluate the relevance of a mixed feature subset based on a single criterion
























(b) A time series representing class 2
Figure 1.2: Time series representing two classes, where the subsequence of
interest is highlighted in black
Multivariate time series
Similar to continuous and categorical features, time series is yet another data type
that is prevalent in several applications [WSH06, WWW07, YK09]. A time series
is a sequence of numerical values indexed by time. That is, the order of a se-
quence should not be altered during correlation analysis. For example, Figure 1.2
shows the ECG signals representing two different classes [CKH+15, YK09]. Each
of them have a subsequence of the time series highlighted in black. These subse-
quences are characteristic or unique for that particular class. Correlation analysis
on time series data involves identifying these subsequences that are relevant to tar-
get and encoding them into features for performing predictions. In a multivariate
time series, subsequences from multiple dimensions interact to be discriminative
for the prediction task. In other words, they exhibit higher-order interactions,
i.e., a single subsequence form a dimension may be less relevant in comparison
to a collection of subsequences from multiple dimensions. For example, in stock
market data, subsequences from multiple time series can be used collectively to
predict bullish or bearish markets [KvD10]. In such applications, it is crucial to
evaluate the co-occurrences of subsequences from different companies for better
predictions [AEG14]. Hence, our goal is to evaluate such higher-order interactions




As discussed above, feature selection evaluates the feature vs. target correlations.
However, two relevant features can also be redundant to each other. For example,
in bio-informatics applications, thousands of features pertaining to genetic infor-
mation are used to classify cancer tissues from normal tissues. Several features in
such high-dimensional feature space render similar information, i.e., they exhibit
correlation amongst themselves [DP05, SBS+17]. These redundant features affect
the efficiency of the prediction model, i.e., larger training time [MBN02, YL03]. In
the KDD process depicted in Figure 1.1, the transformation step precedes the clas-
sification or regression task. Hence, it is ideal to eliminate the redundancy prior
to training a machine learning model. This dissertation will aim to address the
problem of information redundancy for feature selection and extraction to enhance
the generalization ability of the prediction model [PLD05, DP05].
Understanding the correlations
Feature selection involves evaluation of a large number of feature combinations.
The complex statistical tests and large number of evaluations deter the user’s
understanding of feature selection. Hence, the domain experts look at feature
selection as a black-box technique [KRT+17]. Nevertheless, the domain experts
perform the first and most important step of defining the analytical task in the
KDD process (c.f. Figure 1.1) chain. Hence, it is necessary for the experts to
understand the reason for a feature’s relevance to determine whether a correlation is
merely a statistical coincidence or a general dependency that influences the target.
For example, in automotive applications few features can exhibit high correlation
to the target due to the measurement technique applied. That is, they are merely
statistical coincidences that can happen due to the measurement system and is not
founded by the physics of an automotive device. As a step towards enhancement
of feature selection transparency, we aim to visualize all correlations in a dataset,
i.e., feature-target relevance and feature-feature redundancy. Secondly, we aim to
guide the user in understanding these multivariate correlations. In Figure 1.3 we
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Figure 1.3: Focus of the dissertation
1.3 Challenges
In Section 1.2, we discussed our goals such as multiple-views of data, higher-order
interactions, mixed data types, multivariate time series feature extraction, redun-
dancy and user understandable correlation analysis that we will address in this
dissertation. However, in the process of achieving these goals, we are confronted
with several challenges and in this section we briefly discuss them.
Challenge 1: Exponential Search Space
The estimation of multivariate correlations involve analyzing multiple feature sub-
set combinations. For a dataset with 200 features, the number of possible feature
subset combinations escalates to 2200. In real world applications, the dimension-
ality can be much larger and analyzing the relevance of every possible combina-
tion is computationally inefficient. Traditional approaches handle this problem
by designing efficient search organization techniques [DV11, BALD14]. However,
the challenge is not only exploring the exponential search space but also to infer
maximum knowledge of the higher-order interactions while evaluating the subsets.





Considering multiple views (subsets) of the high-dimensional feature space for
the evaluation of correlations may enhance the prediction quality by capturing
the interactions between different dimensions. Traditional selection algorithms
[KJ97, MBN02, YL03, LMD+12] aim to select a single feature subset by evalu-
ating the correlation based on a single statistical property. However, evaluating
multiple statistical properties in a dataset can enhance the prediction quality. Two
major challenges exists in the process of selecting multiple views of a dataset. The
first challenge is to select the views that are relevant for a given task. Secondly,
multiple views that capture the same dependencies will not provide any novel in-
formation for the prediction task. Hence, it is necessary to ensure that the multiple
views are complementary to each other. Overall, it is still an open research ques-
tion on how to exploit the heterogeneity of the feature dependencies in multiple
feature subsets for improving the prediction quality.
Challenge 3: Higher-order interactions
In complex systems, an individual feature exhibiting higher-order interactions in-
fluences the target differently when combined with different feature combinations
[SBS+17, KRT+17]. In such cases, assigning a feature’s importance without eval-
uating its higher-order interactions is misleading. Hence, it is necessary to assess
the role of a feature by analyzing its interactions in multiple subsets. However, to
include the higher-order interactions in high-dimensional datasets, it is not efficient
to perform an exhaustive search [JBB15]. Traditional approaches [PLD05, Hal00]
are based on pairwise correlation analysis and fails to capture interactions between
more than two features. Thus, the challenge is to efficiently obtain a reasonable
estimate of the feature relevance by evaluating its interactions in multiple subsets.
Challenge 4: Redundancy
In addition to estimating a feature’s correlation to the target, it is also neces-
sary to evaluate its non-redundancy with respect to other features in a subset.
This ensures that each feature is not only relevant but also provides new infor-
mation for a classification or regression algorithm. Experimental and empirical
analysis from several feature selection literatures prove that removal of redundant
features enhance the speed and accuracy of classification and regression algorithms
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[Hal00, KJ97, YL03, PLD05, DP05]. As redundancy does not only imply that two
features are identical, the challenge is to quantify the magnitude of novelty that a
feature contributes for the prediction task without actually training a prediction
model.
Challenge 5: Mixed datasets
Modern datasets usually contain a mixture of continuous and categorical data
[SBS+17]. Traditional approaches transform the dataset with mixed data types
into homogeneous data type by discretization of the continuous features [Hal99].
Such transformation techniques avoid the necessity to treat each data type differ-
ently. However, it leads to information loss and the effectiveness of the selected
features is strongly influenced by the discretization method employed [JS02]. The
other na¨ıve preprocessing step is to encode the categories with numerical values.
Such encodings are not meaningful because the categories represent a qualitative
property and assigning random numbers can be misleading, i.e., computing dis-
tances between two differently coded categorical features versus the target can
show different results [HLY08]. Hence, the major challenge is to perform multi-
variate relevance and redundancy estimation of large datasets without the need for
such additional preprocessing (i.e., discretization and encoding) techniques.
Challenge 6: Multivariate time series correlation
The transformation of time series into static features is a prevalent concept in the
literature. However, several existing approaches [NAM01, Mo¨r03, WWW07, FJ14]
do not address the multivariate nature of the time series. That is, by performing
univariate transformations on multiple dimensions they fail to encode the multi-
variate interactions of the time series into the resulting features. As explained in
Section 1.2, in lengthy time series, it is only a subsequence that is informative for
the prediction task. In a multivariate time series, by including the co-occurrences
of subsequences from multiple dimensions, there exists an exponentially growing
number of subsequence combinations to evaluate. However, not all of them are
relevant for the target and non-redundant to the already selected subsequences.
In such a scenario, traditional approaches perform unsupervised feature transfor-
mation [NAM01, WSH06, WWW07, LKL12, Kat16] and may lead to generation
of irrelevant and redundant features. Hence, the challenge lies in identifying the
11
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relevance of time series subsequences by evaluating its multivariate nature and
non-redundancy.
Challenge 7: Efficiency
Both feature selection and extraction involve analysis of an exponentially grow-
ing number of feature subset or subsequence combinations. Upon this, several
application domains incorporate new sensors and collect more data from exist-
ing sensors [LP03]. This directly leads to increasing dimensionality and data-
base size. Regardless of the increasing volume of data, it is necessary to perform
the correlation analysis efficiently. For this reason several feature selection and
extraction algorithms focus on the algorithmic efficiency in addition to quality
[MBN02, Fle04, YL03, BPZL12]. The computational efficiency of the correlation
function and the search organization technique together influence the runtime of
the feature selection algorithms. Hence, the challenge is to compute the feature
dependencies with efficient correlation functions and search space exploration tech-
niques that are scalable.
Challenge 8: Understanding multivariate correlations
To inspect the results of a feature selection algorithm, it is necessary for domain-
experts to understand the algorithm. Conventional selection algorithms [KJ97,
MBN02, YL03, LMD+12, DP05, PLD05] provide only a set of highly correlated
features and do not show a summary of all correlations in a high-dimensional data-
set. Though a few approaches aid in the understanding of bivariate correlations,
difficulty arises when trying to comprehend the dependencies between more than
two features. Overall, the dimensionality and the complex dependencies in the
data impair an expert’s understanding of the correlations. Hence, making multi-
variate correlation analysis as a transparent process is still an unresolved problem.
In high-dimensional datasets, there are both feature-to-target (i.e., relevance) and
feature-to-feature dependencies (i.e., redundancy). For a dataset with hundreds of
features, the major challenge is to visualize both the dependencies and explain the




This dissertation presents four major contributions to address the goals described
in Section 1.2.
Diverse selection of feature subsets: In Chapter 3, we introduce a novel
algorithmic framework to identify multiple diverse views of the high-dimensional
feature space. Section 1.2 explains the necessity and Section 1.3 provides a glimpse
of the challenges involved while capturing such views of datasets with features that
are acquired from different sensor sources (c.f. Challenge 1 and 2). Our framework
tackles these challenges using multiple correlation measures to evaluate different
types of dependencies in the data. Additionally, based on a diversity criterion, we
enhance the diversity of multiple views to ensure complementary information in
each view. Conceptually, the proposed solution falls into the category of hybrid
selection, i.e., a mix of filter and wrapper paradigms.
Relevance and redundancy ranking: In Chapter 4, we propose the first fea-
ture ranking framework to compute a single score that quantifies the feature rel-
evance by considering the higher-order interactions between features and redun-
dancy in mixed datasets. In comparison to the previous contribution, which is
limited to continuous features, we broaden the concept of multiple views to mixed
datasets as well. In addition, to enhance the efficiency in comparison to the pre-
vious contribution, we adhere to the filter-based paradigm for the feature ranking
framework. We accomplish an efficient methodology of feature scoring by consid-
ering the feature’s influence in multiple data views and novelty. Hence, the top
ranked features are characterized by maximum relevance and non-redundancy (c.f.
Challenge 1, 3 to 5 and 7).
Relevant and non-redundant feature extraction for time series: This
dissertation tenders the first feature extraction framework that encodes the multi-
variate nature of ordinality in the time series into static features. As a supervised
approach, our extraction scheme in Chapter 5 concurrently extracts and evaluates
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Figure 1.4: Overview of thesis contributions
the extracted features are not only relevant but also hold novel information. Thus,
we further augment the concept of higher-order interactions and redundancy to
feature extraction in time series applications (c.f. Challenge 6). By performing




Understanding the correlations in the data: In Chapter 6, this dissertation
proposes an interactive software framework for exploring and understanding mul-
tivariate correlations. With this framework we bolster our previous contributions
by aiding the user to understand feature selection. The interactive framework aims
to enhance the transparency of feature selection by presenting the complex corre-
lation analysis calculations in a user-understandable way. To gain novel insights
into the data, we provide a summary of all correlations in the feature space. Ad-
ditionally, using various statistical visualization techniques, we guide the user in
comprehending multivariate correlations (c.f. Challenge 8).
Figure 1.5: Evaluation strategy followed for all algorithmic contributions in
this dissertation
In Figure 1.4, we summarize the major contributions of this dissertation. To
emphasize the qualitative and quantitative improvements, our algorithmic con-
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tributions are evaluated based on theoretical time complexity and practically on
synthetic and real world datasets. Our contributions are substantiated with theo-
retical proofs and foundations whenever necessary. Using synthetically generated
datasets, we analyze the scalability, ranking quality, parameters and robustness of
our approach. As we do not know the ground truth in real world datasets, we eval-
uate the relevance and redundancy based on the classifier accuracy. In addition,
we also tabulate the runtime our algorithms on real world dataset. All practical
evaluation results are compared with a variety of state-of-the-art techniques from
different paradigms. A consolidated overview of the evaluation strategy we follow
in this dissertation is shown in Figure 1.5. To obtain finer details about each of
the aforementioned contributions, it is necessary to revisit the preliminary concepts
and the existing works on correlation analysis. Hence, in Chapter 2, we begin with
the basic concepts that lay the foundation for multivariate correlation analysis.
This also aims to ensure that the contents of the dissertation are self-contained.












Feature Selection Feature Extraction
Reduce dimensionality by
selecting relevant features
Transform data by extracting
relevant information
Correlation Analysis
Figure 2.1: The transformation step of the KDD process
Feature selection and feature extraction are the two crucial components of the
transformation step in the KDD process (c.f. Figure 2.1). Performing data mining
tasks on high-dimensional data hampers the quality and efficiency of the prediction
task due to the curse-of-dimensionality [Pow07, KMB12, Agg15]. As represented in
Figure 2.2, with a growing number of dimensions, the prediction accuracy increases
up to a maximum. Beyond this point, the accuracy of a prediction model declines
due to the curse-of-dimensionality [JGDE08].
Figure 2.2: With increasing dimensionality of data, the prediction accuracy
drops after a threshold number of features[JGDE08]
19
2. FUNDAMENTALS AND LITERATURE OVERVIEW
In other words, using a large number of features does not guarantee the best pre-
diction accuracy. Consequently, feature selection is necessary to eliminate features
that are non-contributing for a defined analytical problem. For better understand-
ing, we explain the curse-of-dimensionality with a simple example [Spr14].
Example 2.1. Let us consider the task of classifying cars from trucks based on a
three-dimensional feature space. Using a linear classifier, in Figure 2.3, we show
that a single feature cannot perfectly classify all the cars from trucks.
Figure 2.3: Visual representation of the two classes, i.e., car and truck, over a
single feature
Hence, we add an additional dimension (feature 2) in Figure 2.4. Addition of
second dimension still does not allow for perfect classification of all samples in the
data. However, by classifying 80% of the data correctly, it performs better than
using a single feature.
Figure 2.4: Classification task with two features, where the red line denotes
the classification boundary
To improve the classification accuracy further, we add a third dimension in Figure
2.5 and show a linear plane that perfectly separates all samples of trucks from cars.
That is, a linear combination of features 1, 2 and 3 is able to classify all training
samples without error. From the first look, it is alluring to conclude that addition
of more features lead to better accuracy. However, this can be deceptive and we
explain the underlying reason by computing the density of the data.
20
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Figure 2.5: Classification task with 3 features, where the red plane denotes
the classification boundary
In the one-dimensional case (c.f. Figure 2.3), ten samples are spread across
an interval of 5 units of feature 1. Therefore, the density of samples per unit
distance is 105 = 2 samples/unit. Analogously, the density of samples for the two
and three-dimensional cases are 1052 = 0.4 samples/unit and
10
53 = 0.08 samples/unit
respectively. From the above example, we show that density of samples reduces
(i.e., data gets sparser) with increasing number of dimensions. Eventually, the task
of identifying a separable plane on the sparse feature space is easier (see Figure
2.6, where the 3-dimensional feature space is projected onto a 2-dimensional feature
space). Hence, the classification algorithm memorizes the training data and this
problem directly leads to overfitting.
Figure 2.6: Projection of the three-dimensional feature space to two
dimensions, where the red line denotes the classification boundary
Testing the over-fitted classification model on unseen real world data yields
a poor prediction quality. This can also occur on using a complex non-linear
classifier on a simple low-dimensional feature space. Hence, in Example 2.1, it is
ideal to use a combination of feature 1 and 2 as it can generalize better for unseen
real world data. A possible solution to resolve this problem is by identifying the
relevance of each feature based on its potential to discriminate the two vehicle
21
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categories, prior to training a prediction model. This process is called feature
selection.





















(b) A relevant feature
Figure 2.7: Correlation of the features to the target [KMB12]
Feature selection is an expedient step to select the relevant features prior to
training supervised machine learning algorithms such as classification and regres-
sion. Given a prediction target (e.g., cars and trucks in Example 2.1), an irrelevant
feature corroborates no correlation with the target (c.f. Figure 2.7a) and distorts
the accuracy of the prediction model [GE03]. On contrary, relevant features exhibit
predictive relationships (correlation) with the target and improve the prediction
quality (c.f. Figure 2.7b). In addition, a subset of relevant features can also be
redundant among themselves and they do not provide any novel information for
the data mining task [DP05, SBS+17]. This means, in addition to relevance, it is
necessary to ensure that the information we provide to the data mining algorithm
is complementary. A subset of novel and relevant features are those which poses
high feature-target correlations and minimum feature-feature correlations [Hal99].
2.1.2 Feature extraction
The second elementary component of the transformation step is feature extraction.
It is the task of extracting parts of relevant information from a time series. The
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unique property of time series data is their adherence to inherent ordering with
respect to time, i.e., the relevance estimation in time series data is to be done
without distorting the order of the data. For example, Figure 1.2 (in Chapter 1)
shows the Electrocardiography (ECG) time series data representing two classes
[CKH+15]. Out of the entire series, only a subsequence (highlighted in black) is
discriminative for distinguishing the two classes. The other parts of the time series
(highlighted in red) exhibit similar behavior and cannot be used to discriminate
the two series. In time series applications, such regions of interest are extracted
and transformed into numerical features [NAM01, Mo¨r03, WWW07, FJ14]. The
advantage of feature extraction is the possibility to provide a compact and infor-
mative set of features for a given prediction task [GE06]. The extraction is often
performed based on a transformation function that evaluates specific properties of
the time series and encodes them into features. For example, frequency and am-
plitude of the time series data are captured using Fast Fourier Transform (FFT)
as a transformation function. That is, unlike feature selection, the feature extrac-
tion applies transformations on the raw data to encode the information from a
region of interest into numerical features. However, similar to feature selection, it
is necessary to evaluate the relevance and novelty of the transformed feature for
the prediction.
From a high-dimensional dataset, feature selection identifies relevant and non-
redundant features for the prediction model. On the other hand, feature extraction
aims to extract relevant and non-redundant subsequences from the data and trans-
form them into features. However, relevance and redundancy estimation in both
feature selection and extraction is performed by evaluating the correlation between
the features and the target. Hence, as depicted in Figure 2.1, both feature selection
and extraction are established upon the concepts of correlation analysis.
2.1.3 Correlation Analysis
Correlation analysis is the task of evaluating the statistical dependency between a
dependent and independent variables. A dependent variable is also denoted as a
target and the task of correlation analysis aims to evaluate the influence of different
independent features on a dependent feature. On the other hand, an independent
variable is called a feature. Based on the number of features involved in the
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analysis, it can be classified into bivariate or multivariate correlation analysis.
Bivariate correlation analysis is limited to evaluation of relationship between a
feature and the target. On contrary, the benefit of multivariate analysis is the
possibility to analyze the influence of interactions between multiple features on a
target. The choice of analysis can be made based on the type of data [Agg15]:
• Non-dependency-oriented data: Being the simplest form of data, the fea-
tures in the non-dependency-oriented data do not exhibit any dependencies
among themselves. Thus, it requires analysis of a single feature’s correlation
to the target prediction or bivariate correlation analysis.
• Dependency-oriented data: In this case, multiple features in the dataset
may have certain dependencies or interactions among themselves. Thus, it
requires inclusion of these interactions for the target prediction, i.e., multi-
variate correlation analysis.
Feature selection on high-dimensional dependency-oriented datasets involves
evaluation of complex interactions between multiple features. That is, for dependency-
oriented datasets, there can be several features that change simultaneously to in-
fluence the target prediction. Including these interactions between the features
for correlation analysis provide novel insights from the data. Such datasets are
common in various application domains such as automotive [SBS+17], aerospace
[RSA+18] and bio-informatics [DP05]. Hence, it is essential to estimate the cor-
relation between a set of features and the target. This motivates the importance
of using multivariate correlation analysis for the selection process. In this work
we focus on the task of multivariate correlation analysis for feature selection and
extraction.
Existence of correlation between two variables implies that the change in one
variable influences the other as well (c.f. Figure 2.7b). Based on the nature of
change, correlations can be classified as linear and non-linear. The correlation be-
tween the feature and target in Figure 2.7b is an example of non-linear correlation.
Real world applications are predominantly non-linear, hence we focus on non-linear




Feature selection: Feature selection and extraction demands correlation or
dependency analysis between the features and a target. The term feature is
used interchangeably with attribute, dimension and variable in various literatures
[NAM01, GE03, RSˇK03, WSH06, KMB12, Qui14]. As discussed in Section 1.2,
a dataset can have features with different data types. Hence, we begin with the
formal definition of a feature and different data types in Definition 2.1.
Definition. 2.1: Feature
• A continuous feature f = (x1, · · · , xN) | xi ∈ R of N samples is a
vector of real numbers with an infinite number of possible values.
• A categorical feature of N samples is a vector with a fixed number
of possible categories C = {C1, ..., Cmax}. Each value in a categori-
cal feature f = (x1, · · · , xN) | xi ∈ C denotes a category based on a
qualitative property.
Dataset D
Instance # Feature space F Target
N f1 f2 f3 f4 Y
1 1.2 100 10 True 1
2 2.5 150 20 False 1
3 3.4 275 30 False 1
4 6.99 50 55 True 2
5 2 110 22.5 False 2
6 1.6 25 66 False 2
Table 2.1: Representation of a dataset with mixed data types, where,
FC = {f1, · · · , f3} are continuous features and FN = {f4} is a categorical
feature
Given a d-dimensional feature space F = {f1, · · · , fd} of N samples, a dataset
is a collection of the feature space and a target Y , i.e., D = {F , Y }. A feature
space with mixed data types is defined by a set FC ⊆ F of continuous and set
FN ⊆ F of categorical features, i.e., F = FC ∪ FN . Table 2.1 shows an example
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of a dataset with mixed data types, i.e., continuous and categorical, and a discrete
target, i.e., classification task. For a regression task, the target Y will be a column
of continuous values.
As discussed in Chapter 1, the goal of feature selection is to eliminate features
that are irrelevant for the target prediction by evaluating the magnitude of correla-
tion between the features and the target. Quantifying the correlation is performed
using a cost function that evaluates the feature-target dependency. We formally
define the task of feature selection in Definition 2.2.
Definition. 2.2: Feature Selection Task
Given a dataset D such that it contains a feature frel ∈ D relevant to
the target Y and an irrelevant feature firr ∈ D. Based on the number of
features that a cost function can handle, it can be classified into bivariate
and multivariate.
• A bivariate correlation measure corr : (f ∈ F ) 7→ R computes the
relevance of f such that, corr(frel)  corr(firr).
• A multivariate correlation measure corr : (S ⊆ F ) 7→ R computes the
relevance of a set of multiple features by including the higher-order
interactions between them.
The task of feature selection aims to select a set of features that are relevant
to the target such that corr(S | frel ∈ S) corr(S \ frel).
Feature extraction: For a time series dataset, we aim to perform extraction of
subsequences that are discriminative for the target prediction. In Definition 2.3,
we formally define a univariate time series.
Definition. 2.3: Time Series
A time series X of length l is a collection of real numbers that are indexed
based on time t = {1, · · · , l}, i.e., X = (x1, · · · , xl) | xi ∈ R.
As we aim to perform supervised correlation analysis on the time series data
to identify relevant subsequences, each univariate time series X is provided with
a target instance. For example, the univariate time series dataset in Figure 2.8a
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(a) A univariate time series dataset of 3 time series samples
(b) A multivariate time series dataset of 3 time series samples and 3
dimensions
Figure 2.8: Time series dataset for a supervised feature extraction based on a
discrete target Y
is a collection of three time series samples of length (l) 500 from healthy (Y = 1)
and defective (Y = 2) sensors. That is, an entire series of length l is assigned a
target value. Likewise, a multivariate time series sample is a collection of multiple
univariate time series and each of them represents a dimension. This collection of
univariate samples is assigned a target value. For example, Figure 2.8b shows a
three-dimensional time series dataset with three samples and two classes.
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Definition. 2.4: Feature Extraction Task
For a given time series X = (x1, · · · , xl) | xi ∈ R indexed by t = {1, · · · , l},
the task of feature extraction aims to extract one or more relevant subse-
quence Xrel = (xa, · · · , xb) | a 6= b, a < l and b > 1 for the prediction
of target Y . The subsequence is mapped to numeric features based on a
defined property, i.e., T : Xrel 7→ R.
Feature extraction aims to map the dynamic properties of the time series data-
set into features based on a transformation function T (c.f. Definition 2.4). The
transformation function defines the property of the series to encode in the feature.
For example, skew : X 7→ R transforms the time series X into a static feature that
characterizes the degree of asymmetry of values around the mean value [NAM01].
2.2 Overview of feature selection literature
A feature selection algorithm should address the following points [Hal99]:
• Search organization: An exhaustive search in the high-dimensional feature
space leads to high computation time. Hence, search strategies or heuristics
that systematically traverse through the search space are applied. A search
organization technique requires definition of a right starting point and a
stopping criterion.
• Starting point: A feature selection algorithm should have a defined
starting point in the search space to begin exploration and evaluation.
• Stopping criterion: The feature selection algorithm can be provided
with a termination condition after which the search is stopped. For
example, the user has an option to preset the maximum number of
features to select and the algorithm stops further execution once this
threshold is reached.
• Evaluation strategy: In order to judge if a feature is of any relevance for
the target prediction, the algorithm needs a well defined quality evaluation
criterion, i.e., the cost function corr(f) in Definition 2.2.
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Figure 2.9: Different search organization approaches for feature selection
[JBB15]
2.2.1 Search organization
To identify multivariate correlations in a d-dimensional feature space, there are 2d
feature subset combinations to evaluate. A search organization technique facili-
tates generation of the subset combinations to explore the search space. The gen-
erated subset combinations are evaluated for relevance based on the cost function,
i.e., corr in Definition 2.2. The search organization is classified into exponential,
iterative and random search (c.f. Figure 2.9).
Exponential
The exponential search technique such as exhaustive search generates all possible
subset combinations for evaluation. In Figure 2.10, we show the search space for a
dataset of four features and the 15 (excluding the null set) different feature combi-
nations. For high-dimensional datasets (e.g., 100 features), exhaustive evaluation
of all feature combinations (i.e., 2100 − 1) is highly time consuming and not pre-
ferred. However, exhaustive search can achieve high accuracy in comparison to the
other strategies and is preferable for dataset with low dimensionality (e.g., d ≤ 20
features).
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𝑓1, 𝑓2 , 𝑓3, 𝑓4
𝑓1 𝑓2 𝑓3 𝑓4
∅
𝑓1, 𝑓2 𝑓1, 𝑓3 𝑓1, 𝑓4 𝑓2, 𝑓3 𝑓2, 𝑓4 𝑓3, 𝑓4
𝑓1, 𝑓2, 𝑓3 𝑓1, 𝑓2, 𝑓4 𝑓1, 𝑓3, 𝑓4 𝑓2, 𝑓3, 𝑓4
Figure 2.10: Search space for a given feature space F = {f1, f2, f3, f4}
Iterative
Sequential Forward Selection (SFS), Sequential Backward Elimination (SBE) and
Sequential Forward Floating Selection (SFFS) are the prevalent iterative search
strategies [TPKC10]. Both SFS and SBE recursively add or eliminate features in
each iteration respectively. As shown in Figure 2.11, the fundamental difference
between them is the start condition. That is, SFS begins with an empty set and
features that fulfill a criterion function (e.g., corr(f) ≥ threshold) are recursively
added to it. On contrary, in SBE, non-contributing features are recursively elimi-
nated starting from the full-dimensional feature space until a termination condition
is fulfilled. The drawback of SFS is its inability to evaluate a feature’s higher-order
interactions. On the other hand, SBE is unable to add features that were removed
in the past iteration. SFFS was introduced to allow bidirectional search, i.e., ad-
dition and elimination of features. Though iterative approaches are comparatively
efficient than exhaustive search, it is still not the most efficient technique to use for
datasets with hundreds of features because it involves estimation of the criterion
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(a) Forward selection (b) Backward elimination
Figure 2.11: Iterative search organization techniques
function several times, e.g., on a d-dimensional dataset, SFS evaluates the criterion
function d(d+ 1)2 − 1 times.
Random Search
Random search, as the name suggests, involves randomness or probability in its
search organization. They are preferred in several applications because they do not
require any prior user inputs such as gradient information of the criterion func-
tion [JBB15]. For example, evolutionary algorithms such as Genetic Algorithms
(GA) [BALD14] and Particle swarm Optimization (PSO) [SISB11] start from a
randomly drawn subset combination, i.e., the start condition is decided randomly.
In further iterations, new subset combinations are systematically generated under
certain degree of randomness involved. The generated subset is evaluated using
the criterion function in each iteration. Unlike the iterative search, by including
randomness, the random search procedure avoids local optima [JBB15]. Although
random search does not guarantee the most optimal solution, the approach allows a
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Method Advantage Disadvantage Complexity
Exhaustive search Best accuracy High run times O(2d)




Random search Trade-off between runtimeand accuracy
Does not guarantee
the best accuracy O(d · logd)
Table 2.2: Comparison of search organization techniques [JBB15, DSL15]
Figure 2.12: Feature selection paradigms
user to decide the trade-off between runtime and accuracy. Finally, we summarize
the pros and cons of the various search organization techniques in Table 2.2.
2.2.2 Feature Selection Paradigms
Based on the evaluation strategy used, feature selection is classified in to different
paradigms: wrapper, filter, hybrid, embedded and un-supervised [Qui14, GE03,
RSˇK03, KMB12] (c.f. Figure 2.12). Feature selection algorithms can return feature
weights, rankings or subsets as output. It is the discretion of a user to choose
the output type based on the desired application. Below, we briefly discuss the
principles of each paradigm.
Wrapper paradigm
Wrapper-based approaches quantify the relevance of a feature by estimating the
prediction error. That is, the cost function (c.f. Definition 2.2) used for the
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task of feature selection is a classification or regression algorithm (e.g., K-Nearest
Neighbors [KGG85]) itself. Although this approach often outperforms filter-based
approaches w.r.t. the quality of predictions, the wrapper-based approaches are
computationally inefficient [MBN02, SBS+17, SSM17]. In addition, the wrapper
methods are prone to overfitting and have poor generalization capability [CS14],
i.e., lower prediction accuracy when the set of selected features is tested with
a different classification or regression algorithm. As discussed in Section 2.2.1,
applying SFS on a d-dimensional dataset requires at most d(d+ 1)2 − 1 models to
be trained. Therefore, wrappers are unrealistic for high-dimensional datasets.
Filter paradigm
Filter-based approaches quantify the relevance of a feature for the target prediction
by evaluating certain statistical properties. That is, the cost function evaluates
the correlation between a feature and the target to score its relevance. Some of
the renowned filter-based correlation functions are Pearson’s R [HK11], Mutual
Information (MI) [CT12] and Distance Correlation (dCor) [SRB07]. The filter-
based paradigms are known to be computationally efficient as they are independent
of a classification or regression learning algorithm. Hence, they achieve better
generalization in comparison to wrapper approaches [CS14, MBN02]. The existing
surveys [MBN02, CS14, JBB15, UMC+18] on the topic of feature selection do not
provide a consolidated summary of time complexities for the filter-based feature
selection techniques. Hence, in Table 2.3 we tabulate the time complexities and
various other properties of the state-of-the-art correlation measures and discuss
them briefly below.
Pearson’s R is a measure of linear relationship between a feature and the target.
A strong negative or positive correlation between the two is denoted by a Pearson’s
R of -1 or 1 respectively. Similarly, Pearson’s R of zero denotes no correlation.
The advantage of the measure is its computational efficiency (O(N)) and the
drawback is its inability to handle non-linear dependencies and its sensitivity to
outliers [XHHZ10, HK11]. The Pearson’s R between a feature f = (x1, · · · , xN)
(c.f Definition 2.1) and a continuous target Y = (y1, · · · , yN) | yi ∈ R is computed
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as,
R(f, Y ) =
∑N
i=1(xi − f¯)(yi − Y¯ )√∑N
i=1(xi − f¯)2
√∑N
i=1(yi − Y¯ )2
, (2.1)
where f¯ = 1
N
∑N
i=1 xi and Y¯ = 1N
∑N
i=1 yi.
Spearmans’s ρ is a non-parametric measure of monotonicity between two fea-
tures. Principally, it is Pearson’s R on the ranked values of the feature. Hence, it
inherits most of the advantages and drawbacks we mentioned for Pearson’sR. How-
ever, the time complexity of ρ is considerably different from R as it requires sorting
of the feature values, i.e., the time complexity of Spearman’s ρ is O(N · log(N))
[XHHZ10].
Distance correlation (dCor) is a measure of correlation between two variables
based on the distance between them. In contrast to Pearson’ R, the distance corre-
lation (dCor) is capable of identifying non-linear dependencies. Mathematically, it
is represented using the distance covariance dCov and the variances dV ar [SRB07].
dCor(f, Y ) = dCov(f, Y )√
dV ar(f) dV ar(Y )
(2.2)
Estimating the distance correlation by applying Equation 2.2 involves a time com-
plexity of O(N2) [HS16].
Mutual Information (MI) is a non-linear and bivariate correlation measure
that is founded on the principles of information theory. Mutual information, which
is also known as Information Gain (IG), denotes the magnitude of information
shared between the dependent and the independent features. It is computed using
the Shannon entropy (H) [CT12], i.e.,
MI(f, Y ) = H(f)−H(f | Y ). (2.3)
Theoretically, MI quantifies the reduction in uncertainty of feature f , given the in-
formation about Y or vice-versa (i.e., MI is a symmetric measure). While Equation
2.3 estimates mutual information based on the definitions of entropy, MI(f, Y ) can
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also be estimated based on the probabilistic density functions [Kel15, DP05].
MI(f, Y ) =
∫ ∫
p(f, Y ) log p(f, Y )
p(f)p(Y )dfdY, (2.4)
where, p(f, Y ) is the joint probability density function and p(f) and p(Y ) are
marginal densities. The computational complexity for estimating mutual informa-
tion relies on the methodology used. By computing the conditional probability in
Equation 2.3 using Bayesian rule, the MI estimations require a time complexity of
O(N2 ·d) [KC02]. A wide range of correlation measures based on the theory of MI
was introduced and we explain a few of them below.
Maximal Information Criterion (MIC) is a bivariate correlation function to
analyze non-linear dependencies. MIC is a normalized version of MI that ranges
between an interval of [0,1], where zero denotes statistical independence and one
denotes dependence. It relies on the rudimentary estimation of MI on multiple
grids of the feature [RRF+11]. The maximal MI of all the grids is estimated as the
MIC value. There is no explicit definition of the computational complexity of MIC,
however, it is estimated to be a polynomial of N and number of unique values m
in the variable [ZZX13]. Multivariate Maximal Correlation Analysis (MAC) is a
multivariate extension of MIC with an improvement in its binning strategy. The
time complexity for estimation of a MAC score is O(d2 ·N1.5) [NMV+14].
Maximum relevance minimum redundancy (mRmR) also applies the prin-
ciple of MI to compute the relevance and redundancy of features. For a given sub-
set of features, mRmR is based on the pairwise feature-target and feature-feature
mutual information estimations. To find a subset of relevant features S from a d-
dimensional feature space, the computational complexity for the incremental search
method used in mRmR is O(|S|·d) [DP05, PLD05]. This idea of pairwise inde-
pendence estimation was also experimented using a non-symmetric measure called
monotone dependence (Md) [SP10, CM14] with O(N · log(N)) time complexity
and Joint Mutual Information (JMI) [BPZL12] as the criterion function. JMI for
a feature fi ∈ S | S ⊆ F and k = |S|,
JMI(fi, Y ) =
∑
fj∈S
MI(fifj, Y ), (2.5)
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is the information between the target and the joint random variables fifj. Hence,
its computation involves O(k) and O(k2) evaluations of MI and conditional MI’s
respectively [YM00].
Fast Correlation-Based Filter (FCBF) is based on the principles of mutual
information. It uses Symmetric Uncertainty (SU) to compute the feature relevance
and redundancy based on a threshold parameter [YL03].






The algorithmic framework of FCBF using SU (c.f. Equation 2.6) has an overall
time complexity of O(N · d · log(d)). A similar approach based on Conditional
Mutual Information Maximization (CMIM) criterion was also proposed for clas-
sification tasks with binary features [Fle04]. For a Nc class problem, the time
complexity of CMIM is O(N3c ).
Correlation-based feature selector (CFS) is a multivariate correlation mea-
sure to quantify the magnitude of non-linear dependency between a feature subset
and the target. Similar to mRmR and FCBF, CFS also scores the redundancy of
features in a subset. For a given k-dimensional feature subset S,
CFS(S, Y ) = k rtf√
k + k(k − 1) rff
, (2.7)
where rtf is the mean feature-target correlation and rff is the average feature-
feature correlations. CFS uses Symmetrical Uncertainty (SU) as a measure of cor-
relation and it is applicable for categorical features only [SM11]. Its computation
complexity is O(N · k2−k2 ) [Hal99].
High Contrast Subspaces (HiCS) with significant divergence between the
conditional and marginal distribution along the dimensions are used for the task of
outlier detection [KMB12]. The magnitude of divergence between the distributions
is called contrast. The contrast score is also employed as a correlation measure for
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(a) A feature f1 correlated to the target
has large difference between the























(b) A feature f2 not correlated to the target
has low difference between the conditional
and marginal distributions
Figure 2.13: Contrast as a measure of statistical dependence
relationship analysis on subspaces with continuous features [Kel15].
contrast(f, Y ) = divergence (p(Y | f) || p(Y )) (2.8)
As shown in Figure 2.13, a relevant feature f1 exhibits a high divergence between
marginal and conditional distributions, i.e., high contrast. On contrary, an irrele-
vant feature f2 exhibits a low divergence between the two distributions. Estimation
of the contrast score between a feature subset S ⊆ F and the target Y is performed
with a computational complexity of O(|S|·N). The principle of quantifying the de-
pendency between the dimensions of a subspace for outlier detection was enhanced
by evaluating the cumulative distributions in the work of Cumulative Mutual In-
formation (CMI) [NMV+13].
ReliefF is a multivariate feature relevance scoring scheme based on the near-
est neighbors [Kon94]. Using a sample of instances from the data, its nearest
neighbors in the same and opposite class are identified based on a distance func-
tion. The rationale is that a useful attribute should differentiate between instances
from different classes and have the same value for instances from the same class
[CM14]. The time complexity for the computation of ReliefF rankings are O(N2 ·d)
[UMC+18].
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Filter-based approaches Multivariate Selection type Relevance/Redundancy Time Complexity
Pearson’s 7 Feature ranking 3/7 O(N)
Spearmans-ρ 7 Feature ranking 3/7 O(N · log(N))
dCor 7 Feature ranking 3/7 O(N2)
Mutual Information 7 Feature ranking 3/7 O(N2 · d)
MIC 7 Feature ranking 3/7 O(polynomial(N,m))
MAC 3 Subset ranking 3/7 O(d2 ·N1.5)
mRmR 3 Feature ranking 3/3 O(|S|·d)
Md 3 Feature ranking 3/3 O(N · log(N))
JMI 3 Feature ranking 3/3 O(k2)
FCBF 3 Subset selector 3/3 O(N · d · log(d)))
CMIM 3 Feature ranking 3/3 O(N3c )
CFS 3 Subset selector 3/3 O(N · k2−k2 )
HiCS 3 Subset ranking 3/7 O(|S|·N)
ReliefF 3 Feature ranking 3/7 O(N2 · d)
[FKZ15] 3 Subset ranking 3/3 O(MI ·H ·mRW )
[OTN99] 3 Subset selector 3/3 O(L ·Nc)
[SAVdP08] 3 Feature ranking 3/7 Based on the correlation measure used
[SM11] 3 Feature ranking 3/3 Based on the correlation measure used
Table 2.3: Summary of filter-based approaches, where the last four literatures
are ensemble methods
Ensemble methods are also one of the prevalent ideas in the topic of cor-
relation analysis and are proven to enhance the robustness of feature selection
[SAVdP08, FKZ15]. The work of [SAVdP08] introduced the idea of applying boot-
strap aggregation to generate bags of data. For each bag, the feature-target corre-
lations are estimated and are finally combined by weighted voting. An extension
of this work, using the idea of pairwise correlations from mRmR and CFS was
introduced to improve the efficiency and handle feature redundancy [SM11]. Sim-
ilarly, the work of [FKZ15] aggregates the results of mutual information, entropy
and modified relief weight (mRW) by weighted geometric mean. The time com-
plexity of the aforementioned approaches is dependent on the choice of correlation
measures used. By selecting multiple feature subsets, another ensemble feature
selection approach for classification task was proposed in the work of [OTN99].
An ensemble average of the prediction models trained for each class in the tar-
get Y is used as final predictions. In addition, they promote the reduction of
correlation between classifiers to achieve diversity amongst them. As it involves
training a meta-learning algorithm of time complexity O(L) for Nc classes, the
total complexity is represented as O(L ·Nc).
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Hybrid paradigm
Hybrid feature selection approaches were introduced to surpass the computational
inefficiency of the wrapper paradigm and exploit the generalization capability of
filter paradigm. First, a preliminary filtering of the noisy features is performed
using a correlation function. Then a wrapper-based approach is performed on the
reduced search space to improve the computational efficiency. Several hybrid ap-
proaches such as Doquire [DV11], Mixed Feature Selection (MFS) [TM07], [FH19]
and [HHL11] aim to address the problem of inefficiency (in wrappers) by building
fewer classifier models.
Doquire’s approach is a hybrid feature selection technique for mixed datasets
[DV11]. The fundamental idea involves ranking of continuous and categorical fea-
tures based on their relevance to the target. This ranking is performed using MI
(c.f. Equation 2.4) and mRmR [DP05] respectively. The ranked features are com-
bined based on the classifier accuracy. In comparison to SFS (c.f. Figure 2.11a),
the Doquire approach is more efficient by training the prediction model only d− 1
times.
Mixed Feature Selection (MFS) uses Mahalanobis distance and symmetric
uncertainty (c.f. Equation 2.6) for evaluating the relevance of continuous and cat-
egorical features respectively. For subsets with mixed feature types, it introduces
the idea of error probability∗ estimation by decomposing the continuous features
along different categories of the categorical features [TM07].
Other approaches such as, [HHL11] perform initial screening of the feature
using F-score and MI. Likewise, [Lee09] applies F-score and Supported-Sequential
Forward Search. These pre-screened features are then fine-tuned by evaluating
their prediction accuracy.
Embedded paradigm
Under embedded paradigm, feature selection is performed as a part of the pre-
diction algorithm. Embedded methods are similar to wrappers, but are computa-
∗K-Nearest Neighbors was employed to estimate the posterior probability
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Method Advantage Disadvantage
Wrapper High accuracy Lacks generalization
Filter Efficient Less accurate w.r.t. wrapper
Hybrid Low run time† Builds multiple prediction models
Embedded‡ Less prone to overfitting Accuracy influenced by split criterion
Unsupervised Efficient Strong assumptions
Table 2.4: Summary of various feature selection paradigms
tionally less expensive and are less prone to overfitting. Decision tree learner is a
renowned example of the embedded paradigm [Qui14]. Embedded approaches such
as decision trees perform the selection inherently as a part of the prediction. For a
given set of features, a flowchart of decisions and their consequences are analyzed.
A consequence is considered as favorable or not, based on a split criterion. Hence,
the correlation analysis is performed by this split criterion internally, e.g., by eval-
uation of Gini indices and MI. Several ensemble based extensions of decision trees
include Random forest, Adaboost and Bagging [FSA99, Bre01].
Un-supervised paradigm
Un-supervised methods perform the selection of features without evaluating their
relevance to the target. For example, Principal Component Analysis (PCA) selects
features only based on the variance explained and does not require a target vector
[Shl14], i.e., in Definition 2.2, corr : f 7→ R. Such a strong assumption is one
major drawback of unsupervised approaches. Auto-encoders are yet another un-
supervised approach for feature selection. For example, if the original feature
space can be reconstructed from the latent dimension after discarding a feature,
this feature is deemed to be redundant [HWZ+18]. This thesis intends to address
the research gaps in supervised correlation analysis. Hence, we do not discuss the
unsupervised approaches more in detail. Finally, we summarize the pros and cons
of various feature selection paradigms in Table 2.4.
†In comparison to wrappers
‡Pros and cons discussed w.r.t. decision trees
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Figure 2.14: Time series approaches
2.3 Overview of feature extraction literature
The task of correlation analysis in time series data is very similar to the task of
feature selection (c.f. Definition 2.2). The additional concern is to ensure that the
indices of the data values are preserved during the analysis. However, in several
time series applications, only a specific subsequence or a time window is relevant for
the classification or regression task [YK09, WJW+15] (c.f. Figure 1.2 in Chapter
1). In such datasets, it is necessary to analyze and extract the relevant events
for a given analytical task (e.g., classification). As shown in Figure 2.14, time
series correlation analysis is performed in two different ways, i.e., feature-based
and sequence-based. Feature-based approaches transform the dynamic properties
of the time series into static features (c.f. Figure 2.15a) and the correlations are
evaluated on this transformed feature space. Sequence-based approaches perform
predictions by evaluating the distances between the time series (c.f. Figure 2.15b).
That is, they do not require transformation of the time series into numeric features.
2.3.1 Time series learning paradigms
Feature-based paradigm
In automotive applications, the time series data is transmitted from the vehicle to
a remote location [SdSFS18]. In such cases, the transmission costs are large for
lengthy and high-dimensional time series signals. Feature-based approaches handle
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(a) Feature-based (b) Sequence-based
Figure 2.15: Feature extraction paradigms
this problem by transforming the lengthy time series into compact feature sets.
The feature-based transformation paradigm is further classified into un-supervised
and supervised approaches. In an un-supervised approach, the relevance of the
transformed feature is not evaluated. The example of skew based transformation
in the previous section (c.f. Section 2.1.4) is an un-supervised approach where the
relevance of the transformed feature to the target is not evaluated.
A wide range of unsupervised feature extraction methods exist. The work
of Nanopoulos [NAM01] extracts mean, standard deviation, kurtosis and skew of
the original and a transformed series with reduced sampling rate. A frequency
based approach was introduced in the work of Wang [WSH06, WWW07]. Sym-
bolic aggregate approximation (SAX) based feature extraction transforms the time
series into symbolic representations or words. By using a bag-of-words, the struc-
tural changes in a time series are encoded into features [LKL12]. Using Dynamic
Time Warping (DTW) distance as a transformation function for feature extrac-
tion is proven to achieve high accuracy on univariate time series classification tasks
[Kat16]. As a supervised approach, the work of Highly Comparative Time series
Analysis (HCTSA) performs feature selection after feature extraction [FJ14].
This work will present the concept of using ordinality as a property of time series
that can be mapped into static features, i.e., ordinality : X 7→ R (c.f. Chapter
5). Ordinality is a property that evaluates the qualitative changes in univariate
time series by identifying the relation between the values in a subsequence. It was
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Method Advantage Disadvantage
Un-supervised feature-based technique Efficient Large feature space
Supervised feature-based technique Relevant features Inefficient
Sequence-based technique No transformation required Inefficient for long time series
Table 2.5: Advantage and disadvantage of various time series approaches
introduced as a complexity measure to compare univariate time series [BP02] and
later extended for change detection [CTG+04, SGK12] and variability assessment in
ECG signals [GGK+13]. In applications where the series contain ordered structures
(e.g. Electroencephalography signals), existing entropy based measures may be
inaccurate in comparison to the ordinality based complexity measure [LOR07].
Sequence-based paradigm
Sequence-based approaches evaluate the data at each instant of time in a series to
infer a decision (e.g., class). Unlike feature-based approaches, the sequence-based
paradigm does not transform the time series into a set of static features. That is,
the representative subsequence is identified directly on the time series data (c.f.
Figure 2.15b). In addition, sequence-based approaches are supervised, i.e., they
require a vector of target labels Y . Shapelet technique classifies new time series
based on the distance between the subsequence of a time series (shapelet) and the
new time series [YK09]. The work was extended in Maximum Correlation and
Minimum Redundancy (MCMR) shapelets [WJW+15], to extract non-redundant
shapelets for univariate time series classification. Recurrent neural network frame-
works such as Long Short-Term Memory (LSTM) are renowned for multivariate
time series classification tasks [HS97]. We summarize the pros and cons of the
various time series approaches in Table 2.5.
2.4 Thesis contributions in comparison to the re-
lated literature
In this section, we briefly describe the novelty of our work in comparison to the
state-of-the-art approaches discussed in Section 2.2. In Chapter 3, we will present
Diverse Subset Selection Strategy (DS3), a framework to select multiple diverse
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subsets from a dataset with continuous features. The majority of the feature se-
lection methods discussed in Section 2.2 from different paradigms emphasize the
selection of a single projection of the high-dimensional feature space. In contrast
to these approaches, DS3 selects multiple relevant projections of the feature space.
In comparison to the ensemble approaches [OTN99, SAVdP08, SM11], we employ
different correlation measures, because each of them estimates the importance of
a feature based on different intrinsic properties. Nevertheless, we do not aggregate
the results of multiple correlation measures as proposed in the work of [FKZ15].
Instead, we generate initial candidates based on multiple correlation measures by
following the hybrid paradigm [TM07, Lee09, DV11, HHL11]. However, the ini-
tial candidates are later used for generation of subsets that have complementary
information. In contrast to the embedded selection technique of Random Forests
[Bre01], which bags the results of multiple decision trees from random subsets, our
approach selects subsets by augmenting diversity between features and considering
multiple intrinsic relationships between the variable and target.
Contribution 1: Selection of multiple relevant feature subsets based on
different intrinsic properties they exhibit with the target and enhancing the
complementary information between them are the novel propositions of DS3.
In Chapter 4 we extend the multi-view approach for correlation analysis by
including the higher-order interactions and redundancies in mixed datasets, i.e.,
continuous and categorical features. Wrapper approaches with Sequential Forward
Selection (SFS) can handle redundancy, but they are not capable of evaluating
feature interactions [SBS+17]. Using Sequential Backward Elimination (SBE) ad-
dresses the problem of higher-order interactions [TPKC10]. However, the major
problem of this paradigm is efficiency because the selection always depends on
training the classifier numerous times. Though hybrid approaches are computa-
tionally efficient in comparison to wrappers, they also involve training of classifiers
multiple times. Hence, in contrast to DS3 and other hybrid paradigms discussed
in Section 2.2.2, our novel feature ranking framework Relevance and Redundancy
(RaR) follows the filter-based paradigm and does not require training of multiple
prediction models. In Table 2.3, various filter-based approaches are listed, which
perform multivariate feature ranking by evaluating relevance and redundancy, e.g.,
CFS [Hal99], FCBF [YL03], mRmR [PLD05, DP05]. Tree-based embedded tech-
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niques are also well-known for handling mixed data and redundancy [Qui14, Bre01].
However, the aforementioned works do not address higher-order interactions be-
tween more than two features. That is, they always focus on pairwise analysis of
relevance and redundancy. Similarly, CMIM [Fle04] and JMI [BPZL12] evaluate
feature relevance and redundancy. However, CMIM is limited to boolean features
and both have limitations for computing higher-order interactions between more
than two features. Unsupervised subspace search techniques [KMB12, NMV+13]
consider higher-order interactions. However, these approaches focus on providing
a score for the entire subspace. In contrast, we intend to rank individual features
by including their interactions with other features and the target. Moreover, the
above discussed subspace methods are incapable of redundancy elimination. From
game-theoretical concepts, the shapley value identifies the individual feature im-
portance in terms of R2 value from linear regression [PHHN16]. Though, it can
be transferred for non-linear problems by using a non-linear regressor, this will
decrease the efficiency of the approach. Our approach being filter-based does not
require learning of additional classification or regression models.
Contribution 2: Including higher-order interactions between more than
two features for efficient estimation of relevance and redundancy in mixed
data are the novel contributions of RaR.
In Chapter 5 we propose Ordinal feature extraction (ordex), a supervised multi-
variate correlation analysis on time series for feature extraction. Exploiting ordinal-
ity as a property for feature extraction in multivariate time series is yet unexplored.
In contrast to the existing works on ordinality [BP02, SGK12, GGK+13], ordex is
the first work to employ ordinality as a property for feature-based transformation of
multivariate time series. Traditional feature-based approaches [NAM01, WSH06,
WWW07, LKL12, Kat16] discussed in Section 2.3.1 perform feature extraction
without considering the relevance and redundancy of the extracted features. Con-
trasting HCTSA [FJ14], we do not perform feature selection after extracting a
high-dimensional feature space from the time series dataset. Ordex is a feature
extraction methodology for multivariate time series that simultaneously generates
and evaluates the features for their relevance and redundancy without additional
post-processing such as feature selection. In contrast to the univariate shapelet
techniques [YK09, WJW+15], our approach extracts relevant and novel features
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based on co-occurrence of time series events in multiple dimensions, i.e., multivari-
ate. In comparison to multivariate LSTM [HS97], our approach scales better w.r.t.
run times. That is, we efficiently generate features based on relevant multivariate
correlations in the time series dataset by also evaluating the redundancy.
Contribution 3: Defining the multivariate nature of ordinality in time
series and an efficient methodology for simultaneously extracting and evalu-
ating its relevance and redundancy are the novel contributions of ordex.
One of the major goals of this dissertation is to make correlation analysis under-
standable to users. Recent trends largely demand explainable Artificial Intelligence
(AI) systems and several literatures focus on making AI understandable to users
[SWM17, ZZ18, RSG16]. This dissertation presents explainable multivariate cor-
relation analysis as a sub-field of explainable AI. In Chapter 6, we introduce a
graph-based Framework for Exploring and Understanding Multivariate Correla-
tions (FEXUM) that enhance the user’s understanding of all correlations in the
dataset. All feature selection techniques discussed in Section 2.2 provide a relevant
feature subset, feature ranking or feature weights. In contrast, our contribution
provides a visualization framework to support the user in understanding multivari-
ate correlations in the dataset. In addition, we provide a consolidated visualization
of all correlations (i.e., relevance and redundancy) in the dataset. This allows users
to understand which groups of features are redundant to each other and the mag-
nitude of their redundancy.
Contribution 4: A software framework to visualize all correlations (i.e.,
relevance and redundancy) in a high-dimensional dataset and to enhance the









Regression models for predicting sensor values assist engineers to test the system
response before stepping into production phase. For example, multiple information
sources such as process variables, other sensor values and driving characteristics
are used as predictors to predict the target values of a sensor in the automotive
industry.
The challenge arises when the predictor variables stem from multiple sources
and exhibit complex relationship amidst them. Due to the heterogeneity of the
sources, such features show different properties between itself and the target. For
instance, let us consider the task of predicting the values of a temperature sensor
Y in an automobile. A subset of predictor variables S1 representing the air system
of the vehicle is related to the target by a function F : S1 7→ Y . However, we
observe another subset of predictor variables S2 representing the fuel system of an
automobile which is related to Y by a different function G : S2 7→ Y . In a real
world scenario, several such interactions are hidden in the dataset. Conventional
feature selection techniques [MBN02, LMD+12, YL03, KJ97] consider only a single
projection of the feature space. Hence, the effect of these intricate local interactions
cannot be captured.
For a high-dimensional feature space, several feature combinations are possible.
An exhaustive search of every possible combination is inefficient. Additionally, the
selected subsets have to be diverse and non-repetitive in nature. Diverse subsets
contain new knowledge from which the regression algorithm can harness the local
interactions. Repetitive subsets containing redundant information are undesirable
as considering similar projections multiple times does not contribute to discover
any new underlying patterns. This calls for an efficient strategy to generate diverse
and non-redundant subsets.
Our work Diverse Subset Selection Strategy (DS3)∗ provides a framework for
multiple subsets selection and involves two key components.
(1) A technique for feature selection based on multiple correlation properties.
(2) A search strategy for the selection of multiple diverse feature subsets for en-
∗Adapted by permission from Springer Nature: Diverse Selection of Feature Subsets for
Ensemble Regression in the proceedings of the International Conference on Big Data Analytics
and Knowledge Discovery (DaWaK), 2017 [SSM17]
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Paradigm Approach Relevancy Multiplesubsets Diversity
Multiple
intrinsic properties Efficiency
Filter e.g., FCBF [YL03] 3 7 7 7 3
Wrapper e.g., GA/SVM [BALD14] 3 7 7 7 7
Un-supervised PCA [Shl14] 7 7 7 7 3
Ensemble [OTN99] 3 3 3 7 3
[FKZ15] 3 7 7 3 3
Hybrid DS3 3 3 3 3 3
Table 3.1: Comparison of DS3 with other relevant literatures from different
feature selection paradigms
hancing ensemble regression.
Our strategy prunes the non-essential variables and generate multiple projections
of the feature space. Due to heterogeneity of the interactions, each projection of
the feature space has different influence on the target prediction. Hence, each of
them is to be evaluated based on multiple properties they exhibit with the target.
To address this, the first component of our approach extracts initial candidate sets
based on multiple correlation measures following the filter-based paradigm. The
second component aims to generate novel dissimilar subsets that also contribute for
the prediction quality. Hence, each subset provides not only complementary but
also essential information for the target prediction. Finally, an ensemble regression
model for each subset is trained to obtain a composite hypothesis that maps each
diverse subset to the target. The final predictions are based on the unified results
of each individual composite hypothesis.
In our experiments, we compare our approach to several existing feature se-
lection algorithms and regression models on synthetic and real world data sets.
The results of DS3 show better scalability and an improvement of the prediction
quality.
3.2 Comparison to Related Work
In Chapter 2 we briefly described various state-of-the-art approaches. Several fea-
ture selection methods such as [YL03, Shl14, BALD14, PLD05] select a single
projection of the feature space. Ensemble approaches such as [FKZ15, OTN99]
do not consider both, i.e., multiple correlation measures and diversity between the
feature subsets. Hence, selection of multiple relevant views of the feature space by
capturing different intrinsic properties in the dataset and enhancing complemen-
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tary information between them based on a diversity criterion are the unique value
proposition of our work. In Table 3.1, we compare the existing techniques from
different paradigms to DS3 based on these novel propositions.
3.3 Problem Definition
In this section, we formally define the problem that we aim to solve. Given a
d-dimensional feature space F = {f1, f2, . . . , fd} containing N instances and a
target Y . Both the feature space and target are defined as continuous values (c.f.
Definition 2.1. We aim to identify a family of m feature subsets, such that:
P = {S1, S2, . . . , Sm}.
Each set Si ⊂ F | i = 1, . . . ,m is selected under the fulfillment of the following
constraints:
(1) Only relevant features are selected in Si based on a function space C = {corr1, . . . , corrk}
of k correlation measures:
{corr1(f, Y ) . . . corrk(f, Y )},
such that each correlation measure corri : (f, Y ) 7→ R and for an unsu-
pervised measure (e.g. PCA) corri : (f) 7→ R.
(2) To avoid subsets with similar features, we define diversity of subsets based
on a difference criterion:
diff(Si, Sj),∀(Si, Sj),
where the diff(Si, Sj) function returns a diversity enhanced feature set. The
choice of the difference function will be elaborated in the forthcoming sections.
As a hybrid approach, to evaluate the quality of the subsets, we need a regres-
sion algorithm Reg. A regression algorithm approximates a function between the
feature set and the target Reg : S 7→ Ŷ , where Ŷ is the predictions of Y . The
error : S 7→ e function quantifies the fit errors e ∈ R of the regression model
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using S. For a family of m subsets P , the collection of fit errors of each subset
is represented as an m-tuple, i.e.,  = {e1, e2, . . . , em}. Hence, a subset Si ∈ P
corresponds to the fit error ei ∈ .
For the selection of relevant variables in each Si, we need multiple correlation
functions that quantifies the importance of each feature for prediction of Y . After
this step, diverse projections of relevant features that have both high difference
diff(Si, Sj) in the feature sets and contribution for target predictions based on
the fit errors error(Si) are to be efficiently identified.
3.4 Relevance Based Generation of Initial Can-
didates
DS3 has two major phases in the selection of subsets. The first phase prunes
the non-contributing features from the feature space and create subsets which
exemplify different properties. To achieve this, each feature is evaluated using a
set of correlation functions. We compute the following d× k matrix,
M =

corr1(f1, Y ) corr2(f1, Y ) . . . corrk(f1, Y )
corr1(f2, Y ) corr2(f2, Y ) . . . corrk(f2, Y )
... ... . . . ...
corr1(fd, Y ) corr2(fd, Y ) . . . corrk(fd, Y )
 .
The matrix depicts the relevance of each feature based on several correlation
functions. However, one of our aim is to reduce dimensionality by neglecting
irrelevant features. In order to prune them, we calculate a threshold value. This
value defines the magnitude of correlation below which the features have to be
neglected. We calculate thresholds for each correlation function by multiplying the
user defined parameter α ∈ [0, 1] with the maximum value in each column of the
matrix M. For each correlation function, all features with a correlation magnitude
greater than or equal to the threshold are selected. As a result, each correlation
measure selects a subset of features. That is, for k correlation functions, we obtain
S1, . . . , Sk subsets. We represent the collection of subsets as P . Each set in P has
features that exemplifies an intrinsic property based on the correlation function.
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This is the first essential step for ensuring diversity in the second component of our
strategy. Following the paradigm of hybrid approach we calculate the fit error ei
for each feature subset in P using a regression algorithm, i.e., ei = error(Si) and
the fit errors are updated in  = {e1, e2, . . . , ek}. After pruning, the dimensionality
of each subset Si is implicitly dependent on α. For a correlation function within
the range of [0,1], a factor of α = 1 leads to the omission of all features except
those which have the maximum correlation in each column. On the other hand, a
value of zero tends to retain all the values.
Algorithm 1 Choose initial candidates
Input: F , Y, α, C
1: for m = 1→ |C| do
2: for p = 1→ d do
3: Mpm = corrm(fp, Y )
4: end for
5: Sm = {F |M∗m ≥ (max(M∗m) ∗ α)}
6: em = error(Sm)
7: end for
return P and 
By extracting feature subsets using multiple correlation functions, we address
the first requirement defined in Section 3.3. This is a necessary step for obtaining
diverse subsets with complementary information. However, this is not a necessary
condition for obtaining the best prediction quality. Therefore, we need a strategy
for subset generation that increases diversity and contributes for prediction quality
in parallel.
3.5 Multiple Feature Sets based on Difference
and Quality
A preliminary selection of subsets based on different correlation functions decreases
the dimensionality. Nonetheless, there are several other combinations that were
not considered and they may increase the prediction quality. Therefore, we have to
efficiently search for new subsets that satisfy the difference criterion (c.f. Section
3.3). The difference criterion aims at generation of subsets with complementary or
new information to the regression model. Considering a difference criterion based
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on complex measures such as information gain requires a higher time complex-
ity w.r.t. database size. As these computations have to be evaluated for a large
number of subsets, it is necessary to choose a criterion that performs efficiently.
Hence, we choose to apply concepts from set theory. The different operations for
combining sets are, Union, Intersection and Symmetric difference. Let’s assume
two sets of features: S1 = {f3, f9, f14} and S2 = {f1, f2, f3}. By performing union
operation between two sets, we obtain S1 ∪ S2 = {f3, f9, f14, f1, f2}. The union
operation generates a larger set which does not capture the local interactions and
ends in a full-dimensional feature set over several iterations. Performing intersec-
tion operation S1∩S2 = {f3} does not enhance diversity. It creates a subset based
on a feature whose role has been captured by multiple feature combinations. Sym-
metric difference (4) between two sets returns the objects that belong to one of the
sets but not to their intersections, i.e., S14S2 = {f1, f2, f9, f14}. The new subset
generated by applying 4 operation has led to elimination of feature that exists in
both sets. Thus, it partially contributes for dimensionality reduction. Secondly,
it enhances diversity by eliminating features whose contribution has already been
captured in both sets. The core idea of our approach is on learning new informa-
tion from diverse feature combinations. To achieve this, we select non-intersecting
elements and avoid generation of subsets with redundant features (w.r.t. initial
candidates).
Symmetric difference is associative and commutative [Ols86], i.e., S14S2 = S24S1.





number of new offspring subsets by ap-
plying symmetric difference between itself and each of the other candidates. For
example, the initial candidate subsets P = {S1, S2, S3} generates 3 offspring sub-





offsprings is inefficient and not all offsprings may contribute for the prediction
quality. Thus, we follow a wrapper scheme and quantify the significance of an
offspring based on its prediction quality. As shown in Algorithm 2, the fit errors
of each new offspring subset Snew ⊂ F is estimated using a regression algorithm,
i.e., error : Snew 7→ enew. If an offspring subset outperforms the quality (fit errors)
of an initial candidate subset Si, i.e., enew < ei ∈ , the particular offspring Snew
replaces the worst performing set from P . The corresponding fit error is updated
as  = { \ ei}⋃{enew}. The process of symmetric difference and quality check is
repeated with the updated candidates (Lines 5-9). In parallel, Ppast keeps track
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of subsets of the previous iteration. The process iterates until none of offspring
subsets outperforms the quality of subsets from previous iteration (Ppast). In this
case, the Boolean variable improvement switches to false and the algorithm ends.
Algorithm 2 Generation of quality constrained diverse subsets
Input: P , Y, and 
1: Initialize improvement = true
2: while improvement=true do IIterate for every updated family of subsets
3: Set Ppast = P
4: for each tuple(Sd, Se) ∈ P do
5: Snew = {Sd}4{Se}
6: enew = error(Snew)
7: if ((∃ei ∈ ) > enew) then IIf offspring outperforms initial subsets in P
8: P = {P \ Si}⋃{Snew} such that, error(Si) = max()
9:  = { \ ei}⋃{enew} IReplace the corresponding fit errors in 
10: end if
11: end for each
12: if (Ppast = P) then IIf no improvement by offspring subset




3.6 Unifying Multiple Subsets By Ensemble Re-
gression
After having described our strategy for the selection of multiple subsets, our goal is
to unify the information from each subset. The unified decision of DS3 is computed
by following the idea of incremental learning [LP03]. Nevertheless, our framework
enables the use of other techniques for unifying the individual hypothesis (e.g.
using Dempster-Schafer Technique [FKZ15]). Incremental learning aims to learn
from newly available data of the same source. For example, in weather forecasting
applications, new data from temperature sensors is used to update the existing
prediction models. Thus, the source of data, i.e., temperature sensor remains the
same. For each of the newly available data from the temperature sensor, an en-
semble is trained. The final predictions are formed by the combined decision of the
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ensembles. Hence, the concept is based on building ensemble of ensembles [LP03].
We employ the same principle to combine the predictions of multiple subsets. For
each Si ∈ P we train an ensemble regression model. From each ensemble model,
we obtain a set of predicted values of the target. The final predictions are the
weighted average based on the relative errors (on training data) of each ensemble.
3.7 Time Complexity
To analyze the time complexity, we begin with the analysis of Algorithm 1. The
algorithm starts with the computation of a d × k matrix. The run times for this
step depends on the number and types of correlation measures used. The features
are pruned based on the parameter α. In the worst-case, a user sets the parameter
α to zero. This means, that Algorithm 1 does not prune the features. This leads
to k identical sets with full dimensionality d. The fit errors of each subset has to
be computed by a regression algorithm. In our experiments we use OLS which
has a time complexity of O(d2 · N) [TSKK13]. Thus, the total complexity of
Algorithm 1 is given by the worst time complexity of k correlation measures and
the time complexity for estimating fit errors of k subsets, i.e., O(k · d2 ·N).
In Algorithm 2, the symmetric difference between two sets have a linear time






spring subsets. The fit errors are computed for each of these newly generated






· d2 · N). However, the worst-case scenario of α = 0 will not generate any
new subsets in Algorithm 2. In Section 3.8, experiments show that our algorithm
ends in a fewer iterations with the best quality.
3.8 Experimental Evaluation
In this section we compare the quality and run times of our approach with sev-
eral existing techniques using synthetic and real wold datasets. We consider dif-
ferent selection paradigms as competitors: filter-based approaches using forward
selection (SFS) [MBN02] with the following cost functions: MIC [LMD+12] and
dCor [SRB07], FCBF with symmetric uncertainty as cost function [YL03], ReliefF
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weights [RSˇK03], wrapper techniques based on Genetic Algorithms (GA) [BALD14]
with Support Vector Machines (SVM) [SV97] as cost function, a wrapper method
with a more directed search strategy called Particle Swarm Optimization (PSO)
[SISB11] with Artificial Neural Networks (ANN) as cost function and finally PCA
which is a renowned technique for dimensionality reduction [Jol02]. After each
feature selection algorithm, we apply two type of regression techniques: a single
learner (sparse Gaussian processes [LG10]) and an ensemble learner (AdaBoost
[FSA99] of Decision trees). As a techniques based on the paradigm of multiple
projections, we consider the well-established Random Forest [Bre01].
Some of the aforementioned baselines require a user defined threshold value.
For a fair comparison, we performed a grid search of the parameter for baselines
and DS3 and only best results are used for comparison. Each data set is split such
that 60% of the samples are used for selection/training and 40% for testing. As
quality measure, we use the Root Mean Square Error normalized by the variance
(σ2) of the target instances. NRMSE value of zero indicates that the predicted
values follow the recorded values accurately with no deviations. The run times
of experiments denote the feature selection summed up with training time of the
regression algorithm.
Our approach requires a set of correlation functions and a wrapper method
(Reg) (c.f. Section 3.4 and 3.5). In this work, we have considered the following four
correlation functions: MI [CT12], dCor [SRB07], PCA [YYS05, Jol02] and ReliefF
weights [RSˇK03]. For faster computations, we chose Ordinary Least Squares (OLS)
as the wrapper technique (Reg) for our hybrid approach. The OLS is used only
as a wrapper within DS3 and not for estimating the final predictions. Unification
the diverse subsets (c.f. Section 3.6) is to be done with weak learner capable
of handling non-linear dependencies. Since the competitor approaches have been
tested using boosted decision trees, we also employ them for unifying the results
of multiple subsets as described in Section 3.6. A boosted decision tree is trained
for each Si and predictions are unified by weighted average of their errors [LP03].
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(b) Ensemble Learners vs. DS3
Figure 3.1: Quality (NRMSE) comparison of the competitor approaches vs.
DS3 with increasing dimensionality (20, 40, 80, 120, 160, 200) and fixed
database size of 1000 samples
3.8.1 Synthetic Data sets
We analyze the efficiency of our approach w.r.t. the database size and dimension-
ality. The analysis have been performed on synthetic datasets. The synthetic data
generation program of NIPS [NIP01] is employed to generate continuous feature
sets with normal distribution and in any proportion of relevant features.
Figure 3.1 compares the quality between DS3 and existing competitors increas-








































(b) Ensemble Learners vs. DS3
Figure 3.2: Run time (selection + training times) comparison of the
competitor approaches vs. DS3 with increasing dimensionality (20, 40, 80,
120, 160, 200) and fixed database size of 1000 samples
experiments, DS3 achieves better results than traditional filter-based approaches
and random forests that randomly select different projections of the data. Wrap-
pers schemes (GA with SVM) obtain similar quality results as DS3, but the run
times are significantly large in comparison to DS3. In particular, DS3 has been
approximately 60 times faster in comparison to GA/SVM(SVM) (c.f. Figure 3.2).
Figures 3.2 and 3.3 show the run times of DS3 regarding increasing database size
and dimensionality. Without significantly trading off the quality, DS3 shows to be
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(b) Ensemble Learners vs. DS3
Figure 3.3: Run time (selection + training times) comparison with increasing
database size (1000, 2000, 4000, 6000, 8000, 12000)
and fixed dimensionality of 80
efficient. PCA, ReliefF, SFS/dCor, SFS/MIC and RandomForest show better run
times with higher prediction errors w.r.t. DS3. These approaches do not address
diversity in the subset selection process. However, DS3 by applying symmetric
difference aims to generate multiple diverse subsets and enhance diversity. Thus,




Dataset # features # samples
Relative humidity [ZMRBRP14] 17 4137
Social media data [KDCGD13] 77 13000
Ailerons [Cam97] 40 14050
Stock exchange [Net11] 159 1813
Bosch 179 14537
Table 3.2: Properties of real world datasets used for experimental comparison
of DS3 and other competitor approaches
3.8.2 Real world Data sets
The proposed selection strategy is tested on five different real world data sets from
different areas of application (c.f. Table 3.2). The automotive data from Bosch
is obtained from multiple sensor sources of a car and the objective is to predict
a particular sensor’s value. For confidentiality reasons, we do not provide explicit
information about the Bosch data.
Quality Table 3.3 shows the results w.r.t. the prediction errors by each model. In
comparison to the use of the entire feature space, we observe that the application
of feature selection algorithms improves the quality. However, existing feature
selection techniques do not show significant improvements in the prediction quality
for the scenario of stock data. DS3, by exploiting the hidden local interactions of
the variables has the best prediction accuracy. In the other application scenarios,
feature selection algorithms increase the quality of the model, but the best results
are obtained by our approach.
The wrapper scheme GA/SVM was adept in identifying the non-linearities of
the data in comparison to other filter-based techniques. Thereby, it obtains the
best prediction accuracies amidst the competitors in the social media, Bosch and
ailerons data sets. For the humidity data set, we observe that SFS/dCor and DS3
have the same prediction accuracy, showing that the information from multiple
views is not significant for such lower dimensional data sets. Overall, enhancing the
diversity of the subsets and using them for a combined final hypothesis contributes
for higher prediction quality.
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Feature Selection Regression Stock data Social media data Bosch data Humidity data Ailerons
GP 0.94 1.42 0.86 1.06 1.06Full Dimensional Adaboost 0.83 0.66 0.86 0.61 0.78
GP 0.86 1.09 2.07 0.51 0.71SFS/MIC Adaboost 0.85 0.66 0.40 0.55 0.73
GP 0.88 1.09 1.05 0.69 0.91SFS/dCor Adaboost 0.84 0.68 0.39 0.44 0.82
GP 0.88 0.93 4.49 0.83 0.85Relieff Adaboost 0.86 0.65 0.42 0.62 0.68
GP 0.89 0.85 1.24 1.33 1.16FCBF Adaboost 0.86 0.65 1.22 0.60 1.17
GP 0.87 0.97 0.64 0.83 0.69
SVM 1.15 2.53 0.83 0.45 0.51GA/SVM Adaboost 0.87 0.51 0.3 0.65 0.65
GP 0.85 0.93 1.16 1.19 1.12
PCA Adaboost 0.86 0.65 0.95 0.89 0.98
GP 0.83 0.92 2.41 0.99 1.25
PSO/ANN Adaboost 0.85 0.76 1.08 0.54 0.98
Random Forest 0.86 0.52 0.74 0.44 0.62
DS3/OLS Decision Tree 0.66 0.45 0.24 0.44 0.51
Table 3.3: Comparison of prediction errors (NRMSE) of competitor
techniques versus DS3 on real-world datasets on test data
Run time in seconds
Feature Selection Regression Stock data Social media data Bosch data Humidity data Ailerons
GP 87.83 822.76 956.32 151.38 386.45Full Set Adaboost 4.21 6.07 26.27 1.06 2.83
GP 91.38 852.45 7392.92 363.05 361.8SFS/MIC Adaboost 29.11 260.32 6992.58 235.13 7.27
GP 149.98 1111.47 293.42 238.49 665.37SFS/dCor Adaboost 27.49 157.49 242.02 20.75 50.27
GP 107.41 527 879.96 144.93 423.02Relieff Adaboost 10.68 136.37 347.73 6.24 43.59
GP 459.37 762.43 576.17 149.25 434.1FCBF Adaboost 375.35 78.68 99.24 11.11 5.92
GP 175.7 874.35 4765.87 728.31 2051.69
SVM 62.28 380.53 4276.52 589.98 1666.75GA/SVM
Adaboost 65.89 383.58 4279.02 590.78 1667.69
GP 117.32 598.88 549.01 141.55 434.55PCA Adaboost 2.15 19.25 6.49 1.13 5.26
GP 1492.16 5949.19 5898.85 4025.28 3598.13PSO/ANN Adaboost 1421.86 5467.89 5454.19 3882.26 3138.18
Random Forest 4.7 67.9 117.66 2.21 17.40
DS3/OLS Decision Tree 41.11 385.03 824.31 22.13 65.66
Table 3.4: Comparison of run times of competitor techniques versus DS3 on
real-world datasets
Run times Table 3.4 shows that DS3 is highly efficient than the conventional
iterative and evolutionary search strategies. We observe that PCA achieves the
best run times. However, the prediction errors of PCA are relatively higher in







































Social media Stock Ailerons Bosch
(b) Real world data sets
Figure 3.4: Analysis of the influence of α on test data with different
dimensionality. The circled points denote the minimal test data error
components with larger variance represent intriguing structure, while those with
lower variances are not significant. Such a strong assumption cannot not be ap-
plicable for all datasets [Shl14]. Overall, DS3 prediction model achieves efficient
results w.r.t. both quality and run time because of breaking down the complexities
of the feature space with the multiple diverse subsets.
Parameter Analysis
DS3 has one user defined parameter, i.e., the prune factor α. We experimentally
analyze the influence of α on prediction errors on artificial and real world datasets.
As discussed in Section 3, α=1 will choose only the features with maximum correla-
tion as initial candidates. With such small subsets, Algorithm 2 has fewer tuples of
feature subsets (for computing symmetric difference) that cannot generate new di-
verse offspring subsets. On the contrary, α=0 tends to choose the full-dimensional
feature set which is inefficient. Figure 3.4 shows that choosing only features with
best correlation does not ensure best prediction accuracies (α = 1). Likewise,
choosing all the features as initial candidates is also not contributing to improved
prediction quality (α = 0). However, performing grid search over all values of α
is tedious. From experiments on artificial datasets (c.f. the highlighted window
of Figure 3.4a), we observe that α values in the range [0.4,0.8] has comparatively
lower test errors.
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Stock Bosch Social Media Ailerons Artificial (200 features)
Figure 3.5: Maximum fit error (using OLS) of initial candidates in each
iteration of the symmetric difference search space: α= 0.9
In Figure 3.4b, we show that the range is also practically applicable for real
world datasets. A factor less than 0.4 includes many noisy features as initial
candidates. On the other hand, a factor greater than 0.8 generates small subsets
with highly relevant features as initial candidates. Thus, the symmetric difference
search space is also minimal. α ∈ [0.4, 0.8] gives reasonable initial candidates for
which enhancing the diversity improves the prediction quality.
Iterations
DS3 prunes the feature space by adherence to multiple correlation measures and
evaluate the symmetric difference search space. Figure 3.5 shows maximum fit
error (i.e. max()) of the initial candidates for each iteration. In each iteration,
the subsets are replaced by new offspring subset that have lower fit errors (Line 5-9
of Algorithm 2). When none of the new subsets improve the prediction quality, the
algorithm ends. Figure 3.5 shows the maximal iteration up to which the offsprings
were outperforming the initial candidates. We observe that DS3 converges in a





















































Figure 3.6: Feature ranking of different correlation measures. 1 denotes that
the ranking is exactly the same and 0 denotes extreme dissimilarity in feature
ranking
Differences of multiple correlation measures
Our proposed approach Diverse Selection of Feature Subsets for Ensemble Regres-
sion (DS3) in this chapter relies on enhancing the diversity (c.f. Algorithm 2) of
feature subsets based on the initial candidates chosen in Algorithm 1. To enhance
the subset diversity it is necessary to choose correlation measures that are cap-
turing different intrinsic properties. In this section we aim to show how different
are the features ranked based on different correlation measures. In our experiment
we chose various correlation measures such as, ReliefF, mRmR, Mutual Informa-
tion, Symmetric Uncertainty, Enropy, dCor, Pearsons and Spearmans. All features
are ranked using these different correlation measures. The concordance of feature
ranks are visualized in Figure 3.6. For instance, the ranking of features using
dCor and Pearsons are identical (denoted by yellow color code). On contrary, the
feature rankings of ReliefF and Symmetric Uncertainty are highly different. We
exploit this property of the correlation measures in our work to select initial can-
didates (c.f. Algorithm 1) and latter enhance the subset diversity using symmetric
difference (c.f. Algorithm 2).
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3.9 Summary
In this chapter, we proposed a novel heuristic called DS3 for the selection of multi-
ple relevant views of the feature space. DS3 exploits multiple correlation measures
to capture different intrinsic properties in a high-dimensional feature space. Using
the feature space pruned by different correlation measures, we enhance the algo-
rithm to evaluate multivariate correlations by generating multiple feature combi-
nations. The generation process is subjected to our simple and efficient diversity
criterion. The diversity criterion is aimed at capturing not only relevant but also
complementary views of the feature space.
From experimental evaluation on synthetic datasets, we show that DS3 scales
better in comparison to wrappers and several filter-based feature selection tech-
niques. We also showed that using a single view of the feature space selected by
one correlation measure do not always have the best prediction accuracies. This
corroborates the importance of diversity enhancing multiple subsets search strat-
egy. Considering such multiple subsets enhance the prediction model by combining
the underlying patterns hidden in multiple views of the high-dimensional feature
space. Our experiments on real world data show that the proposed heuristic is
efficient and has improved prediction quality in comparison to several state of the
art techniques. Hence, we aim to retain the idea multiple views and include further
enhancements such as,
• Improved efficiency by adhering to filter-based paradigm.
• Handle correlation analysis for mixed datasets, i.e., continuous and categor-
ical features.
• Identify multivariate interactions, i.e., higher-order interactions, between
more than two features.
• Estimate the feature redundancy during the correlation analysis.











In automotive applications, the data from several sensors (continuous values), sta-
tus bits, gear-position (categorical values) and calculations forms a mixed dataset
with a large number of features. In such a feature space, a set of features interact
amongst themselves and these interactions are strongly correlated to the target
class. For example, engine-temperature and fuel quality are two essential features
required to predict engine-performance. On analyzing its individual correlations to
the target, each feature is weakly correlated to the engine’s performance. However,
engine-performance is a combined outcome of engine-temperature and fuel quality.
That is, their interactions contribute to the target predictions when used together.
In such cases, assigning low relevance scores based on individual correlations is
misleading. Hence, to draw conclusions on the relevance of engine temperature,
it is necessary to assess its role in multiple subspaces. In addition to the multi-
feature interactions, some features may have redundant information. Following
our automotive example, certain signals are measured or calculated multiple times
in a vehicle for safety reasons. These redundant signals provide similar informa-
tion, but are not necessarily identical. In such a scenario, two redundant features
have the same magnitude of relevance to the target class. However, using both
features for a prediction model is unnecessary as they provide similar information.
Elimination of redundant features reduces the computational load and enhances
the generalization ability of the classifier [PLD05]. All aforementioned problems
are motivated with examples from our application, but they exist in several other
domains such as Bio-informatics [DP05] and Media [CL15].
The first challenge lies in estimating the feature relevance based on interactions
between the features and the target. Evaluating all possible feature combinations
for these interactions results in an exponential runtime w.r.t. the total number of
features. Thus, it is necessary to perform the evaluations in an efficient way. The
second major challenge lies in measuring the redundancy of each feature while still
acknowledging its relevance w.r.t. the target class. A final challenge is to evaluate
relevance and redundancy in mixed feature space. To emphasize its pertinence,
Figure 4.1 shows that a large number of datasets in UCI repository have mixed
data types. Nevertheless, existing filter-based feature selection methods [GE03,
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Figure 4.1: Proportion of datasets (in percentage) with different data types in
UCI repository as on October 2019. Where total number of datasets were 488
and 68 datasets did not have the data type defined in the repository summary
PLD05, Hal00, TM07] do not focus on considering all three challenges together:
relevance based on multi-feature interactions, redundance and mixed data.
In this chapter, we propose a feature ranking framework (RaR)∗ to address all
three challenges. We begin with computing relevance scores of multiple subspaces.
These subspace relevance scores are decomposed to evaluate the individual feature
contributions. In order to include the multi-feature interactions, the relevance of a
feature is computed based on these individual contributions to multiple subspace
relevance scores. The relevance estimation is followed by the redundance calcu-
lation. The relevance and redundancy scores are unified such that the relevance
of a feature is penalized based on its redundancy. The major contributions of the
paper are as follows:
∗Adapted by permission from Springer Nature: Including Multi-feature Interactions and Re-
dundancy for Feature Ranking in Mixed Datasets in the proceedings of the European Conference
on Machine Learning and Principles and Practice of Knowledge Discovery in Databases (ECML
PKDD), 2017 [SBS+17]
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4.2 Comparison to Related Work
(1) A feature relevance score, that considers the multi-feature interactions.
(2) A measure of redundancy to evaluate the novelty of a feature w.r.t. a subset.
(3) Experimental studies on both synthetic and real world datasets to show that
several state-of-the-art approaches underestimate the importance of such interact-
ing features.
Our extensive experiments show that our approach has better ranking quality and
lower run times in comparison to several existing approaches.
4.2 Comparison to Related Work
Paradigm Approach Mixed data Redundancy Feature interactions Efficiency
Wrapper SFS [TPKC10] 3 3 7 7
Recursive elimination [TPKC10] 3 3 3 7
Hybrid
MFS [TM07] 3 7 7 7
Doquire [DV11] 3 3 7 7
Subspace Ranking HiCs [KMB12] 7 7 3 3
Embedded C4.5 [Qui14] 3 3 7 3
Filter
mRmR [PLD05] 3 3 7 3
CFS [Hal00] 3 3 7 3
RaR 3 3 3 3
Table 4.1: Comparison of RaR with other relevant literatures from different
feature selection paradigms
We discuss feature selection in (1) mixed data, (2) by including higher-order in-
teractions and (3) redundancy. In Table 4.1 we group literatures from various
paradigms such as filters, wrappers, hybrid, embedded and unsupervised subspace
ranking (c.f. Chapter 2). Our RaR algorithm follows the filter-based feature
selection paradigm. By performing pairwise feature-feature and feature-target cor-
relation analysis, most of the traditional approaches such as [Hal99, Bre01, YL03,
DP05, SM11] fails to address the problem of feature interactions between more
than two features. Although recursive elimination can handle higher-order inter-
actions, as discussed in Section 2.2, they demand high computation times. As
a filter-based framework, RaR is highly efficient in comparison to iterative tech-
niques. Unlike the work of [TM07], we perform feature ranking by also evaluating
the redundancy of information. Overall, efficient ranking of features based on its
relevance by including its higher-order interactions and redundancy in mixed data
are the value addition that we provide in this chapter.
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IN MIXED DATASET
The idea of decomposing the subspace scores into individual feature scores
resonates with the idea of Shapley value (SV) regression. Given a feature space
F , SV of a single feature f ∈ F is the average usefulness of all possible linear
models built using the subsets that contain the feature. The usefulness of the
model is measured by the R2 value [LC01, PHHN16]. However, the two ideas
aim to solve different problems with different approaches. SV aims to identify the
relative importance of individual features in a linear regression problem with a
collinearity setting. Moreover, SV applies for a linear regression models and not
for non-linear cases [LL17]. Recent works have proposed the extension of SV to
non-linear models [Jos19]. However, replacing the subspace relevance score rel(S)
with SV (with the linear or non-linear variant) decomposition is not ideal as the
latter requires to fit multiple regression models for each iteration [SˇKSˇ09]. To
avoid training of multiple models, one paper proposes the calculation of SV on
the conditional expectations of the model [SˇK14]. However, they assume that the
features are distributed uniformly and independently [SN19]. On the other hand
RaR aims to solve the problem of feature ranking for datasets with higher-order
interactions. For this we propose a heuristic that provides an estimate of a feature’s
importance based on its role in multiple subspaces. In addition, as a filter-based
approach RaR is independent of classification or regression algorithms for feature
ranking.
4.3 Problem Definition
In this section, we define the problem that we aim to solve. Having formalized the
definitions of a categorical f ∈ FN and continuous feature f ∈ FC in Chapter 2,
let F be a d-dimensional mixed dataset. Such that, fj ∈ F | j = 1, · · · , d and
F = {FC ∪FN} with N instances. As a supervised learning process, the target Y
is a collection of discrete classes.
In the following, we denote error : S 7→ R as the error function of the classifier,
trained using a subset of features S ⊆ F . For the given mixed dataset, we aim to:
(1) Compute feature relevance by including their interactions with other features.
(2) Evaluate the redundancy score of each feature.
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4.4 Subspace relevance
Evaluation of feature interactions requires a multivariate correlation measure,
that quantifies the relevance of S to Y . Given such a subspace relevance score
rel : S 7→ R, which is a function of individual feature relevancies, i.e.,
rel(S) = φ({r(fj) | ∀fj ∈ S}),
where φ is an unknown function such that φ : R|S| 7→ R. To infer the individual
feature relevancies r : fj 7→ R, the first challenge is to decompose the subspace
scores into individual feature scores. However, individual feature relevance cannot
be inferred from a single feature subset because of possible interactions of fj in other
subspaces. To include the multi-feature interactions, it is necessary to evaluate M
different subspaces. Thus, we aim to deduce a valid relevance score of a feature
r(fj), based on the contribution of fj to M different subspace scores.
Additionally, we aim to estimate the redundance of information a feature has,
w.r.t. a subspace, i.e., red : (fj, S) 7→ R. Given a feature fi ∈ S that is non-
redundant to S \ fi and fj ∈ S | i 6= j with redundant information to S \ fj, we
intend to quantify a redundance score such that red(fj, S) > red(fi, S). Addition
of redundant feature information to a classifier does not contribute to the prediction
quality, i.e., error(S) ≈ error(S \ fj) [PLD05]. A major challenge for filter-
based feature selection approaches is to evaluate this efficiently without training a
classifier. Finally, the features are ranked based on the unification of two scores.
4.4 Subspace relevance
In the following, we introduce the definition of subspace relevance and a method
to calculate it. To estimate the relevance of a subspace to the target, we use
the concept of conditional independence. For an uncorrelated subspace, the law
of statistical independence is not violated. The degree of violation is quanti-
fied by measuring the difference between the conditional and marginal distribu-
tions [NPBT07, KMB12].
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Definition. 4.1: Subspace Relevance
Given a subspace S ⊆ F , |S|= k and a divergence function div, the subspace





p(Y | S ∈ [s1, · · · , sk]) || p(Y )
)]
.
For a set of discrete target classes Y , the marginal of the target is compared
to its conditional distribution. This definition enables the measuring of multivari-
ate and non-linear correlations [KMB12] in mixed datasets. For fj ∈ FC , the
conditional is estimated based on a slice of continuous instances drawn from fj.
Similarly, for a fj ∈ FN , the conditional is based on a slice of instances that have a
particular categorical state. The magnitude of divergence between these two distri-
butions can be estimated with Kullback–Leibler (KLD) or Jensen-Shannon diver-
gence functions [Lin91]. As a non-symmetric measureKLD(p(Y | S) || p(Y )) is not
equal to KLD(p(Y ) || p(Y | S)). We instantiate RaR with KLD(p(Y | S) || p(Y ))
based on Lemma 4.1.
Lemma 4.1. Instantiating the KL-Divergence function as KLD(p(Y | S) || p(Y ))
is equivalent to mutual information and KLD(p(Y ) || p(Y | S)) is not.
Proof: Given a subspace S and a target Y , KLD(P (Y |S)||P (Y )) converges to
mutual information. As a measure of statistical dependence between S and Y ,
we estimate the divergence between the distribution of Y and that of Y under
certain conditional slice of S. We follow the adaptive slicing methodology where
the final relevance score is based on the expected divergence between the marginal
and several conditional slices [KMB12]. That is,
rel(S) = ES[KLD(P (Y |S) || P (Y ))].
Hence, it is sufficient to prove that ES[KLD(P (Y |S) || P (Y ))] converges toMI(S, Y ).
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P (S, Y )log
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P (Y )P (S)
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= MI(S, Y )
4.5 Decomposition For Feature Relevance Esti-
mation
A simple solution to estimate the relevance of fj using Definition 4.1 is by com-
puting rel({fj}). Such individual feature relevance scores lacks information about
feature interactions. The aim of our approach is to evaluate feature relevance
r(fj) by including its interactions with other features and not to compute sub-
space scores rel(S). The subspace relevance score represents the contribution of
all features present in the subspace. Hence, the subspace score can be seen as
a function of individual feature relevancies. We estimate the feature relevance
r(fj) by decomposing the subspace score, which is the result of individual feature
relevancies.
Example 4.1. Assume a dataset F = {f1, f2, f3, f4}, such that there exists multi-
feature interactions between {f1, f2, f3}. Hence, relevance of a subset with all
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interacting features (rel(S1) | S1 = {f1, f2, f3}) is greater than the relevance of a
subset (rel(S2) | S2 = {f1, f2, f4}) with an incomplete interactions.
A na¨ıve decomposition is to decompose rel(S) as the sum of individual fea-
ture relevancies. On applying na¨ıve decomposition to our Example 4.1, we obtain
rel(S1) = r(f1) + r(f2) + r(f3) and rel(S2) = r(f1) + r(f2) + r(f4). With an incom-
plete interaction structure, rel(S2) will underestimate the values of r(f1) and r(f2).
Such underestimations are misleading as there exists another subspace where f1
and f2 in combination with f3 forms a complete interaction structure to be more
relevant to Y . This necessitates to rewrite the decomposition rule, such that it
holds true for both cases. Hence, we define the decomposition as an upper bound
of the subspace relevance.
Definition. 4.2: Feature Constraint
Let r(fj) ∈ R be the relevance of individual features within the subspace




Theoretical justification for the constraint
In order to estimate the multi-feature interactions, we decompose the relevance
score rel(S) into contributions of each subset combination T ∈ 2S. To perform
this decomposition, let us define the contributions of the subset combinations. The
contribution of T strictly denotes the influence of that particular combination of
features and does not account for any other subsets of T . Hence, the contribution
is formulated as,
c(T ) = rel(T )− ∑
Q⊂T
rel(Q). (4.1)







4.5 Decomposition For Feature Relevance Estimation
For example, for S = {f1, f2, f3},
rel(S) = c(∅) + c(f1) + c(f2) + c(f3) + c(f1, f2) + c(f1, f3) + c(f2, f3) + c(f1, f2, f3).
The relevance of a set S, i.e., rel(S), increases as the contribution of a specific
subset combination T increases. Hence, the relevance of the set can never be
greater than the imposed contribution of all its subsets. However, two features
can provide redundant contributions to the relevance score. To handle information




and our example is reformulated accordingly,
rel(S) ≤ c(∅) + c(f1) + c(f2) + c(f3) + c(f1, f2) + c(f1, f3) + c(f2, f3) + c(f1, f2, f3).
The contribution c(f1) stands for the relevance of f1. Combination of feature f1
with other features, e.g., f2, can be more influential for the rel(S) score due to
multi-feature interactions and this is captured in c(f1, f2). As a empty subset has
no influence for the relevance score c(∅) = 0, we avoid using it in our forthcoming
formulations.
Using our inequality defined in 4.3, we deduce a relevance score for a feature





| T | · c(T ). (4.4)
The weighted sum ensures that the contribution of a feature subset is equally dis-
tributed to all features in the cluster. However, we are not interested in estimating
the feature contributions but the feature relevance by honoring the multi-feature
interactions.
For any randomly drawn feature subset S in a Monte-Carlo iteration, our in-
terest lies in estimating the relevance of each feature f ∈ S | S ⊆ F . In Equation
4.5, we show that the relevance of a feature is the weighted sum of contributions
of different subset combinations of S where f is a part of. In addition, it can
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also have an incomplete multi-feature interactions that are not entirely captured








































The defined inequality applies for a subspace with a complete or an incom-
plete interaction structure. The relevance of a feature fj is to be estimated based
on multiple subspaces, i.e., S | S ∈ 2F and fj ∈ S. Hence, a single inequality
is not sufficient to estimate feature relevance based on multi-feature interactions.
Moreover, a single inequality does not enable us to compute the relevance of all
features fj ∈ F in the high-dimensional feature space. However, it is computation-
ally not feasible to deduce constraints (c.f. Definition 4.2) for all possible feature
combinations. We address this challenge by running M Monte Carlo iterations.
For each iteration, we select a subspace S and define a constraint based on the
subspace relevance rel(S) score and the features belonging to S. The constraints
provide information on how a feature interacts in multiple subspaces. From these
constraints, we aim to estimate the relevance of a feature r(fj).
Table 4.2 shows an illustrative example of how our idea of generating constraints
works for a dataset (in Example 4.1) with multi-feature interactions . Our approach
draws several random subspaces as shown in Table 4.2.
With the calculated subspace relevancies, we build 3 constraints for estimating
the bounds of the individual feature relevance. The constraints of i = 2 and 3
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i S rel(S) Constraint
1 {f1, f2, f3} 0.9 r(f1) + r(f2) + r(f3) ≥ 0.9
2 {f1, f4} 0.12 r(f1) + r(f4) ≥ 0.12
3 {f2, f1, f4} 0.15 r(f1) + r(f2) + r(f4) ≥ 0.15
Table 4.2: Illustrative example of feature constraints for 3 Monte Carlo
iterations
underestimate the relevance of the individual features. However, constraint of i = 1
increases the boundaries of individual feature relevance. The relevance of a feature
r(fj) is decided by considering multiple subspaces where fj is a part of. Hence, our
approach prevents underestimation of r(f1) and r(f2) and enable inclusion of multi-
feature interactions. In addition, we also deduce that any feature subset S ⊆ F
that contains {f1, f2, f3} will have a high relevance score rel(S). This inference is
deduced because the multivariate relevance function rel(S) is monotone.
Lemma 4.2. As a monotonic score, adding an irrelevant feature f to a set S of
relevant features does not lead to loss of information, i.e., rel(S) ≤ rel(S ∪ f).
Proof: As the expectation of divergence between conditional and marginal distri-
bution converges to mutual information (c.f. Lemma 4.1), based on the literature
from information theory, we can say that rel(S) is monotonic [LSLZ09]. Moreover,
the work of [Ryu93] also proves that as the data information gets richer, the KL-
divergence measure increase monotonically. We show a simple proof for Lemma
4.2 using a feature subset S and a target Y . Mutual information between a subset
of variables and a target can be written as [CT12],
MI(S, Y ) = KLD(P (S, Y )||P (S)P (Y )).
Add a noisy feature f , that is statistically independent to S.




P (S ∪ f, Y ) log
(
P (S, f, Y )
P (S)P (f)P (Y )
)
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Using independence of f ,
∑
S,f,Y
P (S∪f, Y ) log
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P (S, f, Y )
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As we know that ∑f P (f) = 1,
∑
S,Y
P (S, Y ) log
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P (S, Y ) log
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P (S)P (Y )
)
= KLD(P (S, Y )||P (S)P (Y ))
Our approach generates M inequalities for M Monte Carlo iterations. Solving
the system of M inequalities does not lead to a unique value of r(fj). The in-
equalities provide only the boundaries for feature relevancies. We aim to deduce
a reasonable estimate of the relevancies such that all constraints are satisfied. As
these constraints denote the lower bounds of the feature relevancies, we aim to min-
imize the contributions of individual features. Therefore, we define an objective











r(f) | i = 1, · · · ,M, (4.6)
such that, µ = (1/|F |)∑f∈F r(f). The first term denotes the sum of individual
feature relevance. The second part of the optimization function is a standard L2-
regularization term to ensure that all relevancies r(f) contribute equally to the
boundary. Finally, we apply quadratic programming in order to optimize Equa-
tion 4.6 subject to the M affine inequalities. The inequalities define a feasible
region in which the solution to the problem must be located for the constraints to
be satisfied. Thus, we obtain the relevance score for each feature. Computing the
subspace relevance (c.f. Definition 4.1) for each iteration requires the estimation
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4.6 Redundancy Estimation
Algorithm 3 Estimation of Feature Relevance
Input: F , Y,M, k
1: C = ∅
2: for i = 1→M do
3: Sample {Si | Si ⊆ F ∧ |Si| ≤ k}
4: Compute rel(Si) using Definition 4.1
5: Construct constraint (cf. Definition 4.2)
6: Add constraint to set C
7: end for
8: Optimize objective function Equation 4.6 subject to C
9: return r(f) | ∀f ∈ F
of conditional probability distributions. However, evaluating the empirical condi-
tional probabilities for large |S| is inaccurate. We demonstrate this by empirical
evaluation in Section 4.10.1. Hence, it is necessary to restrict the size of the sub-
space to a maximum of k. That is, each randomly drawn Si | Si ⊆ F and |Si| ≤ k.
Algorithm 3 shows the pseudo-code for feature relevance estimation.
4.6 Redundancy Estimation
The feature relevance estimation does not include the effect of redundancy. This
means, two identical features are ranked the same based on its relevance scores.
A major challenge lies in the detection of redundant features which do not have
identical values as explained in Section 4.3. Hence, redundancy is not a binary
decision. A pair of redundant features can only have a certain magnitude of infor-
mation shared among them. Therefore, it is necessary to incorporate this specific
information into the final score that exemplifies redundancy and relevance. The
principle of redundancy estimation is similar to the relevance measurement. We
use the same property of comparing marginal and conditional distributions as in
Definition 4.1 to evaluate redundancy.
Definition. 4.3: Feature Redundancy
Given a set of features R ⊆ F , a feature fj | (fj ∈ F and fj /∈ R) is
non-redundant w.r.t. R iff :
P
(
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Using Definition 4.3 we aim to compute the feature-feature redundancy and not
the feature-target relevance. For this reason we do not include the target variable
Y in our definition. Our feature redundancy estimation is a two step process.
Step 1: All features fj ∈ F are ranked based on relevance r(fj) score.
Step 2: For an ordered set Rn that denotes a set of features until relevance rank
n, we compute redundancy score of nth ranked feature based on the redundancy it
imposes on features with relevance rank 1 to n− 1.
By following this methodology, if two redundant features have similar relevance
scores, the second feature will obtain a higher redundancy score. This redundancy
score is used to devalue the redundant contribution of that feature.




p(fj | R) || p(fj)
)]
(4.7)
If fj is independent of R, the expected marginal and the conditional probability
distributions will be the same. In other words, if fj has non-redundant information
w.r.t. the features f ∈ R, the deviation between the distributions in Equation 4.7
will be 0. We illustrate the steps with an example.
Example 4.2. Assume a feature space F = {f1, f2, . . . , f5} in which f1 and f3 are
redundant features.
For the given feature space in Example 4.2, the features are sorted based on
relevance scores following the step 1, i.e., Rn = {f5, f3, f1, f2, f4} | n = |F |. The
highest relevant feature f5 is not evaluated for redundancy as, it has no preceding
ranked features to be redundant with. The redundancy that f3 imposes on R1 =
{f5} is estimated by applying Equation 4.7. Therefore, we rank the features based
on their relevance and use the top n-relevant features to compute the redundancy
of fn+1. The pseudo-code for this estimation is shown in Algorithm 4.
For estimation of feature relevance, we restricted the subspace size to k (c.f.
Section 4.5). This avoids inaccurate conditional probability estimates. Algorithm 4
also involves estimation of conditional probabilities. For a large |Rn|, the condi-
tional probability estimations using Equation 4.7 are not accurate. For example:
for estimating the redundancy of the 100th ranked feature, we need to estimate
the conditional based on the 99 features ahead in the rank. Thus, for estimation
of redundancy score of the nth ranked feature, we sample subspaces ∀S ⊆ Rn−1.
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4.7 Unification of Relevance and Redundancy scores
Algorithm 4 Estimation of Redundancy
Input: F , Y
1: Rn=Sort ∀fj ∈ F based on r(fj) from Algorithm 3
2: for n = 2→ |F | do
3: Compute red(Rn4Rn−1, Rn−1) c.f. Equation 4.7 I4 denotes symmetric dif-
ference
4: end for
5: return Calculate redundancy scores red ∀fj ∈ F




number of subsets. The maximal imposed redundancy of the nth ranked
feature on the list of subspaces is the redundancy of the nth feature. In Section 4.9
we provide an enhancement for redundancy approximation as a part of relevance
estimation algorithm itself.
4.7 Unification of Relevance and Redundancy scores
Having estimated the relevance and redundancy of the features in Section 4.5 and
4.6, our final goal is to rank features based on a single score that combines both
the properties.
Definition. 4.4: RaR score
Given the relevance r(fj) and redundancy score red(fj, R) of feature fj, we
define RaR(fj) score as,
RaR(fj) =
[
2 · r(fj) · (1− red(fj, R))
r(fj) + (1− red(fj, R))
]
.
RaR(fj) is the harmonic mean of relevance and redundancy scores. The har-
monic mean in Definition 4.4 penalizes the relevance score with the information
based on redundancy.
Example 4.3. Assume a feature space F = {f1, f2, . . . , f5} in which f1 and f3 are
relevant and exhibit feature interactions. Additionally, f4 and f5 are features with
redundant information.
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In such a case, RaR ranks the feature based on multi-feature interactions and
redundancy. Hence, RaR ensures that the non-redundant and the features with
interactions, i.e., {f1, f3} to be present ahead in the feature ranks.
4.8 Time Complexity
RaR consists of three major phases: subspace sampling for constraint generation
(Lines 2- 7 of Algorithm 3), quadratic optimization (Line 8 of Algorithm 3) and
redundancy estimation (Algorithm 4). In the following, we discuss the time com-
plexity of each part and finally present the overall time complexity of our approach.
For each Monte Carlo iteration, we compute the subspace relevance based on
the slicing method presented in [KMB12]. This requires to iterate the instances in
the selected slice. In the worst case scenario, all instances are included in the slice
with a time complexity of O (N). The selection of a slice is done for each dimension
in subspace Si. Since |Si|≤ k, it leads to a complexity of O (N · k) for calculating
rel(Si) (Line 4 of Algorithm 3). The total time complexity for extracting M
constraints takes O (M ·N · k). The final step of estimating the relevance of each
feature, requires to optimize Equation 4.6 subject to M constraints (Line 8).
A quadratic programming algorithm for a d-dimensional feature space has a
time complexity O(√d · ln1

) [Gon12]. The complexity considers that the opti-
mizer converges to an -accurate solution. To compute the redundancy of a fea-
ture, we group subspaces of size k with all features ahead of it and compute the







. Finally, ranking the features requires to sort the features based
on their relevance and redundancy scores. This procedure requires O(d · log(d)).
Considering the complexity of computing the harmonic mean of relevance and
redundancy as constant, the total complexity of RaR is represented as,
O
(







4.9 Algorithmic enhancement for redundancy estimation
Instantiations for RaR
In Algorithm 3, a random subspace S ⊆ F is selected with maximum dimension-
ality k for each iteration. In order to estimate rel(S), we compute the distribution
of Y under some conditional slice of S. That is, we aim to obtain a slice of S which
satisfies a specific set of conditions, i.e., div(p(Y | S ∈ [c1, · · · , c|S|]), p(Y )). Defin-
ing explicit conditions is a tedious task. Hence, we use adaptive subspace slicing,
more details can be found in [KMB12]. After calculating the subspace relevance,
we extract an inequality and the set C is updated with this constraint. Finally, we
obtain a set of M constraints and optimize the objective function of Equation 4.6
subject to these constraints.
RaR requires a divergence function to quantify the difference between distri-
butions. As KLD is formulated for both continuous and discrete probability dis-
tribution, it is directly applicable for redundancy estimation (c.f. Definition 4.7)
on mixed feature types. However, for continuous variables we use the KS-test
because it does not make any assumptions on the sample distributions and relies
only on the data samples [KMB12]. For this reason, we show Lemma 4.1 only for
categorical case and not for continuous.
4.9 Algorithmic enhancement for redundancy es-
timation
In this we estimate the redundancy of a feature at position i based on the i − 1
features ranked ahead of it (c.f. Algorithm 4). However, this can be computation-
ally challenging for cases where there are thousands of features. We provide an
algorithmic enhancement in Algorithm 5 to exploit the subsets sampled during the
relevance estimation (c.f. Algorithm 3). The additional computations that we do
in comparison to the relevance estimation are highlighted in the pseudo-code be-
low. The enhancement includes sampling of an feature f in addition to the subset
S (c.f. Line 5) and computing its redundancy with respect to the sampled subset
(c.f. Line 6).
We explain the significance of our algorithm with a simple example. For a
feature space F = {f1, · · · , f5} and target Y , where f1 and f3 are redundant to
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Algorithm 5 Enhancement for redundancy estimation
Input: F , Y,M, k
1: C = ∅
2: for i = 1→M do
3: Sample {Si | Si ⊆ F ∧ |Si| ≤ k}
4: Compute rel(Si) using Definition 4.1
5: Sample a feature f ∈ F | f /∈ Si IIn addition to Algorithm 3
6: Compute red(f, Si) (c.f. Equation 4.7) IIn addition to Algorithm 3
7: Construct constraint (cf. Definition 4.2)
8: Add constraint to set C
9: end for
10: Optimize objective function Equation 4.6 subject to C
11: return r(f) | ∀f ∈ F
i Si f red(f, Si)
1 {f2, f3} f1 High
2 {f2, f3} f5 Low
3 {f1, f2, f4, f5} f3 High
4 {f3, f4} f2 Low
5 {f2, f3, f4} f1 High
6 {f2, f4} f5 Low
7 {f2, f4, f5} f3 Low
8 {f1, f4} f3 High
Table 4.3: Illustrative example of feature constraints for 3 Monte Carlo
iterations
each other. Using 8 different Monte-Carlo iterations shown in Table 4.3, let us
assume that the features are ranked as f5, f2, f3, f1, f4, based on the relevancies.
The redundancy of feature f3 is estimated with respect to the features ranked ahead
of it, i.e., T = {f5, f2}. The redundancy of f3 with respect to other features, viz.,
f1, f4, are irrelevant at this point. To estimate the maximal imposed redundancy
of f3 w.r.t. T , we identify subsets Si that have intersecting elements with T . We
define such subset samples as admissible samples.
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Definition. 4.5: Admissible subsets
For estimating redundancy of a feature f with respect to a set of features
T ⊆ F , the sample red(f, Si) is defined to be admissible iff ,
Si ∩ T 6= ∅
Our Definition 4.5 states that a redundancy sample red(f, Si) will provide us
insights about red(f, T ) only if there are intersecting elements between T and Si.
For example, to estimate the redundancy of f3 with respect to T = {f5, f2}, the
i = 8 does not provide any useful insights. This is because, there are no common
elements between S8 and T . On contrary, with the presence of common elements,
i = 3, 7 are admissible subsets. However, the admissible subsets can largely over-
estimate because we are still not aware if the redundancy score is influenced by
the common elements of Si ∩ T or Si \ T . We can use our subset samples in Table
4.3 to identify this. That is, an admissible sample is said to be justified and not
over-estimating if it satisfies our Definition 4.6.
Definition. 4.6: Justified subsets
An admissible redundancy sample red(f, Si) is justified with respect to a
subset of features T iff ,
@Sj ⊆ F : ∀x[x ∈ (Si ∩ T )→ x ∈ Sj] and
red(f, Sj) < red(f, Si)
Our admissible subset S3 is not-justified as we have S7 that contains all inter-
secting elements S3∩T and has a lower redundancy score red(f3, S7) < red(f3, S3).
On contrary our admissible subset S7 is justified as we have S3 that contains all in-
tersecting elements S7∩T but does not have has a lower redundancy score. Hence,
the redundancy of f3 is red(f3, S7) because the sample 3 denotes its redundancy
with respect to f1, which is irrelevant for estimating the redundancy with respect
to T = {f5, f2}. In the event of multiple admissible and justified subsets, the
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Though the aforementioned enhancement enriches the algorithms runtime, it
can have undesirable properties. That is, in the event where no redundancy sample
is admissible, we have no knowledge about the feature’s redundancy. In such cases,
it is recommended to follow Algorithm 4 for better estimation.
4.10 Experimental Evaluation
Experimental Setup
In this section we compare the run times and quality of our approach against
several existing techniques as competitors. We consider techniques from different
paradigms, i.e., filters, wrappers, embedded and hybrid techniques for mixed data
as competitors. As wrappers, we test Sequential Forward Selection (SFS) [TPKC10]
with K-Nearest Neighbors (KNN) [KGG85], capable of handling redundant fea-
tures. As hybrid technique, we consider the heuristic of Doquire [DV11]. The
scheme requires a correlation measure and a classifier, hence we employ mRmR [PLD05]
and KNN with the heuristic of Doquire [DV11]. As filter approach, we test Maximal
Information Criterion (MIC) [LMD+12], mRmR [DP05, PLD05], ReliefF [RSˇK03]
and Correlation Filter Selection (CFS) [Hal00]. Finally, we test the embedded
scheme of decision trees (C4.5 [Qui14]). The results of our experiments on other
classifiers are also made available. Additionally, we employ Gurobi [LLC15] opti-
mizer for the optimization of relevancies in RaR. We evaluate and compare our ap-
proach with the above mentioned competitors on synthetic and real world datasets.
Synthetic datasets were generated with varying database sizes and dimensional-
ity. We employ the synthetic data generation program of NIPS [NIP01] to generate
continuous feature sets with normal distribution in any proportion of relevant (with
multi-feature interactions) and noisy features. For a generated continuous feature
f and v number of states, we discretized f to form a categorical feature of v unique
values. In our experiments, we generated mixed datasets with equal number of cat-
egorical and continuous features. As a measure of feature ranking quality, we use
Cumulative Gain (CG) from Information Retrieval [BYRN99].
For evaluation of our feature ranking framework, we also use 6 public datasets
from the UCI repository with different dimensionalities and database sizes (c.f.
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Dataset # features # samples
NIPS [CL06] 500 2000
Ionosphere [SWHB89] 24 351
Musk2 [DJLLP94] 166 6598
Isolet [FC90] 500 2000
Semeion [Bus98] 179 14537
Advertisement [FM03] 1558 3279
Table 4.4: Properties of datasets used for experimental comparison of RaR
and other competitor approaches
Table 4.4). The datasets contain both continuous and categorical features. Exper-
iments that had run times more that one day are denoted as ** in Table 4.5 and
4.6.
4.10.1 Synthetic Data sets
We perform scalability analysis by evaluating the run times with increasing dimen-
sionality and database size. Figure 4.2 shows the efficiency of RaR with increasing
database size and dimensionality. In general, methods that do not evaluate for
feature interactions, i.e., C4.5, mRmR and CFS, have lower run times than RaR.
By evaluating these interactions, RaR has better feature ranking quality (c.f. Fig-
ure 4.3). In comparison to ReliefF, which ranks features based on multi-feature
interactions, RaR has lower run times and better feature ranking quality.
Parameter Analysis
The k parameter of RaR decides the maximum size of the subset drawn for every
iteration i | i = 1, · · · ,M . From our experiments (c.f. Figure 4.4a) on syn-
thetic data, we observe that the CG decreases with increasing k. The size of the
conditional slices is determined by the α parameter [KMB12]. For a dataset of
N = 1000 and | F |= 100, setting α = 0.1 and a large value of k (k = 50) leads
to a conditional slice of size α 1k · N [KMB12]. Hence, the conditional slice has
approximately 95% of all the instances. This leads to a very similar conditional
and marginal distributions and distorted feature ranking. In Figure 4.4b, we vary
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Figure 4.3: Quality Evaluation: CG of RaR vs. Competitor techniques
M and evaluate its influence on feature ranking. The experiment shows that the
ranking quality is stable for a large range of M . Thus, we recommend to restrict k
to small values and increase M for better accuracy. Choosing large M affects run
times of selection process. However, the task of sampling and building constraints
can be distributed over multiple processor threads. Figure 4.5 shows the efficiency
gained by distributed computations of RaR. Speedup denotes the number of folds
of decrease in run times (w.r.t. single thread) on distributing the Monte Carlo
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Figure 4.5: Speedup of RaR
Robustness w.r.t. erroneous labels
In several application scenarios, the target labels Y are assigned by domain experts.
This manual process is prone to errors. With such datasets, it is necessary to
ensure that the feature ranking is robust to erroneous target labels. To test this,
we manually induced label errors in the synthetic datasets. The hybrid approach
from Doquire [DV11] was able to perform well on a few cases (c.f. Figure 4.6).
However, as a filter approach, RaR defines the feature relevance score based on
constraints defined by multiple subsets. Thus, RaR is more robust to label errors.
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Figure 4.6: Robustness of feature ranking
Selection NIPS Ionosphere Musk2 Isolet Semeion Advertisement
Full-dimension 0.57 0.70 0.8 0.58 0.1 0.73
C4.5 0.58 0.87 0.9 0.63 0.79 0.9
MIC 0.78 0.83 0.86 0.78 0.8 0.91
SFS(KNN) 0.84 0.85 0.91 ** ** **
CFS 0.82 0.81 0.86 0.82 0.9 0.91
ReliefF 0.87 0.79 0.84 0.82 0.87 0.87
mRmR 0.55 0.89 0.9 0.57 0.9 0.9
Doquire 0.56 0.88 0.9 0.56 0.93 0.9
RaR 0.88±0.006 0.88±0.00 0.91±0.008 0.87±0.002 0.92±0.005 0.92±0.005
Table 4.5: Average f-score of 3 fold cross-validation using KNN (K=20)
classifier
Selection NIPS Ionosphere Musk2 Isolet Semeion Advertisement
C4.5 1.2 0.5 3.1 3.8 0.21 15.58
MIC 37.7 0.47 40.79 37.25 81.2 49.35
SFS(KNN) 105741.3 6.9 14132.9 ** ** **
CFS 36.7 1.8 8.3 37.5 2.51 417.9
ReliefF 29.3 0.18 98.08 32.7 5.46 95.07
mRmR 42.3 0.5 4.5 59.27 6.1 78.81
Doquire 44.6 4.25 9.19 62.15 9.8 131.42
RaR 10.35 2.05 5.3 7.9 4.37 50.26
Table 4.6: Feature ranking run times in sec of RaR vs. competitor approaches
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4.10.2 Real world Data sets
Table 4.5 shows the results w.r.t. the prediction quality of each feature selection
technique. Overall, we observe that application of feature selection improves the
quality of prediction. By evaluating the feature interactions in the dataset, RaR
has the best accuracy in comparison to the competitor approaches. Especially, the
existing feature selection techniques do not show improvement of f-score in the case
of NIPS challenge dataset. NIPS dataset contains multi-feature interactions, noisy
and large number of redundant features. As the competitor approaches do not
evaluate feature interactions, they assign lower scores to such interacting features.
Table 4.6 shows that our approach is several times more efficient in compari-
son to the competitor filter and wrapper methods. Embedded approach C4.5 has
lower run times in comparison to RaR. However, C4.5 is unable to identify feature
interactions and has lower prediction quality (c.f. Table 4.5). Similar to our ex-
periments on synthetic datasets (c.f. Figure 4.2 and 4.3), we observe that methods
that have lower run times than RaR have lower f-scores as they no not evaluate fea-
ture interactions. For dataset with few features (Ionosphere data), simple bivariate
correlation measures (MIC and CFS) was a better choice w.r.t. run times.
Evaluation of the ranking
To evaluate the quality of feature ranking, i.e., to experimentally show that the
top ranked features of RaR are maximally relevant and non-redundant, we follow a
2 step evaluation process on real world datasets. First, we rank the features using
each approach. Then, we iteratively add the features ranked by each technique to
a classifier (KNN [KGG85]) in the order (best to worst) of their ranks. As shown in
Figure 4.7, after including each feature, the average f-score of 3 fold cross-validation
is calculated. As the top ranked features of RaR are non-redundant, we observe
the best quality with the least number of features. However, other approaches
do not take into account the effect of redundancy. For example, ReliefF has very
similar prediction quality (c.f. Table 4.5) to RaR. By ranking the non-redundant
features ahead, RaR achieves better f-score with fewer features (c.f. Figure 4.7),
i.e., RaR obtains an f-score of 0.87 with 14 features and ReliefF obtains an f-score
of 0.82 with 20 features. We performed the experiment on the public datasets and
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MIC CFS RaR ReliefF mRmR
Figure 4.7: f-Scores of top 30 features on Isolet dataset
Selection NIPS Ionosphere Musk2 Isolet Semeion Advertisement
MIC 11 2 163 11 82 14
SFS(KNN) 5 2 135 ** ** **
CFS 15 2 155 15 119 7
ReliefF 20 4 136 20 173 54
mRmR 5 5 117 2 151 13
Doquire 2 4 117 2 156 15
RaR 12 2 16 11 17 9
Table 4.7: Number of features required to obtain the quality in Table 4.5
we show the number of features (c.f. Table 4.7) at which the maximum f-score
(c.f. Table 4.5) was observed. Table 4.7 shows the number of top ranked features
required to obtain the quality in Table 4.5, and RaR achieves the best f-score with
fewer features.
4.11 Summary
In this chapter, we presented a novel feature ranking framework that includes
the effect of higher-order interactions for relevance estimation and redundancy in
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datasets with continuous and categorical feature types. RaR randomly samples
several feature subsets and each of their relevance to the target prediction is com-
puted. Using this information, the relevance of each feature is estimated by evalu-
ating the role of a feature in multiple subsets. Hence, the interactions of a feature
in several feature subsets are assessed to derive an estimate of a feature’s relevance.
The framework is applicable for datasets with any feature type as the divergence
between two discrete distributions or probability density are comparable.
The results of various state-of-the-art algorithms on the synthetic and real world
datasets show that our feature ranking method is suitable for high-dimensional
datasets exhibiting complex feature interactions. By ranking the non-redundant
features ahead, RaR achieves better prediction quality with fewer features. Hence,
we aim to retain the idea of multi-view analysis using filter-based paradigm and
extend it for time-series data types. Estimating the conditional and marginal
distributions in RaR require sorting the features. That is, on applying RaR on
time series data, the inherent ordering of the series is distorted. It is still an open
challenge:
• To extract features by preserving the multivariate interactions in time series
dataset.
• To efficiently evaluate the relevance and redundancy of the extracted features.
In the forthcoming chapter, we introduce a novel feature extraction framework for










Time series classification is predominant in several application domains such as
health, astrophysics and economics [FJ14, GGK+13, YK09]. In particular, for
automotive applications, the time series data is transmitted from the vehicle to
a remote location. In such cases, the transmission costs are large for lengthy
and high-dimensional time series signals. Feature-based approaches handle this
problem by transforming the lengthy time series into compact feature sets. The
transformation of time series can be done based on several properties (c.f. Section
2.3.1 in Chapter 2), e.g., frequency and amplitude properties of the time series are
captured using a Fast Fourier Transform (FFT).
Fundamentals of ordinal patterns
Several time series applications need to capture the structural changes instead of
the exact values at each instant of time [SGK12, YK09]. A transformation based
on the ordinality of the time series effectively captures these structural changes in
a dynamic system [BP02, GGK+13, SGK12]. Let us consider a simple univariate
time series X that represents the behavior of a smooth driver (c.f. Figure 5.1).
The series X is of length l = 7, where X[t] denotes the value of X at time t. To
evaluate the ordinality at each time step t, a window of d − 1 (where d ≥ 2)
preceding values in the time series are used [BP02]. For d = 3, the ordinality at
t = 3 ∗ is X(t) > X(t − 1) > X(t − 2), which is represented as 012. As shown
in Figure 5.1, for a fixed d, there are at most d! unique ordinalities that exist
in a time series and we denote each of them with an unique symbol. Hence, the
ordinalities of X at t = 3, ..., 7 are denoted as (u, u, x, w, u). Given d! ordinalities,
an ordinal pattern is a subset of ordinalities, e.g., {u, x} is an univariate ordinal
pattern. Thus, there are at most 2d! patterns present in a univariate time series.
Similarly, we compute the ordinalities for a rash driver Xr (c.f. Figure 5.2) as,
(z, z, z, w, x). On comparing the ordinal representation of the two time series (i.e.,
X and Xr), we see that the smooth driver has an increasing trend (u) in the time
series more often (35 times) and a rash driver exhibits a declining trend (z) more
∗as t = 1 and 2 have less than d − 1 preceding values
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Figure 5.1: Example of univariate ordinality and the all ordinalities of d = 3
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Figure 5.2: Example of univariate ordinality and the all ordinalities of d = 3
for a rash driver
often. Secondly, Figure 5.1 and 5.2 also show that the ordinal patterns w and x
occur for both time series, but this information is not sufficient to discriminate be-
tween the driver types, i.e., irrelevant ordinalities. Thus, encoding the occurrence
of relevant ordinalities as a feature can be beneficial for time series classification.
The above example is motivated using our automotive application domain. How-
ever, for any non-stochastic system, these hidden structural and dynamic changes
are captured by a transformation based on ordinality.
In a multivariate time series classification task, there can be co-occurrence of
patterns between multiple dimensions that are more relevant for the class pre-
diction than individual patterns. For example (c.f. Figure 5.3), in automotive
applications, an increasing pattern (u) of engine torque and declining (z) tem-
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perature combined together indicates a specific component failure. However, the
increasing torque in combination with other ordinalities (e.g., vtemp) is not rele-
vant for classification. In such cases, for m dimensions, the number of possible
multivariate pattern combinations scales up to 2(d!·m). Following the traditional
feature-based approach [FJ14] of transforming all pattern combinations into nu-
meric features and performing feature selection to identify the relevant patterns is
computationally inefficient.
Figure 5.3: Example of multivariate pattern combination
Thus, the first challenge is to efficiently extract these multivariate patterns and
estimate their relevance simultaneously. However, none of the existing works on
ordinal patterns [BP02, GGK+13, SGK12] consider the influence of ordinalities in
multivariate time series datasets.
Additionally, multiple patterns can have similar information (redundant) for the
class prediction. For example, for a declining engine torque pattern, the engine
speed also exhibits a declining pattern. This implies that both patterns provide
redundant information for classification. In such cases, it is necessary to ensure
that the extracted patterns have complementary information to each other. Thus,
the second challenge lies in estimating the novelty of the features extracted using
ordinal patterns. Nevertheless, existing feature-based transformation techniques
[FJ14, Mo¨r03, NAM01, WWW07] do not focus on considering both challenges:
relevance w.r.t. classes and redundancy of the extracted features. In this work,
we introduce Ordinal feature extraction (ordex)∗, a feature-based approach for
multivariate time series classification using the property of ordinality in the time
series.
∗Adapted by permission from Springer: Selection of Relevant and Non-Redundant Multi-
variate Ordinal Patterns for Time Series Classification in the proceedings of the International
Conference on Discovery Science (DS), 2018 [SPISM18]
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After conversion of the raw multivariate time series dataset into its ordinal
representation, we define a method to extract multivariate ordinal patterns. To es-
timate the relevance of these patterns, ordex introduces a measure. This measure
estimates the recurrence of an extracted pattern in a given class and its unique-
ness w.r.t. other classes. The relevance estimation is followed by the redundancy
calculation. Given a set of relevant patterns, ordex scores the non-redundancy
of each pattern based on its correlation with other relevant patterns. Finally,
both scores are combined such that the unified score exemplifies relevance and
non-redundancy. Experiments on real world and synthetic datasets show that our
approach is beneficial for several application domains.
5.2 Comparison to Related Work
Paradigm Approach Multivariate Relevance Redundancy
Ordinal patterns [BP02] and [SGK12] 7 7 7
[GGK+13] 7 3 7
Sequence-based Shapelet[YK09] 7 3 7
MCMR[WJW+15] 7 3 3








Ordex 3 3 3
Table 5.1: Comparison of ordex with other relevant literatures from different
time series classification paradigms
We distinguish our work on feature extraction in this chapter from the others
discussed in Section 2.4 based on three characteristics: (1) capture the multivariate
interactions in the time series dataset, (2) evaluate relevance and (3) redundancy
of extracted features simultaneously without the need of additional post-processing
such as feature selection. In Table 5.1, we group the time series literatures into two
paradigms, i.e., feature-based and sequence-based. In this chapter we contribute a
feature-based framework for extracting relevant and non-redundant features from
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the time series based on the property of ordinality. In contrast to the existing
works on ordinality and feature-based extraction techniques, we propose a multi-
variate feature extraction scheme in this work. By evaluating the relevance and
redundancy of the extracted features ordex provides a smaller set of predictive
features from the time series.
5.3 Problem Definition
A multivariate ordinal pattern s is a set of ordinalities from multiple dimensions,
e.g., in Figure 5.3, s = {utorque, ztemp}. In a multivariate time series dataset, a
large number of pattern combinations exist and several of them are irrelevant for
classification and redundant to each other. We denote error : s 7→ R as the error
function of the classifier trained using an ordial pattern s. The classification error
using a relevant pattern s1 is lower in comparison to that of an irrelevant pattern
s2, i.e.,
error(s1) < error(s2).
On the other hand, using redundant patterns for classification does not improve the
prediction accuracy. That is, for a set of patterns S , where si ∈ S has redundant
information to other elements in S ,
error(S) u error(S \ si).
Irrelevant and redundant features lead to large feature space and lower prediction
quality [SBS+17]. Hence, the contributions of this work are two-fold:
(1) Including and defining the multivariate nature of ordinal patterns for time se-
ries classification.
(2) A novel score for evaluating the relevance and redundancy of ordinal patterns
without training a classifier.
From a pool of large number of ordinal patterns, we aim to select a set of o patterns
S = {s1, · · · , so} that are relevant for classification and are non-redundant w.r.t.
other elements in the set. Hence, we maximize the sum of the individual relevan-
cies and minimize the correlation between the ordinal patterns. This requires a
scoring function that can efficiently estimate the ability of a multivariate pattern
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to discriminate between different classes, i.e.,
rel : s ∈ S 7→ R.
Secondly, a redundancy scoring function to ensure that the elements in S have
complementary information to contribute for the classifier, i.e.,
red : (s ∈ S ,S \ s) 7→ R.
Notations: As we aim to extract and evaluate ordinal patterns from multi-
variate time series, we begin with the conversion of raw time series into its ordinal
domain. In the work of [BP02], ordinality of degree d ≥ 2 | d ∈ N at each instant
of time t | (d − 1) < t ≤ l for a univariate times series X = (x1, · · · , xl) of length
l is defined as,
Od(X, t) = (rank(X[t]), rank(X[t− 1]), ..., rank(X[t− (d − 1)])), (5.1)
where rank(X[t]) is the position of X[t] after sorting the values of (X[t], ..., X[t−
(d − 1)]). For example, in Figure 5.1,
Od=3(X, t = 4) = X(t) > X(t− 1) > X(t− (3− 1)) = 012.
Thus, the ordinal representation of a univariate time series X is a new series
ordd(X) = Od(X, t), · · · ,Od(X, l), where the ordinality Od(X, t) at each instant
of time t is assigned as a symbol. The resulting series can have a maximum of
d! distinct symbols and a length of l′ = l − (d − 1). For example, in Figure 5.1,
ord3(X) = (u, u, x, w, u) and l′ = 7− (3− 1) = 5.
A m-dimensional time series sample T j = 〈X1 , · · · , Xm〉 is a m-tuple of uni-
variate time series. Finally, a multivariate time series dataset D = {T 1 , · · · , T n}
consists of n such multivariate time series samples. As a supervised approach, each
sample T j ∈ D is assigned a class from a set of possible classes C = {c1, · · · , ck}.
The ith dimension in the jth sample of a dataset is denoted as T ji . The ordinal repre-
sentation of a multivariate time series dataset D is a collection of the ordinal repre-
sentations of all univariate time series, i.e., ordd(D) = {〈ordd(T j1 ), ..., ordd(T jm)〉 |
j = 1, · · · , n}. For the ease of notation, we use a fixed length l for all time series,
but this is not a formal requirement.
104
5.4 Extraction of Multivariate Ordinal Patterns
5.4 Extraction of Multivariate Ordinal Patterns
Ordex is a heuristic approximation algorithm that includes evaluation of relevance
and redundancy of ordinal patterns. As shown in Figure 5.4, a m-dimensional
time series dataset D is converted to its ordinal representation of defined degree
d, i.e., ordd(D) (c.f. Section 5.3). From the ordinal search space, ordex aims
to extract multivariate ordinal patterns. Hence, we begin with the introduction
of multivariate ordinal patterns. This section is followed by our relevance and
non-redundancy scoring function for ordinal patterns. Finally, we elaborate on the
algorithmic component of our approach.
Figure 5.4: Workflow of ordex
As shown in Figure 5.3, a multivariate ordinal pattern is a subset of ordinalities
from multiple dimensions. We introduce multivariate ordinal pattern set with our
formal definition.
Definition. 5.1: Multivariate Ordinal Pattern set
Let I = {1, · · · ,m} be the set of dimensions and Ωi = ⋃1≤j≤n ordd(T ji) | i ∈
I is a set of ordinalities in the ith dimension of all samples in D. Given the
search space Ω = {Ωi | ∀i ∈ I} and a subset of m′ ≤ m dimensions, i.e.,
I ′ ⊆ I | |I ′|= m′, we define a multivariate ordinal pattern set as,
s = {Πi ⊆ Ωi | ∀i ∈ I ′}.
As discussed in the Section 5.3, evaluating every possible pattern set is compu-
tationally inefficient. In this work, we handle this challenge by using the Monte-
Carlo approach [KMB12] where a random multivariate pattern set is extracted for
each iteration.
Example 5.1. Assume a time series dataset D = {T 1 , T 2} with three dimensions,
(i.e., I = {1, 2, 3}) and two samples (i.e., n = 2) of length l = 8.
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Figure 5.5: Illustration of multivariate ordinal pattern set for Example 5.1,
where d = 3
Using Figure 5.5, we show one possible multivariate ordinal pattern extracted
from D by applying Definition 5.1. As the first step, the time series data is con-
verted into its ordinal representation of d = 3 by assigning its ordinality at each
instant of time (c.f. Equation 5.1). For a set of ordinalities Ωi in the ith-dimension
of all time series samples, e.g., Ω1 =
⋃
1≤j≤2 ord3(T j1 ), a multivariate ordinal pat-
tern of size m′ = 2 is a subset of ordinalities from m′ dimensions. In our example
in Figure 5.5, we select a random subset of dimensions I ′ = {1, 3}. From each
selected dimension, a subset of ordinalities are drawn to form a multivariate ordi-
nal pattern set, i.e., s = {Π1 ⊆ Ω1,Π3 ⊆ Ω3}. In Figure 5.5 we show one possible
multivariate ordinal pattern set s, where ordinalities u and w are drawn from Ω1.
Similarly, ordinalities y and x are drawn from Ω3.
In order to score the relevance of the extracted multivariate ordinal pattern set
for classification, we transform the multivariate symbolic representation of ordi-
nalities into a numeric feature. As our approach uses the ordinal representation of
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time series and not the actual values, it is not possible to perform transformation
based on standard operations such as mean or median. Following the literature of
probabilistic sequential mining [XKWMN07], we perform a transformation based
on the occurrences of a pattern set. For the extracted s, we compute its probability
in each time series sample j | j = 1, ..., n based on our definition below.
Definition. 5.2: Transformation function
Let T = (T [1], · · · , T [l]) be a m-dimensional time series sample of length
l, i.e., T [t] ∈ Rm, and I ′ is a set of dimensions from which a multivariate
ordinal pattern set s is extracted. The pattern s occurs in T at time t iff
ordd(Ti[t]) ∈ Πi,∀i ∈ I ′.
The transformation function assigns the probability of s in a time series
sample, i.e., P : (s, T ) 7→ R and we define the transformation function as,
P (s, T ) = |{t | s occurs in T at time t}|
l − (d − 1) .
Hence, for a time series dataset with n-samples, the defined transformation
function generates a n-dimensional numeric feature vector f = (P (s, T 1 ), · · · , P (s, T n)).
Example 5.2. Assume we apply our transformation function (c.f. Definition 5.2)
to transform the multivariate ordinal pattern set s in Figure 5.5 into a numeric
feature.
The Definition 5.2 transforms a multivariate pattern into a numeric feature by
evaluating the co-occurrence of ordinalities from multiple dimensions. In Figure
5.5, s occurs at t = 3, 5 in T 1 , i.e., ord3(T 11 , 3) = w ∈ Π1, ord3(T 13 , 3) = x ∈ Π3
and ord3(T 11 , 5) = u ∈ Π1, ord3(T 13 , 5) = y ∈ Π3. Thus, the occurrence of s in
T 1 is P (s, T 1 ) = 26 = 0.33. The pattern s occurs in T
2 once at t = 4, i.e.,
ord3(T 21 , 4) = w ∈ Π1, ord3(T 23 , 4) = y ∈ Π3. On applying the transformation
function on T 2 , we have P (s, T 2 ) = 16 = 0.16 and the generated feature vector
is f = (0.33, 0.16). Similarly, for a given set of o patterns S = {s1, · · · , so},
the transformation generates a numeric feature space of size Rn×o. Thus, the
transformation defined in Definition 5.2 efficiently converts the pattern set into
numeric features for datasets with large number of dimensions and samples.
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5.5 Relevance Scoring
The transformed feature is based on the pattern set s drawn by a Monte-Carlo
iteration and its relevance for classification is necessary to be evaluated. With our
defined transformation function, a na¨ıve solution is to convert all patterns into
numeric features and perform feature selection. As such an approach is computa-
tionally expensive, it is necessary to evaluate the relevance of an ordinal pattern
set right after the transformation. By estimating the misclassification rate of a
classifier trained for each transformed feature, it is possible to evaluate the feature
relevance. However, we aim to efficiently score the relevance and redundancy of
a transformed feature without training a classifier. Hence, we estimate the mis-
classification rate of a feature f by applying principles of Chebyshev’s inequality
[KS66].
Let us consider a simple binary classification task with classes {ca, cb} and
feature f generated using the pattern set s. Using the theory of Chebychev in-
equality [KS66], the misclassification of feature f is represented using the variance
V ar[f | ci] and expected value E[f | ci] as,
error(f) = V ar[f |ca] + V ar[f |cb]2 · (|E[f |cb]− E[f |ca]|)2 . (5.2)
The Equation 5.2 has statistical properties similar to a two-sample t-test. Its
detailed proof is provided in Section 5.5.1 and we explain the intuition behind the
equation with an example.
Example 5.3. Assume two multivariate ordinal patterns s1 and s2, where s1 is
relevant and s2 is irrelevant for the classification.
Each ordinal pattern set is transformed into numeric features f1 and f2 respec-
tively (c.f. Definition 5.2). As a relevant pattern, s1 has a higher discriminative
power, i.e., it occurs in every time series of one class (e.g., ca) with a high prob-
ability and never occurs for the other class. Therefore, the distributions of the
transformed feature f1 for each class, exhibits a minimal variance, i.e., V ar[f1 | ca]
and V ar[f1 | cb]. On contrary, an irrelevant multivariate ordinal pattern set s2,
without any discriminative power to classify, occurs in different time series ran-
domly. Hence, the distribution of the transformed numeric feature f2 | ca and
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Figure 5.6: Illustration of relevant and irrelevant feature based on Equation
5.2. Where, length of the colored blocks denote the variance of distributions,
inverted triangles denote the expected values of the distributions and colors
denote the class
f2 | cb has random peaks and lows. This leads to a larger variance in the respective
distributions V ar[f2 | ca] and V ar[f2 | cb]. This means, the classification error is
high when the sum of the variances are large.
In real world applications, due to factors such as noise, it is possible that s1
(which has high occurrence for class ca) occurs in a few samples of class cb, i.e.,
V ar[f1 | cb] is not exactly equal to zero. Hence, in addition to the variance,
the distance between the expected values of the distributions is estimated, i.e.,
|E[f |cb] − E[f |ca]|. As we aim to extract the most distinguishing pattern set
between two classes, the expected values of their distributions under each class
will have a larger difference, i.e., E[f | ca] >> E[f | cb]. This large difference in
the expected values helps the classification boundaries to be well-separated. This
means, the classification error is large if the difference between the expected values
are small.
Using Figure 5.6, we illustrate the property of a relevant feature f1 and an
irrelevant feature f2. Our transformation function is dependent on the frequency of
an ordinal pattern (c.f. Definition 5.2). Hence, for a relevant feature, the variance
of its distribution under each class is smaller in comparison to that of an irrelevant
feature. The variance is denoted by blocks of different lengths on the number line,
whereas, the color denotes the class, i.e., red denotes V ar[f | ca] and green denotes
V ar[f | cb]. On contrary, for a relevant feature, its expected value under each class
is well separated in comparison to an irrelevant feature. We denote the expected
value of the distributions, i.e., E[f | ca] and E[f | cb], as inverted triangle in Figure
5.6.
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Definition. 5.3: Relevance scoring
For a classification task with C = {c1, · · · , ck} classes, the lower bound of
the ability to distinguish any pair of classes ca ∈ C and cb ∈ C using the
transformed feature f is,
disca,cb(f) = 1− error(f)
and we define its relevance as the lowest value of all pairwise dis scores, i.e.,
rel(f) = min{disca,cb(f) | ca 6= cb}.
Assume a classification task with classes ca, cb, cc for which the disca,cb(f),
disca,cc(f) and discb,cc(f) are computed. The three values denote the accuracy
of each class. The relevance of f is defined as the minimum of the three dis scores
in Definition 5.3. Intuitively, it means that feature relevance is the lowest accuracy
of all pairwise scores. Hence, maximizing rel(f) implies maximizing the lowest
accuracy of all pairs of classes.
5.5.1 Theoretical foundations of feature relevance score based
on Chebychev’s inequality
Consider f as a feature extracted using a multivariate ordinal pattern set s (c.f.
Definition 5.1) to classify between ca and cb. We denote its distribution for class ca
as f |ca. The expected value and the variance of the distribution are represented as
E[f |ca] and V ar[f |ca] respectively. Similarly, for class cb, we define the distribution
f |cb, expected value E[f |cb] and variance V ar[f |cb]. Without loss of generality, we
assume E[f |ca] < E[f |cb]. The upper bound of mis-classification for feature f with
arbitrary distribution is strongly founded by the principles of Chebyshev-inequality,
Chebychev’s inequality defines the upper bound of the fraction of samples that
can lie beyond a threshold a > 0. For any feature f , no more than 1/a2 of the
values can be greater than a standard deviations away from the mean [KS66],
P (|f − E[f ]| ≥ a) ≤ V ar[f ]
a2
, (5.3)
where a > 0.
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Figure 5.7: Example: A number line with limits [0,1]
Given the expected value E[f ] and variance V ar[f ] of the feature, Equation
5.3 represents the probability of a sample being greater than a. The approach is
commonly used for finding outliers, i.e, instances with a high probability of being
greater than E[f ] + a are outliers. Applying the rule of Chebychev’s inequality
[KS66] for classification problems, an instance of feature f is classified as ca or cb
based on the arbitrary threshold value k | 0 < k < |E[f |cb]− E[f |ca]| (c.f. Figure
5.7).
We denote P (M ca,cbk ) as the probability that ca is mis-classified as cb or cb is
misclassified as ca. Under the assumption that f |ca and f |cb are symmetrically
distributed around their expected values, a sample is classified as cb when its
expected value is greater than E[f |ca] + k. Hence, to estimate P (M ca,cbk ) we need
to quantify the maximum number of ca that exceed the threshold and likewise for
cb.
Lemma 5.1. The upper bound of mis-classification is represented as,




2(|E[f |cb]− E[f |ca]| − k)2 .




k : a sample with class ca is misclassified as cb based on threshold k.
M
ca|cb
k : a sample with class cb is misclassified as ca based on threshold k.
Figure 5.7 visualizes both cases on a simple number-line, by applying the Cheby-
chev inequality,
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P (M cb|cak ) = P ((f |ca) ≥ E[f |ca] + k)
= P ((f |ca)− E[f |ca] ≥ k).
We assumed that f |ca is distributed symmetrically around its expected value. Thus
P (M cb|cak ) is half the probability that the value of f |ca has at least a distance of k
to its expected value,
P (M cb|cak ) =
1
2P (|(f |ca)− E[f |ca]| ≥ k) .
Using the Chebyshev-Inequality and setting a = k in Equation 5.3, we can estimate
an upper bound of P (M cb|cak ) as,
P (M cb|cak ) ≤
V ar[f |ca]
2k2 . (5.4)
On applying the same symmetric assumption on (f |cb), M ca|cbk is half of the prob-
ability that values of (f |cb) are at least |E[f |cb]− E[f |ca]| − k away from their
expected value.
P (M ca|cbk ) = P ((f |cb) ≤ E[f |ca] + k)
= P ((f |cb)− E[f |cb] ≤ E[f |ca]− E[f |cb] + k)
= P (E[f |cb]− (f |cb) ≥ E[f |cb]− E[f |ca]− k)
= 12P (|(f |cb)− E[f |cb]|≥ |E[f |cb]− E[f |ca]|−k)
Comparing the above result with Equation 5.3, we derive, a = |E[f |cb]− E[f |ca]|−
k. To estimate an upper bound
P (M ca|cbk ) ≤
V ar[f |cb]
2(|E[f |cb]− E[f |ca]| − k)2 (5.5)
From Equation 5.4 and 5.5 this, we derive an upper bound for the total mis-
classification probability for ca and cb as,
P (M ca,cbk ) = P (M
cb|ca
k ∪M ca|cbk )
≤ P (M cb|cak ) + P (M ca|cbk )
≤ V ar[f |ca]2k2 +
V ar[f |cb]
2(|E[f |cb]− E[f |ca]| − k)2 .
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This means, given an optimal value of the threshold E[f |ca]+k, we can calculate
an upper bound for the minimal misclassification of each pair of classes. However,
we cannot assume that all classifiers find such an optimal k based on the data.
Moreover, finding this bound costs additional computation time. In order to be
independent of the classifier and have a better efficiency, we use the fact, that
0 < k < |E[f |cb]− E[f |ca]|. Due to that, the upper bound of the mis-classification
grows approximately as fast as
V ar[f |ca] + V ar[f |cb]
2(|E[f |cb]− E[f |ca]|)2 .
5.6 Redundancy Scoring
As explained in Section 5.1, there are large number of multivariate ordinal patterns
in a time series dataset. However, multiple pattern combinations can be redundant
to each other, i.e., they do not provide novel information for classification. Such
redundant ordinal patterns lead to lower accuracy and larger feature sets. The
relevance estimation does not include the effect of redundancy. This means, two
redundant patterns are scored the same based on their relevance scores.
A transformed feature f represents the probability of a particular pattern in
each time series and two features are redundant if their occurrence distribution
is discriminative for the same class. Assume two redundant ordinal patterns s1
and s2, such that their numeric transformations are f1 and f2 respectively (c.f.
Definition 5.2). Feature f1 signifies that the pattern s1 occurs with a higher prob-
ability for class ca, i.e., its values can be used to differentiate class ca from {cb, cc}
(c.f. Table 5.2). On contrary, feature f2 signifies that the pattern s2 occurs with
a lower probability for class ca and its values can also classify ca from the other
classes. In the above example, both features are completely redundant as they are
discriminative for the same class ca. Hence, to quantify the redundancy between
two features, we measure the monotonicity between them.
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j 1 2 3 4 5 6 7 8 9
f1 0.8 0.88 0.95 0.1 0.5 0.3 0.4 0.35 0.19
f2 0.2 0.12 0.05 0.9 0.5 0.7 0.6 0.65 0.81
class ca ca ca cb cb cb cc cc cc
Table 5.2: Illustrative example of ordinal pattern redundancy
In this work, we instantiate the redundancy function with Spearmans-ρ as a
measure of monotonicity [HWC13], i.e.,
red(fi, fj) = |ρ(fi, fj)|,
as it does not assume the underlying distribution of the variable. By defining the
redundancy between features as an absolute value, our redundancy measure ranges
between [0, 1]. However, other measures of monotonicity are also applicable. In-
formation theoretic measures (e.g., Mutual Information) evaluate only the mutual
dependence between the variables [CT12]. Hence, for the above example where
the two features are completely redundant, |ρ(f1, f2)|= 1, but MI(f1, f2) = 0.5.
For a set of o transformed features F = {f1, · · · , fo}, the redundancy of f ∈ F
against all elements in the set, i.e., F \ f , is the maximal imposed redundancy of
f on the other features in the set. Hence, we compute the pairwise redundancy of
f against all features in F \ f and use its maximum. Multiple possibilities exist
for combining the relevance and redundancy scores. For example, in the work of
[SBS+17], the relevance of a feature is penalized for its magnitude of redundancy by
computing the harmonic mean between them. Other options include subtracting
the magnitude of feature redundancy from its relevance score. From experimental
evaluation, we understand that both penalization techniques work well for ordex.
Hence, we choose the latter, i.e.,
score(f, F ) = rel(f)− red(f, F \ f),
for its simplicity. The unified score represents the relevance of f for classification
and its redundancy w.r.t. other elements in F . Finally, the unified score for a set








From a given dataset, Algorithm 6 aims to select o relevant and non-redundant
patterns by transforming them into numeric features. As mentioned in Section 5.1,
it is computationally not feasible to evaluate every ordinal pattern combination. To
address this computational challenge, we perform M Monte-Carlo iterations. Each
Monte-Carlo iteration extracts a random ordinal pattern set s which is converted
into its numeric representation using Definition 5.2 (c.f. Line 6). For the first o
Monte-Carlo iterations, the algorithm draws o random pattern sets which are not
scored for relevance or redundancy (c.f. Line 7). Thereon, each newly extracted
pattern replaces the worst performing pattern from the set of selected patterns
(c.f. Lines 11-17). The scoring of F in each iteration is performed using Equation
5.6.
For high-dimensional time series, this random pattern selection leads to the
inclusion of several irrelevant (for class prediction) dimensions. Hence, in Line
5, we regulate the selection process by setting the maximum number of selected
dimensions to m′, i.e., |I ′|≤ m′ (c.f. Definition 5.1). The selection of s is a random
process, this leads to the selection of different pattern sets in every execution. To
avoid this and make the random process stable [KMB12], the overall occurrence
probability of s is approximately α ∈ [0, 1]. Assuming independence between
dimensions, each Πi ∈ s is selected with an occurrence probability of α
1
|I′| . The
influence of m′ and α on the stability and prediction accuracy will be evaluated in
the experimental section.
5.7 Time Complexity
Ordex begins with the conversion of the time series into ordinal representation
(c.f. Algorithm 6, line 1). For an n sample, m-dimensional dataset of length l, we
calculate l−(d−1) ordinalities for each univariate time series. As computing each
ordinality involves sorting the time series values of degree d, the total complexity
for the conversion of a time series dataset into its ordinal representation is O(n ·
m · l ·d · log(d)).
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Algorithm 6 Ordinal feature extraction
Input: D, o,m′, α,M
1: Initialize F = ∅
2: Transform D to ordinal domain of order d
3: for M Monte-Carlo iterations do
4: Draw I ′ ⊆ I where, I = {1, · · · ,m} and |I ′|≤ m′
5: Draw s = {Πi ⊆ Ωi | ∀i ∈ I ′} | probability(Πi) = α
1
|I′| (c.f. Definition 5.1)
6: Transform s to numeric f (c.f. Definition 5.2)
7: if |F |< o then F = {F} ∪ {f}
8: else
9: max score = score(F ) (c.f. Equation 5.6)
10: F best = F
11: for f ′ ∈ F do
12: if score({F \ f ′} ∪ f) > max score then
13: F best = {F \ f ′} ∪ {f}
14: max score = score(F best)
15: end if
16: end for




The run time of the algorithm depends on the number of iterations M . In
addition, extraction of s (c.f. Algorithm 6, Line 5) depends on the maximum
number of dimensions m′ and maximum number of ordinalities in each dimension.
Thus the complexity is represented as O(M ·m′ ·d! ).
The transformation of an extracted pattern into its numeric feature involves
evaluation of its probability in each time series sample with a maximum of m′
dimensions. As the relevance scoring is done for each pair of classes, the complexity
of our scoring function for a classification problem with k classes is represented as
O(n ·m′ · l + k2).
For a set of o selected features, the complexity for computing the redundancy
using Spearman’s correlation is represented as O(o · n · log(n)) [XHHZ10]. How-
ever, as we compute the redundancy of all feature pairs, the time complexity for




In this section we evaluate the efficiency and quality of ordex on multivariate
synthetic, real world datasets from the UCI repository [Lic13] and a dataset from
our automotive domain. Following the previous works [FJ14, NAM01, WSH06,
YK09], we use accuracy on the test dataset as a quality measure. As a non-
deterministic approach, we execute ordex five times on each dataset and plot the
mean test data accuracy and run times in the experimental section below. For
both synthetic and real world experiments, we use KNN (with K=5) classifier for
the training and testing of the transformed features.
For generation of multivariate synthetic time series datasets, we made adap-
tations to the well-known cylinder-bell-funnel time series generator [Sai00]. Using
the data generator, we generate separate training and test datasets. As real world
datasets we use the character trajectory (3 dimensions and 20 classes), activity
recognition (6 dimensions and 7 classes), indoor user movement (4 dimensions and
2 classes), occupancy detection (5 dimensions and 2 classes) and EMG Lower Limb
data (5 dimensions and 2 classes) from the UCI repository [Lic13]. The EMG data
was recorded with three different experimental settings, called ’pie’, ’mar’ and
’sen’, which we treat as three different data sets. For confidentiality reasons we do
not publicly provide or discuss the Bosch dataset (25 dimensions and 2 classes) we
used in this work.
As a feature-based approach, we compare ordex with the various competitor
techniques of the same paradigm. As competitors that extract features from the
time series without evaluating its relevance to the target classes, we test Nanopou-
los [NAM01], DTW [Kat16], SAX [LKL12], Wang [WSH06] and Fast Fourier Trans-
forms. As a competitor that evaluates the feature relevance after extraction, we
consider HCTSA [FJ14] approach. As a multivariate neural network based ap-
proach, we test LSTM as a competitor.
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(c) Scalability w.r.t. increasing n, where m=5, l=600, d=5, o=10 and
M=200
Figure 5.8: Evaluation of scalability using synthetic data, where d = 5
5.8.1 Synthetic Data sets
Scalability Experiments
We evaluate the scalability of ordex w.r.t. increasing dimensionality and a fixed
number of time series samples. Figure 5.8 shows the breakdown analysis of time
elapsed for each phase in ordex, i.e., conversion of training data into ordinal repre-
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sentation, selection of relevant ordinal pattern sets and transformation of relevant
ordinal pattern sets into numeric features on test dataset.
Our experiments in Figure 5.8a show that the run time of ordex scales linearly
w.r.t. increasing number of dimensions. After selection of the relevant pattern
sets from the training dataset, the time taken for transformation of the relevant
patterns into numeric features on a test dataset is negligible. This is desirable as
new samples will be transformed into static features efficiently. Scalability of ordex
w.r.t. increasing time series length (l) and samples (n) show similar behavior (c.f.
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Figure 5.9: Robustness of ordex with varying number of irrelevant
dimensions and fixed number (5) of relevant dimensions
In this section we analyze the robustness of our approach against increasing
number of irrelevant dimensions. For synthetic datasets with different dimension-
ality (m = 40, 70, 130, 160), of which only five are relevant for classification, we
aim to identify the influence of ordex on prediction accuracy.
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(a) Effect of m′ on prediction quality,























(b) Effect of α on prediction quality, where
m′ = 3
Figure 5.10: Analysis of the parameter using synthetic data, where d = 5
For datasets with a large number of irrelevant features, Figure 5.9 shows that
the random selection process has a higher probability of selecting irrelevant ordinal
patterns in the early iterations of the selection phase. This demands several itera-
tions (M) to reach the best accuracy. For example, a dataset with 130 dimensions
required 60 iterations to reach the best accuracy and a dataset with 40 dimensions
required only 20 iterations to reach the same accuracy.
Parameter Analysis
Ordex has two major parameters, m′ and α. The parameter m′ decides the max-
imum number of dimensions to include for the extraction of pattern set s. Large
values of m′ include several irrelevant dimensions and setting m′ to very small
values restrict the search space of pattern combinations to evaluate. Thus, both
cases requires a higher number of iterations to identify the best combination. From
experimental analysis (c.f. Figure 5.10a), we observe 1 < m′ ≤ 5 to be a reasonable
range to set for an optimal trade-off between quality and runtime. All real world
experiments in the forthcoming section will use m′ values within this range.
The α parameter decides the number of ordinalities to include from each di-
mension. Setting α to a large value, leads to the inclusion of several irrelevant
ordinalities for classification. Hence, large α values lead to inconsistent results
(higher standard deviation) and lower test data prediction quality. Setting α to
lower values does not largely affect the average prediction quality. However, their
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Dataset ordex Nanopoulos DTW SAX Wang FFT HCTSA LSTM
EMG limb sen 93.33 ± 3.1 33.3 83.3 33.3 92.3 66.7 50 50 ± 0
EMG limb pie 85 ± 2 16.7 33.3 50 66.6 33.3 50 66.6 ± 0
EMG limb mar 95 ± 3.6 83.3 66.7 95 66.6 66.7 92 63.5 ± 0
Character 75.37 ± 1.7 27.1 88.3 8.2 70 17.6 25.4 11.98 ± 5.1
Activity recognition 100± 0 44.5 100 2.8 91 100 17.4 100 ± 0
User Movement 57.98 ± 1.9 45.2 46.8 52.4 45.2 42.9 50.8 47.6 ± 0.8
Occupancy 94.1 ± 1.9 63.6 94.1 78.4 78.4 70.6 75.4 84.7 ± 8.13
Bosch 97.08 ± 1.5 37.7 ** 60.2 95.3 59.2 ** 56.6 ± 3.4
Table 5.3: Test data accuracy in % with ordex d = 5 and m′ = 3. SAX word
size and alphabet size is 3. LSTM of maximum epochs 100 and mini-batch
size 10. Experiments that had run times more than one day are denoted as **
Dataset ordex Nanopoulos DTW SAX Wang FFT HCTSA LSTM
EMG limb sen 130.3 8.3 840.3 298.1 1512 8.6 9498 372
EMG limb pie 130 7.9 830.5 266.9 1087 7.9 4088 450.6
EMG limb mar 100.3 7 619.4 278.9 1232 7.1 11999 272
Character 105.3 23 852 458.3 5020 22.06 5511 263
Activity recognition 210.3 5.6 19.9 166.3 1235 5.2 797.2 1808
User Movement 155 2.1 46.8 111.61 428.4 2.8 180.15 174
Occupancy 126.7 1.2 15.6 113.4 49.38 1.1 399.4 125
Bosch 2775.7 344.3 ** 4920.4 6876 265.2 ** 7335
Table 5.4: Runtime in sec, experiments that had run times more than one
day are denoted as **
standard deviation over five test runs was high. Our experiments on synthetic data
in Figure 5.10b shows 0.3 ≤ α ≤ 0.9 range to be a reasonable α value for datasets
with different dimensionality. In addition, using EMG Lower Limb Pie dataset,
the Figure 5.10b shows that this range of alpha value is practically applicable for
real world data.
5.8.2 Real world Data sets
Table 5.3 compares the prediction accuracy of various approaches against ordex.
Overall, we observe that considering relevance and redundancy during feature ex-
traction improves the prediction quality. In addition, by including the multivariate
nature of ordinalities, ordex shows better prediction accuracy w.r.t. the competi-
tor approaches on several datasets. In the character dataset, ordex was the second
best amidst competitor approaches falling behind DTW. However, DTW approach
[Kat16] has higher run times for dataset with large number of samples, e.g., the
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Bosch EMG Limb Pie Activity Recognition
User Movement Occupancy
Figure 5.11: Accuracy of top 10 features of ordex
DTW approach took more than a day for computations on our Bosch dataset with
5722 time series samples.
Table 5.4 compares the run times (test and train) of the various approaches
against ordex. As discussed in Section 5.3, ordex evaluates a combinatorial search
space. Considering the complexity of the challenge, ordex performs reasonable
w.r.t. run times in Table 5.4. By performing the feature extraction and evaluation
simultaneously, ordex has lower run times in comparison to HCTSA that performs
feature selection after extraction of a high-dimensional feature space from the time
series. As shown in Section 5.8.1, the major execution time of ordex is domi-
nated by the conversion and selection process. Considering the improvement in
the prediction quality with negligible time for transforming the relevant and non-
redundant ordinalities into numeric features (c.f. Figure 5.8a), ordex is a better
choice than the competitor approaches.
Redundancy Evaluation
The ground truth of feature redundancy is unknown for real world datasets. Using
redundant features does not provide novel information for classification, i.e., redun-
dant features do not improve the classification accuracy. Thus, following the work
of [SBS+17], we evaluate redundancy based on the classifier accuracy in Figure
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5.11. For a set of o best features extracted using ordex, the top scored features of
ordex are relevant and non-redundant. Hence, the initial features have increasing
prediction quality in Figure 5.11. For example, EMG Limb Pie dataset requires 6
features, after which the features are relevant but have redundant information and
the classifier accuracy does not improve.
5.9 Illustration of ordinality
In this section we aim to visually illustrate the potential of ordinal patterns for
multivariate time series classification on synthetic and real world datasets.
Synthetic dataset with 12 time series samples (n) of dimensionality (m) 4 and
length (l) 1000 is generated for classification between class A and B. The synthetic
dataset consists of two relevant (Dimension 1 andDimension 2) and two irrelevant
(Dimension 3 and Dimension 4) dimensions (c.f. Figure 5.12). For d = 3, an
increasing ordinality (u = 012) in Dimension 1 and 2 together is characteristic for
class A (c.f. Figure 5.12a and 5.12c). On the other hand, a decreasing ordinality
(z = 210) in the relevant dimensions are characteristic for class B (c.f. Figure
5.12b and 5.12d). Our transformation function (c.f. Definition 5.2) scores the
discriminative power of ordinal patterns based on its frequency of occurrence in
each class.
In Figure 5.13, we visualize the frequency of ordinalities in each dimension.
The visualization was performed as follows:
(1) Step 1: Append all the time series samples that represent class A into a single
long series.
(2) Step 2: To this long time series, we additionally append all time series samples
that represent class B.
Hence, we have a long time series such that it has consecutive series representing
class A and after a certain point (denoted as x in Figure 5.13) it consecutively
represents class B. This long time series was transformed into its ordinal represen-
tation of degree (d) 3† and the frequency of ordinality within a fixed duration (30
†The time series dataset is transformed also based on delay parameter τ , which was set to 3.
Its role in ordinal transformation is discussed in Section 5.10)
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(a) Time series sample of Dimension 1
relevant for Class A
(b) Time series sample of Dimension 1
relevant for Class B
(c) Time series sample of Dimension 2
relevant for Class A
(d) Time series sample of Dimension 2
relevant for Class B
(e) Time series sample of Dimension 3
irrelevant for Class A
(f) Time series sample of Dimension 3
irrelevant for Class B
(g) Time series sample of Dimension 4
irrelevant for Class A
(h) Time series sample of Dimension 4
irrelevant for Class B
Figure 5.12: Synthetic dataset for illustration of ordinal patterns of d = 3
seconds) are plotted as a heat map in Figure 5.13. The heat map shows that until
the point x, the ordinality u occurs with a high probability in Dimension1 and
2. Beyond this point, the probability of u is low but that of ordinality z is high.
Ordex exploits this change in the frequency of time series ordinalities for feature
extraction.
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(d) Irelevant time series Dimension 4
Figure 5.13: Frequency of ordinalities denoted using color bar for the
synthetic dataset shown in Figure 5.12. Where, x-axis and y-axis denote the
time and ordinalities. The x-mark on the time axis signifies the point where
the class changes from A to B
Real world dataset from Bosch is subjected to the same steps explained in
synthetic dataset. The lengthy series are transformed in to ordinal domain of
degree (d) 5. The ordinalities are visualized in Figure 5.13. We understand
that Dimension 1 and 2 of the Bosch dataset consists of ordinalities that are
discriminative for classification. On contrary, the Dimension 3 and 4 do not
exhibit ordinalities that are highly characteristic for a particular class.
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(d) Irrelevant time series Dimension 4
Figure 5.14: Frequency of ordinalities denoted using color bar for Bosch
multivariate time series dataset. Where, x-axis and y-axis denote the time
and ordinalities. The x-mark on the time axis signifies the point where the
class changes
5.10 Parameters of Ordex
In this chapter (c.f Equation 5.1 in Section 5.3) we defined ordinality at time t in
a time series X as,
Od(X, t) = (rank(X[t]), rank(X[t− 1]), ..., rank(X[t− (d − 1)])).
In the original work [BP02] that introduced the property of ordinality, the com-
putation of an O at t involves an additional delay parameter τ ≥ 1. That is,
Oτd(X, t) = (rank(X[t]), rank(X[t− τ ]), ..., rank(X[t− (d − 1)τ ])). (5.7)
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The τ parameter was also used in our work for all synthetic and real world exper-
iments in Section 5.8 and we list the parameters values in Table 5.5.
Dataset d M m′ α o τ
EMG limb sen 5 200 3 0.5 10 4
EMG limb pie 5 300 3 0.1 15 4
EMG limb mar 5 200 3 0.3 20 4
Character 5 300 3 0.1 5010
Activity recognition 5 100 2 0.3 20 3
User Movement 5 300 3 0.8 30 4
Occupancy 5 100 3 0.5 10 4
Bosch 5 200 3 0.1 10 4
Table 5.5: Real world data experiment parameter settings
5.11 Summary
In this chapter we proposed a feature-based time series classification approach
called ordex that is purely based on the ordinality of the raw time series. Ordex
extracts features based on co-occurrence of ordinalities from multiple dimensions.
Hence, the interactions of multiple dimensions in the time series data are honored.
The extracted features are evaluated for relevance based on our novel and efficient
scoring methodology. In addition to the relevance, we evaluate the monotonicity
of extracted features to estimate feature redundancy. Finally, the relevance and
redundancy scores are combined to exemplify the importance of the feature to the
classification task and the novelty with respect to other extracted features. By
scoring relevance and non-redundancy, ordex achieves better prediction quality
with fewer features.
The results of various state-of-the-art feature-based algorithms on the synthetic
and real world datasets show that our method is suitable for multivariate time series
datasets. For high-dimensional time series our approach efficiently converts the
relevant ordinalities into features. Therefore, in real world applications, relevant
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and novel ordinalities are encoded into static features. These features can be used
for various data mining tasks and analysis.
Approaches presented in the previous chapters, i.e., RaR (c.f. Chapter 4) and
ordex, involves high number of Monte-Carlo iterations. The large number of com-
putations in addition to the dimensionality makes the task of understanding the
feature selection algorithm difficult. In the forthcoming chapter we introduce a
software framework that helps the user to understand multivariate correlations.










Feature selection aims to score the importance of a feature based on its correlation
with the target. However, a causal relationship cannot be inferred from all correla-
tions. For example, both wrinkles and cancer risk increase with age, but wrinkles
does not cause cancer or vice-versa [LWIG06]. Here, the correlation between wrin-
kles and cancer risk is a mere statistical coincidence and not a causality. This
makes it essential for the domain experts to understand the multivariate correla-
tions in the datasets and decide if a correlation is causal or not. In this context,
the number of feature combinations grows exponentially with the dimensionality
of the feature space. This hinders the user’s understanding of the feature-target
relevance and feature-feature redundancy.
In order to provide a smaller yet predictive subset of features, a large vari-
ety of existing approaches [GE03, Qui14, RSˇK03, KMB12, SBS+17] compute the
relevance of each feature to the target class, as well as the redundancy between
features. However, the user does not get an overview of all correlations in the data-
set. Furthermore, the selection process is non-transparent because the reason for a
feature’s relevance or redundancy is not explained by these algorithms. Hence, the
first challenge for explaining the feature selection process is to present relevance and
redundancy jointly in an informative layout. The second challenge is to guide the
user in understanding how features are correlated as opposed to merely returning
a correlation score. We address these two challenges by contributing a Framework
for Exploring and Understanding Multivariate Correlations (FEXUM)∗, that pro-
vides:
(1) A visual embedding of feature correlations (relevances and redundancies).
(2) User-reviewable multivariate correlations.
This leads to a more comprehensible selection process in comparison to state-
of-the-art tools tabulated in Table 6.1. While most tools focus on fully-automated
statistical selection of features, with FEXUM we aim at explaining the feature se-
∗Adapted by permission from Springer Nature: Framework for Exploring and Understanding
Multivariate Correlations in the proceedings of the European Conference on Machine Learn-
ing and Principles and Practice of Knowledge Discovery in Databases (ECML PKDD), 2017
[KRT+17]
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Tools Relevance Redundancy Correlationoverview
Correlation
explanation
KNIME 3 7 7 7
RapidMiner 3 3 7 7
Weka 3 3 7 7
FEXUM 3 3 3 3
Table 6.1: Comparison of feature selection tools
lection algorithm. KNIME is a renowned tool that offers filter-based feature selec-
tion using linear correlation and variance measures. However, without customized
extensions, it does not address feature redundancy during selection. RapidMiner
and Weka take redundancy into account, but do not provide an overview of all
feature correlations. Additionally, they do not explain the reason for the relevance
of a feature.
FEXUM is an application that allows instant access with a web browser. We
achieve this by basing our infrastructure on AngularJS and the Django web frame-
work. To ensure scalability for large datasets, we distribute computations to mul-
tiple machines with Celery.
6.2 Correlation Summary
FEXUM being a correlation analysis tool, it requires instantiation of the correlation
function. In this work we instantiate the correlation function based on the principle
of statistical dependence (see Chapter 4, Definition 4.1 and 4.3). However, the
framework allows instantiation with other relevance scoring methods as well. In
order to provide an overview of all correlations in a high-dimensional dataset, we
embed the feature to target relevance and pairwise feature redundancy in a force-
directed graph layout.
Our visualization provides a layout in which a smaller distance of a feature to
the target denotes a higher relevance, while a smaller distance between two features
denotes a higher redundancy. We interpret this as a graph in which nodes represent
features and weighted edges represent distances. These distances do not obey the
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triangle inequality and therefore cannot be mapped to metric space. Starting
from a random placement of features in the layout, our algorithm applies forces
proportional to the difference between their current distance and their correlation-
defined distance. We run this simulation for a defined number of iterations and over
each iteration the distances are updated in the graph layout, thereby minimizing
the waiting time for the user.
The force-directed graph allows soft-clustering of features. That is, it does
not perform binary cluster assignment. Instead it provides the degree to which a
feature belongs to a bi-cluster. We exploit this property of the force-directed graph
to visualize feature redundancy. This enables an expert to select a feature from
each cluster in accordance with the domain knowledge.
Using the Wisconsin Breast Cancer (Diagnostic) dataset [Lic13] from the UCI
repository, in Figure 6.1 we show the summary of correlations in a dataset. The
dataset has 32 dimensions, 569 samples and two-classes (malignant or benign,
denoted as 0 or 1). The target vector is denoted as diagnosis.
From Figure 6.1, we understand that features such as perimeter worst and
area worst achieve comparable relevances and are redundant to each other. On
contrary, features such as texture worst and concave points se which are located
farther off from the target are less relevant features. Hence, the visualization
provides a consolidated summary of all feature correlations in a dataset.
6.3 Multivariate Correlations
In Section 6.2 we introduced the concept of embedding the feature correlations in
a force-directed graph for understanding all correlations in the dataset. However,
it does not provide an understanding of the multivariate correlations. In this
section we elaborate the additional attributes of FEXUM that enhances the user’s
understanding of the multivariate correlations.
Having selected a feature set S ⊂ F , the goal of our framework is to provide
insight into its correlations with the target Y . FEXUM was instantiated with our
relevance scoring methodology discussed in Chapter 4. Hence, we aim to explain
the nature of correlation using the same. That is, the average divergence between
the marginal probability of Y and the probability of Y conditioned on different
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Figure 6.1: Features drawn using a force-directed graph (right), with the
target highlighted in green. An analysis view of two features (left) for
inspecting the correlations.
value ranges of S. For every feature f ∈ S, a value range of interest can be chosen.
If a feature f correlates with the target Y , there exists a value range of f which
changes the distribution of Y in contrast to Y ’s marginal distribution [KMB12].
We follow the same principle for pairwise redundancy estimation (c.f. Definition
4.3 in Chapter 4). However, evaluating the redundancy for every feature pair, i.e.,
red(fi, fj) | f ∈ F and i 6= j, is inefficient. Hence, in Section 6.4, we explain a
simple heuristic for fast approximation of pairwise redundancy.
Using a set of selected features, S = {perimeter worst, concavity mean}, we
demonstrate the effectiveness of FEXUM in understanding the multivariate cor-
relation. The target’s marginal probability distribution and the distribution con-
ditioned on the selected value ranges are rendered in Figure 6.1:(1). The condi-
tional slices that contribute for relevance score are highlighted on the feature’s
histogram in Figure 6.1:(2). By this way, we can easily find the influential value
ranges. In addition, the probability distribution is updated in real time for the
user defined selection of conditional slices. This information enables the user
to understand which value ranges from the selected feature contributes for the
class prediction. In the above example, 108.6 > perimeter worst < 171.1 and
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0.0. > concavity mean < 0.04 (c.f. Figure 6.1:(3)) combined together is statis-
tically dependent on target class 0 (c.f. scatter plot in Figure 6.1:(4)). Hence,
we understand that the multivariate correlation between these two features at the
observed range is highly correlated to the particular class. Similarly, the tool en-
ables understanding of complex interactions between more than two features and
multiple classes in a dataset.
6.4 Redundancy approximation for FEXUM
Our software Framework for Exploring and Understanding Multivariate Correla-
tions (FEXUM) embeds the feature-target relevance and feature-feature redun-
dancy on a force-directed graph layout. Computing all the pairwise feature re-
dundancies can be highly time-consuming for large number of dimensions. For






to evaluate. As evaluating every pair is not efficient and leads to long waiting time
for the users, it is preferable to have a faster and an approximate solution. Hence,
we explain a simple heuristic for an efficient approximation using an example.
Algorithm 7 Pairwise redundancy estimation for FEXUM
Input: F ,M, k





2: for i = 1→M do
3: Sample S | S ⊆ F ∧ |S| ≤ k
4: Sample a feature f ∈ F | f /∈ S
5: Compute redundancy score = red(f, S) (c.f. Equation 4.7)
6: for each j ∈ S do
7: red collection(f, j) = min(score, red collection(f, j))
8: end for each
9: end for
10: return red collection
Example 6.1. Let us assume a dataset with four dimensions F = {f1, f2, f3, f4},
such that f1 is highly redundant to f3.
Using the dataset from Example 6.1, a random subset {f2, f3} and feature f1
is drawn (c.f. Table 6.2) to yield a score of 0.95 in the first Monte-Carlo iteration.
The redundancy score is high as we assumed f1 to be redundant with f3. However,
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at this point we do not have any evidence to suggest if the redundancy score is
high because of informational redundancy between (f1, f2) or (f1, f3). Hence, the
dictionary of redundancies red collection(f1, f2) and red collection(f1, f3) are both
updated with 0.95 based on the first iteration (c.f Table 6.3).
i S f score(S, f)
1 {f2, f3} f1 0.95
2 {f2, f4} f1 0.6
3 {f1, f3} f2 0.35
Table 6.2: Illustrative example of Algorithm 7
red collection(f, j) Approximated redundancy
red collection(f1, f2) min (0.95,0.6,0.35) =0.35
red collection(f1, f3) 0.95
red collection(f1, f4) 0.6
red collection(f2, f3) 0.35
red collection(f2, f4) empty
red collection(f3, f4) empty
Table 6.3: red collection dictionary based on our example in Table 6.2
The system of redundancy assignment has clearly led to overestimation of
red collection(f1, f2). That is, we have assigned a large redundancy score to
(f1, f2) pair for the redundancy of information that (f1, f3) feature pair exhibits.
This is because our dependency scoring methodology is monotonic in nature, i.e.,
red(j ∈ S, f) ≤ red(S, f) (c.f. Lemma 4.2). Eventually, in further iterations, we
aim to enhance the estimate by sampling more subset combinations. For instance,
we observe that red collection(f1, f2) is assigned 0.6 (using i = 2) and 0.35 (using
i = 3). The overestimation is now compensated by assigning the approximate
redundancy between the (f1, f2) feature pair as the minimum of all values in that
collection, which yields to 0.35. From this example, we intend to show that over




In this work we introduced the idea of embedding the correlations, i.e., relevance of
the features to the target and the redundancy between features, on a force directed
graph layout. By this way we present a consolidated summary of the correlations
for the domain experts to validate. The major aim of the framework is to aid
the users to efficiently explore and evaluate the multivariate interactions in the
dataset. The framework allows the user to corroborate the feature relevance score
by analyzing several individual value ranges, which can be chosen based on the
framework’s recommendations or expert knowledge. Since we support multivariate
correlations, the current subset can be iteratively expanded in a similar fashion.
As demonstrated, the framework guides in exploration and review of correla-
tions. This is of great importance especially for automotive applications where
we predominantly face challenges with dependency oriented data. The domain
experts spend a large effort to understand the complex multivariate dependencies
between the driver behavior, sensor signals and external factors. The tool bridges
the gap between the domain experts and data mining algorithms presented in the
previous chapters. The software tool was used by various engineering departments
from different application domains at Bosch. Overall, the common feedback was:
• FEXUM enhances the user’s understanding of all correlations in a high-
dimensional dataset.










In the following chapter, we summarize the major research results and describe an
outlook of possible future research directions in the topic of multivariate correla-
tion analysis. In Chapter 1, we have elaborated the role of feature selection and
extraction steps in the KDD process. From the aspect of training a supervised
prediction model, both steps are strongly founded by the principles of correlation
analysis between the high-dimensional feature space and the target. In addition,
we have given a brief overview of the goals, challenges and contributions of this
dissertation such as:
(1) Algorithmic framework for selection of multiple relevant and diverse views of
the feature space in Chapter 3.
(2) Algorithmic framework for including higher-order interactions for relevance and
redundancy estimation in mixed dataset in Chapter 4.
(3) Algorithmic framework for multivariate feature extraction in time series appli-
cations in Chapter 5.
(4) Software framework for understanding and evaluating multivariate correlations
in Chapter 6.
The importance of our contributions were substantiated and motivated using ex-
amples from a variety of application domains.
In Chapter 2, we have elaborated how feature selection encounters the curse-of-
dimensionality. With an illustrative example, we explained that a large number of
features may lead to poor prediction quality of a classifier. Hence, feature selection
is an essential step to improve the prediction quality. On the other hand, we also
discussed the importance of feature extraction in various application domains. For
the dissertation to be self-contained, we have briefly summarized the strength
and weaknesses of the traditional methods with an introduction to the commonly
used notations in the literature. In addition, we provided a discussion of the
research gaps that this dissertation aims to bridge w.r.t. the existing selection and
extraction methodologies.
Following the hybrid paradigm, in Chapter 3 we presented DS3, a feature se-
lection method for selection of multiple relevant subsets by capturing the different
intrinsic properties in the dataset and also enhancing the diversity between the fea-
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ture subsets. Technically, we exploit the ability of different correlation measures to
evaluate different intrinsic properties between the features and the target to gen-
erate initial candidates. These initial candidates are systematically combined such
that the diversity between the subsets and the prediction quality are enhanced.
From experimental analysis on synthetic and real world data, we demonstrated
that such an approach has many advantages. In comparison to the traditional
feature selection methods, we aim to capture the local interactions in the dataset
with multiple correlation measures and enhance diversity. However, traditional
methods predominantly provide a single relevant projection of the dataset or they
do not address both criterion, i.e., multiple correlation measure and diversity en-
hancement.
In Chapter 4 we extended the idea of multiple views for datasets with mixed
data types, i.e., continuous and categorical. In comparison to our previous con-
tribution, we enhanced the algorithmic efficiency by following the filter paradigm.
Our algorithm RaR aims to evaluate a feature’s relevance by including its higher-
order interactions and the magnitude of redundancy. Principally, the presented
approach evaluates the relevance of a feature based on its interactions with fea-
tures in multiple subset combinations. Hence, we deduce the feature relevance by
combining the knowledge from multiple views of the dataset. As a measure of sta-
tistical dependency between a feature subset and the target, we use the divergence
between the conditional and marginal distributions. This implicitly evaluates the
mutual information between the subset and the target. As the probability estima-
tions are not affected by the data type, we show that the method is applicable for
both continuous and categorical data types. The estimated feature relevances are
penalized based on its magnitude of redundancy. Finally, the features are ranked
based on a combined relevance and redundancy score. With rigorous experiments
on synthetic and real world data, we test the scalability, robustness, ranking qual-
ity and the redundancy of RaR in comparison to the traditional approaches. By
estimating the higher-order interactions between more than two features and eval-
uating redundancy of features in mixed datasets, our work bridges an important
gap in the research community.
In Chapter 5 we introduced ordex to address the multivariate correlations in
time series data type. In comparison to both the aforementioned contributions
which are limited to steady-state data, we enhance the multiple views idea to time
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series applications. Unlike the steady state data, time series needs extraction of
specific discriminative subsequences. However, the fundamental task of correlation
analysis remains the same. In this work, we extract the multivariate subsequences
based on the property of ordinality in the time series. We introduced the concept
of multivariate ordinal patterns in time series to transform the subsequences in to
features. We efficiently evaluate the relevance of the extracted ordinalities for the
target prediction based on our scoring methodology inspired from the principles
of Chebychev’s inequality. From our experiments on synthetic datasets, we show
that our approach efficiently transforms the relevant ordinalities into features that
can be used for different prediction tasks. In addition, we experimentally evaluate
the robustness of our approach with a large number of noisy time series. Our
contributions in Chapter 5 addresses various research gaps such as, (1) Introduction
of the concept of multivariate ordinal patterns and (2) Simultaneous extraction and
evaluation of relevance and redundancy for feature extraction in multivariate time
series.
In Chapter 6 we introduced a software tool that is equipped with different
exploratory analysis methods to help users in understanding and visualizing the
correlations in the data. All traditional feature selection methods provide a set of
relevant and non-redundant feature subsets or feature ranks or weights. However,
in this dissertation our software tool FEXUM embeds the feature-target relevance
and feature-feature redundancy on a force-directed graph layout. This provides an
user with a consolidated summary of all correlations in the dataset. With such a
summary, the domain experts learn how different features interact with the tar-
get and amongst themselves. As discussed in Chapter 1, the task of multivariate
correlation analysis is often perceived as a black-box methodology by the domain
experts. However, FEXUM provides interactive visualization options that help
a domain expert to comprehend higher-order interactions in the dataset. There-
fore, this dissertation acts as a bridge between the research and the application
worlds. The software tool was well-received by a variety of engineers from different
application and research domains at Bosch.
Throughout the dissertation, we demonstrated the quality and efficiency of
our algorithmic frameworks introduced in Chapter 3, 4 and 5 with theoretical
assessment and experimental evaluations. The theoretical assessment involves es-
timation of the algorithmic time complexity. The experimental evaluation involves
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experiments on synthetic and real world data. We compared the quality of our
contributions with several state-of-the-art algorithms for feature selection and ex-
traction algorithms. Similarly, we demonstrate the effectiveness of our software
framework in Chapter 6 using a real world dataset.
7.2 Future Research Directions
In this section, we aim to propose possible future research directions for data
mining and high performance computing research groups.
Enhancement of the transformation phase to inherently handle datasets
with (1) Missing values, (2) Sparsity and (3) Class imbalance are few plausible and
immediate extensions of RaR that we propose. Handling datasets with any of the
aforementioned properties requires application of preprocessing techniques prior to
feature selection. For example, interpolation of missing values, under-sampling or
oversampling of data to handle class imbalance are common preprocessing tech-
niques. Disadvantages of such methods include loss or distortion of information
due to its artificial nature [WMZ07]. Enriching the transformation phase of the
KDD process to address these challenges will largely reduce the effort of industries
that spend millions of dollars on data preprocessing techniques [Red96]. Overall,
the proposed research direction will enhance the transformation phase by reduc-
ing the time and effort spent on the preprocessing phase of the KDD process (c.f.
Chapter 1). As an extension of RaR, we currently pursue on the idea of assigning
weights to the correlation function based on the class distribution to encounter
class imbalance.
Active learning of search space: In Chapter 4 we introduced the Relevance
and Redundancy ranking (RaR) where random feature subsets are drawn for each
Monte-Carlo iteration. In such random sampling techniques, each iteration is in-
dependent of the other. That is, the second iteration does not draw a subset based
on the knowledge we gained from the previous iteration. However, incorporating
the relevance information of subsets sampled in the previous iterations will lead to
improvised exploration of the exponentially growing search space. The literature
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of active sampling and Monte Carlo Tree Search (MCTS) aims to address this chal-
lenge by acquiring the most informative regions in the search space [Agg15, CL18].
The proposed extension is also applicable for the feature extraction methodology
ordex, which we introduced in Chapter 5. The usefulness of such exploration meth-
ods for RaR and ordex is yet an open research question. Hence, application and
evaluation of active sampling and MCTS techniques for RaR can be an immediate
extension that has a positive impact on algorithmic efficiency. The major challenge
is to design an ideal criterion function that can steer the search space exploration.
Inclusion of amplitude for ordinal analysis: In Chapter 5, we introduced the
concept of using ordinality as a property for feature extraction from multivariate
time series. Ordinality of a series is assigned based on the ordinal relation between
the values. However, in automotive applications, we observed that two series can
exhibit same ordinal-relationship with large differences in their amplitudes. This
can contribute to higher classification error. Hence, we propose the extension of
ordinal analysis to include the effect of amplitude as a possible future research.
Such an extension will further enrich the feature extraction process. As discussed
in Chapter 5, there exists an exponential number of multivariate ordinal pattern
combinations. And including the effect of signal amplitude will further blow up
the search space and poses a greater challenge.
High performance computing: All techniques presented in the work include
Monte Carlo iterations. As a randomization component is involved in it, a larger
number of iterations always enhance the search space exploration and positively
influences the quality of selection. To speed up the process, we introduced the
idea of parallelizing the Monte Carlo’s on multiple processor threads in Chapter 4.
With the mounting interest of the Graphical Processing Unit (GPU) hardwares,
a study on the acceleration potential of the selection process using such hardware
will benefit different application domains. The major challenge is to perform the
computations with minimal latency between host (CPU) and device (GPU). Sec-
ondly, with limited global and shared memory of the GPUs, the challenge is to
design the parallelization by ensuring its optimal usage.
145
7. SUMMARY AND FUTURE RESEARCH
Niche research: In automotive applications, time series arise not only from dif-
ferent sources, but also with different data types. For example, the engine state
is a categorical time series which influences several components in the automotive
engine. In this work we focus on multivariate continuous time series values. How-
ever, a recommended research direction is to perform feature extraction in time
series dataset with continuous and categorical data types. We consider this as a
niche research area because current time series datasets are predominantly contin-
uous (e.g., 75 out of 81 time series datasets in the UCI repository are continuous
in nature). However, in the past few years, time series with mixed data types are
getting common in our automotive application domains. Hence, addressing this
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