Wide-field photometric surveys enable searches of rare yet interesting objects, such as strongly lensed quasars or quasars with a bright host galaxy. Past searches for lensed quasars based on their optical and near infrared properties have relied on photometric cuts and spectroscopic pre-selection (as in the Sloan Quasar Lens Search), or neural networks applied to photometric samples. These methods rely on cuts in morphology and colours, with the risk of losing many interesting objects due to scatter in their population properties, restrictive training sets, systematic uncertainties in catalogbased magnitudes, and survey-to-survey photometric variations. Here, we explore the performance of a Gaussian Mixture Model to separate point-like quasars, quasars with an extended host, and strongly lensed quasars using griz psf and model magnitudes and WISE W 1, W 2. The choice of optical magnitudes is due to their presence in all current and upcoming releases of wide-field surveys, whereas UV information is not always available. We then assess the contamination from blue galaxies and the role of additional features such as W 3 magnitudes or psf-model terms as morphological information. As a demonstration, we conduct a search in a random 10% of the SDSS footprint, and we provide the catalog of the 43 SDSS object with the highest 'lens' score in our selection that survive visual inspection, and are spectroscopically confirmed to host active nuclei. We inspect archival data and find images of 5/43 objects in the Hubble Legacy Archive, including 2 known lenses. The code and materials are available to facilitate follow-up.
INTRODUCTION
Gravitationally lensed quasars offer unique insights into a number of cosmological and astrophysical questions (e.g., Courbin et al. 2002, and references therein) . For example, they can be used to infer properties of the quasar host galaxy (Peng et al. 2006) , measure the gravitational profile of lensing object, and probe the nature of dark matter via measurement of substructure. With the addition of time domain information, they can be used for cosmography by using the time-delay between multiple images as a distance indicator (e.g Refsdal 1964; Schechter et al. 1997; Koopmans & Fassnacht 1999; Oguri 2007; Suyu et al. 2010 Suyu et al. , 2013 Suyu et al. , 2014 Treu & Marshall 2016) .
Currently, the main limitation to detailed analyses is pwilliams@astro.ucla.edu,aagnello@eso.org the small sample size of known lensed quasars. Only on the order of 100 lenses have been found so far, including only 10-20 of the most valuable kinds like quadruply imaged systems, or highly variable sources. The small sample size is due to the fact that lenses are rare objects and are difficult to find. With the capabilities of current ground based surveys, only about 0.4 are expected per square degree (Oguri & Marshall 2010) . For example, 1 in the Dark Energy Survey (DES), 1146 lenses are expected to be found in the 5000 deg 2 footprint with roughly 120 of those brighter than 21 in the i-band. Of those brighter than 21, about 20% are expected to be quadruply imaged. Visual inspection in the first 80 deg 2 of the Hyper-Suprime Camera (HSC, Miyazaki et al. 2012 ) survey has led to the 'serendipitous' discovery of a quadruply lensed AGN (More et al. 2016a ), owing to a combination of depth and excellent image quality. Similarly, inspection of ≈ 6000 objects in the DES Y1A1 release (≈ 1500deg 2 ), selected as blue point sources near luminous red galaxies, has yielded one new quad lens (Lin et al. 2016, in prep.) .
In order to collect a larger lens sample, we need to be able to search through many surveys to pick out potential lens candidates for more detailed follow-up. Due to the size of modern surveys and the lack of readily available spectroscopic data for most objects, we need efficient selection strategies that give a high true positive detection rate based on purely photometric information. Following the strategy and terminology outlined by Agnello et al. (2015a) , this selection will result in a smaller and more tractable list of targets. In turn, those can be subject to computationally more expensive analysis based on the twodimensional survey images to identify candidates for spectroscopic or high resolution imaging follow-up, with the aim of minimizing time lost to false positives (see also Schechter et al. 2016 , for an alternative approach). This purely photometric strategy differs from the one adopted by the SDSS Quasar Lens Search Inada et al. 2012 ) and its continuation by More et al. (2016b) , who have relied on objects that already had a confirmed quasar component based on fibre spectra.
The purely photometric selection of targets/candidates can be solved with suitable applications of classification methods in machine learning (see Ball & Brunner 2010 , for a general review of data mining and classification problems in astronomy). One such method is described by Agnello et al. (2015a) , where artificial neural networks (ANNs) are used to classify objects as lensed quasars, pairs of closely aligned quasars, alignments of a luminous red galaxy and an unlensed quasar, or blue-cloud galaxies based on their multi-band photometry. This method led to the successful discovery of the first two lensed quasars in DES (Agnello et al. 2015b ). However, ANNs and similar methods applied to catalog data are very sensitive to systematic differences in the photometry between simulated and real datasets, that can arise from varying image quality conditions or systematics in the creations of catalogs. Furthermore, the machinery cannot be easily carried over from survey to survey, as the photometry of objects (especially those with extended morphology) depends appreciably on survey specifics like image quality, depth, and filter bandpasses. Hence, supervised methods like ANNs require a dedicated training set, which must be tailored closely to the survey being investigated. Another issue is that of extrapolation and generalization, as the properties of objects in different ANN classes reflect directly those that were used as training/validating sets. Finally, ANNs amount to drawing a finite set of hyperplanes in feature space (in our case, colours and magnitudes), governed by the number of nodes chosen, which however cannot be made arbitrarily large before starting to overfit features specific to the training set.
Population mixture models offer several potential advantages with respect to ANNs. Different classes of (known) objects occupy specific regions of colour-magnitude space, so we may model the multi-band properties of objects in widefield surveys as a superposition of populations, each with its own parent distribution function (PDF). Hence, with a population mixture model one may associate membership probabilities to each object in a survey, yielding a smooth (rather than hard-edge) classification. Furthermore, the structural parameters of the PDFs can be fit from the data themselves, allowing for survey-specific adjustments of the classification scheme to account for e.g. different magnitude calibrations. This phenomenon of augmentation allows us to initialize the single classes upon a small training set and then adjust them on a large set of un-labelled objects to fit their distribution in feature space.
We will describe the colour-magnitude properties of objects to be classified using a mixture of Gaussian probability distribution functions, whose parameters can be determined recursively with Expectation-Maximization techniques. This approach has been already used in the past for different purposes. It is known alternatively as Extreme Deconvolution (XD), as detailed by Bovy et al. (2011) and applied to quasar identification from point sources in the SDSS. Quasar selection and photometric redshift estimation, among pointsources in the SDSS DR12, has been performed with XD by DiPompeo et al. (2015) using optical and WISE magnitudes. A combination of XD and colour cuts was used to select and spectroscopically confirm a sample of ≈ 10 4 quasars in the VST-ATLAS footprint by Chehade et al. (2016) . The use of XD tailored to identify lensed quasar targets/candidates has been initiated by Marshall et al. 2 for the Panoramic Survey Telescope and Rapid Response System 3 . Ostrovski et al. (2016) have discovered at least one new lensed quasar in the DES footprint, among objects classified as quasars through a population mixture approach on optical and infrared magnitudes 4 . In a completely different context, population mixture models have been exploited by Walker et al. (2009) for the case of multiple stellar populations in nearby dwarf Spheroidal galaxies, then adapted for chemo-kinematic separation of stellar populations and substructure (Walker & Peñarrubia 2011; Koposov et al. 2011; Amorisco & Evans 2012; Amorisco et al. 2014) , Globular Cluster populations around early-type galaxies (Pota et al. 2013; Agnello et al. 2014 ) and substructure detection (Longobardi et al. 2015) . This paper is structured as follows. In Section 2 we briefly illustrate the cross-calibration of magnitudes in the SDSS and VST-ATLAS for extended objects. In Section 3 we outline the population-mixture model used to classify the objects in this work. In Section 4, we examine the performance of our model in SDSS and VST-ATLAS. In Section 5, we present objects selected by the model as potential lens candidates. We conclude in Section 6.
All magnitudes are given in their native system (AB for SDSS and Vega for WISE and VST-ATLAS), and a standard concordance cosmology with Ωm = 0.3, ΩΛ = 0.7, and h = 0.7 is assumed when necessary.
PHOTOMETRY OF EXTENDED BLUE OBJECTS IN SDSS AND VST-ATLAS
Photometry can vary appreciably within one survey and especially from one survey to another due to differences in image quality and depth. This is a worry when methods akin to ANNs are used to classify obects outside of the survey for which they were designed. We explore the importance of photometry differences between surveys be examining the cross-calibration of magnitudes in the SDSS and VST-ATLAS, finding the regression that best translates SDSS magnitudes to VST-ATLAS magnitudes. We are interested in both PSF magnitudes and model magnitudes, as one of the key features identifying lensed quasars with image separation comparable or smaller than the seeing is that they have colours similar to quasars but they are extended and therefore should be clearly separable from non-lensed quasars based on the difference between model and psf magnitudes.
A tight fit between SDSS and VST-ATLAS magnitudes is required for ANNs to translate well across the two surveys. Conversely, if there is an appreciable scatter around the regression, this will cause issues for ANNs, illustrating the need for a more robust classification procedure. VST-ATLAS has already been calibrated against SDSS to a precision of 0.02 magnitudes in zeropoints for point sources, using bright stars (i < 16, Shanks et al. 2015b ). In our case, we are interested in the properties of extended and fainter objects, for which the magnitude conversion can differ and scatter can be appreciable.
The SDSS DR12 and VST-ATLAS DR2 (public) footprints overlap mainly in a region with right ascension (r.a.) and declination (dec.) approximately 150
• < r.a. < 230
• and −4 • < dec. < −2
• and one with −20
• < r.a. < 32
• and −12
• < dec. < −10
• . Using matched objects in this region, we can compare the photometry of the two surveys. This will then enable the selection of plausible quasars with extended hosts, or lensed quasar candidates, separating them from classes of contaminants like Seyfert and narrow-line galaxies.
Magnitudes are cross-calibrated between SDSS and VST-ATLAS as follows. We first look at objects that lie within a 5 radius of each other in the two surveys. For cross-matched objects, we find that ∆r.a. = −0.08 ± 0.81 and ∆dec. = 0.11 ± 0.66 (in arcseconds), where ∆r.a. = r.a. atlas − r.a. sdss and ∆dec. = dec. atlas − dec. sdss . The distance between matched objects is dist. = 0.44 ± 0.95 arcseconds. For each band and psf or model magnitude choice, its SDSS and VST-ATLAS counterparts are fit by finding the best offset between the two surveys. In the case of VST-ATLAS, we use the aperture magnitude AperMag3 with a 1 arcsecond aperture for our psf magnitudes, and we use AperMag6 with a 2 √ 2 arcsecond aperture for our model magnitudes. The residuals are then fit against adjacent colours, using the maximum likelihood estimator 5 lnr.mle, to account for the different shape of the response curves and hence the dependence on the object SED (e.g. quasar or blue galaxy). The resulting regressions for the model magnitudes are The appreciable intrinsic scatter in the translated magnitudes, for the object classes of our interest, is larger than the magnitude uncertainties of single objects.
POPULATION MIXTURE MODELS
To deal with issues in translating from SDSS to other surveys or simply from training sets to real data within a survey, we need a technique that is not sensitive to small shifts and scatter in photometry. Population mixture models offer a classification scheme that can be adjusted to the data themselves. In this sense, the model can fine tune itself to fix for any small photometric differences.
In a population mixture model, we attempt to describe our data as a superposition of parent distribution functions (PDFs), where each PDF captures a different class of objects. For a set of K PDFs each described by parameters θ k , we can construct a log-likelihood function
where N is the number of objects, xi is a vector of features for each object, and p(xi|θ k ) is the probability that the object xi belongs to class k. For computational simplicity, we choose Gaussians as our PDFs, so
where µ k is the mean, Σ k is the covariance matrix, P is the number of features, and α k is a weight parameter defined such that K k α k = 1. In general, one can account for noise in the measurements by convolving with the noise PDF. Since uncertainties are likely dominated by systematic errors such as PSF mismatch and mismatch between the model and the data, the random error is likely a lower limit to the error rather than being representative of the true error. We do not account for noise in this exploration, which is done in the more thorough approach of Extreme Deconvolution (Bovy et al. 2011) . This is appropriate in our context, where random errors are negligible compared to systematic errors associated with model magnitudes, and compared to the intrinsic scatter of the transformations between surveys.
In the case of missing data, we can adjust our model by marginalizing over the missing features. In the case of Gaussian PDFs, this corresponds to restricting Σ k and µ k only to the non-empty entries for each object. Given this model, our classification problem becomes a matter of finding the parameters θ that maximize the likelihood function. This can be done iteratively using the Expectation Maximization algorithm, briefly described below in the next section and explained in detail in Appendix A.
The main benefit of using a population mixture model is its flexibility. If two classes are well separated in feature space in our training sets, we expect that they will also be well separated in real survey data, assuming our training sets are good representations of the survey data. Similarly, if they are well separated in one survey, they should be similarly separated in other surveys, despite photometric differences. The changes between different data sets should be only minor changes that can be captured by small adjustments to our parameters, θ. Thus, we can train our model in one survey and then let the PDFs adjust themselves via the EM algorithm to translate to other surveys, eliminating the need for separate training sets for each survey.
Further, population mixture models offer a smooth classification of objects in the survey. Each object is assigned a membership probability vector of length K, where each entry is the probability that the object belongs to a given class. Finally, adjusting the classes on the whole survey enables a generalization from the objects used in the training (and validating) sets to those that can be met in reality.
Expectation-Maximization
The Expectation Maximization (EM) algorithm is a twostep iterative procedure for finding the parameters that maximize the likelihood function. In the context of our model, we initialize the algorithm with guesses for the parameters θ. These can either be random or informed, based on our knowledge of the properties of the classes we wish to describe. In principle, the algorithm should converge to the same parameters regardless of the initial guesses, but as it is often the case in high dimensinoal spaces a good guess helps significantly in guaranteeing rapid convergence to the absolute maximum. In the case of random assignment, we would examine the objects that lie near the mean of each Gaussian at the end of the EM procedure in order to determine which class of objects each Gaussian describes. However, since we know where the objects we wish to categorize lie in feature space, we make this identification at the beginning of the procedure by initializing the parameters based on the expected features for each class.
At each iteration, the Expectation step computes the expected value of the log-likelihood function, given the current parameters. This step also computes membership probabilities, i.e. a vector for each object giving the probability of belonging to each class. Using these membership probabilities, one can find the parameters that maximize the expected value of the log-likelihood function (i.e. a Maximization step). The details on how parameters are updated are described fully in Appendix A.
In order to keep parameters from over-adjusting at each step, we introduce a regularization parameter which limits the update of each parameter to a fraction of that proposed by the Maximization step. Since we operate under the assumption that our initial guesses for the parameters are close to the true best parameters, we expect that any updates will be small. By constraining the allowable size of the updates, we avoid any spurious changes to the parameters that might be indicative of one of the Gaussians attempting to encompass multiple classes of objects, or simply due to noise.
In addition, we explored the use of adaptive second moments to suppress contributions from data lying far from the means of the PDFs. This works by multiplying by an additional windowing factor when calculating the new covariances in the Maximization step. We used a Gaussian centered on the mean of the PDF as the windowing factor so that points farther from the mean would be given less weight. However, this typically led to shrinking the covariances too far to the point that many of the PDF weights went to zero and so we chose not to implement this further.
Implementation
For our particular implementation, we want to distinguish between lensed quasars and various contaminants such as unlensed quasars of different types and blue-cloud galaxies. Typical lensed quasars have the colours of quasars mixed with those of the red lensing galaxy. In particular, their mid-IR colours are similar to those of quasars, while their other colours may be slightly redder. In addition, lenses should be extended and so we expect them to have higher psf-model magnitudes than unlensed QSOs. The value of psf-model will depend on colour and seeing since objects may become deblended in some bands and because the relative contribution of the lens and source vary with wavelength. Blue-cloud galaxies and mergers should have colours similar to QSOs in the optical, but significantly different colours in the mid-IR.
If we construct features as combinations of colours, then the lenses and contaminants will occupy different locations in features space. Thus, by fitting a PDF to each locus of objects, we can piece together a model describing the overall distribution of our objects.
SDSS SpecPhoto training sets
To develop our training sets, we use objects that are spectroscopically identified in SDSS SpecPhoto. In particular, we use objects identified as 'QSO' for our unlensed quasar classes and those identified as 'GALAXY' for our galaxy class. These will be preferentially brighter than the objects that we wish to classify, but differences in their features should be small. Thus, going from the training sets to real data will require only small adjustments, determined by the EM algorithm. The validity of this hypothesis is quantified in Section 4.1.
At different redshifts, quasar spectral features will shift between filters, intrucing additional complexity to their location in feature space. To account for this, we break up our quasar classes into six redshift bins: z < 0.35, 0.35 < z < 0.75, 0.75 < z < 1.2, 1.2 < z < 1.75, 1.75 < z < 2.4, and z > 2.4.
At lower redshifts, we expect some quasar colours to be affected by strong contributions from their host galaxies, making them look more extended. To encapsulate the range of host galaxy contributions, we further break our quasar class into 'point-like QSOs' with psf -model magnitudes < 0.15 in g, r, and i bands, and 'extended QSOs' with psf -model > 0.15 in the i band.
For our galaxy contaminants, we consider only bluecloud galaxies, selected according to
We experimented with including additional galaxy classes, but found that the weights reduced to zero, indicating that they were unnecessary classes that did not describe any new populations in our data. We use 1000 objects for each class in our training sets. While this will not give the proper weights for the PDFs representing the different classes, it ensures that there are sufficient objects for each class for the machinery to train on.
Simulated lensed quasar training sets
Due to the paucity of known lensed quasars needed to create a full training set, we need to introduce mock lens systems. These are simulated according to the distributions given by Oguri & Marshall (2010) . We further divide the lens class into five separate classes to better capture their diversity.
First, we split the lens objects into those with lower and higher W 1 − W 2. Those with lower W 1 − W 2 typically have i psf −i mod < 0.2 and have colours similar to those of galaxies. These are likely objects with a significant contribution from the lensing galaxy, either due to a larger and brighter galaxy or due to a fainter QSO.
We break the set of objects with higher W 1 − W 2 into four subclasses:
• Those with W 1−W 2 > 1.5: These typically have g−i ∼ 1.301, i − W 1 ∼ 3.426, and W 1 − W 2 ∼ 1.7 or higher
• Those with higher redshift sources: These have g − i ∼ 0.555, i − W 1 ∼ 3.28, and W 1 − W 2 ∼ 1.34
• Those with lower redshift sources: These have g − i ∼ 0.533, i − W 1 ∼ 4.285, and W 1 − W 2 ∼ 1.06
• Redder objects: These have g − i ∼ 1.6, i − W 1 ∼ 3.60, and W 1 − W 2 ∼ 1.29
In total, our simlated lensed quasar training sets have 2000 objects, 1000 with high W 1 − W 2 and 1000 with low W 1 − W 2. the simulated lens sample is cut to retain just objects with W 1 − W 2 > 0.55, where most known lenses lie.
Large SDSS data set
After training our model with the training set data, we run the Expectation Maximization algorithm with a large data set. To keep things from becoming too computationally expensive, we first make colour cuts to remove obvious contaminants, and we only take a subset of those objects that Cut Number in SDSS Number of lenses Eq. 6 cuts 6.4 × 10 6 53 All magnitudes exist 5.1 × 10 6 53 i < 20.5, W 2 < 15.6 3.6 × 10 6 53 W 1 − W 2 > 0.55 2.5 × 10 6 53 Additional (see caption) 0.5 × 10 6 50 Table 1 . The number of SDSS objects and known lenses (out of 128) that survive colour cuts increasing in strictness. The SDSS numbers are found by doing a 'select count(*)' query, which may count duplicate objects. For this reason, the SDSS values should be treated as order-of-magnitude estimates. The additional colour cuts in the last row are (u−g < 0.4 or g−r < 0.6−0.8·(u−g−0.6) or g − r < 0.4). We also note that when we do not include any cuts in psf magnitudes, the number of remaining known lenses increases to 97. When we remove the cuts in u − g as well, the sample increases to 114.
satisfy the cuts. The cuts we use are
There are ∼6.4 million objects that satisfy these conditions, which are rather loose. In what follows, we use a random subset of the top 75 × 10 4 query results. As noted in Table  1 , we lose nearly 60 known lenses when we make even these loose cuts, but these are typically deblended, large separation lenses. Our search is aimed primarly at the blended small-separation ( 2 )systems, which are the most abundant systems , and the least represented in previous searches. So these cuts are acceptable for our purposes.
We also see that as we impose even stricter cuts, we can decrease the number of SDSS objects by an order of magnitude, while keeping nearly all of the known lenses. We do not use the stricter cuts in this implementation, but they could be used in the future with larger data sets to keep things more tractable.
Choosing features
We build our features from combinations of magnitudes in different bands. Figure 1 shows the distribution of our training set data in varius colour and magnitude spaces. As can be seen, different kinds of objects occupy specific locations in feature space. By choosing features that best distinguish between types of objects and combining them into one high dimensional space, our model can more easily separate the different populations of objects.
The black stars represent 128 known lenses that lie in SDSS, found by various selection techniques. Many have similar colours to point-like quasars, indicative of the colour Figure 1 . Colour-colour plots showing the locations of our training sets in feature space. The red, green, blue, and orange points represent the point-like QSOs, extended QSOs, simulated lensed quasars, and blue cloud galaxies, respectively. The black stars are known lensed quasars that lie in the SDSS footprint. The dashed lines show the colour cuts listed in Equation 6. Dotted lines represent either cuts that are within 'or' statements or other cuts often used to eliminate contaminants. selection step described by . Others have redder colours, corresponding to either Type-II AGN sources or bright lensing galaxies. We are mainly concerned with finding blended, small-separation lenses, since the large separation counterparts are more likely to have been found already. Therefore, we are less interested in the objects that fall on the point-like QSO locus.
The dashed lines in the plot show the typical cuts that we use when selecting objects. In order to include lenses that have larger contributions from the lensing galaxy, we use relatively loose cuts in u − g and W 1 − W 2. However, known lenses do not lie predominantly at low W 1 − W 2 or high u − g. Additional metrics, such as those using the K band, can be useful for trimming contaminants in these regimes, as is done by Ostrovski et al. (2016) , but this introduces two issues for our purposes. First, many of the simulated lenses are particularly bright in K. This is because the lenses are constructed via sparse interpolation over 2MASS magnitudes, which suffer from Malmquist bias. Second, we are introduced with a depth-vs-footprint trade-off that must be addressed. Surveys such as the Two Micron All-Sky Survey (2MASS) cover the whole sky, but are not always deep enough for our purposes. In fact, only 16% of our SDSS training set objects have valid K magnitudes in 2MASS. Deeper surveys such as the UKIRT Infrared Deep Sky Survey (UKIDSS) and the VISTA Hemisphere Survey (VHS), on the other hand, cover only a fraction of the SDSS footprint near the equator.
Finally, we see that most of the known lenses have i psf − i mod < 0.8, with only 10 being more extended. The more extended objects are nearly all lenses with a strong component from a bright lens galaxy. Of the known lenses that do not have i psf − i mod ≈ 0, most tend to have (g psf − r psf ) < (g mod − r mod ), indicating that they have a redder extended component. This can be inerpreted as the mixed contribution of the blue (point-like) quasar images and the red (extended) lens galaxy.
For our Gaussian mixture model implementation, we choose to use magnitudes in the SDSS griz bands, avoiding the u band since it is not available in many surveys, for instance, the Dark Energy Survey. In addition, we use the WISE infrared W 1, W 2, and W 3 bands, but exclude the K band for the reasons discussed above. In our 'barebones' Gaussian mixture model, we use six features: W2, mod g − mod r, mod g − mod i, mod r − mod z, mod i − W1, W1−W2. We also experiment with two extensions of the model to include W3 magnitudes and psf magnitudes, when available. With the W3 magnitudes, we intruduce a W2−W3 feature, bringing us to 7 features. The second extension of our model includes psf − model magnitudes as a measure of extendedness. Specifically, we use psf i − mod i, (psf g − mod g) − (psf r−mod r), and (psf r−mod r)−(psf i−mod i), bringing us to 9 features.
Running EM
We run the EM algorithm in three consecutive steps: First, we take only our lens classes and our lens training sets. Using initial guesses for the parameters that best describe the five classes, we initialize the EM procedure. This then outputs the parameters that maximize the likelihood function. Next, we use all 18 of our classes and include the remainder of our training sets. We use the parameters found in the previous step as our new initial guesses for the lens classes and use our best guesses to initialize the parameters for the remaining classes. Finally, using the parameters found in the second step, we apply the EM algorithm to the large data sets of different surveys.
GAUSSIAN MIXTURE MODEL PERFORMANCE
When training our model, we withhold 30 percent of the objects from the training sets and save them in validating sets. We then use these to examine how the model classifies objects that come from the same population as the training sets, but were hidden from the training process. This serves as a check against overtraining, i.e., fitting too closely to the specifics of the training data while failing to accurately represent the class populations as a whole. After calculating the membership probabilities of objects in the validating sets, we evaluate the performance of our model by means of confusion matrices and receiver operating characteristic (ROC) curves. Section 4.1 presents the confusion matrices, square matrices showing how objects are classified based on the classes to which they truly belong. These give us insight into how different types of objects are misclassified. Section 4.2 shows ROC curves which illustrate how the true positive and false positive lens detection rates change as we vary the acceptance threshold of being a lens, i.e., a minimum lens probability that we use to identify an object as a lens.
Confusion Matrices
The confusion matrices are constructed as follows: First, we compute the membership probabilities for all the objects in the validating set, given our output parameters. Next, for each object, we add these probabilities to the cells along the row of the class from which the object truly derives. Finally, we normalize the rows such that the sum of the cells across each row is 1. This, in essence, gives the mean membership probability vector for each class of objects. For a perfect classification scheme, we expect to see ones on the diagonal and zeros elsewhere.
We calculate the confusion matrices at two stages: after running the EM alogrithm with the training set data and after running the algorithm with the full SDSS data set. This allows us to see how the model performs with the real training set data, and then how the performance changes after being 'mixed up' by real data. In the latter stage, we look both at what happens when you let only the PDF weights evolve, and then also when you let all parameters evolve. The former is akin to adjusting for the relative abundances of the different class populations, but assuming that the training sets are otherwise perfect representations of the real data. By comparing this to the results of adjusting all parameters, we can determine whether there is anything to be gained from adjusting the means and covariances as well.
The three left panels of Figure 2 show confusion matrices generated from the parameters after training on the training set. The top, middle, and bottom panels give the results from the 6, 7, and 9 feature implementations, respectively. We see that the algorithm has difficulties distinguishing between the different 'Extended QSO' classes. However, the Point-like QSOs, lensed QSO, and Blue Cloud galaxy classes are well classified. As we add more features, we see further improvement in lens classification. Further, we can note that adding the psf mag -model mag features helps significantly in distinguishing between the point-like and extended QSOs, as we expected.
The middle column of panels shows the results from running the EM algorithm with the large SDSS data set, but only adjusting the weights, while the rightmost column shows the results after adjusting all parameters. In all three implementations, we see drastic improvement in the classification of point-like QSOs as well as a slight improvement in the classification of all other objects. The improvement demonstrates that adjusting the means and covariances does, indeed, improve the classification abilities of the model beyond that obtained by merely carrying over the same parameters from our training sets to the real data. This step highlights the power of our Gaussian mixture model over more rigid classification schemes.
ROC Curves
Since our end goal is identifying lensed quasars in large surveys, we are interested in the relationship between the true positive and false positive selection rates of our model. Figure 3 gives the relationship between these two values in the form of a receiver operating characteristic curve. The true and false positive rates are computed by varying the acceptance threshold for identifying a lens. Objects with a combined lens probability above this threshold are identified as lenses and those below the threshold as non-lenses. Given a certain threshold, the true and false positive rates are TPR = # lensing objects identified as lenses # lensing objects
and FPR = # non-lensing objects identified as lenses # non-lensing objects .
If we were to randomly classify each object as a 'lens' or 'nonlens', we would expect TPR and FPR to be identical, corresponding to a line of slope 1 passing through the origin in a ROC curve. The better the performance of the classification scheme, the higher and further left its curve should appear on the diagram. Figure 3 indicates better lens selection rates as we move to models with more features. Note that this shows a zoomed-in portion of the ROC curve with Figure 2 . Confusion matrices showing how validiating set objects are classified, based on the parameters derived from running the Expectation Maximization algorithm on the training set data. The y-axis shows the true class of the input object and the x-axis shows to which class the object was identified. The point-like (PL) QSO and extended (Ext) QSO labels are in order of increasing redshift bins from top to bottom on the y-axis and left to right on the x-axis. The lensed quasar classes are labelled L QSO, and the blue cloud galaxy class is labelled BC gal. the x-axis spanning from 0 to 0.5 and the y-axis from 0.5 to 1.0.
Testing on SDSS/VST-ATLAS Overlap
We expect that the PDFs that describe the data from SDSS should be similar to the PDFs that describe the data from other surveys. Only small tweaks should need to be made to the parameters, which can be done using the Expectation Maximization algorithm. We examine this by translating our model trained on the SDSS data to describe similar data in VST-ATLAS.
First, we take the parameters found by training the model on the SDSS data and convert them to VST-ATLAS colours, based on the conversions found in Section 2. If
where A and B come from Equations 1 and 2, then
and α atlas = α sdss .
We then use the converted parameters to initialize the EM algorithm with the VST-ATLAS data. After letting the algorithm run, we obtain a new set of parameters to describe the objects in VST-ATLAS. Since we do not have validating sets in VST-ATLAS, we use the SDSS training sets to evaluate the performance, first converting the SDSS colours to VST-ATLAS colours, again using Equations 1 and 2. The resulting confusion matrices are shown in Figure 4 . The left column of matrices shows the results when we adjust only the weights. This would be the case if we did not account for differences in photometry and instead fit only for the relative abundance of the populations. The right column shows the results when we adjust all parameters.
We can see that the 6 feature and 7 feature models do well at classifying point-like QSOs, but the performance of the model suffers when the psf-model features are added, which is the opposite of what we see in SDSS. This is likely a sign that unfortunately the VST-ATLAS magnitudes AperMag6 and AperMag3 are not a good proxy for the SDSS model and psf magnitudes.
Classification of known lenses in SDSS
We finalize our tests of the Gaussian mixture model by examining how it classifies known lenses. Of a list of known lenses, 128 lie in the SDSS footprint for which we can obtain colours and calculate membership probabilities. Figure  5 shows the typical scores assigned to such lenses by the 6, 7, and 9 feature models. The distribution is strongly peaked at the very high probability end and the very low probability end. This is especially pronounced in the 9 feature implementation, where 80 percent of all objects have either p(lens) > 0.9 or p(lens) < 0.1. This shows that the 9 feature implementation is very decisive in making 'lens' or 'not a lens' assignments. We expect this to be the case as we increase the number of features in the model.
Examining the SDSS image cutouts, we can see a pattern that the objects with the highest lens probability are typically blended, while those with the lowest probabilities are often very well separated. A select few cutouts are shown in Figure 6 (a), along with their p(lens) score. In Figure 6 (b), we show the score distribution for deblended and blended objects. The top plot displays only the lens probability while the bottom plot uses the sum of the lens probability and the extended QSO probabilities. Approximately one-third of the blended objects have a combined Figure 5 . Membership probabilities for the 128 known lenses in the SDSS footprint for the 6, 7, and 9 feature models. Note the strong peak at very low and very high probabilities, especially in the 9 feature model. Membership probabilities for the 128 known lenses, divided into 'blended' and 'deblended' categories. 'Blended' objects look like those in the the top three images of part (a) while 'deblended' objects look like those in the bottom three images of part (a). The x-axis gives the lens probability and the combined lens and extended QSO probabilities in the top and bottom plots, respectively. lens and extended QSO probability greater than 0.95. Similarly, approximately one-third of the deblended objects have a combined lens and extended QSO probability less than 0.05, with the highest scores coming from the point-like QSO classes. The complete list of lenses is given in Table 2 , along with selected scores. We note that, owing to selection effects, wide separation systems are over-represented in the list of known lenses, with respect to what is expected in nature.
The discrepancy in the scores is likely due to the fact that we trained our model on blended, small separation lens systems and so the model is designed to pick out similar objects. Since the colours of deblended objects come only from a single image, they appear as stand-alone, point-like QSO, as in the bottom three images in Figure 6 (a). Blended objects, such as those in the top three images of Figure 6 (a), will be extended and will have the colours of quasars. Thus, our model will identify them either as lenses or extended QSO.
In some cases, lenses that are blended in SDSS will become deblended in surveys such as DES, where the seeing and image quality are better. This may pose a problem with our model as those systems will likely receive low lens membership probabilities when examined in DES. In order to capture as many lenses as possible, it becomes increasingly important to extend our training sets to include objects of all image configurations and separations.
LENS CANDIDATES
The membership probabilities produced by our model allow for numerous methods of selecting lens candidates. The simplest method is to take as targets the objects with the highest combined lens probabilities, while alternative choices may place upper limits on, say, the blue-cloud galaxy probabilities. After a list of targets is compiled, candidate selection can be based for example on visual inspection of the images, machine learning pixel based techniques (Agnello et al. 2015a) , or fast lens modeling (Marshall et al. 2009; Chan et al. 2015) .
As an illustration, we make a simple list of candidates by first examining the objects assigned the highest combined lens probabilities, summed over all three implementations. Taking the top 2000 candidates, we select those with available SDSS spectroscopy, in order to simulate a potential follow-up campaign. Of the 2000 objects in the list, 458 have spectra. We identify those with 'QSO' or 'Galaxy AGN' spectra as QSOs, those with 'Galaxy,' 'Galaxy starburst,' or 'Galaxy starforming' spectra as Galaxy contaminants, and those with stellar spectra as stellar contaminants. The distribution of all objects with spectra is shown in the top frame of Figure 7 . As hoped, nearly 80% of the selected objects with spectra are quasars, with the majority of contaminants accounted for by other galaxies.
Taking the list of objects with spectra, we visually inspect them and assign a score of 0-3, where 0 corresponds to 'not a lens' and 3 corresponds to 'likely a lens.' We assign the rankings blind to the spectra so as to not be biased in our score assignments. We use the spectra afterwards as a check on our visual inspection step to ensure that we do not assign high scores to the contaminant classes. The distribution of our scores is shown in Figure 9 . We first note the difficulty Table 2 . Continued on next page.
c 0000 RAS, MNRAS 000, 1-17 Table 2 . List of all known lenses in SDSS, along with selected membership probabilities. (Continued from previous page)
c 0000 RAS, MNRAS 000, 1-17 Figure 8 . Image cutouts of the 43 SDSS objects receiving the highest combined lensed quasar probability, corresponding to those listed in Table 3 . All the objects are spectroscopically confirmed to host an active galactic nucleus. The first object in Table 3 corresponds to the top left image. Subsequent objects are in order of left to right first and then top to bottom. Each image is 12 arcseconds on a side with North up and East to the left. The five encircled objects already have HST imaging counterparts (two known lenses in green and three singly imaged AGN in red), as discussed in the text and fig. 10 . Figure 7 . Distribution of the 458 objects with spectra from our list of 2000 objects receiving the highest p(lens) scores. The bottom panel shows the fraction of objects with spectra that are, indeed, QSOs. The dashed red line indicates the mean fraction. † We define f QSO = N objects with QSO specra /N objects with specra in distinguishing between QSOs and stellar contaminants. However, this is a very small sample of our list, making up only ∼2% of all objects. We are much better at identifying galaxy contaminants, assigning scores less than 3% of them scores greater than 1.5. From our visual inspection scores, we have 43 objects with score greater than 1.5, after eliminating all contaminants based on the spectroscopic information. These are listed in Table 3 , sorted first by visual inspection score, and secondarily by the lens probability assigned by our model. Image cutouts for of the objects are shown in Figure 8 .
Of the 43 selected candidates, 5 objects have imaging available in the Hubble Legacy Archive (Urry 1996; Evans 2005; Falco 1994; Brotherton 2005; Kochanek 2004 ). The images of these objects are shown below their SDSS counterparts in 10. Of the five objects, two are known lensed quasars while the others are singly imaged AGN. The two known lenses correspond to rank 1 and 3 in our list of candidates, providing more confidence in our visual inspection step. It is important to remember that we only used the probabilities from about 10% of the objects in SDSS passing our initial colour cuts (Section 3.2.3), so we expected to recover at best 10% of the known lenses in the SDSS footprint. In our list of 2000 objects with the highest lens probability, the lowest probability was near 0.8. In a full examination of the entire survey, a combination of cuts would be needed: more demanding cuts at query level, e.g. on the limiting W 2 magnitude and WISE colours; upper cuts in membership probabilities relative to other classes; a cutoff in the minimum p(lens) score; and possibly a re-modulation of other membership probabilities, such as extended quasars at 1.2 < z < 1.75, to account for the artificial clustering around specific classes.
SUMMARY AND CONCLUSIONS
We have demonstrated the use of Gaussian mixture models as a possible method of searching for strongly lensed quasars using purely photometric data. We begin our search by first identifying different types of possible contaminants. For each of these classes, we develop training sets either with simulated objects in the case of rare objects such as lenses, or with real objects from SDSS for the more populated classes. Figure 10 . 5 of our top 43 candidates with imaging data available in the Hubble Legacy Archive. From left to right, the objects correspond to 31st, 7th, 1st, 39, and 3rd objects in Table 3 . The middle and rightmost objects are both lenses.
Using these classes with our model along with the Expectation Maximization algorithm, we fit our model to the data in order to best describe the different populations. Our main results can be summarized as follows:
(i) Our Gaussian mixture model is capable of discriminating between our chosen classes, and the performance improves by adding features. After training, the model is flexible enough to adjust itself to real and larger SDSS datasets, and further improve its performance.
(ii) When translated to VST-ATLAS, the model trained on SDSS is still able to sort most objects into their proper classes. However, we find that the psf and model magnitudes, which prove useful in the SDSS implementation, cannot be easily replaced by the AperMag3 and AperMag6 magnitudes in VST-ATLAS.
(iii) When tested on the known lenses in SDSS, the model typically assigns either very high or very low lens probabilities. The model performs well on small separation blended systems that are the main focus of our search. Conversely, lenses that receive low probabilities typically receive high point-like QSO probabilities and are preferentially lenses with large image separation. In future implementations, one could include additional training sets designed to find this additional class of lenses.
(iv) Of the objects receiving high lens probabilities, roughly 80% are QSOs and 20% are either galaxy or stellar contaminants. An additional classification step is necessary before they can be considered viable lens candidates in order to minimize contamination. We illustrate this step using visual classification, and produce a list of 43 lensed quasar candidates selected from 10% of SDSS, all of which are known to contain an active galactic nucleus from SDSS spectroscopy. Five of the candidates happen to have archival HST images, including two known lenses.
A word of caution is also in order. The expectation maximization algorithm used on a Gaussian mixture model remains a semi-supervised machine learning method. The Gaussian parameters adjust themselves based on the data, but the method requires user supervision to ensure that the classes assigned by the model do, indeed, correspond to the classes they were programmed to describe. Since the EM algorithm can only maximize the likelihood function and is not penalized for misclassifying objects in the training set, it is possible that one of the Gaussians might describe a different class of objects than it was initially set to describe.
In conclusion, our study demonstrates the power of Gaussian Mixture Model for selecting samples of lens quasar candidates with high purity, suitable for spectroscopic and/or high resolution imaging follow-up. The strategy illustrated here, however, is by no means unique and different choices and improvements are possible. For example, one could include stricter colour cuts before the visual inspection steps in an effort to increase the purity of the sample. As we showed with the known lenses in SDSS, one can reduce the total sample by an order of magnitude while losing only small fraction of the true lenses. Furthermore, we have seen that increasing features and the proper selection of features can have a drastic effect on the performance of the model. By extending the model to higher dimensions, it will be possible to improve the selection, but with increased computational complexity. Alternatively, the visual inspection step could be replaced with pixel based machine learning techniques (e.g. Agnello et al. 2015a) or model based techniques Marshall et al. (2009); Chan et al. (2015) .
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